We propose an effective way to create interpretable control agents, by re-purposing the function of a biological neural circuit model, to govern simulated and real world reinforcement learning (RL) test-beds. We model the tap-withdrawal (TW) neural circuit of the nematode, C. elegans, a circuit responsible for the worm's reflexive response to external mechanical touch stimulations, and learn its synaptic and neuronal parameters as a policy for controlling basic RL tasks. We also autonomously park a real rover robot on a predefined trajectory, by deploying such neuronal circuit policies learned in a simulated environment. For reconfiguration of the purpose of the TW neural circuit, we adopt a search-based RL algorithm. We show that our neuronal policies perform as good as deep neural network policies with the advantage of realizing interpretable dynamics at the cell level.
Introduction
Through natural evolution, the nervous system of the nematode, C. elegans, structured a near optimal wiring diagram (White et al., 1986) . Its stereotypic brain composed of 302 neurons connected through approximately 8000 chemical and electrical synapses (Chen et al., 2006) . C. elegans exhibits distinct behavioral mechanisms to process complex chemical stimulations (Bargmann, 2006) , avoid osmotic regions (Culotti & Russell, 1978) , sleep (Nichols et al., 2017) , show adaptive behavior (Ardiel & Rankin, 2010) , perform mechanosensation (Chalfie et al., 1985b) , and to control muscles (Wen et al., 2012) .
The functions of many neural circuits within its brain have been identified (Wicks & Rankin, 1995; Chalfie et al., 1985a; Li et al., 2012; Nichols et al., 2017) . In particular, a neural circuit which is responsible for inducing a forward/backward locomotion reflex when the worm is mechanically exposed to touch stimulus on its body, has been well-characterized (Chalfie et al., 1985a) . The circuit is called tap-withdrawal (TW) and it comprises 9 neuron classes which are wired together by means of chemical and electrical synapses. Synaptic polarities (either being excitatory or inhibitory) of the circuit have then been predicted, suggesting that the circuit realizes a competitive behavior between forward and backward reflexes, in presence of touch stimulations (Wicks & Rankin, 1995; Wicks et al., 1996) .
Behavior of the tap-withdrawal (TW) reflexive response is substantially similar to the control agent's reaction in some standard control settings such as the impulse response of a controller operating on an Inverted Pendulum (Widrow, 1964; Doya, 2000; Russell & Norvig, 2010) , a controller acting on driving an under-powered car, to go up on a steep hill, known as the Mountain Car (Moore, 1990; Singh & Sutton, 1996) , and a controller acting on the navigation of a rover robot that plans to go from point A to B, on a planned trajectory, with two control commands of angular and linear velocity.
We intend to take advantage of the similarity and reconfigure the synaptic and neuronal parameters of a deterministic dynamic model of the TW neural circuit, in each of the mentioned control settings. We use publicly available reinforcement learning toolkits, to evaluate the performance of our neuronal circuit policies. The environments include the inverted pendulum (Schulman et al., 2017) , the continuous mountain car of OpenAI Gym 1 and rllab 2 , and the Cart-pole of rllab . In a real robotic setting, We also determine a control task for a rover robot to park autonomously in a specific parking spot, by a learned TW neuronal policy. For all three control challenges, we preserve the near-optimal wiring structure of the TW circuit and adopt a search-based reinforcement learning (RL) algorithm for synaptic parametrization of the network. The approach is named as neuronal circuit policies.
Our principle contribution in this work is to demonstrate the performance of a compact neuronal circuit model from the brain of the C. elegans worm, as an interpretable continuous time recurrent neural network, in standard control and RL settings. In our experimental evaluations, we demonstrate that our control agent can achieve the performance of the conventional and the state-of-the-art artificial intelligence (AI) control agents, by solving five RL tasks. We show how a learned neuronal circuit policy in a simulated environment, can be transferred to a real robotic environment. We also demonstrate that the function of the neurons in a learned neuronal network is interpretable.
Preliminaries
In this section, we first briefly describe the structure and dynamics of the tap-withdrawal neural circuit. We then introduce the mathematical neuron and synapse models utilized to build up the model of the circuit.
Tap-Withdrawal Neural Circuit Revisit
A mechanically exposed stimulus (i.e. tap) to the petri dish in which the worm inhabits, results in the animal's reflexive response in the form of a forward or backward movement. This response has been named as the tap-withdrawal reflex, and the circuit identified to underly such behavior is known as the tap-withdrawal (TW) neural circuit (Rankin et al., 1990) . The circuit is shown in Figure 1 . It is composed of four sensory neurons, PVD and PLM (posterior touch sensors), AVM and ALM (anterior touch sensors), four interneuron classes (AVD, PVC, AVA and AVB), and two subgroup of motor neurons which are abstracted as a forward locomotory neurons, FWD, and backward locomotory neurons, REV. Neurons recurrently synapse into each other with excitatory and inhibitory synaptic links. It has been shown that sensory neurons of the TW circuit get activated as a result of an input tap, and transfer the stimulus through the modulatory interneurons PVC and AVD to the command neurons AVA and AVB (Wicks et al., 1996) . The TW reflex is then modulated by a competition between these two command neurons, either resulting in a forward scape response (AVB's activation dominates AVA's) or a reversal scape response. Throughout the paper, we illustrate how such recurrent neuronal network can be deployed in standard RL settings. We first sketch how we modeled neurons and synapses to build up the TW circuit.
Neuron Model
Most of the neurons in C. elegans are observed to exhibit electrotonic dynamics (Kato et al., 2015) , meaning that electric charges spread passively inside a neuron creating graded potentials. This implies that the neurons are non-spiking. Dynamics of the neurons' membrane potential therefore, were modeled by the well-known, deterministic ordinary differential equation (ODE), the single-compartment membrane equation (Koch & Segev, 1998) :
where C m , G Leak and V Leak are parameters of the neuron and I
(i)
in , stands for the external currents to the cell. We adopted Eq. (1) to govern interneurons' dynamics.
For interacting with the environment, We introduced sensory and motor neuron models, separately. A sensory component consists of two neurons S p , S n and a measurable dynamic system variable, x. S p gets activated when x has a positive value, whereas S n fires when x is negative. Mathematically, the potential of the neurons S p , and S n , as a function of x, can be expressed as
This maps the region [x min , x max ] of system variable x, to a membrane potential range of [−70mV, −20mV ] . Note that the potential range is selected to be close to the biophysics of the nerve cells, where the resting potential is usually set around -70 mV and a neuron can be considered to be active when it has a potential around -20 mV (Hasani et al., 2017) . Similar to sensory neurons, a motor component is composed of two neurons M n , M p and a controllable motor variable y. Values of y is computed by y := y p + y n and
This maps the neuron potentials M n and M p , to the range [y min , y max ]. FWD and REV motor classes in Figure 1 , are modeled in this fashion.
Synapse Model
Chemical synapses are points at which two neurons trade information by the release of neurotransmitters. The chemical synaptic current depends on a non-linear component standing for their conductance strength, which is a function of the presynaptic neurons' potential, V pre , and have a maximum weight of w,(standing for the maximum conductance of the synapse) as, (Koch & Segev, 1998) :
Moreover, the synaptic current linearly depends on the postsynaptic neuron's membrane potential, V post , and therefore can be formulated as, (Koch & Segev, 1998) :
where by varying E, the reversal potential of the synapse, it realizes inhibitory or excitatory connection to their postsynaptic neurons.
An electrical synapse (gap-junction), which is a physical junction between two neurons, was modeled by a constant conductance,ω, where based on the Ohm's law their bidirectional current between neurons j and i, can be computed asÎ
For simulating neural networks composed of such dynamic models, we adopted a implicit numerical solver . Formally, we realized the ODE models in a hybrid fashion which combine both implicit and explicit Euler's method. See supplementary materials, Section 2, for a
Algorithm 1 Random Search + Objective Indicator
Input: A stochastic objective indicator f , a starting parameter θ Input:
concrete discussion on the model implementation, and the choice of parameters.
Note that one objective of the solver is to be employed in a real-time control system. For reducing the complexity therefore, our method realizes a fixed-step solver. The solver's complexity for each time step ∆ t is O(|# neurons|+ |# synapses|). The solver is implemented in C++ in which we construct the TW circuit for performing specific control tasks. We now need to formalize a learning platform to tune the parameters of the circuit for the desired control problem.
Search-based Reinforcement Learning
In this section we formulate an RL setting for training the parameters of the neural circuit to perform the balancing of the inverted pendulum, control the mountain car, and to park the rover robot.
The behavior of a neural circuit can be expressed as a policy π θ (o i , s i ) → a i+1 , s i+1 , that maps an observation o i , and an internal state s i of the circuit, to an action a i+1 , and a new internal state s i+1 . This policy acts upon a possible stochastic environment Env(a i+1 ), that provides an observation o i+1 , and a reward, r i+1 . The stochastic return is given by R(θ) := T t=1 r t . Objective of the Reinforcement learning is to find a θ that maximizes E R(θ) .
Approaches to find such optimal θ, can be categorized into two major groups, based on how randomness is formulated for the environment explorations (Schulman et al., 2015; Salimans et al., 2017) : I-Gradient-based and II-search-based methods. The principle of gradient-based RL is to perform random sampling for generating a i , and use the action's influence on the return value, to improve θ (Williams, 1992) . Search-based methods directly randomly sample parame-ters and estimate how good these random parameters are, to update θ (Salimans et al., 2017; Szita & Lörincz, 2006) . Here, we adopted such search-based optimization which can be applied in any control setting, regardless of the internal structure of the policy, (black-box optimization). One major obstacle for search-based optimization is the stochastic nature of the RL environment, which makes the objective function, f (θ) = E(R θ ), a probability distribution and the underlying optimization problem an instance of Stochastic Optimization (Spall, 2003) . Samples of the objective distribution can be generated by running rollouts with π θ on the environment. A possible solution to overcome a high variance when estimating E(R θ ), is to rely on a very large number of samples (Salimans et al., 2017; Duan et al., 2016) , which nonetheless comes with high computational costs. Our approach is based on a Random Search (RS) (Rastrigin, 1963) optimization, combined with an Objective Estimate (OE) as an objective function f :
The OE generates N rollouts with π θ on the environment and computes an estimate of E(R θ ) based on a filtering mechanism on these N samples. We compared two filtering strategies in this context; I-Taking the average of the N samples, and II: taking the average of the worst k samples out of N samples. The first strategy is equivalent to the Sample Mean estimator, whereas the second strategy aims to avoid getting mislead by outlying high samples of E(R θ ). Our objective for realizing the second strategy was the fact that a suitable parameter θ makes the policy π θ , control the environment in a decent way even in difficult situations (i.e. rollouts with the lowest return).
In both strategies, to ensure that a single outlying high OE for some θ does not hinder the algorithm to find a legitimately good parameter, the OE is reevaluated after it is utilized M times, within the algorithm. The full algorithm is outlined in Algorithm 1.
Experiments
The goal of our experiments is to answer the following questions: 1) How would a neural circuit policy perform in a basic standard control setting? 2) When possible, how would the performance of our learned circuit compare to the other methods? 3) Can we transfer a policy from a simulated environment to a real environment? 4) Can we interpret the behavior of the neural circuit policies?
We prepared five environmental settings for the TW sensory/motor neurons and then deployed our RL algorithm to learn the parameters of the TW circuit to realize the given control objective. Environments include I) Inverted pendulum of Roboschool (Schulman et al., 2017) The major constraint that prevents the TW neural circuit (shown in Figure 1 ) to be tested on arbitrary tasks, is its limited number of sensory and motor neurons. As the TW circuit allows us to incorporate only two input and one output variables, we selected tasks that can be solved with only two observations. We chose environments from different toolkits to evaluate our neural circuit policies on a variety of dynamics, interactions and reward settings. For instance, the two mountain car suites of OpenAI Gym and rllab realize different positive rewards functions as explained in section 4.3.
Inverted pendulum with the TW neural circuit
The TW neural circuit shown in Figure 1 , contains four sensory neurons. It therefore, allows us to map the circuit to only two input variables. Note that as we discussed in section 2.2, a sensory component expressed in the form of Eq. (2) and Eq. (3), consists of two neurons for incorporating positive and negative values of the dynamic system variable. The inverted pendulum environment provides four observation variables as shown in Figure 2A . The position of the cart x, together with its velocityẋ, the angle of the pendulum ϕ 2 along with its angular velocityφ.
Since the main objective of the controller is to balance the pendulum in an upward position and make the car stay within the horizontal borders, we fed ϕ, and x, as the inputs to the sensors of the TW circuit, as illustrated in Figure 2B .
Control commands to the pendulum were originated by the abstract motor neuron classes, FWD and REV components. The activity of these components are governed by Eq. (4) and Eq. (5), respectively, and represented in Figure 2B , graphically.
We set up the search-based RL algorithm to optimize the neurons and synapses parameters ω,ω, σ, C m , V Leak and G Leak in the Roboschool RoboschoolInvertedPendulum-v1 environment with an slight modification (Schulman et al., 2017) in the reward calculation. It is desirable for the cart to stay in the center of the horizontal space. Therefore, we incorporated an additional axillary reward; if the pendulum is in the up-right position and in the center, an additional 20% reward is collected. This bonus linearly decreased. For instance the bonus reward is 10% if the cart is halfway to the end. Right at the borders the bonus reward vanishes. A video of different stages of the learned neuronal circuit policy for the inverted pendulum can be viewed at https://youtu.be/iOHeQ7DhQv8
Note that we were also able the train the TW circuit to solve original version of the inverted pendulum task when feeding ϕ, andφ into the circuit. However, we observed a slow drift of the pendulum toward one of the two ends in final policy, which we wished to eliminate.
The mountain car (OpenAI Gym) control with the TW neural circuit
In this experiment we trained the TW circuit to drive the car shown in Figure 3A uphill to the right-hand side, by generating gravitational momentum. The observation variables are the car's position (on the horizontal axis, x) together with its linear velocity. The control signal applies force to the car to move it to the right-and left-hand side, periodically, to finally bring the car up on the hill.
Similar to configuration of the inverted pendulum, we set the observational and motor variables for the tap withdrawal, as illustrated in Figure 3B . The circuit was then learned by the search-based RL algorithm. A video illustrating the control of the car at various episodes during the learning process can be viewed at https://youtu.be/lMrP1sXp3jk.
The mountain car (rllab) control with the TW neural circuit
The environmental observations and motor actions for the mountain car are the same in rllab and OpenAI Gym. Therefore, we set up the TW circuit the same way we did for the mountain car in the Gym.
The major difference of the two environments are in the way the reward is computed. The environment of rllab has a graded continuous reward which is directly associated with the position of the car, whereas in the OpenAI Gym implementation, reward is sparse and gets allocated only once the car reaches a certain altitude. Furthermore, in both frameworks, reward is subjected to a penalty as follows; in rllab the penalty is constant, whereas in the Gym the amount of the penalty varies depending on the amplitude of the performed action. Consequently, energy efficient solutions achieve a higher score, in the Gym environment, in contrast to the rllab version, where the highest scoring solutions bring the car uphill as fast as possible.
Cart-pole (rllab) control with the TW circuit
The Cart-pole environmental setting is substantially similar to that of the inverted pendulum. In contrast to the inverted pendulum experiment, here we mapped the observation variables, pole angle, ϕ and the pole's angular velocityφ to the sensor. As a result, the controller is not aware of the position of the cart, x, and whether the boundary of the movable space is nearby or not. An intuitive solution for handling more control variables would be to add sensory neurons to the TW circuit. However, in the present work we intended to maintain the structure of the TW circuit constant, and test its capabilities in control scenarios with the resulting partial observability. Environmental variables for the cart-pole suite were mapped to the circuit elements as denoted in Table 1 .
Autonomous parking of the rover with the TW neural circuit
In this experiment, we generalized our TW neuronal circuit policy to a real-world control setting. We let the TW circuit learn to park a rover robot on a determined spot, given a set of checkpoints which form a trajectory, in a deterministic simulated environment. We then deployed the learned policy on a mobile robot in a real environment shown in Figure  4A . The key objective here was to show the capability of the method to perform well in a transformation from a simulated environment to a real setting. For doing this, we developed a custom deterministic simulated RL environment
The rover robot provides four observational variables (Starting signal, position of the rover, x, y and its angular pose, θ), together with two motor actions (linear and angular velocity, v and w). We mapped all four observatory variables, as illustrated in Figure 4B , to the sensors of the TW. Note that here the geometric reference of the surrounding space is set at the initial position of the robot. Therefore, observation variables are only positive.
We mapped the linear velocity (which is a positive variable throughout the parking task) to one motor neuron and the same variable to another motor neuron. We determined two motor neurons for the positive and negative angular velocity. The mapping details are provided in ration implies that the command neuron, AVA, controls two motor neurons responsible for the turn-right and forward motion-primitives, and AVB to control the turn-left and forward motor neurons. Therefore, the TW circuit is able to govern the robot's locomotion in three different directions, forward, left-and right-turns, which are sufficient to perform a parking trajectory. Furthermore, each command neuron is able to move the rover forward and turn it to the left or right.
RL SETTING FOR THE PARKING TASK
A set of checkpoints on a pre-defined parking trajectory were determined in the custom simulated environment. For every checkpoint, a deadline was assigned. At each deadline a reward was given as the negative distance of the rover to the current checkpoint. The checkpoints are placed to resemble a real parking trajectory composed of a sequence of motion primitives: Forward, turn left, forward, turn right, forward and stop. We then learned the TW circuit, by the RL algorithm. The learned policy has been mounted on a Pioneer AT-3 mobile robot and performed a reasonable parking performance. The Video of the performance of the TW neuronal circuit policy on the parking task can be viewed at https://youtu.be/Vwydc2ez9Wc.
Experimental Evaluation
In this section, we thoroughly assess the results of our experimentation. We qualitatively and quantitatively explain the performance of our neuronal circuit policies. We then benchmark our results where possible, with the existing methods and describe the main attributes of our methodology. We finally illustrate how the activity of the learned neuronal circuits can be interpretable.
Performance
The training algorithm was able to solve all five tasks, after a reasonable number of iterations as shown in Figure 5 . All learning curves reached a stable state after the given number of iterations. Jumps in the learning curves of the mountain car in OpenAI Gym ( Figure 5B ) are the consequence of the sparse reward. The inverted pendulum of the Roboschool and the cartpole of rllab, realized substantially similar learning curves ( Figure 5A and 5D ) . This indicates the robustness of the policy and the learning algorithm to different frameworks for a given control task. For the deterministic parking trajectory, the learning curve approaches a stable state, exponentially fast.
The final return values for the basic standard RL tasks (provided in Table 2 ), matches that of conventional policies (Heidrich-Meisner & Igel, 2008) , and the state-of-the-art deep neural network policies learned by many RL algorithms (de Froissard de Broissia & Sigaud, 2016; Schulman et al., 2017; Berkenkamp et al., 2017) . Table 2 , also depicts the average return over the entire training iterations. The average return is not significant compared to the other algorithms applied to the artificial neural network policies , due to the smaller number of training iterations. Training curves in our case however, reaches an stable state reasonably fast in all tasks even with a fewer number of epochs.
To take advantage of parallel hardware resources and to further increase the performance of our training algorithm, we deployed an ensemble of TW agents which were trained independently in parallel. Depending on the difficulty of the 
Effect of filter size on the training performance
Fig 2F shows how the choice of the objective-estimate, affects the training performance. The objective-estimate is defined as the mean of the k (=filter size) returns out of 20 rollouts. When k = 20, the estimation is equal to the sample mean. We tested two environments with different reward settings: The mean return of Mountaincar (OpenAI Gym) after 50,000 training iterations to represent a sparse reward scenario and the mean return of our modified inverted pendulum task after 15,000 training iterations as an example of a gradual reward setting. The results denote that in a sparse reward setting, filtering of the high-outliers tend to degrade the training performance while in a gradual reward setup, filtering of the outliers improves the performance. The reported values in Fig2F, correspond to the average, when running this experiment 10 times. Further discussions about this can be found in the supplementary materials Section 4.
Interpretability of the neuronal circuit policies
Interpretability of neural network policies is still a challenge to be solved (Heess et al., 2016; Bacon et al., 2017) . Successful attempts on the development of interpretable representation learning have been provided where the latent space of the learned policies demonstrate interpretable skills Florensa et al., 2017) . A neuronal circuit policy has the distinct attribute of being interpretable at the cell level. Here, we show how the activity of the learned TW neuronal policies, in different domains is auditable. Figure  6A to 6C represent the normalized membrane potential of neurons in learned policies for the inverted pendulum, the A B C Figure 6 . Neuronal activity of the Learned neuronal policies. A) The inverted pendulum circuit B) The mountain car (OpenAI Gym) circuit C) The parking circuit. Individual neuron's resting potential, V leak , is mapped to 0, neuron's maximum potential is mapped to 1 and neuron's minimum potential is mapped to -1.
mountain car and the parking task. We describe the global neuronal dynamics in these scenarios.
Inverted Pendulum -Activity of the learned Tapwithdrawal's neurons in a successful episode of the inverted pendulum control, is shown in Figure 6A . The learned circuit surprisingly realized a competitive behavior between two sub-circuits within the network, similar to the reflexive behavior observed in the worm (Wicks et al., 1996) . Neurons AVM, AVD, AVA, and REV control the pendulum not to fall on the left side, whereas a circuit composed of PLM, PVC, AVB and FWD, controls the other side of the balance. The antagonistic behavior between the command neurons AVA and AVB balances the pendulum in the middle. Note that DVA neuron acts as a mediator which couples the kinetics of the two sub-circuits. Note that Neurons' dynamics are realized with a variety of time-constants during the balancing control episodes. For instance PVC modulates fast undulations while the motor neurons work with a slower dynamic.
Mountain Car -As illustrated in Figure 6B , a gradual increase in the amplitude of the overall periodic dynamic of the neurons is observed due to the alternation of the direction of movement to bring the car uphill. Sensory neurons linearly transform the environmental observations to the global activity of the system, forming a phase-shifted highly synchronized behavior. In every episode, by the rising of PDV (higher negative velocity) or PLM (be at a positive x), all neurons approach their resting potential. This feedback mechanism which prevents unstable behavior, originated from inhibition of PVC and AVD by the ALM sensory neuron. At every period in which the car reaches the maximum position on the left-hand side, a circuit composed of AVM, AVD, AVB and FWD applies a force-pulse which pushes the car to get closer to the target. AVA and AVB retained their objective as in the TW actual circuit, as the command neurons which enforce the network's decision to the motor neurons REV and FWF. However their activity is not fully antagonistic in this learned network. This is where the competition "A more active command neuron, gives rise to a more active downstream motor neuron, and as a results winning the competition", is still present.
Parking of the rover - Figure 6C shows the activity of the learned TW policy on the parking task. AVM receives the starting signal and accordingly, a left turn together with moving forward are initiated by the motor neuron FWD and LFT. This is governed by the command neuron AVB. The rover continues moving forward and initializes a right turn by the motor neurons FWD and RGT. This is controlled by AVA. AVD learned to control the turning-phases of the rover by moderating its state, (a higher potential during right turns and a lower membrane state during left turns). PVC and DVA function as the pre-command neurons which incorporate the sensory and the network inputs, into a readable action for the command neuron AVB.
Conclusions
In this work, we showed that a neuronal circuit policy can be adopted to function as a controller for standard control tasks expressing similar characteristics to the original purpose of the circuit. We illustrated the performance of such policies learned by a search-based RL algorithm, in standard basic RL domains. We also generalized the use of such policies in a real-domain robot control. More importantly, for various domains we showed that our learned policies developed interpretable skills at the neuron level.
Our neuronal policies are limited to the domains in which the sensory observations and motor actions are as many as the available sensory and motor neurons of the neural circuit. Implementation of larger neural circuits to build interpretable controllers for tasks with higher degrees of freedom will be the focus of our continued effort. Moreover, a policy gradient algorithm may significantly enhance the performance of our policies. We open-sourced our policies, to encourage other researchers to further explore the attributes of neuronal circuit policies and apply them to other control and reinforcement learning domains . 002  003  004  005  006  007  008  009  010  011  012  013  014  015  016  017  018  019  020  021  022  023  024  025  026  027  028  029  030  031  032  033  034  035  036  037  038  039  040  041  042  043  044  045  046  047  048  049  050  051  052  053  054 Supplementary Materials 1. Videos of the performance of the learned neuronal circuit policies Description URL TW circuit controls an inverted pendulum at different stages of the training process https://youtu.be/iOHeQ7DhQv8
TW circuit controls a mountain car at different stages of the training process https://youtu.be/lMrP1sXp3jk TW circuit performs the parking task https://youtu.be/Vwydc2ez9Wc Parking task with four degrees-of-freedom https://youtu.be/jVQqKoHopTU Table S1 . Videos
Neural Circuit Implementation and Setup
In this section we describe how to integrate the neuron and synapse equations into a computational framework to build up the TW circuit. Due to non-linearity of the sigmoid function in Eq. (7)Main-text, the neuron's differential equation, Eq.
(1)Main-text, becomes non-linear. Unfortunately, there are no complete theory of solving problems of this class, explicitly (Gerald, 2012) . Thus, for simulating neural networks composed of such dynamic neuron models, we adopted a numerical implicit solver.
When a network structure is dense and full of synaptic pathways, the set of ODEs (neuron potentials), defined in Eq.
(1)Main-text, becomes stiff . Therefore, in order to overcome stability issues we used an implicit derivation approximation method as follows :
In this way, we discretize the time variable and transform the set of ODEs into a set of iterative equations.
For each neuron, Eq. (1)Main-text, exposed to chemical synaptic currents in the form of Eq. (7)Main-text, and gap junction currents in the form of Eq. (8)Main-text, if we apply approximation of the Eq. (1)supplementary and assume v pre (t) ≈ v pre (t − ∆ t ), we can show that the membrane potential of that neuron at time t, is computable by: Table S5 . Input and output boundary values used to define the affine sensory and motor mappings 4. Discussion on the influence of the filtering on the training performance
We experienced that a large filter size, i.e an objective estimate, which filters out only few outlying samples, performs better when the reward is sparse. We observed that learning curve of such environments usually has the shape of a series of step functions. One example is the Mountaincar (OpenAI Gym) environment, where a positive reward is only given once at the end, when the entire task has been solved. A large filter size performs better, in such tasks, because the episodes that have been solved by luck, are not filtered out and instead, have a large effect on the estimate. This is crucial for the training in a sparse reward setting, since during the learning phase, we observed that the agent first is unable to solve the task, then is able to solve only a few cases (e.g. when the car starts somewhere uphill) and so on, until the final agent solves the task even in the difficult scenarios.
Furthermore, we observed that a small filter size, i.e. an objective-estimate which is computed only from the lowest samples, performs slightly better in tasks with gradually increasing reward. Learning curve of such environments are usually shaped smoother. An example of such task is the inverted pendulum (Roboschool), where a positive reward is given all the time when the pendulum is still facing upwards. Our filtering strategy performs slightly better here, because, as originally intended, the estimate is not influenced by outlying high samples. In the inverted pendulum task, such samples occur when the pendulum start in an almost straight pose and a high return can be collected without any specific action.
TW circuit can realize more degrees of freedom
In our first parking experiment, the TW circuit is able to make a turn left and move the rover forward with only one command neuron being active. This means that the circuit is able to solve the task with having binary activation states (active, not active) of the command neuron. To test the flexibility of the TW circuit and underlying neuron model, we set up a second parking experiment. In this experimental setup, we connected the command neuron AVA to two motor neurons responsible for turning right and moving backwards, and AVB to two motor neurons responsible for turning left and moving forward. In this setup, the controller is principally able to move the robot to 4 different directions: Forward, Backward, turn left
