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We introduce several measures of skewness for ordinal variables. These mea-
sures are based on an axiomatic approach for the phenomen of skewness and
the functional form stems from a rank{statistic with special scores{functions.
We show the favorite properties of one measure of skewness that can be inter-
preted by exchanging frequencies to get extremely skewed distributions. If the
maximum or the minimum of the ordinal variable have no positive frequency
it is shown that these extreme values can inuence the amount of skewness
heavily.
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21 Einleitung
Schiefemae werden in der Literatur ebenso wie Streuungsmae zumeist f ur quantitative
Merkmale angegeben. Eine Ausnahme bildet die Arbeit von Klein (1999a), in der auf
der Basis von H augkeitsdierenzen ein Schiefema auch f ur ordinalskalierte Merkmale
eingef uhrt wird.
Wir wollen im folgenden analog zu dem Vorgehen von Klein (1999b) f ur Streuungsmae
zeigen, wie sich mittels linearer Rangordnungsstatistiken eine Klasse von Schiefemaen
konstruieren l at, deren Elemente sich nur durch die Wahl der jeweiligen Scoresfunktio-
nen unterscheiden. F ur das von Klein (1999a) betrachtete Schiefema wird eine anschau-
liche Interpretation mittels der aus Klein (1999b) bekannten Operation der H augkeits-
umschichtung vorgenommen. 1
2 Formaler Rahmen
Der formale Rahmen entspricht dem in Klein (1999b) eingef uhrten und soll kurz wieder-
holt werden.
Es seien E eine endliche Grundgesamtheit des Umfangs n und U ein ordinalskaliertes
Merkmal mit endlich vielen geordneten reellwertigen Auspr agungen ui < ui+1 f ur i 2 N.
Es wird davon ausgegangen, da die Denition des Merkmals und die Festlegung der
Merkmalsauspr agungen im Vorfeld statistischer Erhebungen festgelegt werden. So wird
zum Beispiel entschieden, da die Links-Selbsteinsch atzung auf einer Zehnpunkteskala
erfolgt, ohne da zun achst klar, ob alle Skalenwerte in einer konkreten Erhebung auch
angekreuzt werden. Es soll deshalb im folgenden von "m oglichen" Merkmalsauspr agungen
gesprochen werden, die datenunabh angig festgelegt sind und deren Festlegung sehr wohl
das Ausma der Schiefe einer H augkeitsverteilung beeinussen kann.
ni bezeichne die absolute H augkeit mit der die i{te Merkmalsauspr agung in der Grund-
gesamtheit E vorkommt f ur i 2 N. Es sei n =
P
i ni. Dann sind fi = ni=n die relativen
H augkeiten, Ri =
P
ji nj die kumulierten absoluten und Fi = Ri=n die kumulierten
1F ur Korrekturen und Hinweise danke ich Herrn Diplom{Mathematiker Hans Kiesl, Lehrstuhl f ur
Statistik, Universit at Bamberg.
3relativen H augkeiten f ur i 2 N. Ist k 2 N die Anzahl der m oglichen Merkmalsauspr agun-
gen, so sind Rk = n und Fk = 1.








mit a(Fi) = a(Ri), i = 1;2;:::;k als lineare Rangordnungsstatistik bezeichnet. c1;:::;ck
heien Regressionskoezienten und a(:) bzw. a(:) Scorefunktion (vgl. z.B. Hajek & Sidak




betrachten, wobei die Scorefunktion a(:) von zwei Argumenten abh angt.
3 Schiefemessung f ur ordinalskalierte Merkmale
Die elementaren Anforderungen an ein Schiefema betreen zun achst die Extrempunkte,
wann keine und wann eine minimale oder maximale Schiefe vorliegen soll. Diese Situatio-
nen werden in Klein (1999a) f ur den Fall der Rechtsschiefe (Linkssteilheit) diskutiert.
3.1 Symmetrie
Keine Schiefe liegt oenbar dann vor, wenn die Verteilung symmetrisch ist, d.h. es gelten
fi = fk+1 i bzw. Fi = 1   Fk i
f ur i = 1;2;:::;[k=2], wobei [:] den ganzzahligen Anteil des Arguments bezeichnet.
3.2 Extreme Schiefe bei fester Anzahl der Merkmalsauspr agun-
gen
Sei k 2 N die Anzahl m oglicher Merkmalsauspr agungen, dann tritt der Fall der maximalen
Rechtsschiefe auf, wenn die kleinste Merkmalsauspr agungen u1 die gesamte H augkeits-
masse auf sich vereint, d.h. es gilt Fi = 1 f ur i = 1;2;:::;k. Wir bezeichnen das zugeh orige
k{dimensionale Tupel kumulierter relativer H augkeiten als 1 = (1;1;:::;1;1).
4Umgekehrt liegt eine minimale Rechtsschiefe (d.h. maximale Linksschiefe) vor, wenn le-
diglich die maximale Auspr agung uk eine positive H augkeit besitzt. Das zugeh orige k{
dimensionale Tupel kumulierter relativer H augkeiten wird mit k = (0;0;:::;0;1) be-
zeichnet.
3.3 Funktionale Abh angigkeit
Auch Schiefemae k onnen mit derselben Argumentation wie f ur Streuungsmae nur von
dem Vektor der kumulierten relativen H augkeiten funktional abh angen, da das Schie-
feph anomen von Translationen nicht ber uhrt wird. Damit greift f ur ordinalskalierte Merk-
male die Argumentation aus Klein (1994): Wenn eine bez uglich aller streng monoton
zunehmenden Transformationen vergleichsinvariante Mazahl absolutinvariant bez uglich
einer streng monoton zunehmenden Transformation ist, dann ist sie auch absolutinvariant
bez uglich aller streng monoton zunehmenden Transformationen und damit nur funktional
abh angig von kumulierten H augkeiten (siehe auch Klein (1999a), S. 6f.).
3.4 Partialordnung der Schiefe bei endlicher Anzahl von Aus-
pr agungen
Ausgangspunkt f ur jede Schiefemessung ist die Denition einer geeigneten Ordnung
von Verteilungen unterschiedlicher Schiefe. Wir betrachten dazu die Menge Fk aller
k{dimensionalen Tupel kumulierter relativer H augkeiten. Es liegt nun nahe, zwei k{
dimensionale Vektoren kumulierter relativer H augkeiten F = (F1;:::;Fk 1;1) und
F0 = (F 0
1;:::;F 0
k 1;1) entsprechend der folgenden Relation zu ordnen: F ist nicht rechts-
schiefer als F0 (kurz: F SO F0), wenn
Fi   (1   Fk i)  F
0
i   (1   F
0
k i)
f ur i = 1;2;:::;k   1 gilt. Diese Bedingung l at sich alternativ als







f ur i = 1;2;:::;k   1 formulieren. Es handelt sich lediglich um eine Partialordnung auf
Fk, da nicht alle Verteilungen entsprechend SO geordnet werden k onnen.
5Von Schiefemaen SO f ur ordinalskalierte Merkmale ist zumindest zu verlangen, da sie
diese sehr spezielle Ordnung erhalten.
Betrachtet man als Referenz eine symmetrische Verteilung Fs = (F s
1;:::;F s
k 1;1), f ur die
oensichtlich F s
i  (1 F s
k i) = 0 f ur i = 1;2;:::;k 1 gelten mu, dann ist eine Verteilung
F 2 Fk nicht rechtsschief, wenn F SO Fs ist. Analog folgt, da F nicht linksschief ist,
wenn Fs SO F ist.
3.5 Spiegelung der Verteilung
Permutationen der Komponenten des Vektors f = (f1;:::;fk) der relativen H augkeiten
werden im allgemeinen die Schiefe der Verteilung beeinussen. Dies gilt auch, wenn die
Spiegelung
F = (1   Fk 1;:::;1   F1;1)
von F = (F1;:::;Fk 1;1) betrachtet wird. Ist F rechtsschief, so mu F linksschief sein
und umgekehrt. Von einem Schiefema ist deshalb zu verlangen, da die Spiegelung zwar
absolutbetragsm aig den Wert eines Schiefemaes nicht beeinut aber sehr wohl das
Vorzeichen.
3.6 Ein allgemeines Konstruktionsprinzip
Es ist zun achst zu kl aren, was unter einem (additiven) Schiefema f ur ordinalskalierte
Merkmale zu verstehen ist.
Denition 3.1 Seien Fk die Menge aller Vektoren von kumulierten relativen H augkei-
ten f ur k 2 N Merkmalsauspr agungen. SO : Fk ! R heit Schiefema, wenn
1. SO(F) = 0, falls F 2 Fk symmetrisch ist,
2. F SO F0 =) SO(F)  SO(F0) f ur F;F0 2 Fk,
3. SO(F1;:::;Fk 1;1) =  SO(1   Fk 1;:::;1   F1;1) f ur F = (F1;:::;Fk) 2 Fk
gelten.
6Als unmittelbare Konsequenz dieser Denition ergibt sich, da
SO(k)  SO(F)  SO(1)
f ur F 2 Fk ist.









Im weiteren sollen f ur die Scorefunktion b(:) die folgenden Annahmen getroen werden:
(1) b : [0;1] ! R,
(2) b ist stetig und beschr ankt im Intervall [0;1],
(3) b ist antisymmetrisch, d.h. b(p) =  b(1   p) f ur p 2 [0;1],
(4) b ist streng monoton zunehmend auf dem Intervall [0;1].
Insbesondere ist dann b(1=2) = 0. b nimmt f ur u = 0 das Minimum und f ur u = 1 das
Maximum an.
Ein Beispiel, wie b(:) gew ahlt werden kann, liefert das in Klein (1999a) diskutierte Schie-
fema




Setze b(p) = 2(p   (k   1)=2) f ur p 2 [0;1].
Wenn b(:) die Eigenschaften (1) bis (4) besitzt, dann kann gezeigt werden, da die zu-
geh orige additive Mazahl SO ein Schiefema ist.
Theorem 3.1 Sei SO : Fk ! R eine (additive) Mazahl mit Scorefunktion b(:), die
die Eigenschaften (1) bis (4) erf ullt, dann ist SO ein Schiefema f ur ordinalskalierte
Merkmale mit k Merkmalsauspr agungen.
Beweis:
71. Sei F = (F1;:::;Fk) 2 Fk symmetrisch. Dann ist Fi = 1 Fk i und damit Hi = 1=2,
so da b(Hi) = 0 f ur i = 1;2;:::;k ist. Damit ist auch SO(F) = 0.
2. Seien F;F0 2 Fk mit F SO F0, dann ist Hi  H0
i und wegen der strengen Monotonie
von b(:) auch b(Hi)  b(H0
i) f ur i = 1;2;:::;k. Somit folgt SO(F)  SO(F0).
3. Sei F = (F1;:::;Fk 1;1) 2 Fk und
F = (F 1;:::;F k 1;1) = (1   Fk 1;:::;1   F1;1):
Dann ist
(F i + F k i)=2 = 1   (Fi + Fk i)=2




b(1   (Fi + Fk i)=2) =  
k 1 X
i=1
b((Fi + Fk i)=2) =  SO(F):

Es wurde bereits erw ahnt, da SO(k)  SO(F)  SO(1) ist. Die Unter{ und Ober-
grenze lassen sich f ur die betrachteten additiven Schiefemazahlen mit Scorefunktion b(:)
angeben. Es ist
(k   1)b(0)  SO(F)  (k   1)b(1):









b(Fi + Fk i)=2) + b(Fk=2):








als Dierenz zweier nicht-negativer Summanden dargestellt werden.
8Der vorstehende Satz l at eine groe Freiheit der Konstruktion von Schiefemaen f ur or-
dinalskalierte Merkmale. Insbesondere nennt er keine Anweisung, wie die Scorefunktion
auerhalb der Eigenschaften (1) bis (4) festzulegen. Dies ist auch mit rein deskriptiven
Anforderungen nicht m oglich. Mittels einer Scorefunktion ist eine Gewichtung insbeson-
dere der R ander der H augkeitsverteilung m oglich. Verwendet man aber auf das Intervall
[0;1] normierte Schiefemae entsprechend,
SO
(F) = SO(F)=((k   1)b(1))
so wird dieser Gewichtungseekt automatisch nivelliert, und die Schiefewerte werden deut-
lich weniger stark durch die Wahl der Scorefunktion beeinut.
Es sollen nun im folgenden ausschlielich Scorefunktionen betrachtet werden, die aus
Scorefunktion hergeleitet werden k onnen, die auch bei der Streuungsmessung eine Rolle
spielen.
3.7 Aus Streuungsmaen abgeleitete Schiefemae
Spezielle Scorefunktionen b(:) mit den gew unschten Eigenschaften (1) bis (4) lassen sich
aus den Scorefunktionen a(:) f ur Streuungsmae herleiten. Diese sollen nach Klein (1999b)
die folgenden Eigenschaften besitzen:
(1) a : [0;1] ! [0;1),
(2) a ist stetig im Intervall [0;1],
(3) a ist symmetrisch, d.h. a(p) = a(1   p) f ur p 2 [0;1],
(4) a ist streng monoton zunehmend auf dem Intervall [0;1=2],




a(p)   a(1=2) f ur 0  p  1=2
a(1=2)   a(p) f ur 1=2  p  1;















kann SO(F auch als Summe zweier Streuungsmawerte interpretiert werden, die f ur zwei
H alften der H augkeitsverteilung separat berechnet werden. Die Messung der Schiefe
durch Streuungsmae auf Teilbereichen der Verteilung ist aber wohlbekannt.
In Klein (1999b) werden in Anlehnung an und Erweiterung von Vogel (1991) insgesamt
acht verschiedene Scorefunktionen betrachtet, die zur Erzeugung von Scorefunktionen
f ur Schiefemae benutzt werden k onnen. Wir wollen hier lediglich drei herausgreifen, die
zum einen das Schiefema SO1;2;:::;k 1 liefern und zum anderen zum Gini{Streuungsma
und zu einem Streuungsma auf der Basis der Entropie geh oren, das bereits von Vogel
& Dobbener (1982) betrachtet wird. Die Scorefunktionen sind in der Numerierung von
Klein (1999b), die sich an Vogel (1991), anlehnt:
1. a7(p) = 1=2   jp   1=2j,
2. a1(p) =  pldp   (1   p)ld(1   p),
3. a2(p) = p(1   p).
Die korrespondierenden Scorefunktionen f ur Schiefemae sind




 pldp   (1   p)ld(1   p)   1 f ur p  1=2




p(1   p)   1=4 f ur p  1=2
1=4   p(1   p) f ur p > 1=2







(Fi   1=2) = SO1;2;:::;k 1(F)=2:
D.h. es gibt einen engen Bezug dieses Schiefemaes zu dem in Klein (1999a) vorgeschla-
genen Ma SO1;2;:::;k 1, das Werte zwischen  (k   1) und k   1 annimmt.








(Hi(1   Hi)   1=4)  
X
Hi1=2
(Hi(1   Hi)   1=4);
f ur das  (k   1)=4  SO2(F)  (k   1)=4 gilt.
Vogel & Dobbener (1981) haben ein Streuungsma f ur ordinalskalierte Merkmale auf der












( HildHi   (1   Hi)ld(1   Hi)   1):
Der Wertebereich ist  (k   1)  SO1(F)  k   1.
4 Schiefemae auf der Basis einer Austauschoperati-
on
4.1 H augkeitsaustausch
Wir betrachten in Anlehnung an Klein (1999b) die folgende Austauschoperation von
H augkeiten: Es sei ein Vektor n = (n1;:::;nk) absoluter H augkeiten gegeben. Unter
einer H augkeitsumschichtung verstehen wir eine Operation, die ni > 0 f ur ein geeignetes
i 2 f1;2;:::;kg um Eins reduziert und die benachbarte H augkeit ni+1 oder ni 1 um
11Eins erh oht. Durch sukzessive Anwendung der H augkeitsumschichtung kann der Vektor
n z.B. derart ver andert werden, da der Fall einer Einpunktverteilung vorliegt.
Betrachtet man
Uij = ji   jjfj;
dann mit
nUij = ji   jjnj
gerade die Anzahl der H augkeitsumschichtungen, die n otig sind, um nj auf Null zu








die Anzahl von H augkeitsumschichtungen an, die ben otigt werden, um eine Einpunkt-
verteilung zu erzeugen mit Fj = 0, j = 1;2;:::;i   1 und Fj = 1, j = i;i + 1;:::;k.
Als m ogliches Schiefema l at sich die Dierenz Uk   U1 zwischen der Anzahl der Um-
schichtungen betrachten, die n otig sind, um die extremen Einpunktverteilungen 1 und k
zu erzeugen. Der folgende Satz zeigt, da diese Dierenz mit dem Ma S7 identisch ist.
Theorem 4.1 Sei F = (F1;:::;Fk 1;1) ein Vektor kumulierter relativer H augkeiten

































fi + ::: + fk


















Im Gegensatz zur Streuungsmessung ist eine  ahnlich anschauliche Interpretation der auf
dem Gini{Ma bzw. der Entropie basierenden Schiefemae nicht einsichtig.
5 Anwendungsbeispiel
Das Zentrum f ur Umfragen, Meinungen und Analysen (ZUMA) f uhrt regelm aig mit
dem ALLBUS eine Befragung der deutschen Bev olkerung durch, wobei auch die Links-
Rechtseinstufung der Befragten erhoben wird. Vorgelegt wird eine zehnstuge Rating-
Skala mit den diskreten Auspr agungen "1" ("Links") und "10" ("Rechts"), auf die
sich die Befragten selbst einordnen sollen. Im ALLBUS des Jahres 1996 haben die-
se Einordnung 2344 Westdeutsche und 1098 Ostdeutsche vorgenommen. Die Tabelle 1
enth alt die u.a. die H augkeitsverteilung des ordinalskalierten Merkmals "Links-Rechts-
Selbsteinstufung". Im einzelnen bezeichnen fw und fo die relativen H augkeiten f ur West-
und Ostdeutschland und Fw bzw. Fo die zugeh origen kumulierten relativen H augkeiten.
Die Dierenzen Dw
i = F w
i  (1 F w
10 i) bzw. Do
i = F o
i  (1 F o
10 i) f ur i = 1;2;:::;9 sind
die bekannten Grundbausteine der Schiefemessung.
Tabelle 1: Relative H augkeiten der Links-Rechts-Selbsteinstufung im ALLBUS 1996
f ur West- und Ostdeutschland
13i 1 2 3 4 5 6 7 8 9 10
West
fw
i 0.016 0.038 0.102 0.122 0.254 0.242 0.115 0.066 0.021 0.024
F w
i 0.016 0.054 0.156 0.278 0.532 0.774 0.889 0.955 0.976 1.000
Dw
i -0.008 0.009 0.045 0.052 0.064 0.052 0.045 0.009 -0.008
Ost
fo
i 0.034 0.047 0.135 0.118 0.352 0.197 0.054 0.044 0.009 0.010
F o
i 0.034 0.088 0.216 0.334 0.686 0.883 0.917 0.981 0.990 1.000
Do
i 0.024 0.062 0.153 0.217 0.372 0.217 0.153 0.062 0.024
Da Dw
i = F o
i   (1   F o
10 i) > 0 f ur i = 1;2;:::;9 ist die H augkeitsverteilung der Links-
Rechts-Selbsteinsch atzung f ur Ostdeutschland eindeutig rechtsschief, wobei  uber das Aus-
ma der Rechtsschiefe zun achst nichts gesagt werden kann. In Westdeutschland ist ein
solche eindeutige Schiefeaussage generell nicht m oglich, da Dw
1 = F w
1   (1   F w
9 ) < 0
und Dw
i = F w
i   (1   F w
10 i) > 0 f ur i = 2;3;:::;9 sind. Die Tatsache, da jedoch
F w
1   (1   F w
9 ) =  0:008 nur leicht negativ ist, l at ebenfalls eine rechtsschiefe Vertei-
lung f ur Westdeutschland vermuten. D.h. in beiden Teilen Deutschlands dominiert die
Linkseinsch atzung die Rechtseinsch atzung, wobei oen bleiben mu, ob jeweils die Links-
Rechts-Einsch atzungen inhaltich identisch interpretiert werden.
Da Dw
i = F w
i   (1   F w
10 i) < F o   (1   F o
10 i) f ur i = 1;2;:::;9 ist, mu die Verteilung
in Ostdeutschland nach der partiellen Ordnung SO linkssteiler als in Westdeutschland
sein. Die Linkseinsch atzung scheint im Osten st arker zu sein als im Westen. Diese Ordnung
f uhrt dazu, da s amtliche Schiefemae mit einer die Bedingungen (1) bis (4) (siehe Seite
5) erf ullenden Scorefunktion die Rechtsschiefe in Ostdeutschland h oher beurteilen als die
Linksschiefe. Dies zeigen auch die folgenden nicht-normierten Mazahlwerte:
Tabelle 2: Ausgew ahlte Schiefemae f ur das Merkmal "Links-Rechts-Selbsteinstufung"
in West- und Ostdeutschland
Schiefema nicht normiert normiert
West Ost West Ost
SO1 0.1996 1.3174 0.0222 0.1464
SO2 0.0602 0.3428 0.0268 0.1523
SO7 0.1300 0.6428 0.0289 0.1427
14Die Normierung durch das jeweilige Maximum der Schiefemazahl nivelliert die Schiefe-
unterschiede, da insbesondere die starke Gewichting der R ander der H augkeitsverteilung
durch die Scorefunktion b1 zur uckgenommen wird. Das qualitative Ergebnis des Schiefe-
vergleiches wird dadurch nicht ber uhrt.
H aug wird ein ordinalskaliertes Merkmals als ordinalskaliert behandelt, wenn die Anzahl
der m oglichen Merkmalsauspr agungen hinreichend gro ist. In diesem Falle l at sich das
dritte standardisierte Moment als Schiefema berechnen, was im vorliegenden Beispiel
zu den Schiefewerten 0:1161 f ur Westdeutschland und 0:0423 f ur Ostdeutschland f uhrt.
Damit wird die Schiefe in Ostdeutschland als geringer eingestuft, was im Widerspruch
zur Schiefeordnung SO steht, die von dem dritten standardisierten Moment somit oen-
sichtlich nicht eingehalten wird.
6 Zusammenfassung
Wir haben eine Reihe von Schiefemaen f ur ordinalskalierte Merkmale eingef uhrt, die al-
lesamt wichtige axiomatische Anforderungen an die Schiefemessung erf ullen. Von einem
Ma wird zus atzlich eine anschauliche Interpretierbarkeit nachgewiesen. Die betrachtete
Schiefedenition rekurriert auf eine feste Anzahl von Merkmalsauspr agungen. Im Re-
gelfall k onnen somit die Streuungen von Merkmalen mit unterschiedlicher Anzahl von
Auspr agungen nicht verglichen werden. Betrachtet man jedoch den Fall, da extreme
Auspr agungen eine Nullh augkeit aufweisen, so zeigen die Mazahlen wie gew unscht eine
Verst arkung der jeweiligen Schiefe an.
Eine weitergehende Festlegung eines Schiefemaes verlangt eine zus atzliche Axiomatisie-
rung des Kr ummungsverhaltens der Scoresfunktion b(:) oder aber deren Rechtfertigung
aus testtheoretischen  Uberlegungen, wenn der Fall quantitativer Merkmale betrachtet
wird.
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