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Résumé 
Une des caractéristiques des cellules cancéreuses réside dans la modification de leur capacité 
à répondre à divers stress par rapport à des cellules saines. La modulation afférente de 
l’expression de gènes peut se produire à deux niveaux : transcriptionnel et post-
transcriptionnel. La plupart des efforts de compréhension ont été axés sur l'étude la régulation 
transcriptionnelle. Néanmoins, une façon efficace et rapide de modifier l'expression des gènes 
est la capacité de réguler le « pool d'ARNm » pré-existant en intervenant au niveau post-
transcriptionnel. Aussi, les modifications de la stabilité de l'ARNm et/ou de l'efficacité de 
traduction dans un contexte particulier tel que le stress tumoral et faisant intervenir des 
interactions ARN/protéines sont de plus en plus étudiés dans le cas des cancers. Une 
compréhension plus approfondie de ces mécanismes permettra de mieux comprendre 1/ 
l’implication des protéines liant l’ARN (RBP) dans le développement tumoral et 2/ considérer 
le développement de thérapies ciblées contre le cancer.  
Nous nous sommes concentrés sur l’étude d’une RBP pertinente vis à vis du cancer, mais très 
peu étudiée sur cette problématique : la protéine Staufen1 (Stau1). Stau1 est un membre de la 
famille des protéines qui lient l’ARN double-brin. Cette RBP contribue à la régulation post-
transcriptionnelle de nombreux gènes par son implication dans des mécanismes qui vont 
promouvoir le transport, la dé-répression de la traduction et l’induction de la dégradation 
d’ARN messagers (ARNm) spécifiques. Stau1 apparait également comme un régulateur 
spécifique de l’expression génique intervenant dans un contexte particulier de stress 
cellulaire, contexte familier aux tumeurs en cours de développement. Les transcrits régulés 
par Stau1 se classent dans un large éventail de catégories fonctionnelles et il est intéressant de 
noter qu’une grande proportion d’entre eux code pour des protéines impliquées dans la 
régulation de processus biologiques cellulaires critique dans le développement de cancers. De 
part son rôle de régulateur de l’expression génique et son implication dans la réponse au stress 
cellulaire, nous avons émis l’hypothèse que la modification de l’expression de Stau1 puisse 
avoir un impact à différent niveaux sur le développement et la progression tumorale. Ce projet 
de thèse s’est orienté sur deux axes 1) l’étude de l’expression de Stau1 en condition de stress 
cellulaire et 2) l’effet de la répression de Stau1 sur le développement tumoral. 
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Abstract 
One of the characteristics of cancer cells lies in the modification of their ability to adapt to 
various stresses compared to healthy cells. The afferent modulation of gene expression can 
occur at two levels: transcriptional and post-transcriptional. Most of the efforts for 
understanding the gene expression process are focused on transcriptional regulation study. 
However, a quick and effective way to modify gene expression is the ability to regulate the 
"mRNA pool" by intervening in post-transcriptional level. Besides, changes in mRNA 
stability and/or translation efficiency in a context such as cellular stress in tumors and 
interactions involving RNA / protein are increasingly studied in the case of cancers. A deeper 
knowledge of these mechanisms will allow a better understanding of 1 / the involvement of 
RNA binding proteins (RBP) in tumor development and the 2 / the consideration of the 
development of targeted cancer therapies. 
We focused on the study of a relevant RBP for cancer development process, but very few 
studies have been undertaken on this issue: the Staufen1 protein (Stau1). Stau1 is a family 
member of double-stranded RNA-binding proteins. This RBP contributes to the post-
transcriptional regulation of many genes through its involvement in mechanisms that will 
promote the transport, the derepression of translation and the induction of degradation of 
specific RNA transcripts (mRNA). Stau1 also appears as a regulator of specific genes 
expressed in respond to cellular stress induced by an unfavorable tumor microenvironment. 
The transcripts regulated by Stau1 can be divided into a wide range of functional categories. 
Interestingly, a large proportion of Stau1 targets encode proteins which regulate many critical 
biological cell processes in cancer development. Regarding Stau1 regulatory role and its 
involvement in the response to cellular stress, we made assumptions that the modification of 
Stau1 expression could have an impact on various levels of development and tumor 
progression. This project will be considered from two aspects 1/ the study of Stau1 expression 
under cellular stress 2/ the impact of Stau1 repression on tumor development. 
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1. Introduction 
 
1.1 Expression génique 
Pour survivre, les cellules doivent en permanence maintenir leur homéostasie. C’est pourquoi 
elles sont capables de moduler finement l’expression de leurs gènes de façon à s’adapter 
rapidement au contexte environnemental. Une perte de régulation de l’expression des gènes 
peut avoir des conséquences néfastes à l’échelle de la cellule, voire pour l’individu. Ainsi, 
l’expression génique est très finement contrôlée par divers processus. 
 
1.1.1Transcription 
La transcription constitue la première étape de l’expression génique et peut être régulée. Cette 
étape va permettre à la cellule de transcrire une portion d’intérêt de l’ADN génomique en une 
molécule généralement plus courte d’ARN, capable de transiter du noyau vers le cytoplasme 
et d’être traduite en protéine si elle contient un cadre ouvert de lecture (ORF). Chez les 
eucaryotes, cette étape de transcription se déroule dans le noyau et est catalysée par les ARN 
polymérases. Il existe trois ARN polymérases eucaryotes différentes spécialisées dans la 
synthèse d’ARN spécifiques. Ici, nous nous intéresserons plus particulièrement à l’ARN 
polymérase II qui est spécialisée dans la synthèse des ARN messagers. Pour pouvoir être 
recrutée, la machinerie de transcription nécessite l’accessibilité de la chromatine. En effet, 
certaines protéines histones et non-histones permettent de maintenir un état compacté de la 
chromatine et rendent inaccessibles les gènes portés par cette région d’ADN. Cet état de 
compaction de l’ADN génomique est une solution adoptée par la cellule pour contenir les 
~3,4 milliards de paires de bases du génome humain dans un volume de quelques µm
3
. 
L’interaction de ces éléments avec la chromatine est réversible et l’état de compaction de 
l’ADN peut être remodelé par différents facteurs pour rendre une portion d’intérêt accessible 
à la transcription. Pour qu’un gène soit transcrit, l’ARN polymérase II doit se lier sur l’ADN 
génomique au niveau d’une séquence spécifique en 5’ du gène à transcrire. Pour reconnaître 
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cette séquence spécifique appelée promoteur et initier la transcription du gène, l’ARN 
polymérase sera aidée par différents facteurs généraux de transcription (GTF) capables 
d’initier la transcription de gènes de façon non-spécifique (revue (1)).  
Or, le contexte cellulaire nécessitera d’induire préférentiellement la stimulation ou la 
répression de la transcription de gènes spécifiques par rapport à d’autres. Cette spécificité de 
régulation est rendue possible par l’activation de facteurs de transcription qui ne ciblent qu’un 
panel limité de gènes en réponse à un stimulus.  Ces facteurs possèdent un domaine de liaison 
à l’ADN et un domaine actif qui sera activateur ou répresseur de la transcription.  
Le domaine de liaison à l’ADN permet de reconnaître une séquence qui peut être à proximité 
directe (séquences régulatrices proximales PRS) généralement située de 40 à 110 paires de 
bases du site d’initiation de transcription ou parfois éloignée de plusieurs dizaines voire 
centaines de bases (séquences régulatrices distales DRS) en amont ou en aval du site 
d’initiation. Parmi les PRS, les séquences les mieux caractérisées sont les boîtes CAAT et les 
motifs riches en GC. Par exemple, l’activateur transcriptionnel Sp1 reconnaît des motifs 
riches en GC et facilite le recrutement de la machinerie de transcription ainsi que le 
remodelage de la chromatine (2), (3). Les DRS peuvent également activer ou réprimer la 
transcription. On parlera alors respectivement d’éléments « enhancers » ou « silencers » de la 
transcription (4). Les mécanismes d’action qui permettent aux facteurs qui se lient aux DRS 
de moduler l’expression d’un gène nécessitent un repliement particulier de l’ADN permettant 
le rapprochement du site d’initiation et des séquences régulatrices distales (5). 
Il existe un grand nombre de facteurs de transcription identifiés à ce jour et de nouveaux sont 
caractérisés régulièrement. En 2010, une analyse a permis de recenser 726 facteurs de 
transcription chez l’homme et ce chiffre continue d’augmenter (6). La caractérisation de ces 
facteurs est importante pour la compréhension du fonctionnement normal et pathologique des 
cellules, puisque ce sont eux qui permettent de réguler finement l’expression des gènes au 
niveau transcriptionnel. Une anomalie dans leur activité ou leur expression peut mener à des 
dysfonctionnements majeurs de la cellule tels que l’apparition de cancers.  
Certains facteurs de transcription ont une activité dépendante d’un ligand et leur 
dysfonctionnement peut être à l’origine de pathologies tissu-spécifiques. Par exemple, le 
facteur de la famille des récepteurs nucléaires aux œstrogènes ERα est un facteur de 
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transcription activé par la liaison de son ligand. En absence d’oestrogène, ERα est 
majoritairement cytoplasmique et inactif. Suite à la liaison de son ligand, ERα activé dimérise 
pour former l’homodimère ERα-ERα ou un hétérodimère ERα-ERβ avec un autre partenaire 
de la famille des récepteurs aux oestrogènes. Le complexe ainsi stabilisé transloque dans le 
noyau et se lie à l’ADN au niveau d’une séquence consensus ERE (Estrogen Responsive 
Element). Situé dans la région promotrice des gènes cibles, l’ERE est constituée de deux 
séquences de 6 nucléotides palindromiques, chacune séparée par 3 nucléotides de composition 
variable selon la séquence AGGTCANNNTGACCT (7), (8). Une fois lié à l’ERE, l’ERα 
active la transcription génique via ses fonctions de transactivation ERαAF-1 et/ou ERαAF-2 
en recrutant des co-facteurs, spécifiques à chaque AF, qui vont permettre le remodelage local 
de la chromatine et la mise en place de la machinerie transcriptionnelle (9), (10), (11), (12). 
L’arrêt du processus transcriptionnel est induit par le recrutement de corépresseurs 
transcriptionnels et la dégradation du récepteur. Ainsi, l’activation ligand-dépendante de ERα 
est un processus séquentiel et cyclique. Une dérégulation menant à une surexpression de ERα 
est associée avec le développement de cancers du sein de type ER-positif (13). 
D’autres facteurs de transcriptions dérégulés sont associés à des voies cellulaires spécifiques. 
Par exemple, p53 est un facteur de transcription régulant des gènes de contrôle du cycle 
cellulaire et de l’apoptose. En cas de stress, p53 induit la transcription de différents gènes qui 
mènera dans un premier temps à l’arrêt du cycle cellulaire puis à la mort de la cellule par 
apoptose si le stress se maintient (14), (14), (15). De ce fait, p53 joue un rôle protecteur 
majeur prévenant l’apparition d’un phénotype tumoral des cellules qui lui vaut encore 
aujourd’hui le surnom de « gardien du génome ». 
La liste des facteurs de transcription dont les modifications de l’expression sont corrélées à 
l’acquisition d’un phénotype tumoral est longue. En conséquence, la surexpression de certains 
de ces facteurs peut induire une prolifération excessive des cellules, l’angiogenèse ou encore 
la transition épithélio-mésenchymateuse (section 1.3.6 et 1.3.7). 
Si les facteurs spécifiques de la transcription sont les premiers à pouvoir intervenir pour 
réguler l’expression génique, il existe un grand nombre de mécanismes qui peuvent influencer 
le devenir des gènes après leur transcription. Ces mécanismes sont de plus en plus étudiés et 
de mieux en mieux décrits. De plus, ils modulent directement l’expression des transcrits déjà 
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présents dans la cellule et permettraient théoriquement une réponse plus rapide et 
potentiellement plus efficace de la cellule. 
 
 1.1.2 Maturation de l’ARN 
L’ARN tout juste transcrit est un pré-ARN messager qui nécessite de subir plusieurs étapes de 
maturation pour lui permettre de transiter dans le cytoplasme avant d’être traduit par la 
cellule. Chacune de ces étapes peut être soumise à des régulations post-transcriptionnelles. 
 
1.1.2.1 Ajout de la coiffe à l’extrémité 5’ 
Une étape concomitante à la transcription de l’ARN messager chez les eucaryotes est l’ajout 
d’une structure fondamentale à l’extrémité 5’ des ARNm transcrits. La présence de cette 
structure dite « coiffe » est un facteur critique de l’initiation de la synthèse protéique puisque 
les ARNm qui en sont dépourvus ne seront pas traduits efficacement par la machinerie de 
traduction (16).  
Il s’agit d’une structure particulière dont la synthèse s’effectue dans le noyau et nécessite 
l’activité de trois enzymes. Tout d’abord, l’ARN 5’-triphosphatase hydrolyse le phosphate γ 
de l’extrémité 5’ tri-phosphorylée de l’ARN en cours de transcription. Puis, une ARN 
guanylyltransférase catalyse l’ajout d’un groupement guanosine monophosphate (GMP) sur 
l’extrémité à présent di-phosphorylée générant une extrémité 5’ composée d’un résidu 
guanosine attaché via une liaison 5’-5’ au premier nucléotide de la séquence de l’ARN 
messager. Pour finir, l’ARN (guanine7) méthyltransférase méthyle en position N7 le résidu 
guanosine précédemment incorporé, générant une structure type m7GpppN (17), (18), (19). 
Cette structure de base correspond à la forme coiffe 0 et peut être modifiée par l’activité d’une 
ARN (nucléoside-2’-O) méthyltransferase localisée dans le cytoplasme. De par l’activité de 
cette nouvelle enzyme, deux autres structures peuvent être obtenues : les structures coiffe 1 
(m7Gpppm2NpN) ou coiffe 2 (m7Gpppm2Npm2N) par la méthylation de l’un des deux 
nucléotides adjacents (20). 
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Cette étape dans la maturation des ARNm joue un rôle essentiel dans leur régulation 
puisqu’elle permet de moduler leur stabilité, leur export dans le cytoplasme et leur traduction 
du messager. Il a en effet été démontré, par le biais d’ARNm viraux injectés dans des 
ovocytes de Xenopus laevis, que les ARN possédant une structure m7GpppGm ou GpppG à 
leur extrémité 5’ sont dégradés plus lentement que les ARNm possédant des structures de type 
pppGm, pppG ou ppG (21). De plus, les ARNm non coiffés sont dégradés dans la direction 
5’-3’ par les nucléases cellulaires (22) (section 1.2.1.1). La coiffe permet également le 
transport des ARNm grâce à la liaison des protéines CBP20 et CBP80 (23). Enfin, cette 
structure permet le recrutement du facteur eIF4E et de la machinerie de traduction (section 
1.1.3.1). 
 
1.1.2.2 Epissage des introns 
Sur la séquence d’ADN génomique, les gènes sont encodés de façon discontinue sous forme 
d’exons séparés par des introns. C’est au spliceosome que revient la tâche d’exciser les 
introns présents sur la séquence de l’ARN pré-messager et d’assembler les exons pour former 
une séquence continue.  
Le spliceosome est un complexe qui regroupe cinq particules ribonucléoprotéiques (snRNP) 
formées de petits ARN nucléaires (snRNA U1, U2, U4, U5 et U6) associés à de nombreuses 
protéines. Son association se fait de façon séquentielle (figure 1) avec tout d’abord la 
formation du complexe E (pour early) qui va reconnaître les deux extrémités de l’intron. La 
reconnaissance de l’intron est possible grâce à la présence de séquences consensus 
conservées: un site donneur en 5’ (5’ splicing site ; 5’ss) de la région intronique, un site de 
branchement (BP) dans la séquence de l’intron suivie d’une séquence polypyrimidine et enfin 
d’un site accepteur en 3’ (3’ss) (24). La reconnaissance de ces sites va se faire de façon 
spécifique par les différents composants du spliceosome au cours de cette étape. snRNPU1 
interagit avec le site 5’ss, tandis que la protéine SF1/BBP (Branchpoint binding protein) est 
spécialisée dans la reconnaissance du site BP. Le complexe protéique U2AF (snRNP U2 
auxilary factor) reconnaît à la fois la séquence polypyrimidine et le site 3’ss (25),  (26). La 
snRNP U2 pourra ainsi être recrutée par U2AF et cet ensemble forme le complexe E (27). La 
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snRNP U2 préalablement recrutée déplace la protéine SF1/BBP ce qui libère le site BP. La 
snRNP U2 peut alors s’hybrider sur ce dernier, générant le complexe A (28), (29). Puis, le 
recrutement subséquent des snRNP U4, U5 et U6 aboutit à la formation du complexe B (30). 
Pour finir, le détachement des snRNP U1 et U4 génère le complexe C qui catalyse des 
réactions de transestérification menant à la ligation des deux exons en aval et en amont de 
l’intron ciblé. La première réaction de transestérification consiste en l’attaque nucléophile du 
BP sur le 5’ss, ce qui aboutit à une structure caractéristique de l’intron en « lasso » et au 
clivage de l’exon en 5’. La seconde réaction permet à l’exon en 5’ d’attaquer le 3’ss qui 
produit l’assemblage des deux exons d’une part et l’excision du lasso intronique d’autre part. 
(24), (31).  
 
 
Figure 1 :  Représentation schématique de  l’épissage d’un intron d’après la revue  Black L. D. et 
al., 2003 (28) A - Assemblage séquentiel des différents composants du spliceosome B - Les deux 
réactions de transestérification qui génèrent la structure en lasso de l’intron et son excision.  
 
La grande majorité des gènes est constituée de plus de deux exons. De ce fait, la machinerie 
d’épissage peut reconnaitre les sites donneur et accepteur d’un même intron générant 
A B 
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l’assemblage de deux exons successifs, ou bien reconnaitre des sites localisés dans des introns 
différents menant à l’épissage alternatif d’un ou plusieurs exons. Ainsi, en plus de participer à 
la maturation des ARNm, l’épissage est également une étape de régulation de l’expression des 
gènes qui est détaillée section 1.2.1.5. 
 
1.1.2.3 Polyadénylation à l’extrémité 3’ 
La polyadénylation de l’extrémité 3’ des ARN messagers joue un rôle sur la stabilité, l’export 
et la traduction des transcrits (revues : (32), (33). Chez les mammifères, tous les ARN 
messagers possèdent une queue Poly(A) d’environ 200 nucléotides, à l’exception des ARN 
codant pour les histones (34). Le processus de polyadénylation fait intervenir le complexe de 
terminaison de transcription qui inclut le « cleavage and polyadenylation specificity factor » 
(CSPF) et le « cleavage stimulatory factor » (CstF). Ce complexe est recruté par le domaine 
CTD (C-terminal domain) de l’ARN polymérase II durant la phase d’élongation. C’est le 
CSPF qui va reconnaître le signal de polyadénylation qui correspond à l’hexanucléotide 
AAUAAA et dont la séquence est hautement conservée. Cette interaction est largement 
potentialisée par CstF. Une deuxième séquence dont le consensus est bien plus dégénéré et 
riche en U/GU participe au clivage et à la polyadénylation de l’ARN messager. Une fois le 
complexe CSPF/CstF recruté au niveau du signal de polyadénylation, les facteurs de clivage 
CFI et CFII pourront s’associer au complexe et induire le clivage en amont du signal de 
polyadénylation (35). Le mécanisme précis de clivage est encore à ce jour mal documenté, 
mais il a cependant été montré que la poly(A) polymérase PAP est également impliquée dans 
l’activité du complexe de clivage. Suite au clivage de l’ARN messager, la PAP synthétise la 
queue poly(A) à l’extrémité 3’ de l’ARN messager. (36) Il a été montré que l’activité de la 
poly(A) polymérase est régulée par le facteur CSPF ainsi que la « poly(A)-binding protein II » 
(PABII). La PABII se lie à la chaîne poly(A) nouvellement synthétisée et permet par un 
mécanisme non élucidé de limiter la synthèse de la queue poly(A) à environ 250nt (37). La 
formation de ce complexe quaternaire CSPF-PAP-PABII-ARN permet la stabilisation de la 
liaison de PAP et potentialise la processivité de la polymérase pour synthétiser la queue 
Poly(A) (38). 
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Les gènes peuvent présenter plusieurs sites poly(A) fonctionnels pour un même transcrit et le 
choix d’un site par rapport à un autre pourra modifier le devenir du transcrit. Cette étape de 
polyadénylation constitue ainsi un point de régulation selon différents processus décrits 
section 1.2.1.6.  
1.1.3 Traduction 
Une fois acheminé dans le réticulum endoplasmique, l’ARN messager est pris en charge par 
les ribosomes ainsi que de nombreux autres facteurs qui vont ensemble synthétiser la chaîne 
polypeptidique pour laquelle il code. 
 
1.1.3.1 Initiation de la traduction 
Chez les eucaryotes, le ribosome est formé de deux sous-unités : la petite sous-unité 40S qui 
va reconnaître le codon d’initiation de traduction et la grande sous-unité 60S qui permettra de 
positionner l’ARN associé à l’acide aminé correspondant au codon lu. L’assemblage de la 
petite et de la grande sous-unité ribosomique constitue la forme 80S. Le ribosome possède 
trois sites où peuvent se fixer les ARN de transfert. Le site A (pour aminoacyl-ARNt), qui 
pourra être occupé par un ARNt porteur d'un acide aminé en attente d'être lié à la chaîne 
polypeptidique, le site P (pour peptidyl-ARNt), qui sera occupé par un ARNt porteur d'un 
acide aminé lié par une liaison peptidique à l’acide aminé précédemment inséré, et le site E 
(pour exit), qui permet la libération de l'ARNt désacétylé qui a livré son acide aminé. Bien 
sûr, il s’agit d’une vision plutôt réductrice de ce qui se passe réellement dans la cellule lors de 
l’initiation de la traduction puisque les sous-unités ribosomiques seules ne suffisent pas à 
assurer la synthèse de la protéine codée par l’ARN messager. En réalité, il s’agit d’une action 
coopérative entre les ARN ribosomiques, les ARN de transfert mais aussi de nombreux 
facteurs d’initiation de la traduction (eIF) qui vont guider et aider à l’assemblage et à l’activité 
du ribosome. 
La petite sous-unité ribosomique 40S s’associe aux facteurs d’initiation eIF3, eIF1 et eIF1A 
avant de recruter le facteur eIF2-GTP préalablement associé à l’ARNt méthylé. Cet ensemble 
forme le complexe de pré-initiation 43S. Cependant, les ARN sont des molécules présentant 
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de nombreuses structures secondaires qui gênent la liaison du complexe 43S. Ce sont les 
facteurs eIF4F (formé des facteurs eIF4A, eIF4G et eIF4E) et eIF4H ou eIF4B qui vont 
permettre et guider le recrutement du complexe 43S au niveau de la région directement en 
aval de la coiffe de l’ARN. En effet, le facteur eIF4A possède une activité ARN hélicase 
potentialisée par l’activité des facteurs eIF4H et eIF4B qui permettent la linéarisation de 
l’ARN. De plus, le facteur eIF4E interagit avec la coiffe, ce qui permettra par la suite le 
recrutement du complexe de pré-initiation 43S à l’extrémité 5’ de l’ARN messager (39). A 
noter que la disponibilité du facteur eIF4E est sous la dépendance de la protéine 4E-BP1 qui 
séquestre eIF4E en condition de stress. La disponibilité d’eIF4E est donc un mécanisme de 
régulation majeur de la traduction (section 1.2.2.1). Ces différents facteurs interagissent tous 
avec la protéine d’échafaudage eIF4G. Des études ont montré que eIF4G interagit avec les 
« Poly(A)-Binding protéins » (PABP) associées à la queue Poly(A), ce qui suppose une 
circularisation des transcrits à traduire. Cette interaction permettrait de favoriser le 
recrutement de la sous-unité 60S et de favoriser la traduction de l’ARN messager, ce qui fait 
de PABP un facteur d’initiation de la traduction à part entière (40), (41).  L’ensemble formé 
par le complexe 43S et les facteurs eIF4 est appelé complexe 48S. 
Le complexe 48S chargé sur l’ARN commence alors à scanner la région 5’ UTR en aval de la 
coiffe dans le sens 5’3’ jusqu’à rencontrer le codon d’initiation de la traduction. 
Généralement, il s’agit d’un codon AUG qui est reconnu pour l’initiation de la synthèse 
protéique. Or il n’est pas rare que la séquence nucléique de l’ARNm comporte plusieurs 
codons AUG. De même, d’autres codons peuvent permettre d’initier la traduction (section 
1.2.2.2). Pour identifier le codon d’initiation correct, le complexe 43S ne reconnaît pas 
simplement un codon de trois nucléotides, mais une séquence consensus 
GCC(A/G)CCAUGG qui contient le codon AUG appelé séquence de Kozak (42). 
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Figure 2 - Schéma de l’initiation de la traduction eucaryote. (D’après la revue Jackson J. R. et al, 
2010 (43)) (1) La petite sous-unité ribosomique 40S associée aux facteurs eIF3, eIF1A et eIF1 recrute 
le facteur (2) eIF2-GTP préalablement associé au ARNt méthylé et forme (3) le complexe 43S. (4) Les 
facteurs eIF4F (formé des facteurs eIF4A, eIF4Get eIF4E) et eIF4H ou eIF4B guident (5)le 
recrutement du complexe 43S au niveau de la coiffe de l’ARN. (6) La sous-unité ainsi chargée sur 
l’ARNm scanne la région 5’UTR jusqu’à rencontrer le codon d’initiation de la traduction. (7) Une fois 
ce codon reconnu, eIF2-GTP est hydrolysé en eIF2-GDP et se détache de son ARN de transfert grâce à 
l’activité du facteur eIF5. Les facteurs eIF1, eIF3 et eIF5 sont également re-largués. (8) La grande 
sous-unité peut enfin être recrutée grâce au facteur eIF5B-GTP dont l’hydrolyse du GTP en GDP 
détache les facteurs eIF1A et eIF5B-GDP. Le ribosome assemblé sur son ARNm peut maintenant 
entamer sa traduction.  
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Au niveau du codon d’initiation, le complexe 48S marque un arrêt pendant lequel le facteur 
eIF2-GTP sera hydrolysé en eIF2-GDP et perdra son affinité pour l’ARN de transfert grâce à 
l’activité du facteur eIF5. Le facteur eIF2-GDP est alors re-largué et pourra être recyclé lors 
d’une prochaine initiation de la traduction tandis que l’ARNt complémentaire du codon AUG 
est associé au site P du ribosome. Par un mécanisme encore peu caractérisé, le facteur eIF5B 
couplé à du GTP est recruté et va permettre à son tour le recrutement de la sous-unité 60S et 
le relargage des facteurs eIF1, eIF1A, eIF3 et eIF5-GDP. L’ensemble du mécanisme 
d’initiation de la traduction est repésenté par la figure 2. 
 
1.1.3.2 Elongation de la traduction 
Le ribosome continuera à synthétiser la chaîne polypeptidique en se déplaçant de façon 
unidirectionnelle sur l’ARN messagers et en déchiffrant au fur et à mesure les différents 
codons. À chaque nouveau codon, le ribosome positionnera l’ARN de transfert correspondant 
dans son site A vacant. Là encore, des protéines appelées facteurs d’élongation (eEF) vont 
intervenir pour aider le ribosome à synthétiser la chaîne polypeptidique.  
Le facteur d’élongation eEF1B catalyse l’échange du GDP par un GTP sur le facteur eEF1A 
qui est alors activé et capable de recevoir un ARNt qu’il fixera sur le site A en hydrolysant 
son GTP en GDP (39). Le ribosome catalyse alors la liaison entre le peptide formé situé sur 
l’ARNt du site P et la fonction amine de l’acide aminé de l’ARNt du site A. Enfin, le facteur 
eEF2 libère l’ARNt du site P et permet la translocation du messager, de l’ARNt restant et du 
peptide en cours de synthèse du site A vers le site P (44). A nouveau, le site A est vacant et 
prêt à recevoir l’acide aminé suivant. Cette série de réactions coûteuses en énergie se poursuit 
jusqu’à ce que le ribosome rencontre un codon stop. 
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1.1.3.3 Terminaison de la traduction 
La synthèse protéique prend fin lorsque le ribosome rencontre l’un des trois codons stop 
existant (UGA, UAG ou UAA). Chez les eucaryotes, il existe deux facteurs de terminaison de 
la traduction : eRF1 et eRF3. Le facteur eRF3 hydrolyse une molécule de GTP, ce qui a pour 
effet de stimuler l’activité d’eRF1. C’est ce dernier facteur, une fois activé, qui sera capable 
de reconnaître les trois différents codons stop qui ne correspondent à aucun ARNt et qui 
hydrolysera la liaison entre le dernier ARNt et la chaîne polypeptidique générée (45). 
Contrairement aux procaryotes, il n’existe pas de facteur spécialisé dans la séparation des 
sous-unités ribosomiques. Le mécanisme qui permet le détachement du ribosome est à ce jour 
non-élucidé. En revanche, il a été montré que les facteurs d’initiation eIF1, eIF1A, eIF3 et 
eIF3J s’associent avec la sous-unité 40S pour empêcher la réassociation avec la sous-unité 
60S et permettre le recyclage de la sous-unité 40S (46). 
 
1.2 Régulations post-transcriptionnelles 
 
1.2.1 Régulation de l’expression des ARN messagers 
Différents mécanismes faisant intervenir des facteurs protéiques ou ARN spécialisés sont 
capables de moduler positivement ou négativement l’expression des ARN messagers 
transcrits dans la cellule. La grande majorité des éléments régulant le taux des ARNm dans la 
cellule intervient en réprimant l’expression des transcrits ou en les dégradant. 
 
1.2.1.1 Dégradation des ARNm par les ribonucléases 
Il existe un panel de différentes ribonucléases présentes dans les cellules eucaryotes, qui varie 
d’une espèce à l’autre. Les nucléases sont responsables de la dégradation de transcrits, ce qui 
permet de réguler le taux d’ARN messagers présents dans la cellule et donc leur expression. 
L’essentiel des travaux qui ont élucidés ces mécanismes de dégradation des ARNm par les 
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nucléases a été réalisé chez la levure.  L’initiation de la dégradation de transcrits peut se faire 
aux extrémités, soit dans le sens 3’5’ ou 5’3’, ou encore par un clivage endonucléique. 
Pour ne pas être en permanence dégradés, les ARN messagers sont associés à des protéines 
CBP (Cap-binding proteins) qui se lient à sa coiffe et de protéines recouvrant la queue 
Poly(A) (PAB) qui protègent les deux extrémités de l’ARN. De nombreuses autres protéines 
interagissent avec l’ARNm pour former des particules ribonucléoprotéiques (mRNP) pour 
permettre entre autre sa protection. Ainsi, la dégradation des ARN messagers n’est pas un 
évènement spontané mais nécessite un profond remaniement de la mRNP, déclenché par des 
signaux spécifiques régulant les nucléases (47). Chez les eucaryotes, la dégradation des 
transcrits dans le cytoplasme débute souvent par un raccourcissement de la queue poly(A). On 
parle alors de déadénylation. Les complexes cytoplasmiques CCR4-NOT et PAN2-PAN3 
possèdent une activité exonucléase 3’5’ et participent à l’étape initiale de raccourcissement 
en 3’ de la queue Poly(A). Les deux complexes ont des fonctions redondantes, cependant 
CCR4-NOT a été décrit comme majoritairement actif dans la cellule par rapport à PAN2-
PAN3 (48). Il a été montré que la dégradation de la queue poly(A) se déroule en deux étapes 
qui nécessitent la collaboration des deux complexes. PAN2-PAN3 est le premier à intervenir 
pour raccourcir la queue poly(A)) d’une centaine de nucléotides. Le complexe CCR4-NOT est 
ensuite recruté pour terminer la dégradation amorcée par PAN2-PAN3 et ne laisser qu’une 
dizaine d’adénosines en 3’ de l’ARNm (49). Une troisième enzyme, PARN (poly(A) 
ribonuclease) peut également être recrutée et dégrader la queue poly(A) à la suite de PAN2-
PAN3. Celle-ci présente la particularité d’avoir une activité strictement dépendante de la 
présence de la coiffe (50), (51), (52). Il est admis que le recrutement des complexes est 
possible grâce à la présence des PABP qui recouvrent la queue poly(A). Cependant, des 
éléments présents dans la région 3’UTR peuvent permettre un mécanisme alternatif de 
recrutement. Parmi ceux-ci, on retrouve des séquences reconnues par des miRNA (section 
1.2.1.2.1) (53), (54), (55), (56) ou par des RBP (57), (58). Lorsque la queue poly(A) a été 
presque entièrement éliminée, la séquence du transcrit en amont devient accessible à 
l’exosome. Il s’agit d’un complexe protéique qui possède également une activité exonucléase 
et entame la dégradation 3’5’ irréversible du corps de l’ARN. (59), (60), (61), (62). 
Cependant la voie de dégradation par l’exosome n’est pas la plus fréquente et la dégradation 
des ARNm déadénylés est majoritairement amorcée par l’extrémité 5’. Cette voie de 
dégradation fait intervenir le dimère protéique Dcp1-Dcp2 (Decaping protein 1/2) recruté à 
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l’extrémité 5’ du transcrit pour enlever la coiffe. De nombreux cofacteurs participent au 
recrutement de ce dimère, parmi lesquels Pat1p (protein associated with topoisomerase II), le 
complexe Lsm1p–7p (seven Sm-like protein), la DEAD box helicase Dhh1p (section 1.3.1.4) 
et les protéines Edc1p and Edc2p (63), (64), (65), (66), (67). Une hypothèse est que la 
déanylation de l’ARNm induit un remaniement de la mRNP permettant la dissociation de 
PABP et le recrutement du complexe Lsm1p-7p qui reconnaît l’extrémité 3’ déadénylé du 
transcrit. Ce complexe serait à l’origine de l’assemblage de l’ensemble des facteurs qui 
forment le complexe d’élimination de la coiffe (68), (69). L’extrémité 5’ du transcrit est alors 
accessible à l’exoribonucléase 5’3’ Xrn1 qui le dégrade de façon irréversible (70). 
Dans certains cas, la dégradation peut être initiée par une coupure endonucléolytique. Celle-ci 
génère deux fragments d’ARN : un fragment pourvu d’une coiffe en 5’ mais dépourvu de 
queue poly(A) qui sera pris en charge par l’exosome, et un fragment 3’ sans coiffe pris en 
charge par l’exonucléase Xrn1. Cependant, le clivage et la dégradation du transcrit qui 
s’ensuit sont des étapes très rapides, ce qui explique probablement qu’à ce jour les 
endonucléases identifiées sont très peu nombreuses et leurs mécanismes d’action mal 
caractérisés à l’exception de la protéine Argonaute (71). Plusieurs études mettent néanmoins 
en évidence que de tels clivages peuvent subvenir lorsque l’élongation de la transcription est 
bloquée (72). 
 
1.2.1.2 Dégradation spécifique des ARNm 
La cellule n’a pas besoins de moduler l’expression de tous ses ARNm en même temps. Au 
contraire, elle devra répondre intelligemment à un stimulus en n’induisant, ne réprimant et ne 
dégradant que certains de ses ARNm de façon ciblée. Contrairement à la dégradation des 
ARNm par les nucléases, qui ciblent les ARNm de façon aspécifique, il existe des 
mécanismes permettant de dégrader des transcrits spécifiques en fonction d’un stimulus pour 
s’adapter au contexte cellulaire. C’est pourquoi les mécanismes de régulation en jeu 
nécessitent tous la présence d’éléments fonctionnels cis et trans. 
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1.2.1.2.1 Dégradation par des petits ARN 
Sur les ~3,4 milliard de paires de bases d’ADN qui constituent le génome humain, seulement 
~2 % codent pour des séquences protéiques. Les 98 % restants, longtemps appelés « ADN 
poubelle » font aujourd’hui l’objet de nombreuses études et de plus en plus de fonctions 
biologiques leurs sont attribuées. En particulier, on sait aujourd’hui qu’une grande partie de 
cet ADN est transcrit en ARN non-codants qui sont impliqués dans divers processus de 
régulation aboutissant majoritairement à la dégradation d’un ARNm spécifique. Une 
découverte majeure est l’existence des ARN interférants capables de réprimer et/ou de 
dégrader un ARN cible en particulier. Ces ARN peuvent être d’origine endogène, c’est-à-dire 
transcrits par la cellule elle-même de façon à autoréguler son expression génique ou exogène 
comme cela peut être le cas lors d’une infection virale ou artificiellement en laboratoire. Il 
existe deux types de petits ARN non-codants décrits pour jouer un rôle central dans 
l’interférence par ARN : les miRNA et les siRNA (figure 3).  
La voie de synthèse des ARN interférants endogènes a longtemps été considérée comme 
spécifique à la production de miRNA. Ces ARN interférants sont transcrits à partir de 
loci particuliers du génome de la cellule. Une fois transcrit, l’ARN produit constituera un 
ARN immature dit primordial (pri-miRNA). Les pri-miRNA, généralement longs de plusieurs 
milliers de nucléotides, sont souvent pourvus d’une coiffe et d’une queue Poly(A) puisque en 
effet, c’est majoritairement l’ARN polymérase II qui induit leur synthèse (73). Les pri-
miRNA possèdent sur leur séquence une à plusieurs paires d’éléments palindromiques 
inversés espacés, les uns des autres de quelques nucléotides. Une telle disposition confère à 
ces éléments la capacité de s’apparier pour former une structure tige-boucle, flanquée d’ARN 
simple brin non-apparié (74). Ces séquences palindromiques sont plus ou moins dégénérées et 
leur appariement peut être imparfait (75). Dans le noyau, le pri-miRNA est pris en charge par 
la ribonucléase Drosha, associée à la « DiGeorge syndrome critical region gene 8 » (DGCR8). 
L’hétéroenzyme se lie à la base de la structure en tige double-brin d’ARN (dsRNA) 
formée par l’appariement des séquences palindromiques et clive l’ARN de façon à isoler la 
structure tige-boucle (76). Ces pré-miRNA ainsi générés transitent dans le cytoplasme pour 
subir les prochaines étapes de maturation. Ils pourront ensuite être reconnus et fixés par la 
protéine Dicer qui effectue un clivage de la boucle. Chez les mammifères, une protéine Dicer 
unique existe (77) et présente une haute conservation de sa séquence. L’activité de Dicer 
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dépend de la présence d’autres facteurs tels que les TRBP (TAR RNA binding protein) qui 
fixent l’ARN double-brin et participent à la sélection du brin guide (78) et PACT (PKR 
activating protein) qui favorise l’activité catalytique de Dicer (79). Les clivages successifs par 
Drosha et Dicer permettent de générer un duplex ARN d’environ 22 pb dont les extrémités 3’ 
sont sortantes (80). L’ensemble composé par le duplex d’ARN, Dicer, TRBP et PACT 
s’associe à l’une des quatre protéines de la famille des Argonautes (Ago) pour former le 
complexe RISC (81), (76). Le duplex ARN est dissocié et l’un des brins sert de guide pour 
reconnaître une séquence pseudo-complémentaire sur l’ARN cible, tandis que le deuxième 
brin sera éliminé par des nucléases. Le brin sélectionné constitue le miRNA à proprement 
parler et son association avec le complexe RISC chargé sur l’ARN cible constitue la 
machinerie de « silencing » active. 
La voie exogène de la synthèse d’ARN interférants permet essentiellement la synthèse de 
siRNA. Cette voie présente de nombreuses similitudes avec la voie endogène, à l’exception de 
l’étape de clivage par l’endonucléase Drosha. En effet, à l’exception de la production en 
laboratoire par l’utilisation de shRNA (short hairpin RNA), les précurseurs sont des duplexs 
d’ARN qui pénètrent directement au niveau du cytoplasme et sont eux aussi pris en charge par 
Dicer puis par le complexe RISC. Comme pour les miRNA, le duplex généré par Dicer 
présente deux extrémités 3’ sortantes et l’association du complexe RISC aboutit à la sélection 
d’un brin guide, le siRNA. La particularité de la machinerie de « silencing » est qu’elle fait 
intervenir préférentiellement  la protéine Ago2 (82), (83). 
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Figure 3 : Mécanisme de synthèse des miRNA et siRNA (d’après Lam K. W. J. et al., 2015 (84)) 
Détail des deux voies endogènes et exogènes correspondant respectivement à la synthèse des miRNA 
et siRNA 
 
 
En plus de leurs différences dans la voie de synthèse, les miRNA et siRNA ont des activités 
bien distinctes. Tout d’abord, les séquences cibles des miRNA sont souvent localisées dans 
les régions 3’UTR des ARN messagers. Les miRNA ne s’apparient qu’imparfaitement avec 
leurs séquences cibles. Cette imperfection dans la formation du duplex miRNA-ARNm a un 
intérêt majeur puisqu’elle tolère la présence de plusieurs mésappariements et en conséquence 
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un panel de séquences cibles. De ce fait, les miRNA peuvent induire une inhibition de 
l’expression de plusieurs transcrits (85). À l’inverse, les siRNA ne reconnaissent qu’une 
séquence parfaitement complémentaire sur l’ARNm ciblé. C’est là que les deux mécanismes 
diffèrent fondamentalement. Le complexe RISC activé par la présence d’un siRNA implique 
spécifiquement la protéine Ago2 qui, contrairement aux autres protéines Argonautes, possède 
une activité ARN endonucléase. L’activité du complexe RISC dépendante d’un siRNA induit 
le clivage du transcrit ciblé, ce qui aboutit à l’extinction post-transcriptionnelle de 
l’expression du gène ciblé (86), (87) (82), (88). Or, les quatre protéines Argonautes peuvent 
participer à l’activité du complexe RISC en association avec un miRNA, mais seul Ago2 
possède une activité nucléase. Cependant toutes les protéines Argonautes au sein du complexe 
RISC actif sont capables d’induire une inhibition de la traduction de l’ARNm cible par la 
perte de la coiffe en 5’ et la dégradation de la queue poly(A). Ainsi, les miRNA induisent 
majoritairement une dégradation du transcrit par les voies globales de dégradation des ARN 
(89) (section 1.2.1.1). 
Plusieurs études récentes ont montré que des siRNA peuvent être produits de façon endogène 
par les cellules. En particulier, ce type de synthèse endogène a été décrit comme mécanisme 
de défense de certaines plantes contre une infection bactérienne (90). Chez les mammifères, 
cela ne concernerait qu’un seul tissu spécifique à savoir l’ovaire. De plus, le mécanisme de 
maturation est à ce jour non élucidé (91), (92). De la même façon, il a été montré que 
plusieurs pré-miRNA sont retrouvés chez l’homme dans le sang circulant et pourraient être 
capables de pénétrer dans les cellules. Là encore, les preuves de l’activité interférente restent 
à avancer (93). 
 
1.2.1.2.2 ARN antisens 
Initialement, les ARN antisens ont été décrits comme des ARN non-codants de taille variable,  
transcrits à partir du brin complémentaire des ARN dits « sens » qui eux codent pour des 
protéines. Depuis que l’on sait que les régions intergéniques peuvent également être 
transcrites sans pour autant être traduites, cette définition a été affinée. Désormais, un ARN 
antisens correspond à un ARN non-codant localisé sur le brin complémentaire de l’ARN 
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annoté le premier. On retrouve ce type d’ARN aussi bien chez la bactérie (94) que dans les 
cellules humaines (95). Environ 30 % des transcrits humains possèdent un ARN antisens qui 
est en moyenne 10 fois moins exprimé que l’ARN sens (96). Les mécanismes de régulation 
contrôlés par les ARN antisens sont nombreux et peuvent être induits soit par l’ARN antisens 
lui-même, soit par le simple fait que celui-ci soit transcrit. Ils peuvent être initiés par un 
promoteur indépendant, par la même région promotrice que l’ARN sens (promoteur 
bidirectionnel) ou bien par un promoteur cryptique localisé dans le gène. En conséquence, les 
deux ARN sens et antisens peuvent être orientés queue-à-queue, tête-à-tête ou chevauchants 
l’un par rapport à l’autre. Le chevauchement peut être partiel, total ou inexistant. Les 
mécanismes de régulation des ARNm induits par les ARN antisens sont nombreux et variés. 
La majorité des antisens ont été décrits pour intervenir fonctionnellement en cis (97), bien que 
certains d’entre eux puissent agir en trans (98). Chez les mammifères, un exemple historique 
de la répression d’un transcrit par un ARN antisens est l’antisens Tsix qui inhibe l’expression 
de Xist (X inactive specific transcript) (99). Décrit chez la souris, Xist est un long ARN non-
codant produit par un locus situé sur le chromosome X dans les cellules des femelles. Dans les 
premiers moments du développement embryonnaire chez la femelle et dans chacune des 
cellules femelles, les deux chromosomes X expriment l’ARN Xist en petite quantité. Dans 
chaque cellule, l’un des chromosomes X interagit avec Xist, ce qui a pour effet d’éteindre son 
expression en recrutant le complexe répressif de remodelage de la chromatine PRC2 
(Polycomb repressive complex 2) qui méthyle et condense la chromatine. Sur le deuxième 
chromosome X, l’action de Xist est réprimée en permanence par l’ARN antisens Tsix. Le 
mécanisme précis de répression n’est pas élucidé, cependant plusieurs études montrent 
l’implication d’éléments cis et trans (100). Ainsi, dans chaque cellule femelle, un seul 
chromosome X sélectionné aléatoirement est réprimé tandis que l’autre reste actif (101). 
Un autre exemple est celui de l’ARN antisens ANRIL (antisense ncRNA in the INK4 locus) 
qui est surexprimé dans les cancers de la prostate. ANRIL induit la répression de l’expression 
du locus suppresseur de tumeur CDKN2B-CDKN2A en recrutant en cis PRC2. S’ensuit une 
méthylation des histones et une inhibition de la transcription du locus (102). 
L’ARN antisens HOTAIR (HOX transcript antisense RNA) est le mieux décrit parmi les 
antisens fonctionnels en trans. Cet antisens transcrit au niveau du locus HOXC est capable 
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d’induire des modifications de la chromatine et de réprimer le locus HOXD par le recrutement 
des protéines Polycomb (103). 
 
1.2.1.3 Editions des ARNm 
L’édition est un processus post-transcriptionnel qui permet d’induire une modification de la 
composition en acides nucléiques de la séquence ARN finale par rapport à la séquence 
d’ADN génomique. Chez les mammifères, il existe deux types de modifications par édition : 
le remplacement adénosine par une inosine (A-to-I) et cytidine par un uracile (C-to-U). 
Le mécanisme d’édition A-to-I est une réaction de déamination qui est catalysée par des 
enzymes spécialisées ADAR (adenosine deaminase acting on RNA). Chez l’homme, trois 
enzymes sont répertoriées (ADAR1, 2 et 3) et possèdent un domaine de liaison à l’ARN sous 
forme double-brin ainsi qu’un site catalytique. La réaction qui consiste à convertir une base 
adénosine en inosine a pour but de leurrer la machinerie de traduction cellulaire, qui 
interprétera cette nouvelle molécule comme une guanosine. Ce type de modifications se 
produit dans le noyau de la cellule de façon co-transcriptionnelle. Le mécanisme d’édition A-
to-I est celui qui opère le plus fréquemment dans les cellules mammifères et de nombreux 
sites d’édition sont conservés aux cours de l’évolution. La majorité de ces sites sont localisés 
dans les régions non codantes des ARN messagers (104), (105), (106). Ces modifications 
permettent de réguler différentes étapes de l’expression génique. Elles influencent la stabilité 
du transcrit, sa localisation, son épissage, sa traduction ou encore préviennent sa dégradation 
par de petits ARN (section 1.2.1.2.1) (107), (108), (109). De telles modifications directement 
sur la séquence des transcrits peuvent augmenter la plasticité de l’expression protéique ou 
encore corriger une erreur apportée par une mutation sur la séquence génomique (110). Par 
exemple, le récepteur GABAA alpha3 (Gabra3), normalement exprimé dans le cerveau chez 
l’adulte est surexprimé dans le cancer du sein et active de façon anormale la voie Akt. Cette 
sur-activation promeut la migration cellulaire, l’invasion et la formation de métastases. Il a été 
observé qu’un phénomène d’édition A-to-I de Gabra3 était corrélé avec le caractère non-
invasif de ce type de cancer. De ce fait, l’édition A-to-I de Gabra3 supprime l’activation 
constitutive de la voie Akt et réprime la migration et l’invasion cellulaire (111). Il est à noter 
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que le taux de phénomènes d’édition pour un même site peut varier selon le tissu, le substrat 
ou encore le stade de développement, ce qui laisse penser que le phénomène est dynamique et 
régulé en réponse à un stimulus (104), (112), (113). 
Le second mécanisme d’édition C-to-U fait intervenir une famille de 10 enzymes APOBEC 
(apolipoprotein B mRNA editing enzyme, catalytic polypeptide-like) qui peuvent autant cibler 
une séquence ADN qu’une séquence ARN. L’exemple d’édition C-to-U sur l’ARN codant 
pour la protéine apolipoprotéine B (ApoB) est le mieux caractérisé, à l’origine du nom de 
cette famille d’enzymes (114). Dans cet exemple, l’édition du transcrit génère un codon stop 
prématuré, responsable de la synthèse d’une protéine ApoB tronquée, l’apoB48 produite 
spécifiquement dans l’intestin. Tout comme les enzymes ADAR, les APOBEC catalysent 
également une réaction de déamination (115). Les différentes APOBEC possèdent des 
substrats différents et la spécificité de leur affinité pour un substrat est encore mal 
documentée mais semble être en lien avec la structure de l’ARN ou de l’ADN ciblé. 
Contrairement aux protéines ADAR, les APOBEC doivent former un homodimère pour 
pouvoir reconnaître leurs sites de liaison. De plus, la réaction d’édition nécessite le 
recrutement de cofacteurs pour former l’éditosome (116). 
Ces processus d’édition participent à la maturation des ARN messagers et ont des 
conséquences sur l’expression du gène en question. Le degré de spécificité de l’expression 
protéique apporté dans la cellule concernée implique une nécessité du contrôle strict de ce 
type de mécanisme. Des études ont montré que la dérégulation des mécanismes d’édition est 
corrélée avec l’apparition de cancers (117), (118), (119), (120), (121), (122). 
 
1.2.1.4 Les éléments déstabilisateurs 
Parmi les éléments en cis qui permettent la régulation des ARNm, on retrouve les 
« adenylated-uridylated rich elements » (ARE). Il s’agit de séquences riches en adénosine et 
en uracile organisées en motifs apparentés à différents groupes. La séquence minimale d’un 
ARE contient forcément le consensus AUUUA mais pas seulement, elle doit former un 
pentamère dans un contexte riche en U et A que l’on peut classer selon des regroupements en 
« clusters » suivants: 
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Cluster 1: WWWUAUUUAUWW 
Cluster 2: WWAUUUAUUUAWW 
Cluster 3: AUUUAUUUAUUUA 
Cluster 4: WAUUUAUUUAUUUAUUUAW 
 
Comme la plupart des éléments régulateurs, les ARE sont localisés dans la région 3’UTR des 
ARNm. L’analyse bioinformatique du transcriptome humain révèle qu’un grand nombre de 
gènes possède des ARE et est impliqué dans des processus biologiques variés. Parmi les 
ARNm identifiés, plusieurs seraient impliqués dans des cancers, l’inflammation ou encore la 
prolifération cellulaire, mais peu on été validés expérimentalement (123).  
 
Les ARE sont reconnus par des RBP nombreuses et variées qui sont des facteurs trans-
régulateurs. En général, les RBP associées aux ARE induisent la dégradation des ARNm via 
le recrutement de la machinerie de dégradation globale des ARN (124), (125), (126), (127), 
(128). Certaines RBP comme la Tristetraprolin TTP (129) et la « KH-type splicing regulatory 
protein » KSRP associée à PARN (130) interagissent directement avec l’exosome, ce qui 
faciliterait son recrutement pour induire la dégradation de l’ARNm ciblé. Il a également été 
montré que TTP et TFIIIB90 (RNA polymerase III transcription initiation factor 90 kDa 
subunit aussi appelé BRF-1) interagissent avec le complexe Dcp1-Dcp2 (131). 
Certaines RBP liant les ARE sont retrouvées au niveau des granules de stress (GS) et/ou des 
P-bodies, deux organites impliqués dans la répression des ARNm. Les P-bodies contiennent le 
complexe d’élimination de la coiffe Dcp1-Dcp2 ainsi que l’exonucléase Xrn1 (132), (133), 
(134), (135). Si les GS sont responsables de la séquestration des ARNm, ils ne possèdent pas 
les enzymes permettant d’éliminer la coiffe de ces derniers (136). Ils s’accumulent lors d’un 
stress physiologique (137) et servent d’antichambres aux P-bodies en réprimant les ARNm 
séquestrés. Les ARNm réprimés séquestrés par les GS seront soit recyclés au niveau des 
polysomes pour être de nouveau traduits si le stress est levé, soit dirigés vers les P-bodies 
pour être dégradés s’il est maintenu (136), (138). Par exemple, TIA-1 et TIAR sont recrutés  
exclusivement au niveau des granules de stress, et sont d’ailleurs couramment utilisés comme 
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marqueurs des GS alors que les protéines HuR (human antigen R) et TTP peuvent être 
recrutées à la fois au niveau des P-bodies et des GS (137). 
Contrairement aux autres RBP qui lient les ARE (ARE-RBP), les protéines de la famille Hu 
(HuB/Hel-N, HuC, HuD, et HuR) ont été étudiées pour leur impact positif sur la stabilité de 
nombreux ARNm. HuR dont l’expression est ubiquitaire contrairement aux 3 autres membres 
dont l’expression est restreinte aux neurones, est de loin la plus étudiée (139), (140), (141), 
(142), (143), (144), (145), (146), (147), (148), (149), (150). Les 3 autres protéines Hu : 
HuB/Hel-N (151), (152), (153), HuD (154), (155), (156) et HuC (157) sont également 
impliquées dans l’augmentation de la stabilité des ARNm. Récemment, l’hypothèse d’une 
collaboration entre ARE-RBP et miRNA a été émise (158). 
Il est également important de souligner l’implication d’AUF1 sur la régulation des ARNm 
puisque cette ARE-RBP présente l’originalité de pouvoir à la fois induire la dégradation et 
augmenter la stabilité d’ARNm. Son action dépend bien sûr du transcrit ciblé, mais aucune 
explication sur le mécanisme permettant de décider du devenir de l’ARNm n’est validée. 
Plusieurs hypothèses admettent que l’action de AUF1 dépend de l’isoforme d’épissage 
impliquée, du type cellulaire, de sa localisation (nucléaire versus cytoplasmique), de 
l’isoforme ciblée, de l’association avec des miRNA ou encore de son interaction avec d’autres 
RBP (159), (160), (161), (162). Bien moins décrits, les « guanylated-uracylated rich 
elements » (GRE) présentent de nombreuses similitudes avec les ARE. Tout d’abord, ils 
possèdent également un consensus minimal de 11 nucléotides UGUUUGUUUGU contenant 
le motif pentamérique GUUUG. Au moins une RBP a été identifiée : CUG-BP1 (163). Cette 
GRE-RBP fait partie de la famille des protéines CELF (CUG-BP- and ETR-3-like factors) 
dont les rôles dans la déadénylation des ARNm, dans la dégradation des ARNm et dans la 
traduction et la maturation des pré-ARNm ont été démontrés (164), (165), (166). Des analyses 
bioinformatiques et par biopuces ont révélé que ces motifs sont présents sur ~5% des ARNm 
totaux et localisés dans la région 3’UTR de ces derniers. Comme pour la majorité des ARE, 
une déstabilisation d’ARNm contenant des GRE avait été observée (163). En revanche, la 
majorité des GRE testés fonctionnellement avait un effet modeste sur la stabilité des ARNm 
candidats (167). 
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1.2.1.5 Les épissages alternatifs 
Le nombre d’introns et donc d’exons, varie selon le transcrit et la complexité de l’organisme. 
Entre 95 et 100 % des gènes humains subissent un à plusieurs épissage(s) alternatif(s) (168), 
(169). Il résulte de ce phénomène une modification de la séquence de l’ARNm pouvant être 
associée à l’apparition d’isoformes protéiques. Ainsi, l’épissage alternatif participe à la 
diversification du protéome de la cellule. 
Tout d’abord, les séquences des sites d’épissage peuvent varier par rapport au consensus et 
être mal reconnues par le splicéosome, ce qui conduit à une erreur d’épissage, se traduisant 
par une excision d’un ou plusieurs exons (170). Également, d’autres éléments en cis et en 
trans peuvent également être impliqués. Il s’agit de séquences sur le transcrit reconnues avec 
plus ou moins de spécificité par des RBP. De façon globale, ces protéines peuvent être 
divisées en trois classes : les hnRNP, les protéines SR et les protéines RBP tissu-spécifiques. 
Les protéines hnRNP et SR ont été très largement étudiées. Généralement, les hnRNP agissent 
comme des répresseurs de l’épissage alors que les protéines SR vont plutôt le favoriser (171). 
Ces observations tendent à démontrer que c’est l’activité en trans de la RBP qui est 
responsable du devenir de l’exon. Si les protéines SR se comportent comme des « enhancers » 
de l’épissage lorsqu’elles reconnaissent des motifs localisés dans les exons, elles peuvent 
aussi agir en tant que répresseurs si la séquence reconnue est située dans les introns (172), 
(173). De plus, certaines hnRNP peuvent induire l’épissage, comme par exemple hnRNPL 
(174) ou dans certains cas hnRNPA1 (175), (176). Quant aux protéines RBP tissu-spécifiques, 
elles peuvent agir comme activateur et/ou répresseur, comme par exemple les protéines nova 
et Rbfox (177), (178). Certains épissages alternatifs régulés par les RBP peuvent également 
être impliqués dans des fonctions biologiques spécifiques. Par exemple, la protéine SC35 
pourrait moduler l’épissage alternatif de l’ARNm du VEGF-A. En conséquence, le facteur 
pro-angiogénique VEGF-A verra son action antagonisée par un variant d’épissage alternatif 
généré par SC35 (179). D’autres facteurs d’épissage peuvent aussi moduler l’épissage du 
VEGF-A. Le facteur ASF/SF2 favorise un épissage alternatif du VEGF-A générant une forme 
pro-angiogénique, alors que SRp35 permet de générer une isoforme anti-angiogénique. Les 
différents épissages décrits sont sous le contrôle de facteurs de croissance sécrétés tels que 
IGF1 et TNFα favorisant l’expression de la forme pro-angiogénique et le TGFβ favorisant 
l’expression de l’isoforme anti-angiogénique (180). 
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Ces études révèlent la complexité et la finesse du mécanisme d’épissage alternatif qui dépend 
de l’activité des facteurs trans mais également de la composition de la séquence et de la 
localisation d’éléments cis. 
 
 
1.2.1.6 Les sites de polyadénylation alternatifs 
La plupart des ARN du transcriptome humain possèdent plus d’un site poly(A), ce qui sous-
entend que plusieurs transcrits peuvent être générés à partir d’un même gène par 
polyadénylation alternative (APA). On peut les classer en quatre catégories (figure 4), les 
deux plus fréquentes étant la répétition en tandem de sites APA en 3’UTR et les sites APA de 
l’exon terminal.  
Dans le premier cas de figure, la répétition en tandem de plusieurs sites poly(A) se situe dans 
le dernier exon de la région 3’UTR. Le clivage et la polyadénylation pourront se faire au 
niveau de chacun d’entre eux, chaque APA générant une isoforme ARN qui diffère par la 
longueur de sa région 3’UTR. Quel que soit le site APA choisi, la protéine traduite ne sera pas 
affectée puisque la séquence codante est intacte. En revanche, l’ARN utilisant un site poly(A) 
autre que le dernier s’affranchira de la portion de séquence en aval qui contenait 
potentiellement des éléments régulateurs. Ce raccourcissement de la région 3’UTR des 
transcrits par l’utilisation d’un site de polyadénylation alternatif est fréquemment observé 
dans les cellules tumorales. En effet, l’analyse de plusieurs transcrits critiques pour le 
processus de carcinogenèse tels que des cyclines ou encore le facteur pro-angiogénique et pro-
prolifératif « fibroblast growth factor 2 » FGF2, a montré que la majorité des lignées 
cellulaires cancéreuses expriment des ARNm avec une région 3’UTR plus courte. Ce 
raccourcissemnt permet aux transcrits d’échapper à la dégradation en éliminant des éléments 
cis-régulateurs tels que les ARE ou des séquences reconnues par des miRNA (181). 
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Figure 4 : Différentes localisations des sites de polyadénylation alternatifs sur la séquence 
ARNm (d’après la revue  Elkon R.. et al., 2013 (182)) 
Un site de polyadénylation alternatif peut être localisé A - dans la région 3’UTR d’un ARNm sans 
générer de modification de la séquence protéique. B - et C - Il peut également être situé sur un exon 
alternatif ou dans une région intronique de la séquence normale de l’ARNm et devenir le site poly(A) 
de terminaison de transcription principal suite à un épissage alternatif. D - le site poly(A) peut 
également apparaître de façon prématurée sur la séquence de l’ARNm. 
 
 
Si le transcrit possède des sites APA de l’exon terminal, chacun des sites poly(A) génère un 
exon terminal qui est différent, ce qui implique au moins un épissage alternatif (section 
1.2.1.5). Moins fréquemment, le transcrit peut être généré avec un site APA localisé dans la 
région intronique. Là encore, le choix d’un site est guidé par l’épissage alternatif. Très 
rarement, un site APA peut être présent sur un exon interne et induire une polyadénylation 
A 
B 
C 
D 
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prématurée du transcrit (figure 4). Ces trois dernières catégories peuvent affecter la région 
codante et produire une isoforme protéique. Les mécanismes qui permettent de préférer un 
site par rapport à un autre lors de la terminaison de la transcription sont inconnus à ce jour. 
Néanmoins, la polyadénylation alternative participe à la complexité du transcriptome en 
générant des variants qui diffèrent par leur séquence protéique ou au moins par leur région 
3’UTR (183), (184). 
 
1.2.2 Régulations traduction-dépendantes 
 
 1.2.2.1 Arrêt global de la traduction 
Lorsque la cellule se trouve dans un contexte favorable et reçoit les stimuli de prolifération 
par des facteurs de croissance, elle déclenchera une augmentation générale de son activité 
traductionnelle qui lui permettra de multiplier son matériel protéique en vue d’une division 
cellulaire. Inversement, la synthèse de protéines étant coûteuse en énergie, la cellule a tout 
intérêt à la réprimer si l’environnement lui est défavorable. De ce fait, lorsque la cellule est 
soumise à un stress tel que l’hypoxie, la déprivation en nutriments, certaines infections 
virales, etc., elle doit réprimer sa traduction afin de pouvoir survivre. L’étape d’initiation de la 
traduction faisant intervenir un grand nombre de facteurs répressibles est particulièrement 
ciblée par la cellule. 
À la fin d’un cycle de traduction pour un ARN messager donné, eIF2 est libéré sous une 
forme inactive. Il est ensuite recyclé par la GEF eIF2B qui va échanger le groupement GDP 
du facteur eIF2 contre un groupement GTP pour que celui-ci retrouve une forme active et 
puisse à nouveau initier un autre cycle de traduction. En revanche, la sous-unité α du facteur 
eIF2 peut être phosphorylée. Dans ce cas, eIF2B n’est plus capable d’effectuer le transfert de 
groupement GDP/GTP et eIF2 phosphorylé devient alors un inhibiteur compétitif. Or, il existe 
dans la cellule plusieurs kinases activées lors de stress cellulaires, capables de phosphoryler la 
sous-unité de eIF2 telles que la PKR, PERK, HRI ou encore la GCN2 (figure 5). eIF2 étant un 
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facteur indispensable pour l’initiation traductionnelle, la traduction globale de la cellule s’en 
trouve inhibée (185), (186).  
 
Figure 5 Phosphorylation de la sous-unité alpha du facteur eIF2 lors d’un stress cellulaire. 
(d’après Holcik M. et Sonenberg N., 2005 (186)) 
La sous-unité alpha du facteur eIF2 est phosphorylée par les kinases GCN2, PKR, HRI et PERK en 
réponse à divers stress cellulaires. Cette phosphorylation inhibe l’échange du groupement GDP par un 
groupement GTP catalysé par eIF2B. De ce fait, eIF2 ne peut être recyclé pour initier la traduction ce 
qui entraîne une inhibition de cette dernière. 
 
Une autre façon pour la cellule de réprimer la synthèse de protéines est d’empêcher la 
formation du complexe de facteurs eIF4 associés à la coiffe. Plusieurs de ces facteurs sont 
sous le contrôle de la voie de signalisation mTOR induite lors de divers stimuli tels que la 
déprivation en acides aminés ou glucose ou encore l’hypoxie (figure 6). Cette kinase est 
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responsable de la phosphorylation des protéines qui s’associent avec le facteur eIF4E. Ces 
protéines eIF4E-BP (4E-BP) se lient au facteur eIF4E lorsqu’elles sont déphosphorylées et 
empêchent sa liaison avec la coiffe, indispensable à la traduction coiffe-dépendante. Or le 
facteur eIF4E initie le recrutement des facteurs eIF4A, eIF4G et eIF4B/ eIF4H. Son 
indisponibilité est donc là encore, à l’origine d’un arrêt global de la traduction. La kinase 
mTOR active également les kinases de la famille S6K. Ces kinases phosphorylent à leur tour 
la protéine S6 qui elle-même phosphoryle le facteur eIF4B, augmentant alors son affinité pour 
eIF4A. Cette association est à l’origine de l’activité hélicase performante sur l’ARN messager 
cible. Enfin, la protéine S6 ainsi qu’une deuxième protéine, la protéine p27, seraient 
impliquées dans la synthèse des ribosomes et donc indirectement dans l’activité 
traductionnelle (187). 
 
 
 
Figure 6 Inhibition de la traduction par la voie mTOR (d’après Kudchodkar et al., 2004 (188))  
L’inactivation de la voie mTOR inhibe la formation du complexe eIF4F en favorisant la liaison de 4E-
BP au facteur eIF4E et inhibe la synthèse des ribosomes.   
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1.2.2.2 Codons d’initiation alternative 
Il a été vu précédemment que la traduction débutait en général au niveau d’un codon conservé 
AUG à la position +1 qui code pour une méthionine. Le choix du codon initiateur de la 
traduction se fait sous le contrôle de la machinerie traductionnelle dans un contexte 
nucléotidique GCC(A/G)CCAUGG qui fut décrit par Marilyn Kozak (42). Ce tout premier 
dogme selon lequel seul un codon AUG unique pouvait initier la traduction a été assez 
rapidement réfuté grâce à l’accumulation des données expérimentales. En effet, de 
nombreuses isoformes protéiques peuvent être produites à partir d’un même ARNm selon 
l’utilisation de différents codons d’initiation AUG. La traduction peut parfois être initiée à 
partir de codons non-canoniques CUG chez les eucaryotes et plus rarement de codons UUG 
chez la levure (189).  
A titre d’exemple, l’IDE (insulin-degrading enzyme) chez l’homme est une enzyme 
majoritairement cytoplasmique, mais qui peut être sécrétée par certains types cellulaires. Elle 
possède deux codons AUG alternatifs sur sa séquence ARNm. Lorsqu’elle est traduite par la 
machinerie de la cellule, elle utilise un seul de ces deux codons AUG. En revanche, les 
mitochondries utilisent le deuxième codon AUG situé 123 nucléotides en amont, ce qui 
génère une isoforme protéique plus longue de 41 acides aminés en N-terminal (190).  
Un autre exemple est l’ARN messager du FGF2 qui possède un codon canonique AUG et 
quatre codons non-canoniques CUG (191), (192). En conséquence, quatre isoformes 
protéiques peuvent être exprimées dans la même cellule. Chacune des isoformes a une 
fonction biologique différente. Par exemple, la forme traduite à partir du codon AUG 
correspond à l’isoforme la plus petite (18kDa). Cette dernière peut être sécrétée pour agir de 
façon paracrine sur les cellules endothéliales et induire l’angiogenèse ou de façon autocrine 
sur la cellule elle-même pour induire la prolifération. À l’inverse, les autres isoformes qui 
sont majoritairement nucléaires et exprimées dans les cellules cancéreuses vont exercer des 
fonctions sur la cellule elle-même comme la prolifération, la radiorésistance et la 
différenciation de certains types cellulaires (193), (194), (195), (196). Ainsi, une initiation 
alternative de la traduction peut avoir des conséquences sur la localisation de l’isoforme 
protéique générée et sur son activité dans la cellule, qui peut parfois même être tissu-
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spécifique. Par exemple, les formes de haut poids moléculaire sont impliquées dans le 
développement cardio-vasculaire (197). 
 
1.2.2.3 Les microORF 
Plusieurs codons d’initiation de traduction (AUG ou non-AUG) sur un même ARNm peuvent 
générer autant de cadres ouverts de lecture ORF (Open reading frame) correspondants s’ils 
sont en phase avec un codon de terminaison de traduction. Ces ORF peuvent être isolés ou 
chevauchants, initiés en amont ou en aval du codon principal d’initiation de la traduction. En 
règle générale, ils sont plus courts que l’ORF qui synthétise la protéine d’intérêt. C’est 
pourquoi ils sont désignés comme des microORF (µORF). Comme décrit précédemment, la 
sous-unité 40S du ribosome reconnaît la coiffe ou une structure IRES (section 1.2.2.4) et 
scanne l’ARNm dans le sens 5’3’ jusqu’à rencontrer un codon d’initiation de la traduction. 
La présence de µORF en 5’ de l’ORF principal peut alors avoir des conséquences sur son 
expression protéique. Différentes fonctions régulatrices ont été associées aux µORF localisés 
en 5’ de l’ORF principal d’un point de vue traductionnel. Certains peuvent réprimer 
l’expression protéique de l’ORF principal en titrant les ribosomes disponibles (198), (199). 
D’autres peuvent induire la dégradation de l’ARNm (200), (201) (section 1.2.1.1) ou encore 
favoriser l’expression de certains ORF principaux en condition de stress (202). Les fonctions 
des µORF vont dépendre de la capacité du ribosome à reconnaître le codon d’initiation de ces 
derniers, ce qui peut nécessiter plusieurs éléments (conservation de la séquence consensus, 
structures secondaires, etc.). Si la reconnaissance du codon est faible, le ribosome va 
majoritairement poursuivre son scan jusqu’à l’ORF principal. En revanche s’il le reconnaît, 
plusieurs cas de figure sont possibles. Tout d’abord, le µORF peut tout simplement être 
traduit avec une dissociation des 2 sous-unités ribosomiques au niveau du codon stop. Le 
ribosome peut initier la traduction du µORF mais s’arrêter au cours de l’élongation ou la 
terminaison de la traduction, ce qui génère un blocage du recrutement de nouveaux ribosomes 
ou encore la dégradation de l’ARNm (section 1.2.2.6.2). Le ribosome peut aussi rester associé 
à l’ARNm après avoir traduit le µORF et initier la traduction de l’ORF principal par la suite 
(203). Enfin, dans certains cas et si le µORF est court, le ribosome peut ré-initier plusieurs 
fois la traduction du µORF (204). 
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1.2.2.4 Les séquences IRES 
Si les structures secondaires sur l’ARNm peuvent partiellement bloquer la machinerie de 
traduction, elles peuvent parfois, au contraire, participer à son recrutement. Ces structures 
particulières sont les sites internes d’entrée du ribosome (IRES) qui permettent le recrutement 
direct de la sous-unité 40S du ribosome au niveau du codon d’initiation de traduction sans 
procédé de scan de la région 5’UTR. L’initiation de la traduction à partir d’une IRES se fait 
de façon indépendante de la présence des protéines de la coiffe et du facteur d’initiation 
eIF4E. 
Ces structures initialement découvertes en 1998 ont été décrites sur des ARN viraux (205), 
(206). Celles-ci permettent d’induire la traduction d’un transcrit avec un nombre réduit de 
facteurs d’initiation de la voie canonique coiffe-dépendante (section 1.1.3.1). En effet, il a été 
montré que le facteur eIF4E n’est pas indispensable à l’initiation de la traduction à partir 
d’une IRES. Les facteurs canoniques requis pour l’initiation de la traduction IRES-
dépendante et ces dernières varient en fonction des types d’IRES. Ce sont les structures 
secondaires et tertiaires propres à chaque IRES qui déterminent les facteurs nécessaires au 
recrutement du ribosome pour induire la traduction du transcrit. Initialement, la classification 
des IRES se faisait en fonction de leurs structures secondaires et tertiaires. Néanmoins, avec 
le nombre croissant de séquences IRES découvertes sur les ARNm viraux au fur et à mesure 
des études et leur grande variabilité structurelle, ce type de classification est devenu bien trop 
complexe pour être utilisée. C’est pourquoi la classification actuelle proposée en 2008 (207) 
se base sur le nombre croissant de facteurs cellulaires recrutés par les IRES. 
Depuis leur découverte chez les Picornavirus, plusieurs milliers de séquences IRES humaines 
(208) ont été décrites par la suite dans la littérature, aussi bien sur des transcrits de virus à 
ARN, que sur ceux de rétrovirus, de virus à ADN mais également sur des ARNm cellulaires 
(209). 
Chez les eucaryotes, les IRES ne sont présentes que sur un panel de gènes qui représente 
environ 3% des transcrits totaux. La traduction IRES-dépendante est activée lors d’une 
diminution de la quantité disponible de facteurs eIF4E dans la cellule. Plusieurs stress 
cellulaires comme le stress hypoxique, la carence en nutriments, la mitose, l’apoptose, le choc 
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thermique ou encore les processus infectieux sont à l’origine de cette diminution en facteur 
d’initiation de traduction coiffe-dépendante et déclenchent la voie de traduction IRES-
dépendante (210). Elle permet la traduction sélective des gènes nécessaires pour outrepasser 
ces contextes particuliers. A ce jour, plusieurs IRES ont été caractérisées par exemple sur les 
transcrits du facteurs de croissance FGF2 (211), du proto-oncogène c-myc (212), du facteurs 
de croissance PDGF (Platelet derived growth factor) (213), ou encore du facteur pro-
angiogénique VEGF-A (Vascular endothelial growth factor) (214). Là encore, des facteurs 
protéiques spécifiques reconnaissent les IRES et participent au recrutement de la machinerie 
de traduction. Il s’agit de certains facteurs canoniques et de protéines type ITAF (IRES trans-
acting factor) dont la composition et le nombre varient selon l’IRES (186), (215). La 
régulation de la traduction IRES-dépendante peut également dépendre de la liaison de 
miRNA. Par exemple, le miRNA miR-16 inhibe la traduction de l’IRES B du messager du 
VEGF-A (216). Peu de données existent sur l’implication des miRNA dans la régulation de 
l’activité des IRES à l’heure actuelle et d’autres études seront nécessaires pour caractériser 
ces mécanismes. 
1.2.2.5 La régulation via des structures ARN 
Une autre façon de réguler l’expression d’un transcrit est de modifier sa structure. Le 
mécanisme de « riboswitch » fait intervenir en cis deux éléments structurels successifs 
localisés très majoritairement dans les régions 5’UTR des ARNm. Le premier élément est un 
domaine aptamère qui peut être lié par un ligand en trans correspondant à une RBP ou une 
petite molécule. La liaison ligand-aptamère impacte directement la structure du deuxième 
élément à proximité directe : la plateforme d’expression. C’est l’altération de la structure de la 
plateforme qui permettra soit d’induire, soit de réprimer la traduction. Ce mécanisme très 
utilisé par les bactéries est beaucoup plus rare chez l’humain. Cependant quelques gènes sont 
sous sa dépendance. A titre d’exemple, la traduction de l’ARNm du VEGF-A peut être 
inhibée par la protéine GAIT (γ-interferon-activated inhibitor of translation) ou activée par 
hnRNPL dans les cellules myéloïdes (217). 
Les structures G-quadruplexes sont également parmi les structures secondaires étudiées pour 
leur implication dans la régulation traductionnelle. Il s’agit d’un rapprochement physique par 
repliement de quatre séquences riches en guanine, capables de s’organiser structurellement 
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dans l’espace. Ces quatre séquences interagissent entre elles par le biais d’une base pour 
chacune, formant ainsi un plateau de quatre résidus de guanine via des appariements de type 
Hoogsteen. L’empilement parallèle d’au moins deux plateaux intercalés par 
un cation monovalent (sodium ou potassium) stabilisant la structure constitue le G-
quadruplexe. Ces structures pourraient recruter des protéines soit pour réprimer la traduction 
du transcrit (218), soit pour la potentialiser (219). Néanmoins, les interprétations de ces 
travaux sont remises en cause par une étude récente qui a montré que de tels repliements ne 
peuvent exister in vivo dans la cellule (220). 
 
1.2.2.6 Les mécanismes de surveillance des ARNm 
L’ARN polymérase II possède une activité hautement spécifique, que ce soit pour la lecture 
de la matrice ADN ou pour la synthèse du transcrit. Cependant son activité n’est pas parfaite 
pour autant, bien que son taux d’erreur à l’incorporation des nucléotides soit très faible 
(0,001%) (221), (222), (223), (224), (224), (225), (226), (227), (228). De plus, certains des 
mécanismes décrits précédemment comme l’épissage alternatif (section 1.2.1.5), la 
polyadénylation alternative (section 1.2.1.6), mais également la présence de mutations 
ponctuelles sur l’ADN peuvent générer a posteriori des erreurs sur la séquence du transcrit. 
En conséquence, des ARNm aberrants et potentiellement délétères pour la cellule peuvent 
exister dans son transcriptome. Pour pallier cette éventualité, la cellule a mis en place des 
mécanismes de surveillance des ARNm produits. 
 
1.2.2.6.1 « Non-Stop mRNA Decay » 
Certains ARNm sont aberrants de par l’absence totale de codon stop ou d’un codon stop qui 
n’est pas dans le bon cadre de lecture. De tels ARN peuvent résulter d’une polyadénylation 
prématurée ou d’un signal poly(A) cryptique (section 1.2.1.6) (229). On peut supposer que 
d’autres événements peuvent être à l’origine de l’absence de codon stop comme par exemple 
un épissage alternatif aberrant ou encore une mutation ponctuelle. Ce phénomène est 
problématique au moment de la traduction du transcrit. En effet, le ribosome ne rencontrant 
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pas le codon stop va progresser et traduire l’ARNm matrice jusqu’à atteindre la queue 
poly(A). Le ribosome reste lié sur l’ARN et est incapable de s’éjecter (230). 
Le mécanisme de « non-stop mRNA decay » décrit chez la levure, identifie ces ARNm et les 
dégradent. Plusieurs travaux décrivent différentes voies menant à la dégradation du transcrit. 
La plus documentée est la voie faisant intervenir la protéine Ski7 (homologue humain de 
eRF3) capable de se lier au site A du ribosome. Le domaine N-terminal de Ski7 recrute le 
complexe tétramérique Ski2-Ski3-Ski8 ainsi que l’exosome et induit la dégradation 3’5’ de 
l’ARN aberrant (231), (232). Cependant, il n’est pas exclu que l’ARN puisse également être 
dissocié de sa coiffe et dégradé dans le sens 5’3’ (231). 
Une autre hypothèse est que le complexe Dom34-Hbs1 reconnaît le ribosome lorsque celui-ci 
est arrêté. Le complexe induirait la dissociation des deux sous-unités ribosomiques (233), 
(234) et pourrait stimuler le clivage de l’ARN par une ou plusieurs endonucléase(s) à ce jour 
non-identifiée(s), facilitant l’activité de l’exosome (72), (235), (236). 
D’autres études ont montré que ces ARN peuvent être traduits en peptides aberrants. Ces 
peptides sont cependant rapidement dégradés par le protéasome. C’est le rôle de la protéine 
Lnt1, une E3 ubiquitine ligase associée à la sous-unité 60S du ribosome en cours de 
traduction. Lnt1 est activée lors de l’arrêt du ribosome au niveau de la séquence poly(A) et 
ubiquitine le peptide pour l’adresser au protéasome (237), (238). 
 
1.2.2.6.2 « No-go mRNA Decay » 
Au cours de la traduction, le ribosome peut ralentir jusqu’à marquer un arrêt pour différentes 
raisons. Il peut s’agir de structures secondaires de l’ARNm qui gênent la progression du 
ribosome, d’un ARN tronqué, d’un codon rare ou encore d’une dépurination (72), (239), 
(240). Chez la levure, si l’arrêt du ribosome est prolongé pendant la traduction et que son site 
A est libre, le complexe Dom34p-Hbs1 est recruté à la place de l’ARNt-aminoacyl (241), 
(242), (243).  La protéine Hbs1 est un paralogue de eEF1A et eRF3 (244), (245) tandis que  
Dom34p (pelota chez l’humain) est un paralogue de eRF1 (246), (247). L’ARN ciblé est alors 
clivé et les fragments générés sont ciblés par Xrn1 et l’exosome (72). Il a été proposé que le 
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clivage initial soit induit par Dom34p qui posséderait une activité endonucléase (248). 
Cependant, les études menées par la suite n’ont pas permis de confirmer cette hypothèse et 
l’endonucléase responsable du clivage initial est aujourd’hui encore inconnue (241), (233), 
(249). Plusieurs études montrent que la protéine Hbs1 associée à Dm34p est capable de lier du 
GTP. De par une activité GTP-dépendante, le complexe Dm34p-Hbs1 et la protéine ABCE1 
(ATP binding cassette (ABC) transporter family E1) permettent la libération de la chaîne 
polypeptidique synthétisée, la dissociation des sous-unités ribosomiques et le recyclage de ces 
dernières (233), (250).  
Comme pour le mécanisme de « non-stop mRNA Decay », l’ubiquitine ligase Lnt1 peut 
dégrader le polypeptide aberrant ainsi généré. Une deuxième ubiquitine ligase Not4, qui est 
recrutée lors de l’arrêt prolongé du ribosome et ce indépendamment de la queue poly(A), peut 
également dégrader le polypeptide (251), (252), (237).       
 
1.2.2.6.3 « Non-sens mRNA Decay » 
Parfois, certains ARNm aberrants voient apparaître dans leur séquence mature un codon stop 
prématuré (PTC) en phase avec le cadre de lecture, avec pour conséquence leur traduction en 
une protéine tronquée. Afin de prévenir cette synthèse anormale, un mécanisme est mis en 
place par la cellule. Il s’agit du « non-sens mediated mRNA decay » (NMD) qui fait intervenir 
chez l’humain la famille des protéines UPF : UPF1, UPF2, UPF3 et UPF3X. 
Les études menées suggèrent que l’identification du PTC qui déclenche le NMD implique la 
protéine PABP (253), d’où l’hypothèse qu’une distance anormale entre la queue poly(A) et le 
codon stop joue un rôle primordial. Également, la nature biochimique du PTC par rapport au 
codon stop normal semble importante (254), (255). Enfin, les « exon jonction complex » EJC 
normalement éliminées après maturation de l’ARN restent en place sur les transcrits aberrants 
et pourraient permettre de les identifier (256). Ce dernier point semble spécifique aux 
mammifères puisque les cellules des modèles nématode, levure et drosophile n’utilisent pas 
les EJC (257). Le mécanisme NMD décrit ici correspondra à celui étudié chez les 
mammifères puisqu’il est mieux caractérisé chez ces derniers. 
53 
 
L’hypothèse avancée est que le NMD est actif lors de ce qui a été décrit comme le « pioneer 
round of translation », c’est-à-dire la toute première fois où un ARNm donné qui contient un  
PTC est traduit (258). Cette théorie est soutenue par la présence des facteurs nucléaires 
CBP80 et CBP20, les facteurs associés à la coiffe des ARNm nouvellement synthétisés, qui 
sont capables d’initier la traduction en recrutant directement eIF4G. Par la suite ces facteurs 
seront remplacés par eIF4E (259). Lorsque le ribosome reconnaît le PTC, les facteurs eRF1 et 
eRF3 recrutent la protéine cytoplasmique UPF1 (up-frameshift 1) ainsi que la protéine SMG1 
de la famille des « serine/threonine protein kinase » pour former le complexe SURF (260). 
Une fois le complexe assemblé, UPF2 forme un pont en se liant à la fois à UPF3 associé à 
l’EJC et à  UPF1 (258). Puis, SMG1 phosphoryle UPF1, ce qui bloque une éventuelle 
nouvelle traduction en inhibant le recrutement de la sous-unité 60S par une interaction UPF1-
eIF3 (261). Cette phosphorylation est également à l’origine de l’activité du NMD qui 
implique le recrutement des protéines SMG5, SMG6 et SMG7 (262). Suite à cette étape, les 
ribonucléases de la dégradation non-spécifique des ARNm sont recrutées pour induire la 
dégradation du transcrit ciblé (263). Parmi les acteurs de ce mécanisme, on retrouve des 
protéines décrites comme capables de transiter entre noyau et cytoplasme (CBP20, CBP80, 
UPF1, UPF3X, SMG1, SMG7) et des protéines strictement cytoplasmiques (UPF2, SMG5, 
SMG6). L’hypothèse proposée est que la localisation dans la cellule de la hnRNP formée lors 
du NMD se situe au niveau d’un pore nucléaire dans le cytoplasme. 
 
1.2.2.7 Régulations post-transcriptionnelles via la protéine Staufen1 
 
1.2.2.7.1 « Staufen-mediated mRNA decay » 
En 2005, un nouveau mécanisme de régulation des transcrits dépendants de la traduction est 
décrit. Il fait intervenir la protéine Staufen1 (Stau1), une RBP qui présente des domaines de 
liaison à l’ARN type dsRBD. Cette protéine est également impliquée dans d’autres fonctions 
cellulaires, toutes en lien avec sa capacité à lier de façon spécifique plusieurs ARNm. Depuis 
sa découverte chez la drosophile jusqu’aux cellules de mammifères, les connaissances 
s’accumulent sur ces implications mécanistiques dont l’intérêt croissant est largement justifié. 
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Ces fonctions seront abordées plus en détail section 1.3.2. Les auteurs qui ont décrit pour la 
première fois ce mécanisme de régulation ont constaté plusieurs similitudes avec le 
mécanisme de NMD. Tout d’abord, des analyses de doubles hybrides ont mis en évidence que 
la protéine Stau1 interagit directement avec la protéine à activité hélicase UPF1, l’un des 
facteurs clés du NMD. De plus, une déstabilisation de l’ARNm ciblé pouvait être induite si 
Stau1 se liait suffisamment en aval d’un codon de terminaison de la traduction. Enfin, la 
dégradation du transcrit était inhibée lorsque la traduction de l’ARNm était bloquée 
artificiellement par de la cycloheximide (264). Ce sont ces similitudes mécanistiques qui ont 
permis de proposer la protéine Stau1 comme intervenant dans un nouveau mécanisme de 
dégradation des ARN messagers induit par la protéine Staufen 1 dénommé Stau1-mediated 
mRNA Decay (SMD). Les étapes qui suivent le recrutement d’UPF1 pour aboutir à la 
dégradation de l’ARN cible ne sont pas renseignées à ce jour. Cependant les auteurs 
proposent qu’elles puissent être similaires au NMD. 
La comparaison de ce nouveau mécanisme avec le NMD s’arrête ici. En effet, la liaison de 
Stau1 sur son ARN cible est indépendante de la présence des complexes de jonction d’exons 
et des facteurs UPF2 et UPF3. De plus, si le mécanisme contrôlé par la protéine Stau1 est lui 
aussi dépendant de la traduction, les auteurs suggèrent que son activité n’est pas limitée au 
premier cycle de traduction (265). Enfin, l’originalité de ce mécanisme est qu’il permettrait la 
régulation d’ARNm non-aberrants.  En effet, il a été montré que Stau1 est capable de se lier 
au niveau d’un site localisé dans la région 3’UTR en aval du codon stop de l’ARNm Arf-1. 
Puis, Stau1 peut recruter l’hélicase UPF1 et s’ensuit la dégradation de l’ARNm (264). Suite à 
ces observations, un premier criblage a été réalisé en comparant sur microbiopuces 
l’expression des ARNm totaux de lysats de cellules HeLa transfectées avec un siRNA 
contrôle ou un siRNA dirigé contre Stau1. L’analyse des résultats a révélé que l’expression de 
1,1% de la totalité des transcrits était significativement plus élevée dans les cellules KD
Stau1 
(266). Puis, une immuno-précipitation de la protéine Stau1 couplée à une analyse sur biopuces 
à permis d’identifier plus de 7% de la totalité des transcrits de cellules HEK293 comme 
partenaires de la protéine. (267) De ce fait, le SMD participerait à des processus de régulation 
physiologique spécifiques de nombreux ARNm et la surveillance des erreurs 
transcriptionnelles produites en amont ne serait pas sa fonction majeure. Trois autres transcrits 
ciblés au niveau de leur région 3’UTR furent validés comme correspondant au facteur de 
transcription c -JUN, à la SERPINE1 et au récepteur de l’interleukine 7 (IL7RP) (266). Plus 
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tard, la technique de hiCLIP a permis de localiser précisément les sites de liaison de Stau1 
SBS (Staufen-binding site) sur les ARNm ciblés. Parmi les 4693 duplexs analysés, la grande 
majorité (~75%) des sites de liaison étaient localisés dans la région 3’UTR des ARNm, moins 
de 20% étaient situés dans la région codante et les 5% restants étaient répartis sur les régions 
5’UTR des transcrits. Conformément aux résultats précédents, une augmentation significative 
de l’expression des transcrits était observée dans les cellules KDStau1 par rapport aux cellules 
contrôles lorsque le site SBS était localisé dans la région 3’UTR. Cette augmentation était 
indépendante de l’efficacité traductionnelle de ces transcrits. En revanche, la tendance inverse 
était observée lorsque le site SBS était situé dans la région codante des cellules KD
Stau1
, c'est-
à-dire un taux d’ARNm ciblés constant associé à une augmentation de leur traduction (268). 
A noter que les transcrits identifiés lors des différentes analyses ne semblent pas être 
impliqués dans des processus communs mais au contraire, ont des fonctions variées dans la 
cellule. 
Ainsi, la déstabilisation d’un transcrit par le mécanisme de SMD nécessite la présence d’un 
élément cis localisé dans sa région 3’UTR, qui correspond à son site de liaison. Dans ce 
modèle, la séquence ARN interagissant avec hStau1 n’est pas une séquence consensus 
reconnue, mais plutôt une structure particulière. Il s’agit d’un appariement double-brin en 
tige-boucle formé par deux éléments cis sur la séquence ARN de la région 3’UTR. Ces 
séquences reconnues ainsi que la structure du domaine de liaison de hStau1 sont décrites 
section 1.3.2.2. Une autre hypothèse pour la formation des duplexs d’ARN double-brin 
proposée par la suite fut l’hybridation entre deux ARN distincts : l’un correspondant à 
l’ARNm cible et le deuxième à un long ARN non-codant. Ce principe d’interaction 
intermoléculaire fait intervenir deux éléments cis complémentaires qui constituent chacun un 
demi-SBS localisé sur l’un et l’autre des deux ARN. Les auteurs proposent que les éléments 
cis en question correspondent à des séquences répétées fréquemment sur l’ensemble du 
génome. Ils se concentrent même plus particulièrement sur les séquences Alu qui 
correspondent aux éléments répétés les plus représentés sur le génome humain (269) (figure 
7). Récemment, l’analyse à haut débit menée avec la lignée humaine HEK293 révèle que 
parmi les hybrides Stau1-ARN formés, seulement 4% des SBS correspondent à des duplexs 
d’ARN issus d’une hybridation intermoléculaire. Cependant, un enrichissement en long-ARN 
non-codants est bel et bien observé dans cette faible portion de gènes concernés, même si ce 
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mécanisme n’est pas majoritaire. De plus, les séquences Alu ne semblent pas être 
significativement à l’origine des duplexs (268). 
 
 
Figure 7 – Le “Staufen1-mediated mRNA decay”. (D’après Gong et aal., 2011) La protéine Stau1 
reconnait un site SBS localisé dans la région 3’UTR de l’ARNm cible. Le site SBS peut être formé A- 
par des séquences répétées et inversées sur le même ARNm ou B- par l’hybridation d’un demi-site 
SBS sur l’ARNm cible avec une séquence complémentaire localisée sur un long ARN non-codant. 
Lors de sa traduction, la protéine Stau1 recrute l’hélicase UPF1. L’ARNm ciblé est ensuite dégradé 
par un mécanisme encore non-élucidé à ce jour. 
Deux processus distincts de régulation post-transcriptionnelle émergent suite à ces travaux. Le 
premier est un mécanisme activateur de la traduction, le deuxième un mécanisme de 
régulation de la quantité d’ARNm présents dans la cellule. Chez les mammifères, le devenir 
des ARNm ciblés est clairement dépendant de la localisation (régions non traduites 3’UTR ou 
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5’UTR/région codante CDS) du site de liaison de Stau1 sur le transcrit. De plus, la diversité 
des voies biologiques dans lesquelles ces gènes sont impliqués est déroutante et traduit la 
largeur du spectre des processus physiologiques concernés. Le choix du devenir des ARNm 
ciblés dépend nécessairement d’autres facteurs tels que la spécificité du transcrit ciblé et 
probablement la présence d’autres éléments qui composent la RNP. On constate que la grande 
majorité des sites SBS se situent dans la région 3’UTR des transcrits, témoignant de la 
nécessité de l’activité du SMD. Ces données nous poussent à nous questionner sur la 
spécificité de la reconnaissance de la cible par Stau1 ainsi que sur l’importance de la 
régulation négative d’autant de transcrits.  
 
1.2.2.7.2 Régulation de la traduction des ARNm  
Depuis son identification chez la drosophile, Staufen (dStau) avait été décrite comme faisant 
partie de plusieurs complexes RNP nécessaires à la localisation et à la régulation 
traductionnelle d’ARNm spécifiques au cours de l’embryogenèse (section 1.3.2.1). Les 
travaux menés par la suite ont confirmé l’association de l’homologue Stau1 avec différents 
ARNm chez les mammifères. Le nombre de cibles ARN identifiées ne cesse de s’affiner. De 
façon tout à fait intéressante, une étude récente combinant une expérience 
d’immunoprécipitation en tandem de hStau1 étiquetée, associée à une technique de 
FOOTPRINT a mis en évidence qu’une grande partie des ARN identifiés sont les ARN 
ribosomiques (270), (271). Egalement, l’analyse par spectrométrie de masse a montré que des 
protéines associées aux ribosomes interagissent avec hStau1 (272). De plus, plusieurs travaux 
ont montré qu’après sédimentation sur gradient de sucrose, hStau1 co-fractionne avec les 
polysomes soit la fraction traductionnellement active (270), (273). L’existence d’une 
corrélation entre l’association de Stau1 à son ARNm cible et la régulation traductionnelle de 
ce dernier chez les mammifères semble tout à fait probable. Néanmoins, des effets différents 
sur la traduction ont été reportés selon plusieurs paramètres. Tout d’abord, les premières 
études qui s’intéressent à la régulation traductionnelle par Staufen concernent l’interaction de 
dStaufen avec l’ARNm oskar. En effet, il avait été constaté que l’ARNm était réprimé 
traductionnellement dans un premier temps pour faciliter sa localisation, puis la répression 
traductionnelle était levée lorsque l’ARNm était correctement localisé au pôle postérieur de 
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l’ovocyte pour permettre sa synthèse protéique in situ. Il a été montré que dStaufen est 
indispensable à cette dé-répression une fois l’ARNm localisé au pôle postérieur de la cellule. 
Cette activité est régulée par l’un de ses domaines protéiques, le dsRBD5 (section 1.3.2.2) 
localisé dans la région C-terminale sur sa séquence peptidique. La surexpression du mutant 
dStaufen tronqué pour ce domaine n’affecte pas la liaison à oskar mais sa synthèse n’est plus 
activée. 
 
Dans l’hypothèse d’une similitude de l’activité de Stau1 chez les mammifères par rapport à 
son homologue chez la drosophile, des études ont été menées sur le transcrit TAR du VIH-1 
décrit pour être réprimé traductionnellement. Selon les auteurs, l’existence des structures tige-
boucles stables dans leur région 5’UTR gênerait le recrutement de la machinerie de 
traduction. En particulier, la région 5’UTR en tige-boucle, potentiellement liée par Stau1 sur 
l’ARNm TAR a été clonée dans un vecteur en amont d’un ARNm rapporteur luciférase. De 
plus, le site SBS de la région 3’UTR de l’ARNm Arf-1 a également été cloné en 5’UTR du 
même rapporteur. Dans les deux cas, une surexpression de Stau1 était corrélée à une 
augmentation de la traduction spécifique des constructions sans modifier la traduction globale 
dans la cellule. Dans cette expérience, la capacité de Stau1 à lier les structures est nécessaire 
pour favoriser la synthèse de ces transcrits, suggérant un effet de dé-répression traductionnel 
(274). Le mécanisme précis n’est pas élucidé mais le recrutement d’autres facteurs co-
activateurs ou possédant une activité hélicase est une hypothèse qui peut être envisagée. 
Une étude plus récente a permis de localiser très précisément les sites de liaison de Stau1 sur 
plus de 4000 ARN d’un lysat de cellules Flp-In 293 T-REx grâce à l’émergence de la 
technique de hiCLIP. En comparant des cellules KD
Stau1
 par la transfection d’un siRNA avec 
des cellules transfectées avec un siRNA contrôle, il a été constaté que la synthèse protéique 
des transcrits ciblés augmentait significativement lorsque le site SBS était localisé dans la 
région codante. De plus, les différents ARNm identifiés ne semblent pas être 
fonctionnellement liés (268). 
Ces travaux montrent que Stau1 peut directement ou indirectement favoriser la traduction de 
certains des ARNm auxquels il s’associe. Néanmoins, le mécanisme précis en jeu reste 
inconnu. 
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1.3. Les proteines qui lient l’ARN (RBP) 
Depuis sa transcription et au cours des divers processus de maturation, régulation et 
dégradation, l’ARNm est toujours accompagné par des RBP. Elles sont indispensables à la 
régulation fine de l’expression génique et primordiales pour le maintien de l’homéostasie de 
la cellule depuis le stade embryonnaire jusqu’à l’organisme adulte. Jusqu’à récemment, le 
nombre de RBP identifiées par prédictions informatiques et/ou validées expérimentalement 
dans le génome humain était autours de ~600 (275). Mais aujourd’hui, des études 
complémentaires ont permis de revoir ce chiffre à la hausse. 
 
1.3.1. Domaines de liaison à l’ARN 
Les RBP lient l’ARNm via un ou plusieurs domaines spécifiques généralement conservés 
appelés « RNA-binding domains » (RBD). L’étude de ces RBD a mené à l’identification de 
motifs canoniques capables d’identifier un site de liaison sur l’ARN soit par sa composition 
nucléotidique, soit par sa structure spécifique. A noter que certaines des RBP identifiées ne 
possèdent pas de domaine RBD canonique établi à ce jour et leur capacité à lier l’ARN nous 
montre qu’il reste encore beaucoup à comprendre sur les différents rôles et fonctions de ces 
protéines. Nous développerons ici les structures des RBD les mieux caractérisées bien qu’il en 
existe d’autres. 
 
1.3.1.1. « RNA-recognition motif » (RRM) 
Le motif de reconaissance de l’ARN (RRM RNA-recognition motif), encore appelé « RNA-
binding domain » (RBD) ou « Ribonucleoparticule motif » (RNP motif), est le domaine le 
plus fréquemment utilisé par les RBP et le mieux caractérisé. Il est composé d’environ 90 
acides aminés formant une structure secondaire composée de quatre feuillets β et deux hélices 
α très communément organisées de la façon suivante : β1-α2-β3-β4-α5-β6 (276). La structure 
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tertiaire du domaine permet un rapprochement physique des quatre feuillets β antiparallèles 
flanqués des deux hélices α. Environ 1 % des gènes possèdent ce type de domaine souvent 
répété plusieurs fois sur la séquence polypeptidique d’une protéine (277). La séquence en 
acide aminé du domaine varie, cependant la structure secondaire β1-α2-β3-β4-α5-β6 est 
globalement conservée. Des études structurales de l’interaction RBP-ARN ont mis en 
évidence que dans la plupart des cas, trois résidus aromatiques conservés sont à l’origine de la 
liaison entre le RRM et la séquence ARN. Ils interagissent avec deux (278), (279) à huit (280) 
acides nucléiques. Ces résidus sont localisés sur les deux feuillets β1 et β3 centraux et sont 
portés par deux motifs hautement conservés, respectivement les motifs RNP2 et RNP1 et 
permettent la reconnaissance d’un domaine RRM. Cependant, un seul site RRM peut 
reconnaître la séquence ARN d’autres structures secondaires proches et beaucoup moins 
conservées telles que les boucles entre feuillets β et hélices α, mais également les 
compositions et tailles des hélices α et enfin la présence de structures secondaires à proximité 
du domaine.  
Ces variations confèrent la spécificité de la reconnaissance de l’élément en cis. Ainsi, la 
composition de la séquence en acides aminés peut être variable ce qui impacte sa structure. En 
effet, il existe plusieurs types de domaines RRM de structures tertiaires différentes bien que la 
structures secondaire globale soit conservée (281), (282). 
 
1.3.1.2. « K-homology domain » (KH) 
Le domaine KH est capable de reconnaître aussi bien des structures simple-brin ADN 
(ssDNA) que ARN (ssRNA) (283), (284), (285). Il est composé d’environ 70 acides aminés 
avec un motif (I/L/V)IGXXGXX(I/L/V) hautement conservé. Les domaines KH sont tous 
composés de trois feuillets β et trois hélices α. Ces structures secondaires peuvent avoir deux 
types d’organisation aboutissant aux deux topologies de type I (β α α β β α) ou II (α β β α α β) 
(286). Dans tous les cas, la cavité formée par la structure tertiaire du repliement des feuillets, 
les hélices et les coudes permettent une interaction avec quatre nucléotides de la séquence 
ARN. Contrairement aux domaines RRM, aucun acide aminé aromatique n’est impliqué dans 
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la reconnaissance de la séquence nucléique. Ce sont des interactions type liaisons hydrogènes 
et interactions électrostatiques qui permettent de stabiliser l’interaction KH-ARN. 
 
1.3.1.3. « Zinc finger » (ZnF) 
Les domaines en doigt de Zinc (Zinc finger) permettent aux protéines qui les portent de lier 
des séquences ADN et parfois des séquences ARN (287). Elles constituent une vaste famille 
avec un grand nombre de protéines diverses. Initialement, ce domaine avait été décrit sur le 
facteur de transcription IIIA chez X. laevis (288), (289).  La première structure décrite dans 
ces études est un domaine d’environ 30 à 50 nucléotides où quatre résidus cystéines (Cys) 
et/ou histidines (His) sont impliqués dans la coordination avec un atome de zinc selon la 
configuration Cys2His2. Il s’agit d’une organisation en forme de pince formée des structures 
secondaires feuillet β-feuillet β-hélice α. Les 2 résidus Cys sont localisés sur l’un des feuillets 
β et dans les boucles entre les deux feuillets β. Les résidus His sont portés par l’hélice α 
(figure 8) (290), (291). Les domaines Cys2His2-like restent les mieux caractérisés à ce jour. 
Cependant, plus de 20 différentes classes de structures distinctes ont également été identifiées 
comme appartenant à la famille des domaines en doigts de zinc (292). La plupart d’entre elles 
ressemble beaucoup à la structure Cys2His2 mais pour certaines, la structure est plus variable 
et l’atome de zinc peut être remplacé par un autre atome métallique.  
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Figure 8 Exemple de domaine Zinc finger Cys2His2 (d’après Lee M. S. et al., 1989 (290))  A-  
Représentation schématique de l’une des séquences peptidiques en doigt de zinc finger de la protéine 
Xfin ainsi que sa composition en acides aminés (X. laevis) B- et sa représentation structurelle en 3 
dimensions construite avec deux feuillets β (fléches rouges) et une hélice α (vert). Les quatre résidus 
(Cys 3, Cys 6, His 19 et His 23) fixent l’atome de zinc central pour maintenir la structure. 
 
 
 
En général, plusieurs domaines en doigt de zinc sont répétés sur une même protéine pour que 
celle-ci puisse interagir avec l’ARN. À titre d’exemple, le facteur de transcription TFIIIA de 
X. Laevis possède neuf domaines en doigt de zinc reconnaissant soit une séquence ADN, soit 
une séquence ARN lors de l’initiation de la transcription (293), (294). 
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1.3.1.4. Les domaines « DEAD-Box »  
Les protéines porteuses d’un domaine DEAD-box appartiennent à la superfamille des 
hélicases 2 (SF2). Ce domaine est composé de 12 motifs de séquences conservées à travers les 
espèces, depuis E.coli jusqu’à H.sapiens organisés en deux sous-domaines distincts qui 
présentent de nombreuses similitudes avec la protéine bactérienne recombinase A (RecA) 
(295). Ces 12 motifs sont localisés à des positions conservées et réparties sur les deux sous-
domaines (figure 9). C’est le motif II, avec ses résidus Asp-Glu-Ala-Asp qui ont inspiré le 
nom DEAD du domaine. Chaque site est impliqué dans l’une des trois différentes fonctions 
du domaine, c’est-à-dire la liaison et l’hydrolyse de l’ATP, la liaison à l’ARN et la 
communication entre ces deux types de sites. Les protéines qui présentent un domaine 
DEAD-box possèdent en grande majorité une activité hélicase. Par exemple, au cours de la 
traduction des ARNm, eIF4A se lie au transcrit grâce à son domaine DEAD-box. Son activité 
hélicase permet de linéariser les structures secondaires de l’ARN pour permettre l’assemblage 
et la progression de la machinerie de traduction (section 1.1.3.1). 
 
 
Figure 9 - Représentation structurelle du domaine DEAD-box (d’après Linder P. et al., 2011 (296) 
A – Le domaine DEAD-box est constitué des deux sous-domaines (domaine 1 et 2) similaires à la 
recombinase A. Les 12 motifs conservés répartis sur les deux sous-domaines sont représentés avec le 
A 
B 
C 
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code couleur selon leur fonction (rouge : liaison et hydrolyse de l’ATP, bleu : liaison à l’ARN, orange 
: communication entre les motifs de liaison à l’ATP et de liaison à l’ARN). Les distances entre les 
différents motifs conservés ne sont pas à l’échelle. B-Représentation schématique en logo de la 
conservation des résidus qui établissent les séquences canoniques des différents motifs de liaison à 
l’ATP et de communication. C- Représentation schématique en logo de la conservation des résidus qui 
établissent les séquences canoniques des différents motifs de liaison à l’ARN. 
  
1.3.1.5. “Double-strand RNA-binding domain” (dsRBD) 
Les dsRBD sont des domaines d’environ 70 acides aminés présentant des motifs variables 
organisés en hélices α et feuillets β. La structure tridimensionnelle des dsRBD a été élucidée 
pour la première fois par RMN (résonance magnétique nucléaire) pour le domaine dsRBD de 
la RNAse III de E.coli et le troisième domaine dsRBD de la protéine Staufen chez la 
drosophile. Un motif conservé de topologie αβββα émerge (297), (298). Depuis, les structures 
de plus d’une trentaine de dsRBD ont été étudiées à la fois par RMN et par cristallographie 
(299). Il apparaît que cette topologie canonique est largement respectée bien que quelques 
légères différences soient observables sur certains dsRBD particuliers. Parmi ces différences, 
certaines auront un impact sur la reconnaissance de la protéine pour son site ARN, par 
exemple la taille de la boucle qui sépare le premier feuillet β du deuxième (300) ou la 
présence d’une extension du domaine C-ter (301). 
Comme leur nom l’indique, ces domaines lient l’ARN sous forme double-brin, mais ne sont 
pas uniquement caractérisés par cette propriété. En réalité, les dsRBD portent très mal leur 
nom puisque d’autres domaines tels que certains domaines en doigt de zinc (302), (303), 
(304) domaines SAM (305), (306), domaines Z-DNA/Z-RNA (307), (308), (309), ou même 
RRM (310), (276), (311), (312), sont aussi capables de reconnaître des structures d’ARN 
double-brin.  
Ces domaines ont la particularité de ne pas reconnaître les nucléotides de façon spécifique, 
mais plutôt la structure de l’ARN. Les protéines qui possèdent des domaines dsRBD sont 
capables de discriminer une structure double-brin d’ARN d’une structure double-brin d’ADN. 
En effet, lorsqu’il est en solution l’ARN double-brin adopte une conformation dite double 
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hélice de forme A. Cette morphologie permet, de par la position des bases, de rendre 
accessible le petit sillon et d’entraver le grand sillon de l’hélice par rapport à une forme B, 
forme structurelle majoritaire de l’ADN. Une deuxième caractéristique discriminante est la 
présence d’un groupement OH sur le carbone 2 du ribose d’un nucléotide d’ARN, 
contrairement à celui du ribose ADN qui en est dépourvu. C’est d’ailleurs la reconnaissance 
préférentielle du squelette ribose-phosphate par le domaine dsRBD plutôt que l’identification 
de la base présentée qui expliquerait la liaison structure-spécifique et non séquence-
spécifique. Les structures reconnues peuvent être variables (313), (314), (301), (315). 
 
Figure 10 Le domaine RBD de la protéine dStaufen. Analyse de la liaison du RBD3 (violet) de la 
protéine dStaufen à l’ARN (vert)  (d’après Ramos A. S. et al., 2000 (315)) 
 
Les RBP peuvent posséder un ou plusieurs dsRBD. Par exemple, les protéines Drosha (316) 
et Dicer (317), impliquées dans la maturation des miRNA possèdent toutes les deux un seul 
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domaine dsRBD pour lier respectivement les pri-miRNA et les pré-miRNA. En revanche, la 
protéine hStau1 possède cinq dsRBD conservés (section 1.3.1.5) mais c’est le domaine 
dsRBD3 qui est majoritairement fonctionnel (figure 10). Ces données suggèrent que la 
séquence canonique seule n’est pas suffisante à l’activité du domaine mais bien que d’autres 
paramètres permettent son activité. Comme les autres RBP, l’interaction de hStau1 avec son 
SBS est indépendante de la séquence nucléotidique de l’élément cis. En effet, des études de 
mutagenèses dirigées ont montré in vitro que la protéine Staufen de la drosophile était capable 
de reconnaître une structure tige-boucle sur l’ARN bicoid. La liaison de dStaufen était perdue 
lorsque des mutations modifiaient la structure de la tige. Néanmoins, la liaison était de 
nouveau possible lorsque la structure était restaurée avec une structure similaire à la structure 
WT (318). Dans les cellules humaines, des expériences similaires sont réalisées à partir du 
site SBS de Arf-1 (figure 11). L’étude par prédiction du logiciel RNAfold a montré que 
hStau1 reconnaît une tige-boucle complexe formée par l’appariement parfait sur 19 nt de deux 
portions de séquences non-contigües séparées par une structure apicale. Il est à noter que ces 
séquences de 19 nt sont conservées chez les espèces Homo sapiens, Rattus norvegicus et Mus 
musculus. 
 
Figure 11 Structure du SBS de l’ARNm Arf-1 reconnue par hStau1. (d’après Kim Y. K. EMBO 
J. 2007) A- structure de la région portant le site SBS reconnue par Stau1 B- Conservation du site SBS 
chez l’homme, le rat et la souris. 
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Dans cette dernière étude, la structure de l’apex semble également jouer un rôle dans la 
reconnaissance de la structure (266). Par la suite, l’analyse à haut débit par la technique 
hiCLIP a permis de caractériser les duplexs d’ARN liés par hStau1. Il ressort de cette étude 
que 90% des duplexs identifiés ont une taille comprise entre 5 et 14 nt. Il est intéressant de 
constater que les structures tige-boucle localisées dans les régions 3’UTR présentaient des 
boucles significativement plus grandes que celles localisées dans les CDS, ce qui traduit une 
différence plus importante de l’espacement des séquences qui s’apparient (268). L’ensemble 
de ces travaux confirme également que la reconnaissance du site SBS par hStau1 n’est pas 
dépendante de la séquence elle-même mais plutôt de la structure finale. Cependant, les ARN 
sont majoritairement organisés en structures double-brin et la raison de la spécificité de 
hStau1 pour certains duplex par rapport à d’autres n’est pas encore clairement établie.  
1.3.1.6. Les domaines RBD non-canoniques 
La plupart des RBP a été identifiée par des prédictions bioinformatiques sur la base des 
domaines RBD canoniques connus. Néanmoins, une analyse expérimentale à grande échelle a 
démontré qu’il existe 245 protéines supplémentaires, capables de lier l’ARN non-répertoriées, 
dans la lignée cellulaire humaine HEK293 (319). Parmi ces nouvelles RBP, 112 ne pouvaient 
être prédites comme capables de lier l’ARN malgré les analyses d’homologies de séquences 
peptidiques, structurelles, fonctionnelles, d’interactions avec d’autres protéines et de 
localisations par rapport aux RBP annotées. Parmi ces 245 protéines nouvellement identifiées, 
beaucoup présentaient un à plusieurs domaines canoniques. D’autres possédaient certains 
domaines putatifs de liaison à l’ARN encore mal caractérisés (319), (320), (321). De façon 
surprenante, un pool non négligeable de ces protéines appartenait à des super-familles 
structurelles de protéines qui lient l’ADN, ce qui suggère que ces domaines de liaison ADN 
peuvent également interagir avec l’ARN. Enfin, aucun domaine conservé connu n’a pu être 
identifié pour une petite partie d’entre elles.  
Si ces études ont permis d’attribuer à ces protéines la fonction de RBP, la plupart d’entre elles 
ont déjà été décrites dans d’autres processus cellulaires. A titre d’exemple, notre laboratoire 
étudie depuis plusieurs années la protéine Api5 pour son association avec les isoformes 
68 
 
protéiques de haut poids moléculaire FGF2 et leur transport cytoplasmique. Elle est également 
impliquée dans le contrôle du cycle cellulaire (322) et de l’apoptose (323), (324) de par son 
action régulatrice sur le facteur de transcription E2F1.  Dans l’étude menée par Blatz et al. 
2012, Api5 fait partie des RBP nouvellement identifiées, ce qui lui octroie une potentielle 
nouvelle fonction jusqu’alors inconnue. De plus, il est important de noter que la majorité des 
protéines ont des activités pléïotropiques (325). Ainsi, l’activité de la protéine dans la cellule 
dépend d’autres évènements tels que la localisation, l’interaction avec différents partenaires 
(protéines, ARN, lipides …) etc.  
Une autre observation intéressante réalisée par Blatz et al., 2012 concerne la comparaison des 
interactions protéine-protéine entre les RBP identifiées expérimentalement par rapport à la 
totalité du protéome humain. Cette analyse a permis de générer un réseau d’interactions 
connues entre toutes les protéines annotées et de repérer dans ce réseau toutes les RBP 
identifiées expérimentalement. Ces travaux ont mis en évidence l’existence de « clusters » 
associés à des mécanismes spécifiques selon la base de données « Gene Ontology » (GO) qui 
regroupent plusieurs des RBP mises en évidence. Sans surprise, les mécanismes les plus 
souvent associés à ces « clusters » impliquent la maturation des ARN, leur localisation et leur 
traduction. Par contre, d’autres « clusters » étaient plutôt en lien avec des processus 
d’interaction avec l’ADN comme la réponse aux dommages à l’ADN, la transcription et la 
linéarisation des duplexs ADN. Par exemple les protéines Ku80, Ku70 et la DNA-PKcs 
(DNA-activated protein kinase catalytic subunit encore appelée PRKDC), initialement 
décrites comme étant impliquées dans les mécanismes de réparation des cassures d’ADN 
double-brin ont été identifiées comme RBP dans l’étude. Si ces protéines sont capables 
d’interagir avec l’ADN, différents travaux avaient suggéré leur capacité à lier l’ARN (326), 
(327). Par exemple, Ku80 et DNA-PKcs pourraient lier un long ARN non-codant 
LNP1(lncRNA in non-homologous end joining [NHEJ] pathway 1). Ce long ARN non-codant 
régulé par p53 permettrait de favoriser le recrutement de la machinerie de réparation des 
cassures d’ADN double-brin (328). 
Ces résultats expérimentaux démontrent que le nombre de RBP répertoriées dans le génome 
humain est à ce jour largement sous-estimé. Comme les fonctions des RBP sont étroitement 
liées à l’expression des gènes, les efforts pour caractériser l’ensemble de ces protéines 
permettront de comprendre comment la cellule est capable de moduler son expression génique 
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pour s’adapter au contexte environnant. Une des RBP à laquelle je me suis attachée pendant 
mon projet de thèse est la protéine Stau1. 
 
1.3.2 Les protéines Staufen 
Les premiers travaux réalisés chez la drosophile ont montré que dStaufen est une RBP 
capable d’interagir avec plusieurs ARNm (329). Elle possède plusieurs dsRBD dont les 
séquences sont conservées au cours de l’évolution. Ces études ont démontré son implication 
dans la localisation, le transport et la traduction in situ de trois ARNm (oskar, bicoid et 
prospero) bien avant de constater son implication dans le mécanisme de SMD dans les 
cellules humaines (hStau) (sections 1.3.2.1 et 1.2.2.7.1). Depuis les premiers travaux menés 
sur l’embryogenèse de la drosophile, il est établi que Staufen reconnaît des ARNm différents 
et joue un rôle dans le devenir de chacun d’entre eux. Par la suite, l’étude de ces différents 
homologues chez les rongeurs puis chez l’homme ainsi que le développement des techniques 
d’analyses transcriptomiques à haut débit ont permis d’estimer le nombre d’ARNm 
interagissant avec les protéines Staufen à plusieurs milliers (267), (268), (330). Pour l’heure, 
très peu de cibles sont validées expérimentalement. Cependant la reproductibilité de ces 
analyses pour une grande partie d’entre elles tend à confirmer que les homologues humains 
hStau1 et hStau2 font partie d’un grand nombre de RNP. De plus, les ARNm ciblés sont 
impliqués dans des fonctions diverses et variées, ouvrant un champ d’actions cellulaires bien 
plus vaste que celui soupçonné jusqu’à maintenant. 
 
1.3.2.1 dStaufen et le développement de Drosophila melanogaster 
Initialement caractérisée chez la drosophile, dStaufen a d’abord été décrite comme essentielle 
lors de la mise place de l’axe antéropostérieur au cours du développement (331). Ainsi, 
dStaufen est impliquée dans le transport, l’ancrage et la traduction in situ (332), (333), (334), 
(335) au pôle postérieur de l’ovocyte de l’ARNm oskar. Tout au long de son transport, le 
transcrit oskar est traductionnellement inactivé par la protéine Bruno qui reconnait un élément 
cis-régulateur dans sa région 3’UTR. La liaison de la RBP Bruno induit une répression de la 
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traduction qui sera levée une fois l’ARNm localisé (335). dStaufen est également 
indispensable à la localisation, cette fois-ci au pôle antérieur de l’ovocyte, de l’ARNm bicoid. 
dStaufen colocalise avec ce dernier jusqu’à ce que l’ARNm soit traduit in situ (336), (337). Le 
transport de l’ARNm oskar par Stau1 est assuré par la kinésine I et celui de bicoid est 
dépendant de la dynéine (338), (339). L’hypothèse émise à l’issue de ces travaux est que la 
répression ou l’activation de ces ARNm n’est pas régulée uniquement par dStaufen mais par 
la composition des RNP formées par le recrutement et le relargage de plusieurs facteurs. C’est 
la coopération entre les facteurs qui lient l’ARNm à un moment donné qui dicte le devenir du 
transcrit. 
dStaufen se lie également à la région 3’UTR de l’ARNm prospero et permet son transport et 
sa ségrégation asymétrique au cortex apical de l’ovocyte. Cette organisation spatiale serait 
permise grâce aux protéines Inscuteable et Miranda via des interactions protéine-protéine 
(340). La localisation de l’ARNm prospero établit une polarité lors de la division cellulaire 
asymétrique d’un progéniteur neuroblastique (NB) en un NB et une cellule mère ganglionique 
(GMC). Elle participe ainsi au développement neuronal de la drosophile. dStaufen est donc un 
gène maternel essentiel au développement de la drosophile. 
1.3.2.2 Les homologues protéiques Staufen exprimés chez les mammifères 
Chez les mammifères, il existe deux protéines orthologues Stau1 et Stau2 probablement issues 
de la duplication du gène initial (341). Cette duplication apparaît également chez d’autres 
vertébrés comme le xénope et le poisson zèbre (342). dStaufen possède cinq dsRBD sur sa 
séquence, mais la liaison à l’ARN semble assurée essentiellement par le dsRBD3. L’analyse 
comparative des séquences Stau1 et Stau2 chez les mammifères à l’homologue dStaufen de la 
drosophile met en évidence une conservation de quatre des cinq dsRBD différents selon 
l’orthologue. En effet, Stau1 présente une séquence tronquée en 5’ qui exclut le domaine 
similaire au dsRBD1 de la Drosophile alors que Stau2 possède des domaines semblables aux 
dsRBD1 à dsRBD4 et pas de dsRBD5. Pour les deux orthologues, le domaine dsRBD3 est le 
plus efficace pour lier l’ARN, bien que les domaines dsRBD1 et dsRBD4 semblent avoir une 
faible capacité de liaison (343), (273), (344), (345). Contrairement à dStaufen, il existe sur la 
séquence des homologues Stau1 et Stau2 un domaine d’interaction avec les microtubules situé 
en aval du domaine dsRBD4 et en amont du dsRBD5 pour Stau1. Ce domaine est impliqué 
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dans le transport des RNP associées à l’un ou l’autre des deux orthologues le long du réseau 
de microtubules dans la cellule (346), (347). 
Des évènements d’épissages alternatifs sont à l’origine de la synthèse de cinq isoformes 
ARNm. Parmi ces différents transcrits décrits dans les cellules humaines, trois d’entre eux 
codent pour une protéine identique de 55kDa (hStau1
55
) et les variations observées au niveau 
de la séquence du transcrit concernent la longueur de la région 5’UTR. Un quatrième transcrit 
est aussi généré par l’inclusion d’un exon localisé en amont de celui possédant le point +1 de 
traduction des 3 isoformes précédentes. Il en résulte l’insertion d’un nouveau codon 
d’initiation de la traduction en phase, responsable de la synthèse d’une forme protéique à 
63kDa (hStau1
63) par ajout d’une extension peptidique en N-Terminal (345). La dernière 
isoforme décrite plus récemment Stau1 T5 est elle aussi issu d’un épissage alternatif. Cette 
dernière induit l’insertion de 18nt à l’intérieur du domaine de liaison dsRBD3, soit une 
insertion de 6 acides aminés et semble être exprimée de façon tissu-dépendante (348). Le 
domaine dsRBD3 étant le domaine majoritairement impliqué dans la liaison à l’ARN, il serait 
intéressant de tester la fonctionnalité de cette isoforme protéique dans de futures études. Ces 
isoformes produites semblent avoir un intérêt majeur puisque des équivalents sont aussi 
décrits chez le rat et la souris (341), (349). Un nombre plus élevé de transcrits codants pour 
hStau2 est répertorié dans les bases de données mais beaucoup proviennent de criblages à 
haut débit et n’ont pas été validés expérimentalement à ce jour. Il est donc difficile de 
connaître précisément ce nombre puisque beaucoup des ARNm séquencés sont incomplets. 
Néanmoins, plusieurs épissages alternatifs sont confirmés et sont à l’origine d’isoformes 
protéiques. Quatre variants de masse 52, 56, 59 et 62 KDa qui diffèrent au niveau de leurs 
extrémités N et C-terminales sont connus à ce jour (343), (350). Avec une telle diversification 
des isoformes protéiques hStau1 et hStau2 (figure 12), il est tentant d’émettre l’hypothèse de 
l’attribution d’un rôle à chacune d’entre elles. Actuellement, aucun des travaux ne permet de 
répondre à cette hypothèse d’une spécialisation des isoformes. 
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Figure 12 Représentation schématique des isoformes hStau1 et hStau2 par rapport à dStaufen et 
leurs différents domaines (d’après la thèse de Karine Boulay, 2011). La protéine dStaufen présente 5 
domaines dsRBD. Les isoformes hStau1 possèdent des homologies de séquence des domaines dsRBD 
2,3,4 et 5 de dStaufen tandis que les isoformes protéiques hStau2 ont plutôt conservé les domaines 
dsRBD1, 2, 3 et 4 de dStaufen. Le domaine dsRBD3 lie le plus fortement l’ARN (jaune), les domaines 
liant faiblement l’ARN sont en rouge et ceux ne liant pas l’ARN sont en vert. Chez les mammifères, il 
existe un domaine de liaison à la tubuline (bleu) absent sur la séquence de dStaufen.  
 
1.3.2.3 Rôle des protéines Stau1 et Stau2 sur la plasticité des neurones 
In vivo, l’expression du mutant mStau1 non-fonctionnel présente un défaut de morphogenèse 
des neurones chez la souris. Le même phénotype est observé dans des neurones de souris 
lorsque l’expression de mStau2 est réprimée par un shRNA. Dans les deux cas, une 
diminution des ramifications des dendrites, l’augmentation significative de leur taille ainsi 
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qu’une diminution du nombre de synapses sont observées. Néanmoins, les activités altérées 
par la déplétion de l’une ou l’autre des deux protéines sont bien différentes et indépendantes 
de l’anomalie morphologique des dendrites observée. Une déplétion de mStau2 induit la 
dépression à long terme (long-term depression LTD) synaptique (351), alors que mStau1 
intervient dans la forme tardive de potentialisation à long terme (Late Long-term potentiation 
L-LTP) synaptique (352). De plus, les protéines Stau1 et Stau2 ont une localisation 
majoritairement cytoplasmique dans le corps et les dendrites des neurones, mais sont exclues 
des axones. Ces mécanismes permettent respectivement une diminution et une augmentation 
de la transmission du signal au niveau de la synapse, deux processus essentiels de la mémoire 
et de l’apprentissage.  
Il est intéressant de noter que le mutant non-fonctionnel de mStau1 n’est pas corrélé avec une 
augmentation de l’expression de mStau2, ce qui renforce l’hypothèse de fonctions distinctes 
entre les deux protéines et d’une absence de phénomène de compensation (353). En revanche, 
une co-régulation de certains ARNm cibles ne peut pas être écartée. En particulier, il existe 
une étude qui a montré que mStau1 et mStau2 peuvent former des hétérodimères et induire 
leur dégradation (354). 
Il est à noter que l’expression de Stau1 est ubiquitaire mais de taux variable d’un tissu à 
l’autre. Contrairement à Stau1, Stau2 est particulièrement enrichie dans les neurones et 
exprimée à faible taux dans les autres tissus. Les études menées chez la souris (mStau) ont 
montré que les deux paralogues mStau1 et mStau2 n’appartenaient pas aux mêmes RNP, 
(343) ce qui suggère que leurs fonctions sont non-redondantes. 
 
1.3.2.4 Localisation subcellulaire de Stau1 
Les études se multiplient et mettent en évidence l’implication de Stau1 dans des mécanismes 
de régulation de nombreux ARNm qui concernent un grand nombre de tissus. En effet, 
contrairement à son homologue Stau2, qui, elle, est spécifiquement surexprimée dans les 
neurones, la protéine Stau1 est exprimée de façon ubiquitaire.  
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Stau1 est majoritairement retrouvée dans le cytoplasme. Plusieurs travaux dans des lignées 
cellulaires humaines ont montré son association au niveau perinucléaire et plus 
spécifiquement sa colocalisation au niveau du réticulum endoplasmique (349), (273), (345). 
La majorité du marquage de Stau1 se situe au niveau du réticulum endoplasmique. De plus, 
une analyse de fractionnement cellulaire a montré que Stau1 co-sédimente avec la fraction des 
protéines associées aux membranes (355). Ces observations appuient l’hypothèse d’une 
interaction entre la protéine et les composants de ce compartiment cellulaire ou encore la 
membrane elle-même.  
Des études ont également permis de détecter une plus faible quantité diffuse dans le 
cytoplasme de neurones. Dans ce type cellulaire, Stau1 est localisée dans les dendrites et le 
corps cellulaire. En revanche, aucun signal n’est détecté au niveau des axones. Il a été montré 
que Stau1 fait partie de certaines RNP et est nécessaire au transport des ARNm. Il est 
probable que Stau1 contribue à l’acheminement de transcrits jusqu’à des machineries de 
traduction secondaire localisées au niveau de structures particulières pour permettre leur 
traduction in situ. Ce processus serait tout à fait pertinent dans certaines fonctions biologiques 
comme par exemple la production de neurotransmetteurs au niveau des synapses (356), (347). 
Le transport des ARN par Stau1 se fait de façon dépendante du réseau microtubulaire le long 
des dendrites (345), très probablement via son domaine de liaison à la tubuline. Néanmoins, 
d’autres composants du cytosquelette, tels que l’actine et l’internexine, mais aussi des 
protéines qui interagissent avec le cytosquelette comme la protéine Tau, ou encore les acteurs 
du transport comme la kynésine, la dynéine et la myosine sont co-purifiés avec Stau1 (357), 
(272). Ainsi Stau1 semble impliquée dans la localisation au niveau du réticulum 
endoplasmique mais également dans le transport de complexes RNP associés à Stau1 dans le 
cytoplasme. 
Stau1 est également pourvue d’un signal d’export nucléaire validé comme étant fonctionnel 
lors de tests chez la levure (358). D’ailleurs, un faible marquage de la protéine a déjà été 
détecté dans le nucléole (359). Au laboratoire, le marquage de 44 tumeurs de poumons de 
patients a permis d’observer sur certaines d’entre elles un marquage majoritairement nucléaire 
de quelques cellules (données non-publiées). Ainsi hStau1 semble capable de transiter dans le 
noyau mais est la plupart du temps séquestrée au niveau cytoplasmique par un mécanisme 
non-identifié à ce jour. Sa localisation nucléaire pourrait être associée à la formation de RNP 
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spécifiques et déterminer le devenir de certains des ARNm ciblés. On peut également 
envisager un mécanisme de transport des ARNm depuis le noyau vers son lieu de traduction 
dans le cytoplasme puisque Stau1 participe au transport cytoplasmique des RNP. De façon 
surprenante, le domaine d’adressage au noyau est localisé au niveau du RBD3 de la protéine, 
majoritairement responsable de la liaison à l’ARN. 
Pour finir, on peut aussi observer Stau1 dans des structures granulaires réparties le long des 
dendrites dans les neurones. Les plus petites d’entre elles correspondent à des granules de 
transport des RNP (347), (353) et d’autres plus importantes contiennent plusieurs ribosomes. 
Elles ne semblent pas être traductionnellement actives et constitueraient potentiellement des 
sites de stockage des transcrits, qui pourraient être libérés en fonction des besoins de la cellule 
(360). 
 
1.3.2.5 La protéine Stau1 et la réponse au stress cellulaire 
En fonction de ses besoins, la cellule peut préférentiellement activer ou réprimer la traduction 
d’ARNm de façon spécifique. De nombreux facteurs répresseurs de la traduction sont associés 
à la machinerie de dégradation des ARNm ce qui suggère que certains des ARNm réprimés 
peuvent être rapidement dégradés. Les ARNm non-traduits peuvent être stockés dans deux 
différentes structures granulaires dynamiques : 
- Les « processing bodies » (P-bodies) qui regroupent les facteurs de la machinerie de 
dégradation des ARNm à l’exception de l’exosome (361), (362). 
- Les granules de stress (GS) présentant différents activateurs de traduction (363). 
Lors d’un stress cellulaire, la synthèse protéique, couteuse en énergie, doit être 
majoritairement réprimée dans la cellule pour une grande partie des gènes afin de pouvoir se 
focaliser sur l’activation des gènes spécifiques de réponse au stress. Les ARNm non-
pertinents sont alors entreposés dans ces structures granulaires. 
Les P-bodies sont présents dans les cellules non-stressées mais sont significativement induits 
lors d’un stress menant à l’inhibition de la traduction (136). En effet, le nombre de P-bodies 
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présents dans la cellule est proportionnel à l’accumulation de transcrits non-traduits (364). En 
plus des facteurs de la dégradation des ARNm, on retrouve dans ces structures des acteurs du 
NMD (257). Les ribosomes et les facteurs d’initiation de la traduction sont exclus de ces 
structures à l’exception d’eIF4E chez les mamifères, bien que ce dernier semble être réprimé 
(365). Plusieurs études suggèrent que les P-bodies jouent un rôle dans la dégradation et/ou le 
maintien de la répression des ARNm retenus dans ces structures chez les mammifères. Les 
mécanismes ne sont pas parfaitement élucidés et d’autres facteurs pourraient entrer en jeu 
(135), (132), (366), (367).  
Les GS sont également dépendants de la quantité d’ARNm non-traduits. Ils sont généralement 
formés lors d’un stress à la suite des P-bodies, ce qui suggère qu’ils participent à une phase 
plus tardive de réponse au stress. Ils sont localisés à proximité ou juxtaposés aux P-bodies 
(368). Contrairement aux P-bodies, les GS contiennent les facteurs eIF4E, eIF4G, eIF4A, 
eIF4B, PABP, eIF3, eIF2 ainsi que la sous-unité ribosomique 40S. Ils possèdent ainsi tous les 
facteurs nécessaires à l’initiation de la traduction et sont capables de ré-adresser les ARNm 
qui en sont parés aux polysomes pour être de nouveau traduits (369).  
Un modèle de régulation a été proposé pour retracer le cycle des ARNm selon le contexte 
cellulaire (figure 13). Dans ce modèle, une grande partie des ARNm sont réprimés 
traductionnellement suite à un stress. Les P-bodies peuvent interagir de façon dynamique avec 
les GS et les RNP qu’ils contiennent peuvent être remodelés (136). Au cours de cette 
interaction, les ARNm présents peuvent rester associés à la machinerie de dégradation du P-
body, ou bien ces facteurs peuvent être remplacés par la machinerie d’initiation de traduction 
du GS. Si le stress est levé, les ARNm présents dans les GS pourront être ré-adressés aux 
polysomes et être nouvellement traduits. 
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Figure 13 schéma du cycle des ARNm lors de la répression traductionnelle induite par un stress 
(Adapté de Decker J. C. et  al.,2012 (370)) 
 
 
Les précédentes études avaient montré que Stau1 est abondamment retrouvée au niveau du 
RE et associée aux polysomes. Ces observations sont en accord avec un potentiel rôle 
activateur de la traduction de certains des ARNm associés à Stau1 (section 1.2.2.7.2). Une 
autre étude menée avec un modèle d’oligodendrocytes de rat a montré que Stau1 est 
également associée aux GS suite à l’induction de différents stress. Par contre, la protéine était 
peu ou pas exprimée dans les P-bodies. Ces observations ont été confirmées dans différentes 
autres lignées cellulaires transformées ou non (371), (372). Ces travaux soumettent 
potentiellement une nouvelle fonction de Stau1 en lien avec la réponse au stress. Une 
deuxième étude a permis de constater qu’une déplétion de Stau1 par le biais d’un siRNA 
induisait une augmentation significative du nombre des GS dans les cellules. A l’inverse, une 
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inhibition de la formation des GS était observée lorsque Stau1 était surexprimée. Les auteurs 
ont donc conclu que le signal Stau1 retrouvé dans les GS était la conséquence de la 
destruction des polysomes auxquels Stau1 était préalablement associée. Stau1 ne ferait donc 
pas partie intégrante de cette structure. De plus, il a été montré que la grande majorité du 
marquage de Stau1 reste principalement associée aux polysomes en cas de stress. C’est cette 
association qui permettrait de maintenir les polysomes traductionnellement actifs en inhibant 
leur séquestration dans les GS en cas de stress. (372). 
Il est intéressant de noter que chez la drosophile, dStaufen colocalise avec les P-bodies. Ces 
données suggèrent que le rôle dans la réponse au stress de dStaufen est différent de son 
homologue Stau1 chez les vertébrés (373). 
Il a également été montré que la régulation de la formation des GS par Stau1 se fait en aval de la 
phosphorylation du facteur eIF2α. Or la phosphorylation de ce facteur induit un arrêt global de la 
traduction (section 1.2.2.1) en induisant la formation de GS (374). Ainsi, l’inhibition de la 
formation des GS par Stau1 est indépendante de l’inactivation d’eIF2α. Enfin, la survie des 
cellules lors d’un stress était significativement diminuée lorsque Stau1 était réprimée, ce qui 
suggère que la protéine joue un rôle dans le maintien de la survie cellulaire au cours du stress 
(372). 
Ainsi Stau1 est impliquée dans la stabilité des polysomes en empêchant les ARNm en cours de 
traduction d’être réprimés lors d’un stress cellulaire, mais joue également un rôle protecteur de la 
survie de la cellule. Il a aussi été proposé que Stau1 puisse aider à la dissolution des granules 
de stress pour que les ARNm séquestrés puissent être plus facilement recyclés lorsque le 
stress cellulaire est levé. 
 
1.3.3 Le régulon post-transcriptionnel eucaryote 
 
1.3.3.1 Hypothèse du régulon post-transcriptionnel eucaryote  
Chacune des cellules appartenant à un organisme vivant procaryote ou eucaryote, doit être 
capable de répondre à un stimulus donné, en régulant de façon ponctuelle un ensemble de 
gènes pour assurer sa survie. Cet ensemble de « gènes effecteurs » peut soit être traduit en 
79 
 
protéines, soit être non-codant (miRNA ou longs ARN non-codants) pour assurer ses 
fonctions. La grande majorité des travaux menés concentrent leur étude sur la modulation 
d’un seul gène en réponse à un stress. Or, un processus biologique donné fait intervenir un 
panel de gènes effecteurs dont les fonctions sont complémentaires. Ces gènes impliqués dans 
une même voie permettront de répondre au stress, mais ils doivent également être réprimés 
lorsque le ce dernier sera levé.  
La bactérie pallie à cette problématique avec un arrangement de ses gènes effecteurs en 
opérons (375). Cette organisation implique que les gènes soient localisés à proximité et à la 
suite les uns des autres sur la séquence ADN. De cette façon, tous les gènes d’intérêt sont sous 
la dépendance d’un même promoteur et sont transcrits en même temps sous forme d’ARNm 
polycistronique. Chez la bactérie, la transcription et la traduction ne sont pas des évènements 
compartimentés, de par l’absence de noyau. Les ARNm en cours de synthèse sont directement 
reconnus par le ribosome bactérien et traduits de façon concomitante à la transcription. Ainsi, 
toutes les protéines effectrices nécessaires à une fonction donnée seront synthétisées en même 
temps et pourront exercer une activité coordonnée.  
La question est plus complexe chez les eucaryotes puisque les gènes effecteurs sont 
généralement isolés et dispersés sur le génome. De plus, ils sont majoritairement sous la 
dépendance de promoteurs différents. Cette organisation implique que l’expression de l’un 
des gènes se fait indépendamment des autres, bien qu’ils soient impliqués dans une même 
voie biologique. Cependant, ce fonctionnement possède un avantage non négligeable. En 
effet, l’expression d’un gène isolé permet de contrôler sa contribution, non pas dans un seul 
processus biologique mais dans plusieurs, contrairement à la bactérie qui ne peut qu’exprimer 
tous ses gènes d’un même opéron simultanément. L’atout majeur de cette organisation est 
donc la possibilité d’une activité pléiotropique des gènes (325). En contrepartie, l’expression 
synchronisée des gènes effecteurs eucaryotes est plus complexe à mettre en place par la 
cellule et doit pourtant être respectée pour assurer la survie de la cellule. En effet, les étapes 
qui permettent l’expression d’un gène sont nombreuses et s’effectuent dans différents 
compartiments cellulaires. Toutes ces étapes doivent être parfaitement coordonnées entre les 
différents gènes d’un même régulon et plusieurs éléments régulateurs peuvent intervenir pour 
chacune d’entre elles.  
80 
 
Tout d’abord, la structure de la chromatine doit être favorable à la transcription du gène lors 
du stimulus et peut nécessiter d’être remodelée par des protéines spécialisées. Les facteurs 
inhibiteurs et activateurs de la transcription spécifiques peuvent aussi contribuer partiellement 
à cette coordination. Mais les nombreuses étapes (maturation, transport, traduction et 
localisation) qui suivent constituent un obstacle majeur et d’autres acteurs sont nécessaires au 
maintien d’une expression concomitante. C’est pour répondre à cette problématique que 
l’hypothèse du régulon post-transcriptionnel eucaryote a été proposée. Il est défini comme 
l’expression post-transcriptionnelle coordonnée des ARNm impliqués dans un mécanisme 
commun et/ou partageant une localisation subcellulaire commune par des éléments trans-
régulateurs (376), (375), (377), (378). Ces facteurs peuvent être des RBP ou des miRNA 
reconnaissant des séquences cis spécifiques sur les transcrits. Ces dernières sont localisées 
majoritairement dans les régions non-traduites, et plus rarement dans les régions codantes des 
ARNm ciblés. La composition des RNP formées par l’ensemble de ces interactions 
déterminera le devenir du ou des ARNm qu’elles contiennent. De plus, les effecteurs recrutés 
peuvent agir directement sur l’ARNm ou servir d’adaptateurs permettant le recrutement de 
diverses machineries cellulaires (379). Le contrôle de l’expression de gènes par les RBP est 
particulièrement avantageux puisque qu’il permet de réguler des transcrits déjà présents dans 
la cellule sans attendre qu’ils soient synthétisés de novo (380). De plus, certains régulons 
pourraient contrôler l’expression d’ARNm codant pour des facteurs de transcription, régulant 
ainsi un nouveau panel de gènes impliqués dans le régulon lui-même ou dans une autre voie 
cellulaire (375). Un transcrit donné peut présenter plusieurs éléments cis-régulateurs et 
potentiellement faire partie de plusieurs régulons. Ainsi, les différentes copies d’un même 
ARNm peuvent participer à différents processus biologiques en étant régulés 
indépendamment les uns des autres. De même, une RBP ou un miRNA peuvent reconnaître 
de façon spécifique plusieurs transcrits. Ils peuvent coopérer ou entrer en compétition avec 
d’autres facteurs, mais c’est la combinaison finale des éléments associés au transcrit qui 
déterminera le devenir de ce dernier (figure 14).  
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Figure 14 Représentation schématique du fonctionnement des régulons post-transcriptionnels 
eucaryotes (adaptée de Keene, J. D., 2007 (378)) 
A- Plusieurs ARNm monocystroniques différents sont transcrits et leur expression coordonnée est 
médiée par plusieurs RBPs aux cours des différentes étapes depuis leur transcription jusqu’à leur 
traduction. 
B- Des transcrits différents possèdent un nombre variable d’éléments cis-régulateurs reconnus ici par 
quatre RBPs de façon spécifique. La composition finale de la RNP détermine le devenir de chaque 
transcrit, par exemple ici selon 3 régulons distincts. 
A
B
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Ainsi, selon l’hypothèse du régulon post-transcriptionnel, le nombre d’éléments cis-
régulateurs présents sur les différents ARNm qui le composent détermine les différentes 
possibilités de régulation par des facteurs trans. La combinaison des facteurs constituant la 
RNP déterminera le devenir du ou des transcrit(s) lié(s). Pour finir, les effecteurs d’un régulon 
ne seraient pas dédiés à une seule voie biologique, mais constitueraient plutôt des éléments 
polyvalents impliqués dans plusieurs régulons. Les différents régulons décrits forment ainsi 
un réseau au sein d’une même cellule et des régulations croisées inter-régulons peuvent 
exister. 
 
 
1.3.3.2 RBP et régulons post-transcriptionnels 
Puisqu’elles sont capables de cibler plusieurs ARNm, les RBP offrent un panel de possibilités 
d’interactions et de mécanismes de régulation permettant une grande plasticité de l’expression 
génique chez les eucaryotes. Au contraire, le couplage transcription-traduction dans le cas de 
l’opéron bactérien laisse très peu de place aux interactions entre RBP et transcrits. D’où 
l’intérêt d’une régulation au niveau transcriptionnel pour aboutir à la coordination de l’activité 
des gènes impliqués. A noter que quelques RBP ont été identifiées chez la bactérie et leur 
implication dans des mécanismes de régulation post-transcriptionnels est démontré (381). 
Cependant, leur petit nombre suggère pour l’heure que la synthèse d’ARNm polycistroniques 
reste privilégiée. De ce fait, une régulation post-transcriptionnelle de l’expression génique par 
des RBP ne correspond pas à un modèle idéal pour la bactérie. En revanche, l’abondance des 
RBP identifiées chez les eucaryotes et leur implication dans le contrôle des différentes étapes 
de l’expression d’un gène, depuis sa transcription jusqu’à sa traduction, ont fait l’objet de 
nombreuses études.  
Dans un modèle de régulon, la combinaison des facteurs trans associés aux ARNm détermine 
le devenir des ARNm ciblés.  
Par exemple, le facteur d’initiation de traduction eIF4E semble être impliqué dans un régulon 
d’ARNm spécifiques (382). Une surexpression de ce facteur a été constatée dans différents 
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cancers (383) et est associé à une expression aberrante de proto-oncogènes impliqués dans la 
croissance des cellules (c-myc, ornithinedecarboxylase), le cycle cellulaire (c-myc, cycline 
D1) l’inhibition de l’apoptose (Bcl-XL, Bcl-2), l’angiogenèse (FGF2, VEGF-A) ou encore la 
formation de métastases (MMP-9, heparanase) (117). Contrairement à ce qu’on pourrait 
attendre, la surexpression d’eIF4E n’induit pas de modification de la traduction globale, mais 
elle affecte l’expression de certains transcrits spécifiques (384). eIF4E peut être retrouvée 
dans le noyau où elle lie son groupe d’ARNm spécifiques, notamment la cycline D1 et 
promeut leur export du noyau vers le cytoplasme par la voie CRM1 (385). Il a été montré que 
les transcrits ciblés dans le noyau possédaient un élément commun dans leur région 3’UTR 
pouvant recruter la protéine LRPPRC. Ainsi, ce régulon d’ARNm est régulé en collaboration 
avec eIF4E lié à la coiffe et la protéine LRPPRC associée au 3’UTR de ces mêmes transcrits 
(386). Egalement, au cours d’un stress apoptotique, une surexpression de eIF4E favorise la 
survie de la cellule ainsi que la traduction de transcrits présentant des structures tige-boucles 
dans leur région 5’UTR (387), (388). L’ensemble de ces observations suggère que le facteur 
eIF4E fait partie d’au moins un régulon de gènes impliqués dans la prolifération et la survie 
de la cellule. 
Les RBP peuvent également recruter des protéines pour être activées. C’est le cas de la 
protéine Tap qui lie de façon spécifique un élément cis-régulateur appelé CTE (constitutive 
transport element) (389), (390) présent dans les régions introniques de certains transcrits. La 
protéine Tap interagit avec les pores nucléaires et est capable de transiter du noyau vers le 
cytoplasme. Il a été montré que Tap forme un hétérodimère avec l’un de ses co-facteurs 
NXT1 ou NXT2 (NTF2-like export factor 1) indispensable à son activité sur ses ARNm 
cibles. Sa capacité à lier ses transcrits cibles dans le noyau et l’accumulation de ces dernier 
lorsque Tap n’est plus fonctionnel (391) sont autant de données qui confirment son rôle de 
facteur d’export d’ARN. Il permet le transport d’un groupe d’ARN non-épissés qui possèdent 
le CTE. 
Un autre exemple de régulation d’ARN par les RBP réside dans la localisation subcellulaire. 
Les RBP de la famille des protéines Pumilio (PUF : Puf1 à Puf5) chez S. cerevisiae lient des 
populations d’ARNm distinctes dont les fonctions des protéines codées par ces derniers sont 
liées (392). Les protéines Pumilio reconnaissent un motif, le plus souvent présent dans la 
région 3’UTR du transcrit et régulent principalement négativement la traduction ou la stabilité 
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de ce dernier (393). Parmi ces RBP régulatrices, Puf3 est associée à un panel de 154 transcrits 
qui codent majoritairement pour des protéines mitochondriales. De plus, l’étude de la 
localisation cellulaire de Puf3 montre une accumulation du signal au niveau des 
mitochondries des levures. Ces observations laissent penser que la RBP est impliquée dans le 
transport et dans la localisation des transcrits mitochondriaux au niveau de l’organelle. Ainsi, 
la sous-population d’ARNm associés à Puf3 forme potentiellement un régulon (394). Ces 
données suggèrent que des ARN qui codent pour des protéines adressées à un compartiment 
particulier de la cellule peuvent être régulés au niveau spatial et temporel par des RBP.  
Plusieurs RBP peuvent également avoir des cibles communes. C’est le cas par exemple des 
protéines Hu (ou ELAV) et de la Tristetraproline (TTP) chez les mammifères. Ces différentes 
protéines ciblent de nombreux ARN communs qui présentent des ARE dans leur région 
3’UTR. Parmi ces ARNm, on retrouve notamment plusieurs cytokines et chemiokines dont 
l’expression doit être coordonnée lors d’une réponse immunitaire. Plusieurs groupes de 
transcrits peuvent être formés en fonction de la stabilité de ces derniers suite à l’activation de 
lymphocytes T ou macrophages. Au sein de ces groupes, les différents ARNm voyaient leur 
demi-vie être modifiée de façon simultanée en fonction de la croissance et de l’activation des 
cellules (395), (396). De plus, d’autres protéines telles que le AUF1/hnRNP D (AU-rich 
elements Binding Factor 1) et le KSRP (KH-type splicing regulatory protein) reconnaissent 
les mêmes éléments cis-régulateurs, suggérant que toutes ces protéines peuvent théoriquement 
entrer en compétition pour ces transcrits. De plus, TTP possède dans sa région 3’UTR un 
élément ARE et peut induire la dégradation de son propre ARN messager, permettant ainsi un 
rétrocontrôle négatif de sa synthèse protéique (397). 
Un autre groupe de RBP permet également de réguler de façon coordonnée des modulateurs 
de la réponse inflammatoire. Il s’agit du complexe GAIT induit par l’interféron γ (IFNγ) 
produit par les macrophages. Ce complexe comprend quatre protéines (glutamyl-prolyl-tRNA 
synthetase, hnRNP Q1, glyceraldehyde-3-phosphate dehydrogenase, et ribosomal protein 
L13A). Ces protéines sont capables de lier des structures tiges-boucles localisées dans les 
régions 3’UTR d’une sous-population de transcrits, parmi lesquels l’ARNm de la 
Céruloplasmine impliquée dans la réponse inflammatoire aigüe. L’IFNγ induit rapidement la 
traduction de la Céruloplasmine dès l’activation du macrophage alors que le complexe GAIT 
inhibe sa traduction mais son association à l’ARNm prend environ 16h. Ainsi, le facteur 
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inflammatoire sera produit pendant les 16 premières heures de la réponse immunitaire et sera 
réprimé passé ce délai, correspondant probablement à une inhibition de la réaction 
inflammatoire. Ce modèle de régulon est aussi un très bon exemple de la mise en place d’un 
rétrocontrôle lors de la réponse immunitaire (398). 
Malgré le nombre croissant d’analyses globales qui établissent une corrélation entre une sous-
population de transcrits régulés par une RBP et les relations fonctionnelles entre ces derniers, 
peu de ces régulons putatifs ont été validés pour leur impact biologique. Néanmoins le 
concept de régulon post-transcriptionnel chez les eucaryotes n’est que très récent et les études 
à venir, en tenant compte de ce dernier permettront une meilleure compréhension globale des 
réseaux de régulations mis en place par la cellule. En particulier, l’étude des RBP impliquées 
dans le contrôle de régulons de messagers promet d’élucider un grand nombre d’entre eux. 
Une perte de régulation par l’une de ces RBP pourrait enrayer le fonctionnement de ces 
réseaux et impacter plusieurs processus biologiques de la cellule. En conséquence des 
réponses anormales aux stimuli externes pourraient en résulter et aboutir à l’apparition de 
pathologies telles que les cancers. 
C’est le cas de l’étude de la protéine Stau1, dont l’évolution des techniques de criblage à haut 
débit permet une identification de plus en plus précise de ses cibles. Le criblage par immuno-
précipitation de l’isoforme protéique Stau155 taguée, couplé à une analyse sur biopuces, a 
permis d’identifier un panel de 1384 transcrits (267). Puis, la technique de hiCLIP a révélé un 
panel de 2964 ARNm du transcriptôme de cellules Flp-In T-REx 293 (268). Parmi ce grand 
nombre de gènes identifiés, beaucoup ne semblent pas être fonctionnellement liés. En 
revanche, plusieurs groupes fonctionnels émergent de ces listes, notamment des gènes 
impliqués dans le cycle cellulaire, la signalisation cellulaire, l’angiogenèse, la migration 
cellulaire ou encore des proto-oncogènes. 
L’ensemble de ces données laisse présager que Stau1 est impliquée dans un ou plusieurs 
régulon(s). Une perte de sa régulation pourrait avoir des conséquences néfastes sur le 
maintien de l’homéostasie de la cellule. Notamment, la dérégulation de Stau1 pourrait être à 
l’origine de l’apparition d’un caractère tumoral de la cellule. 
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1.3.4 L’implication des RBP au cours de la carcinogenèse 
L’association dynamique des RBP avec les ARNm en régulons est à l’origine de la 
modulation fine de l’expression des gènes, nécessaire à la cellule pour s’adapter au contexte 
environnant. Pour que les RBP puissent maintenir le contrôle coordonné des gènes, il est 
nécessaire que leurs propres activités soient également sous un contrôle strict. En effet, une 
expression anormale de l’une d’entre elle engendrera forcément des défauts de régulation du 
transcriptome par un ou plusieurs régulons, impactant des fonctions indispensables au 
maintien de l’homéostasie de la cellule. Or la perte de mécanismes de régulation est un 
facteur majeur de l’apparition de cancers et un défaut de l’activité d’une ou plusieurs RBP 
serait critique dans la transformation des cellules. Les travaux qui s’intéressent à l’implication 
des RBP dans les processus cancéreux se font de plus en plus nombreux.  
A titre d’exemple, la protéine HuR est probablement la RBP la plus étudiée pour son 
implication dans le processus tumoral. L’intérêt porté à cette protéine n’est pas étonnant 
puisque la RBP régule de nombreux ARN (399), (400) dont une anomalie de régulation est 
critique pour l’apparition de tumeurs. Parmi ces transcrits, on retrouve notamment des 
suppresseurs de tumeurs (p53, p21, p27), des facteurs de croissance (VEGF, TGFβ, TNFα), 
des cyclines (A, B1, D1), des effecteurs impliqués dans l’apoptose (Bcl-2, Mcl-1) ou encore 
des facteurs oncogènes (c-Fos, c-myc). De plus, de nombreux autres transcrits ciblés codent 
pour des RBP. Ainsi, une expression anormale de HuR impactera le fonctionnement de 
plusieurs régulons impliqués dans différentes fonctions biologiques. HuR est majoritairement 
nucléaire mais peut être transloquée dans le noyau en réponse à un stimulus où elle régule des 
ARN qui possèdent des éléments ARE majoritairement localisés dans leur région 3’UTR 
(section 1.2.1.4). Une surexpression cytoplasmique de la RBP est retrouvée dans différents 
types de cancers (401). Sa surexpression peut entraîner des modifications de régulation 
positive et négative de nombreux facteurs favorisant l’apparition et le développement de 
cancers (402). Par exemple, HuR favorise l’expression du transporteur cationique d’acides 
aminés CAT-1 (cationic amino acid transporter 1) en le séparant du miRNA miR-122 lors 
d’une déprivation en acides aminés des cellules d’hépatocarcinome Huh7. En effet, miR-122 
est concentré dans les P-bodies où il régule négativement l’ARNm de CAT-1. Une 
surexpression cytoplasmique de HuR libère le transcrit du granule répresseur permettant sa 
traduction et favorisant la survie de la cellule en condition de stress (403). La RBP régule 
87 
 
aussi positivement l’expression et la localisation de l’ARNm de la Prothymosine α (ProTα), 
un facteur impliqué dans l’inhibition de la voie apoptotique, induisant également la survie 
cellulaire (404). De plus, HuR lie la région 3’UTR de l’anti-angiogénique TSP1 
(Thrombospodine 1) et stimule sa traduction dans les cellules normales, mais on observe une 
perte de cette interaction au cours de la croissance tumorale (405). D’autres études montrent 
que HuR peut également agir comme un régulateur négatif, comme dans le cas de la protéine 
Wnt-5a dont la traduction est réprimée par cette dernière. Wnt-5a est une molécule impliquée 
dans l’adhérence cellulaire et une diminution de son expression peut favoriser l’invasion et la 
formation de métastases (406) (section 1.3.7). En plus d’impacter la traduction dépendante de 
la coiffe, HuR peut aussi moduler positivement la traduction IRES-dépendante de différents 
transcrits comme le facteur anti-apoptotique XIAP (407) et le facteur pro-tumoral IGF-IR 
(type I insulin-like growth factor receptor) (408).  
Enfin, HuR stabilise plusieurs transcrits de facteurs pro-oncogéniques et du facteur eIF4E 
(386). A noter que certains des oncogènes stabilisés par HuR font partie du régulon d’ARNm 
pris en charge par eIF4E (section 1.1.3.1). Ainsi non seulement la surexpression de HuR 
perturbe un régulon de gènes pro-tumoraux, mais en plus induit un autre régulon dépendant 
d’eIF4E dont certains gènes sont impliqués dans des processus tumoraux (383). De ces 
travaux ressort une collaboration entre les RBP HuR et eIF4E pour favoriser la prolifération et 
la survie cellulaire.   
Ces données renforcent l’hypothèse d’un réseau de régulations entrecroisées de différents 
groupes d’ARNm où la perturbation de l’expression d’un régulon en impacte un second. De 
plus, il a été montré qu’eIF4E est surexprimé dans plusieurs cancers.  De ce fait, une 
perturbation régulationnelle d’un groupe d’ARNm sous la dépendance d’une RBP peut être 
due à une mutation de cette dernière, mais peut également provenir d’un défaut en amont 
quelque part dans le réseau. 
De nombreuses autres études suggèrent une association entre la perte de régulation de 
plusieurs RBP avec des processus cancéreux et celles-ci tendent à se multiplier (409), (410), 
(411). Cet intérêt croissant n’est pas surprenant puisque, depuis que l’hypothèse du régulon a 
été émise, les RBP constituent les acteurs les plus nombreux de la régulation génique et sont 
impliquées dans un grand nombre de mécanismes. Une anomalie due à une mutation de l’une 
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d’entre elle peut être associée à un gain ou une perte de fonction qui impactera le devenir des 
ARNm qui sont sous son contrôle. De plus, les RBP interviennent aussi bien dans le maintien 
homéostatique d’une cellule en condition normale que celui d’une cellule en condition de 
stress. Enfin, les RBP constitueraient des cibles thérapeutiques de choix dont l’expression et 
l’activité pourraient potentiellement être modulées par des drogues. Par exemple, des travaux 
récents ont montré que le pyrvinium pamoate permettait d’inhiber l’accumulation de HuR 
dans le cytoplasme. De plus, sa combinaison avec d’autres molécules anti-cancéreuses 
(cisplatine, doxorubicine, etc) potentialisait l’effet cytotoxique de ces dernières et permettait 
une diminution de la prolifération des cellules cancéreuses de l’urothélium, le sous-type de 
cancer de la vessie le plus fréquent (412). Egalement, la surexpression de la RBP Musashi-1 
favorise la prolifération tumorale et la résisitance de différents types de cellules cancéreuses. 
Une étude a permis de mettre en évidence l’intérêt de la molécule (-)-gossypol qui inhibe les 
effets de la surexpression de Musashi-1 (413). Plusieurs autres stratégies thérapeutiques 
utilisant des oligonucléotides qui présentent des modifications chimiques sont également 
prometteuses. Par exemple, certaines études proposent de synthétiser des oliginucléotides 
s’hybridant au niveau de sites d’épissages et permettant de les masquer. En conséquence, les 
RBP et les snRNA seraient incapables de s’hybrider et de recruter l’ensemble du splicéosome. 
De ce fait, il serait possible d’inhiber une isoforme pro-oncogènique. Une autre proposition 
est la synthèse d’oligonucléotides dont l’hybridation permettrait de recruter une RBP de la 
famille des RNAse H et de cliver de façon spécifique un ARN  revue (414)). 
 
1.3.5 Développement et progression tumorale 
La carcinogenèse est définie par l’acquisition d’une série de caractéristiques spécifiques au 
cours d’une cascade complexe de plusieurs étapes. Ces événements affecteront les cellules au 
niveau de la maintenance de leur homéostasie, leur différenciation et leurs interactions avec le 
stroma. Ces étapes ont été clairement décrites par Hanahan et Weinberg, 2011 : 
- une prolifération indépendante des signaux de croissance : les cellules tumorales sont 
capables de stimuler leur prolifération de façon autocrine. 
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- l’ignorance des signaux induits par les inhibiteurs de croissance : les mécanismes de 
rétrocontrôle sont corrompus ou abolis. 
- résistance aux signaux de mort cellulaire : les mutations acquises permettent de réduire 
significativement l’entrée en apoptose comme par exemple la perte de fonction du 
suppresseur de tumeur p53, la hausse d’expression des régulateurs anti-apoptotiques (Bcl-2, 
Bcl-xL) et la diminution de l’expression des facteurs pro-apoptotiques (Bax, Bim, Puma). 
- l’acquisition de l’immortalité réplicationnelle : les cellules réactivent la télomérase qui 
empêche la sénescence cellulaire. 
- une reprogrammation métabolique : les cellules tumorales reprogramment leur métabolisme 
pour favoriser la voie de la glycolyse aérobie, plus rapide que la voie respiratoire classique 
pour maintenir une production d’énergie nécessaire à leur prolifération permanente. 
- se soustraire à la destruction par le système immunitaire : les cellules tumorales échappent 
aux systèmes immunitaires inné et adaptatif. 
- l’induction d’une angiogenèse tumorale : les cellules tumorales sécrètent des facteurs pro-
angiogéniques (VEGF-A, FGF2) pour générer de nouveaux vaisseaux sanguins à partir de 
vaisseaux préexistants dans le but d’alimenter la tumeur en développement. 
- une capacité d’invasion et de formation de métastases : les cellules tumorales perdent 
progressivement leur attachement à la matrice extracellulaire et leurs interactions entre 
cellules pour acquérir un phénotype migratoire et invasif.  
Parmi ces huit étapes, nous nous intéresserons plus particulièrement à l’induction de 
l’angiogenèse et la formation de métastases qui sont deux événements étroitement liés et 
indispensables à la dissémination métastatique. 
1.3.6 Notions sur l’angiogenèse tumorale 
Au-delà de 10µm de diamètre, les cellules au centre de la tumeur ne peuvent plus être 
alimentées en oxygène et en nutriments par les vaisseaux sanguins via une diffusion simple. 
En conséquence, ces cellules sont soumises un stress hypoxique et métabolique. Ces cellules 
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sous l’influence du facteur de transcription HIF-1α (Hypoxia Inducible Factor 1α) vont 
sécréter des facteurs pro-angiogéniques dans le but d’induire la formation de néo-vaisseaux 
sanguins pour pouvoir pallier à leurs besoins. 
Plusieurs mécanismes permettent de générer de nouveaux vaisseaux à partir de vaisseaux 
préexistants. Le mécanisme principal et le mieux étudié mis en jeu au cours de la 
vascularisation tumorale est l’angiogenèse par bourgeonnement. En conditions 
physiologiques, la cohésion des cellules endothéliales est assurée par des molécules 
d’adhérence de type VE-Cadhérine et les « Platelet-endothelial cell adhesion molecules » 
(PECAMs). L’action d’autres molécules comme par exemple la fixation de l’Angiopoïetine-1 
(Ang1) sur son récepteur tyrosine kinase (Tie-2) induit la quiescence des cellules 
endothéliales. Suite à la stimulation par les facteurs pro-angiogéniques, les interactions des 
VE-Cadhérine et PECAMs sont déstabilisées. Le facteur pro-angiogénique VEGF-A favorise 
l’activité de l’Angiopoïétine-2 (Ang2) en tant qu’antagoniste de Ang1 et promeut la 
prolifération et la migration des cellules endothéliales (415), (416), (417), (418), (419). Les 
cellules endothéliales sécrètent alors diverses protéases (matrix metalloproteases MMP, 
urokinase type Plasminogen Activator uPA …) dans le but de dégrader localement la 
membrane basale de la matrice extracellulaire (MEC). De nombreux facteurs pro-
angiogéniques (VEGF-A, FGF2, PDGF …) induisent par la suite la prolifération et la 
migration des cellules endothéliales. Ces dernières se seront spécialisées soit en une cellule de 
la tête apicale du néo-vaisseau (Tip cell) soit en cellules de prolongement (Stalk cells). La Tip 
cell est incapable de proliférer. En revanche, elle joue le rôle de senseur du gradient de 
facteurs produits par les cellules tumorales et guide la migration et l’orientation du néo-
vaisseau vers la tumeur. Les Stalk cells ont une forte capacité de prolifération qui permet 
l’extension du capillaire nouvellement formé (420). Par la suite, la collaboration entre le 
facteur VEGF-A et Ang1 associée à l’activité des intégrines αvβ3 et αvβ5 permet  
l’établissement d’un endothélium tubulaire et quiescent avec un lumen en son centre (421), 
(422), (423). Pour finir, le vaisseau sanguin immature nouvellement formé est stabilisé par la 
production de MEC. Il subira plusieurs étapes de maturation en recrutant des cellules de 
soutien (cellules musculaires lisses et péricytes) (416). C’est la qualité du flux sanguin établi 
qui déterminera sa maturation s’il est correct ou sa régression dans le cas contraire (424). 
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D’autres mécanismes permettant de générer des néo-vaisseaux sanguins pour alimenter la 
tumeur ont été décrits bien qu’ils soient moins étudiés. Par exemple, il a été montré qu’un 
vaisseau tumoral peut être scindé en deux nouveaux vaisseaux grâce au phénomène 
d’intussusception (425). Cependant, ce phénomène aurait essentiellement pour vocation 
d’accroître la densité du réseau sanguin autour de la tumeur puisqu’il nécessite l’existence 
d’un vaisseau tumoral initial. La cooptation vasculaire est également possible et consiste pour 
les cellules tumorales à « voler » un vaisseau sanguin à un tissu environnant. Ce phénomène 
est dû à la vitesse de prolifération nettement supérieure de la tumeur par rapport aux tissus 
sains qui va exercer une pression physique et entourer le vaisseau (426). Il a aussi été décrit 
que dans certains cas, les cellules cancéreuses sont capables d’exprimer un phénotype proche 
des cellules endothéliales. Certaines cellules à proximité des vaisseaux peuvent même 
acquérir des phénotypes d’autres cellules nécessaires à l’activité des vaisseaux sanguins tels 
les péricytes, les fibroblastes et les cellules musculaires lisses ainsi que leurs précurseurs. Ces 
cellules peuvent s’incorporer aux vaisseaux sanguins déjà existants de façon à mimer la forme 
des vaisseaux sanguins et s’organiser en réseau, d’où le terme d’imitation vasculaire ou 
v »ascular mimicry » (427), (428), (429), (430).           
Les cellules cancéreuses sont ainsi capables de détourner un processus physiologique tel que 
l’angiogenèse qui, en condition normale est nécessaire au développement du réseau vasculaire 
pendant l’embryogenèse ainsi qu’au processus de cicatrisation. Leur capacité à moduler leur 
expression génique ainsi que leurs phénotypes pour pouvoir proliférer et s’alimenter montrent 
une grande plasticité. Néanmoins, contrairement à l’angiogenèse physiologique, 
l’angiogenèse tumorale et bien moins finement régulée et moins performante, ce qui aboutit à 
la formation d’une vascularisation tumorale anormale (431), (432). 
 
1.3.7 Notions sur la transition épithélio-mésenchymateuse 
On associe très souvent le terme de transition épithélio-mésenchymateuse (EMT epithelial–
mesenchymal transition) au mécanisme d’invasion tumorale. En réalité, le phénotype invasif 
tumoral acquis n’est désigné par le terme EMT que de par son homologie avec des 
mécanismes physiologiques décrits bien avant. En effet, l’EMT commence à être étudiée 
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sérieusement dans les années 60. Puis, il est rapidement démontré que la différentiation des 
cellules épithéliales induit une perte de la polarité des cellules de type épithélial, une 
modification de la morphologie et l’acquisition d’un phénotype migratoire au cours de 
l’embryogenèse (433). Peu après, une équipe démontre que le processus inverse MET est 
possible, ce qui traduit la réversibilité du phénomène (434), (435). Par la suite, le mécanisme 
d’EMT est également décrit dans le processus de cicatrisation des tissus (436), (437) et 
comme mécanisme majeur de la dissémination métastatique dans les cancers  (438), (439). 
Il est communément admis que les cellules tumorales qui forment la tumeur primaire 
possèdent initialement un phénotype épithélial. Ce n’est que lorsque la tumeur croît et que les 
nutriments et l’oxygène commencent à manquer au cœur de la tumeur que quelques cellules 
effectuent l’EMT et acquièrent des capacités migratoires et invasives pour quitter la tumeur 
primaire. Cette étape est associée à une dédifférenciation des cellules qui abandonnent leur 
phénotype éphitélial au profit d’un phénotype mésenchymateux, suite à une perte de 
polarisation de la cellule et à l’acquisition d’une morphologie sarcomatoïde (440). Ces 
modifications sont sous l’influence de facteurs de croissance (441) et de facteurs de contrôle 
du cycle cellulaire (442). Plus récemment, d’autres voies de signalisation impliquées dans 
l’EMT ont été identifiées comme des hyperméthylations de novo sur l’ADN ou faisant 
intervenir des miRNA (443), (444). Enfin, l’émergence du concept de cellules tumorales à 
caractère souche fait aussi l’objet d’une grande attention dans l’étude du phénomène de 
l’EMT (445). Pour parvenir à se différencier, la cellule tumorale doit effectuer des 
modifications intrinsèques lui permettant d’acquérir ces nouvelles propriétés (446).  
Les cellules de phénotype épithélial forment différents types de jonctions avec les cellules de 
même type dans un tissu donné. La prolifération est inhibée dans un tissu lorsque les cellules 
sont jointives. Elle peut être réactivée en cas de lésion pour régénérer le tissu ou quand une 
cellule acquiert un profil invasif dans un contexte tumoral métastatique. La cellule tumorale 
qui effectue l’EMT subit une réorganisation des protéines exprimées à sa membrane. On 
observe notamment une diminution des molécules d’adhérence, en particulier de l’expression 
de la E-Cadhérine et de l’occludine (marqueurs de phénotype épithélial) au profit d’une 
synthèse de novo de la N-Cadhérine (marqueur mésenchymateux). La cellule tumorale 
effectue également un remaniement de son cytosquelette, associé à une expression de novo de 
la vimentine, exclusivement exprimée par les cellules mésenchymateuses. Egalement, une 
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perte d’expression des sites cytokératines (CK) est observée. Enfin, la cellule doit sécréter 
certaines protéases capables de dégrader la matrice extracellulaire afin de se déplacer. Il s’agit 
majoritairement de métalloprotéases essentiellement exprimées par des cellules de phénotype 
mésenchymateux. Les cellules ayant acquis ces différentes propriétés sont capables de migrer 
et d’atteindre la circulation sanguine par intravasation. Une fois dans la circulation sanguine, 
ces cellules ont accès aux différents organes. L’hypothèse émise est que les cellules tumorales 
métastatiques seraient capables de se différencier de nouveau en cellules épithéliales, en 
effectuant la MET (mesenchymal-epithelial transition). Cette étape serait dépendante du 
microenvironnement et à l’origine de la formation de métastases (438), (447). 
 
1.4 Hypothèses du projet de thèse 
Il est maintenant évident que la protéine de liaison à l’ARN Stau1 intervient dans différentes 
étapes clés de la régulation de l’expression de gènes spécifiques. En effet, Stau1 a été 
successivement décrite pour cibler de nombreux ARNm et réguler leur transport, leur 
traduction ou encore leur dégradation. Ainsi, les preuves décrivant Stau1 comme un facteur 
pléiotropique majeur modulant l'expression génique au niveau post-transcriptionnel ne cessent 
de s’accumuler. En plus de ses différentes fonctions dans la cellule et de son expression 
ubiquitaire, le panel étendu de gènes liés par la RBP nous permet d’envisager le contrôle de 
processus biologiques variés. Ces données tendent à renforcer l’idée que Stau1 participe à un 
ou même à plusieurs régulon(s) de transcrits en coordonnant leur expression. La perte de 
fonction d’une telle protéine pourrait être à l’origine de dysfonctionnements cellulaires et 
entraîner des pathologies. La perte de régulation étant une cause majeure de l’apparition de 
cancers, il est donc surprenant que si peu de travaux s’intéressent au rôle d’une dérégulation 
de Stau1 dans le développement et la progression tumorale. Pourtant, son rôle dans la réponse 
au stress cellulaire, dans la régulation traductionnelle et dans la dégradation de transcrits 
spécifiques pourrait être critique dans le phénomène de carcinogenèse. 
C’est pourquoi mon projet de thèse a porté sur l’étude de cette RBP pertinente vis à vis du 
cancer, mais très peu étudiée sur cette problématique. Mon projet s’est orienté sur deux axes 
motivés par deux hypothèses : 1) l’expression de Stau1 peut être modulée lors d’un stress 
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cellulaire pour y répondre efficacement en contrôlant un ou plusieurs gènes spécifiques à ce 
contexte 2) la perte de Stau1 pourrait engendrer une perte de contrôle de plusieurs transcrits 
dont l’expression favoriserait le développement et la progression tumorale. 
1) Plusieurs travaux ont montré que Stau1 participe à la réponse au stress en favorisant une 
traduction active de certains transcrits. De ce fait, la modulation de son expression pourrait 
être critique dans le développement tumoral. Si la RBP est effectivement un acteur majeur 
dans ce processus, son taux d’expression et sa localisation au niveau des polysomes doivent 
être finement régulés dans ce contexte. En plus des autres fonctions qui lui sont attribuées, 
nous nous sommes donc demandé si Stau1 était également un gène spécifique de la réponse 
au stress.  
2) La protéine de liaison à l’ARN Stau1 est récemment apparue comme un régulateur post-
transcriptionnel majeur de l'expression génique. Stau1 est impliquée dans le mécanisme de 
SMD. Ce mécanisme induit la dégradation des ARNm qui présentent un site de liaison de 
Stau1 dans leur région 3’UTR. L’identification des cibles potentielles de la RBP, confirmée 
par plusieurs analyses concordantes à grande échelle, suggère l’importance du mécanisme de 
SMD dépendant de Stau1 dans les processus de migration et d’invasion cellulaire de lignées 
cancéreuses. Pour confirmer cette deuxième hypothèse, j’ai (1) étudié le rôle général de Stau1 
dans le développement et la progression tumorale (2) identifié et caractérisé une nouvelle 
cible de Stau1 pertinente en cancérologie : la Thrombospondine-1 (TSP1). 
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2. Résultats 
 
2.1 Partie I - La protéine Stau1 est traduite en condition de stress par un 
mécanisme indépendant de la coiffe 
 
2.1.1 Contexte de l’étude 
La régulation de l’expression des gènes de réponse au stress dans un contexte tumoral est une 
thématique étudiée par notre équipe depuis plusieurs années maintenant. L’apparition de 
stress oxydatif et nutritif apparaît dans les étapes précoces du développement de la tumeur. En 
effet, le volume grandissant de cette dernière génère l’isolement des cellules cancéreuses au 
centre. Ces cellules ne profitent plus des apports, principalement en oxygène et nutriments, 
distribués par les vaisseaux sanguins qui ne perforent efficacement que la superficie de la 
tumeur. Le stress infligé à ces cellules va les contraindre à s’adapter en exprimant en réponse 
un panel de gènes spécifiques.  
Dans les cellules normales, le maintien d’un contexte de stress va généralement mener à la 
mort de la cellule, principalement par apoptose. Les cellules cancéreuses soumises à un stress 
prolongé vont subir le même sort, mais certaines d’entre elles peuvent s’adapter en modulant 
l’expression de leurs gènes pour inhiber leur apoptose et modifier différentes voies 
biologiques dans le but d’échapper au stress. Parmi les gènes exprimés, les travaux 
précédemment menés au sein du laboratoire ont permis d’identifier et d’étudier des structures 
IRES sur les séquences 5’UTR des ARNm des deux facteurs pro-angiogéniques majeurs : le 
FGF2 et le VEGF-A. Mais l’angiogenèse n’est pas la seule réponse mise en place par la 
cellule pour répondre à un stress. De nombreux autres gènes impliqués dans des processus 
divers qui détermineront la survie ou la mort de cette dernière sont également 
traductionnellement induits lors d’un stress. 
 La question qui se pose alors est celle des acteurs responsables du maintien ou de l’activation 
de l’expression de ces gènes, dans un contexte où la traduction globale est réprimée. C’est 
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pourquoi notre intérêt s’est porté sur la RBP Stau1. De par son effet inhibiteur sur la 
dissolution des GS, de son effet stabilisateur sur l’association des polysomes et de son activité 
favorisant la dissociation des GS, Stau1 semble assurément jouer un rôle dans le maintien de 
la traduction de transcrits en condition de stress. Cette hypothèse est renforcée par les données 
collectées via des analyses à grande échelle, qui montrent que l’association spécifique de 
Stau1 à certains transcrits cibles favorise leur traduction. Si Stau1 intervient dans le maintien 
de la traduction des ARNm induits par un stress, son taux d’expression et sa localisation au 
niveau des polysomes doivent être contrôlés de façon stricte. De ce fait, nous proposons que 
Stau1 puisse être lui-même un gène de réponse au stress pouvant être activé dans ce contexte. 
Puisque seuls les gènes possédant une structure IRES sont traductionnellement actifs dans ces 
conditions, nous avons recherché la présence d’une telle structure sur la région 5’UTR de 
l’ARNm de Stau1 qui soit fonctionnelle et activée sous un stress cellulaire. 
 
2.1.2 Article - Hypoxia and ER stress promote Staufen1 expression through 
an alternative translation mechanism. 
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2.2 Partie 2 - Le mécanisme de SMD et son implication dans le 
développement et la progression tumorale 
 
2.2.1 Contexte de l’étude 
La découverte du mécanisme de SMD en 2005 propose une nouvelle fonction pour la protéine 
Stau1. La dégradation d’un panel d’ARNm par la protéine Stau1 est l’un des rares 
mécanismes décrits permettant une régulation spécifique du taux de transcrits dans la cellule. 
De plus, l’analyse des ARNm cibles de Stau1 révèle une diversité des fonctions biologiques 
pouvant être modulées par le SMD. Parmi les cibles identifiées dans plusieurs lignées 
cancéreuses, des proto-oncogènes et des gènes impliqués dans la migration et l’invasion 
cellulaires ont été identifiés. C’est pourquoi notre attention s’est portée sur la perte de 
régulation de ce mécanisme et son impact dans les cancers. Puisque les dérégulations de 
l’expression génique sont la cause majeure de l’acquisition d’un phénotype tumoral par la 
cellule, au regard des cibles liées par Stau1, une perte de l’activité du SMD serait critique 
dans le processus de carcinogenèse. 
Les données cliniques sont encore peu nombreuses mais s’accumulent et permettent déjà une 
prédiction de l’influence délétère de la sous-expression de Stau1 sur certaines cohortes de 
patients.  De plus, la mise en évidence de gènes impliqués dans la migration et l’invasion 
cellulaire, ciblés par le SMD, tendent à confirmer ce pronostic. Notre hypothèse est que la 
perte d’expression de Stau1 est à l’origine de dysfonctionnements régulationnels cellulaires 
propices au développement et à la progression tumorale.  
Parmi les potentiels gènes cibles du SMD, la Thrombospondine-1 (TSP1) a particulièrement 
attiré notre attention. Cette protéine a été décrite comme étant impliquée dans des mécanismes 
d’adhésion cellulaire et comme facteur pro-métastatique (448), (449), (450), (451). TSP1 
interagit avec plusieurs protéines impliquées dans l’adhésion cellule-cellule et cellule-matrice 
extracellulaire. Ainsi, la TSP1 a été décrite comme protéine inductrice de la migration et de 
l’invasion de différents types cellulaires (452), (453), (454), (455). Enfin, la TSP1 est un 
facteur anti-angiogénique inhibant spécifiquement la migration des cellules endothéliales 
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(456). Ces effets de TSP1 décrits dans la littérature ont également été reproduits dans notre 
laboratoire (Tenet J et Labrousse G, données en cours de publication). 
2.2.2 Résumé 
L’apparition de métastases survient généralement dans les dernières étapes de la progression 
tumorale et est corrélée avec un faible taux de survie des patients. Ce sont généralement les 
cellules présentant un phénotype agressif de par l’acquisition de la capacité de migration et 
d’invasion qui sont responsables du caractère métastatique des cellules cancéreuses. La perte 
de régulation des gènes favorisant la transition épithélio-mésenchymateuse, normalement 
réprimés dans les cellules saines, est à l’origine de ce phénomène. Parmi les facteurs régulant 
l’expression post-transcriptionnelle de gènes, différentes protéines de liaison à l’ARN jouent 
un rôle majeur. La protéine Stau1 a été décrite pour induire la dégradation d’ARNm 
présentant un site SBS dans leur région 3’UTR. Nous avons émis l’hypothèse que Stau1 
puisse jouer un rôle protecteur de la survie des patients en réprimant l’expression de gènes 
impliqués dans la formation de métastases. Dans cette étude, nous avons identifié une 
nouvelle cible de Stau1 impliquée dans la migration et l’invasion cellulaire : la 
Thrombospondine-1 
2.2.3 Introduction 
Une des caractéristiques des cellules cancéreuses réside dans le dysfonctionnement ou la perte 
de la régulation de l’expression de plusieurs gènes. Aussi, les modifications de la stabilité de 
l'ARNm et/ou de l'efficacité de traduction sont de plus en plus décrites comme essentielles 
dans l’émergence et la progression des cancers (457). La séquence 3’UTR d’un grand nombre 
de transcrits est une région majeure pour la régulation post-transcriptionnelle des gènes. Cette 
région peut contenir un à plusieurs éléments cis-régulateurs dont le nombre est généralement 
corrélé à la taille de cette séquence. Ces éléments présents sur la séquence ARNm sont ciblés 
par divers RBP et miRNA (pour revues : (458), (459)). Parmi les RBP qui interviennent au 
niveau post-transcriptionnel, Stau1 a initialement été décrite pour son implication dans le 
transport et la localisation d’ARNm au cours de l’embryogenèse chez la drosophile et dans les 
neurones chez les mammifères (460), (461),  (356). Stau1 participe également à la réponse au 
stress cellulaire (372), (462). De plus, Stau1 est capable de reconnaître un site de liaison 
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spécifique SBS (Staufen-binding site) présent sur la région 3’UTR de nombreux transcrits et 
d’induire leur dégradation par un mécanisme appelé le staufen-mediated mRNAdecay (SMD) 
(264). Ce mécanisme présente plusieurs similitudes avec celui de non-sens mediated mRNA 
decay (NMD), en particulier le recrutement du facteur upframeshift factor 1 (UPF1) par 
Stau1.  
Plusieurs analyses à grande échelle ont montré que Stau1 interagit avec un grand nombre de 
transcrits parmi lesquels des ARNm proto-oncogènes comme le facteur de transcription c-Jun, 
ainsi que plusieurs gènes impliqués dans l’adhésion et la migration des cellules (266), (268). 
De ce fait, Stau1 régule un panel de gènes dont la perte de contrôle de leur expression serait 
critique pour l’apparition de cancers. 
Dans cette étude, nous montrerons que la sous-expression de Stau1 est délétère et favorise la 
progression et le développement tumoral. Nos travaux ont aussi permis d’identifier l’ARNm 
de la Thrombospondine-1, un facteur pro-migratoire et pro-invasif favorisant l’apparition de 
métastases (448), (449),  comme étant une nouvelle cible de Stau1 régulée par le mécanisme 
de SMD. 
 
2.2.4 Matériel et méthode 
Analyse des métadonnées 
L’analyse des métadonnées correspondant à l’expression de Stau1 sur la survie des patients a 
été réalisée à partir du logiciel en ligne http://www.kmplot.com(463). 
L’analyse de l’expression de Stau1 dans les différents sous-types de CPNPC a été réalisée à 
partir du logiciel en ligne www.oncomine.org/ (464). 
Culture des cellules et transfections 
Les cellules NCI-H460 (ATCC-HTB-177) et HeLa (ATCC-CCL2) ont été cultivées 
respectivement dans un milieu RPMI (1g/L) et DMEM (1g/L) (Sigma) supplémenté par 10% 
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de sérum, 1% de L-glutamine et en présence d’antibiotiques. Les cellules étaient récoltées et 
lysées lorsque la confluence atteignait environ 25 à 40 %. 
Les cellules ont été transférées avec le plasmide pStau1
55
 (fourni par le Professeur Luc 
Desgroseiller) à l’aide du réactif de transfection JetPEI (Polyplus Transfection) selon le 
protocole fourni.  
 
Extraction ARNm totaux et RT-qPCR 
Les extraits d’ARNm totaux ont été purifiés à partir de cellules NCI-H460 et HeLa avec la 
solution de TRI-Reagent (Applied Biosystems). La « reverse transcription » des ARNm a été 
effectuée à partir de1 µg d’ARNm totaux avec le kit RevertAid First Strand cDNA Synthesis 
Kit (Fermentas) en utilisant des  « random hexamers », selon le protocole du fournisseur. Les 
cDNA obtenus ont été amplifiés sur 30 cycles par qPCR avec l’appareil StepOne™ 
(Thermofisher) avec les amorces : HPRT forward : GCTTTCCTTGGTCAGGCAGT HPRT 
reverse : CTTCGTGGGGTCCTTTTCACC Stau1 forward : 
GATCCTGCAGAATGAGCCCC Stau1 reverse : CACCTCGAAATTCACAGGCAA TSP1 
forward : GGGGCGTCAATGACAATTTCCAG  TSP1 reverse : 
TCACCACGTTGTTGTCAAGGGT  N-CAD forward : GTTCGCCATCCAGACCGACC N-
CAD reverse : GGCGGGTGCTGAATTCCCTT  Twist forward : 
GCAGGGCCGGAGACCTA Twist reverse : TTGGATTTTGCTCTTCTAATTTCCA Slug 
forward : GCGGCAAGGCGTTTTCCAGA Slug reverse : 
GCAGTGAGGGCAAGAAAAAGGC Vimentin forward : CATGCGCCTCCGGGAGAAAT 
Vimentin reverse : TCAAGACGTGCCAGAGACG Zeb1 forward : 
TAAGCGCAGAAAGCAGGCGA Zeb1 reverse : ACAGTCAGCTGCATCTGTAACACT 
Snai1 forward : AGTGCCTCGACCACTATGCC Snai1 reverse : 
TCGTAGGGCTGCTGGAAGGTA 
Analyse protéique par Western Blot 
Les études par Western blot ont été réalisées selon le protocole décrit précédemment (465). 
Les protéines Stau1, TSP1, N-CAD et β-Actine ont été immunodétectées respectivement par 
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les anticorps primaires polyclonaux de lapin anti-Stau1 (A303-956A Bethyl dilution 1:1000), 
anti-TSP1 (18304-1-AP Proteintech dilution1:500), anti-N-CAD (D4R1H Cell Signalling, 
1:1000) et l’anticorps monoclonal anti-βactin (AC-74 Sigma, dilution 1:1000). Les anticorps 
secondaires monoclonaux de lapin ou souris anti-humain (Sigma, dilution 1:3000) ont été 
utilisés pour amplifier le signal. 
Test MTT 
Les cellules NCI-H460 ont été ensemencées à 5000 cellules/puits sur une plaque 96 puits. La 
mesure de la quantité de cellules a été réalisée tous les jours pendant six jours. Dans chaque 
puits, 1/10 du volume de milieu de solution MTT (5µg/mL) a été ajouté. 3 heures plus tard, 
les cellules ont été lysées avec 100µL de DMSO et agitées pendant 30 minutes. La mesure de 
la DO à été effectuée sur lecteur de plaque (Berthold Technologies) à 499nm. 
Transcription in vitro 
Les cDNA correspondant aux différentes délétions de la région 3’UTR de l’ARNm TSP1 ont 
été générés par PCR en utilisant comme matrice le plasmide 1002-T (CMV-TSP1 ; TK-
HygroR) (collaboration Florence Cabon) ainsi que les amorces : Forward : 
GTAATACGACTCACTATAGGGGCAGTCTAGAGTCGGGGCGG Reverse1 : 
CCATATGATTTATTGTTGTTCCTTGTAAAAAAAAAAAAAAAAAAAAAAAAAAAA
AA Reverse2 : 
CCAACAATTCTTCAATTCAGTGTGCAAAAAAAAAAAAAAAAAAAAAAAAAAAAA
A Reverse3 : 
GAGCACAAGGGGCAGAGCAGAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA 
Reverse4 : 
GCACTGCCTTACACTGGTTTGAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA 
Reverse5 : 
GCCCTCCCCTTAGTGCTTTGAAAAAAAAAAAAAAAAAAAAAAAAAAAAAA. 
Les ADN obtenus ont été clonés dans le plasmide pBluescript II KS(+) (Agilent). La 
transcription in vitro suivie d’un traitement à la DNAse a été réalisée à l’aide du 
kit AmpliScribe™ T7-Flash™ Biotin-RNA Transcription Kit (Epicentre) selon le protocole 
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du fournisseur. Les ARN biotinylés obtenus ont été précipités au chlorure de lithium et 
purifiés. 
Chromatographie 
Les ARN biotinylés ont été mis au contact de billes de streptavidine (Sigma) pendant 1 heure. 
Les billes couplées aux ARN ont ensuite été mises en présence d’extraits cytoplasmiques de 
cellules HeLa (7 µg/µL) préalablement mis au contact des billes, pendant 3h. L’analyse de la 
liaison de Stau1 a été réalisée par Western Blot pour chaque condition, l’input pre-cleared et 
un contrôle négatif mock ont été ajoutés. 
 
Analyse de la demi-vie de l’ARNm TSP1 
Les cellules NCI-H460 contrôles et KD
Stau1
 ont été traitées ou non par une concentration 
de 10 µg/mL d’actinomycine D (t=0h). Les cellules ont ensuite été récoltées aux temps 3h, 6h 
et 9h. Les ARNm totaux ont été extraits et l’expression de l’ARNm TSP1 a été analysée par 
RT-qPCR et normalisée avec le gène contrôle de l’activité du SMD HPRT. 
Mesure de l’activité promotrice TSP1 
La construction plasmidique fournis par le Dr Florence Cabon ((466)) possédant la région 
promotrice de TSP1 en amont de la séquence ADN de la luciférase firefly (LucF) et le 
plasmide possédant la région promotrice CMV en amont de la séquence ADN luciférase 
renilla (LucR) ont été transfectées dans les lignées NCI-H460 (sh0, sh1 et sh2). La lecture de 
l’activité luciférase a été réalisée avec le kit Dual-Luciferase® Reporter Assay System 
(Promega) selon le protocole du fournisseur. 
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2.2.5 Résultats 
2.2.5.1 La sous-expression de Stau1 est corrélée avec un mauvais pronostic 
de la survie des patients atteints de CPNPC  
Pour cette étude, nous avons utilisé les métadonnées décrivant la survie de patients en 
fonction de différents types de cancers (cancer du sein, des ovaires, cancers du poumon non à 
petites cellules, et gastriques) disponibles à ce jour (http://www.kmplot.com(463)). 
L’analyse de l’expression de Stau1 à partir de ces données nous a permis de mettre en 
évidence une augmentation significative de la survie de ces derniers lorsque l’expression de 
Stau1 était élevée (figure 1A) dans les cancers du poumon non à petites cellules (CPNPC). A 
l’inverse, la survie des patients était réduite lorsque Stau1 était faiblement exprimée dans la 
tumeur primaire. Ces métadonnées ont été obtenues sur une cohorte de 1926 patients pour les 
CPNPC. Le graphique de Kaplan-Meier a été obtenu par comparaison de la sous-expression 
par rapport à la forte expression de Stau1 dans la tumeur primaire. On constate qu’une faible 
expression de Stau1 est significativement délétère (p = 4.1e10
-7
) pour la survie des patients. 
Pour estimer l’expression globale de Stau1 dans les CPNPC, nous avons utilisé les 
métadonnées disponibles sur la base de données en ligne Oncomine (www.oncomine.org/ 
(464)). Nous avons plus particulièrement analysé les données de l’étude qui regroupe une 
cohorte de 156 patients. L’analyse de l’expression ARNm de Stau1 pour cette cohorte a été 
réalisée avec la même sonde ciblant l’ARNm Stau1 que celle utilisée pour l’étude de la survie 
des patients (463). Les résultats de cette étude montrent que l’expression est significativement 
plus faible dans les CPNPC (p<1e10
-4
). 
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Figure 1 – L’expression de Stau1 est diminuée dans les cancers du poumon non à petites cellules 
et est corrélée à un mauvais pronostic de survie. A- L’analyse des métadonnées représentant l’étude 
de la survie de 1926 patients atteints de CPNPC en fonction de l’expression de Stau1 révèle qu’une 
diminution significative (p = 4.1e10
-7
) de l’expression de la protéine est corrélée à un mauvais 
pronostic de survie. B- L’analyse de l’expression de Stau1 dans les trois sous-grades de CPNPC (1 : 
cancer du poumon à larges cellules 2 : adénocarcinome 3 : cancer du poumon à cellules squameuses) 
par rapport au tissu sain (0) a été réalisée sur une cohorte de 156 patients. L’axe des ordonnées 
représente le logarithme du nombre de fois où la protéine Stau1 est sous-exprimée. Les données 
révèlent une diminution significative de l’expression de Stau1 (p<1e10-4) pour chacun des sous-types 
de CPNPC. 
 
2.2.5.2 Stau1 inhibe la migration cellulaire  
Trois lignées ont été générées à partir de deux shRNA différents (sh1 et sh2) ciblant les 
différentes isoformes de Stau1 ainsi qu’un clone transfecté avec un shRNA contrôle (sh0) 
dans la lignée de carcinome du poumon à larges cellules (CLC) NCI-H460. Les deux lignées 
KD
Stau1
 avec les shRNA sh1 et sh2 présentaient respectivement une extinction de 94% et 96% 
de l’expression des variants ARN de Stau1 par rapport à la lignée contrôle (figure 2A). 
L’analyse par Western Blot a permis de confirmer la déplétion de Stau1 au niveau protéique 
(figure 2B).  
A B
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Figure 2 - La déplétion de Stau1 inhibe la migration mais n’a pas d’effet sur la prolifération des 
cellules NCI-H460 La déplétion de Stau1 avec les shRNA sh1 et sh2 à été validée par A- RT-qPCR et 
B- Western Blot par rapport aux cellules transfectées avec un shRNA contrôle sh0. C- Le KD
Stau1 
n’influence pas la prolifération des cellules mesurée par un test MTT. D- La migration des cellules 
KD
Stau1
 et contrôles a été mesurée par un test en chambre de boyden. E- La quantification de la 
migration révèle une augmentation significative (respectivement pour les sh1 et sh2, Zscore :3,97 et 
3,58) de la migration des cellules KD
Stau1
. 
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Dans un premier temps, nous avons déterminé l’effet global de la déplétion de Stau1 sur le 
phénotype des différentes lignées. Dans cette optique, nous avons réalisé un test de 
prolifération pour chacune des trois lignées cellulaires en mesurant indirectement la quantité 
de cellules par la mesure de l’activité de la succinate déshydrogénase. Nous avons également 
évalué la capacité de ces cellules à migrer par le biais d’un test en chambre de Boyden. Nos 
résultats montrent que le KD
Stau1
 n’induit aucune différence de la prolifération des cellules 
NCI-H460 (figure 2C). En revanche, les cellules KD
Stau1
 présentent une augmentation 
significative de la capacité migratoire (figure 2D). Ces données indiquent que Stau1 aurait un 
effet inhibiteur de la migration cellulaire sans modifier le taux de prolifération de ces 
dernières. 
2.2.5.3 Stau1 réprime l’expression de la Thrombospondine-1 et de la N-
Cadhérine 
Suite à ces observations, nous nous sommes interrogés sur l’origine de cet effet pro-
migratoire. En effet, il n’existe aucune étude qui décrive à ce jour un tel effet corrélé à la 
déplétion de Stau1. En revanche, Stau1 régule un grand nombre d’ARNm par le mécanisme 
de SMD dont plusieurs sont potentiellement impliqués dans l’EMT (266) Nous avons donc 
émis l’hypothèse que le phénomène observé pouvait être dû, non pas à Stau1 lui-même mais 
plutôt à une ou plusieurs protéines dont l’expression ARNm serait régulée par Stau1.  
Nous avons donc étudié l’expression d’un panel d’ARNm codant pour des protéines utilisées 
comme marqueurs du phénotype mésenchymateux. Ainsi, les taux de transcrits des facteurs 
Twist (467), Slug (468), Vimentine (469), SNAI1 (470), (468), Zeb1 (470), N-Cad (471) et 
TSP1 (472) ont été quantifiés  par RT-qPCR (figure 3A). Parmi les marqueurs étudiés, une 
forte augmentation de l’expression ARNm et protéique de la Thrombospondine-1 et de la N-
Cadhérine a été constatée dans les cellules KD
Stau1 
(figure 3B, C et D). Aucune modification 
significative n’a été observée pour les autres marqueurs analysés. De façon surprenante, le 
taux de protéines TSP1 et N-CAD augmente de façon similaire dans les deux lignées pour 
lesquelles l’expression de Stau1 était réprimée. L’expression forte de ces deux facteurs est 
cohérente avec l’augmentation de la capacité observée des cellules à migrer. 
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Figure 3 - Stau1 réprime l’expression des marqueurs de l’EMT TSP1 et N-CAD dans les cellules 
NCI-H460. A- L’expression d’un panel de gènes marqueurs de l’EMT a été quantifiée par RT-qPCR. 
Parmi ces gènes, une augmentation de l’expression de la TSP1 et de la N-CAD a été observée (n=2). 
L’expression de la B- TSP1et C- N-CAD a été mesurée par RT-qPCR sur des cellules récoltées à six 
passages différents. La quantité d’ARNm des deux marqueurs augmentait significativement dans les 
deux lignées KD
Stau1
 par rapport au contrôle (Zscore : 2,88). D- Une augmentation de l’expression 
protéique TSP1 et N-CAD a également été observée par Western blot (n=3). 
 
En effet, l’augmentation de l’expression de la TSP1 a déjà été corrélée avec l’acquisition d’un 
phénotype pro-migratoire (473) (Tenet J. et al., données non-publiées, Labrousse G. et al., 
données non-publiées). Ces résultats reproduits dans notre laboratoire ont montré que 
l’induction de la N-CAD est subséquente à l’expression de TSP1 (données non publiées). De 
plus, l’augmentation de l’expression de l’ARNm TSP1 suite à la déplétion de Stau1 avait déjà 
été démontrée lors d’une précédente étude mais pas celle de la N-Cad (266). Enfin, la 
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régulation par le mécanisme de SMD nécessite la liaison du site SBS localisé dans la région 
3’UTR de l’ARNm ciblé. Ainsi, plus cette région est grande, plus il y a de chance 
statistiquement qu’il y ait un site SBS. Or, la région 3’UTR de la N-Cad est d’environ 1180 
pb contre 4097 pb pour celui de TSP1. L’ensemble de ces données tendent à décrire TSP1 
comme la cible la plus pertinente par rapport à la N-Cad. C’est pourquoi notre étude s’est par 
la suite axée sur ce facteur. 
2.2.5.4 La Thrombospondine-1 est une cible du SMD 
Etant donné que le mécanisme de SMD est fonctionnel lorsque Stau1 se lie au niveau de la 
région 3’UTR de son ARNm cible (264), (268), nous avons voulu déterminer s’il existe un 
site SBS dans cette région sur l’ARNm TSP1. Plusieurs études ont décrit le SBS comme une 
structure tige-boucle reconnue par le domaine RBD3 de la RBP (460), (264).  
 
TSP1-FL 3’ poly(A) 4097 bp5’
TSP1-Δ1 3’ poly(A) 1929 bp5’
TSP1-Δ2 3’ poly(A) 1325 bp5’
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Figure 4 TSP1 est une cible du SMD. A- La capacité de Stau1 à lier la région 3’UTR complète de 
l’ARNm de la TSP1 (TSP1-FL) ainsi que des 4 délétions générées (Δ1-4) a été caractérisée par 
chromatographie, suivie d’une détection par Western Blot. Les différentes constructions ont été 
obtenues par PCR et une transcription in vitro a permis de générer les ARN correspondants. Les 
différents ARN ont ensuite été en contact pendant 3h avec des extraits cytoplasmiques de cellules 
HeLa. La présence de la protéine Stau1 a été validée pour les constructions TSP1-FL, Δ1 et Δ2. 
L’actine a été utilisée comme contrôle négatif de liaison à la région 3’UTR TSP1. hnRNPU est un 
contrôle de la présence d’ARN. B- La demi-vie de l’ARNm TSP1 a été mesurée aux temps 0h, 3h, 6h 
et 9h. L’ARNm HPRT non-ciblé par Stau1 a été utilisé pour la normalisation. Les courbes 
représentent la quantité d’ARNm dans les lignées sh0, sh1 et sh2 lorsque la transcription été bloquée 
par ajout d’actinomycine D par rapport aux mêmes lignées non-traitées aux différents temps. C- Le 
promoteur de TSP1 a été cloné en amont de l’ARNm de la luciférase firefly (LucF). Le vecteur 
contrôle possédant le promoteur CMV en amont de l’ARNm de la luciférase renilla (LucR) a été 
utilisé pour la normalisation. Les deux vecteurs ont été transfectés dans chacune des lignées et les 
activités des deux luciférases ont été mesurées. Le graphique représente le ratio LucF/LucR pour 
chacune des lignées.    
 
 
Pour déterminer si la région 3’UTR de l’ARNm TSP1 présente un site SBS, nous avons 
généré des délétions de cette région à partir du cDNA de la TSP1 (figure 4A), pour pouvoir 
tester leur capacité à lier la protéine Stau1. Les différents ARNm correspondants ont été 
générés par transcription in vitro en présence des quatre NTP et d’UTP couplés à de la 
biotine. Les ARNm biotinylés ont été mis en présence d’extrait cellulaire cytoplasmique de 
cellules HeLa. L’analyse par Western Blot a révélé que Stau1 reconnaît un site SBS localisé 
entre 778 et 1325 pb sur la région 3’UTR de l’ARNm TSP1. Ces résultats montrent qu’il 
existe au moins un site SBS dans la région 3’UTR de l’ARNm TSP1. 
Par la suite, nous avons étudié la demi-vie de l’ARNm TSP1 pour déterminer si ce transcrit 
était bien une cible du mécanisme de SMD. Pour cela, nous avons traité nos différentes 
lignées NCI-H460 KD
Stau1
 ou notre lignée contrôle avec de l’actinomycine D (t=0) dans le but 
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de bloquer la transcription dans nos cellules. Les cellules ont ensuite été récoltées à différents 
temps et l’expression de TSP1 a été mesurée par RT-qPCR et normalisée par l’ARNm 
contrôle HPRT. Nos résultats montrent que la déplétion de Stau1 induit une augmentation de 
la demi-vie de l’ARNm TSP1 au cours du temps (figure 4B). Enfin, pour déterminer si la 
dégradation de l’ARNm TSP1 était due à l’activité du SMD ou à une induction de la 
transcription du gène TSP1, nous avons mesuré l’activité du promoteur de ce dernier. Pour 
cela, le plasmide contenant la région promotrice de TSP1 en amont de la luciférase firefly 
(LucF) et le vecteur contrôle permettant l’expression constitutive de la luciférase renilla 
(LucR) ont ensuite été co-transfectés dans les différentes lignées NCI-H460 générées. 
L’activité luciférase des deux vecteurs a été mesurée et le rapport des deux activités 
luciférases a été calculé. Nos résultats ne révèlent aucune différence significative entre les 
cellules contrôle et KD
Stau1
 (figure 4C). L’ensemble de ces résultats montre que l’ARNm 
TSP1 est une cible du mécanisme de SMD 
 
2.2.6 Discussion des résultats 
Nos résultats montrent que la déplétion de Stau1 est critique pour le développement de 
cancers. En effet, l’impact global d’une faible expression de Stau1 est défavorable à la survie 
des patients atteints de CPNPC (http://www.kmplot.com (463)). De plus, l’expression de 
Stau1 est réduite dans les CPNPC, ce qui tend à confirmer l’importance de Stau1 dans le 
développement de ce type de cancer. Cependant, Stau1 régule un grand nombre de gènes 
impliqués dans des fonctions biologiques variées et il est difficile d’estimer quels sont ceux 
responsables de la diminution de la survie des patients. 
Néanmoins, l’analyse de l’effet de la déplétion de Stau1 sur la lignée de cancer du poumon 
NCI-H460 révèle l’acquisition de propriétés pro-migratoires des cellules. De plus, les études 
précédentes montrent que plusieurs gènes potentiellement impliqués dans ce phénotype sont 
associés voire régulés négativement par Stau1 (268), (266)  parmi lesquels le facteur pro-
métastatique TSP1.  
Nos données ont montré que la déplétion de Stau1 était corrélée à une augmentation de 
l’expression ARNm et protéique de ce facteur qui contribuerait au phénotype observé. De 
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plus, nous avons montré dans cette étude que TSP1 est une cible du mécanisme de SMD. En 
effet, Stau1 reconnaît un site SBS localisé dans la région 3’UTR de l’ARNm TSP1, une 
condition sine qua non à l’activité du mécanisme. De plus, la déplétion de Stau1 augmente la 
demi-vie de l’ARNm et ce de façon indépendante de l’activité promotrice du gène TSP1. 
Ainsi Stau1 induit la dégradation de l’ARNm TSP1 en se liant à un site SBS localisé dans sa 
région 3’UTR dans les cellules NCI-H460. Nos résultats ont permis de localiser une séquence 
impliquée dans la formation du site SBS entre les 778 et 1325 bp de la région 3’UTR de 
TSP1. Nous pouvons conclure qu’il existe au moins un site SBS dans cette région, bien que la 
possibilité de la présence de plusieurs SBS ne soit pas exclue. A noter également que 
l’analyse à grande échelle de 2015 (268) a révélé que les sites SBS étaient fréquemment 
formés par l’interaction à longue distance de séquences répétées. L’éventualité de telles 
interactions sur la séquence 3’UTR de TSP1 ne peut être écartée pour la formation du site 
SBS sur l’ARNm TSP1. 
En conclusion, Stau1 intervient aussi bien dans les étapes précoces que tardives du 
développement tumoral. Sa sous-expression est corrélée une diminution de la survie des 
patients. De plus, nos travaux tendent à décrire la perte de l’expression de Stau1 comme 
favorable à l’apparition de métastases in vivo. Toutes ces données permettent de conclure que 
Stau1 est un gène permettant de prévenir le développement et la progression tumorale. 
 
3. Discussion 
Les divers processus biologiques auxquels Stau1 participe font de cette RBP un facteur 
pléiotropique indispensable au maintien de l’homéostasie de la cellule. Stau1 est une protéine 
conservée au cours de l’évolution que l’on retrouve exprimée dans de nombreuses espèces 
depuis sa découverte chez la drosophile jusqu’à ses homologues chez les mammifères. De 
plus, ses fonctions interviennent dans le développement embryonnaire mais aussi au niveau de 
l’activité normale de cellules chez l’adulte, ce qui fait de Stau1 un acteur majeur tout au long 
de la vie des individus. Si aucune souris Knock out (KO) pour le gène Stau1 n’a jamais été 
établie, une lignée de souris qui possède les deux allèles mutés pour Stau1 induisant la 
synthèse d’une protéine tronquée non-fonctionnelle, a été générée. Stau1 ne semble pas être 
119 
 
un gène indispensable puisque les mutants non-fonctionnels étaient viables. En revanche, ces 
derniers présentaient une anomalie de développement neuronal avec des synapses moins 
nombresues, plus courtes et moins ramifiées entrainant un déficit de l’activité locomotrice 
(353). En revanche, aucune étude in vivo utilisant de telles souris n’a été réalisée pour 
observer l’impact de la perte de fonction de Stau1 sur le développement de cancers. Nos 
résultats montrent que Stau1 intervient en réponse au stress cellulaire mais également dans le 
contrôle de l’expression de transcrits responsables de l’acquisition de la capacité de migration 
des cellules, deux aspects qui promeuvent un phénotype agressif des cellules cancéreuses. 
Ainsi, ces résultats ont permis de mettre en évidence qu’une modification de l’expression de 
Stau1 est critique pour le développement et la progression tumorale. 
 
3.1 Stau1 est un acteur impliqué dans la réponse au stress 
Plusieurs études avaient préalablement décrit l’implication de Stau1 dans la réponse au stress. 
Ces travaux avaient permis de démontrer que la déplétion de Stau1 favorisait l’augmentation 
du nombre des GS dans les cellules en condition de stress. A l’inverse, une surexpression de 
Stau1 menait à l’inhibition de la formation des GS (371), (372). Ces données indiquent que 
Stau1 joue un rôle protecteur en inhibant la dégradation des ARNm par les P-bodies.  
De plus, le rôle de Stau1 n’est pas simplement d’inhiber la dégradation mais également de 
favoriser le maintien de la traduction des ARNm associés aux polysomes dans un contexte de 
stress cellulaire. En effet, la grande majorité du marquage de Stau1 reste associée aux 
polysomes lors d’un stress. De précédentes études avaient déjà constaté que Stau1 était 
abondamment retrouvée au niveau du RE et associée aux polysomes, appuyant la thèse d’un 
rôle traduction-dépendant. 
A cela s’ajoutent les données de l’analyse à grande échelle des cibles de Stau1 qui montrent 
que certains ARNm voient leur traduction augmenter lorsque Stau1 est surexprimée dans la 
cellule. Cette induction de la traduction est majoritairement observée lorsque Stau1 se lie dans 
la région codante d’un ARNm cible (268). Stau1 joue donc un rôle activateur de la traduction 
de gènes spécifiques et il est cohérent d’émettre l’hypothèse que certains d’entre eux puissent 
être des facteurs de la réponse au stress en stabilisant leur liaison aux polysomes et en les 
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préservant d’une éventuelle dégradation. Pour confirmer cette hypothèse, il pourrait être 
envisagé d’identifier les transcrits dont l’expression est modulée par Stau1 au cours d’un 
stress en étudiant l’impact d’une déplétion ou la surexpression de Stau1. Bien sûr, il serait 
intéressant de déterminer si l’impact de Stau1 sur la traduction de ces ARNm est direct ou 
indirect en condition de stress. Enfin, les implications fonctionnelles des cibles identifiées 
pourraient permettre de déterminer si l’expression de Stau1 dans un contexte de stress tumoral 
est favorable à la survie du patient en promouvant l’expression de gènes pro-apoptotiques, ou 
défavorable en permettant la traduction de gènes impliqués dans la résistance des cellules 
cancéreuses. 
La question qui se pose alors est celle des acteurs responsables du maintien ou de l’activation 
de l’expression de ces gènes dans un contexte où la traduction globale est réprimée. C’est 
pourquoi notre intérêt s’est porté sur la RBP Stau1. Depuis la découverte de l’inhibition de la 
dissolution des GS par Stau1, de son effet stabilisateur de l’association des polysomes et son 
activité favorisant la dissociation des GS, la protéine semble assurément jouer un rôle dans le 
maintien de la traduction de transcrits en condition de stress. Cette hypothèse est renforcée par 
les données collectées via des analyses à grande échelle qui montrent que l’association 
spécifique de Stau1 à certains transcrits cibles favorise leur traduction. Toutes ces données 
confirment l’importance de l’expression de Stau1 en condition de stress. 
 
3.2 Stau1 est un gène de réponse au stress 
Les études réalisées précédemment ont clairement déterminé que Stau1 joue un rôle dans la 
réponse au stress. Pour ce faire, il semble nécessaire que la traduction de Stau1 soit maintenue 
au cours du stress pour que la protéine puisse exercer ses fonctions.  
Au cours du premier axe de notre étude, nous avons montré que la région 5’UTR des 
transcrits codants pour les isoformes Stau1
55
 et Stau1
63
 présente respectivement deux et trois 
versions, obtenues par différents épissages alternatifs (figure 1 résultats partie I). Nos résultats 
révèlent que les cinq régions 5’UTR de chacun des variants ARNm possèdent une activité 
IRES induite en cas de stress hypoxique et de stress du réticulum endoplasmique. Nos 
données montrent également que l’activation de l’IRES de Stau1 est dépendante de la voie de 
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la kinase PERK (PKR-like ER-associated protein kinase), l’une des trois voies activée suite à 
l’accumulation de protéines mal repliées UPR (unfolded protein response) avec la voie ATF6 
(Activating Transcription Factor-6) et la voie IRE1 (inositolrequiring enzyme-1) en réponse 
au stress du réticulum (figure 15). Ces résultats sont cohérents avec les précédents travaux 
réalisés démontrant que Stau1 intervient en aval de la phosphorylation d’eIF2 dans la réponse 
au stress (372). Néanmoins, il est intéressant de noter que Stau1 interagit avec l’ARN XBP1 
(268). Or, cet ARNm est clivé par IRE1 et est l’une des étapes majeures de l’activation de 
cette même voie. 
 
Figure 15 – Représentation schématique des trois voies activées par UPR en réponse au stress 
(d’après Hetz C. et al., 2013 (474)) 
 
De ce fait, si Stau1 est sous la dépendance de la voie PERK, la RBP est également impliquée 
dans l’activation de la voie IRE1. 
L’ensemble de ces données confirment que Stau1 est un gène de réponse au stress et sa 
traduction est induite lors du blocage de la traduction coiffe-dépendante par l’activation d’une 
structure IRES dans sa région 5’UTR. De plus, nos résultats montrent que l’activité IRES des 
deux 5’UTR de l’isoforme Stau155 est plus élevée que celle des trois régions 5’UTR de 
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Stau1
63
 dans un contexte de stress du réticulum. Cependant, l’ensemble des variants 5’UTR 
semblent posséder une activité IRES similaire pour chaque isoforme (figure 3 résultats partie 
I). L’hypothèse d’une différence de sensibilité et potentiellement du rôle de chacune des deux 
isoformes protéiques est donc envisageable. Suite à ces observations, il serait intéressant de 
comparer les gènes régulés par chacune des deux isoformes Stau1 en condition de stress, en 
réprimant ou en surexprimant spécifiquement l’une ou l’autre des isoformes. En effet, aucune 
différence dans l’activité des deux isoformes n’est à ce jour renseignée dans la littérature. 
 
3.3 Le rôle de la protéine Stau1 au cours de la carcinogenèse 
Un deuxième axe de notre recherche était l’étude de la déplétion de Stau1 sur le 
développement et la progression tumorale. Dans cette étude, nous nous sommes plus 
particulièrement interrogés sur l’implication du mécanisme de SMD au cours de la 
carcinogenèse. En effet, ce mécanisme décrit depuis 2005 (264) permet de réguler un grand 
nombre de gènes impliqués dans des processus biologiques variés. Il cible spécifiquement un 
large panel d’ARNm présentant un site SBS dans leur région 3’UTR. Parce que Stau1 est 
exprimée de façon ubiquitaire et que son activité régulatrice de l’expression de plusieurs 
ARNm cibles a été validée dans différentes lignées cellulaires (264) (266), (475), (268), le 
SMD est un mécanisme de régulation génique qui semble nécessaire au maintien de 
l’homéostasie de la cellule. Ce type de régulation négative de l’expression de transcrits 
permettrait le contrôle permanent et spécifique de multiples gènes dans la cellule. Une 
anomalie de l’expression de Stau1 serait assurément à l’origine de dysfonctionnements et 
potentiellement du développement de cancers dans différents tissus. 
 
3.3.1 La diminution de l’expression de Stau1 est un marqueur de mauvais        
prognostic dans les CPNPC 
L’analyse des métadonnées a permis d’estimer l’impact d’une faible expression de Stau1 sur 
la survie d’une cohorte de 1926 patients (463). L’analyse des données nous montre que 
l’inhibition de Stau1 est délétère pour la survie des patients atteints de CPNPC (figure 1A 
123 
 
résultats partie II). De plus, nous avons également constaté que l’expression de Stau1 est 
significativement plus faible dans les CPNPC. Ces observations tendent à conforter 
l’hypothèse qu’une perte de Stau1 est à l’origine de cancers plus agressifs qui pourraient être 
la conséquence d’un défaut de régulation génique.  
S’il est évident que la perte d’expression de Stau1 favorise le développement de la tumeur, il 
sera essentiel de déterminer par la suite le mécanisme précis en cause. Au cours de cette 
étude, nous avons démontré que Stau1 est induit en cas de stress cellulaire et régule 
traductionnellement plusieurs gènes encore non-identifiés dans ce contexte précis. Egalement, 
Stau1 régule négativement plusieurs des gènes en contrôlant l’expression ARNm de ces 
derniers. De ces données émergent plusieurs questions pour lesquelles les efforts de 
compréhension devront être sollicités par la suite, dans le but de comprendre pourquoi une 
faible expression de Stau1 est délétère pour la survie des patients. Est-ce qu’une faible 
expression de Stau1 induit la surexpression de gènes normalement réprimés dans la cellule et 
impliqués dans un ou plusieurs processus spécifiques (angiogenèse, migration, autres) ? Est-
ce que l’inhibition de Stau1 induit une perte de l’expression de gènes pro-apoptotiques et/ou 
l’augmentation de l’expression de gènes favorisant la survie des cellules cancéreuses en 
condition de stress tumoral ? Enfin, est-ce que ces deux effets observés sont synergiques ou 
non ? 
 
3.3.2 La perte d’expression de Stau1 induit l’expression de TSP1 
Dans la deuxième partie de notre étude, nos résultats montrent que la déplétion de Stau1 est 
associée à l’augmentation significative de l’expression de TSP1. Cette protéine présente une 
structure particulière qui se compose de différents domaines d’interactions avec plusieurs 
protéines impliquées dans l’adhésion cellule-cellule et cellule-matrice extracellulaire. Parmi 
ces protéines, on retrouve de nombreuses  intégrines, la fibronectine, le collagène de type V 
(476), (477), les métalloprotéases MMP-2 et MMP-9 (478). TSP1 est aussi un activateur 
spécifique du TGFβ1, un facteur de croissance impliqué dans la transition épithélio-
mésenchymateuse EMT (479). En particulier, TSP1 induit l’expression de la protéine N-
Cadhérine à la surface des cellules, une protéine décrite comme un marqueur 
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mésenchymateux majeur (473) (communication personnelle du Dr Florence Cabon).De par 
ces différents types d’interactions, la TSP1 a été décrite comme protéine inductrice de la 
migration et l’invasion de différents types cellulaires (452), (453), (454), (455). Enfin, le 
clivage de la TSP1 génère des polypeptides agissant comme de puissants anti-angiogéniques 
en inhibant de façon spécifique la formation de tubules par les cellules endothéliales (456). 
Ces effets de TSP1 décrits dans la littérature ont également été reproduits dans notre 
laboratoire. L’expression de la TSP1 est donc critique pour l’acquisition d’un phénotype 
migratoire et agressif des cellules cancéreuses. 
Au cours de ma thèse, j’ai montré que la déplétion de Stau1 entraine une augmentation de 
l’expression de TSP1 (figure 3B et D résultats partie II). A noter que l’interaction de Stau1 
avec TSP1 avait déjà été constatée dans une étude d’immunoprécipitation de Stau1 couplée à 
une identification des ARN sur biopuce (266) réalisée avec des cellules HeLa. En revanche, 
cette analyse n’a pas permis de localiser précisément le site SBS reconnu par Stau1. Mes 
résultats ont montré que Stau1 se lie au niveau de la région 3’UTR du transcrit TSP1 (figure 
4A résultats partie II). Or, d’après l’analyse réalisée par Ule J. et al., 2015 (268), les ARNm 
liés par Stau1 sont majoritairement régulés négativement par cette dernière, et donc 
potentiellement soumis au mécanisme de SMD. De plus, l’analyse de l’expression du transcrit 
TSP1 au cours du temps a permis de confirmer cette hypothèse puisque la déplétion de Stau1 
augmente significativement la demi-vie de l’ARNm (figure 4B résultats partie II). 
Néanmoins, les résultats obtenus par les analyses de type CLIP (271), (268) n’avaient pas 
permis de confirmer l’interaction de Stau1 avec l’ARNm TSP1 et donc de déterminer 
précisément la séquence reconnue. Cependant, ces études ont été réalisées avec des cellules 
HEK qui n’expriment pas un niveau d’ARNm TSP1 qui soit détectable. De ce fait, la région 
précise ciblée par Stau1 reste à déterminer et il est difficile de prédire précisément la séquence 
du site SBS sur l’ARNm TSP1. En effet, les analyses à haut débit n’ont pas permis de 
caractériser une séquence consensus conservée (268), (271). Ces données semblent confirmer 
que la reconnaissance d’un ARN double-brin par un domaine dsRBD est essentiellement 
dépendant de la structure (section 1.3.1.5) . L’ensemble de ces résultats démontrent que TSP1 
est une nouvelle cible caractérisée de Stau1 qui est régulée par le mécanisme de SMD. 
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3.3.3 La déplétion de Stau1 induit l’augmentation de la migration des 
cellules  
Parmi les observations réalisées au cours de l’étude, il ressort que la déplétion de Stau1 
augmente la capacité des cellules à migrer (figure 2C et D résultats partie II). Or, notre 
laboratoire a montré que l’expression de TSP1 induit la migration et l’invasion de cellules 
cancéreuses de glioblastome humain (Tenet J. et al. ; données non-publiées) et l’augmentation 
de la formation de métastases des cellules de tumeur de la glande mammaire de souris 
(Labrousse G. et al. ; données non-publiées). Dans ces études, il a été montré que l’expression 
de TSP1 est corrélée à l’expression de la N-Cadhérine traduisant un phénotype 
mésenchymateux et donc une meilleure capacité des cellules à migrer. Les résultats obtenus 
au cours de ma thèse confirment ces observations puisqu’en effet, l’augmentation de 
l’expression de TSP1 est corrélée à celle de la N-CAD. De plus, le phénotype pro-migratoire 
induit est similaire à celui observé dans d’autres lignées cellulaires en fonction de l’expression 
de TSP1 (473). Ainsi, mes travaux montrent que la perte de régulation de TSP1 par Stau1 
participe à l’acquisition de la capacité des cellules NCI-H460 à migrer. Pour compléter cette 
étude, il faudra confirmer l’impact de la déplétion de Stau1 sur l’apparition de métastases 
avec les lignées de CPNPC réprimées ou non pour Stau1.  
Néanmoins, il serait réducteur d’envisager que la surexpression de TSP1 est l’unique cause du 
phénotype observé. De plus, les données d’analyses à grande échelle ont mis en évidence que 
plusieurs cibles potentielles de Stau1 correspondent à des gènes impliqués dans les jonctions 
cellulaires, dans l’adhésion et dans la dégradation de la matrice extracellulaire (266), (268). 
TSP1 est à ce jour la seule cible de Stau1 validée, connue pour être impliquée dans la 
migration, l’invasion et l’induction de métastases. Il semble donc réaliste de considérer que 
l’effet global de la perte d’expression de Stau1 est dû à la dérégulation concomitante d’un 
ensemble de gènes dont l’activité favorise l’acquisition d’un tel phénotype. Pour confirmer 
cette hypothèse, il serait intéressant de réaliser une identification des cibles impliquées dans 
l’EMT liées par Stau1 dans plusieurs lignées cellulaires. De plus, les techniques actuelles de 
CLIP permettent aujourd’hui d’analyser le transcriptome mais également d’identifier, à la 
base près, le site de liaison d’une RBP (480). Cette technologie permettrait d’affiner l’étude 
des cibles de l’EMT régulées par le SMD en sélectionnant les transcrits qui possèdent un site 
SBS localisé dans la région 3’UTR. La validation des cibles serait alors facilitée et il serait 
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possible de décrire avec précision s’il existe un régulon impliqué dans la migration cellulaire 
régulé par Stau1. De plus, l’analyse des données de cohortes de patients a montré que la sous-
expression de Stau1 était associée à un mauvais pronostic, particulièrement dans les cancers 
du poumon non à petites cellules. Il serait donc intéressant de réaliser cette analyse dans 
différentes lignées représentant les différents sous-types de CPNPC. Enfin, il faudra 
déterminer si le rôle du SMD sur la répression de l’expresion de ces gènes peut être extrapolé 
à d’autres cancers ou s’il est spécifique à certains types cellulaires. 
Ainsi, ce serait l’ensemble de l’expression des gènes affranchis du contrôle exercé par Stau1 
qui permettrait « l’échappement » de la cellule cancéreuse par un processus métastatique, 
favorisant sa survie au détriment du bon fonctionnement général des organes de l’individu. De 
ce fait, la régulation d’un panel de gènes impliqués dans l’acquisition de la capacité 
migratoire des cellules pourrait partiellement expliquer l’effet délétère observé de la perte 
d’expression de Stau1 sur la survie des patients atteints de CPNPC. 
 
3.4 Stau1 : une RBP modèle du concept de régulons ?  
L’ensemble des données disponibles dans littérature ainsi que les résultats obtenus au cours de 
ma thèse montrent que Stau1 est potentiellement impliquée dans deux régulons différents au 
moins, dont la dérégulation pourrait être favorable au développement et à la progression 
tumorale. En effet, l’activation de l’expression de Stau1 en réponse au stress cellulaire grâce à 
une structure IRES confirme l’implication de Stau1 dans ce contexte particulier. Stau1 est 
donc une RBP qui régule des gènes spécifiques de réponse au stress en favorisant le maintien 
de leur traduction. De plus, Stau1 régule par le mécanisme de SMD la quantité de transcrits 
d’un panel de gènes impliqué dans la migration cellulaire.  
Les données disponibles dans la littérature ont décrit plusieurs cibles potentielles du SMD qui 
seraient directement régulées par Stau1 et qui seraient impliquées dans les jonctions cellule-
cellule (266).  Dans ce projet de thèse, j’ai montré que Stau1 régule l’expression de la 
Thrombospondine-1, une protéine anti-angiogénique et inductrice de la migration cellulaire. 
TSP1 est une protéine critique pour l’apparition de métastases chez les patients et son effet 
pro-migratoire est associé à l’induction de protéines membranaires associées à un phénotype 
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mésenchymateux comme la N-Cadhérine mais aussi par l’activation de protéines de 
dégradation de la matrice extracellulaire. Ainsi la déplétion de Stau1 induirait directement la 
perte de régulation de gènes impliqués dans la migration cellulaire, mais aussi indirectement 
la perte de contrôle de gènes qui régulent positivement la migration. Cet ensemble de gènes 
constituerait un régulon de gènes pro-migratoires dont Stau1 est l’une des RBP qui contrôle 
leur expression. 
Il est plus délicat de conclure sur l’impact d’une dérégulation de Stau1 dans un contexte de 
stress cellulaire. En effet, aucune analyse ne permet de déterminer si les cibles de Stau1 sont 
ou non différentes en cas de stress. Les précédentes études tendent à associer l’effet 
stabilisateur des polysomes à une régulation traductionnelle par Stau1 en condition de stress. 
Or, Stau1 est capable de favoriser la traduction de transcrits qui présentent un site SBS dans 
leur région codante (Ule). Une analyse par la technique de CLIP permettrait de déterminer si 
un enrichissement préférentiel en gènes régulés traductionnellement positivement par Stau1 
est observé en cas de stress. Il serait donc intéressant de comparer l’ensemble des ARNm 
associés à Stau1 en condition de stress par rapport à un contexte normal. Néanmoins, il est 
possible que la dégradation des ARNm ciblés par le SMD soit elle aussi dépendante de la 
traduction de ces derniers (264), (266). De ce fait, les deux mécanismes pourraient être actifs 
en condition de stress et cibler des panels de transcrits différents. Il serait donc pertinent de 
rechercher s’il existe deux populations distinctes, l’une régulée positivement et l’autre 
négativement en condition de stress. Enfin, si une population de transcrits est dégradée dans 
ce contexte, on peut également envisager d’utiliser des inhibiteurs de la traduction, comme 
par exemple la cycloheximine, pour déterminer si la traduction impacte le mécanisme de 
SMD. 
Si ces deux régulons potentiels semblent être sous la dépendance de deux fonctions 
biologiques de Stau1 bien distinctes, il est également envisageable que les effets de l’impact 
d’une dérégulation de Stau1 s’additionnent pour promouvoir le développement tumoral. En 
effet, la Thrombospondine-1 favorise l’apparition d’un phénotype agressif mais d’autres 
gènes ciblés par Stau1 pourraient contribuer à ce phénomène. L’hypothèse qui peut être émise 
suite à ces résultats est que les deux processus SMD et la régulation de Stau1 en réponse au 
stress soient fonctionnellement liés. Ainsi, la perte de régulation de l’un des mécanismes 
impactera le second et vice-versa. Enfin, il serait intéressant d’observer l’effet de la déplétion 
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de Stau1 par des xénogreffes chez la souris sur le développement tumoral et sur la 
dissémination métastatique. 
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