Abstract. We study the parameterized complexity of detecting small backdoor sets for instances of the propositional satisfiability problem (SAT). The notion of backdoor sets has been recently introduced by Williams, Gomes, and Selman for explaining the Fheavy-tailed_ behavior of backtracking algorithms. If a small backdoor set is found, then the instance can be solved efficiently by the propagation and simplification mechanisms of a SAT solver. Empirical studies indicate that structured SAT instances coming from practical applications have small backdoor sets. We study the worst-case complexity of detecting backdoor sets with respect to the simplification and propagation mechanisms of the classic DavisYLogemannYLoveland (DLL) procedure. We show that the detection of backdoor sets of size bounded by a fixed integer k is of high parameterized complexity. In particular, we determine that this detection problem (and some of its variants) is complete for the parameterized complexity class W[P]. We achieve this result by means of a generalization of a reduction due to Abrahamson, Downey, and Fellows.
Introduction
The propositional satisfiability problem (SAT) is the first problem shown to be NPcomplete. It holds a central role in the theory of computational complexity and is of practical relevance for applied areas such as verification or planning. SAT instances with n variables can be solved by brute force, checking all 2 n truth assignments; no algorithm is known that runs in time 2 o(n) in the worst case. However, SAT instances arising from applications often impose a Fhidden structure_ that allows significantly faster SAT decision than by brute force search.
One example of such a hidden structure is based on the concept of backdoor sets of variables, recently introduced by Williams, Gomes, and Selman [11, 12] . A weak backdoor set of a SAT instance is a set B of variables such that for at least one truth assignment to the variables in B, simplifying the instance according to that assignment yields a satisfiable instance that can be decided in polynomial time by a Fsubsolver._ A subsolver is an incomplete polynomial-time algorithm that uses the propagation and simplification mechanisms of a SAT-solver. A strong backdoor set of a SAT instance is a set B of variables such that for every truth assignment to the variables in B, the resulting simplified SAT instance can be decided by the subsolver (exact definitions are given in Sections 3 and 4 below). As reported by Williams, Gomes, and Selman [12] , highly structured problem instances have small weak backdoor sets; for example, for a logistics planning benchmark instance with about 7,000 variables, a weak backdoor set of size 12 could be found. However, the minimum size of backdoor sets of nonstructured instances, such as random 3-SAT, appears to be a constant fraction (about 30%) of the total number of variables (Interian [7] ). The dependency among the variables of minimal weak backdoor set is studied by Ruan, Kautz, and Horvitz [10] . It is observed that SAT-solvers may heuristically be quite capable of exploiting the existence of small weak backdoor sets in practice, without necessarily identifying the backdoor sets explicitly [10, 12] .
In the sequel we address the worst-case time complexity of deciding whether a given SAT instance has a weak or strong backdoor set of size bounded by some integer k. We study this problem with respect to subsolvers of the standard DavisYLogemannYLoveland (DLL) algorithm, that is, subsolvers that are based on unit propagation and pure literal elimination, or on one of these two principles.
We can detect a weak/strong backdoor set of size at most k by considering all sets B of k or fewer variables of the given instance and by checking whether one or all of the 2 ªBª assignments to the variables in B yield an instance that can be decided by the subsolver under consideration. Thus a backdoor set can be detected in time O 2 k n kþ À Á ; where O n ð Þ is the worst-case time complexity of the subsolver. However, such a trivial approach becomes impractical for large n even if the parameter k, the maximum size of a backdoor set, is chosen small. In this paper we tackle the question of whether, in general, a small backdoor set can be found significantly faster than by brute force search.
The framework of parameterized complexity (Downey and Fellows [5] ) provides an excellent framework for studying this question. A parameterized problem is a set L S* Â S* for some fixed alphabet S. For a problem instance (x, k) 2 L, we refer to x as the main part, and to k as the parameter. Typically (and for all problems considered in the sequel), the parameter is a positive integer (presented in unary). XP denotes the class of parameterized problems that can be solved in polynomial time whenever the parameter is considered as a constant; the above considerations show that the detection of a backdoor set is in XP. If a parameterized problem L can be solved in time O( f(k)n c ), where f is any computable function of the parameter and c is a constant (independent from k), then L is called fixed-parameter tractable; FPT denotes the class of all fixedparameter tractable problems. Parameterized complexity classes are defined as equivalence classes of parameterized problems under a certain parameterized reduction. This parameterized reduction is an extension of the polynomial-time manyYone reduction where a parameter for one problem maps into a parameter for another. More specifically, a parameterized problem L reduces to a para-
The class XP contains a hierarchy of parameterized complexity classes
All inclusions are assumed to be proper; FPT m XP is known [5] . The higher a problem is located in this hierarchy, the more unlikely it is fixed-parameter tractable. The canonical W[P]-complete problem is the following (cf. [5] [1, 5] . Furthermore, the problems remain W[P]-complete if we ask for an accepted input assignment of weight at most k (see Section 2) .
In this paper we completely classify the parameterized complexity of the problem of whether a SAT instance has a weak or strong backdoor set of size not exceeding a parameter k w.r.t. subsolvers that arise from the DLL procedure. In particular, we determine that detection of weak and strong backdoor sets is W[P]-complete for the considered subsolvers. Thus we provide strong theoretical evidence that these problems are not fixed-parameter tractable. We generalize the proof technique used by Abrahamson, Downey, and Fellows [1] for k-INDUCED SATISFIABILITY and other problems by introducing a certain parameterized problem on cyclic monotone circuits (see, e.g., Malik [8] 
Notation and Preliminaries
We assume an infinite supply of propositional variables. A literal is a variable x with an assigned parity " 2 {0, 1} and is denoted by x " . We also write x = x 1 and
x ¼ x 0 . A set S of literals is tautological if it contains both x and x for some variable x. A clause is a finite nontautological set of literals. We consider a finite set of clauses as a CNF formula (or formula, for short). Clauses of size one are called unit clauses. The set of variables occurring (negated or unnegated) in a formula F is denoted by var(F). A literal x " is a pure literal of a formula F if x 2 var(F) and no clause of F contains x 1À" . A truth assignment (or assignment, for short) is a map ( : X ( ! 0; 1 f g defined on some set X ( of variables. If X ( is a singleton {x} with ((x) = ", then we denote ( simply by x = ". An assignment ( is total for a formula
For an assignment ( and a formula F, F[(] denotes the formula obtained from F by removing all clauses that contain a literal x with ((x) = 1 and removing literals y with ((y) = 0 from the remaining clauses. An assignment ( satisfies a formula F if F[(] = ;. A formula is satisfiable if it is satisfied by some assignment; otherwise it is unsatisfiable. Let F be a formula and (
" is a pure literal of F), then we say that the assignment x = " can be inferred (in one step) by unit propagation (or pure literal elimination, respectively). If both x = 0 and x = 1 can be inferred, then F is unsatisfiable (F contains both {x} and x f g). A decision circuit (or circuit, for short) D is a triple (G, E, l), where (G, E) is an acyclic digraph (the underlying digraph of D) and l is a mapping from G to {AND, OR, NOT}. The elements of G are the gates and the elements of E are the lines of D. A gate g 2 G is called l(g)-gate. D is monotone if it contains no NOT-gates. The fanin (fanout) of a gate g 2 G is its in-degree (out-degree) in the underlying digraph. We assume that NOT-gates have fanin 1 and that AND/OR-gates have fanin at least one. Gates with fanin 2 are binary gates. If E contains the line (g, h), then we say that g is a predecessor of h and that h is a successor of g. Gates with fanin 0 are the input gates of the circuit and gates with fanout 0 are the output gates of the circuit. We assume that every circuit has exactly one output gate. If the underlying digraph of a circuit D is a tree, then D can be identified with a Boolean formula. An input assignment # for a circuit D is a mapping from the set of input gates of D to {0, 1}. An input assignment # propagates through the circuit in the natural way; for example, for an AND-gate g with predecessors g 1 ,..., g n , we have
The weight of an input assignment is the number of input gates that are assigned to 1.
Note that a monotone circuit with n input gates accepts an input assignment of weight at most k for some k e n if and only if it accepts an input assignment of weight exactly k. If D is nonmonotone, then we can still obtain in polynomial time a circuit D 0 with nk input gates such that D accepts an input assignment of weight at most k if and only if D 0 accepts an input assignment of weight exactly k (D 0 can be obtained from D by adding an OR-gate of fanin k in front of each input gate). Furthermore, by means of a standard construction, we can transform a circuit D into a circuit D 2 (D 2 has the same input gates as D) by replacing gates of fanin greater than 2 by several binary gates. The construction of D 2 from D can be carried out in polynomial time, and both circuits accept the same input assignments.
Subsolvers
The DavisYPutnam (DP) procedure [4] and the related DavisYLogemannY Loveland (DLL) procedure [3] are certainly the best known complete algorithms for solving the satisfiability problem. Complete state-of-the-art SAT-solvers are typically based on variants of the DLL procedure. A concise description of these procedures can be found in Cook and Mitchell [2] . Both procedures, DP and DLL, search for a satisfying assignment, applying first unit propagation and pure literal elimination as often as possible. Then, DLL makes a case distinction on the truth value of a variable, and DP eliminates a variable x by replacing the clauses in which x occurs by all the clauses that can be obtained by resolving on x. The DLL procedure is sketched in Figure 1 .
If we use only unit propagation and pure literal elimination, then we get an incomplete algorithm that decides satisfiability for a subclass of CNF formulas. (Whenever the algorithm reaches the branching step, it halts and outputs Fgive up._) This incomplete algorithm is an example of a Fsubsolver_ as considered by Williams et al. [11] ; a polynomial-time algorithm S is called a subsolver if it either correctly decides satisfiability of the given formula F or it gives up. Moreover, it is required that if the subsolver S decides that F is satisfiable, it also returns a satisfying assignment and that S satisfies the following basic conditions: first, that it decides the empty formula as being satisfiable and a formula containing the empty clause as being unsatisfiable, and second, that if it decides the satisfiability of a formula F, then it does so for F[x = "] for any (x, ") 2 var(F) Â {0, 1}.
The DLL procedure gives rise to three nontrivial subsolvers: UP + PL (unit propagation and pure literal elimination are available), and UP (only unit propagation is available), PL (only pure literal elimination is available).
Backdoor Sets
The power of a subsolver can be enhanced by taking an assignment ( to a few variables of the given formula F and inputting F[(] to the subsolver. This idea leads to the concept of backdoor sets (cf. [11, 12] ).
A set B of variables is a weak backdoor set of a formula F w.r.t. a subsolver S if B var(F) and there exists an assignment ( : B Y {0, 1} such that S returns a satisfying assignment for the input F[(]; we also say that B is a weak Sbackdoor set. The set B is a strong backdoor set of F w.r.t. S if B var(F) and for every assignment ( : B Y {0, 1}, the subsolver S decides whether F[(] is satisfiable; we also say that B is a strong S-backdoor set.
Similarly one can define backdoor sets with respect to a class C of formulas where membership in C and satisfiability of formulas in C can be decided in polynomial time.
Note that by definition, unsatisfiable formulas do not have weak backdoor sets and that B = var(F) is always a weak backdoor set of any satisfiable formula F. Moreover, if F is satisfiable, then every strong backdoor set of F is also a weak backdoor set of F w.r.t. any subsolver S, but the converse does not hold in general.
For a subsolver S we consider the following two parameterized problems. In the next section we formulate an intermediate problem on cyclic monotone circuits that will allow us to determine the complexity of backdoor set detection for the nontrivial subsolvers UP + PL, UP, and PL.
Cyclic Monotone Circuits
A cyclic monotone circuit is a monotone circuit whose underlying digraph may contain directed cycles. Cyclic circuits have been considered by several authors; see, for example, Malik [8] for references. We assume that a cyclic monotone circuit may have no input or output gates.
Consider a set A of gates of a cyclic monotone circuit D (we think of the gates in A to be activated). The successor set s(A) of A contains all gates g of D for which at least one of the following holds:
Y g is an AND-gate and all predecessors of g are in A; Y g is an OR-gate and at least one predecessor of g is in A.
If we take iteratively successor sets of A (i.e., we compute a sequence of sets
, then we end up with a set A* such that s(A*) = A*. We call A* the closure of the starting set A. Since A i s(A i ) holds always by monotonicity, the closure of A for a cyclic monotone circuit D with n gates is obtained after at most n iterations. We say that A activates D if the closure A* contains all gates of D.
Consider, for example, the cyclic monotone circuit exhibited in Figure 2 . The set {g 1 } activates the circuit, since we have s(s({g 1 })) = s({g 1 , g 2 }) = {g 1 , g 2 , g 3 }. However, the set {g 2 } does not activate the circuit, since s({g 2 }) = {g 2 } = {g 2 }* m {g 1 , g 2 , g 3 }.
We are interested in finding a small set of gates that activates a given cyclic monotone circuit. To this end, we define the following parameterized problem. ProofR We show membership in W[P] by reducing the problem to WEIGHTED CIRCUIT SATISFIABILITY. Given a cyclic monotone circuit D with n gates, we construct an acyclic monotone circuit C as follows. For every )-gate g of D, ) 2 {AND, OR}, with predecessors g 1 ,..., g r and 0 e t e n, we add a gate g[t] to C as follows. For t = 0, the gate g[0] is an input gate of C, and for t > 0, we put
Finally, we add the output gate u ¼ĝ
It is straightforward to verify that C accepts a weight k input assignment if and only if some starting set of size k activates D. Hence CYCLIC MONOTONE CIRCUIT ACTIVATION is in W[P].
To show W[P]-hardness, we reduce from WEIGHTED MONOTONE CIRCUIT SATISFI-ABILITY, using ideas from Abrahamson, Downey, and Fellows [1] . Let C be a monotone circuit with n input gates x 1 ,..., x n and the output gate u. We construct a cyclic monotone circuit D as follows. We take k + 1 copies of C, say C[ 1],..., C[k + 1], and denote the copy of a gate g in C[j] by g [j] . We add n identical ANDgates h 1 ,..., h n , each defined by
We Observe that D has no input or output gates. We show that C accepts an input assignment of weight at most k if and only if a starting set of size at most k activates D.
Assume that C accepts an input assignment # of weight k. We take A = {h i : 1 e i e n, #(x i ) = 1} and put and so t e s j 1, a contradiction to s < t. Hence C accepts some input assignment of weight at most k. This completes the proof of the lemma.
Ì
It is easy to verify that some starting set of size k activates a cyclic monotone circuit D if and only if some starting set of size k activates the corresponding circuit D 2 that contains only binary gates (see Section 2). Consequently, CYCLIC MONOTONE CIRCUIT ACTIVATION remains W[P]-hard for cyclic monotone circuits that contain only binary gates.
Backdoor Sets for Nontrivial Subsolvers;
LEMMA 2R WEAK S-BACKDOOR is in W[P] for any S 2 {UP + PL, UP, PL}.
ProofR We reduce WEAK UP + PL-BACKDOOR to WEIGHTED CIRCUIT SATISFIABILITY. Let F be an instance of UP + PL-BACKDOOR with n variables. We construct an acyclic circuit C with 2n input gates that accepts a weight k input assignment if and only if F has a weak UP + PL-backdoor set of size k.
We describe C as consisting of n + 1 layers, [t] under some assignment # as representing the value of the variable x under some assignment ( of F after t propagation steps. That is, #(x
Þ ¼ 1 cannot be the case for any input assignment # accepted by C. The input gates of the first layer are the input gates of the whole circuit C. A layer L t , t < n, contains gates that are connected to the input gates of the next layer L t + 1 . The last layer L n defines the output gate u of C. Next we describe the construction of C in detail.
For x 2 var(F), " 2 {0, 1}, and t 2 {0,..., n j 1}, we put
The disjunctive term in (1) ensures that once an assignment to a variable is made it is not changed at a later step. The circuits defined in (2) express pure literal elimination: we set x " to 1 at step t + 1 if all clauses that contain the complementary literal x 1À" are satisfied at step t. The circuits defined in (3) express unit propagation: we set x " to 1 at step t + 1 if there is some clause in F containing x " and all other literals in the clause are set to 0 at step t. It remains to ensure that two input gates x " t ½ and x 1À" t ½ , representing complementary literals, are never both set to 1, and that finally, at step n, all clauses of F are satisfied. Hence we define the output gate u as
It is straightforward to verify that C accepts an input assignment of weight k if and only if F has a weak UP + PL-backdoor set of size k. Hence WEAK UP + PL-BACKDOOR is in W [P] . For the problems WEAK UP-BACKDOOR and WEAK PL-BACKDOOR we proceed similarly, omitting the constructions (2) or (3), respectively.
ProofR We reduce STRONG UP + PL-BACKDOOR TO WEIGHTED CIRCUIT SATISFIABILITY, extending the construction of the proof of Lemma 2. Let F be an instance of STRONG UP + PL-BACKDOOR with n variables. We construct a circuit D with 2 k n input gates that accepts a weight 2 k k input assignment if and only if F has a strong UP + PL-backdoor set of size k. For i = 1,..., 2 k we construct circuits D i as in the proof of Lemma 2; each D i consists of n + 1 layers and has input gates x " i t ½ for " 2 {0, 1}, x 2 var(F), and t 2 {0,..., n}. The layers of D i consist of gates as defined in (2) and (3). The output gate u i of D i is defined by
The difference to the construction in the proof of Lemma 2 is that we also allow the detection of unsatisfiability. We use the fact that unsatisfiability of a formula can be detected by unit propagation and pure literal elimination if and only if the formula contains the empty clause, or both x = 0 and x = 1 can be inferred.
We combine the circuits D 1 ; . . . ; D 2 k and define the output gate u of D by setting
Part (4) (6) of the definition of D implies B i = B j for all 1 e i < j e 2 k , and part (5) ProofR Let S 2 {UP + PL, UP}. We reduce WEAK S-BACKDOOR. Let F be a formula with exactly one satisfying total assignment (; w.l.o.g., we assume that ( assigns 1 to each variable of F. We obtain a formula F* from F by taking for every x 2 var(F) a new variable x* and adding the clauses {x, x*} and x; x* È É to F. Note that ( also satisfies F* and that every satisfying assignment (* of F* extends (. We show that F has a weak S-backdoor set of size at most k if and only if F* has a strong S-backdoor set of size at most k.
Let B be a weak S-backdoor set of F. Thus, with input F[( 0 ], ( 0 : B Y {1}, the subsolver S finds the assignment ( that satisfies F. Since the presence of clauses {x, x*} and x; x* È É does not prevent any application of unit propagation or pure literal elimination, the subsolver S finds the assignment ( also with input F*[( 0 ]. Hence B is a weak S-backdoor set of F*. The set B* = {x*: x 2 B} is evidently a weak S-backdoor set of F* and we have ªBª = ªB*ª. However, B* is also a strong S-backdoor set of F*, since, by symmetry, it does not matter whether a variable x* is set to 0 or set to 1.
Conversely, let B* be a strong S-backdoor set of F*. Since F* is satisfiable, B* is also a weak S-backdoor set of F*; thus S extends ( 0 *: B* Y {1} to a satisfying assignment of F*. Since x; x* È É 2 F*, x* = 1 yields x = 1 by unit propagation. Hence we can replace each x* 2 B* by x and still have a weak Sbackdoor set B := {x 2 var(F) : x 2 B* or x* 2 B*} with ªBª e ªB*ª. Thus, the subsolver S extends ( 0 : B Y {1} to a satisfying assignment of F*. The clauses in F*\F are irrelevant for such extension, since as early as a variable x 2 var(F) gets the value 1 under some extension of ( 0 , the clauses {x, x*} and x; x* È É are removed. Consequently B is also a weak S-backdoor set of F.
Ì only if it is pure in F*[( 0 ]. Hence, it follows by induction on ªvar(F)\Bª that B is a weak PL-backdoor set of F if and only if B is a weak PL-backdoor set of F*. On the other hand, let ( 0 0 : B Y {0, 1} be any assignment different from ( 0 . There is at least one x 2 var(F) such that ( 0 0 (x) = 0. Since {x} 2 F*, F*[( 0 0 ] contains the empty clause, and so the unsatisfiability of F*[( 0 0 ] can be decided by any subsolver. Thus, if B is a weak PL-backdoor set of F, B is also a strong PL-backdoor set of F. Since F* is satisfiable, every strong PL-backdoor set of F* is also a weak PL-backdoor set of F*. In summary, F has a weak PLbackdoor set of size at most k if and only if F* has a strong PL-backdoor set of size at most k. Hence W[P]-hardness of STRONG PL-BACKDOOR follows from Lemma 6.
Ì
In view of the above lemmas we conclude that all the considered problems are W[P]-complete.
THEOREM 1R The problems WEAK S-BACKDOOR and STRONG S-BACKDOOR are W[P]-complete for each subsolver S 2 {UP + PL, UP, PL}.
Final Remarks
In this paper we have determined the parameterized complexity of the backdoor set detection problem for subsolvers that arise from the DLL/DP procedures. Our results indicate that these problems are computationally hard; it is very unlikely that, in the worst case, smallest backdoor sets for DLL subsolvers can be found more efficiently than by brute force search. Complementary to the findings of the present paper are the results of Nishimura, Ragde, and Szeider [9] on the parameterized complexity of backdoor set detection with respect to the syntactically defined classes HORN and 2-CNF. It turns out that, although weak backdoor set detection with respect to these classes is W[P]-hard, the detection of strong backdoor sets is fixed-parameter tractable! The identification of further polynomial-time classes of SAT instances that allow fixed-parameter tractable backdoor set detection is a challenging new direction of research. For example, it would be interesting to know whether the detection of strong backdoor sets w.r.t. the class RHORN of renamable Horn formulas is fixed-parameter tractable. It is well known that RHORN properly contains the class of all Horn formulas, and RHORN is itself a proper subclass of the class of formulas decidable by unit propagation.
