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Abstract
The fact that Parsimony may fail is not new. However, here we proved that no mater of what topology the
true 9-taxon and greater species tree is the only thing you need to fail Parsimony is to have in this tree
three consecutive edges with lengths T1, T2, T3 of some proportions. Obviously, the probability to meet
these lengths is growing in general with the size of species tree. Therefore, Parsimony can be applied only
when one knows for sure that the described lengths cannot be met in the tree.
Key Words: Parsimony; MRP; coalescence theory; evolutionary trees; caterpillar tree; caterpillar
subtree; caterpillar measure; caterpillar score; revolution number.
I. INTRODUCTION
We have considered a tree T of 5 species a, b,
c, d and e with some parameters T1, T2, T3 –
time in coalescence units between the branch-
ing points (see an example in fig. 1).
From the Coalescent model [Ros02], [SS03],
[Wak08], [Bau92] and the program COAL
[WD11], we have obtained the probabilities of
all 15 possible unrooted gene trees for 5 genes
A, B, C, D, E, such that A is discovered in
species a, B is discovered in the species b and
so on.
There are also 15 different unrooted
species trees or 105 rooted ones. In each
species tree, one can fit any of 15 different
gene trees. However, the amount of mutations
needed for this will differ generally from one
gene tree to another. So, for each gene tree
from these 15 and each species tree from the
same 15 one can correspond some nonnega-
tive integer number of mutations. These can
be written in a 15× 15 matrix M, where rows
correspond to species trees and columns cor-
respond to gene trees.
If one knows the frequencies of different
gene trees P = (p1, ..., p15)
T, then the math-
ematical expectation of the number of muta-
tions for each of 15 possible species trees can
be calculated by multiplying the matrix M by
the vector-column P.
One can assume that the most probable
species tree for the given sample of gene trees
(or 15 gene trees with assigned probabilities)
corresponds to the minimal expectation of mu-
tations. This is the idea of Parsimony method
[AR09], its application to the problem of in-
ferring species trees from gene trees is called
Matrix Representation with Parsimony (MRP)
[WD11].
Here is the main question: Does the
species tree with the minimal expectation
from M ∗ P, where P is the vector of proba-
bilities (obtained, for example, from the Coa-
lescent method ([DS05]) with given T1, T2, T3
for the tree T) present the unrooted version of
the original rooted tree T?
Note that we compare rooted tree with
unrooted tree. It is because the Coalescent
method works with rooted trees while parsi-
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mony gives only unrooted ones.
It appeared in our work that on the sam-
ple of gene trees obtained from a caterpillar
species tree with some parameters T1, T2, T3
by coalescence, the parsimony method gives
an incorrect species tree.
Figure 1: A 5-taxon species tree with caterpillar topology.
II. NUMERICAL EXPERIMENTS.
PERFORMANCE OF UNROOTED
MRP FOR 5-TAXON SPECIES TREE
IINFERENCE.
Any 5 genes can be joined in one unrooted tree
in 15 ways as given in the following list:
τ1: ((B,C), A, (D, E)),
τ2: ((C, D), A, (B, E)),
τ3: ((C, E), A, (B, D)),
τ4: ((A, E), B, (C, D)),
τ5: ((A, D), B, (C, E)),
τ6: ((A,C), B, (D, E)),
τ7: ((A, B),C, (D, E)),
τ8: ((A, D),C, (B, E)),
τ9: ((A, E),C, (B, D)),
τ10: ((A, B), D, (C, E)),
τ11: ((A,C), D, (B, E)),
τ12: ((A, E), D, (B,C)),
τ13: ((A, B), E, (C, D)),
τ14: ((A,C), E, (B, D)),
τ15: ((A, D), E, (B,C)).
Each unrooted tree may be transformed
into a rooted tree by introducing a root to an
edge. As a result, we have 7 rooted versions
for each unrooted tree.
Step 1. Compute parsimony scores by
Fitch-Hartigan [Har73] (Table 1).
Thus, if ~N = (N1, N2, ..., N15) is the vec-
tor of counts of 15 topological trees in the
input. P is the matrix of entries in Table
1 and ~S = (pars(σ1), pars(σ2), ..., pars(σ15))
then ~S = P~N.
Step 4. We now pick the smallest entry
or entries in ~S to determine the most parsimo-
nious tree(s).
To study the 5-taxon case further we need
to use Coalescent Theory.
The coalescent model, introduced by King-
man in [Kin82], describes the coalescence of
lineages as we move backwards in time within
a single species (Note that in biology the un-
derstanding of the word ‘species’ may vary.
Here we use this word in the same meaning
as ‘population’). By “gluing" together such
species or populations to form a tree, one gets
the Multi-species Coalescent Model, which de-
scribes the production of gene trees within
species trees.
2
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τ1 τ2 τ3 τ4 τ5 τ6 τ7 τ8 τ9 τ10 τ11 τ12 τ13 τ14 τ15
σ1 2 4 4 4 4 3 3 4 4 4 4 3 4 4 3
σ2 4 2 4 3 4 4 4 3 4 4 3 4 3 4 4
σ3 4 4 2 4 3 4 4 4 3 3 4 4 4 3 4
σ4 4 3 4 2 4 4 4 4 3 4 4 3 3 4 4
σ5 4 4 3 4 2 4 4 3 4 3 4 4 4 4 3
σ6 3 4 4 4 4 2 3 4 4 4 3 4 4 3 4
σ7 3 4 4 4 4 3 2 4 4 3 4 4 3 4 4
σ8 4 3 4 4 3 4 4 2 4 4 3 4 4 4 3
σ9 4 4 3 3 4 4 4 4 2 4 4 3 4 3 4
σ10 4 4 3 4 3 4 3 4 4 2 4 4 3 4 4
σ11 4 3 4 4 4 3 4 3 4 4 2 4 4 3 4
σ12 3 4 4 3 4 4 4 4 3 4 4 2 4 4 3
σ13 4 3 4 3 4 4 3 4 4 3 4 4 2 4 4
σ14 4 4 3 4 4 3 4 4 3 4 3 4 4 2 4
σ15 3 4 4 4 3 4 4 3 4 4 4 3 4 4 2
Table 1: The parsimony scores parsχτ (σ) for all 15 possible output trees σ with respect to the matrix representation
of all 15 possible input trees τ.
Definition 1. Let gij(u) denote the probability
that i lineages (genes) at time u = 0 have coa-
lesced to exactly j lineages at time u under the
coalescent model.
General formulas for the gij(u) were de-
rived in [Tav84]:
gij(T) =
i
∑
k=j
e−k(k−1)T/2
(2k− 1)(−1)k−jj(k−1)i[k]
j!(k − j)!i(k)
,
where a(k) = a(a + 1) · · · (a + k − 1) for k ≥ 1
with a(0) = 1 (the partial permutation); and
a[k] = a(a − 1) · · · (a − k + 1) for k ≥ 1 with
a[0] = 1.
Some of these formulas for small indexes
are
g11(T) = 1,
g21(T) = 1− e
−T ,
g31(T) = 1− (3/2)e
−T + (1/2)e−3T,
g22(T) = e
−T ,
g32(T) = (3/2)e
−T − (3/2)e−3T,
g33(T) = e
−3T,
g41(T) = 1− (9/5)e
−T + e−3T − (1/5)e−6T,
g42(T) = (9/5)e
−T − 3e−3T + (6/5)e−6T,
g43(T) = 2e
−3T − 2e−6T,
g44(T) = e
−6T.
We will consider 3 rooted species
tree Σ1 := ((((a, b):T1, c):T2, d):T3, e),
Σ2 := (((a, b):T1, (c, d):T2):T3, e) and Σ3 :=
(((a, b):T1, c):T2, (d, e):T3), which are rooted
versions of σ7, σ13 and σ7 again, respectively
(see Figure 2). Up to taxon names, these
3
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T3
Figure 2: Three rooted 5-taxon species trees Σ1,Σ2 and Σ3.
three are the only possible species trees. They
are usually referred to as the caterpillar (Σ1),
pseudo-caterpillar (Σ2) and pseudo-balanced(Σ3)
species trees.
III. AN EXPERIMENT WITH
CATERPILLAR
Using the program COAL [DS05] to get prob-
abilities of rooted gene trees and the formu-
las for gij, we calculate the probabilities pi =
p(τi|Σ1) for i = 1, 15, which are listed in Ta-
ble 2 (X := e−T1 , Y := e−T2 , Z := e−T3 ,) after
simplification in Maple 15.
p1 X/3− (XY)/3+ (XY
3)/18+ 1/90XY3Z6
p2 (XY
3)/18+ 1/90XY3Z6
p3 (XY
3)/18+ 1/90XY3Z6
p4 (XY
3)/18+ 1/90XY3Z6
p5 (XY
3)/18+ 1/90XY3Z6
p6 X/3− (XY)/3+ (XY
3)/18+ 1/90XY3Z6
p7 1− (2X)/3− (2Y)/3+ (XY)/3+ (XY
3)/18+ 1/90XY3Z6
p8 (XY
3)/18+ 1/90XY3Z6
p9 (XY
3)/18+ 1/90XY3Z6
p10 Y/3− (XY)/6− (XY
3)/9+ 1/90XY3Z6
p11 (XY)/6− (XY
3)/9+ 1/90XY3Z6
p12 (XY)/6− (XY
3)/9+ 1/90XY3Z6
p13 Y/3− (XY)/6− (XY
3)/18− 2/45XY3Z6
p14 (XY)/6− (XY
3)/18− 2/45XY3Z6
p15 (XY)/6− (XY
3)/18− 2/45XY3Z6
Table 2: The probabilities pi = p(τi|Σ1) for i = 1, 15, where X = e
−T1 , Y = e−T2 , Z = e−T3 .
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Then we multiply the matrix M from Table
1 by the vector p := (p1, p2, · · · , p15), obtain-
ing the vector scat, where each entry is the ex-
pected parsimony score of a possible output
tree for MRP (see (1)).
scat := Mp =


3− X/3+ (2Y)/3+ (XY)/3− (XY3)/18− 1/90XY3Z6
4− Y/3− (XY3)/18− 1/90XY3Z6
4− Y/3− (XY3)/18− 1/90XY3Z6
4− Y/3− (XY3)/18− 1/90XY3Z6
4− Y/3− (XY3)/18− 1/90XY3Z6
3− X/3+ (2Y)/3+ (XY)/3− (XY3)/18− 1/90XY3Z6
2+ (2X)/3+ (2Y)/3+ (XY)/3− (XY3)/18− 1/90XY3Z6
4− (XY)/3− (XY3)/18− 1/90XY3Z6
4− (XY)/3− (XY3)/18− 1/90XY3Z6
3+ (2X)/3− Y/3+ (XY)/6+ (XY3)/9− 1/90XY3Z6
4− X/3− (XY)/6+ (XY3)/9− 1/90XY3Z6
4− X/3− (XY)/6+ (XY3)/9− 1/90XY3Z6
3+ (2X)/3−Y/3+ (XY)/6+ (XY3)/18+ 2/45XY3Z6
4− X/3− (XY)/6+ (XY3)/18+ 2/45XY3Z6
4− X/3− (XY)/6+ (XY3)/18+ 2/45XY3Z6


. (1)
We see that in scat some entries are equal.
Let’s denote: αcat := scat1 = s
cat
6 , ǫ
cat := scat10 ,
βcat := scat2 = s
cat
3 = s
cat
4 = s
cat
5 , γ
cat := scat7
δcat := scat8 = s
cat
9 , ζ
cat := scat11 = s
cat
12 ,
ηcat := scat13 , and θ
cat := scat14 = s
cat
15 .
The analytical comparison of these values
we form in the following
Proposition 2. For any X,Y, Z ∈ (0, 1), the fol-
lowing inequalities hold: γcat < ζcat, ηcat < θcat,
γcat < αcat < βcat, γcat < δcat, γcat < ǫcat.
Proof. Consider the difference
αcat − γcat = scat1 − s
cat
7 = −X + 1.
Since X ∈ (0, 1), γcat < αcat. Similarly,
αcat − βcat = scat1 − s
cat
2 =
= −1+ (1/3)XY − (1/3)X + Y =
= (1/3)(Y − 1)(X + 3) < 0
implies αcat < βcat. Let’s look at
γcat − δcat = scat7 − s
cat
8 − =
−2+ (2/3)XY + (2/3)X + (2/3)Y.
Since X,Y and X,Y have upper limit 1, γcat −
δcat < 0.
Observe that γcat − ǫcat = scat7 − s
cat
10 =
= −1+ (1/6)XY − (1/6)XY3 +Y =
= −(1/6)(Y − 1)(XY2 + XY − 6) < 0.
Thus, γcat < ǫcat. Consider
γcat − ζcat = scat7 − s
cat
11 =
= −2+ (1/2)XY − (1/6)XY3 + X + (2/3)Y
= −2+ (1/2)XY(1− (1/3)Y2) + X + (2/3)Y
< −2+ (1/2)XY(2/3) + X + (2/3)Y
< −2+ (2/6) + 1+ (2/3) = 0.
Thus, γcat < ζcat. Finally, ηcat − θcat =
= scat13 − s
cat
14 = −1+ (1/3)XY + X − (1/3)Y =
= (1/3)(Y + 3)(X − 1) < 0,
i.e. ηcat < θcat.
However, the 3D-graphs on Figures 3 show
that the expressions ηcat and γcat can not be
put in one order for all X,Y, Z ∈ (0, 1).
There is a large region were γcat < ηcat
but, nevertheless, there is also a region where
ηcat < γcat. The last defines the parame-
ters T1, T2, T3 where MRP will fail to recover
5
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the tree topology of the true species tree pro-
ducing the gene tree distribution, even when
given an arbitrary large sample of gene trees.
Figure 3.left shows that provided Y is not too
large, regardless of X, Z, MRP will return the
correct species tree. To determine this cut-
off for Y, we set ηcat(1,Y, 0) = γcat(1,Y, 0)
and solve to get Y = 0.935... (the solutions
of (1/3)Y3 − (7/2)Y + 3 = 0 are Y1,2,3 ≈
2.670...,−3.605..., 0.935...).
= e
-T2
e =
-T1
-T3
e =
Figure 3: Left: the surface ηcat(X,Y,Z) = γcat(X,Y,Z). ηcat > γcat on the large region including all those points,
when Y is near 0, while ηcat < γcat on the small region. Right: Different angle on the same surface
ηcat(X,Y,Z) = γcat(X,Y,Z).
IV. AN EXPERIMENT WITH
PSEUDO -CATERPILLAR
Let’s consider now the pseudo-caterpillar
species tree Σ2 = (((a, b):T1, (c, d):T2):T3, e).
Again we use COAL, the formulas for gij and
Maple 15 to calculate the probabilities p
pc
i =
p(τi|Σ2) for i = 1, 15. Their list is shown in
Table 3 after simplifications.
p
pc
1 = p
pc
3 = p
pc
5 = p
pc
6 = p
pc
8 = p
pc
9 = p
pc
11 = p
pc
12 = (1/18)XY + (1/90)XYZ
6,
p
pc
2 = p
pc
4 = p
pc
7 = p
pc
10 = (1/90)XYZ
6 + (1/3)Y − (5/18)XY,
p
pc
13 = 1− (2/45)XYZ
6 + (4/9)XY − (2/3)X − (2/3)Y,
p
pc
14 = p
pc
15 = −(2/45)XYZ
6 + (1/9)XY.
Table 3: The probabilities p
pc
i = p(τi|Σ2) for i = 1, 15, where X = e
−T1 , Y = e−T2 , Z = e−T3 .
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Multiplying the matrix M by the vector
ppc := (p
pc
1 , p
pc
2 , · · · , p
pc
15), gives the vector of
expected parsimony scores of possible output
trees with a pseudo-caterpillar species tree as
input (2).
spc := Mppc =


4− (1/90)XYZ6− (1/3)Y − (1/18)XY
3− (1/90)XYZ6 − (1/3)X + (2/3)Y + (5/18)XY
4− (1/90)XYZ6− (1/3)Y − (1/18)XY
3− (1/90)XYZ6 − (1/3)X + (2/3)Y + (5/18)XY
4− (1/90)XYZ6− (1/3)Y − (1/18)XY
4− (1/90)XYZ6− (1/3)Y − (1/18)XY
3− (1/90)XYZ6 + (2/3)X − (1/3)Y + (5/18)XY
4− (1/90)XYZ6 − (1/3)X − (1/18)XY
4− (1/90)XYZ6 − (1/3)X − (1/18)XY
3− (1/90)XYZ6 + (2/3)X − (1/3)Y + (5/18)XY
4− (1/90)XYZ6 − (1/3)X − (1/18)XY
4− (1/90)XYZ6 − (1/3)X − (1/18)XY
2+ (2/45)XYZ6 + (2/3)X + (2/3)Y + (2/9)XY
4+ (2/45)XYZ6 − (4/9)XY
4+ (2/45)XYZ6 − (4/9)XY


. (2)
Let’s denote αpc := s
pc
1 = s
pc
3 = s
pc
5 =
s
pc
6 , β
pc := s
pc
2 = s
pc
4 , γ
pc := s
pc
7 = s
pc
10,
δpc := s
pc
8 = s
pc
9 = s
pc
11 = s
pc
12, ζ
pc := s
pc
13,
ηpc := s
pc
14 = s
pc
15.
Let’s compare these expressions.
Proposition 3. For any X,Y, Z ∈ (0, 1), the fol-
lowing inequalities hold:
ζpc < αpc, ζpc < βpc, ζpc < γpc,
ζpc < δpc, ζpc < ηpc.
Proof. Consider the difference αpc − ζpc =
s
pc
1 − s
pc
13 = 2 − (1/18)XYZ
6 − Y −
(5/18)XY − (2/3)X. It is easy to see that,
since X,Y, Z ∈ (0, 1), αpc − ζpc > 0, i.e.
αpc > ζpc.
Observe that
βpc − ζpc = s
pc
2 − s
pc
13 =
= 1− (1/18)XYZ6 − X + (1/18)XY =
1− X[(1/18)YZ6 + 1− (1/18)Y]
> 1− (1/18)YZ6 − 1+ (1/18)Y =
(1/18)Y[−Z6 + 1] > 0.
Thus, βpc > ζpc. Similarly,
γpc − ζpc = s
pc
7 − s
pc
13 =
1− (1/18)XYZ6 − Y + (1/18)XY
= 1− Y[(1/18)XZ6 + 1− (1/18)X]
> −(1/18)XZ6 + (1/18)X
= (1/18)X[−Z6 + 1] > 0.
Thus, γpc > ζpc. Observe δpc − ζpc = s
pc
8 −
s
pc
13 = 2 − (1/18)XYZ
6 − X − (5/18)XY −
(2/3)Y > 0 and ηpc − ζpc = s
pc
14 − s
pc
13 = 2−
(2/3)XY − (2/3)X − (2/3)Y > 0, so δpc > ζpc
and ηpc > ζpc.
This implies that if the true species tree
is 5-taxon pseudo-caterpillar, MRP, for a suf-
ficiently large data set, will give with probabil-
ity 1 the unrooted species tree topology for all
T1, T2, T2 ∈ (0, 1).
V. AN EXPERIMENT WITH
PSUEDO-BALANCED
The last tree we need to consider (since all
other are just permutations of taxon names)
is the pseudo-balanced species tree Σ3 =
(((a, b):T1, c):T2, (d, e):T3). The same chain of
actions give us the probabilities p
pb
ij (Table 4).
7
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p
pb
1 = p
pb
6 = −(1/3)ZXY + (1/15)XY
3Z + (1/3)X,
p
pb
2 = p
pb
3 = p
pb
4 = p
pb
5 = (1/15)XY
3Z,
p
pb
7 = 1+ (1/3)ZXY − (2/3)X + (1/15)XY
3Z − (2/3)ZY,
p
pb
8 = p
pb
9 = (1/15)XY
3Z,
p
pb
10 = p
pb
13 = (1/3)ZY − (1/6)ZXY − (1/10)XY
3Z,
p
pb
11 = p
pb
12 = p
pb
14 = p
pb
15 = (1/6)ZXY − (1/10)XY
3Z.
Table 4: The probabilities p
pb
i = p(τi|σ7) for i = 1, 15, where X = e
−T1 , Y = e−T2 , Z = e−T3 .
Again, multiplying the matrix M by the
vector ppb := (p
pb
1 , p
pb
2 , · · · , p
pb
15), gives the
vector of expected parsimony scores of pos-
sible output trees (3) with a pseudo-balanced
species tree Σ3 as input.
spb := Mppb =


3+ (1/3)ZXY − (1/3)X − (1/15)XY3Z + (2/3)ZY
4− (1/15)XY3Z − (1/3)ZY
4− (1/15)XY3Z − (1/3)ZY
4− (1/15)XY3Z − (1/3)ZY
4− (1/15)XY3Z − (1/3)ZY
3+ (1/3)ZXY − (1/3)X − (1/15)XY3Z + (2/3)ZY
2+ (1/3)ZXY + (2/3)X − (1/15)XY3Z + (2/3)ZY
4− (1/3)ZXY − (1/15)XY3Z
4− (1/3)ZXY − (1/15)XY3Z
3+ (1/6)ZXY + (2/3)X + (1/10)XY3Z − (1/3)ZY
4− (1/6)ZXY − (1/3)X + (1/10)XY3Z
4− (1/6)ZXY − (1/3)X + (1/10)XY3Z
3+ (1/6)ZXY + (2/3)X + (1/10)XY3Z − (1/3)ZY
4− (1/6)ZXY − (1/3)X + (1/10)XY3Z
4− (1/6)ZXY − (1/3)X + (1/10)XY3Z


. (3)
Let’s denote αpb := s
pb
1 = s
pb
6 , β
pb :=
s
pb
2 = s
pb
3 = s
pb
4 = s
pb
5 , γ
pb := s
pb
7 , δ
pb :=
s
pb
8 = s
pb
9 , ζ
pb := s
pb
10 = s
pb
13 and η
pb := s
pb
11 =
s
pb
12 = s
pb
14 = s
pb
15 .
Proposition 4. For any X,Y, Z ∈ (0, 1), the
following inequalities hold: αpb > γpb, βpb >
γpb, δpb > γpb, ζpb > γpb, ηpb > γpb.
Proof. Since X ∈ (0, 1), we immediately have
that the difference αpb − γpb = s
pb
1 − s
pb
7 =
1− X > 0. So, αpb > γpb. Also βpb − γpb =
s
pb
2 − s
pb
7 = 2− ZY − (1/3)ZXY − (2/3)X > 0
and δpb − γpb = s
pb
8 − s
pb
7 = 2− (2/3)ZXY −
(2/3)X − (2/3)ZY > 0. Thus, βpb > γpb and
δpb > γpb.
Consider
ζpb − γpb = s
pb
10 − s
pb
7 =
1− ZY(1+ (1/6)X(1−Y2)) >
> 1−Y(1+ (1/6)X(1− Y2)) >
1− Y(1+ (1/6)(1− Y2)) =
= 1− (7/6)Y + (1/6)Y3 =: h
8
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Since h′ = −(7/6) + (1/2)Y2 < 0 and
h(0) < 0, h > 0 for all Y ∈ (0, 1). Thus,
ζpb > γpb.
Finally, observe that
ηpb − γpb = s
pb
11 − s
pb
7 =
(2− x)− ZY((1/2)X − (1/6)XY2 + (2/3))
> 1− ZY((2/3) + X((1/2)− (1/6)Y2)) >
1−Y((2/3) + X((1/2)− (1/6)Y2))
> 1−Y((2/3) + (1/2)− (1/6)Y2) =
1− (7/6)Y + (1/6)Y3 = h > 0.
So, ηpb > γpb.
So, if the true species tree is 5-taxon
pseudo-balanced Σ3, MRP, for a sufficiently
large data set, will give with probability 1 the
correct unrooted species tree topology for all
T1, T2, T2 ∈ (0, 1).
VI. Generalization of results.
i. Caterpillar Subtree.
Definition 5. There is a rooted tree T with
number of taxa equal to |T| =: n. Let Tcat(T)
be a caterpillar subtree of this tree. The num-
ber Cat(T) := max
Tcat(T)⊂T
|Tcat(T)| for a particu-
lar tree T is called caterpillar score for the tree T.
The number cat(n) := min
|T|=n
Cat(T) is called
caterpillar measure.
It is clear that cat(n) is an increasing func-
tion with respect to n. There are may be a few
consecutive numbers n such that cat(n) = k
for some given natural k.
Definition 6. Let’s call number rk := min
cat(n)=k
n
the revolution number.
Observe that for the caterpillar lengths
1, 2, 3 their revolution numbers are r1 = 1, r2 =
2, r3 = 3, because these trees are caterpillar
themselves.
Note, that the third and the second revolu-
tion numbers are connected by
r3 = 2r2 − 1. (4)
Proposition 7. For the caterpillar length k > 3
the revolution numbers rk may be calculated recur-
sively rk = 2rk−1 − 1.
Proof. Let T be a k-taxon tree. Since T is a bi-
nary tree, we can think of T as two subtrees
T′, T′′ glued together only by two edges at the
root (see Figure 4). Observe that for any cater-
pillar subtree of T′ one of these T′, T′′ being
transformed properly brings only one edge to
the caterpillar.
On the other hand, rk is an increasing func-
tion. So, the first bifurcation in the root will
be the worst in the sense of caterpillar score
for the tree T when this bifurcation divides
the tree into two subtrees T′ and T′′ such that
|T′| = |T′′| for even |T|, and
∣∣|T′| − |T′′|∣∣ = 1
for odd |T|.
Further, we use mathematical induction.
The base of induction. It is the formula
(4)
The assumption of induction.
Let r3, ..., rk calculated recursively be revo-
lution numbers.
The inductive step.
We need to prove that rk+1 = 2rk − 1 is the
revolution number. Let us take a tree T with
rk+1 taxa and consider the worst bifurcation in
its root.
As mentioned above, the worst bifurcation
in the root of T forms two subtrees T′ and
T′′ such that |T′| = rk − 1, |T
′′| = rk. The
induction assumption yields an existence of
caterpillar in T′′ with a length no less than
k. One edge in T′ together with the caterpil-
lar in T′′ creates the caterpillar tree C with
|C| = k + 1. So, the revolution number for
k + 1 is no greater than 2rk − 1.
If |T| ∈ [rk, 2rk − 1), then the worst bifur-
cation forms two subtrees T′ and T′′ such that
|T′|, |T′′| < rk. Since rk is a revolution number,
there are T′ and T′′ which have only caterpil-
lars C′,C′′ and C′′ with |C′|, |C′′| < rk. There-
fore, rk+1 is the revolution number.
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T’ T’’
Figure 4
Proposition 7 allows to continue the se-
quence of the revolution numbers for the
caterpillar measures 3, 4, 5, 6, 7, ... as rk =
3, 5, 9, 17, 33, ..., respectively. For trees with
number of taxa in [rk, 2rk − 1], the caterpillar
measure is k.
ii. Trees with the number of taxa
greater than 5.
Proposition 8. If a true species rooted tree Gˆ con-
tains 5-taxon caterpillar subtree, then MRP may
fail to obtain the unrooted version of Gˆ from the set
of gene trees generated by Coalescent model from
Gˆ.
Proof. For the number of species greater than
5 and the same number of genes one can make
the following construction.
Take a caterpillar tree Γ of 5 species a, b, c,
d, e with T1, T2, T3 and root ρ, such that par-
simony fails (fig. 3). Take an arbitrary tree G,
where every edge is very close to 0 (Ti ≈ 0,
i > 4). Connect Γ to G through its root ρ and
the edge ǫ with the length T4. Make T4 big
enough so the genes A, B, C, D, E coalesce in
ǫ if they didn’t in Γ. No matter what is on
the upper end of ǫ, root of entire tree or inner
node created by ǫ on some edge of G .
The numeration of n possible gene trees we
do in the following way: First 15 trees will
have the same subtree G and different topol-
ogy or permutation of A, B, C, D, E. Other
n − 16 trees can be numerated in any order,
and we set their probabilities p16, ..., pn equal
to zero, since Ti, i ∈ {5, ..., n}, can be taken
infinitively small.
Therefore, the set of gene trees is nu-
merated and the probabilities of them
are presented by vector-column p =
(p1, ..., p15, p16, ..., pn)
T, where all the entries
below 15-th equal zero and the first 15 are the
same that obtained ones for 5-taxon experi-
ment.
The matrix Mn×n has dimension n× n, but
only submatrix Mn×15 does participate in cal-
culation of expectations of gene mutations due
to p16, ..., pn = 0.
Moreover, the parsimony incorrect choice
may be shown on submatrix M15×15 in upper
corner. Observe that the elements of M15×15
are the sums of the elements of M obtained
earlier in performance of MRP for 5-taxon
trees 1 and some constant number generated
by the constant subtree G with coalesced gene
A + B + C + D + E. This means that each of
scat1 , s
cat
2 , ... , s
cat
15 from Table 1 must be in-
creased by the constant value V ∑151 pi, to be
a new mathematical expectation for the new
big tree. So, the minimum among the first 15
rows must be achieved in the same index.
Therefore, being wrong for 5-taxon cater-
pillar species tree the parsimony becomes
wrong for the constructed tree Gˆ as well.
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Corollary 9. If one applies MRP on a set of gene
trees with 5 taxa or more, the result may be wrong.
If one applies MRP on set of gene trees with 9 taxa
or more, MRP may fail even more probably, since 9-
taxon species tree always has a caterpillar subtree.
VII. CONCLUSIONS
The fact that Parsimony may fail is not new.
However, here we proved that no mater of
what topology the true 9-taxon and greater
species tree is the only thing you need to fail
Parsimony is to have in this tree three consecu-
tive edges with lengths T1, T2, T3 of some pro-
portions. Obviously, the probability to meet
these lengths is growing in general with the
size of species tree. Therefore, Parsimony can
be applied only when one knows for sure that
the described lengths cannot be met in the
tree.
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