This paper studies the plausibility of theoretical choices in the construction of multi-agent systems. A main problem in the construction of psychologically plausible computer agents is the integration of response function systems with representational systems. Philosophically, one has to choose between realism and constructivism. Organizationally, the ecology, topology and coordination mechanisms based on language and knowledge offer the most intriguing perspective.
INTRODUCTION
Multi-agent systems are promising as models of organization, because they are based on the idea that most work in human organizations is done based on intelligence, communication, cooperation and massive parallel processing. They offer an alternative for system theories of organization, which are abstract of nature and do not pay attention to the agent level. In contrast, classical organization theories offer a rich source of inspiration for developing multi-agent models. Their focus is on the agent level. This paper discusses the question which theoretical choices are most plausible in the construction of multi-agent systems from a philosophical, psychological, and organizational point of view (section 2). Philosophically, organizations can be seen from the viewpoints of realism and constructivism (section 3). Psychologically, several sorts of agents can be distinguished, based on the concepts of response function and representation. A main problem in the construction of psychologically plausible computer agents is the integration of response function systems with representational systems (section 4). Organizationally, we study architecture aspects of multi-agent systems, namely topology, system function decomposition, coordination and synchronization of agent processes and semiotic characteristics. Several theoretical perspectives will be discussed (section 5). In section 6 we draw some conclusions.
MULTI-AGENT SYSTEMS AS A NEW PERSPECTIVE IN

ORGANIZATION THEORY
The various organization theories can be categorized in a) classical, b) system theory and c) knowledge based approaches. Classical organization theories are, surprisingly, relatively rich because of their focus at the agent level. They are related to the machine metaphor, the topology of objects and the architecture of agents. The classical organization theories of Taylor, Fayol, and Weber, subsumed by Morgan [ 191 under the machine metaphor, see an organization as a whole consisting of agents performing tasks. There is a fixed structure of agent tasks and agent communication. Fayol's [6] management principles can be applied in multi-agent systems. Interesting principles concern specialization related to learning and the communication speed resulting from communication topologies. Virtually no attention is paid to the sigdsymbol structures in communication between agents. System theories of organization are related to the organism metaphor and the system function architecture. The organistic organization theories, for instance contingency theory [3], adopt a system-theoretical approach to organizations. In this approach, the organization as a whole is seen as the basic object. This object can be decomposed into subsystems, each of which has a function in the system as a whole. These subsystems can be decomposed further, and so on. The way of thinking in the system theoretical approach is top-down, and opposes the bottom-up way classical organization theories study organizations. Knowledge-based multi-agent theories take agents as autonomous and intelligent beings. Examples are a human being, or a simulator of a human being as a more or less autonomous and intelligent entity realized by software running on a computer system. The latter agent type will be called a computer agent. A multi-agent system is a system consisting of agents that communicate and cooper- The prefix "social" refers to the sort of entities we are talking about. The other prefix "nominal" means that "the use of general terms that accounts for their meaning, and denotation, is in the mutual resemblance of the particular things to which they can be applied, or the recurrence in them of the general property indicated." [7] This nominalist position is most strongly defended by Goodman [13, 141. "In describing an object, we apply a label to it. That label belongs to a family of alternatives that collectively sort the objects in a domain. Such a family of alternatives may be called a scheme, and the objects it sorts its realm."
[14] This leads to the conclusion that there only are labels that are expressed in symbols. This not only includes symbols used in languages, but also symbols in diagrammatical, notational or other representational systems. Symbol systems are artifacts [14, 221 which means that organizations are also artifacts. Applied to organizational theory a constructivist position implies that an organization is constructed on the one hand by the symbol systems we use in describing complicated action patterns between natural and artificial agents, and on the other hand results as symbol systems out of the interactions. The realist as well as the constructivist view are two rather well defined positions regarding organizations [ 10, 191. According to the realist the integrated descriptive framework in the design of organizations can be seen as an ontology, a system of hypotheses about the objects and structures that exist [ 171. Analysis, design and change use this relatively stable framework of description. The philosophically applicable term for this activity is ontological engineering. The situation is largely different for a (nominalist) constructivist position. In this case there is no well defined object called "organization". An organization is a descriptive construction and therefore it is very difficult to develop an integrated descriptive framework for organizations. The description influences the constructed reality and at the same time the dynamics of the construction continually change the description. Analysis, design and change therefore very much depend upon the symbol systems used in the description. The attempt to develop an integrated framework, one language of description, is seen as uninteresting and even impossible. In contrast with ontological engineering we like to call this activity semiotic engineering. Because of the artifact nature of the organization concept, we tend to a constructivist, semiotic engineering point of view. Organizations are constructs of the human mind, and can be studied by several conceptual systems or language systems that are not necessarily compatible.
PSYCHOLOGICALLY PLAUSIBLE AGENTS
Normally, an organization consists of an architecture being the cement, or the glue, between agents. The levels of complexity of architectures and agents define the complexity level of the organization. Agent categories can be discerned regarding the presence or absence of the following components: perception, interaction (including learning as habit formation), representation (including learning as chunking) and self-reJectiveness/autonomy.
With perception we mean that a system must be able to accept input in a general sense. Interaction is the process by which a system has contact with its environment. The reaction patterns of the system may result in learned behavior, that is to say that the habits are formed. A system that internally symbolizes the environment is said to have representations at its disposal. Representations consist of sets of symbol structures on which operations are defined. Examples of representations are words, pictures, semantic nets, propositions or temporal strings [ 
161.
A system is self-rejlective if it is having a representation of itself, including its own position in the environment. This means that the system has self-representation, and can act based on this self-representation. This system may also be called autonomous or seEf-organized, if it can maintain itself in its environment based on its own action and its own learning.
The four aspects contain a sort of agent hierarchy. An agent that only has perception at his disposal is at the lowest level and can hardly be called an (intelligent) agent, whereas an agent with self-organization is the highest level and normally has perception, interaction and representations. Not every agent is intelligent and not every intelligent system is an agent. The above described classification in perception, interaction, representation and autonomy can be related to qualifications of agents. We subdivide agents in response function agents, representational agents and representational response function agents. It may be obvious that multi-agent systems can be qualified on the basis of the classification of its participating agents. The response function agent: We start with an environment in which an entity is present. This entity is cohesive, structured and organized. It operates in an environment, but no specifications of its operations are given. In a sense this entity is an agent, because it is self-contained, strives toward continuation and, if we look at its characteristics, it has perception and interaction including the possibility of learning in the form of habit formation. It should be emphasized that this agent does not have internal representations. Its cognitive domain is absent or empty. We call this agent a response function agent and it can be compared with the ant in the sand [22] . The representational agent: Keeping the environment the same we can conceive another agent that we call a representational agent. This agent has representations at its disposal and is able to project external events internally into its cognitive domain. A representational agent has perception, representation and autonomy. The interaction is problematic, that is to say that there is no device that semantically interprets causal input and output. Another problematic aspect of representational systems concerns the meaning of representation. Representation has many interpretations and it is not always clear which reading is the correct one: representation as process, as description structure or as one, two or three place predicate [ 12,161. In multi-agents consisting of representational systems there is no guarantee that symbol structures are similar and thereby communicative, although it might be expected that they all use one or another form of Mentalese, as Fodor [SI suggested. It is of course doubtful whether interaction between the agents is semantically meaningful. This is a weak point in the extreme version of present day cognitive science. In discussions about social cognition the issue of semantic interaction is ticked off, but not resolved. Intelligent coordination is hardly handled. The representational response function agent: If we keep the environment still the same, the third possible interpretation of an agent is the representational response function agent. This agent incorporates a really intelligent, interactive and cognitive system. It is able to perceive, to interact, to represent and to be autonomous. Representational response function systems behave on the knowledge level, as Newel1 called it. "There exists a distinct computer systems level, lying immediately above the symbol level, which is characterized by knowledge as the medium and the principle of rationality as the law of behavior." [20] If we try to find examples of these agent types in organizational settings (humans and computers) we see the following. A connectionist machine is an example of a response function system, an expert system an example of a representational system without, however, the autonomy characteristic and a human information processing system an example of a representational response function system. is the environment, which is partially natural and partially agent made. Agents wander in the ecological environment seeking for fulfillment of their needs. The topological aspect of the ecological environment is that at certain places, resources can be found, and that at other places, agents, by convention, gather to do things together like buying and selling, negotiating, cooperating in work or in pleasure. We see the computational ecological topology as the most promising type of multi-agent topology. It extends the decentralized computational market topology by introducing active, mobile agents and notions of resources, cooperation, and communication. The system function decomposition aspect of the architecture of an organization is the way the organization is composed of sub-organizations, fulfilling a specific function. These sub-organizations can be decomposed into smaller sub-organizations. This description stems from general systems theory. It is especially applicable in multi-agent models where agents have predetermined tasks, competences and power. The emergence of such tasks, competences and power is not a subject of study). Particularly, the decomposition of competences and powers based on a system of checks and balances is interesting for multi-agent models of organization.
Coordination and synchronization of agent processes:
Agent processes can be seen as related to the wandering around of autonomous agents in a natural and agent-made environment, in which they cooperate in an occasional or regular way. The agent viewpoint presupposes capabilities of agents to perform certain processes, for example coordination and synchronization. The following approaches to synchronization can be identified: discrete event simulation, Thompson's coupling mechanisms, speech act theory; the ecological environment in which symbol structures and signs reside, protocols as describing communication standards and grammars and lexicons as describing communication standards.
A best choice out of these alternative mechanisms of coordination and synchronization is difficult, because the most sophisticated, language-oriented mechanisms that seem to be the most plausible ones from a philosophical and psychological point of view, are also the most difficult to implement. Therefore, simple mechanisms like speech act theory nowadays are characteristic for the state of affairs in multi-agent modeling. For achieving more progress with coordination a semiotic perspective is necessary Semiotic characteristics of multi-agent systems. Several coordination mechanisms are possible, namely: (1) the co-decision type of coordination and synchronization [2 11, (2) the coordination and synchronization based on conventions, symbol structures, signs, and (3) coordination based on the agent communication that depend on agent world views and language capabilities. In the case of these coordination mechanisms a detailed description of the coordination processes (semiotics) becomes too complex to be useful. It is often more useful to concentrate on the contents of communication (knowledge expressed in signs and symbol structures) and the language system enabling communication, assuming a rather simple process model of communication, rather than the construction of complicated process models of communication, interpretation and learning.
Very important in looking at semiotic characteristics of a multi-agent system is that different sorts of signs turn up in the communication and information structures of the various single and multiple agents. In semiotics it is normal to distinguish signals from signs and to subdivide signs in icons, indexes and symbols. Icons emphasize the similarity aspect, indexes the contiguity aspect and symbols the conventional aspect of signs. Signaling is equivalent with reporting and registration, while working with signs involves representing and interpreting. Signaling is a causal relation, whereas representing is mainly semantic.
If we apply this to the sorts of single and multiple agents, only the response function systems work with causal relations, that is to say that the information exchange and the communication structures are in terms of signals. Representational systems work with icons, indexes and symbols, that is to say with semantic entities and relations. Response function systems and representational systems are mainly segregated. This means that the causal realm is largely isolated from the semantic realm. Developments within cognitive science and connectionism show that the latter is oriented at the symbolic or semantic domain, while the former is directed at the causal domain. The integration takes place in the representational response function systems. They are the sorts of systems cognitive science as well as connectionism are aiming at. 
CONCLUSIONS
An organization is an artifact that is so predominant in our social life that we believe in its existence, although it is not a tangible object. Because of the "artifact" nature of the organization concept, we adhere to a constructivist, semiotic engineering point of view. Organizations are constructs of the human mind, and can be studied by several conceptual systems or language systems that are not necessarily compatible. Semiotic engineering uses semiotic theory because of the absence of a physiological carrier for coordination and communication between agents.
Multi-agent systems presuppose a representational response function agent. Corroborated theories of representational response function agents, however, do not exist, nor do computer models of representational response function agents exist. Therefore, plausible multi-agent systems have not been realized, yet. Connectionism and cognitive science are restricted to response function agents and representational agents. In theory as well as in simulation and modeling environments, there are several problems in combining response function agents with representational agents.
With respect to the architecture of a multi-agent system we have distinguished the aspects of topology, system function decomposition, coordination and synchronization mechanisms, and semiotic characteristics. We see the computational ecological topology as the most promising type of multi-agent topology. It extends the decentralized computational market topology by introducing active, mobile agents and notions of resources, cooperation, and communication. The system function decomposition aspect of a multi-agent system is a kind of description that stems fi-om general systems theory. It is especially applicable in multi-agent models, where agents have predetermined tasks, competences and power. The choice between alternative mechanisms of coordination and synchronization is difficult, because the most sophisticated, language-oriented mechanisms that seem to be the most plausible ones from a philosophical and psychological point of view, are also the most difficult to implement.
In practice, more simple mechanisms like speech act theory or the ecological environment mechanism seem to be more appropriate for the state of affairs in multi-agent modeling at this moment. A declarative, logical approach can fruitfully be applied to the analysis of existing organization theories, pointing out the weaknesses or even contradictions in those theories. Because of the complexities in the field of logical languages, we expect that the role of the declarativ new theories will be analyzing theories, nc Multi-agent represei are the most plausible psychological point of adequate models and Ingredients and compc as well as OMT do r standing and explanat
