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Two-dimensional acoustooptic spectrum analysis (2-D AOSA)
1,2 can potentially be utilized in applications involving a search for rf signals or rf interference characterization, both of which require high resolution and a wide analysis bandwidth. We have constructed a 2-D AOSA based on the discrete Fourier transform architecture demonstrated in Ref. 2 . The resolution, bandwidth, and analysis time of the 2-D AOSA depend on the characteristics of its electronic as well as optical components. In this Letter we describe the operation of the 2-D AOSA and the experimental considerations for obtaining a high resolution 2-D spectrum in real time.
The optical setup for the 2-D AOSA is shown in Fig. 1 , which consists of a laser, a pair of orthogonally oriented cell in each coarse resolution bin, resulting in a 2-D spectrum. An unwanted signal dependent bias term is also created, but this term can be subtracted out electronically after detection.
The electronic layout of the 2-D AOSA is shown in Fig. 2 , which includes a personal computer containing a high speed digital graphics board used as a reference function generator (RFG) and a real-time digital image processor (RDIP) used to grab the CCD frames and perform spectral bias removal. The resolution and bandwidth of the analyzer depend on the number of pixels in the CCD array and the time-bandwidth products of the two Bragg cells. However, the resolution and bandwidth also depend on the characteristics of the RFG. Furthermore, the analysis time depends on the CCD integration time as well as on the characteristics of the RDIP. The characteristics of the RFG and RDIP are discussed.
The frequency range of the reference DLO described earlier must be matched to the coarse resolution of the analyzer to avoid aliasing or blind regions in the 2-D spectrum. Since the coarse resolution is limited by the inverse time aperture of the signal Bragg cell to ~30 kHz in our case, the RFG must be able to generate a DLO with at least this frequency range to analyze the whole length of each coarse resolution bin with fine resolution. The RFG in Fig. 2 contains a video buffer memory with 2 milion 8-bit pixels storing the sequence of reference function lines and read out at 100 Mpixels/s. The RFG output consists of an NTSC format video signal with the standard line and frame trigger signals. Before entering the reference Bragg cell, this video signal is put on a 75-MHz carrier, which matches the center frequency of the reference Bragg cell. Figure 3 shows an oscilloscope trace of the first few lines of the programmed RFG output forming the 30-kHz DLO discussed above. The digital delay pulse generator in Fig. 2 provides a precise jitter-free delay between the line trigger signal and the laser pulses so that the reference function lines and laser pulses coincide in the reference Bragg cell with no temporal fluctuatin, which may smear the time integrated distribution on the CCD array. The frame trigger signal from the RFG is used to trigger the CCD camera. The digital storage and generation of the reference function lines allows the capability of matching the size of each fine resolution bin to the size of the CCD pixels.
The RDIP in Fig. 2 grabs and stores spectral and bias frames and performs bias subtraction, resulting in a bias-free spectrum on the output video monitor. It contains four 512-× 512-× 8-bit video frame buffers and has a frame grabbing rate of 30 frames/s, which matches the frame rate of the CCD array. Low level programming of the RDIP allows interimage operations to update the bias in real time before elimi- Bragg cells, and a CCD camera. The lower arm of the interferometer in Fig. 1 receives the signal and performs space integration, whereas the upper arm receives a sequence of inphase reference function lines in the form of a sampled distributed local oscillator (DLO), which is used to perform time integration. The signal from the lower Bragg cell is first focused by the Fourier transforming lens along the direction of the signal Bragg cell, and a 1-D coarse resolution spectrum is thus obtained on the CCD array. The focused signal is then mixed wih the reference DLO and time integrated on the CCD array. Form this a fine resolution spectrum is obtained along the direction of the reference Bragg Fig. 3 . First six lines of digitally generated reference function. Horizontal scale: 10 μs/div. nating it. In one mode of operation, an incoming CCD frame is grabbed and stored in one of the frame buffers designated as the bias frame buffer. All subsequent CCD incoming frames are then subtracted from this bias frame, stored in a second frame buffer designated as the spectral frame buffer, and displayed on the monitor as the bias-free spectrum.
The spectral frame rate in this mode of operation is equal to the CCD frame rate of 30 frames/s. However, this mode of operation does not allow for the change in bias from frame to frame. In another mode of operation, the bias frame is updated after each frame subtraction, resulting in a spectral frame rate of 15 frames/s. A spectral frame rate of 30 frames/s can also be obtained in this mode of operation by using two bias frame buffers B1 and B2, updating the incoming CCD frame alternately in one of the bias frame buffers (e.g., 51) while simultaneously subtracting the incoming frame from the other bias frame buffer 52 and storing the difference frame in the spectral frame buffer. With the RDIP, it is also possible to perform further postdigital processing to enhance the output spectrum. One example is contrast enhancement and edge detection to identify weak narrowband signals. Another more significant example is processing over a sequence of CCD frames to obtain superfine 2 subhertz resolution.
3,4 Figure 4 shows the monitor displays after bias subtraction for two single tone signals separated by 301 Hz. The spots on the monitor are space and time integrated peaks with the fine frequency along the vertical direction. The spots are separated by their full width, indicating that a fine resolution of ~150 Hz has been achieved. The horizontal lines are overlay grid lines superimposed on the CCD output for display purposes. The number of fine frequency channels of the system obtained in this manner is ~100,000.
In this paper, the optical and electronic setups for a 2D AOSA were described, and the reference function generator and real-time image processor were shown to be critical components for obtaining a high resolution spectrum in real time.
