Abstract. We present a general technique for the analysis of first-order methods. The technique relies on the construction of a duality gap for an appropriate approximation of the objective function, where the function approximation improves as the algorithm converges. We show that in continuous time enforcement of an invariant that this approximate duality gap decreases at a certain rate exactly recovers a wide range of first-order continuous-time methods. We characterize the discretization errors incurred by different discretization methods, and show how iteration-complexity-optimal methods for various classes of problems cancel out the discretization error. The techniques are illustrated on various classes of problems -including convex minimization for Lipschitz-continuous objectives, smooth convex minimization, composite minimization, smooth and strongly convex minimization, solving variational inequalities with monotone operators, and convex-concave saddle-point optimization -and naturally extend to other settings.
1. Introduction. First-order optimization methods have recently gained high popularity due to their applicability to large-scale problem instances arising from modern datasets, their relatively low computational complexity, and their potential for parallelizing computation [36] . Moreover, such methods have also been successfully applied in discrete optimization leading to faster numerical methods [19, 35] , graph algorithms [18, 22, 34] , and submodular optimization methods [16] .
Most first-order optimization methods can be obtained from the discretization of continuous-time dynamical systems that converge to optimal solutions. In the case of mirror descent, the continuous-time view was the original motivation for the algorithm [25] , while more recent work has focused on deducing continuous-time interpretations of accelerated methods [21, 33, 37, 39, 40] .
Motivated by these works, we focus on providing a unifying theory of first-order methods as discretizations of continuous-time dynamical systems. We term this general framework the Approximate Duality Gap Technique ( adgt). In addition to providing an intuitive and unified convergence analysis of various first-order methods that is often only a few lines long, adgt is also valuable in developing new first-order methods with tight convergence bounds [9, 12] , in clarifying interactions between the acceleration and noise [9] , and in obtaining width-independent 1 algorithms for problems with positive linear constraints [10, 11] . Further, we have extended adgt to the setting of block coordinate descent methods [13] .
Unlike traditional approaches that start from an algorithm description and then use arguments such as Lyapunov stability criteria to prove convergence bounds [21, 25, 37, 39, 40] , our approach takes the opposite direction: continuous-time methods are obtained from the analysis, using purely optimization-motivated arguments.
In particular, adgt can be summarized as follows. Given a convex optimization problem min x∈X f (x), to show that a method converges to a minimizer x * ∈ argmin x∈X f (x) at rate 1/α (t) (e.g., α (t) = t or α (t) = t 2 ), we need to show that f (x (t) ) − f (x * ) ≤ Q /α (t) , where x (t) ∈ X is the solution produced by the method at time t and Q ∈ R + is some bounded quantity that is independent of time t. In general, keeping track of the true optimality gap f (x (t) )−f (x * ) is challenging, as the minimum function value f (x * ) is typically not known to the method. Instead, the main idea of adgt is to create an estimate of the optimality gap G (t) that can be easily tracked and controlled and ensure that α (t) G (t) is a non-increasing function of time. The estimate corresponds to the difference between an upper bound on f (x (t) ), U (t) ≥ f (x (t) ), and a lower bound on f (x * ),
. Since adgt ensures that α (t) G (t) is a non-increasing function of time, it follows that
/α (t) , which is precisely what we want to show, as long as we ensure that α (0) G (0) is bounded. To illustrate the power and generality of the technique, we show how to obtain and analyze several well-known first-order methods, such as gradient descent, dual averaging [29] , mirror-prox/extra-gradient method [20, 24, 28] , accelerated methods [26, 27] , composite minimization methods [15, 30] , and Frank-Wolfe methods [31] . The same ideas naturally extend to other classes of convex optimization problems and their corresponding optimal first-order methods. Here, "optimal" is in the sense that the methods yield worst-case iteration complexity bounds for which there is a matching lower bound (i.e., "optimal" is in terms of iteration complexity).
Related Work.
There exists a large body of research in optimization and first-order methods in particular, and, while we cannot provide a thorough literature review, we refer the reader to recent books [4, 8, 32, 36] .
Multiple approaches to unifying analyses of first-order methods have been developed, with a particular focus on explaining the acceleration phenomenon. Tseng gives a formal framework that unifies all the different instantiations of accelerated gradient methods [38] . More recently, Allen-Zhu and Orecchia [1] interpret acceleration as coupling of mirror descent and gradient descent steps. Bubeck et al. provide an elegant geometric interpretation of the Euclidean instantiation of Nesterov's method [8] . Drusvyatskiy et al. [14] interpret the geometric descent of Bubeck et al. [8] as a sequence minimizing quadratic lower-models of the objective function and obtain limited-memory extensions with improved performance. Lin et al. [23] provide a universal scheme for accelerating non-accelerated first-order methods.
Su et al. [37] and Krichene et al. [21] interpret Nesterov's accelerated method as a discretization of a certain continuous-time dynamics and analyze it using Lyapunov stability criteria. Scieur et al. [33] interpret acceleration as a multi-step integration method from numerical analysis applied to the gradient flow differential equation. Wibisono et al. [39] and Wilson et al. [40] interpret accelerated methods using Lyapunov stability analysis and drawing ideas from Lagrangian mechanics. A recent note of Bansal and Gupta [2] provides an intuitive, potential-based interpretation of many of the commonly-known convergence proofs for first-order methods.
The two references [39, 40] are most closely related to our work, as they are motivated by the Lagrangian view from classical mechanics that leads to the description of system dynamics through the principle of stationary action. In a similar spirit, most dynamics described in our work maintain the invariant that d dt (α (t) G (t) ) = 0. However, unlike our work, which relies on enforcing an invariant that both leads to the algorithms and their convergence analysis, the results from [39, 40] rely on the use of separate Lyapunov functions to obtain convergence results. It is unclear how these Lyapunov functions relate to the problems' optimality gaps, which makes them harder to generalize, especially in non-standard settings such as, e.g., [10, 11, 13] .
The approximate duality gap presented here is closely related to Nesterov's estimate sequence (see e.g., [32] ). In particular, up to the regularization term φ(x * )/α (t) , our lower bound L (t) is equivalent to Nesterov's estimate sequence, providing a natural interpretation of this powerful and commonly used technique.
Notation.
We use non-boldface letters to denote scalars and boldface letters to denote vectors. Superscript index (·) (t) denotes the value of (·) at time t. The "dot" notation is used to denote the time derivative, i.e.,ẋ = dx dt . Given a measure α (τ ) defined on τ ∈ [0, t], we use the Lebesgue-Stieltjes notation for the integral. In particular, given φ (τ ) defined on τ ∈ [0, t]:
In the discrete-time setting, we will assume that α (τ ) is an increasing piecewise constant function, with discontinuities occurring only at discrete time points i ∈ Z + , and such that α (t) = 0 for t < 0. Hence,α (τ ) can be expressed as a train of Dirac Delta functions:
This means thatα (τ ) samples the function under the integral, so that
. We assume throughout the paper that α (0) > 0 andα (t) > 0, ∀t ≥ 0, and use the following notation for the aggregated negative gradients:
For all considered problems, we assume that the feasible region is a closed convex set X ⊆ R n , for a finite n. We assume that there is a (fixed) norm · associated with X and define its dual norm in a standard way: z * = max x∈X { z, x : x ≤ 1}, where ·, · denotes the inner product.
Preliminaries.
We focus on minimizing a continuous and differentiable 2 convex function f (·) defined on a convex set X ⊆ R n , and we let x * = arg min x∈X f (x) denote the minimizer of f (·) on X. The following definitions will be useful in our analysis, and thus we state them here for completeness.
Definition 1.2. A function f : X → R is smooth on X with smoothness parameter L and with respect to a norm · , if for all x,x ∈ X:
2 The differentiability assumption is not always necessary and can be relaxed to subdifferentiability in the case of dual averaging/mirror descent methods. Nevertheless, we will assume differentiability throughout the paper for simplicity of exposition. Definition 1.3. A function f : X → R is strongly convex on X with strong convexity parameter σ and with respect to a norm · , if for all x,x ∈ X:
As X is assumed to be closed, sup in Definition 1.5 can be replaced by max. We will assume that there is a differentiable strictly convex function φ : X → R, possibly dependent on t (in which case we denote it as φ t ), such that max x∈X { z, x − φ(x)} is easily solvable, possibly in a closed form. Notice that this problem defines the convex conjugate of φ(·), i.e., φ * (z) = max x∈X { z, x − φ(x)}. We will further assume without loss of generality that min x∈X φ(x) ≥ 0.
3 The role of function φ will be to regularize the lower bound in the construction of the approximate duality gap. The following standard fact, based on Danskin's Theorem (see, e.g. [5, 6] ), will be extremely useful in carrying out the analysis of the algorithms in this paper. Fact 1.6. Let φ : X → R be a differentiable strongly convex function. Then:
In particular, Fact 1.6 implies:
Some other useful properties of Bregman divergence can be found in Appendix A.
Overview of Continuous-Time Operations. In continuous time, changes in the variables are described by differential equations. Of particular interest are (weighted) aggregation and averaging. Aggregation of a function g(x) isẏ (t) =α (t) g(x (t) ). Observe that, by integrating both sides from 0 to t, this is equivalent to:
. This can be equivalently written as
The following simple proposition will be useful in our analysis.
Proof. Follows by observing that φ * (z (t) ) = − min x∈X − z (t) , x + φ(x) and applying the chain rule.
2. The Approximate Duality Gap Technique. As already mentioned in the introduction, to unify the analysis of a large class of first-order methods, we will show how to construct an upper estimate G (t) of the optimality gap f (
is the output of a first-order method at time t. This upper estimate is defined as
is a lower bound on f (x * ). We refer to G (t) as the approximate duality gap, due to the connections between the lower bound L (t) and the Fenchel dual of a certain approximation of the objective function f (x (t) ), further discussed in Section 2.2. To show that the method converges at some rate α (t) (e.g., α (t) = t), we will show that α (t) G (t) is a non-increasing function of time, so that α
). In this case,x (t) will be the last point constructed by the algorithm, i.e.,x (t) = x (t) . We will make this choice of the upper bound whenever we can assume that f (·) is differentiable (e.g., in the setting of accelerated and Frank-Wolfe methods), so that in the continuous time setting we can differentiate α (t) U (t) with respect to t and write
In the settings where f (·) is typically not assumed to be differentiable but only subdifferentiable (e.g., in the setting of dual averaging/mirror descent methods),x (t) will be a weighted average of the points x (τ ) constructed by the method up to time t:
and we will choose
is a valid upper bound on f (x (t) ). Observe that this choice of U (t) allows us to differentiate α (t) U (t) with respect to t in the continuous time setting, and, thus, we can write
is a constant. These choices of upper bounds easily extend to the setting of composite objectivesf (·) = f (·) + ψ(·) (see Section 3 for more details).
Lower Bound. The simplest lower bound on
is not possible to evaluate, as we do not know f (x * ) (recall that, by assumption,α (t) > 0). Observe that if instead f (x * ) appeared in the lower bound as c α (t) f (x * ) for some constant c, we would not have this problem anymore, as f (x * ) would not appear in
). This is true because
On the other hand, convexity of f (·) leads to the following lower-bounding hyperplanes for all x ∈ X: f (x * ) ≥ f (x) + ∇f (x), x * − x . 4 In particular, taking a convex combination of the trivial lower bound f (x * ) and the lower-bounding hyperplanes defined by points x (τ ) constructed by the method up to time t, we have:
As in the continuous-time domain
is a positive constant, the lower bound equal to the right-hand side of (2.1) is well-defined at t = 0 and f (x * ) does not appear in
). However, it would still not be possible to evaluate
* is not known. One way of addressing this issue is to use that:
While the inequality (2.3) is tighter than (2.2), as a minimum of affine functions it is not differentiable w.r.t. u (and consequently not differentiable w.r.t. t). The use of (2.2) leads to the continuous-time version of the standard Frank-Wolfe method [17] .
Example 2.1. Standard continuous-time Frank-Wolfe method. Using (2.2), we have the following lower bound:
Since the standard assumption in this setting is that f (·) is smooth (or, at the very least, continuously differentiable), we take
and computing α (t) G (t) , we get:
and precisely recovers the continuous-time version of the Frank-Wolfe algorithm, as in that caseẋ
, i.e., (as explained in Section 1.3)
Notice that the use of (2.2) in the construction of the lower bound makes sense only when linear minimization over X is possible. However, there are insights we can take from the construction of the lower bound (2.4). In particular, we can alternatively view (2.4) as being constructed as a lower bound on f (x * ) + ψ(x * ), where ψ(x * ) is the indicator of X. Hence we can view L (t) from (2.4) as being constructed as follows:
We will see later in Section 3 how this leads to a more general version of Frank-Wolfe method for composite functions, along the lines of the method from [31] . Constructing a lower bound on f (x * ) + ψ(x * ) when ψ(x * ) was an indicator function had no effect, as in that case f (x * ) + ψ(x * ) = f (x * ). To generalize this idea, we can construct a lower bound on a function that closely approximates f (·) around x * . Since we want to obtain convergent methods, any error we introduce into this approximation should vanish at rate 1/α (t) . Hence, a natural choice is to create a
} is differentiable (i.e., we can generalize the stronger inequality from (2.3)). We can view this as regularization of the minimum from (2.3), leading to the following lower bound:
Another advantage of the lower bound from (2.5) over the previous one is that for many feasible sets X there are natural choices of φ for which the minimization inside the lower bound from (2.5) is easily solvable, often in a closed form (see, e.g., [4] ). Dual View of the Lower Bound. An alternative view of the lower bound from (2.5) is through the concept of Fenchel Duality, which is defined for the sum of two convex functions (or the difference of a convex and a concave function). In particular, the
. Observe that the minimization problem from (2.5) defines a convex conjugate of φ t . Thus, we can equivalently write (2.5) as:
Rearranging the terms in the last equality, we can equivalently write:
where the last line is by Jensen's inequality. Hence, we can view the general lower bound from (2.5) as being slightly stronger than the weighted average of f (x * )+φ t (x * ) and its Fenchel dual −f
) evaluated at the average negative gradient u (t) , and corrected by the introduced approximation error φ t (x * ). This means that we can think about the lower bound L (t) as encoding the Fenchel dual of f (x * ) + φ t (x * ) -an approximation to f (x * ) that converges to f (x * ) at rate 1/α (t) -and constructing dual solutions from the history of the gradients of f .
Extension to Strongly Convex Objectives. When the objective is σ-strongly convex for some σ > 0, we can use σ-strong convexity (instead of just regular convexity) in the construction of the lower bound. This will generally give us a better lower bound which will lead to the better convergence guarantees in the discrete-time domain. It is not hard to verify (by repeating the same arguments as above) that in this case we have the following lower bound:
Remark 2.2. Note that, due to the strong convexity of f , we do not need additional regularization in the lower bound to ensure that the minimum inside it is differentiable, i.e., we could use φ(·) = 0. This choice of φ will have no effect in the continuous-time convergence. In the discrete time, however, if we chose φ(·) = 0 the initial gap (and, consequently, the convergence bound) would scale with x (1) −x (0) 2 . Adding a little bit of regularization (i.e., choosing a non-zero φ) will allow us to replace
Extension to Composite Objectives. Suppose now that we have a composite objectivef (x) = f (x)+ψ(x). Then, we can choose to apply the convexity argument only to f (·) and use ψ(·) as a regularizer (this will be particularly useful in the discrete-time domain in the settings where f (·) has some smoothness properties while ψ(·) is generally non-smooth). Therefore, we could start withf (x) ≥ f (x)+ ∇f (x), x −x +ψ(x). Repeating the same arguments as in the general construction of the lower bound presented earlier in this subsection:
Extension to Monotone
Operators and Saddle-Point Formulations. The notion of the approximate gap can be defined for problem classes beyond convex minimization. Examples are monotone operators and convex-concave saddle-point problems. More details are provided in Appendix B.
3. First-Order Methods in Continuous Time. We now show how different assumptions about the problem leading to the different choices of the upper and lower bounds (and, consequently, the gap) yield different first-order methods.
3.1. Mirror Descent/Dual Averaging Methods. Let us start by making minimal assumptions about the objective function f : we will assume that f is convex and subdifferentiable (with the abuse of notation, in this case ∇f (x (t) ) denotes an arbitrary but fixed subgradient of f at x (t) ). As discussed in the previous section, since we are not assuming that f is differentiable, we will take
, so that α (t) U (t) is differentiable w.r.t. the time and well-defined at the initial time point. As there are no additional assumptions about the objective (such as composite structure and strong convexity), we will use the generic lower bound from (2.5). Hence, we have the following expression for the gap:
Observe that
Now we show that ensuring the invariance d dt (α (t) G (t) ) = 0 exactly produces the continuous-time mirror descent dynamics. Using (1.2) and Proposition (1.7) with
, which is precisely the mirror descent dynamics from [25] :
We immediately obtain the following lemma:
3.2. Accelerated Convex Minimization. Let us now assume more about the objective function: we will assume that f is continuously differentiable, which means that our choice of the upper bound will be
Since there are no additional assumptions about f, the lower bound we use is the generic one from Equation (2.5). Differentiating α (t) G (t) , we have:
where we have used
. This is precisely the accelerated mirror descent dynamics [21, 39] , and we immediately get the convergence result stated as Lemma 3.2 below.
(CT-AMD)ż
Lemma 3.2. Let x (t) , z (t) evolve according to (CT-AMD), for some continuously differentiable convex function f : X → R. Then, ∀t > 0:
3.3. Gradient Descent. Using the same approximate gap as in the previous subsection, now consider the special case when φ(
/σ. Using the result for
) from the previous subsection and setting
The choice
/σ precisely defines the gradient descent algorithm, and the convergence result stated as Lemma 3.3 immediately follows.
(CT-GD)ż
/σ,
Lemma 3.3. Let x (t) , z (t) evolve according to (CT-GD), for some continuously differentiable convex function f : R n → R. Then, ∀t > 0:
3.4. Accelerated Strongly Convex Minimization. Let us now assume that, in addition to being continuously differentiable, f is strongly convex. In that case, we use U (t) = f (x (t) ) and the lower bound from (2.6). Let φ t (x) = t 0
Then, we have the following result for the change in the gap:
) ≤ 0, and the convergence result stated as Lemma 3.4 below follows.
(CT-ASC)ż
Note that, while there is no difference in the convergence bound for (CT-AMD) and (CT-ASC), in the discrete time domain these two algorithms lead to very different convergence bounds, due to the different discretization errors they incur.
3.5. Composite Dual Averaging. Now assume that the objective is composite:f (x) = f (x) + ψ(x), where f (x) is convex and ∇φ * t (·) is easily computable, for φ t (x) = A (t) ψ(x) + φ(x). Then, we can use the lower bound for composite functions (2.7). Since we are not assuming that either f or ψ is continuously differentiable, the upper bound of choice is:
Then, the change in the gap is:
Thus, whenẋ
, and Lemma 3.5 follows immediately. The algorithm can be thought of as mirror descent (or dual averaging) for composite minimization.
(CT-CMD)ż
Lemma 3.5. Let x (t) ,x (t) evolve according to (CT-CMD), for some convex composite functionf = f + ψ : X → R. Then, ∀t > 0:
3.6. Generalized Frank-Wolfe Method. We have already discussed the standard version of Frank-Wolfe method in Example 2.1. As discussed there, we can view standard Frank-Wolfe method as minimizing a composite objectivef = f + ψ, where ψ is the indicator function of set X, and using the assumption that problems of the form min u∈X { z, u + ψ(u)} are easily solvable for any fixed z. We will now show how the method generalizes for any (possibly non-differentiable) ψ. The lower bound from (2.4) derived for standard Frank-Wolfe method immediately generalizes to:
By (generalized) Danskin's Theorem [5] , we have that
(note that the minimizer may not be unique as ψ is not necessarily strictly convex; with the abuse of notation, ∇ψ * (−∇f (x (τ ) )) may be a subgradient of ψ * ). Since f is assumed to be continuously differentiable, we would like to use f (x (t) ) in the upper bound. On the other hand, ψ is not necessarily differentiable, and hence we cannot use ψ(x (t) ) in the upper bound. Instead, we need to have
for some points v (τ ) ∈ X to ensure that α (t) U (t) is differentiable. Hence, based on the rules for choosing the upper bound discussed in Section 2, we would like the upper bound to be of the form:
Using Jensen's Inequality, this is a valid upper bound onf (
. Taking a leap of faith, let us consider the gap constructed based on the lower and upper bounds from (3.3), (3.4). Differentiating
For the terms from the second line to cancel out, we need
, which is what we needed for the upper bound to be valid. Hence, we exactly recover the continuous-time counterpart of the generalized Frank-Wolfe method from [31] and Lemma 3.6 follows.
(CT-FW)ẑ (t) = −∇f (x (t) ),
) ∈ X is an arbitrary initial point.
Lemma 3.6. Let x (t) ,ẑ (t) evolve according to (CT-FW), for some convex composite functionf = f + ψ : X → R, where f is continuously differentiable. Then:
, ∀t ≥ 0.
Discretization and Incurred Errors.
Suppose now that α (t) is a discrete measure. In particular, let α (t) be an increasing piecewise constant function, with α (t) = 0 for t < 0, α (t) constant in intervals (0 + i, 0 + i + 1) for i ∈ Z + , and α ((0+i)+) − α ((0+i)−) = a i for some a i > 0 and i ∈ Z + , as discussed in Section 1.2. For the continuous-time algorithms (and their analyses) presented in Section 3, there are generally two causes of the discretization error: (i) different integration rules applying to continuous and discrete measures, and (ii) discontinuities in the algorithm updates. We discuss these two causes in more details below.
Integration errors. To understand where the integration errors occur, we first note that such errors cannot occur in integrals whose sole purpose is weighted averaging, since for these integrals there is no functional difference in the continuous-and discrete-time domains. Thus, the only place where the integration errors can occur is in the integral appearing under the minimum in the lower bound. In
, the integral appears as:
where φ t (·) = φ(·) in the case of mirror descent and accelerated convex minimization. Let I (0,t) c denote the value I (0,t) would take if α was a continuous measure, i.e., if rules of continuous integration applied.
Observe that, as between times i − 1 and iα (τ ) samples the function under the integral at time i, we have:
Discontinuities in the algorithm updates. In all of the described algorithms, the updates for x (t) (and possiblyx (t) ) depend on ∇φ * t (z (t) ). Recall that z (t) aggregates negative gradients up to time t and thus also depends on ∇f (x (t) ). In the continuous time domain, this is not a problem, since the updates in x (t) can follow updates in z (t) with an arbitrarily small delay, meaning that in the limit we can take that x (t) changes simultaneously with z (t) . In the discrete time, however, the delay between the two updates cannot be neglected, and using implicit updates of the form x (t) = g(∇φ * t (z (t) )) for some function g(·) is in general either not possible or requires many fixed-point iterations.
Apart from affecting the value of I (i−1,i) described above, the discontinuities will also contribute additional discretization error in the case of composite minimization. The reason for the additional discretization error is that the analysis of the gap reduction relies on bounding the change in ψ(x (t) ) (or theα (τ ) -weighted average of ψ(x (τ ) )'s for τ ∈ [0, t]) from the upper bound byα (t) ψ(∇φ * t (z (t) )) from the lower bound. For composite dual averaging, this discretization error at time i will amount to a i ψ(
) . Similar to composite dual averaging, Frank-Wolfe will accrue discretization error a i ψ(
. Effect of discretization errors on the gap. Since in continuous time we had that d dt (α (t) G (t) ) ≤ 0, if the discretization error between discrete time points i − 1 and i is
d , and we can conclude that:
Note that E (i)
d 's contain both the integration error and the error due to the discontinuities in the algorithm updates discussed above. These discretization errors will ultimately determine the algorithms' convergence rate: while in the continuous time domain we could choose α (t) (and A (t) ) to grow arbitrarily fast as a function of time, in the discrete time domain, the discretization errors
will depend on the choice of A (k) . In particular, this co-dependence between A (k) and E
will determine the choice of A (k) leading to the highest decrease in the bound on G (k) from (4.2) as a function of k.
We are now ready to bound the discretization errors of the algorithms from Section 3. Before doing so, we make the following two remarks:
Remark 4.1. The versions of mirror descent and mirror prox presented here are in fact the "lazy" versions of these methods that are known as Nesterov's dual averaging [29] .The "lazy" and standard versions of the methods are equivalent whenever X = R n . The reason we chose to work with the "lazy" versions of the methods is that they follow more directly from the discretization of continuous-time dynamics presented in the previous section. 
for the discrete version of the gap. We have chosen the approach presented here to illustrate the effects of discretization.
Dual Averaging (Lazy Mirror Descent).
Recall that in mirror descent, φ i (·) = φ(·). The discretization error can be bounded as follows. Proposition 4.3. The discretization error for (CT-MD) is:
Proof. In (CT-MD), x (τ ) = ∇φ * (z (τ ) ), and thus:
Since for non-composite functions E (i)
, combining (4.1) and (4.3) completes the proof.
We now consider two different discretization methods that lead to discrete-time algorithms known as (lazy) mirror descent and mirror prox. −1) ),
It follows (from Proposition 4.3) that in this case the discretization error is given as:
When f (·) is Lipschitz-continuous, we recover the classical mirror descent/dual averaging convergence result [25] :
Theorem 4.4. Let f : X → R be an L-Lipschitz-continuous convex function, and let ψ : X → R be σ-strongly convex for some σ > 0. Let
is Lipschitz continuous with parameter L, using Cauchy-Schwartz Inequality:
where the second inequality follows from 2ab − b 2 ≤ a 2 , ∀a, b. Therefore, from (4.2):
Similarly, we can bound the initial gap as:
Finally, combining (4.5), (4.6), the choice of a i 's, and f (
, the result follows.
Approximate Backward Euler Discretization: Mirror Prox/Extra-gradient. Observe that if we could set x (i) = ∇φ * (z (i) ) (i.e., if we were using backward Euler discretization for x), then the discretization error would be negative:
). However, backward Euler is only an implicit discretization method, as it involves solving
. Fortunately, the fact that the discretization error is negative enables an approximate implementation of the method, where only two fixed-point iteration steps are performed. 6 The resulting discrete-time method is known as mirror prox [24] or extra-gradient descent [20] . −1) ),
, and x (0) ∈ X is an arbitrary initial point.
This method is typically used for solving variational inequalities with monotone operators [24] . Its convergence bound is provided in Theorem B.2 in Appendix B.
Accelerated Smooth Minimization.
In this and in the following subsection, we will only consider forward Euler discretization of the accelerated dynamics, which corresponds to the Nesterov's accelerated algorithm. Approximate backward Euler discretization using similar ideas as in the proof of convergence of mirror prox from the previous subsection is also possible and leads to the recent accelerated extragradient descent (axgd) algorithm that we presented in [12] .
As before, we can bound the discretization error by computing I (i−1,i) to obtain the following result. 
Proof. Recall continuous-time accelerated dynamics (CT-AMD), whereẋ
and φ i (·) = φ(·). We have:
Integrating by parts, the first integral is −A −1) )), while the second integral is (as we have seen in the previous subsection) D ψ * (z (i−1) , z (i) ). Thus, using (4.1), the discretization error is:
where we used f (
Standard forward Euler discretization sets
We cannot bound such a discretization error, since we are not assuming that f (·) is Lipschitz-continuous. However, since f (·) is L-smooth, we can introduce an additional gradient step whose role is to cancel out the discretization error by reducing the upper bound. The algorithm then becomes the familiar Nesterov's accelerated method [26] :
The introduced gradient steps only affect the upper bound, changing it from
. Thus, correcting (4.7) for the change in the upper bound:
We are now ready to prove the convergence of Nesterov's algorithm for smooth functions [26] : Theorem 4.6. Let f : X → R be an L-smooth function, ψ : X → R be a σ-strongly convex function, and let
Proof. As f (·) is L-smooth, by the definition ofx (i) :
Since the gradient step was introduced to cancel out the discretization error, intuitively, it is natural to try to cancel out the second two terms from (4.9) (that correspond to the original discretization error (4.7)) by
), the decrease due to the gradient step. A point x ∈ X that would charge the gradient term from (4.9) to the gradient term in (4.10) is
It follows from (4.10) that: (4.11)
Therefore, for the quadratic term in (4.11) to cancel the remaining term in (4.9),
2 from the theorem statement satisfies A (k) . It remains to bound the initial gap, while the final bound will follow by simple computation of A (k) . We have:
by the same arguments as in bounding the discretization error above.
Gradient Descent.
The discretization error of gradient descent is the same as the discretization error of the accelerated method from the previous subsection (Eq. (4.7)), since the two methods use the same approximate duality gap. Classical gradient descent uses Forward Euler discretization, which sets
/σ. Thus, the algorithm can be stated as:
σ ,
To cancel out the discretization error, we only need to use the fact that gradient steps (corresponding to the steps of the algorithm) reduce the function value, assuming that the function is L-smooth for some L ∈ R ++ . This is achieved by setting
). Correcting the discretization error by the change in the upper bound:
Proposition 4.7. The discretization error of (GD) is:
Proof. Follows directly by combining (4.7), U (i) = f (x (i+1) ), and (GD).
We can now recover the classical bound for gradient descent (see, e.g., [7] ).
Proof. By the smoothness of f (·) and (GD):
By type-checking the last expression, it follows that a i needs to be proportional to
2 , the claimed bound on the gap follows. 4.4. Accelerated Smooth and Strongly Convex Minimization. Recall the accelerated dynamics for σ-strongly convex objectives (CT-ASC). The dynamics is almost the same as (CT-AMD), except that instead of a fixed φ i (·), we now have:
, ∀x ∈ X. We can compute the discretization error for (CT-ASC) as follows.
Proposition 4.9. The discretization error for (CT-ASC) is:
Proof. To compute the discretization error, we first need to compute
:
Combining (4.1), (4.12) , and the fact that −a i ∇f (
As φ i (x) ≥ φ i−1 (x), ∀x ∈ X, it follows that also φ * i (z) ≤ φ * i−1 (z), ∀z. Using the definition of Bregman divergence and convexity of f (·):
Comparing the discretization error from Proposition 4.9 with the discretization error (4.7) from previous subsection, we can observe that they take the same form, with the only difference of φ * being replaced by φ * i−1 . Thus, introducing a gradient descent step into the discrete algorithm leads to the same changes in the discretization error, and we can use the same arguments to analyze the convergence. The algorithm is given as: −1) ),
while the discretization error for (ASC) becomes:
We have the following convergence result:
Theorem 4.10. Let f : X → R be an L-smooth and σ-strongly convex function,
(0) ), and let
, where κ = L/σ is f (·)'s condition number, then:
Proof. The proof follows by applying the same arguments as in the proof of Theorem 4.6. To obtain the convergence bound, we observe that φ i (·) is σ i -strongly convex for σ i = σ i j=0 a j + σ 0 = A (i) σ + σ 0 . Thus, we only need to show that
Remark 4.11. When X = R n , we obtain a tighter convergence bound. Namely, assuming that · = · 2 , we can recover the standard guarantee f ( [32] . More details can be found in Appendix C.
Composite Dual Averaging.
Consider the forward Euler discretization of (CT-CMD), recovering updates similar to [15] 7 :
(CMD)
Unlike in the standard (non-composite) convex minimization, as discussed at the beginning of the section, in the composite case the discretization error needs to take into account an extra term. The additional term appears due to the discontinuous solution updates and ψ(·) in the objective; in the continuous-time case
) and the change in the upper bound term
the change in ψ(∇φ * t (z (t) )). In the discrete time, however, −1) ), and thus the error also includes a i (ψ(∇φ * i (z (i−1) ))−ψ(∇φ * i (z (i) ))), leading to the following bound on the discretization error.
Proposition 4.12. The discretization error for forward Euler discretization of (CT-CMD) is:
Proof. In continuous-time regime, x (τ ) = ∇φ * τ (z (τ ) ), and thus:
Recalling that φ t (x) = α (t) ψ(x) + φ(x) and using Danskin's theorem, we have:
Therefore:
On the other hand, as:
the discretization error is:
It remains to show that φ * −1) )) and using the definition of a convex conjugate together with Fact 1.6:
where the inequality is by Fact 1.6, as ∇φ i−1 (
Finally, we can obtain the following convergence result for the composite functions, similar to the classical case of mirror descent.
Theorem 4.13. Letf = f + ψ : X → R be a composite function, such that f (·) is L-Lipschitz-continuous and convex, and ψ(·) is "simple" and convex. Here, "simple" means that ∇φ * i (z) is easily computable for
) and some σ-strongly convex φ(·) where σ > 0. Fix any k ≥ 1 and let
k+1 . Then:
Proof. Observe that since φ(·) is σ-strongly convex, φ i (·) is also σ-strongly convex. The rest of the proof follows the same argument as the proof of Remark 4.14. Observe that if ψ(·) was σ-strongly convex for some σ > 0, we could have obtained a stronger convergence result, as in that case we would have
, which would allow choosing larger steps a i .
Frank-Wolfe Method.
For the discretization of continuous-time FrankWolfe method (CT-FW), we need to take into account the different lower bound we obtained in Equation (3.3) . In particular, the integral that accrues a discretization error is
, whereẑ (τ ) = −∇f (x (τ ) ). The forward Euler discretization gives the following algorithm: (FW)ẑ (i) = −∇f (x (i) ),
As discussed before, the discretization error needs to include a i (ψ(∇ψ * (ẑ (i−1) )) − ψ(∇ψ * (ẑ (i) ))) in addition to I (i−1,i) − I , and is bounded as follows.
Proposition 4.15. The discretization error for forward Euler discretization of (CT-FW) is:
where the second inequality follows from (4.18) and x (i) − x (i−1) = ai A (i) (x (i−1) − ∇ψ * (ẑ (i−1) )) (by (FW)). Therefore:
(A (i) ) ν . We now use the same arguments to bound G (0) . As x (0) can be mapped to ∇ψ * (ẑ (−1) ), for someẑ (−1) , we have:
(A (i) ) ν . In particular, when a i = i + 1, then
. Finally, 
Conclusion.
We presented a general technique for the analysis of first-order methods. The technique is intuitive and follows the argument of reducing approximate duality gap at the rate equal to the convergence rate. Besides the unified interpretation of many first-order methods, the technique is generally useful for obtaining new optimization methods [9] [10] [11] [12] [13] . An interesting direction for future is extending this technique to other settings, such as, e.g., geodesically convex optimization.
Using the definition of D ψ * (z,ẑ) and (A.1), we can write D ψ * (z,ẑ) as: D ψ * (z,ẑ) = ψ(∇ψ * (ẑ)) − ψ(∇ψ * (z)) − z, ∇ψ * (ẑ) − ∇ψ * (z) .
Since ψ(·) is σ-strongly convex, it follows that:
D ψ * (z,ẑ) ≥ σ 2 ∇ψ * (ẑ) − ∇ψ * (z) 2 + ∇ψ(∇ψ * (z)) − z, ∇ψ * (ẑ) − ∇ψ * (z) .
As, from Fact 1.6, ∇ψ * (z) = arg max x∈X { x, z − ψ(x)}, by the first-order optimality condition ∇ψ(∇ψ * (z)) − z, ∇ψ * (ẑ) − ∇ψ * (z) ≥ 0, completing the proof.
The Bregman divergence D ψ * (x, y) captures the difference between ψ * (x) and its first order approximation at y. Notice that, for a differentiable ψ * , we have:
The Bregman divergence D ψ * (x, y) is a convex function of x. Its Bregman divergence is itself.
Proposition A.2. For all x, y, z ∈ X D ψ * (x, y) = D ψ * (z, y) + ∇ψ * (z) − ∇ψ * (y), x − z + D ψ * (x, z).
Appendix B. Extension of ADGT to Monotone Operators and ConvexConcave Saddle-Point Problems. Given a monotone operator F : X → R n , the goal is to find a point x * ∈ X such that F (u), x * − u ≤ 0, ∀u ∈ X. The approximate version of this problem is: (B.1) Find x ∈ X such that F (u), x − u ≤ , ∀u ∈ X, and we can think of on the right-hand side of (B.1) as the optimality gap. The property of monotone operators F (·) useful for the approximate gap analysis is ∀x, u ∈ X: F (u), x − u ≤ F (x), x − u . The approximate gap can be constructed using the same ideas as in the case of a convex function, which, lettinĝ
x (0) , gives, ∀u ∈ X:
(B.2)
Now assume that we want to find a saddle point of a function Φ(v, w) : V ×W → R that is convex in v and concave in w. By convexity in v and concavity in w, we have that, for all v, v (τ ) ∈ Y and all w, w (τ ) ∈ Z:
where ∇ v (resp. ∇ w ) denotes the gradient w.r.t. v (resp. w).
Combining (B.3) and (B.4), it follows that, ∀v, v (τ ) ∈ Y , ∀w, w (τ ) ∈ Z:
