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Abstract
We study and give some a posteriori estimates for 5nite element approximation of a linearized Oldroyd’s
problem for the approximation of viscoelastic 7uid 7ows. The major di9culty lies in the coupling between two
di:erent kinds of equations: a hyperbolic equation associated to the constitutive equation and Stokes problem.
These estimates are then obtained combining two di:erent techniques used for each kind of equation: the 5rst
technique is given in (First ICIAM, Paris, 1987) for Stokes’s equations and the second in (C.R. Acad. Sci.
Paris. Ser. I. 322 (1996) 493) for Friedrichs’s system.
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1. Introduction
Assuming the stationary and the creeping 7ow hypotheses, the basic set of equations of the
Oldroyd-B problem in a bounded domain  ⊂ R2, see [3], is given by
(O)


 + [u · ∇ + !(u)− !(u) − a(d(u) + d(u))] = 2d(u) in ;
−∇ ·  − 2(1− )∇ · d(u) +∇p= f in ;
∇ · u = 0 in :
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The unknowns of this problem are  the extra-stress tensor, u the velocity vector and p the pressure
(scalar function). The following notations were adopted: with the Einstein’s summation convention,
∇ ·  = 	ij; j denotes the divergence of the tensor ; ∇ · u = ui; i the divergence of u; (u · ∇) =
ukij; k ; ∇p = p;i the gradient of p; d(u) = 1=2(ui; j + uj; i) the rate of strain tensor and !(u) =
1=2(ui; j − uj; i) the vorticity tensor of u. The parameter  representing the Weissenberg number is
supposed to be ¿ 0; a is a real number, a∈ [−1; 1], associated to the objective derivative (see [3]).
The terms  and (1 − ) are respectively the viscoelastic and the Newtonian parts of the viscosity
of the 7uid. The real parameter  is supposed to be such that ∈ [0; 1[ the value 1 corresponding
to the Maxwell model is not considered in this work (the problem remains open).
When simulating the viscoelastic 7uid 7ows, and then approximating the Oldroyd problem, one
usually uses two kinds of geometries. The 5rst consists of an academic problem called the stick–slip
problem and presenting a singularity due to the change of type in the boundary conditions. The sec-
ond, more realistic consists of a non-convex geometry commonly called the four-to-one contraction.
It presents a singularity due to the re-entrant corner. For these two geometries, the solution admits
singularities of which the mathematical nature is still unknown. A mesh re5nement at the vicinity
of these singular points is essential and allows to improve the solution. In the absence of analysis
tools, these re5nements are made while inspiring from the common sense (see for example [5]).
An a posteriori analysis is therefore very useful and will allow certainly more adequate re5nements
as it is shown by numerical implementation in [8]. But due to the presence of the non-linearities,
the a posteriori analysis presents some di9culties that we will emphasise later. Consequently, the
main purpose of this work is to study an a posteriori error estimator for the linearized version of
the Oldroyd problem and is the 5rst step towards a full problem. An outline of this paper is as
follows: in Section 2 we will describe an abstract framework associated to the linearized version
of the Oldroyd problem. In Section 3, we deal with the a posteriori analysis and in Section 4, we
give some practical error indicators and 5nite element examples. Some numerical results are given
in Section 5.
2. Abstract framework
In the following, we denote by (· ; ·) the scalar product of [L2()]n; n∈N, and | · | the associated
norm. We shall also use the euclidean norm | · |2 on Rn. Let  be a symmetric tensor and B a
linear operator such that B() is a symmetric tensor (note that, the Oldroyd’s constitutive equation
given above is symmetric for symmetric tensor ). Moreover, we shall assume that B satis5es the
following hypothesis:
∀ (symmetric tensor); 2|(B(); )|6 0||2 with 0¡ 1: (1)
In the sequel we set
B= 0;
or
B() = (b · ∇);
K. Najib et al. / Journal of Computational and Applied Mathematics 167 (2004) 345–361 347
where b is a C0( M;R2)∩C1(;R2) vector function. Without loss of generalization, one may suppose
that
∇ · b= 0 in  and b= 0 on  the boundary of :
With such a function b, we can also set
B() = ((b · ∇) + !(b)− !(b)):
This allows to take into account a linearized version of Oldroyd’s problem, with a = 0. For these
two cases inequality (1) holds with 0 = 0. We may also consider the general case, where a 
= 0,
by setting
B() = [(b · ∇) + !(b)− !(b) − a(d(b) + d(b))]:
In this last case, in view to have (1), we shall assume that
4a‖|d(b)|2‖∞6 0; with |d(b)|22 = dij(b)dij(b): (H1)
Let us now consider the simpli5ed version of the Oldroyd problem de5ned by the speci5c linear
operator B(·) as above
(P)


 + B() = 2d(u) in ;  symmetric;
−∇ ·  − 2(1− )∇ · d(u) +∇p= f in ;
∇ · u = 0 in ;
u = 0 on ;
where f∈ [L2()]2. To get a variational framework of the problem (P), we set
T = {; ∈ [H 1()]4;  symmetric}:
Note that the linear operator B(·) given above is well de5ned on T . Moreover, using Green’s formula,
it is easy to see that inequality (1) holds for all  in T . Let
X = [H 10 ()]
2 and M = L20() = {q∈L2(); (1; q) = 0}:
The Sobolev’s notations are those of [6]. We shall use the following norm on X : u→ |d(u)| which
is, by the Korn’s inequality, equivalent to the usual [H 10 ()]
2 norm (see also (5.31), in [6], p. 86).
It is shown in [6] that the pair (X;M) satis5es the following inf–sup velocity–pressure condition:
∃¿ 0; inf
q∈M supv∈X
(∇ · v; q)
|d(v)| |q| ¿ : (2)
The solution of (P) is a solution of the following “semi–variational” problem:
(Q)


Find (; u; p)∈T × X ×M such that
 + B() = 2d(u);
A((; u); (0; v))− (p;∇ · v) + (q;∇ · u) = (f ; v); ∀(v; q)∈X ×M;
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where A is the bilinear form (independent of ) de5ned on (X ×M)2 by
A((; u); (; v)) = (; d(v)) + 2(1− )(d(u); d(v)) + (∇ · u;∇ · v):
We have added the (∇ · u;∇ · v) term which is optional.
In order to establish a posteriori estimates result we shall assume that Problem (Q) admits a
solution (; u; p)∈T × X ×M .
We consider, now, the 5nite element (FE) approximation of the problem (Q). We denote by
{Th × Xh ×Mh ⊂ T × X ×M}h¿0 a family of FE spaces, where h is a discretisation parameter (in
practice, h will be the mesh size). The discrete variational formulation associated to the problem
(Q) is given by
(Qh)


Find (h; uh; ph)∈Th × Xh ×Mh; such that
h ∈Th given;
A((h; uh); (0; vh))− (ph;∇ · vh) + (∇ · uh; qh) = (f; vh); ∀(vh; qh)∈Xh ×Mh:
The term h ∈Th can be obtained by any FE approximation, this is a feature of the method in [2],
for which no relations of orthogonality are needed. For example, we can use an appropriate upwind
technique such as:
• Streamline–Upwind/Petrov–Galerkin (SUPG) method
(h + B(h)− 2d(uh); h + h(uh · ∇)h) = 0; ∀h ∈Th:
• A modi5ed SUPG method (see [10])
(h + B(h)− 2d(uh); h + hB(h)) = 0; ∀h ∈Th:
• Lesaint–Raviart or discontinuous Galerkin technique (see [7]): in that case, h is obtained as the
L2-projection from L2() on Th of ′h, a discontinuous approximation of the hyperbolic problem
Find  such that;
 + B() = 2d(uh):
We shall assume that Problem (Qh) admits a solution that we denote (h; uh; ph). In practice,
usually, the pair (Xh;Mh) has to satisfy the following inf–sup velocity–pressure condition:
∃∗¿ 0; inf
q∈Mh
sup
v∈Xh
(∇ · v; q)
|d(v)| |q| ¿ 
∗; (3)
with ∗ independent of h.
3. Abstract a posteriori estimates for (P)
Let A be the operator associated to the bilinear form A, de5ned on X ×M by
〈A(h; uh); (h; vh)〉= A((h; uh); (h; vh)):
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Following [1], we de5ne two residuals R and S;
〈R; v〉= 〈A(h; uh); (0; v)〉 − (∇ · v; ph)− (f ; v); ∀v∈X;
〈S; q〉=−(∇ · uh; q); ∀q∈M:
Using the fact that (h; uh; ph) is a solution of (Qh), we get the following properties:
〈R; v〉= 0; ∀v∈Xh;
〈S; q〉= 0; ∀q∈Mh; (4)
and
〈A(; u)−A(h; uh); (0; v)〉 − (∇ · v; p− ph) =−〈R; v〉; ∀v∈X; (5)
(∇ · u −∇ · uh; q) = 〈S; q〉; ∀q∈M: (6)
We de5ne, also, the residual MM ;
MM = |h + B(h)− 2d(uh)|:
We denote by MR and MS the following norms of R and S:
MR= sup
v∈X
|〈R; v〉|
|d(v)| ;
MS = sup
q∈M
|〈S; q〉|
|q| :
Now, we show the following abstract a posteriori error estimate result:
Theorem 1. Let 06 ¡ 1, let (; u; p) be a solution of Problem (Q) and (h; uh; ph) be a solution
of Problem (Qh). Then, there exists a constant C independent of b; ; 0;  and h such that√
1− 0| − h|+ |B()− B(h)|+ 1√
1−  |∇ · (u − uh)|
+ |d(u − uh)|+ |p− ph|6 C1−  (
MR+ −1 MS + MM):
Proof. Relations (5) and (6) give with v= u − uh and q= p− ph the following:
〈A(; u)−A(h; uh); (0; u − uh)〉 = (∇ · (u − uh); p− ph)− 〈R; u − uh〉
= 〈S; p− ph〉 − 〈R; u − uh〉
6 MR|d(u − uh)|+ MS|p− ph|:
Then, using relation
〈A(; u)−A(h; uh); (0; u − uh)〉= ( − h − 2d(u − uh); d(u − uh))
+ 2|d(u − uh)|2 + |∇ · (u − uh)|2;
we obtain
|∇ · (u − uh)|2 + 2|d(u − uh)|26 | − h − 2d(u − uh)‖d(u − uh)|
+ MR|d(u − uh)|+ MS|p− ph|: (7)
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We estimate in (7) the | − h − 2d(u − uh)| term by (this is a key of the proof)
| − h − 2d(u − uh)| = | − B()− h + 2d(uh)|
= | − B() + B(h)− B(h)− h + 2d(uh)|
6 |B()− B(h)|+ MM: (8)
Now, we give in (7) estimate for the pressure term. The inf–sup condition (2) and relation (5) give
|p− ph|6 sup
v∈X
(∇ · v; p− ph)
|d(v)| 6 supv∈X
〈A(; u)−A(h; uh); (0; v)〉+ 〈R; v〉
|d(v)|
this gives, using |∇ · v|6√2|d(v)| and (8)
|p− ph|6 | − h − 2d(u − uh)|+ 2|d(u − uh)|+
√
2|∇ · (u − uh)|+ MR
6 |B()− B(h)|+ MM + 2|d(u − uh)|+
√
2|∇ · (u − uh)|+ MR: (9)
We set
S = −1 MS:
With (8) and (9) relation (7) becomes
|∇ · (u − uh)|2 + 2|d(u − uh)|2
6 [|B()− B(h)|+ MM + MR]|d(u − uh)|
+ S
[
|B()− B(h)|+ MM + 2|d(u − uh)|+
√
2|∇ · (u − uh)|+ MR
]
:
This gives using ab6 a2=2 + b2=2 with a= |∇ · (u − uh)|
1
2 |∇ · (u − uh)|2 + 2|d(u − uh)|26 [|B()− B(h)|+ MM + MR]|d(u − uh)|
+ S[|B()− B(h)|+ MM + 2|d(u − uh)|+ S + MR]: (10)
Now we use the remark in [2], which is very fruitful to obtain a posteriori estimate for Friedrich’s
systems. We have
| − h + B( − h)|2 = |2d(u)− h − B(h)|2:
On the other hand, using hypothesis (1), we get
| − h + B( − h)|2 = | − h|2 + |B( − h)|2 + 2(B( − h); ( − h))
¿ (1− 0)| − h|2 + |B( − h)|2:
These two last relations give
(1− 0)| − h|2 + |B( − h)|26 |2d(u)− h − B(h)|2
6 |2d(u)− 2d(uh) + 2d(uh)− h − B(h)|2
6 [|2d(u)− 2d(uh)|+ MM ]2:
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We then obtain
|B()− B(h)|6 2|d(u)− d(uh)|+ MM; (11)
√
1− 0| − h|6 2|d(u)− d(uh)|+ MM: (12)
Thus, with (11), relation (10) gives
1
2 |∇ · (u − uh)|2 + 2(1− )|d(u − uh)|2
6 [2 MM + MR+ 2(1 + )S]|d(u − uh)|+ 2 MMS + S2 + MRS:
Then, we obtain, using inequality ab6 (1− )a2 + (b2=4(1− )) with a= |d(u − uh)|
1
2 |∇ · (u − uh)|2 + (1− )|d(u − uh)|2
6
1
1−  [2
MM + MR+ 2(1 + )S]2 + 2 MMS + S2 + MRS: (13)
Thus, we obtain Theorem 1 with (9), (11)–(13).
To end this section let us point out that the case (=1) corresponding to the Maxwell’s problem
could not be treated in the framework of this paper and remains an open question. The introduction
of the (∇ · u;∇ · v) term in the variational formulation improves, somehow, the estimates on the
divergence terms, the coe9cient of the divergence term in Theorem 1 is 1=
√
1−  instead of 1.
Let us now, give and study an example of local estimator built with MR; MS and MM .
4. Some a posteriori estimators for the problem (P)
To de5ne an a posteriori error estimator, we shall assume that  is equipped with a regular con-
forming (as de5ned in [4]) family of triangulations {Th}h¿0 made of triangles K : M={∪K; K ∈Th}
and that there exists % such that
hK6 %&K ;
where hK is the diameter of K; &K is the diameter of the greatest ball included in K and h =
maxK∈Th hK .
We assume that the restriction of elements of Th (resp. Xh and Mh) to K are C1( MK) (resp. C2( MK)
and C1( MK)) on each triangle K ∈Th.
We shall assume that there exists a linear interpolation operator 'h :X → Xh and a constant C
independent of h such that:
‖v−'hv‖m;2;K6Ch1−mK

 ∑
K ′ ;K ′∩K =∅
‖v‖1;2;K ′

 ; m= 0; 1; ∀v∈X: (14)
In practice, this assumption is satis5ed for many subspaces Xh, using the ClSement operator (see [6]).
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Let F be an edge of K; hF its length, n the outward unit normal to K . Let [g] the jump of g
across F , with the convention that [g] = 0 if F ⊂ @. We, 5rst, de5ne some partial local estimators
,1(K)2 = h2K
∫
K
| − ∇ · h − 2(1− )∇ · d(uh) +∇ph − f|22
+
∑
F∈@K
hF
∫
F
|[(h + 2(1− )d(uh)− ph
) · n]|22 ds;
,2(K)2 =
∫
K
|∇ · uh|22;
,3(K)2 =
∫
K
|h + B(h)− 2d(uh)|22;
where 
 denotes the identity tensor and · the matrix–vector product. As consequence of (4) and
(14), we get the following estimate for the norm of R:
Lemma 1. Let Xh satisfy assumption (14). Then there exists a constant C independent of h such
that
MR= sup
v∈X
|〈R; v〉|
|d(v)| 6CR1; where R1 is given by R1 =

∑
K∈Th
,1(K)2


1=2
:
Proof. The proof of this lemma is very similar to the proof of Lemmas 2.1 and 3.1 in [9] for three
5elds Stokes problem.
For the MS and MM terms we use
MS = sup
q∈M
|〈S; q〉|
|q| 6R2 =

∑
K∈Th
,2(K)2


1=2
(15)
and
MM = R3 =

∑
K∈Th
,3(K)2


1=2
: (16)
In consequence of Theorem 1 and Lemma 1, we have the following a posteriori error estimate
result:
Theorem 2. Let 06 ¡ 1, let Xh satisfy assumption (14), let (; u; p) be a solution of Problem
(Q) and (h; uh; ph) be a solution of Problem (Qh). Then, there exists a constant C independent
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of b; ; 0;  and h such that
√
1− 0| − h|+ |B()− B(h)|+ 1√
1−  |∇ · (u − uh)|
+ |d(u − uh)|+ |p− ph|6 C1−  (R1 + 
−1R2 + R3);
where R1 is as in Lemma 1, R2 and R3 are given in (15) and (16).
Remark 1. In practice, ,(K)= ,1(K)+ ,2(K)+ ,3(K) may be used as a local indicator of the error
on K .
Example of $nite element spaces satisfying (3) and (14). To end this section, let us give an example
of FE satisfying the requested conditions. Let Pk(K) denotes the space of polynomials of degree
less or equal to k on K ∈Th, then the pair
Xh = {v∈X ∩ C0( M)2; v|K ∈P2(K)2; ∀K ∈Th};
Mh = {q∈M ∩ C0( M); q|K ∈P1(K); ∀K ∈Th};
satis5es the inf–sup discrete Condition (3) with ∗ independent of h (see [6]). Furthermore, the
interpolation operator of ClSement satis5es (14) (see [6]).
5. Numerical results
Based on the theoretical results obtained in the previous sections, we present an adaptive procedure
to the problem of viscoelastic 7uid 7ow in the 4–to–1 contraction with entering boundary conditions
(see Fig. 1). The divergence free vector b is selected so that it veri5es the same regularity C0( M;R2)∩
C1(;R2) as in Section 2. Obviously, the preceding boundary condition b = 0 on  is not applied
any more. The objective derivative considered here has the general form
B() = [b · ∇ + !(b)− !(b) − a(d(b) + d(b))] with ¿ 0 and a∈ [− 1; 1]:
Fig. 1. Geometry of the contraction 4–to–1.
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The hypothesis (1) becomes then
∀ (symmetric tensor);
∣∣∣∣2(B(); )−
∫

||22b · n ds
∣∣∣∣6 0||2 with 0¡ 1: (1′)
Indeed, if the vector b satis5es the condition (H1) of the Section 2 then an integration by part of
the (b · ∇; ) term shows that b satis5es also relation (1)′.
Let  = 1 ∪ 2, such that 1 ∩ 2 = ∅ and meas(1)¿ 0, instead of the starting problem (P),
we consider the following modi5ed problem (Q), with non-homogeneous boundary conditions.
(Q)


 + B() = 2d(u) in ;  symmetric;
−∇ ·  − 2(1− )∇ · d(u) +∇p= 0 in ;
∇ · u = 0 in ;
u = u0 on 1; u · n = 0 on 2;
(( + 2(1− )d(u)− pI)n) · t = 0 on 2;
 = 0 on −b ;
where n is the outward unit normal and t the tangential unit vector on . The data 0 is supposed to
be in the space [L2(−b )]
4, where −b = {x∈; b(x) · n(x)¡ 0} is the in7ow part of the boundary
 (if  = 0 on , then −b = ∅). We assume that u0 ∈ [H 1()]2, moreover, let ds be the measure
on the boundary , we assume that the compatibility conditions
∫
1
u0 · n ds = 0 and u0 · n = 0 on
2 are satis5ed.
As, in general, one does not have the analytical solution b, it is reasonable to consider an approx-
imation bˆ of this vector. In this case B may be approximated by the following operator Bˆ:
Bˆ() = [bˆ · ∇ + 12∇ · bˆ + !(bˆ)− !(bˆ) − a(d(bˆ) + d(bˆ))]:
Remark 2. The addition of the 12∇·bˆ term comes from the fact that ∇·bˆ is generally only “weakly”
null. Moreover, it is noticed that the error associated with this term is of the same order as that
obtained if one replaced b by bˆ in !(b)− !(b) − a(d(b) + d(b)).
In the following, for a section ‘ of the boundary, 〈 ; 〉‘ denotes the semi-scalar product 〈; 〉‘ =∫
‘ ijij|bˆ · n| ds and 〈〈·〉〉‘ the associated semi-norm.
Instead of the problem (Q), we consider problem (Qˆ)
(Qˆ)


 + Bˆ() = 2d(u) in ;  symmetric;
−∇ ·  − 2(1− )∇ · d(u) +∇p= 0 in ;
∇ · u = 0 in ;
u = u0 on 1; u · n = 0 on 2;
(( + 2(1− )d(u)− pI)n) · t = 0 on 2;
 = 0 on −bˆ :
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For this problem hypothesis (1)′ remains valid i.e.,
∀ (symmetric tensor);
∣∣∣∣2(Bˆ(); )−
∫

||22bˆ · n ds
∣∣∣∣6 0||2 with 0¡ 1: (1′′)
Remark 3. One of the advantages of the introduction of the 1=2∇ · bˆ term resides in the fact that
the relation (1)′′ is satis5ed if, similarly to (H1), we have
4a‖|d(bˆ)|2‖∞6 0; (17)
without additional conditions on ∇·bˆ. An interesting example is that one associated to the co-rotational
model corresponding to a=0 and for which the relation (1)′′ is always satis5ed with bˆ∈ [W 1;∞()]2
only.
To take into account the non-homogeneous boundary conditions, the space X introduced in Section
2 becomes
X˜ = {u∈ [H 1()]2; u = 0 on 1; u · n = 0 on 2};
the FE spaces are then selected as follows:
Th = {∈T ∩ C0( M)4; |K ∈P1(K)4; ∀K ∈Th};
X˜ h = {v∈ X˜ ∩ C0( M)2; v|K ∈P2(K)2; ∀K ∈Th};
Mh = {q∈M ∩ C0( M); q|K ∈P1(K); ∀K ∈Th}:
Finally, for the approximation of the constitutive equation we use the modi5ed SUPG method of
Section 2 with a parameter 7¿ 0 in the place of h. Therefore, we obtain the following FE approx-
imation:
Find (h; uh − u0; ph)∈Th × X˜ h ×Mh such that ∀(; v; q)∈Th × X˜ h ×Mh we have
(Qˆh)


(h + Bˆ(h);  + 7Bˆ()) + (1 + 7)〈h; 〉−
bˆ
=2(d(uh);  + 7Bˆ()) + (1 + 7)〈0; 〉−
bˆ
;
(h; d(v)) + 2(1− )(d(uh); d(v))− (ph;∇ · v) + 2(∇ · uh;∇ · v) = 0;
(∇ · uh; q) = 0:
With these non-homogeneous boundary conditions, bˆ∈ [W 1;∞()]2 satisfying (1)′′ and a slight mod-
i5cation in the proof of the Theorem 1, for the Problem (Qˆ) and its approximation, the estimates of
the Theorem 2 become
√
1− 0| − h|+ |Bˆ()− Bˆ(h)|+ |d(u − uh)|+ 1√
1−  |∇ · (u − uh)|
+ |p− ph|+ 〈〈h − 0〉〉\−
bˆ
6
C
1−  (R˜1 + 
−1R˜2 + R˜3);
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with R˜i = (
∑
K∈Th ,˜
2
i (K))
1=2; i = 1; : : : ; 3 and ,˜i given by
,˜1(K)2 = h2K
∫
K
| − ∇ · h − 2(1− )∇ · d(uh) +∇ph|22
+
∑
F∈@K
hF
∫
F∩1
|[(h + 2(1− )d(uh)− phI) · n]|22 ds
+
∑
F∈@K
hF
∫
F∩2
|((h + 2(1− )d(uh)− phI)n) · t|22 ds;
,˜2(K2) =
∫
K
|∇ · u|22;
,˜3(K)2 =
∫
K
|h + Bˆ(h)− 2d(uh)|22 +
∑
F∈@K
〈〈h − 0〉〉2F∩−
bˆ
:
Now, we consider the FEM method (Q˜h) applied to a contraction 4–to–1 of length 16 (see
Fig. 1). We set 2 = {(x; y)∈; y = 0}, −bˆ = {(x; y)∈; x = 0}, +bˆ = {(x; y)∈; x = 16} and
1 =  \ {(x; y)∈; y = 0}. The boundary conditions for u1 and u2, the components of u, are
chosen as follows:
• u1(0; y) = 1− y2=16 on the in7ow boundary −bˆ ,
• u1(16; y) = 4− 4y2 on the out7ow boundary +bˆ ,• u1 = 0 on the remainder of 1.
For u2, we select u2 = 0 on 1, therefore the condition u · n = 0 on 2 leads to u2 = 0, on . On
one hand, the Weissenberg number is de5ned, as usual, as
We = ˙w;
where ˙w is the wall shear stress in the downstream part of the domain. On the other hand, ˙w =
|@yu1(16; 1)|= 8, the Weissenberg number is then given by We = ˙w = 8.
The stress tensor  is given on −
bˆ
, the in7ow part of the boundary . It is de5ned as follows:
• For the upper convected model (a= 1),  is the solution of the Poiseuille 7ow in R× [− 4; 4].
This gives
811(0; y) = 2(@yu1)2(0; y); 812(0; y) = @yu1(0; y); 822(0; y) = 0:
• For the co-rotational model (a=0),  is the solution, independent of x, satisfying on R× [− 4; 4]
the following constitutive equation:
 + (u · ∇ + !(u)− !(u) − a(d(u) + d(u))) = 2d(u);
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Fig. 2. Initial mesh M1.
Fig. 3. Graph of the two components of the velocity bˆ: b1 and −b2.
with u(x; y) = (1− y2=16; 0), the components of  are then
811(0; y) =
(@yu1)2(0; y)
1 + 2(@yu1)2(0; y)
; 812(0; y) =
@yu1(0; y)
1 + 2(@yu1)2(0; y)
and
822(0; y) =
−(@yu1)2(0; y)
1 + 2(@yu1)2(0; y)
:
For the whole computations presented here, the parameters  and 7 have 5xed values  = 89 and
7= 15 . Initial computation is made on the mesh M1 (see Fig. 2.) This mesh consists of 438 nodes
and 772 faces. This gives rise to 5045 unknowns.
For the vector b, we chose the solution of the three 5eld Stokes’s problem associated to the
problem (Q) and obtained for  = 0, and for the vector bˆ the approximation of b given by the P1
interpolate of the velocity solution of the problem (Q˜h) with the initial mesh M1 and  = 0 in the
equations (see Fig. 3).
For a given mesh we compute, on each element K , the value of the indicator ,˜(K)2=
∑3
i=1 ,˜i(K)
2
and re5ne the elements of the mesh having values which exceed a given tolerance. More precisely,
we re5ne 10% of the faces. The elements concerned are divided into four sub-elements. The process
358 K. Najib et al. / Journal of Computational and Applied Mathematics 167 (2004) 345–361
Fig. 4. Case 1:  = 0. Graph of 811 on the initial mesh M1;  = 89 .
of re5nement is then repeated several times. We denote by Mi the successive meshes obtained with
this process.
In the following, we consider four cases: the 5rst one is given by the three 5eld Stokes’s problem
which is obtained for  = 0. The second case is associated to the co-rotational model a = 0, with
=0:1, i.e., We=0:8. It should be noted that for this case, the relation (1)′′ is satis5ed with 0 = 0
in the a posteriori estimates. For the third and fourth case we choose a = 1. For these two last
cases, 0¡ 1 if  is su9ciently small. A computation gives ‖|d(bˆ)|2‖∞ = 5:8970. Then, for the
third test we have considered  = 0:04 i.e., We = 0:32. Thus, the relation (17) is satis5ed with:
06 4a‖|d(bˆ)|2‖∞ = 0:9435¡ 1. For the fourth case we have selected = 0:1, i.e., We = 0:8.
Some results, obtained with the initial mesh M1, are given in Figs. 4 and 5. In the process of
re5nement, the values N obtained for the number of nodes are given in the following table, Ni
stands for the number of nodes generated at the ith iteration.
Case N1 N2 N3 N4 N5 N6
1 438 595 797 1083 1559 2269
2 438 636 958 1460 2382 4002
3 438 623 951 1440 2267 3821
4 438 639 955 1463 2403 4126
We also observe the following relationships between ,, the global indicator, and N the number of
nodes:
Case 1: (
∑
K∈Th ,˜
2(K))1=2  4124N−1:114,
Case 2: (
∑
K∈Th ,˜
2(K))1=2  560N−0:799,
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Fig. 5. Case 4: a= 1;  = 0:1. Graph of 811 on the initial mesh M1;  = 89 ; 7=
1
5 .
Fig. 6. Case 1:  = 0, Mesh M4.
Case 3: (
∑
K∈Th ,˜
2(K))1=2  734N−0:828,
Case 4: (
∑
K∈Th ,˜
2(K))1=2  310N−0:658.
Similar relations are obtained if, instead of the number N of nodes, one consider the number of
unknowns of the system (Q˜h).
In the 5rst case, we observe a re5nement only at the vicinity of the singular point which is
located at the re-entrant corner (see Fig. 6). For this three 5elds version of the Stokes Problem the
convergence, in O(N−1), is in accordance with the results obtained in the literature for this kind of
singularity.
For the other three cases (We 
= 0), in addition to re5nement in the vicinity of the re-entrant
corner, which one expected, we observe a re5nement at the downstream of the domain (see Fig. 7).
Therefore, it appears that this 7ow necessitates a re5nement not only at the corner, as it is often
performed in the computations encountered in the literature, but also at the downstream part of the
domain. This is not surprising considering the importance of the gradients of 811 in this part of the
domain (see Figs. 8 and 9). The exponent of N is more small than in the 5rst case, this seems to
be a consequence that the solution is probably more singular than in the Stokes’s case.
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Fig. 7. Case 4: a= 1;  = 0:1, Mesh M4.
Fig. 8. Case 1:  = 0. Graph of 811 on the Mesh of the Fig. 6.
Fig. 9. Case 4: a= 1;  = 0:1. Graph of 811 on the Mesh of the Fig. 7.
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6. Conclusion
The a posteriori estimates presented in this paper make it possible to obtain appropriate meshes to
the 5nite element approximation of the linearized Oldroyd problem. The numerical results con5rm
the interest of these a posteriori analysis which is quite useful in practice. A completely new thing for
us is that, for example, in addition to the reasonable predictions usually performed in the literature,
where the mesh is re5ned only at the re-entrant corner of the contraction, the results obtained in
Section 5 seem to indicate that it is also necessary to re5ne the mesh along the downstream part of
the domain to obtain a better convergence.
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