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We numerically emulate noisy intermediate-scale quantum (NISQ) devices and determine the
minimal hardware requirements for two-site hybrid quantum-classical dynamical mean-field theory
(DMFT). We develop a circuit recompilation algorithm which significantly reduces the number of
quantum gates of the DMFT algorithm and find that the quantum-classical algorithm converges if
the two-qubit gate fidelities are larger than 99%. The converged results agree with the exact solution
within 10%, and perfect agreement within noise-induced error margins can be obtained for two-qubit
gate fidelities exceeding 99.9%. By comparison, the quantum-classical algorithm without circuit
recompilation requires a two-qubit gate fidelity of at least 99.999% to achieve perfect agreement
with the exact solution. We thus find quantum-classical DMFT calculations can be run on the next
generation of NISQ devices if combined with the recompilation techniques developed in this work.
I. INTRODUCTION
Scalable, fault-tolerant quantum computers promise to
solve problems that are intractable on classical comput-
ers such as the simulation of quantum systems [1] or
factorising composite integers [2]. Ongoing efforts to
build a quantum computer are currently in the noisy
intermediate-scale quantum (NISQ) era, characterised by
hardware with less than 100 qubits, large gate errors and
no error correction [3].
In general, NISQ devices are believed to be well suited
to solving optimisation problems using hybrid quantum-
classical algorithms [4–6]. In these, a cost function is
encoded into a quantum circuit with parameterised quan-
tum logic gates, and a classical algorithm iteratively op-
timises these parameters to minimise or maximise the
cost function. Variational quantum algorithms have been
successfully applied to a number of problems on existing
NISQ devices. For example, quantum chemistry calcu-
lations were carried out on superconducting [7–9] and
ionic [10] NISQ devices, and nuclear structure calcula-
tions were performed on quantum processors accessed
via cloud servers [11]. Furthermore, nuclear magnetic
resonance systems were used to demonstrate a hybrid
quantum-classical approach to quantum optimal con-
trol [12].
The success of NISQ devices in solving small-scale elec-
tronic structure problems is substantiated by theoreti-
cal results showing that quantum computers can solve
correlated electronic structure problems in polynomial
time [1, 13], e.g., via phase estimation algorithms [14]. It
is therefore natural to consider if other electronic struc-
ture methods could benefit from a quantum computa-
tional approach. For example, dynamical mean-field the-
ory (DMFT) [15] is a standard approach for simulating
materials with strong electronic correlations, and propos-
als for hybrid quantum-classical DMFT algorithms have
been put forward recently [16–18]. Experimental reali-
sations have been achieved for the insulating phase [19]
and in the case of an alternative approach to DMFT [20],
which uses the variational quantum eigensolver method
to calculate ground and excited states of the system.
However, to the best of our knowledge the precise hard-
ware requirements for obtaining high-quality DMFT re-
sults on a quantum computer are not known.
Here we determine the hardware requirements of hy-
brid quantum-classical DMFT by numerically emulating
NISQ devices via the Qiskit framework [21]. Specifically,
we consider the two-site DMFT scheme in [17], which
forms a basic building block of a scalable and digital
quantum computing approach to DMFT. Our noise mod-
elling takes into account finite qubit lifetimes as well as
gate and measurement errors. We find that the quantum-
classical algorithm produces solutions that agree with
the exact results within a few percent if the two-qubit
gate fidelity exceeds 99.99%. Increasing the two-qubit
gate fidelities beyond 99.999% allows one to achieve per-
fect agreement with the exact solution apart from noise-
induced, residual errors.
Furthermore, we show that these stringent error bounds
can be substantially relaxed by applying recent results
in quantum circuit recompilation [22–24], to significantly
reduce the number of gates in the quantum DMFT cir-
cuit. In this way we find that two-qubit gate fidelities ex-
ceeding 99% or 99.9% are sufficient for quantum-classical
DMFT calculations with 10% error or perfect agreement
to the exact results respectively. It follows that these cal-
culations could therefore be run on next-generation NISQ
devices.
This paper is organised as follows. In Sec. II we introduce
our model for running hybrid quantum-classical DMFT
algorithms on NISQ devices. Our results for the minimal
hardware requirements of two-site DMFT are presented
in Sec. III. We first consider the hardware requirements
of the full scheme in Sec. III A, and then show how tech-
niques for reducing the circuit depth can dramatically
reduce these requirements in Sec. III B. In Sec. IV we
review our findings and look at the possible future of
running hybrid quantum-classical DMFT on NISQ hard-
ware.
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FIG. 1. (a) Hamiltonian-based DMFT approximates the
many-body interactions of strongly correlated systems with
an impurity model. Electrons can occupy any lattice site,
but can only move between the impurity (blue) and a bath
site (grey). (b) In two-site DMFT, we use only a single bath
site. In the half-filled case, the system dynamics are now de-
scribed by two parameters, U and V , the on-site interaction
and hybridization parameter respectively.
II. MODEL
In this section we present the model for determining
the minimal hardware requirements of hybrid quantum-
classical DMFT. For this we give a very brief intro-
duction to Hamiltonian-based DMFT in Sec. II A. In
Sec. II B, we explain the individual steps that make up
hybrid quantum-classical DMFT and describe the re-
quired quantum circuits. Finally, in Sec. II C, we detail
the construction of the noise model used to simulate er-
rors like those seen in real quantum hardware.
A. SIAM Hamiltonian
Strongly correlated materials in thermodynamic equi-
librium are often described by the Fermi-Hubbard
model [25]. In this model, electrons can hop between ad-
jacent lattice sites with amplitude t, and lattice sites oc-
cupied by a pair of electrons experience an energy penalty
U .
DMFT translates the many-body problem of the Hub-
bard model to a single-site impurity model. This refor-
mulation is desirable because the problem then becomes
amenable to various impurity solvers [26–29]. To do this
mapping, the interactions between the impurity and the
surrounding fermions are represented as a time-varying
mean-field, which the impurity site can exchange elec-
trons with. The purpose of DMFT is to self-consistently
determine a mean field such that the retarded impurity
Green’s function is equal to the local retarded lattice
Green’s function,
GRimp(ω) = GRlatt,jj(ω). (1)
This mapping from a lattice model to an impurity model
is exact in the limit where the number of spatial di-
mensions goes to infinity [30]. Here we consider the
Fermi-Hubbard model embedded in an infinite dimen-
sional Bethe lattice [15], as has been done previously for
hybrid quantum DMFT [17, 20]. To account for a lat-
tice model with infinite coordination number z →∞, the
Hubbard hopping amplitude t needs to scale as t ∼ t∗/√z
to avoid a diverging kinetic energy per lattice site. This
defines a new constant, t∗, which is the Hubbard hopping
amplitude in infinite dimensions.
In Hamiltonian-based DMFT, the mean-field is
parametrised by a set of non-interacting bath sites,
as shown in Fig. 1a. This formulation of the impurity
model is particularly conducive to being solved using
a quantum computer, as for a given Hamiltonian Hˆ,
it requires evaluating the time evolution operator
Uˆ(τ) = exp(−iHˆτ/h̵). This is known to be exponentially
faster on a quantum computer [1].
The self-consistency condition in Eq. (1) can only be sat-
isfied exactly for an infinite number of bath sites. Here
we consider the minimal implementation of Hamiltonian-
based DMFT which involves just two sites - one for the
impurity and another to approximate the mean field, see
Fig. 1b. This model is known as two-site DMFT [31],
and provides an approximate yet qualitatively correct de-
scription of strongly correlated phenomena in the Hub-
bard model. The system is now described by the SIAM
Hamiltonian
HˆSIAM =Unˆ1↓nˆ1↑ − µ∑
σ
nˆ1σ +∑
σ
ccˆ
†
2σ cˆ2σ
+∑
σ
V (cˆ†1σ cˆ2σ +H.c.), (2)
where cˆ†j,σ (cˆj,σ) is the fermionic creation (annihilation)
operator, nˆj,σ = cˆ†j,σ cˆj,σ is the number operator acting
on site j with spin component σ ∈ { ↑, ↓}, U is the same
on-site interaction as in our original lattice model and µ
is the impurity chemical potential.
In general, the bath site energy c and the hybridization
between the two sites V need to be determined such that
the self-consistency condition in Eq. (1) is approximately
satisfied. In the following we focus on the half-filled
case, which exhibits interesting effects such as the metal-
insulator transition [32] and maximal antiferromagnetic
spin correlations [33]. In this case, µ = U/2 and c = 0,
such that Eq. (2) reduces to
HˆSIAM = Unˆ1↓nˆ1↑ − U
2
∑
σ
nˆ1σ +∑
σ
V (cˆ†1σ cˆ2σ +H.c.). (3)
The hybridization parameter V in Eq. (3) is now the
only free parameter that needs to be determined for a
given U such that Eq. (1) is approximately fulfilled. This
self-consistency condition is shown to be equivalent to
satisfying [31]
V 2 = Zt∗2, (4)
where Z is the quasiparticle weight, which physically rep-
resents both the sign and magnitude of interactions in a
Fermi liquid [34].
3Determining V can be achieved via an iterative procedure
incorporating a quantum processor and classical feedback
loop, which we describe in the next Sec. II B.
B. Hybrid quantum-classical DMFT routine
The iterative process of hybrid quantum-classical DMFT
is illustrated in Fig. 2 and consists of the following
steps [17]:
1. Set the value of the impurity on-site interaction energy
U .
2. Make an initial guess for the value of the hybridization
parameter V .
3. Obtain the impurity Green’s function iGRimp(τ) from
the quantum computer as a function of time τ (i is the
imaginary unit).
4. At half-filling the impurity Green’s function has the
form
iGRimp(τ) = α cos(ω1τ) + (1 − α) cos(ω2τ). (5)
Using the result for iGRimp(τ) obtained from the quantum
computer, find the best fit for the parameters α,ω1 and
ω2, which make up the residues and poles of G
R
imp(ω) re-
spectively. In contrast to other works [17, 19], we use the
normalization iG(0)=1 to reduce the number of fitting
parameters from four to three.
5. Calculate the quasiparticle weight according to
Z = [V 4 ( α
ω41
+ 1 − α
ω42
)]−1 . (6)
If the values for Z and V satisfy Eq. (4), then self-
consistency has been reached.
6. Otherwise, update the hybridization parameter V to
one that would be self-consistent with the current system
(i.e., Vnew = √Zt∗) and repeat from step 3.
Next we show how the impurity Green’s function can
be measured using a quantum computer as required in
step 3. To do this, we first map the impurity model onto a
qubit system. Applying a Jordan-Wigner transformation
[35] to Eq. (3), we obtain
HˆSIAM = U
4
(σˆz1 σˆz3)+ V2 (σˆx1 σˆx2 + σˆy1 σˆy2 + σˆx3 σˆx4 + σˆy3 σˆy4), (7)
where σˆαn is the Pauli operator α ∈ {x, y, z } acting on
qubit n. As part of this process, we assign two qubits to
represent each electronic site, due to its occupation and
spin degrees of freedom.
Next, we note that the impurity Green’s function can be
written as [17]
GRimp(τ) = θ(τ)[G>imp(τ) −G<imp(τ)], (8)
where θ is the heavyside step function and the greater
and lesser Green’s functions are defined as
FIG. 2. Diagram of hybrid quantum-classical DMFT. For
given on-site interaction energy U , we iteratively discover the
hybridization parameter V such that Eq. (4) is satisfied. For
the first iteration, we start with a guess Vguess. We use a
quantum computer to compute the impurity Green’s func-
tion GRimp(τ), followed by a classical optimiser to suggest an
improved hybridization Vnew. The full loop is iterated until
self-consistency is reached, such that Vnew = V .
G>imp(τ) = −i⟨cˆ1σ(τ)cˆ†1σ(0)⟩, (9)
G<imp(τ) = i⟨cˆ†1σ(0)cˆ1σ(τ)⟩, (10)
respectively, where the average is computed in the
ground-state of Eq. (3). We apply a Jordan-Wigner
transformation again, this time to Eq. (8), to express
the impurity Green’s function as
iGRimp(τ) = Re[⟨σˆx1 Uˆ †(τ)σˆx1 Uˆ(τ)⟩], (11)
where
Uˆ(τ) = exp(−iHˆSIAMτ/h̵) (12)
is the time evolution operator. We evaluate iGRimp(τ) via
the quantum circuit shown in Fig. 3, which we call the
Green’s function circuit. Based on the findings of [36], we
construct the expectation value Re[⟨σˆx1 Uˆ †(τ)σˆx1 Uˆ(τ)⟩]
through repeated measurements of the ancilla qubit in
the σˆz basis. Notably, this circuit requires measuring
only one qubit, which is true even as we increase the
number of bath sites in the impurity model.
In order to represent the time-evolution operator Uˆ in
Eq. (11) in terms of quantum logic gates, we approximate
it by a first order Suzuki-Trotter decomposition [37] as
shown in [17]. By executing the Green’s function circuit
several times with different numbers of Trotter steps, we
numerically reconstruct iGRimp as a function of τ . The
circuit GˆS in Fig. 3 which prepares the ground state of
the SIAM Hamiltonian can be obtained via arbitary state
preparation techniques [38].
4FIG. 3. Quantum circuit used to calculate the expectation
value ⟨σˆx1 Uˆ†(τ)σˆx1 Uˆ(τ)⟩. The work qubits are first prepared
into the ground state of the SIAM Hamiltonian using the sub-
circuit GˆS. They are then acted on by entangling gates with
the ancilla qubit and the time evolution operator Uˆ(τ). The
ancilla qubit itself undergoes single-qubit Hadamard Hˆ and
bit-flip Xˆ gates. Repeated measurements of the ancilla in
the σˆz, σˆy bases build up the real and imaginary parts of the
expectation value respectively.
C. Noise model
Next we describe the noise model that we use in our
simulations of NISQ devices presented in Sec. III. Our
model, implemented using Qiskit, accounts for both im-
perfections in qubits and gates. It is applied to all op-
erations allowed in our emulator, made up of the Uˆ1, Uˆ2
and Uˆ3 single-qubit gates (see Appendix B), the CNOT
two-qubit gate and measurement.
Firstly, when an operation is applied to a qubit, we model
the qubit to undergo thermal relaxation based on its life-
times τ1, τ2 and the gate time t, where τ1 and τ2 are
the relaxation and dephasing time constants respectively.
For simplicity, we set τ1 = τ2 = τ in this work and estimate
operation times using guidance from both the literature
[39–41] and example noise models given in Qiskit. To
calculate the probability of thermal relaxation during a
two-qubit gate, we tensor product the single-qubit error
channels of each of the two qubits involved.
Secondly, we model the imperfections of quantum gates
using a depolarizing quantum error channel [42]. When
applied to a single qubit, this has the form
(ρ) = (1 − λ)ρ + λ
3
(σxρσx + σyρσy + σzρσz) , (13)
where ρ is the density matrix of the qubit. The physical
interpretation of this error channel is that when a gate is
applied, an additional Pauli operation occurs with prob-
ability λ. The depolarizing channel is often used to char-
acterise quantum noise [43, 44], particularly as a worst
case scenario where we have little information about the
true noise channels, which makes it an apt description of
NISQ devices. We subsequently implement the depolar-
izing channel for both single and two-qubit gates.
We combine the thermal relaxation and depolarizing er-
ror channels to produce a realistic emulation of noisy
quantum computers [21, 45]. From this, individual fi-
delities can be extracted for any operation - including
FIG. 4. CNOT gate infidelity for different noise model param-
eters. The qubit lifetime τ is used to calculate the probabil-
ity of thermal relaxation occurring. Additionally, a two-qubit
depolarizing channel is applied with probability parameter λ.
For this particular noise model, we set the CNOT gate time to
be 300ns. Note that the color coding of the infidelity utilises
a discretized logarithmic scale.
single-qubit gates, two-qubit gates and measurements.
For example, Figure 4 shows the infidelity of the CNOT
gate, as a function of the noise model parameters. We
see that if the depolarizing error is negligible, (i.e., small
values of λ), the gate infidelity only depends on qubit life-
time. Conversely, in the limit of very long qubit lifetimes
τ , the depolarizing error becomes the dominant source of
error. Moreover, we find that in this case the gate infi-
delity is equal to the value of the depolarizing parameter
λ. It follows that achieving high fidelity requires a com-
bination of both long qubit lifetime and low depolarizing
error probability.
III. RESULTS
We now implement the DMFT routine described in sec-
tion II in Python, constructing the relevant quantum cir-
cuits in Qiskit. In section III A, we find the minimum
number of Trotter steps required to reproduce the an-
alytic two-site DMFT solution and consider the num-
ber of shots of the Green’s function circuit required to
mitigate statistical errors. We use these results to subse-
quently find the lowest gate fidelities that can produce ac-
curate results compared to the noiseless solution. In sec-
tion III B we apply incremental structural learning (ISL),
our circuit recompilation algorithm, and compare by how
much the minimum hardware requirements change.
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FIG. 5. Quasiparticle weight Z as a function of interaction
strength U and the Hubbard hopping amplitude in infinite
dimensions t∗. For a given interaction strength, we iteratively
obtain a self-consistent Z for 24, 36 and 48 Trotter steps and
compare against the analytic solution. The inset focuses on
the region near the critical value Uc = 6.0t∗.
A. Fidelity requirement of original scheme
We run the full DMFT scheme described in Sec. II us-
ing a noiseless statevector simulator for different numbers
of Trotter steps. The results, seen in Fig. 5, show excel-
lent agreement of the converged quasiparticle weight Z to
the analytic solution [31], particularly in the conducting
phase at U < 3.0t∗. As we approach the metal-insulator
phase transition at U = 6.0t∗,our hybrid algorithm un-
derestimates the quasiparticle weight and in the cases
of N = 24 and N = 36 Trotter steps, incorrectly iden-
tifies where the transition occurs. This is an expected
consequence of the approximations made during a Trot-
ter decomposition and can be rectified by increasing the
number of Trotter steps. Indeed, for N = 48 Trotter steps
we see excellent agreement to the analytic solution, even
at the phase transition.
To minimise circuit depth, we now focus on the N = 24
Trotter steps case, which still provides accurate results in
the range 2.0t∗ < U < 3.5t∗. In order to apply our noise
model to the simulated hardware, we must first switch
from using a statevector simulator to a measurement-
based one. In doing so, we add a source of error to our
simulation in the form of shot noise (i.e., the number of
measurements required to build up an accurate expec-
tation value). Through experimentation, we find 75,000
shots to be sufficient for the statistical error to be less
than the error generated by our noise models. This is
well within the capabilities of NISQ devices.
We then look to apply our noise model to test the perfor-
mance of DMFT. Using Fig. 4, we find noise model pa-
rameters on the boundary of each infidelity contour such
that they correspond to CNOT gate fidelities separated
by an order of magnitude each, e.g., 99%, 99.9%, 99.99%
and so forth. These parameters, τ , λ, subsequently de-
termine the single-qubit gate and measurement fidelities,
which are always larger than the CNOT fidelity. We
implement these parameters in our simulations and run
DMFT, transpiling all quantum circuits in Qiskit with
the ”heavy” optimisation option.
As shown in Fig. 6, simulations with higher gate fideli-
ties produce quasiparticle weights closer to the noiseless
solution, as obtained on the statevector simulator. We
observe that a two-qubit fidelity of 99.9% is not sufficient
for DMFT to converge consistently, as shown by the ab-
sence of a result in the U = 2.0t∗ case. Increasing the
fidelity to 99.99% (noise parameters A) allows DMFT to
converge to a quasiparticle weight within 4% of the exact
solution. The full details of these noise parameters and
all others referenced in this section are shown in Table I.
The error bars shown in Fig. 6 are determined as follows.
We find that in the presence of noise, DMFT oscillates
around the self-consistent solution without settling to a
finite value. To account for this, after the self-consistent
threshold is met [46] we run 50 additional iterations and
take the average quasiparticle weight as our solution. We
then use the standard deviation σ of these iterations to
produce the error bars in Fig. 6 of size 2σ.
The low-fidelity results in Fig. 6, shown by the blue and
orange data points, demonstrate that the magnitude of
the error bars does not fully account for the deviation
from the exact solution. We find that the applied noise
channels dampen the oscillations of the impurity Green’s
function, restricting its ability to represent the analyti-
cally correct solution. If the gate error is too large, and
the impurity Green’s function too misshapen, the quasi-
particle weight at each DMFT iteration will jump too
much to converge. However, subsequent steps may fall
within the self-consistency tolerance [46] at a larger in-
correct solution Z > Z0. This is because of the non-linear
relationship between Vnew and V , evident when substi-
tuting the self-consistency condition Eq. (4) into Eq. (6).
In particular, we find Vnew ∝ V −2 and thus large values
of V result in smaller step sizes, which explains the spu-
rious convergence observed for the low-fidelity results in
Fig. 6.
The high-fidelity result, with two-qubit gate fidelity of
99.999% (noise parameters B) are shown by the green
data points in Fig. 6. We find that this represents the
maximum noise that can be tolerated whilst reproducing
the statevector simulator within the noise-induced error
bars.
B. Circuit reduction using incremental structural
learning
The total noise incurred in the execution of a quan-
tum circuit scales exponentially with the number of logic
gates. Therefore, we focus on lowering the fidelity re-
quirements of quantum DMFT by reducing the length
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FIG. 6. Relative quasiparticle weight as a function of on-site
interaction strength U for different two-qubit gate fidelities.
Here Z0 is the 24 Trotter step statevector simulator result
shown in Fig. 5. For definition of error bars see text.
of the Green’s function circuit. This is achieved using a
circuit recompilation technique we call incremental struc-
tural learning (ISL). This follows many recent successes
in using variational quantum algorithms to recompile
quantum circuits, from which we draw inspiration [22–
24].
We significantly reduce the required circuit depth in two
ways. First, we use the variational quantum eigensolver
[4] to find an approximate representation of the circuit
GˆS which prepares the ground state of the SIAM Hamil-
tonian. In this way, we reduce the depth of GˆS from 72
using exact initialisation technique to 4. Note that in
this approach the ground state of the SIAM Hamiltonian
does not need to be calculated on a classical computer.
Second, we use ISL to reduce the depth of the full Green’s
function circuit shown in Fig. 3. For an arbitrary quan-
tum circuit Aˆ, the goal of ISL is to find a shallower circuit
Bˆ which has approximately the same action on an input
state ∣ψ⟩, such that Aˆ ∣ψ⟩ = Bˆ ∣ψ⟩. The details of ISL are
presented in Appendix A.
We apply ISL iteratively for every Trotter step as illus-
trated in Fig. 7. Generally, for the N +1 Green’s function
circuit, where N is the number of Trotter steps, we use
the ISL solution of the previous N Green’s function cir-
cuit and add one exact Trotter step to create Aˆ.
By using this iterative approach, the depth of the ISL
circuit does not scale with the number of Trotter steps
being simulated. Therefore, the deepest circuit our algo-
rithm needs to run is one exact Trotter step plus the two
recompiled solutions, which has an average depth of 41.
Once completed, ISL produces a Green’s function circuit
containing on average 6 two-qubit gates and 11 single-
qubit gates for any number of Trotter steps. This is in
contrast to the 24 Trotter step Green’s function circuit in
the original scheme, which contains 510 two-qubit gates
and 752 single-qubit gates.
FIG. 7. General structure of the ISL procedure. A recom-
pilation target Aˆ for the N + 1 Trotter steps Green’s func-
tion circuit is created by adding one exact Trotter step to
RˆCN , the recompiled circuit for N Trotter steps. A solution
is constructed by trying to find a circuit Bˆ† = RˆC†N+1 that
approximately acts as the inverse of Aˆ but with fewer gates.
The ansatz for Bˆ† is built up iteratively until the overlap be-
tween the output state and the input state ∣0⟩⊗n is sufficiently
large. Details on the specifics of this procedure can be found
in Appendix A.
We rerun hybrid quantum DMFT, using the same noise
parameters as in section III A, but this time applying
ISL to each Green’s function circuit. In Fig. 8, we show
that in this case, a two-qubit fidelity of 98% (noise pa-
rameters C) or 99% (noise parameters D) is enough for
DMFT to converge within 35% or 10% of the exact solu-
tion respectively. Furthermore, we find that a quantum
computer with 99.9% two-qubit gate fidelity (noise pa-
rameters E) is sufficient to produce results that perfectly
agree with the statevector simulator within noise-induced
error margins. Therefore, by applying ISL, we see a fac-
tor of 100 improvement in the noise tolerance of two-site
hybrid DMFT compared to using non-approximate cir-
cuit recompilation techniques.
Noise parameters τ/ms λ F(U1) F(U2) F(U3) F(CNOT) F(Measurement)
A 10 4e-5 0.99997 0.99997 0.99996 0.9999 0.9999
B 100 4e-6 0.999997 0.999997 0.999996 0.99999 0.99999
C 0.04 5e-3 0.996 0.995 0.994 0.980 0.975
D 100 4e-6 0.997 0.997 0.996 0.990 0.991
E 1.1 4e-4 0.9997 0.99974 0.9996 0.999 0.999
TABLE I. Parameters used to emulate different NISQ devices
with our noise model. For a given qubit lifetime τ and depo-
larizing channel probability λ, the corresponding gate fideli-
ties F can be obtained. The single-qubit gates, Uˆ1, Uˆ2 and
Uˆ3 are defined in Appendix B.
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FIG. 8. Relative quasiparticle weight as a function of on-site
interaction strength U for different two-qubit gate fidelities.
Using incremental structural learning (ISL), a quantum com-
puter with two-qubit gate fidelity of 99.9% can produce con-
vergent DMFT results with perfect agreement to the noiseless
solution.
IV. CONCLUSION
In this work, we find that a previously proposed algo-
rithm for hybrid quantum-classical DMFT can be accu-
rately solved within noise-induced error margins, pro-
vided quantum hardware capable of executing 75,000
shots, two-qubit gate fidelity of 99.999% and average
single-qubit gate fidelity of 99.9997% (noise parameters
B). However, by finding shallow approximations of the
Green’s function circuits using our ISL recompiler, we
show that DMFT can be self-consistently solved by quan-
tum hardware with two-qubit and average single-qubit
fidelities of 99% and 99.7% respectively (noise parame-
ters D), within 10% of the exact solution. These results
are consistent with those for the implementation of the
alternative DMFT scheme in [20], where a solution at
U=4 was found within 2.6% of the exact solution on an
IBM device using circuit recompilation and SPAM er-
ror mitigation methods. Note that the algorithm in [20]
requires one to calculate all excited states via the vari-
ational quantum eigensolver method, and thus it scales
exponentially with the number of sites. Furthermore, we
find that increasing the two-qubit and single-qubit fideli-
ties to 99.9% and 99.97% respectively (noise parameters
E) allows one to produce results in perfect agreement
with the exact solution, within the noise-induced error
bounds.
Excitingly, these findings show that our scheme could
produce accurate results on noisy quantum computers
in the near future. For superconducting qubit architec-
tures, Google’s Sycamore 53 qubit device has two-qubit
and single-qubit gate fidelities of 99.64% and 99.85% re-
spectively [47]. Given that the total noise scales with
the number of qubits, these figures suggest that our fi-
delity requirements could already be met by a smaller,
high fidelity, 5 qubit device.
A different perspective can be gained on the capabili-
ties of NISQ computers if we consider quantum volume
instead [48]. Using randomized circuit benchmarking,
we calculate the quantum volume corresponding to noise
parameters E to be 32. By comparison, IBM’s recently
announced 28 qubit Raleigh device has the largest mea-
sured quantum volume to date of also 32. Given access
to this device is planned for 2020, we expect our scheme
to be runnable on real quantum hardware by the end of
the year.
Looking forward, an open problem remains to determine
the fidelity requirements for hybrid quantum-classical
DMFT with more than just two sites. This is particularly
true for achieving a quantum advantage, which would
require more than 25 bath sites (50 qubits). Whilst the
scalability of variational algorithms such as VQE and ISL
is an open question, the number of gates in our scheme
grows sub-exponentially with the number of DMFT sites.
In this way, hybrid quantum-classical DMFT may prove
to be another candidate for displaying quantum advan-
tage before the era of fault-tolerant qubits.
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Appendix A: Recompiling quantum circuits using
incremental structural learning
ISL represents a special case of quantum circuit compi-
lation, whereby the input state of the target circuit is
always ∣ψ0⟩ = ∣0⟩⊗n. Since we wish to find an ansatz Bˆ†,
which acts as the inverse of a target Aˆ, ISL minimises
the cost function
C = 1 − ∣⟨ψ0∣ Bˆ†Aˆ ∣ψ0⟩∣2 , (A1)
where ⟨ψ0∣ Bˆ†Aˆ ∣ψ0⟩ is the overlap between the input and
output states of Fig. 7.
Instead of using a fixed ansatz for Bˆ†, we incremen-
tally build its structure layer-by-layer, evaluating the
cost function each time. This approach offers the most
flexibility to find the optimal solution, at the expense
of greater computational cost. Nevertheless, structural
ansatzes have seen notable success in hybrid algorithms
such as ADAPT-VQE [49].
8FIG. 9. A thinly-dressed CNOT gate is a CNOT gate sur-
rounded by 4 single-qubit rotation gates Rˆi(θ), where i ∈{x, y, z } is the axis of rotation and θ is the angle.
1. Constructing Bˆ†
The ansatz Bˆ† = Bˆ†n...Bˆ†1 consists of n layers of Bˆ†i , where
Bˆ†i is a thinly-dressed CNOT gate as shown in Fig. 9. We
describe this as thinly dressed because the single-qubit
gate rotations are restricted to one axis - in contrast to
the regular dressed CNOT gates in [50]. When adding
the ith layer Bˆ†i , we must first decide which qubits should
be acted on. To do this we evaluate the entanglement of
formation E [51] between each pair of qubits, which are in
the state Bˆ†i−1...Bˆ†1Aˆ ∣ψ0⟩. Practically, this is achieved by
performing a partial trace over all other qubits and then
calculating E from the resulting mixed, bipartite state.
We subsequently choose the qubit pair with the highest
E as the control and target qubits for the thinly-dressed
CNOT gate of this layer Bˆ†i .
It is also possible that all qubit pairs have E = 0. For
example, the maximally entangled state ∣GHZ⟩ does not
have any pairwise local entanglement and will result in
E = 0 for all qubit pairs. In this case, we measure the
expectation value ⟨σˆz⟩ of each qubit. Since ⟨σˆz⟩ = 0 for
the input qubits, we apply a thinly-dressed CNOT layer
to the two qubits with the highest and second highest
expectation values.
One constraint that we impose on the choice of the con-
trol and target is that it must not be the same as the
control and target for the previous layer. This is because
in general, adding layers to different choices of control
and target qubits allows us to explore a greater region
of the available Hilbert space. This also avoids creat-
ing circuits with large depth but small numbers of gates.
Hence, if the qubit pair with the highest E is the same
as in the previous layer, we choose different qubits with
the two largest expectation values instead.
Once we have chosen the control and target qubits, we
add the layer to Bˆ† with initial rotations θ = 0 about the
z axis.
2. Optimising
After a layer is added, the axes and angles of rota-
tion of the single-qubit gates are optimised using the
rotoselect structural learning procedure [24], with re-
spect to minimising Eq. (A1). This procedure works by
fixing three of the gates and varying the rotation axes
and angle for the remaining one. This is then repeated,
sequentially cycling over the 4 rotation gates until a ter-
mination criterion is reached. We define this as when the
reductions in the cost function between cycles is less than
1%.
Once the single-qubit gates of this particular layer have
been optimised, we then optimise the whole ansatz Bˆ†
using rotosolve [24]. This procedure is similar to
rotoselect, but doesn’t involve optimizing the rotation
gate axes.
3. Terminating
Once the rotosolve procedure is terminated, we per-
form standard non-approximate transpilation of Bˆ†. Ex-
amples of this include the removal of both duplicate gates
and rotation gates with very small angles.
After this we take one final measurement of the cost func-
tion. If it is above a certain minimum threshold, we re-
peat the process again and add a new layer. If it is below
the threshold, we terminate ISL and recursively invert
all of the gates in the ansatz to return Bˆ. Specifically
for hybrid quantum-classical DMFT, we append the fi-
nal ancilla operations to Bˆ and create a Green’s function
circuit.
Appendix B: Definition of single-qubit gates
The single-qubit unitary gates, U1, U2 and U3, are defined
as [21]
Uˆ3(θ, φ, λ) = ( cos(θ/2) −eiλ sin(θ/2)
eiφ sin(θ/2) eiλ+iφ cos(θ/2)) , (B1)
Uˆ2(φ,λ) = Uˆ3(pi/2, φ, λ) = 1√
2
( 1 −eiλ
eiφ ei(φ+λ)) , (B2)
Uˆ1(λ) = Uˆ3(0,0, λ) = (1 0
0 eiλ
) . (B3)
Although the Uˆ3 gate is universal, it is useful to dis-
tinguish these three separate gates operations for noise
modelling purposes. This is because the Uˆ1, Uˆ2 and Uˆ3
gates require 0, 1 and 2 X90 pulses respectively. This in
turn affects how long it takes to run each gate.
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