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The Nakajima-Zwanzig (N-Z) equation is a powerful tool to analyze open quantum systems and
non-Markovian behavior. In this paper, we rewrite the N-Z equation with assignment maps. This
approach extends the application to situations with bipartite state systems and environments with
nonnegligible discord initially and/or during the dynamics. We apply the new equation in the
quantum lattice model. The bound of the influence of the inhomogeneous terms reflects how the scale
of the environment impacts the non-Markovian behavior. Under a large-scale environment, with
some conditions, the new equation is applicable even if the system and environment are maximally
entangled initially and/or during the dynamics.
PACS numbers: 03.65.Yz
I. INTRODUCTION
In both experimental and theoretical research, people
are often interested in only specific parts of objects, but
there are always interactions between the parts of the
whole. Hence, the open system is common and impor-
tant. A detailed review of open quantum systems can be
found in[1, 2]. In many cases, the dynamics satisfy the
Markov approximation, which makes such processes his-
tory independent. In quantum dynamics, the evolution
of such systems is described by the well-known Lindblad
equation. As our ability to observe and control quantum
systems increases, non-Markovian behavior becomes in-
creasingly important. The N-Z equation is a powerful
tool to analyze open quantum systems. With the Markov
approximation, the N-Z equation can provide a Lindblad
master equation. Without this approximation, the equa-
tion can describe non-Markovian behavior. Thus, the
N-Z equation is widely used in the research of open sys-
tems.
The N-Z equation uses the projection-operator method
to derive the dynamic equation of the system. The orig-
inal projection-operator method maps the total density
matrix to a tensor product state, and the irrelevant part
contains all the correlations. Hence, this approach is
not suitable for cases where the system and environment
states are nonnegligibly correlated initially and/or during
the dynamics. The correlated projection superoperator
technique[3, 4] improves this situation by mapping the
total density matrix to a correlated system-environment
state. In this case, the irrelevant part contains less cor-
relation. Therefore, this approach is naturally adapted
to cases where the system has nonnegligible correlation
with the environment. Moreover, this method provides
accurate results in practical calculations.
As we will show in this article, the correlated projec-
tion superoperator technique has limitations. Its rele-
vant part cannot contain any discord; hence, it is not
∗Electronic address: hzq@wipm.ac.cn
suitable for cases where the bipartite state contains non-
negligible discord to the environment. The success of
the assignment map in the dynamic map inspired this
study. The dynamic map describes the evolution of open
systems, and a partial trace leads to ambiguities in the
dynamic maps[5]. A projection is a many-to-one map-
ping that does not have inverse mappings. The unitary
evolution of the total system cannot induce a rigorous
map of subsystems, but the assignment map can solve
this problem and define an explicitly and rigorously dy-
namic map. The projection-operator method in the N-Z
equation is similar to the partial trace in dynamic maps.
We can replace the projection-operator method with the
assignment maps and rewrite the N-Z equation such that
the relevant part is obtained directly from the assignment
maps. Furthermore, the irrelevant part can be defined as
the difference between the density matrix of the total sys-
tem and the relevant part. In this way, the relevant part
can contain discord. The price is the consistent condi-
tions are no longer satisfied[6]. The partial trace of the
relevant part cannot return the density matrix of the sys-
tem. However, the assignment map is a one-to-one map-
ping: the density matrix of the system can be recovered
via inverse mapping of the assignment map. Hence, we
can still obtain the dynamics of the system, even though
the assignment map is not consistent. Another benefit of
assignment map is that the relevant part is determined by
the local information of the system; therefore, the impact
of the relevant part is exactly the influence of memory at
that period of time.
The benefits of assignment maps are now clear; the
next problem is what kinds of assignment maps should
be used. Similar to the article[5], we attempt to reduce
the correlation in the irrelevant part; hence, we choose an
assignment map that maps the density matrix of the sys-
tem at t0 to the best separable state (BSS) of the total
system at t0. The assignment map also has its limita-
tions: the relevant part given by the assignment map is
separable state. Therefore, the relevant part cannot con-
tain entanglement, possibly due to the properties of non-
Markovianity, which can be measured with completely
positive (CP) maps [7]. We show that the evolution map
2of the system is CP when there is no entanglement be-
tween the system and the environment. Therefore, entan-
glement is the deciding factor for non-Markovianity. Ad-
ditionally, when the irrelevant part vanishes, the evolu-
tion should be CP under the weak coupling limit. Hence,
the relevant part that contains entanglement may conflict
with the previous conclusion. We may not be able to fur-
ther improve the irrelevant part.
The equivalence of non-Markovianity and informa-
tion backflow provides another way to address the is-
sue of non-Markovianity[8]. The propagation of infor-
mation has been widely discussed in the quantum lat-
tice model[9–11], and many tools to analyze the complex
multibody problem in lattice models are available. One of
the most important results is the Lieb-Robinson bound,
which provides a general upper bound on the informa-
tion flow. Following this approach, we apply the new N-Z
equation in the quantum lattice model to obtain further
results. The conclusion is helpful in analyzing the impact
of entanglement.
In the next section, we first show the relation between
entanglement flow and non-Markovianity. We also prove
that the usual N-Z equation is not suitable for research
on entanglement flow. Then, we rewrite the N-Z equa-
tion with assignment maps. In Sec. III, we apply the new
equation in the quantum lattice model, and we use clus-
ter expansion tools to bound the inhomogeneous term.
With the simplified result, we analyze properties that
affect the non-Markovianity, such as the environment di-
mensions and coupling strength. Finally, in Sec. IV, we
briefly discuss possible improvement of the bound of the
inhomogeneous term and conclude the paper.
II. WHY ANOTHER N-Z EQUATION AND
HOW
In this section, we first introduce several correlation
measures and show that entanglement is the key factor
to the CP maps among these correlations. Since the pro-
jection method cannot generally recover the separable
state, the irrelevant part provided by projection opera-
tor techniques inevitably contains excessive unnecessary
correlations. The unnecessary correlations are generally
not monogamous, which greatly increases the difficulty of
computation. In contrast, assignment maps can recover
all the correlations except entanglement, which makes
the irrelevant part contain fewer correlations. The N-Z
equation rewritten via this method can be used in the
broader case. Moreover, the monogamy properties of
entanglement simplify the calculation of the inhomoge-
neous term. The above reason guides us to rewrite the
N-Z equation with assignment maps.
A. Introduce correlation measure
A general review of correlation can be found in[12, 13].
Here, we briefly introduce some quantum and classical
correlations, together with the general form of the bipar-
tite density matrix when these correlations are equal to
zero.
Entanglement is among the most important concepts
in quantum information theory. Many measures of entan-
glement have been proposed[14]. Squashed entanglement
satisfies several properties, such as faithfulness, convex-
ity and monogamy[14]. The equivalence between van-
ish squashed entanglement and separable states has been
proved[15]. The separable states can generally be written
as SA:B =
∑
i Piρ
A
i ⊗ ρ
B
i , where ρi is the density matrix
of the pure state.
Quantum discord is historically the first measure of
quantum correlations beyond entanglement and is gener-
ally defined as the difference between the mutual informa-
tion and the classical correlations. This measure is van-
ished on classical-quantum or quantum-classical states
only[16]. The classical-quantum states can generally be
written as ρA:B =
∑
i PiΠ
A
i ⊗ ρ
B
i , where {Πi} is the pro-
jection operator.
General quantum correlation has been summarized
by[17]. If a bipartite state does not have any quantum
correlation, it must belong to classically correlated states,
which can generally be written as ρAB =
∑
i PiΠ
A
i ⊗Π
B
i .
The classical correlation can be measured by mutual
information, which is vanished on product states ρAB =
ρA ⊗ ρB.
B. Monogamy correlation measure beyond
entanglement
A general monogamy correlation measure beyond en-
tanglement does not exist[18]: the correlation measure
should not increase upon attaching a local pure an-
cilla. The measure should also be invariant under lo-
cal unitary transformation. Therefore, the correlation
measure should not increase upon Stinespring dilation
Λ[SA:B] = TrC(UBCSA:B ⊗ |0〉 〈0|C U
†
BC). For a generic
separable state SA:B, the Stinespring dilation can always
broadcast B to C, which falsifies the monogamy or posi-
tivity of the correlation measure.
Squashed entanglement is defined as[14]
Esq(ρA:B) =
1
2
min
ρ∈{ρABE}
I(A : B|E)ρ, (1)
where {ρABE} is an extension of ρAB. Squashed entan-
glement is the only known monogamy entanglement mea-
sure and can be used to bound the distance between ρAB
and its BSS[14]. The BSS is the separable state with the
minimum distance to ρAB. We label the set of separa-
ble states on A : B as SA:B. The minimum distance is
3defined as
‖ρAB − SA:B‖ = min
σ∈SA:B
‖ρAB − σ‖. (2)
C. Separable state is the sufficient condition for
CP maps
The system and environment form an isolated system,
and evolution of the isolated system is unitary. The dy-
namic map is defined by B(ρS) = TrE(UρSEU
†). If there
is a CP map B that satisfies this equation, then the dy-
namic map is CP.
If the bipartite state has vanished quantum discord,
then any unitary transformation of the total system
would be CP maps for the system[19]. Vanishing quan-
tum discord is not necessary for CP maps[5]. The dy-
namic map B can be expressed by the assignment map
as B =M◦U◦A, where U implies unitary transformation
and M is the trace over the environment. Assignment
map A maps the density matrix of system ρS to the den-
sity matrix of the total system ρSE . Maps M and U are
both CP; hence, B is CP iff assignment map A is CP.
If the total system is in a separable state, we can prove
that there is a linear CP assignment map that can restore
the system from the density matrix. Hence, the sepa-
rable state is a sufficient condition for CP maps. The
proof is as follows. Separable states can be generally
written as SS:E =
∑
i PiΠ
S
ψi
⊗ρEi , where Π
S
ψi
= |ψi〉 〈ψi|.
We can always choose the bases to make the classical-
quantum parts
∑
i:ΠS
ψi
∈{Πj}
PiΠ
S
ψi
⊗ ρEi have maximum
probability PMax = sup{Πj}
∑
i:ΠS
ψi
∈{Πj}
Pi. Under the
bases {Πj}, the probability distribution of S is P
S
j =∑
i PiTrS(Π
S
ψi
ΠSj ). The bases {Πj} ensure the matrices
Mij =
√
Pj
PSi
Tr(ΠSψjΠ
S
i ) |ψj〉 〈i| (3)
are all finite. With these matrices, the linear CP assign-
ment map
AρS =
∑
ij
MijρSM
†
ij ⊗ ρ
E
j (4)
can restore the separable state SS:E = A ◦ MSS:E .
It is also easy to check that the completeness relation∑
ijM
†
ijMij = 1 is satisfied. This relation ensures
the trace-preserving (TP) property of assignment map
TrSE ◦ A = TrS .
Vanishing entanglement is a necessary and sufficient
condition for a separable state[15]; hence, vanishing en-
tanglement is a sufficient condition for CP maps.
As summarized by [6], if we want to restore entan-
glement, the assignment maps are generally linear and
consistent but not positive; therefore, vanishing entan-
glement may also a necessary condition for CP maps.
D. Projection method only gives zero-discord state
In this section, we show that the correlated projec-
tion superoperator technique can give only the quantum-
classical/classical-quantum states. Hence, in the general
situation, the relevant part is not the BSS.
The projection superoperator must satisfy some prop-
erties: (i) It is a projection superoperator: P2 = P . (ii)
It is linear: P(αO1 + βO2) = αPO1 + βPO2. (iii)TP:
TrPO = TrO.
The general linear projection superoperator P gives[3]
Pρ =
∑
i
TrE{Aiρ} ⊗Bi, (5)
where Ai and Bi must satisfy TrE{BiAj} = δij and∑
i(TrEBi)Ai = IE . The quantum discord of Pρ can
be measured with[2]
DE|S(PρSE) = S(E)− S(SE) + inf
MEi
S(S|{MEi }). (6)
With MEi = Ai, it is easy to prove that S(S|{Ai}) =
S(SE)− S(E). Hence, we have DE|S(PρSE) ≤ 0. Since
DE|S is always positive, DE|S(PρSE) must be zero; thus
the general linear projection superoperator can give only
a zero-discord state.
E. N-Z equation from assignment maps
The consistent and positive properties of linear assign-
ment maps have been discussed in detail[6]. To restore
the quantum correlations, we need to abandon the pos-
itive property. To recover the classical correlations, we
need to abandon the consistent property. Here we choose
the positive property and recover all the correlations ex-
cept entanglement. Hence, the assignment map is not
generally consistent: it is consistent for only a special
state. We must be careful when handling this compo-
nent.
From Eq. (4), we can always find an assignment map
such that
AT0 ◦Mρ(t0) = SA:B(t0), (7)
where SA:B(t0) is the BSS of ρ(t0). The consistent prop-
erty for state ρ(t0) is naturally satisfied because
M◦AT0 ◦Mρ(t0) =M◦ SA:B(t0) = TrBρ(t0). (8)
The consistent property for the general state does not
exist: M◦AT0 ◦M 6=M.
Comparing Eq. (7) with projection operator tech-
niques, we need only replace P , Q with AT ◦ M, 1 −
AT ◦M. Therefore, the new N-Z equation is
∂tMρ(t) =M◦L(t) ◦ G(t, t0)(I −AT0 ◦M)ρ(t0)
+
∫ t
t0
dsMG(t, s)(I −AT0 ◦M)L(s)AT0 ◦Mρ(ts), (9)
4where G(t, t0) = T← exp[
∫ t
t0
ds(I − AT0 ◦M) ◦ L(s)]. In
projection operator techniques, the super operator sat-
isfies PQ = 0. Here, the lack of consistency makes
(I − AT0 ◦ M)AT0 ◦ Mρt 6= 0. However, we still have
(I −AT0 ◦M)AT0 ◦Mρt0 = 0.
The RHS of Eq. (9) corresponds to the influence of
the historical state on the present evolution. The inte-
gral term in Eq. (9) is decided by the state of the system
within time [t0, t]. Hence, it represents the influence of
the historical state within the period [t0, t]. The irrele-
vant part is nonlocal: it records the history of the system
before t0. In open systems, we cannot control or know
the whole environment in practice. Moreover, we cannot
control or know the whole history of the system. Hence,
we must lose the irrelevant part. The more accurate the
separation of the local influence is, the less information
we lose in practical situations. The irrelevant part
(I −AT0 ◦M)ρ(t0) = ρ(t0)− SA:B(t0) (10)
contains only entanglement and is smaller than that of
the previous method, which also includes discord. Hence,
the assignment provides a more accurate evolution.
III. N-Z EQUATION OF THE QUANTUM
LATTICE MODEL
For simplicity, we first discuss a one-dimensional lattice
with the nearest-neighbor interaction. Then, we briefly
consider higher-dimensional models.
Suppose Cn := {x ∈ B|d(x,A) = n} are all sites in an
environment with distance n from the system. We set
Bn := {x ∈ B|d(x,A) > n} and B¯n := B − Bn. The
trace over the whole environment can be generalized to
the partial environment Mn = TrBn◦. Clearly,
Mn≤mMm =Mn. (11)
We can also generalize the assignment map operator as
AT0n ◦Mnρ(t0) := SAB¯n:Bn(t0), where SAB¯n:Bn(t0) is the
BSS of AB¯n : Bn at time t0. (I − A
T0
n ◦ M)ρ(t0) =
ρ(t0)−SAB¯n:Bn(t0) reflects the entanglement between the
Bn and AB¯n. According to the definition, Mn ◦ A
T0
n ◦
Mnρ(t0) = ρAB¯n(t0) =Mnρ(t0). It is easy to prove
AT0m ◦Mm ◦ A
T0
n≥m ◦Mn≥mρ(t0) = A
T0
m ◦Mmρ(t0)
AT0m≤n ◦Mm≤n(I −A
T0
n ◦Mn)ρ(t0) = 0.
(12)
In the case of the nearest-neighbor interaction, the total
Hamiltonian can be generally written as
Htot = HA +HAC1 +HC1 +HC1C2 +HC2 + . . . , (13)
whereHCi describes the local Hamiltonian of a single site
and HCiCi+1 describes the interaction among sites. We
set H0 = HA +
∑
iHCi and HI = HAC1 +
∑
iHCiCi+1 .
Under the interaction representation, the equation of mo-
tion of the density matrix is
∂tρ(t) = −i[HI(t), ρ(t)] ≡ L(t)ρ(t), (14)
where HI(t) = exp(iH0t)HI exp(−iH0t). We can
separate the interaction into three parts HnI =
HAC1 +
∑
i<nHCiCi+1 , H
n
I = HCnCn+1 and H
n¯
I =∑
i>nHCiCi+1 . Their corresponding Liouville superoper-
ators are Ln(t), Ln,n+1(t) and Ln¯(t). It is easy to prove
that
MnLn¯(t) = 0,MnLn(t) = Ln(t)Mn. (15)
These properties are useful in simplifying the N-Z equa-
tion. For example, we have
AT00 ◦M0Ltot(t)(I −A
T0
1 ◦M1)ρ(t0) = A
T0
0 ◦M0(LAC1(t))(I −A
T0
1 ◦M1)ρ(t0)
= AT00 ◦M0 ◦M1LAC1(t)(I −A
T0
1 ◦M1)ρ(t0) = A
T0
0 ◦M0LAC1(t) ◦M1(I −A
T0
1 M1)ρ(t0) = 0.
(I−AT01 M1)ρ(t0) corresponds to the information spread overB1. Through a single interaction, this part of information
cannot flow to A. Thus, it cannot impact A and AT00 ◦M0Ltot(t)(I −A
T0
1 ◦M1)ρ(t0) = 0. In addition, with Eqs. (11)
and (15), we can give the bound of the partial trace of the commutator of interaction
‖MkLn−1,n(t)O‖1 = ‖MkLn−1,n(t)MMax{k,n}O‖1 ≤ ‖Ln−1,n(t)MMax{k,n}O‖1 ≤ 2‖Hn−1,n‖∞‖MMax{k,n}O‖1.
(16)
The dynamics of the system can be described by
∂tM0ρ(t) =M0 ◦ L1(t)ρ(t) =M0L1(t)M1(I −A
T0
0 ◦M0)ρ(t), (17)
where L1(t) ≡ LAC1(t). We repeatedly use Eq. (12) and Eq. (15) to derive this equation. Similarly, the evolution of
the irrelevant part is from
∂t(I−A
T0
0 ◦M0)ρ(t) = ((I−A
T0
0 ◦M0)L1(t)+L0¯(t))A
T0
0 ◦M0ρ(t)+((I−A
T0
0 ◦M0)L1(t)+L0¯(t))(I−A
T0
0 ◦M0)ρ(t). (18)
5Given ρ(t0) at initial time t0, the formal solution of Eq. (18) is
(I −AT00 ◦M0)ρ(t) = G(t, t0)(I −A
T0
0 ◦M0)ρ(t0) +
∫ t
t0
dsG(t, s)(L′1(t) + L0¯(t))A
T0
0 ◦M0ρ(s), (19)
where G(t, t0) = T← exp(
∫ t
t0
ds(L′1(s) + L0¯(s))) and L
′
1(t) = (I − A
T0
0 ◦M0)L1(t). Inserting Eq. (19) into Eq. (17),
we obtain
∂tM0ρ(t) =M0L1(t)G(t, t0)∆(t0) +
∫ t
t0
dsM0L1(t)G(t, s)(L
′
1(t) + L0¯(t))A
T0
0 ◦M0ρ(s), (20)
where ∆(t0) = ρ(t0)− SA:B(t0).
In the following text, we bound the inhomogeneous term. Before doing so, we show that the properties of superop-
erator L′1(t) are very similar to those of L1(t). First, the partial trace Md>0 is also commutative with L
′
1(t), which
is similar to Eq. (15)
Md>0L
′
1(t) =MdL
′
1(t)Md. (21)
Second, with the definition Eq. (3), it is easy to prove that the assignment map cannot increase the trace class norm
of any operator
‖AT00 ◦M0O‖1 = ‖
∑
ij
Pj
PSi
Tr(ΠSψjΠ
S
i ) |ψj〉 〈ψj | O
A
ii‖1 ≤
∑
ij
Pj
PSi
Tr(ΠSψjΠ
S
i )|O
A
ii | × ‖|ψj〉 〈ψj |‖1 =
∑
i
|OAii | ≤ ‖O‖1,
(22)
where OA =M0O. This property, together with Eq. (21), leads to a similar bound as that in Eq. (16)
‖MkL
′
1(t)O‖1 ≤ 2‖L
′
1(t)MkO‖1 ≤ 4‖HAC1‖∞‖MkO‖1. (23)
The superoperator I−AT00 ◦M0 can double the bound at most. Comparing Eqs. (15) and (16) with Eqs. (21) and (23),
we conclude that the operator L′1(t) can be treated the same as the other superoperators in L0¯(t). The only difference
is that the interaction strength should be doubled when we make the bound.
Now, we start to determinethe bound of the inhomogeneous term. We adopt a similar approach to that used in the
Lieb-Robinson bound[9]. The main idea is that the information flow back to the system is limited in the short term.
Making use of Eqs. (15) and (21), we have
‖M0L1(t)G(t, t0)∆(t0)‖1 = ‖M0L1(t)M1e
∑
Z1
∆tLZ1(t−∆t)G(t−∆t, t0)∆(t0)‖1
≤ ‖M0L1(t−∆t)G(t −∆t, t0)∆(t0)‖1 + ‖M0L1(t)
∑
Z1
∆tLZ1(t−∆t)G(t−∆t, t0)∆(t0)‖1
≤ ‖M0L1(t−∆t)G(t −∆t, t0)∆(t0)‖1 +
∑
Z1
2∆t‖HAC1‖∞‖M1LZ1(t−∆t)G(t−∆t, t0)∆(t0)‖1, (24)
where Z1 : Z1 ∩AC1 6= 0. Using the above bound iteratively and letting ∆t→ 0, we obtain
‖M0L1(t)G(t, t0)∆(t0)‖1 ≤ ‖M0L1(t0)∆(t0)‖1 +
∑
Z1:Z1∩AC1 6=0
2
∫ t
t0
ds‖HAC1‖∞‖M1LZ1(s)G(s, t0)∆(t0)‖1. (25)
Making use of Eqs. (15) and (21) again, we can obtain the following general bound:
‖Md≥d(Zk)−1LZk(s)G(s, t0)∆(t0)‖1
= ‖Md≥d(Zk)−1e
−∆tL′d(s−∆t)LZk(s)Md′=Max{d,d(Zk)}e
∑
Zk+1
∆tLZk+1(s−∆t)G(s−∆t, t0)∆(t0)‖1
≤ 2‖HZk‖∞‖Md′=Max{d,d(Zk)}e
∑
Zk+1
∆tLZk+1(s−∆t)G(s−∆t, t0)∆(t0)‖1, (26)
where Zk+1 : Zk+1 ∩ Zk 6= 0 or Zk+1 = (d, d+ 1). L
′
d includes all the interactions in Ld except for the terms that are
already included in {Zk+1}. d(Zk) is the minimum distance that satisfies Zk ⊂ B¯d(Zk). The reason we can move the
terms about L′d to the front of LZk(s) is that they are communicable to Md, and the Schatten 1-norm is invariant
under unitary transformation. For example, if unitary transformation U is not related to the Hilbert space of Bd,
then ‖TrBd [HZk , UOU
†]‖1 = ‖U
†TrBd [HZk , UOU
†]U‖1 = ‖TrBd [U
†HZkU,O]‖1. Because Zk+1 must overlap Zk or
6B¯d, it is easy to verify that d
′ = Max{d, d(Zk)} ≥ d(Zk+1)− 1. Using the bound Eq. (26) iteratively in Eq. (25), we
obtain
‖M0L1(t)G(t, t0)∆(t0)‖1 ≤
∞∑
k=0
∑
gk
2k+1(t− t0)
k
k!
‖Hgk‖∞‖Md(gk)∆(t0)‖1, (27)
where gk is marked by a sequence of bonds (l0, l1, l2, . . . , lk), l0 = AC1 and ‖Hgk‖∞ =
∏
l∈gk
‖Hl‖∞. The sequence of
bonds can be regarded as a graph. For the nontrivial graph, each bond must overlap the previous bonds li+1 ∩ li 6= 0
or the boundary of the previous graph li+1 ∩ d(l0, l1, l2, . . . , li) 6= 0. d(gk) is the minimum distance that satisfies
gk ⊂ B¯d(Zk). Clearly, d(gk) ≤ k + 1; hence,
∞∑
k=0
∑
gk
2k+1(t− t0)
k
k!
‖Hgk‖∞‖Md(gk)∆(t0)‖1 ≤
∞∑
d=1
∞∑
k=d−1
∑
gk,d
2k+1(t− t0)
k
k!
‖Hgk,d‖∞‖Md∆(t0)‖1. (28)
The term ‖Md∆(t0)‖1 is related to the information
within distance d. Hence, only through k ≥ d steps of
interaction can all this information influence the evolu-
tion of the system. gk,d is all the possible k bond graphs
that satisfy the previous requirement of connectivity and
d(gk,d) = d. The number of such graphs is less than 4
k:
three possible bonds overlap the last bond and one bond
overlaps the boundary of the graph. When the interac-
tion strength is approximately the same, we can bound
the influence as
∞∑
k=d−1
∑
gk,d
2k+1(t− t0)
k
k!
‖Hgk‖∞
≤
∞∑
k=d−1
2k(t− t0)
k4kJk+1
k!
≤ J × y(t− t0, d− 1), (29)
where y(x, L) = e8xJ(8xJ)Lγ∗(L, 8xJ). γ∗ is the holo-
morphic extension of the lower incomplete gamma func-
tion. J = Max{supZ‖HZ‖∞, 2‖HAC1‖∞}. Using the
bound of Stirling’s approximation, it is straightforward
to obtain
1
(L + k)!
≤
eL
k!Lk
. (30)
With this relation, it is easy to prove y(x, L) ≤
e−µ(x,L)L+vx, where v = 8J and µ(x, L) = − ln(8eJx/L).
The property that the influence exponentially decays over
distance is very similar to the Lieb-Robinson bound. The
further away from the system, the less information influ-
ences the evolution.
Now, we explore the bound of Md(ρ(t0) − SA:B(t0)).
ρ(t0)−SA:B(t0) is decided by the entanglement between
A and B, and its partial trace is related to the entangle-
ment between A and B¯d. The entanglement is monog-
amous if the environment is permutation invariant and
sufficiently large. The entanglement between A and B¯d
should be negligible, which means Md(ρ(t0)− SA:B(t0))
should also be negligible for small d. We prove this prop-
erty in detail in the following text.
The general form of ρ is
ρ = P 0ρtriAB¯dBd+P
1SA:B+P
2SABd:B¯d+P
3SAB¯d:Bd , (31)
where ρtri
AB¯dBd
is a three-body entangled state. If there
is no entanglement between ABd and B¯d, the density
matrix is
ρ′ = (1 − P2)SA:B + P
2SABd:B¯d . (32)
Suppose the A : B BSS of ρ′ is S ′A:B. In general, the BSS
of a mixed quantum state cannot be obtained directly
from the BSS of each pure state, but, as we are going to
prove, the separable state σ = (1 − P2)SA:B + P
2S2A:B,
where S2A:B is the A : B BSS of SABd:B¯d , is just S
′
A:B.
The proof is as follows. On the one hand, based on the
definition of BSS, we have ‖ρ′ − S ′A:B‖1 ≤ ‖ρ
′ − σ‖1 =
P 2‖SABd:B¯d − S
2
A:B‖. On the other hand, the distance
should not increase when we drop some parts of the state.
This leads ‖ρ′−S ′A:B‖ ≥ P
2‖SABd:B¯d−S
2
A:B‖. Based on
these two facts, we conclude that
S ′A:B = (1− P2)SA:B + P
2S2A:B. (33)
The state that contains minimal entanglement between
ABd and B¯d can be written as
ρ = ρ′ + ǫ(∆ρ0 +∆ρ3), (34)
where ∆ρ0 = P 0(ρtri
AB¯dBd
− S0
A:B¯d:Bd
) and ∆ρ3 =
P 3(SAB¯d:Bd − S
3
A:B¯d:Bd
). ǫ is a small number. S0
A:B¯d:Bd
is the A : B¯d : Bd BSS of ρ
tri
AB¯dBd
. Similar to Eq. (7), it
must satisfy
MdS
0
A:B¯d:Bd
= S0A:B¯d , (35)
where S0
A:B¯d
is the A : B¯d BSS ofMdρ
tri
AB¯dBd
. S3
A:B¯d:Bd
is
the A : B¯d : Bd BSS of SAB¯d:Bd , which must also satisfy
MdS
3
A:B¯d:Bd
= S3A:B¯d , (36)
where S3
A:B¯d
is the A : B¯d BSS of SAB¯d:Bd . The BSS
SA:B can be regarded as a function of the density matrix
ρ. Then, the expansion of this function around ρ′ is
SA:B = f(ρ) = S
′
A:B + ǫ(∆ρ
0+∆ρ3)f ′(ρ′) + o(ǫ2). (37)
7SABd:B¯d can be generally written as
∑
Piρ
i
ABd
⊗ρi
B¯d
, and
its corresponding A : B BSS is
∑
PiS
i
A:Bd
⊗ ρi
B¯d
, where
SiA:Bd is A : Bd BSS of ρ
i
ABd
. Clearly, MdSABd:B¯d =
MdS
2
A:B . Combining this result with Eq. (37), we obtain
‖Md(ρ−SA:B)‖1 ≤ ǫ‖Md(∆ρ
0+∆ρ3)(1− f ′)‖1+ o(ǫ
2).
(38)
We assume that the function f is smooth around ρ′.
Then, we can obtain
‖Md(∆ρ
0 +∆ρ3)(1 − f ′)‖1 ≤
‖1− f ′‖∞‖Md(∆ρ
0 +∆ρ3)‖1 ≤
C‖Md(∆ρ
0 +∆ρ3)‖1 ≤ C‖Md∆ρ
0‖1 + C‖Md∆ρ
3‖1.
(39)
The general three-body entangled state can be written as
ρtri
AB¯dBd
=
∑
j PjΠ
tri
τj , where |τj〉 =
∑
i αij |ψ
A
ijφ
B¯d
ij ξ
Bd
ij 〉.
The local density matrix is the separable state
Mdρ
tri
AB¯dBd
=
∑
ij
|αij |
2ΠAψij ⊗Π
B¯d
φij
∈ S0A:B¯d . (40)
Therefore, from Eqs. (35) and (40), we obtain
‖Md∆ρ
0‖1 = 0. From Eq. (36), we obtain ‖Md∆ρ
3‖1 =
P 3‖MdSAB¯d:Bd − S
3
A:Bd
‖1 ≤ ‖Mdρ − SA:B¯d‖1, which
is simply the distance between the state of subsys-
tem ρAB¯d and its BSS. This distance can be bounded
by the squashed entanglement between A and B¯d[14].
If bipartite state ρA:B¯d is extendible to the over-
all environment, B = {B1, . . . , Bk} and ρA:B1,...,Bk
is permutation-symmetric in the B systems ρA:B¯d =
TrB2,...,Bk(ρA:B1,...,Bk), then the information should be
distributed evenly over the environment. In this case,
the distance can be bounded as [14]
‖ρAB¯d−SA:B¯d‖1 ≤
√
918 ln 2× |A| log|A|×
√
|B¯d|
k
, (41)
where |A| is the freedom of system A. The freedom
of B¯d increases exponentially with the number of sites
in B¯d and generally approximates to exp(βd), where β
is determined by the dimension of the Hilbert space of
a single site. k is inversely proportional to the num-
ber of sites in B¯d and approximates to L/d, where L
is the length scale of environment B. The bound of
‖ρAB¯d−SA:B¯d‖1 increases exponentially with d. When d
is sufficiently large, this bound is worse than the trivial
bound ‖ρAB¯d − SA:B¯d‖1 ≤ 1/2. We denote this distance
as D.
Combining Eqs. (20), (27) to (29), (39) and (41), we
can bound the inhomogeneous term as
‖M0L0G(t, t0)∆(t0)‖1 ≤∑
d
∑
g∈Gd
2|g|+1(t− t0)
|g|
|g|!
‖Hg‖∞‖Md∆(t0)‖1 ≤
∑
d≤D
C′′ ∗ d1/2e−(µ−β/2)d+v(t−t0)/L1/2
+
∑
d>D
C′ ∗ e−µd+v(t−t0), (42)
where C′ = C ∗ J/2, C′′ = C ∗ J ∗
√
918 ln2× |A| log|A|.
When the length scale of the environment is large, the k
in Eq. (41) is large, which means Md(ρ − SA:B) is very
small for small d. Therefore, the terms in the third line of
Eq. (42) are very small. For large d, the Lieb-Robinson
bound limits the impact of information flow. The terms
in the fourth line of Eq. (42) are also be very small. In
conclusion, the inhomogeneous term is negligible when
the environment is sufficiently large, t− t0 is sufficiently
short and ρA:B¯d is extendible to the overall environment
for any d.
In contrast to the inhomogeneous term, the memory
kernel term is not bounded by the length scale of the en-
vironment but is highly dependent on HI . Only higher-
order interactions, such as O(H4I ) or beyond, can intro-
duce non-Markovian effects. Hence, in some strong cou-
pling limits, non-Markovian behavior always exists, in-
dependently of the environment dimensions[20].
Now, we briefly discuss how to bound the inhomoge-
neous term in higher-dimensional lattices. The Eq. (20)
is still applicable, and we use Mgn = Trgn◦ to help us
simplify the inhomogeneous term, where gn corresponds
to all the sites in the graph gn. Similar to Eq. (16), with
Eqs. (15) and (21), we have
‖MgnLZnO‖1 = ‖MgnLZnMgn+1O‖1
≤ 2‖HZn‖∞‖Mgn+1O‖1, (43)
where gn+1 is the union graph of gn and Zn. Similar to
Eq. (26), we have
‖Mgk−1LZk(s)G(s, t0)∆(t0)‖1
= ‖Mgk−1LZk(s)MgkU(∆t)G(s −∆t, t0)∆(t0)‖1, (44)
where gk = gk−1∪Zk and U(∆t) = e
∑
Zk+1
∆tLZk+1(s−∆t).
If Zk+1 does not connect gk, it is eliminated by Mgk .
If Zk+1 does connect gk but belongs to gk−1, then it
is communicable to Mgk−1 . In this case, if it does not
connect Zk, then it will be eliminated by the norm. In
conclusion, only the interactions that connect Zk or
connect gk but do not belong to gk−1 are nontrivial, i.e.,
Zk+1 : Zk+1 ∩ Zk 6= 0 ∨ {Zk+1 ∩ gk−1 6= 0 ∧ Zk+1 /∈ gk−1}.
Counting such graphs is not easy. In this article, we
simplify the problem to counting the graphs that connect
A without any isolated blocks. The set of such graphs
includes the previous set, but, as we will see below, the
8bound is still meaningful even when using such a loose
constraint.
Suppose the sequence of bonds (l0, l1, l2, . . . , lk−1) con-
tains i nonrepetitive bonds; then, the i nonrepetitive
bonds form an animal[11] that connects A. The i bond
animals can occupy at most i sites in B. In this way,
similar to Eq. (27), we have
‖M0L0G(t, t0)∆(t0)‖1 ≤∑
i
∞∑
k=i
∑
g∈Gk,i
2k+1(t− t0)
k
k!
‖Hg‖∞‖Mi∆(t0)‖1, (45)
where Gk,i is all the possible k bond graphs with i non-
repetitive bonds.
The number of possible i bond animals connected to
A is less than |l0|(Ke)
i[21], where |A| is the number of
possible l0, K is the valence of each site and e is the nat-
ural constant. The possible sort order of i nonrepetitive
bonds is less than i!. The possible choices that select i
nonrepetitive bonds from k bonds is Cki . The possible
choices for the remaining k − i repetitive bonds is less
than ik−i. In conclusion, the number of graphs in Gk,i is
less than |l0|(Ke)
ii!Cki i
k−i. Thus, we obtain
∞∑
k=L
∑
g∈Gk,L
2k+1(t− t0)
k
k!
‖Hg‖∞
≤
∞∑
k=L
2|l0|(2KeJ(t− t0))
L(2LJ(t− t0))
k−L
(k − L)!
≤ 2|l0|e
−µ′L+v′(t−t0). (46)
where v′ = 2LJ , µ′ = − ln(2KeJ(t− t0)). The influence
still decays exponentially over distance, but the decay
rate is smaller. Moreover, the rate of increase over time
is also faster.
Following an argument similar to that of Eqs. (31)
to (41), the bound of ‖Md∆(t0)‖1 is proportional to
(d exp(βd)/Lα)1/2, where Lα is equal to the number of
sites in B.
Similar to Eq. (42), the inhomogeneous term can be
bounded as
‖M0L0G(t, t0)∆(t0)‖1 ≤∑
d≤D
C′′ ∗ d1/2e−(µ
′−β/2)d+v′(t−t0)/Lα/2
+
∑
d>D
C′ ∗ e−µ
′d+v′(t−t0), (47)
where C′ = C∗|l0|, C
′′ = 2C∗|l0|∗
√
918 ln2× |A| log|A|.
Similar to the previous arguments, even in higher dimen-
sions, the inhomogeneous term remains negligible when
the environment is sufficiently large.
In the original N-Z equation, the inhomogeneous term
is difficult to consider. Hence, the approach is often lim-
ited to cases with no correlation or zero discord correla-
tions. The N-Z equation with assignment maps improves
this limitation. As long as there is no initial entangle-
ment, the inhomogeneous term vanishes. If the environ-
ment is sufficiently large and satisfies the conditions men-
tioned above, the inhomogeneous term is negligible, even
if the system and environment are maximally entangled.
This result is similar to diffusion. The amount of infor-
mation is limited. Once the information is flowing to an
infinitely large environment, the information rarely flows
back to the system.
IV. CONCLUSION AND OUTLOOK
In this paper, we rewrite the N-Z equation with as-
signment maps. Compared to the projection operator
method, assignment maps provide a smaller irrelevant
part. This approach extends the application of the equa-
tion and improves the accuracy of the expansion. We
also apply the new N-Z equation to the quantum lattice
model with only nearest-neighbor interactions. The spe-
cial structure enables us to further analyze the impact of
the inhomogeneous term. The influence of the inhomoge-
neous term can be described as the inflow of information
from the environment. The propagation speed of infor-
mation is bounded by a finite velocity. In the short term,
only a limited range of information can reach the system.
Moreover, the entanglement is monogamous. Hence, if
each part of the environment contains the same amount
of information, the information flow back to the system
within a finite time is negligible when the environment
is sufficiently large. The negligible inhomogeneous term
means that even if the system and environment are maxi-
mally entangled, the N-Z equation with assignment maps
is still applicable.
The upper bound of the inhomogeneous terms pro-
vided in this article is not very tight. It may be im-
proved via further development of the expansion theory
of operators[22]. Additionally, we consider only short-
range interactions. If one can bound the inhomoge-
neous terms under long-range interactions, as is done in
Lieb-Robinson bound, the applicability would be greatly
improved. Finally, our bound is increasing with time,
but the impact of history should decrease at long time.
Hence, one may find an upper bound that decreases with
time. In that way, the Markov order[23] can be defined
directly by the N-Z equation.
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