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Introduction
In this paper we discuss the problem of constructing large interconnection networks of given degree and diameter. The recent advances in technology such as very large scale integrated (VLSI) circuit technology, make it possible to construct large interconnection networks. Nevertheless, it is still desirable that the number of links from each processor be as small as possible. Also, short paths between the processors are needed to achieve fast communication. The topology of networks which achieve this goal can be modeled by graphs. For previous works on such graphs the reader is referred to the survey of Bermond, Delorme and Quisquater [2] .
In this paper we present a new method to design large (d, D) graphs with a given degree and diameter. These graphs are based on two cycles of the same length n.
The connection between the two cycles is periodic and based on some permutation of the integers 0, 1, . . . , s -1, where s is a small integer which divides n. The wellknown Petersen graph, shown in Fig. 1 , which is an optimal (3,2) graplt is a special case of our construction. Our method can be viewed as a combination of the chordal rings [l] , the generalized chordal rings [8] , and the torus networks [ 111. The graphs obtained by this method are significantly larger than the largest previously known (A, D) graphs [2] . Our method and the new lower bounds are presented in Section 2.
Another important problem is to find large (A, D) bipartite graphs [7] , especially since these can be used to construct large (A, D) graphs [9] . The method described can be also used to obtain large (A, D) bipartite graphs. In Section 3 we give the conditions for which our method generates bipartite graphs and tables for the new lower bounds.
The general construction
Let G = (I/, E, F&d) be a graph with degree A, with a set F of d -2 functions on the integers 0,l , . . . ,s -1, having order 2n, where n is divisible by s. For each function F;:, l&ld-2, vertices are s consecutive vertices on the first cycle and s consecutive vertices on the second cycle. We don't have to check the distances from the other vertices, since the connection between the two cycles has period s.
Computer search and some heuristic methods to find "good" values for ti,e functions 4, 1 I ird -2, were used to obtain a significant improvement over the previous known bounds 121. The first "good" values were found by using some random search. Then, to increase the number of vertices in the graph we used tuning on the previous values of the Fi to obtain new values. Another simple heuristic method to cbtain large graphs from small ones (not necessarily with the same diameter) was to multiply the values of the previous 5's by some factor and then to use some tuning on the new values. The search was done on SUN04 and CONVEX. For small graphs we used sometimes several days of CPU time mainly on the SUN04, while for larger graphs with more than 1,000,000 vertices we used CO%-VEX because of space limitations of the SUN04. Table 1 contains the known lower bounds for the order of (LI, D) graphs, where our new lower bounds are marked by *. In Appendix A we give values of the functions I;; for the new graphs which attain the bounds of Table 1 . The data is given as follow. In the first row we have (d, D) =N, where N is the number of vertices in the graph. Then the functions are given, where two functions are separated by an 1, and for function i the values are given in the order e(O), &(I), h(2), and so on. We wish to remark that for considerably large graphs we have limited our search, though with more computer search the bounds obtained in Table 1 can be improved. We also didn't handle larger graphs because of limitations of computer space, 
Large bipartite graphs
For generating large bipartite graphs with a given degree and diameter we use the same method. Since the graph should be bipartite, the lengths of the cycles should be even. Without loss of generality, the two partite sets of vertices for the bipartite graph are VI = ((2i,j) i Orisni2-1, j=O, 1) and Vz=((2i+ 1,j) 1 Odsn/2-1, j=O, 1). Hence, each value F;(j), lsisd-2, j=O, l,..., s-1 should be odd. Again we used computer search to find large graphs which satisfy the conditions described above. Table 2 contains the known lower bounds, where our new bounds are marked by * and bounds which are the same as the previous lower bounds are marked by X. The best previous lower bounds appear in [3] . In Appendix B we give the data for the new graphs which attain the bounds of Table 2 . Finally, in Fig. 2 we show the (3,5) graph with 56 vertices obtained by our method, where instead of (j,l), 01 js27, we put 28+ j.
Note. Originally, we had some more lower bounds, for general (d, D) graphs, which are better from the ones mentioned in [2] . But, Jean-Claude Bermond informed us about references [3] , [4] , [6] and [lo] which had better bounds from the ones we have obtained. 
