The present paper deals with an optimal stopping problem with several possible search areas in which travel costs are assumed among the areas. In terms of the future availability of an offer once obtained and passed up, the following two cases are considered: (1) it becomes instant.ly and forever unavailable and (2) it remains forever available, called a no recall model and a recall model. respect.ively. The main results obtained here are as follows: 1. Bot.h models have a reservation value property, and the reservation vallles are non decreasing in the number of periods, t, remaining up to deadline and converge as t -+ 00; 2. Their limits in both models do not always become the same, which coincide in conventional optimal stopping problems; 3. In the recall model, there may exist double critical points w. and w' (w. < w') in terms of the present offer w in the sense that, if w < w., then the opt.imal next search area is i, if w. :s tu :s w', then j i= i, and if w' < w, then again i; and 4. Suppose the travel cost is independent. of the start.ing search area. Then, in the recall model, t.he reservat.ion value is independent. of both the remaining periods and the current search area. Furthermore, in this case, the reservation values in both models converge to the same value as t -+ 00.
Introduction
Suppose that a piece of land must be disposed of by a certain day in the future (deadline) [5] . In order to find buyers in a different city every day, some cost (search cost) must be paid. Offers for the land vary with the buyer, and these offers are assumed to be mutually independent random variables having a known distribution function (offer distribution function). Now postulate that all offers up to the day before the deadline are not sufficiently large and the deadline has come without the asset being sold. Then it must be sold for the amount offered by a buyer that will appear at the deadline, however small it may be, so that this situation must be said to be quite risky. Taking the avoidance of such risk in the deadline into consideration, the owner of the land must determine a decision rule to sell the asset for as high a price as possible up to the deadline.
The reasonable decision rule will have the following structure. Now suppose a buyer has just appeared and offered a price w on a certain day before the deadline. Then, it must be determined whether to sell the asset to him at that price, or not to sell and continue the search for another buyer by paying the search cost. The decision can be characterized by a critical price such that, if the price is greater than it, sell the asset, if not, then don't sell. Usually the critical price is called a reservation value. Of course, the critical price depends on the number of days t that remain up to the deadline. Then, the objective here is to find the sequence of t-dependent critical prices so as to maximize the expected net profit, the expected selling price minus the total expected search costs.
Many different models of these types of stochastic sequential decision processes [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] , usually called an optimal stopping problem or a search problem, have been posed and investigated so far; however, in all of them, only one search area in which offerers* are searched for has been assumed. In the present paper, we will present a model with several possible search areas and examine the properties of its optimal decision rule. In this model, it goes without saying that travel costs are assumed between two cities, so the optimal decision rule must be prescribed with taking into consideration the travel costs accumulated every time the searcher moves from a certain search area to another.
Model
Consider the following discrete-time optimal stopping problem with a finite planning horizon. First, for convenience, let points in time be numbered backward from the final point in time of the planning horizon as 0,1, ... and so on, equally spaced, where an interval between two successive points in time, say time t and time t -1, is called a period t. Suppose there exist N 2: 1 possible search areas, and let the set of them be S = {I, 2, ... ,N}. When the searcher moves from search area i to j, a travel cost d ij 2: 0 is incurred with d ii = o. If paying Si 2: 0 in search area i, then an offer can be obtained. Below, for all i, j E S, define
called a travel and search cost. An offer W obtained in search area j is a random variable having a known distribution Fj(w) with a finite expectation J-tj where, for 0 < a J < bj < 00, let Fj(w) = 0 for w < aj, 0 < Fj(w) < 1 for aj ::; w < bj , and Fj(w) = 1 for bj ::; w. Sequentially obtained offers w, w','" are assumed to be stochastically independent. Here postulate that one of the offers obtained during the given planning horizon must be necessarily accepted. Throughout the paper, let us introduce a per-period discount factor !3 E (0,1] and assume
for all i, j E S, the natural assumption implying that, provided that it has been decided to travel from a certain search area i to j and make the search there, the expected present value f3J-tj of an offer obtained in search area j at least recovers the travel and search cost C;j paid.
The objective here is to maximize the expected present discounted net value, the expected offer accepted minus the total expected travel and search cost. In this case, the optimal decision rule achieving the objective consists of the following two rules: optimal stopping rule, prescribing how to stop the search by accepting an offer and optimal selection rule, stating, if continuing the search, whether or not to conduct the search by staying in the current search area or, if not, which search area to move to.
In the present paper, we will also investigate the specialized case that travel cost d ij is independent of the starting search area i E S. Now, when considering an optimal stopping problem, the following three cases are usually discussed in terms of future availability of an offer once obtained and passed up: (1) it becomes instantly and forever unavailable, (2) it remains forever available, and (3) it will be stochastically unavailable in the future, called a no recall model, a recall model, and an uncertain recall model [3, 7, 9] , respectively. In the present paper, only the first two models will be examined.
• Asset selling pTOblem
Consider again the asset selling problem stated in the previous section. The land owner travels to find a buyer among the cities starting from his city of residence. The search cost in each city may depend on its area, population, and so on; the travel costs may be proportional to the distance between two cities, and the distribution function of amounts offered by buyers may vary with the economic power of each city. In this case, the following two points must be decided each day over the whole planning horizon. First, seeing the amount offered by a buyer that has just appeared in a city, whether to stop the search by accepting it or to continue the search, and second, if continuing, whether to make the search in the current city or to move on to another city, and if moving, which city to go to.
• Fishing grounds selection problem
Suppose several promising fishing grounds have been found in the North Pacific by means of satellite observation, and a captain of a fishing fleet, provided that he is now in one of them, is considering which of these places would prove best. The moving costs from each fishing ground to the others are known. After conducting a trial catch at a place for a certain cost, the future catch that is expected if a full-scale catch is made there is revealed after a short time and let the future expected catch be assumed to be a random variable having a known distribution function, varying from place to place. Then, the captain must decide the following two points. First, knowing the future expected catch at a certain fishing ground, whether to conduct full-scale fishing at the fishing ground or not, and second, if not, which fishing ground to move to. If taking into consideration the unexpected movement of each fishing ground itself and the change of the future expected catch there due to the ever-changing marine conditions such as the current, the water temperature, the volume of plankton, and so on, the decision that must be made will become more challenging and difficult.
• Technology selection problem
Another example is the technology selection problem [16] . Suppose the research department of a certain production company has been assigned the task of finding a new and less expensive production process to produce some product. Several substitutable technologies are being considered for this. The long-run profits that will be yielded by a production process for each technology are uncertain and will not be known until development work, that will spend money, is completed. The long-·run profits that will be revealed after development work is a random variable having a known distribution function, depending on the technology. If it was judged that a production process for a certain technology will not yield a sufficiently large long-run profit, then development work must be shifted to another technology. Then, a shifting cost is incurred, which may depend on the current technology and the one that is shifted to. It goes without saying that the technologies correspond to the search areas in our model. What must be decided in this problem are the following two points. First, knowing the long-run profit of the production process for a certain technology, whether to employ it or not, and second, if not, to which technology the development work should be shifted.
Preliminaries
For any real number x and any i,j E S, define
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J(il(X) J(;2(X)
where Figure 1 Relationship of Kij(Y) and hij Therefore, it follows that s. lkuta
Let the minimum solution of the equation Kij(X) = 0, if it exists, be denoted by f4j (Figure 1) , the maximum of all hij for j E S by hi, and the i maximizing hi on S by i*, and let h* = h; •. That is,
h* = h*. = maxh*.
• iES'
is nonincreasing in x and strictly decreasing in x < bj .
; f3ly -xl for any x and y, by use of which we can get
Similarly we have (e) From (1*) and (2*) we get
hence it follows that
The following is clear from the fact that Kij(X) is nonincreasing in x ( • Case that d ij is independent of i In this case, since Cij becomes independent of i, so also are Kij(X) and hij ; therefore, let Kj(x) = Kij(X) and hj == hij . Then, let the smallest solution of equation Kj(x) = ° be denoted by hj, and the j maximizing hj on S by j* (Figure 2 ) where h* = hj . That is,
Remark 1 (See Figure 2) The j* coincides with the j attaining the maximum of the left hand side of maxKo(h*) = 0.
jES J

No Recall Model
Let Ut(w, i) denote the maximum expected present discounted net value starting from time t, in search area i, with a current offer w. Then, clearly uo(w, i) = w, and we have
where Ut(i) is the maximum expected present discounted net value when continuing the search, expressed as (5.2) where ~ is the value of an after that will be obtained at the next point in time. Substituting Here we shall denote the j attaining the maximums of the right hand sides of (5.3) and (5.4) by Vt(i). Then, supposing an offer w has been obtained at time t in search area i, we can prescribe the optimal decision rules as follows: Let kn(t, i) denote an optimal search area at time n = 0,1, ... ,t, starting from time t in search area i. Then (c) Rearranging (5.6) by transposing U(i) from the left hand side to the right yields Here we shall denote the j maximizing the right hand sides of (6.2) and (6.3) by Vt(Y, i).
Then, supposing the searcher is in search area i at time t with the best offer Y so far, we can prescribe the optimal decision rules as follows.
Opti7nal Stopping Rule If Y > Ut(y, i), then stop the search by accepting the best offer y, or else continue the search. Opti7nal Selection Rule If it is decided to continue the search, then the optimal search area of the next point in time is Vt(y, i).
Now let Yi(jli) be a set of Y for Y in which the right hand sides of (6.2) and (6.3) are maximized by the search area j = j; this is the optimal next search area,. It will be demonstrated in a numerical example in Section 7 that the set may be given by the union of exclusive intervals.
Let kn(t, y, i) denote the optimal search areas at times n = 0,1,···, t, starting from time t in search area i where y = (Yl, Y2, ... , Yt) is the vector of the best offers Yn at times n = 1,2,·", t with Yt = Y where Yt S Yt-l S ... S Yl. Then (Yn+1, kn+1(t, y,i) ), n = 0,1"", t -1, where kt(t, y, i) = i. Proof: It will suffice to prove the following two points: (1) If the right hand side of (6.8) is rearranged by substituting U (y) = h*, y ~ h*, then the resultant expression becomes equal to h* and (2) Next, let us prove (2) . Suppose equation (6.7) 
kn(t, y,i) == Vn+1
• Case that dij is independent of i In this case, C;j, Ut(y, i), Ut(Y, i), Zt(i), Vt(Y, i)., kn(t, y, i), U(y, i), v(y, i), and yt(jli) are all also independent of i, so let us represent them by Cj, Ut(y), Ut(Y), Zt, Vt(Y), kn(t, y),
U(y), v(y), and Yi(j), respectively, where
U(y) = II:1ax{,B (OO u(max{~,y})dFj(~) -Cj}
No Recall Model
Let the search cost in each city be 81 = 3.0, 82 = 5.0, and 83 = 11.0, respecti.vely. Then, hi; and h; are obtained as shown in Table 1 , hence h* = 54.65 and i* = 2.
If the search is made in a city i on a day t, then the optimal reservation value Ut(i) and the optimal next search city vt(i) are calculated as shown in Table Reservation values Ut (Case of travel cost d;] being independent of i) Table 3 shows the path of the optimal search cities, provided that the search starts from day t = 10 in each city i = 1,2,3 and amounts offered by buyers that appear on days t = 10,9, ... , 1 are all lower than the corresponding reservation values Ut(i). The table shows the following three different scenarios: 1. If starting from city 1, then it is optimal to stay in the city up to day 4, then go to city 2 staying there up to day 1, and finally go to city 3; 2. If city 2, then it is optimal to stay in the city up to day 1 and finally go to city 3; 3. If city 3, then it is optimal to go to city 2 on the next day staying there up to day 1 and finally go to city 3 .
• Case that d ij is independent of i
For example, let d ij = 0 for all i, j and 81 = 2.9, 82 = 5.0, and 83 = 11.0. Then, we have hI = 54.89, ~ = 54.65, and h3 = 52.45, hence h* = 54.89 and j* = 1. In this case, the optimal reservation value Ut and the optimal next search city Vt are calculated as shown in Table 4 ( Figure 6 ). offered by buyers up to the day is greater than z4(1) = 65.4, then it is optimal to stop the search by selling the asset to the buyer who offered the highest amount, or else continue the search. Table 6 shows the set Yi(jli) for y in which a given city j becomes the optimal next search city if the search is made in a city i on a day t. From Table 6 we can show all the possible paths of the optimal search cities ( Figure 7) up to day 0, provided that the search starts from day 4 in city i = 1. For example, the following paths of the optimal search cities can be obtained: follows that, if the highest price so far is greater than 54.50, then it is optimal to stop the search by selling the asset to the buyer that offered the amount, or else continue the search. Table 7 shows the set Yi(j) for Y in which a given city j becomes the optimal next search city.
Also in this case, we can draw the same tree diagram as shown in Figure 7 and trace the paths of the optimal search cities. For example, we have all t, i.e., the reservation value of search area i* is independent of time t (Theorem 2(a,d) ). The reservation value Zt(i) is nondecreasing in t and converges as t -+ 00 to a finite number z(i) (Theorem 2(b)).
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The above conclusions tell us that, in both models, the optimal stopping rule has a reservation value property and, if the searcher wants to behave optimally, then the more periods that remain up to the deadline, the higher the price he searches for.
2. In the recall model, it was demonstrated by a numerical example that there may exist double critical points w* and w· (w* < w*) in terms of present offer w in the following sense. If w < w., then it is optimal to go to search area i, if w* S w S w*, then other search area j, and if w* < w, then again search area i.
3. Suppose the travel cost is independent of the starting search area i. In this case, of course, so also are the reservation value and the optimal next search area. Then, in the recall model, the reservation value becomes equal to h' for all t, i, that is, the optimal stopping rule is time-independent as well as area-independent (Corollary 2(a) ). This implies that whatever point in time the search process starts from, the optimal stopping rule at that point is the same as the one at time 1 when the search process terminates at the next point in time. In other words, whatever planning horizon remains, it is optimal to behave, in terms of stopping decision, as if there remains only one period of planning horizon. This property is usually called a myopic property In the no recall model, as the planning horizon tends to infinity, the reservation value and the optimal search area converge to h* and j*. This implies that in the limiting planning horizon the optimal decision rule becomes the same as the one in the recall model. Table : J Table 6 Set ¥tUli) for y in which a given city j is the optimal next search city. 
Table 7
Set ¥tU) for y in which a given city j is the optimal next city Figure 7 (* the same as above) The path of the optimal search cities, provided that the search starts from day t = 4 in city i= 1
