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Abstract 
 
Transmission of video content over wireless access networks (in particular, Wireless Local 
Area Networks (WLAN) and Third Generation Universal Mobile Telecommunication System 
(3G UMTS)) is growing exponentially and gaining popularity, and is predicted to expose new 
revenue streams for mobile network operators. However, the success of these video 
applications over wireless access networks very much depend on meeting the user’s Quality 
of Service (QoS) requirements. Thus, it is highly desirable to be able to predict and, if 
appropriate, to control video quality to meet user’s QoS requirements. Video quality is 
affected by distortions caused by the encoder and the wireless access network. The impact of 
these distortions is content dependent, but this feature has not been widely used in existing 
video quality prediction models. 
The main aim of the project is the development of novel and efficient models for video 
quality prediction in a non-intrusive way for low bitrate and resolution videos and to 
demonstrate their application in QoS-driven adaptation schemes for mobile video streaming 
applications. This led to five main contributions of the thesis as follows:  
(1) A thorough understanding of the relationships between video quality, wireless access 
network (UMTS and WLAN) parameters (e.g. packet/block loss, mean burst length 
and link bandwidth), encoder parameters (e.g. sender bitrate, frame rate) and content 
 
 
v 
 
type is provided. An understanding of the relationships and interactions between them 
and their impact on video quality is important as it provides a basis for the 
development of non-intrusive video quality prediction models.  
(2) A new content classification method was proposed based on statistical tools as content 
type was found to be the most important parameter.   
(3) Efficient regression-based and artificial neural network-based learning models were 
developed for video quality prediction over WLAN and UMTS access networks. The 
models are light weight (can be implemented in real time monitoring), provide a 
measure for user perceived quality, without time consuming subjective tests. The 
models have potential applications in several other areas, including QoS control and 
optimization in network planning and content provisioning for network/service 
providers.  
(4) The applications of the proposed regression-based models were investigated in (i) 
optimization of content provisioning and network resource utilization and (ii) A new 
fuzzy sender bitrate adaptation scheme was presented at the sender side over WLAN 
and UMTS access networks. 
(5) Finally, Internet-based subjective tests that captured distortions caused by the encoder 
and the wireless access network for different types of contents were designed. The 
database of subjective results has been made available to research community as there 
is a lack of subjective video quality assessment databases.   
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Chapter 1  
Introduction 
The exponential growth of video services and applications over wireless access networks 
motivated the set up of this project. The scope of this Chapter is to present the motivations 
behind this project which led to four fundamental research questions in this area. Further, to 
outline the aims and objectives of the project and present the main contributions of this thesis. 
The arrangement of this Chapter is as follows. Section 1.1 presents the motivations behind 
the project. The research questions are given in Section 1.2. Section 1.3 presents the Project 
aims and objectives. The major contributions are summarized in Section 1.4. A brief 
overview and the organisation of the thesis are given in Section 1.5. 
 
1.1 Motivations  
Transmission of video content  over wireless access networks of Wireless Local Area 
Networks (WLAN) and Third Generation Universal Mobile Telecommunication System (3G 
UMTS) is growing exponentially and gaining popularity (applications such as video 
streaming, video call, IPTV), and is predicted to expose new revenue streams for mobile 
network operators. Digital videos are now available everywhere – from handheld devices to 
personal computers. However, due to the bandwidth constraints of wireless access networks 
(low bandwidths for UMTS and bottlenecks for WLAN) Quality of  Service (QoS) still 
remains of concern. This is because low video quality leads to poor QoS which in turn leads 
to reduced usage of the application/services and hence reduced revenues. In order to meet 
user’s QoS requirement, there is a need to predict, monitor and if necessary control quality.
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Video quality can be evaluated either subjectively or based on objective parameters. 
Subjective quality is the users’ perception of service quality (ITU-T P.910) [1]. Mean 
Opinion Score (MOS) is the most widely used metric. The most reliable method is subjective 
quality, but it is expensive and consumes a lot of time and hence, the need for an objective 
method that produces results comparable with those of subjective testing. Objective 
measurements can be performed in an intrusive or non-intrusive way. Intrusive measurements 
require access to the source. They compare the impaired videos to the original ones. Full 
reference and reduced reference video quality measurements are both intrusive [2]. Quality 
metrics such as Peak-Signal-to-Noise-Ratio (PSNR), SSIM [3], Q-value [4], VQM [5] and 
more recently ITU-T J.247 [6] are full reference metrics. Non-intrusive methods (reference-
free), on the other hand do not require access to the source video. Non-intrusive methods are 
either signal or parameter based. Non-intrusive methods are preferred to intrusive analysis as 
they are more suitable for on-line quality prediction and control. 
Non-intrusive models provide an effective and practical way to achieve this. However, 
research on video quality modeling is still limited. For example, existing non-intrusive 
models do not take into account the impact of several important parameters, such as, video 
content which has an impact on video quality achievable under same network conditions.  
Existing video quality prediction algorithms that consider the effects of distortions caused by 
the encoder are presented in [7, 8]-[11], the ones that consider network impairments are 
presented in [12, 13]-[14] and the ones that consider video content features only are given in  
[15],[16]. In addition, they are restricted over IP networks and do not consider the losses that 
occur in the access network. However, with the growth of video services over wireless access 
networks it is important to take into account impairments that occur in the access network. 
Work on video quality assessment [17, 18]-[19] has shown repeatedly that video quality is 
affected by distortions caused both by the encoder and access network. In 
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addition, these impairments are very much content dependent.  
Standardization efforts in VQEG and ITU-T on non-intrusive video quality assessment and 
modeling are currently under study by the Study Group 9 (SG 9). Recently ITU-T SG 9 has 
produced a draft version of the test plan for the hybrid perceptual/bitstream models [20] for 
IPTV and mobile video streaming applications. The objective of the hybrid project is to 
evaluate models that estimate perceived video quality from IP headers, bitstreams and the 
decoded video signal of short video sequences. Hence, there is a need to develop new models 
that consider impairments due to the encoder and access network for all content types either 
based on efficient statistical or neural network to predict/monitor video quality non-
intrusively over wireless access networks of WLAN and UMTS for existing applications such 
as video streaming, IPTV, etc. to sustain and for emerging applications such as 3D TV, etc. to 
expand. The model should be efficient and light weight and suitable for all types of video 
content so that it can be implemented at the receiver side to monitor and predict quality and if 
appropriate control the end-to-end perceived quality. This thesis specifically addresses low 
resolution and sender bitrate videos over bandwidth restricted wireless access networks such 
as UMTS. UMTS is still used with low bitrates, however, the author acknowledges that in 
theory Long Term Evolution (LTE) is now under research and available though not on 
commercial scale. However, it is a matter of time that LTE will be a reality. In that situation, 
the work done in this thesis forms the basis of non-intrusive video quality assessment and 
prediction and the models developed here can easily be applied to bigger bandwidths and 
hence, better network conditions. They will need re-training only. 
These models have applications in: 
• prediction and monitoring of end-to-end video quality in an objective and non-
intrusive manner on live wireless access networks and access network readiness for 
existing and new video services for all content types.  
  1.2. Research Questions 
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• optimisation of the quality of video services according to  the changing network 
conditions and manage the utilisation of available resources – both content and 
network. 
• for quality of service control (e.g. sender bitrate adaptation from the model). 
 
1.2 Research Questions  
This thesis seeks to address the following research questions: 
Q 1) What are the relationships between perceived video quality, UMTS and WLAN 
access network impairments (e.g. packet/block loss, link bandwidth), relevant 
parameters associated with the video codec (e.g sender bitrate and frame rate) and 
video content type? 
This led to a significant research to investigate the relationships between perceived video 
quality, wireless access network impairments (e.g. packet/block loss, mean burst length, link 
bandwidth), relevant parameters associated with video  codec (e.g. sender bitrate and frame 
rate) and content type. A fundamental investigation of the impact of these parameters on 
perceived video quality is undertaken using both Mean Opinion Scores (MOS) obtained from 
subjective tests and MOS obtained from Peak-Signal-to-Noise Ratio (PSNR) conversion from 
[21] to obtain objective measure of video quality. This led to ranking of the QoS parameters 
in order of importance of its impact on video quality. Two codecs are used in this study – 
MPEG4 and H.264/AVC. H.264/AVC is the recommended codec by ITU-T for low bitrate 
video communication over access networks of UMTS and is also used in SG 9 draft test plan 
[20]. MPEG4 is the mandatory codec for WLAN access networks.  
This work will be discussed in Chapter 3. 
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Q 2) How should the video contents be classified objectively? 
There exist variety of video contents from fast moving (e.g. sports type) to slow moving news 
presentation (e.g. head and shoulder).  This led to a fundamental research to investigate 
methods of classifying video contents objectively. In order to predict video quality for all 
content types, it is important to find a method to classify the contents. Two methods were 
looked at in detail. Firstly, the spatio-temporal (ST) features of raw video were extracted. 
Based on the ST features the contents were classified using a statistical tool. This method is 
used for the prediction of the non-intrusive models in this thesis. In the second method, MOS 
values resulted from impairments caused by the encoder and access network parameters were 
used in the same statistical function to classify video contents.  
This work will be discussed in Chapter 4. 
Q 3) How should the perceived video quality be measured/predicted non-intrusively and 
efficiently over wireless access networks of WLAN and UMTS? 
Prior to finding a method that can predict video quality non-intrusively, the following two 
fundamental questions were addressed as:  
What are the acceptable Packet Error Rates (PER) for all content types over WLAN 
access network and hence find the threshold at which the user’s perception of video 
quality is acceptable?  
This question was addressed by finding the acceptable packet error rates for different types of 
content before quality degraded and hence a relationship between video quality in terms of 
the Mean Opinion Score (MOS) and packet error rate was established. 
What is the minimum Sender Bitrate (SBR) requirement for all content types to meet 
communication quality for acceptable QoS (MOS > 3.5) in the absence of any access 
network losses?        
  1.2. Research Questions 
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This question was addressed by finding the acceptable sender bitrate for different types of 
content before quality degraded and hence a relationship was found between video quality in 
terms of MOS and sender bitrates. 
Once the relationship between video quality (in terms of MOS) and encoder related 
parameters and access network related parameters were established, this led to the following 
research question as: 
How to predict video quality from a combination of parameters in the encoder and 
access network for different types of video contents non-intrusively ? 
This enabled the development of both regression-based and neural network-based models to 
predict video quality. Work presented in Chapter 5 describes the development of regression-
based models over WLAN and UMTS access networks. Chapter 6 describes the neural 
network-based models developed for both access networks. The dataset used for model 
development was generated by both objective and subjective tests. The dataset generated by 
objective methods was based on simulation (NS2 and OPNET). Internet-based subjective 
tests were carried out based on existing VoIP tests. 
Q 4) How should the perceived video quality metric be exploited to optimize and control 
end-to-end video quality? 
This led to the proposal of a QoS-driven scheme for optimising content provisioning and 
network planning for video applications over WLAN and thus answering two fundamental 
research questions in this area as: 
How content providers can provide the optimised video content matching according 
to user’s QoS requirements? 
How network providers can best utilise existing network resources according to 
user’s QoS requirements? 
This work is discussed in Chapter 7.  
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Chapter 7 also describes the application of model in QoS control over UMTS and WLAN 
access networks by proposing a new fuzzy sender bitrate adaptation scheme that is QoS-
driven (driven by the proposed model). 
 
1.3 Project Aim and Objectives  
The main aims of the project are (1) to investigate and evaluate the impact of distortions 
caused by the encoder, access network parameters and content type that affect video quality 
over wireless access networks of WLAN and UMTS, (2) to classify the video contents 
objectively, (3) to develop novel and efficient reference-free models for the prediction of 
video quality over wireless access networks of WLAN and UMTS for all contents (classified 
using content classification  method) and (4) to apply the developed models in quality 
optimization and adaptation mechanisms for perceptual QoS control for video over wireless 
access networks. 
Specific objectives of the research are to: 
• Undertake a fundamental investigation to quantify the impact of access network 
impairments (e.g. packet/block loss, mean burst length, link bandwidth), encoder 
impairments (e.g. encoder sender bitrate and frame rate) and video content type on 
perceived video quality in wireless access networks of WLAN and UMTS. Further, to 
identify parameters which will be used for video quality prediction.  
• Classify video contents objectively. This led to the development of two video 
classification methods. Further, to choose a method for content classification to be 
used for video quality prediction.  
• Develop novel and efficient non-intrusive video quality prediction models to predict 
perceived video quality from a combination of QoS parameter. 
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• Investigate the applications of the above models in areas such as video quality 
optimization and QoS control (e.g. sender bitrate adaptive QoS control) in wireless 
access networks of WLAN and UMTS. 
 
1.4 Contribution of Thesis  
The contributions of the thesis are as following: 
1. A detailed understanding of the relationships between video quality, wireless access 
network impairments (e.g. packet/block loss, link bandwidth, mean burst length), 
encoder impairments (e.g. encoder sender bitrate and frame rate) and video content 
type was carried out. An understanding of the perceptual effects of the key parameters 
on video quality is important as it provides a basis for the development of efficient 
regression models and robust artificial neural network learning models. Two modern 
video codecs recommended by ITU-T for WLAN and UMTS are used as MPEG4 and 
H.264. The QoS parameters were ranked in order of importance. 
(The associated publications are [22] - [26]). 
2. Content type was found to be the most important QoS parameter. Therefore, a content 
classification method was proposed based on statistical tools. The classification is 
carried out by extracting spatio-temporal features of raw video. This method is then 
used in the non-intrusive video quality prediction models. A second method was also 
investigated which was based on classifying the video contents from MOS values 
obtained from impairments caused by parameters associated with the encoder and the 
access network. 
(The associated publications are [27, 28]). 
3. New models to predict video quality non-intrusively over wireless access networks of 
WLAN and UMTS are presented. The models are predicted from a combination of 
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parameters associated with the encoder, the access network and content type. The 
proposed models are developed from MOS values obtained objectively from PSNR to 
MOS conversion and subjective MOS values. Subjective database gave good 
prediction accuracy (~93%) as compared to the results of the objective database 
(~87%). Efficient regression-based and neural network based models were developed 
for wireless access networks of WLAN and UMTS. The detailed contributions are: 
 New non-linear regression models for predicting video quality based 
on a combination of parameters from the encoder, access network and 
content type are derived.  
(The associated publications are [29] -[32]). 
 New learning models, based on Adaptive Neuro Fuzzy Inference 
System (ANFIS) for video quality prediction are given over wireless 
access networks of WLAN and UMTS. ANFIS is chosen as opposed to 
ANN as it combines the advantages of neural networks and fuzzy 
systems.   
(The associated publications are [33, 34]-[35]) 
4. Two applications for the new perceived video quality prediction models are 
investigated. 
 The newly developed efficient regression models are applied for 
optimisation of content and network provisioning. 
(The associated publications are [36], [37])  
 A new fuzzy adaptation scheme at pre-encoding stage is proposed for 
QoS-driven adaptation of sender bitrate.  
(The associated publications are  [32],[38],[39],[31]) 
  1.5. Outline of Thesis 
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5. Internet-based subjective tests were designed based on existing VoIP tests which 
allowed rapid assessment of video quality by subjects as recommended by the ITU-T 
Rec.500 [40] using the single stimulus Absolute Category Rating (ACR) method with 
a five point quality scale. The subjective results database has been made publicly 
available at [41] for research community as currently there is a shortage of video 
quality assessment database available that combines distortions caused by the encoder 
and access network for different types of video content.  
(The associated publication is [42]) 
 
1.5 Outline of Thesis  
The outline of the thesis is shown in Fig. 1.1 and described as follows: 
Chapter 2 gives a brief background information on the protocols and architecture of wireless 
access networks of WLAN and UMTS. A detailed description of video quality measurement 
methods are also described in Chapter 2. Section 2.2 describes WLAN and UMTS system 
protocol and architecture. Access network performance and their characteristics are outlined 
in Section 2.3. Section 2.4 highlights coding techniques and codecs used. Video quality and 
the factors that affect it is presented in Section 2.5. Section 2.6 summarizes state-of-the-art 
video quality measurement methods. 
Chapter 3 discusses the impact of QoS parameters on video quality. Section 3.2 presents the 
related work on video quality assessment. Section 3.3 outlines the objective experimental set-
up used in this thesis over WLAN. Section 3.4 describes the impact of QoS parameters over 
WLAN. Section 3.5 describes set-up over UMTS. Section 3.6 describes the impact of QoS 
parameters over UMTS. Section 3.7 presents an analysis of the QoS parameters and 3.8 ranks 
the QoS in order of importance. 
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Chapter 4 presents two methods for video content classification. Section 4.2 presents related 
work. Video content dynamics are discussed in Section 4.3. Sections 4.4 and 4.5 presents the 
two methods used for video content classification.  
Chapter 5 presents the reference free regression-based models over WLAN and UMTS access 
networks. Section 5.2 presents related work. The test set-up is presented in section 5.3. 
Section 5.4 presents the subjective tests over UMTS. The methodology is introduced in 
Section 5.5. The procedure for developing the models is outlined in Section 5.6. The 
regression-based models over WLAN are presented in Section 5.7 and over UMTS in Section 
5.8. Section 5.9 presents model comparison and validation over external databases.  
Chapter 6 presents the reference free ANFIS-based models over WLAN and UMTS. Section 
6.2 presents the related work. Section 6.3 presents the background on ANFIS. Section 6.4 
presents experimental set-up over UMTS and WLAN. ANFIS architecture, training and 
validation is presented in Section 6.5. Section 6.6 and 6.7 presents the ANFIS-based models 
over WLAN and UMTS. The model comparison and validation with external database is 
presented in Section 6.8.  
Chapter 7 presents the application of the proposed regression-based model in optimization 
and adaptation. Section 7.2 presents the related work. Section 7.3 describes the optimization 
of content provisioning and network planning. Section 7.4 presents the QoS-driven 
adaptation scheme of sender bitrate over WLAN and UMTS access networks. Results of the 
adaptation scheme are presented in Section 7.5. 
Chapter 8 reviews the achievements of the project, concludes the thesis and suggests future 
work.  
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Figure 1.1.  Outline of thesis
   
 
12 
 
 
Chapter 2 
Video quality measurement over WLAN 
and UMTS access networks  
 
 
2.1 Introduction 
With the advent of 3G mobile communication networks, the classical boundaries between 
telecommunications, multimedia and information technology sectors are fading. The goal of 
this convergence is the creation of a single platform that will allow ubiquitous access to 
Internet, multimedia services, interactive audiovisual services, and in addition (and most 
important) offering the required/appropriate perceived quality level at the end user’s 
premises. 
The aim of this chapter is to present a background on video content transmitted over WLAN 
and UMTS access networks and its Quality of Service issues, which underpins the work 
presented in later chapters. Section 2.2 summarizes the UMTS and WLAN system protocol 
and architecture. Section 2.3 outlines the characteristics of the access networks. A brief 
overview of video coding techniques and codecs used in this thesis is presented in section 
2.4. The inter-relationships of QoS parameters over WLAN and UMTS access networks are 
presented in Section 2.5. A detailed review of work on video quality measurement techniques 
is presented in section 2.6, which serves as the foundations that the work of this thesis is 
based upon. Section 2.7 summarizes the chapter. 
2.2. Video Transmission over WLAN and UMTS – System Architecture and Protocol 
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2.2 Video Transmission over WLAN and UMTS - System 
Architecture and Protocol 
Figure 2.1 shows the conceptual transmission of video applications over WLAN (signalling 
part is not included) and UMTS. It consists of three parts - the sender, the access network 
(WLAN/UMTS) and IP core network and the receiver.  
Encoder Packetizer Decoder
De-
Packetizer
Content 
Classifier
Raw Video Degraded Video
Sender Receiver
WLAN access Network
IP Core Network
UMTS access Network
 
Figure 2.1. Video transmission over WLAN and UMTS access networks 
At the sender, the raw video contents are first digitized and compressed by the encoder. After 
compression, they are packetized. This forms the payload part of a packet (e.g RTP packet). 
The packet is then formed by adding the headers (e.g. IP/UDP/RTP) to the payload which is 
sent to the wireless access networks. As the packet are sent over the wireless access 
networks, different network impairments (e.g. packet loss, delay, jitter, etc. due to access 
networks) may be introduced to the packets and further impairments due to IP networks. In 
this thesis we have considered the impact of access networks only. Video frames are 
extracted at the receiver by stripping off the packet headers from the payload by de-
packetizer. There can be an added buffer which causes further delay. They are then decoded 
to recover the received video. Content classifier is at the receiver side. See details in Chapter 
4. 
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In this thesis, the wireless access networks are simulated using widely available simulation 
tools. WLAN and UMTS access networks are simulated using NS2 [43]. Further UMTS is 
simulated using OPNET [44]. This is done to establish whether there is a preferred simulation 
platform for UMTS. Two codecs are used – MPEG4 [45] for WLAN and H.264 [46] for 
UMTS. MPEG4 is the mandatory codec whereas, H.264 is recommended for low bitrate 
communication which the aim of this study. H.264 was chosen for its better efficiency, more 
control at the encoder and it’s an evolving codec. 
The next two sections give an overview of WLAN and UMTS system architecture followed 
by a brief description of RTP protocol used for video streaming application in this thesis. 
2.2.1 WLAN system architecture 
The IEEE 802.11 [47] are a set of specifications for  wireless standards and they  specify an 
“over-the-air interface between a wireless client and a base station (access point) as well as 
among wireless clients”. There are two basic operating modes - as infrastructure and adhoc 
mode. In the infrastructure mode, clients are allowed to roam between access points, 
however, roaming across routers is not allowed. The ad-hoc mode does not have an access 
point and individual nodes are allowed to participate in a peer-to-peer communication.  In 
this thesis the infrastructure mode only is considered. 
Three variations of the IEEE 802.11 standard are widely deployed. The 802.11a achieves 
2.4GHz band has a maximum theoretical data rate of 11Mbps. It also operates on 1, 2 and 5 
Mbps. The 802.11a and g will achieve the 5GHz and 2.4 GHz bands respectively. They both 
have a theoretical data rate of 54Mbps. However, if different modulation schemes are used 
then they can also achieve the lower data rates of 6, 10, 12, 18, 36 and 48Mbps. In this thesis, 
the simulations are based on IEEE802.11b with 11Mbps. IEEE801.11b was first wireless 
networking network that was widely adopted. Following, IEEE802.11b are the IEEE802.11g 
(54Mbps) and IEEE801.11n (600Mbps) standards. IEEE802.11n is still under development. 
2.2. Video Transmission over WLAN and UMTS – System Architecture and Protocol 
 
15 
 
The mapping between Open Systems Interconnection (OSI) and IEEE 802 protocol layers is 
given in Fig. 2.2. OSI has seven layers as Physical, Data Link, Network, Transport, Session, 
Presentation and Application. The services and protocols specified in IEEE 802, map to the 
lower two layers of the seven-layer OSI networking interface model which are Data Link and 
Physical layers. In fact, IEEE 802 splits the OSI Data Link layer into two sub-layers named 
Logical Link Control (LLC) and Media Access Control (MAC).  
 
Figure 2.2. IEEE 802 protocol layers compared to OSI model 
All of the components in the 802.11 architecture fall into either the media access control 
(MAC) sub layer of the data-link layer or the physical layer. 
2.2.2 UMTS system architecture 
3G (Third Generation) Systems [48] are  aimed to provide a universal portability with 
different range of services that includes e.g., telephony, paging, messaging, Internet and 
broadband data. The ability for the transfer of information between access points is offered 
by UMTS teleservices and bearer services.. There are different QoS parameters for the bearer 
services for maximum transfer delay, delay variation and bit error rate. There are four QoS 
classes defined for UMTS network services: Conversational class (voice, video telephony, 
video gaming), Streaming class (multimedia, video on demand, webcast), Interactive class 
2.2. Video Transmission over WLAN and UMTS – System Architecture and Protocol 
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(web browsing, network gaming, database access), Background class (email, SMS, 
downloading). 
The data rate targets are as follows:  
Satellite and rural outdoor expects to achieve 144Kbps, 384Kbps is the target for urban 
outdoor, and 2048 Kbps is targeted for indoor and low range outdoor. All of these downlink 
data rates are the maximum theoretical values in each environment. The class of service 
dictates the actual data rates. E.g. they may vary from 32Kbps, for a single voice channel, to 
768 Kbps in urban low speed connections.  
  
Figure 2.3. UMTS reference architecture 
The UMTS architecture is shown in Fig. 3.  It consists of one or many User Equipment 
(UEs), the UMTS Terrestrial Radio Access Network (UTRAN) and the core network. Node 
Bs of the UTRAN are connected to a Radio Network Controller (RNC). The base of the 
UMTS is the core network and it consists of the Serving GPRS Support Node (SGSN) and 
the Gateway GPRS Support Node (GGSN). The packets are routed to and from the UTRAN 
by the SGSNs, while GGSNs communicate with external IP networks. The UE is connected 
to Node B over the UMTS radio channel. 
Fig. 2.3 shows the example of H.264 video being transmitted from a fixed Internet node to 
the mobile user. The packets come to the node B from the RNC and are then in a line or 
queue so that they can be divided down into smaller size packets. Every Packet Data 
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Convergence Protocol (PDCP) Packet Data Unit (PDU) is broken down into many Radio 
Link Controller (RLC) PDUs of fixed size. Each of these PDUs are then transmitted over the 
radio interface as a block. . Both the acknowledged (AM) and unacknowledged operation 
(UM) model is supported by the RLC model. The acknowledge modes (AM) assures delivery 
by retransmitting erroneous RLC blocks at the cost of transfer delay, whereas the UM 
provides not reliable but on time delivery of RLC blocks. For this reason, in this thesis only 
the AM mode is considered.  
 
Figure 2.4. UMTS protocol layers compared to OSI model 
Universal Mobile Telecommunications System (UMTS) is denoted as a 3rd generation 
cellular system and is developed within the framework that has been defined by the 
International Telecommunications Union (ITU) (known as the European version of IMT-
2000). The process of standardising UMTS is carried out by the European 
Telecommunications Standards Institute (ETSI) in co-operation with other regional and 
national standardisation bodies around the globe to produce a standard that meets the needs of 
a growing market (UMTS Forum Report No. 2, 2000).  
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The UMTS protocol stack as compared to the OSI model is shown in Fig. 2.4. The physical 
layer is the radio signals, frequencies and channels. The data link layer is divided into Radio 
Link Control (RLC) and Medium Access Control (MAC). The network layer is the Internet 
Protocol (IP). The transport layer is the Transport Control Protocol (TCP) or the User 
Datagram Protocol (UDP). In UMTS there is also a Radio Resource Control (RRC) entity 
that manages the radio resources on several levels in the hierarchy. It has no corresponding 
entity in the OSI model. 
 
2.2.3 Real Time Transport Protocol (RTP) 
Real Time Transport protocol (RTP) [49] is used for most audio and video applications to 
transmit  data . Existing transport protocols like UDP will run under RTP. The function of 
RTP is to provide applications that happen in real time with end-to-end delivery services such 
as payload type identification and delivery monitoring. The timing information of the data as 
received by the receiver from the sender can be reconstructed from the information provided 
by RTP. RTP messages contain a message sequence number which allows applications to 
detect packet loss, packet duplication, or packet reordering. 
In an RTP message the RTP header is followed by the RTP payload. An RTP message of 
version 2 is shown in 2.5. 
In Fig. 2.5, the content of the packet is added to the Payload Type (PT). The Service 
Description Protocol (SDP) describes the values for the codecs. The purpose of the Sequence 
Number is to find and reveal the lost packets and secondly to establish the order in which 
packets were sent to make loss detection easier. The sampling instant for the first octet of 
media data in a packet is in the timestamp. At the receiver, it can be used to help recover the 
clock frequency. If packets are lost then RTP does not include a loss recovery mechanism. 
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Figure 2.5. RTP Protocol stack 
The extension of RTP is is given by the RTP control protocol (RTCP) [50] that will substitute 
member information in an on-going session. Data delivery is monitored by RTCP  and the 
users are provided with some statistical functionality. RTCP can be used by the receiver  as a 
feedback mechanism that informs  the sender about the quality of an on-going session. 
The transmission protocols for Mobile application are RTSP/RTP/UDP/IP. The Real Time 
Streaming Protocol (RTSP) is a network control protocol designed for use in entertainment 
and communications systems to control streaming media servers. 
 
2.3 Access Network Performance Characteristics 
2.3.1 Packet Loss and its characteristics over WLAN 
When video is transmitted transmission over WLAN access network, the loss of packets is a 
major concern as it degrades the quality of video received at the receiver side. Packet are lost 
mainly if the access network is congested. 
Markov processes are ideal to represent the packet loss behaviour of WLAN as there are 
many factors that cause packets to be lost and hence, packet loss is bursty in nature. There are 
many methods that can be found in literature that models this loss behaviour. In this thesis the 
2-state Gilbert Model [51], [52] which will be discussed briefly in next section has been used 
with variable mean burst lengths. Parameters such as fading have not been explicitly 
considered, however, as part of NS2 [43] simulation environment, Rayleigh fading is 
implemented in Eurane [53] extension.  
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2-state Gilbert-Elliot Model 
The 2-state GE model has been used recently in [4] over WLAN to represent packet loss 
characteristics. Fig. 2.6 illustrates a state diagram for a GE channel model. The GE model can 
be described as follows 
“In the “good” state (G) errors occur with probability PG while in the “bad” state (B) they 
happen with higher probability PB. Also, PGB is the probability of the state transiting from a 
good state to a bad state, and PBG is the transition from a bad state to a good state”.  
The steady state probabilities of being in states G and B are given by Eq. (2.1): 
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                                                                         (2.1) 
respectively. The average packet error rate produced by the GE error model is given by Eq. 
(2.2). 
                   Pavg = PG πG  +  PB πB                                                                                                                   (2.2) 
          
G B
PBG
PGB
PGG
PBB
 
Figure 2.6. 2-state Markov model 
2.3.2 Block Loss and its characteristics over UMTS 
Block Error Rate (BLER) as opposed to packets lost is used as in UMTS networks. The 
transport blocks are passed from the physical layer to the Medium Access Control (MAC) 
layer together with an indication of error from Cyclic Redundancy Check. The output of the 
physical layer can be defined by the overall probability of the Block Error Rate (BLER). 
BLER is defined as the total number of blocks lost over total number of blocks sent. 
Instead of setting up a target BLER value for the Packet Data Protocol (PDP) Context, the 
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UE model is modified in order to support the desired error characteristics. The implemented 
link loss model is special case of a 2-state Markov model [54] and its performance is 
provided by two parameters: the BLER and the Mean Burst Length (MBL). The 2-state 
Markov Model is depicted in Fig. 2.6. According to this model, “the network is either in good 
(G) state, where all packets are correctly delivered, or in bad (B) state, where all packets are 
lost as previously (WLAN)”. Transitions from G to B and vice versa occur with probability 
PGB = 1-β and PBG = 1-α. Also, PBB = α and PGG = β. The average block error rate and mean 
burst length can be expressed as MBL = (1-α)
-1
 and BLER = (1-β)/(2-α-β). If α=0, this 
reduces to random error model with the only difference that loss of two consecutive packets 
is not allowed. 
 
2.3.3 Link Bandwidth (LBW) 
Link Bandwidth (LBW) in UMTS is defined as the downlink bandwidth offered to the end 
customer. Currently, 384kbps is the maximum downlink bandwidth offered. Release 6 of 
3GPP [48] offers LBW of up to 1-2 Mbps extending to 3-4 Mbps in the future. In this thesis 
LBW for UMTS is chosen as 128kbps, 256kbps and 384kbps. The downlink bandwidth is not 
increased beyond 384kbps to reflect the current 3G network. However, theoretical values 
especially with LTE are looking at 20Mbps and beyond. The work therefore, reflects worst 
case scenario of bottleneck in the access network. The LBW is simulated as the link between 
two routers in a WLAN set up. The LBW values are then used to distinguish this link.  The 
LBW values are chosen from 32kbps-to 1Mbps over WLAN. In the WLAN set up higher link 
bandwidths are simulated (up to 1Mbps) as depending on the speed and location currently 
WLAN bottleneck access of up to 2Mps and beyond are possible.   
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2.4 Video Coding Techniques 
2.4.1 Coding basic concept 
Video compression algorithms ("codecs") manipulate video signals to dramatically reduce the 
storage and bandwidth required while maximizing perceived video quality. In general, video 
coding techniques are divided into two categories as lossless and lossy.  
Lossless: This category will always make sure that the original data can be recovered exactly 
in its original format.  
Lossy: This category states that the original data cannot be retrieved fully. The theory of 
coding is that small quantization errors in the high-frequency components of the image are 
not apparent by the human visual system.  
In this thesis the focus is on lossy compression. 
The progress of video coding research can be well represented via the development of video 
coding standards by ITU-T Video Coding Experts Group (VCEG) and ISO/IEC Moving 
Picture Experts Group (MPEG) [55], [56].  
Besides these coding standards there are also several significant progresses reported in the 
research literature. In this section an overview of the two codecs used in this thesis – MPEG4 
for video transmitted over WLAN and H.264 for UMTS networks is provided. 
2.4.2 Sampling and YUV Format 
Both MPEG4 and H.264 use YUV format. YUV format separates a pixel into luma and 
chroma components. There is one luma (Y) component and two chroma components (U, V) 
per pixel. The luma component is associated with the brightness of the pixel while the other 
two chroma components are associated with the colour of the pixel. In this thesis YUV 4:2:0 
format has been used. In YUV 4:2:0 format, every pixel has its distinct luma component 
while every 2x2 block of pixels share the same chroma (U, V) components. Since the human 
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visual system is more sensitive to brightness (luma) than colour (chroma), so the chroma 
components are under sampled [55].   
2.4.3 MPEG4 
MPEG-4 video compression, as defined by the ISO/IEC Moving Picture Experts Group, is a 
standard for compressing and decompressing digital video aimed for distribution over media 
with limited bandwidth. The MPEG-4 standard suite includes 23 parts describing different 
aspects of multimedia compression and transfer. For instance, part 3 defines how to compress 
and encode audio to AAC-streams, and part 12, 14 and 15 describe the file and container 
formats. However, only two of the 23 parts describe how the raw video is encoded into a 
compressed data stream suitable for network transfer. These are part 2 and part 10. The latter 
describes the newest and most advanced codec, namely Advanced Video Coding (AVC), 
often referred to as H.264 (see later). The former is the one most commonly referred to as 
“MPEG-4 video”. This is a coding scheme with several different profiles, where the most 
normal are Simple Profile and Advanced Simple Profile (ASP). In the rest of this thesis, the 
term MPEG-4 will refer to the standardized MPEG-4 part 2 ASP. 
With MPEG-compressing, none of the pictures in the raw-stream are stored or sent in its 
original form. Typically, the series of pictures or frames are divided into Groups Of Pictures 
(GOPs, see figure 2.7). The frames are then coded in various ways within each GOP. There 
are normally three types of frames in a MPEG GOP [57]: 
Intra coded frames (I) are coded as single frames as in the case in JPEG. They do not have 
references to any other frames and are encoded independently of any other type of frames and 
are relatively large. 
Predictive coded frames (P) are coded from an earlier I or P frame in the GOP They are 
typically smaller than the I-frames, but bigger than the B-frames. 
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Bi-directional coded frames (B) are coded on from preceding and succeeding I or P frames 
in the sequence. B-frames are typically smaller than both I and P-frames. 
 
                                 Figure 2.7. A sample of MPEG4 GOP (N=9, M=3) 
A GOP pattern is identified by two parameters, GOP(N,M) – where N is the I-to-I frame 
distance and M is the I-to-P frame distance. For instance, as shown in Fig.2.7, G(9,3) would 
mean that one I frame, two P frames and six B frames are included in the GOP. The second I 
frame marks the beginning of the next GOP. Also the arrows in Fig. 2.7 show that the B 
frames and P frames that are decoded depend on the preceding or succeeding I or P frames. 
The most important thing to note about this structure when talking about Quality of Service, 
is the fact that the I-frames are much more important to the quality of the video than the P-
frames, which in turn are more important than the B-frames. Now, if an I-frame   is lost 
during transmission due to congestion or erroneous links, the impact on the result is big. 
However, smart decoders are able to reconstruct a usable image even if one or several packets 
from one frame is lost as long as the packet containing the frame header is received. The 
number of packets needed to transfer one frame depends on the ratio between frame-size and 
the packet transfer unit size, called Maximum Transfer Unit (MTU). The overall result can be 
seen on measures such as the Peak Signal-to-Noise ratio (PSNR, see sub-section 2.6.4), Mean 
  2.4. Video Coding Techniques 
 
25 
 
Opinion Score (MOS, see sub-section 2.6.1) or simply by watching the video in a MPEG-
compatible player. 
 
2.4.4 H.264/AVC Advanced Video Coding 
 H.264/AVC is the latest codec and is also known as the next generation in the video 
compression technology in the MPEG4 standard. It is also known as MPEG4 part 10 and as 
Advanced Video Coding (AVC). The H.264 coded can produce the same quality as  MPEG2  
but at up to half the data rate. H.264 is the recommended codec for 3G to HD (High 
Definition) i.e. everything in between 40kbps to upwards of 10Mbps. 
In this thesis H.264/AVC baseline profile (there are seven profiles recommended specific 
targeting classes of applications) has been used as it is designed for low complexity and low 
rate applications: (the target study of this thesis is mobile applications).  The baseline profile 
does not support B slices. It only supports I and P slices. The design of H.264/AVC is 
depicted in Fig. 2.9a. From the figure, a Video Coding Layer (VCL) is designed to effectively 
represent the video content. The Network Abstraction Layer (NAL) configures the VCL 
illustration of the video and procures header information in away suitable for movement by a 
collection of transport layers or storage media. The NAL units (NALUs) are the output of 
NAL. The optional part is Data Partitioning (DP) This structure is given in Figure 2.8a. 
A hybrid of temporal and spatial prediction is found in the VCL of H.264/AVC together with 
transform coding. Each frame is divided into non overlapping areas. These areas are called 
macroblocks (MB). They consist of 16×16 samples of the luma and 8×8 samples of each of 
the two chroma components. The macroblocks are arranged in slices which represent subsets 
of macroblocks that can be decoded independently. The macroblocks can be further divided 
into smaller blocks of up to 4 x 4 pixels.  A 16 x 16 macroblock is shown in Figure 2.8b. 
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(a) H.264/AVC architecture 
 
 
(b) A 16 x 16 macroblock showing YUV 4:2:0 sampling scheme [58] 
Figure 2.8. Layer structure of H.264/AVC encoder 
 
Slices 
For compression, a video frame may be split into slices. A sequence of macroblocks that are 
grouped together is called a slice. A slice is coded and decoded independently of other slices 
in a frame. Typically, one encoded slice is packed in one NAL unit and transmitted in one 
packet. The advantage of using slices is that if a packet is lost then only a part of a video 
frame is lost instead of the whole frame. Since inter prediction between macroblocks of 
different slices is not allowed, use of slices decreases compression efficiency. H.264 standard 
defines the following slice types [58]: 
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 I slices I or Intra slices contain macroblocks that are encoded using macroblocks in the same 
slice of the same frame. All the slices in the first frame of a video sequence are encoded as I 
slice. 
P slices P or Predicted slices contain macroblocks that are encoded using macroblocks in a 
previously encoded and decoded frame. Some macroblocks in a P slice may be encoded in 
intra mode. 
B slices B or Bi-Directional Predicted slices contain macroblocks that are encoded using 
macroblocks in the past and future I or P slices (in playback order). The decoding order of B 
slice is after the past and future I or P reference slices. In this thesis only IPPP structure is 
used. 
 
2.5 Video Quality  
Several factors influence video quality. These factors can be characterized as QoS 
parameters. In this thesis, the QoS parameters that are considered can be split into QoS 
affected by the access network and QoS affected by the encoder. The impact of the QoS 
parameters on video quality as perceived by the users is referred to as the Quality of 
Experience (QoE). QoE is difficult to measure as it goes beyond the boundary of measurable 
QoS parameters to how the users feel to a particular video service etc. For that reason, this 
thesis focuses only on the QoS parameters associated with the encoder (or application layer) 
and the access network (physical layer). The access network factors include access network 
packet/block loss, access network link bandwidth and other factors such as network jitter and 
network delay. These factors grouped together can then be defined as Network QoS (NQoS). 
The other factors of jitter and delay are not considered in this thesis. Delay is more significant 
in voice applications. Voice applications are real time and a delay in voice makes the user 
feel that the communication is lost. However, with video, delay is not as significant 
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especially due to bigger cache memory now available. As the bandwidth’s are increasing 
(LTE), delay will be even less significant. As the target application of this thesis is streaming 
video over wireless access networks, only packet/black losses were considered. The codec 
related parameters are sender bitrate and frame rate. The impact of both the encoder related 
and access network related parameters are very much dependent on the content type. Hence 
grouped together these factors can be defined as Application QoS (AQoS). 
The characteristics of access network packet/block loss, MBL and LBW were discussed in 
detail in Section 2.3 earlier. The impact of the QoS parameters on perceived video quality 
will be discussed in Chapter 3. 
 
2.6 Video Quality Measurement  
Video quality can be evaluated either subjectively or based on objective methods as shown in 
Fig. 2.9. Subjective quality is the users’ perception of service quality (ITU-T P.910) [1]. 
Mean Opinion Score (MOS) is the most widely used metric. The most reliable method of 
measuring video quality is the subjective way. However, this method consumes a lot of time 
and can be expensive. Hence, there a need for an objective method that produces results 
comparable with those of subjective testing. Objective measurements can be performed in an 
intrusive or non-intrusive way. Intrusive measurements require access to the source. They 
compare the impaired videos to the original ones. Full reference and reduced reference video 
quality measurements are both intrusive [2]. Quality metrics such as Peak-Signal-to-Noise-
Ratio (PSNR), VQM [5], SSIM [3], Q-value [4] and J.247 [6] are full reference metrics. 
VQM and PEVQ are commercially used and are not publicly available. Non-intrusive 
methods (reference-free), on the other hand do not require access to the source video. Non-
intrusive methods are either signal or parameter based. Non-intrusive methods are preferred 
to intrusive analysis as they are more suitable for on-line quality prediction/control. 
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Figure 2.9. Classification of video quality assessment methods 
 
2.6.1 Subjective Video Quality Measurement  
International Telecommunication Union (ITU) and Video Quality Experts Group (VQEG) 
have defined the subjective methods such that a number of viewers (subjects) are selected 
who then watch the video clip in question under controlled conditions. After they have 
watched the clip, they then score the video clip. This score is called the Mean opinion Score 
(MOS) and has a value from 1 to 5.  
Subjective test methods are described in ITU-R T.500-11 (2002) [40] and ITU-T Rec. P.910 
(1999) [1]. These methods advise on the type of viewing conditions, the benchmark for 
observers and test material selection,  the procedure to assess  and statistical analysis 
methods. ITU-R Rec. BT.500-11 described subjective methods that are specialized for 
television applications, whereas ITU-T Rec. P.910 is intended for multimedia applications. 
The most known and widely used subjective methods are: 
  2.6. Video Quality Measurement  
 
30 
 
• Double Stimulus Impairment Scale (DSIS) 
• The subjects in this method are shown pairs of the degraded video clips along with 
many reference clips. The reference clip is shown before any degraded pair. Subjects 
score according to a scale of impairment as, “imperceptible, perceptible but not 
annoying, slightly annoying, annoying, and very annoying”. This scale is also known 
as the 5point scale. 5 is referred to as being imperceptible and 1 is very annoying.  
• Single Stimulus Methods – The subjects in this method as opposed to the previous 
one are shown multiple separate scenes. This method can be run in one of two ways. : 
The first one is the single stimulus when the test scenes are not repeated and the 
second is the single stimulus with repetition of many times of the test scenes. As 
opposed to the previous one, three different types of methods for the scoring  are 
used:  
o Adjectival: This is the same as described in Double Stimulus Impairment 
Scale with the difference that half scales are allowed.  
o Numerical: In this one, an 11-grade numerical scale is used. This is useful if a 
reference is not available.  
o Non-categorical: In this one, a continuous scale is used with no numbers. 
Alternately a large range of numbers can be used, e.g. 0 - 100. 
• Stimulus Comparison Method: This method is used when two well matched 
monitors are available. The  differences between pairs of scenes  are scored in one of 
two ways:  
o Adjectival: This is a 7-grade scale labelled from +3 to -3 :The scale is 
translated as, “much better, better, slightly better, the same, slightly worse, 
worse, and much worse”. 
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o Non-categorical: This is very similar to the previous one where a continuous 
scale is used without numbers or a relation number used either in absolute 
terms or related to a standard pair. 
• Single Stimulus Continuous Quality Evaluation (SSCQE): According to 
this method, the subjects watch a program of typically 20–30 minutes with no 
reference to the original video clip. The subjects rate using a slider continuously 
perceived quality at that instant in time on a scale from ‘bad’ to ‘excellent’. This 
corresponds to an equivalent numerical scale from 0 to 100. 
Double Stimulus Continuous Quality Scale (DSCQS): At DSCQS the 
viewers watch multiple pairs of quite short (i.e. 10 seconds) reference and test 
sequences. Each pair appears twice, with random order of the reference and the test 
sequence. The viewers do not know of the reference video clip order and are asked to 
rate each of the two separately on a continuous quality scale. This scale range from 
‘bad’ to ‘excellent’. This is equivalent to a numerical scale from 0 to 100. The 
aforementioned methods are described in detail in the ITU-R Rec. T.500-11 
document and are mainly intended for television signals. Based on slight 
modifications and adaptations of these methods, some other subjective evaluation 
methods  like the Absolute Category Rating (ACR) and Degradation Category Rating 
(DCR) for multimedia services are described in ITU-T Rec. P.910 [1] and are listed 
below. 
The Absolute Category Rating (ACR) method is the most commonly used method and it 
gives the Mean Opinion Score (MOS) as a metric of measurement. The Degradation 
Category Rating (DCR) method is also used in some situations and it gives the Degradation 
Mean Opinion Score (DMOS) as a metric.  
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2.6.1.1 Absolute Category Rating (ACR) method 
In the ACR method, the viewers watch a video clip without watching the original reference 
clip. Once they have watched the clip, they are asked to give a quality rating. The quality 
rating is based on an opinion scale as shown in Table 2.1. The mean Opinion Score (MOS) is 
then calculated as an average of all opinion scores of the subjects.  
Table 2.1 Opinion scale for ACR test 
Category Video Quality 
5 Excellent 
4 Good 
3 Fair 
2 Poor 
1 Bad 
  
Fig, 2.10 shows the time pattern for the presentation of video. The time of voting is equal to 
or less than 10ss.   
 
Figure 2.10. Stimulus presentation in the ACR method 
 
2.6.1.2 Degradation Category Rating (DCR) Method 
The DCR method is more effective when the quality difference in a video clip is minimum. 
The ACR method struggles to pick up the slight differences I quality (e.g. between 3 and 4). 
The DCR method is then recorded in an annoyance scale and a quality reference.  The 
annoyance or degradation level is rated by the viewers by comparing the degraded video 
sequence to the original (reference). The rating scales or the degradation levels are shown in 
Table 2.2. 
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              Table 2.2 Opinion scale for DCR test 
Category Video Quality 
5 Imperceptible 
4 Perceptible but not annoying 
3 Slightly annoying 
2 Annoying 
1 Very annoying 
Figure 2.11 shows the time pattern for the presentation of the video clips. The time of voting 
should be less than or equal to 10 seconds.  
 
 
Figure 2.11. Stimulus presentation in the DCR method 
 
2.6.1.3 Pair Comparison Method (PC) 
In pair Comparison method, pairwise comparison of test sequences are repeatedly conducted.   
In comparison to other methods such as single stimulus and double stimulus, the test 
sequences are combined in all possible combinations, all pair of sequences are presented in 
both possible orders and subjects only need to provide preference between each pair instead 
of assigning a discrete or continuous score. The time pattern for the presentation of video 
clips can be shown by Figure 2.12. As previously, the voting time should be less than or 
equal to 10 s. 
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Figure 2.12. Stimulus presentation in the PC method 
2.6.2 Experimental design of subjective tests 
Once the data has been collected, several aspects must be taken into account in the experimental 
design of subjective tests. A description of these aspects is done in the next paragraphs. Subjective 
tests designed for this project were based on existing VoIP test in [59] and took into account all of the 
aspects described below. (See Chapter 5, section 5.4 for details). 
Scene characteristics  
It is important to select the test sequences representative of the data to be collected. Also, the 
choice of scenes should be different so the subjects are not bored. The test sequences should 
be the same for all subjects (scene characteristics is the same across the test) It. The short 
sequences should be less than 10 s and long sequences more than 10 s .  
Replications  
The replication of the video sequences is required by ITU-T P.910. At least two, otherwise 
three or four repetitions of the same test sequence should be shown to the viewers. This is 
important as it validates both subjects and the results produced by them.  
Presentation order  
The presentation order of the video sequences should be randomized. It should be different to 
the number of subjects in the same test. However, when analysing the results, presentation 
order should be taken into account. This is because if the viewers viewed a ‘bad’ (degraded) 
clip then viewed a ‘fair’ clip, they may rate is as ‘good’.  
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Viewers  
 The number of viewers recommended by ITU-T are from 4-40. In practice, a minimum of 
15-18 non-expert viewers should be used for obvious reasons. Ideally they should be naïve 
viewers with little or no experience of these types of tests. 
Viewing conditions  
The viewing conditions should be uniform for all viewers, e.g. display equipment, seating 
position, etc. 
Instructions to viewers 
The subjects should be briefed about the intended application of the test to be undertaken. 
These instructions must be in writing to explain fully what is required from the viewers.  
Training session  
A training session should be included before any real testing is carried out. The purpose of 
this session is to familiarise the users to the type of test..  
Evaluation  
As seen before in the test methods description part, different kinds of evaluative scales are 
used depending on the test method used. Grading scales (five-graded, seven-graded for 
comparison or even with more points) or continuous scales are possible, and the scale must 
be clearly illustrated during the training phase or before. In addition, the viewers can be given 
a specially designed questionnaire to rate the test.  
Apart from that, it is important to decide if the evaluation of the video is concentrated on the 
whole video or in concrete objects. In the case of short video tests, the assessment of quality 
can be applied to consider the impact of the quality of single objects on the overall quality of 
the video clip, contrary to long videos that should be evaluated in general perspective. 
Subjective tests are composed of two phases: initial phase (instructions and training phase) 
and test sessions. A session should last less than half an hour. The sessions must be split up to 
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provide for breaks so that the viewers are not tired or fatigued from the experience. This 
general structure is explained in Figure 2.13. 
 
                            Figure 2.13. Subjective tests – general structure 
 
2.6.3 Objective Quality Evaluation Methods 
The subjective tests are expensive and take a lot of time due to the reasons explained above. 
This limits their implementation especially for research purposes.  
This makes objective methods high desirable. VQEG SG9 [20] is dedicated to finding 
effective objective methods that can measure video quality comparable to that of subjective 
standards. Video quality measurements are divided into three main areas as full-reference, 
reduced-reference, and no-reference. Full-reference and reduced reference are intrusive 
measurements and are described in sub-sections 2.6.4.1 and 2.6.4.2. No-reference is a non-
intrusive measurement and is described in Section 2.6.5.  
2.6.4 Intrusive Video Quality Measurement Methods 
Intrusive video quality measurement methods can be defined as full reference and reduced 
reference. 
2.6.4.1 Full Reference Method 
The full reference methods require reference to the source video. They compare the source 
video to the received degraded video and then provide an objective quality value. They are 
… 
Instructions & 
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impractical for online monitoring and prediction and access to the source (original) video 
may not be possible. 
The basic block diagram of the full reference method is depicted on Fig. 2.14  
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Objective 
Metric
Normalization
Transmission 
channel
Video quality 
estimation
Encoder Decoder
Calibration
Objective 
Metric
Calibration
 
Figure 2.14.  Full Reference Methods with single channel 
PSNR, SSIM, VQM, Q-value and J.247 are all full reference methods. In this thesis PSNR 
has been used widely, followed by Q-value and SSIM for comparison. 
 
PSNR 
Peak-Signal-to-Noise-Ration (PSNR) is a well known objective video quality metric. It is 
most commonly used in video quality evaluation. It is a full reference metric where the PSNR 
value is measured by comparing the original frames to the reconstructed frames of the video 
sequence. PSNR is easily defined by the Mean Squared Error (MSE) of two images as shown 
by Eq. 2.3.  
                                         (2.3) 
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The PSNR is defined in Eq. (2.4). The PSNR value approaches infinity when MSE is close to 
zero. Hence a higher PSNR value gives a higher video quality. Whereas, a small PSNR value 
high numerical differences between frames and hence low video quality. 
                                                            (2.4) 
MAXI is the maximum possible pixel value of the image in Eq. (2.4).  
 
SSIM 
The Structural Similarity Index Measurement (SSIM) provides a quality index measure of the 
similarity between two images. It was developed by Wang et al [3]. AS PSNR and MSE do 
not accurately depict human perception, SSIM was designed to represent the human 
perception and improve on methods like the PSNR. 
The SSIM metric is calculated using Eq. 2.5. The measure between two images x and y of 
common size N×N is given in Eq. (2.5). 
                                         (2.5) 
   
This formula is applied only on luma to evaluate the image quality with a maximum value of 
1 showing excellent quality.  
Structural dissimilarity (DSSIM) is a distance metric derived from SSIM and is given in Eq. 
(2.6). 
                                                             (2.6) 
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Q - value 
The Q-value – defined as the decodable frame rate is defined as the number of frames that 
can be decoded at the receiver over the total number of frames originally sent by a video as 
given in Eq. (2.7). 
                       	 
		
                                                         (2.7) 
Where Ndec is the summation of Ndec-I, Ndec-P and Ndec-B defined in [60]. A large Q 
value means that the video quality perceived by the end user is good. 
 
2.6.4.2 Reduced Reference Methods  
As opposed to full reference methods reduced reference methods use only some features 
extracted from the original video clip. The reduced reference method is shown by the block 
diagram   in Fig. 2.15. Therefore, if a reduced-reference method is to be used in an IPTV 
system, the user requirement should specify the side channel, through which the feature data 
is transmitted. 
 
 
Figure 2.15. Reduced Reference Methods 
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2.6.5 Non-intrusive Video Quality Measurement 
As opposed to both the full reference methods, the no reference methods do not require 
access to the source video clip. The video quality is predicted entirely from the information 
provided by the degraded received video clip.  In order to monitor the perceptual video 
quality at the receiver in mobile streaming or IPTV applications, it is difficult to use the full-
reference methods as they require access to the source video which may not always be 
available. This makes no-reference methods attractive to use as they do not require access to 
the source video clip. Fig. 2.16 gives the conceptual block diagram to predict video quality 
non-intrusively. 
 
Figure 2.16. Non-intrusive video quality measurement 
Non-intrusive video quality measurement can be either (1) Signal-based, (2) Parameter-based 
or (3) Hybrid (combination of both). 
Signal-based non-intrusive video quality measurement 
Signal-based non-intrusive video quality measurement measures the input signal only e.g. 
video content features from raw video. 
Parameter-based non-intrusive video quality measurement 
Parameter-based non-intrusive video quality prediction can be carried out from a number of 
parameters either based in application layer (content type, codec, etc.) or from the network 
(packet/block loss, LBW, delay, etc.) or combining both.  
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Hybrid non-intrusive video quality measurement 
Hybrid non-intrusive video quality measurement combines the signal (bit-stream 
information) and parameters. The block diagram of hybrid video quality measurement given 
by ITU-T SG 9 [20] is given in Fig. 2.17. 
 
Figure 2.17. Input parameters for non-intrusive hybrid perceptual bit-stream models 
The focus of this study is to present non-intrusive video quality prediction models that are 
based on Qos parameters. The proposed models predict video quality directly from a 
combination of parameters from the access network, encoder related parameters and content 
types. The two methods are described briefly. 
2.6.5.1 Regression-based methods 
In regression-based methods, a number of parameters are used in the regression analysis and 
model is fitted according to the correlation coefficient that measures the goodness of the fit 
and the root mean squared error. The block diagram for the regression based and neural 
network based method is given in Fig. 2.18. 
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Figure 2.18 Conceptual diagram of Regression/ANN-based model for quality prediction 
 
2.6.5.2 Artificial neural network based methods 
Unlike regression-based models that are equation based (mathematical) and are static, ANN 
model can adjust to the changing environment of WLAN/UMTS access networks because of 
their capability to learn. ANN models can be trained by learning the nonlinear relationships 
between perceived video quality (e.g. MOS value) and a combination of application and 
network level parameters.  
Work presented in  [14] used ANN to predict video quality over IP networks. The design of 
ANN model is depicted in Figure 2.18. The ANNs can have a range of input parameters e.g. 
packet loss, mean burst length, packet size, codec FR, etc. The effect of a combination of 
access network parameters (e.g. packet/block loss rate, mean burst length and link 
bandwidth) and encoder related parameters (e.g. codec SBR, FR or CT) on perceived video 
quality  is not very clear. There is a requirement for models to predict video quality to for 
technical and commercial reasons. 
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2.7 Summary 
The purpose of this chapter has been to present the background on the protocols and 
architecture of wireless access networks of UMTS and WLAN. The access network 
performance characteristics are given followed by the video coding concepts and codecs used 
in the thesis have been introduced. The Quality of Service requirements and the most up to 
date subjective and objective video quality measurement methods are described in detail. The 
description of the subjective video quality measurement (e.g. MOS), and objective video 
quality measurement including both intrusive – full reference (e.g. PSNR and SSIM) and 
reduced reference and non-intrusive video quality measurement (e.g. regression-based and 
neural network models) have been presented.  
This Chapter has set the background for video quality assessment over wireless access 
networks and have directed the PhD studies that are presented in Chapters 3 to 7. 
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Chapter 3 
 
Study of QoS Parameters on video quality 
over WLAN and UMTS 
 
 
3.1 Introduction 
The main parameters that affect video quality were introduced in section 2.5 (Chapter 2). 
These impairments include access network impairments of packet/block loss, mean burst 
length and link bandwidth, encoder impairments of sender bitrate and frame rate and content 
types. In order to appreciate the relationships between video quality and QoS parameters 
associated with the encoder, wireless access network and content types, a fundamental 
investigation was undertaken to quantify their impacts. The metrics used were MOS to 
measure quality. MOS was obtained by PSNR to MOS conversion from Evalvid [21] 
(objective method based on simulation as it gave a lot of flexibility). A comprehension of the 
perceptual effects of these key parameters on video quality is important as it forms the basis 
for the advancement and development of new and efficient non-intrusive video quality 
prediction models for video quality monitoring and QoS optimization and control. 
Section 3.2 presents the related work on video quality assessment. In Section 3.3 the 
objective (based on simulation) test set up for WLAN is described. Section 3.4 presents the 
impact of QoS parameters on video quality over wireless access network of WLAN. The 
objective test set up over UMTS is presented in Section 3.5. Section 3.6 describes the impact 
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of QoS parameters on quality over wireless access network of UMTS. Section 3.7 gives a 
detailed discussion of the impact of QoS parameters. Ranking of the QoS parameters are 
given in Section 3.8. Section 3.9 summarizes the Chapter.  
 
3.2 Related Work 
Video quality is impacted by the QoS parameters. This is because low video quality leads to 
poor QoS as perceived by the user which in turn leads to reduced usage of the 
applications/services and hence reduced revenue. QoS impacted by the access network 
parameters can be referred to as NQoS, QoS impacted by the encoder can be referred to as 
the AQoS and eventually the End-user QoS. End-user QoS is involved with the end-user 
experience in terms of video quality. 
In existing literature, video quality is either predicted using the impact of the NQoS or the 
AQoS. Rarely parameters associated in both are considered. However, as the end user QoS is 
impacted by both the AQoS and NQoS, it is important for both content and network providers 
to understand the capabilities of the network and hence, maximize the QoS of the end user.   
Video transmission over UMTS network is subject to quality degradation due to bandwidth 
limitation when supporting large number of users. This has been addressed by a large number 
of researchers in [61, 62]-[64]. In [65] it is shown that UMTS radio link of acknowledged 
mode out performs the unacknowledged mode for video transmission. Similarly, in [66],[67] 
the transmission requirements and the performance of UMTS dedicated channels of UMTS 
networks for video streaming has been outlined. In [68] a mechanism for congestion control 
for video transmission over UMTS networks have been proposed. Whereas, in [69] an error 
detection scheme is proposed for H.264 encoded videos and in [70] transcoding is used to 
adapt video content transmitted over UMTS networks. Most of the current work is limited to 
improving the radio channel. In [71],[72, 73] subjective quality on mobile devices have been 
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evaluated and found combination of bitrates and frame rates for acceptable quality. Work 
presented in [73] found that H.264 codec produced the most satisfying video quality, 
however, it was very much content dependent. In [74] H.264 video coding for mobile devices 
has been assessed and found that the scaling order preferences of the codec are very much 
content dependent. Works presented in [75] investigate the impact of background traffic on 
video quality over WLAN and found that the packet size and packet rate of the traffic in the 
network have a large impact on the video streaming session. Similarly, work presented in 
[76] concludes with increasing background traffic bandwidth restriction degrades user’s 
Quality of Experience (QoE). Video quality assessment in [77] considers videos in multiple 
dimensions. They characterize videos in five dimensions such as encoder type, video content, 
sender bitrate, frame rate and frame size and found that perceptual quality of a decoded video 
is affected in descending order of significance. In [78] the relation between subjective and 
objective measures of video quality has been explored. It was found that acceptability 
depended on more than just visual quality and that both content type and size are important to 
provide accurate estimates of overall quality in the field of mobile TV. The work in [17] 
focuses on finding the impact of parameters like sender bitrate, frame rate and packet loss 
rate on quality using the VQEG subjective database. The authors found that in the application 
layer sender bitrate and in the network layer packet loss rate have a higher impact on quality. 
More recently work in [18],[19] presented a study on video quality assessment over wireless 
networks with H.264 codec. They have made available their subjective database [79] for the 
research community to use. They found that video quality is impacted both by the encoder 
and wireless access network impairments. Existing work on video quality assessment is 
restricted to distortions that occur due to the encoder or the access network. There is very 
limited research that aims to combine the distortions due to the access network and the 
encoder. In addition, these distortions are very much content dependent. Hence, the 
                                                                   3.3. Objective Experimental Set up over WLAN     
 
47 
 
parameters chosen are such that they represent distortions from the encoder, distortions from 
the access network and represent different types of contents (e.g. slow moving to fast 
moving).  The detailed investigations of the combined parameters from the encoder and 
access network on different video contents in this Chapter form the basis for the video quality 
prediction model presented later in this thesis.  
3.3 Objective experimental set up over WLAN 
The objective experimental set-up for WLAN was based on simulation. The simulation was 
carried out using NS2  [43] integrated with Evalvid [21] for WLAN. The aim of the set up 
was to transmit videos with different parameter settings over simulated WLAN network. The 
raw video was then compared to the degraded video to calculate the end-to-end quality of the 
received video using PSNR. This allowed a lot of flexibility in the choice of parameters.  
3.3.1 Video sequences 
Three video clips were chosen as Akiyo (very little movement), Foreman (Some movement) 
and Stefan (lots of movement). Snapshots of the video clips are given in Fig. 3.1. All 
sequences can be downloaded from [80] . The video clips were chosen with Quarter Common 
Intermediate Format (QCIF) (176 x 144). QCIF was specifically chosen as opposed to CIF or 
larger sizes as it is the recommended size for mobile phones and small hand held terminals 
which is the target application areas of this study. As the growth in this area has been 
exponential, the author acknowledges that screen resolution on small handheld devices has 
increased to 380 x 240 for iphones and even bigger for ipads (ipads were released after this 
thesis was initially written) and in this sense this work forms the basis for low resolution 
handheld device and represents worst case scenario. It can easily be extended to higher 
resolution wireless devices. The results presented here will be valid for higher resolution 
devices. The models presented later will need to be re-trained. 
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                           Figure 3.1. Snap shots of the three video sequences  
 
3.3.2 Data set generation 
For quality evaluation a combination of parameters associated with the encoder, WLAN 
access network and content types were chosen. The parameters associated with the encoder 
were Frame Rate (FR), and Sender Bitrate (SBR), in the WLAN access network, the 
parameters chosen were Link Bandwidth (LBW) and Packet Error Rate (PER). Three video 
sequences were chosen. The video sequences along with the combination parameters chosen 
are given in Table 3.1.    
Video sequences – the video clips chosen from low spatio-temporal activity to high ST 
activity. In total 3 video clips were chosen as shown in Table 3.1. 
The frame rate - the number of frames per second. It takes one of three values as 10, 15 and 
30fps.  
The sender bitrate - the rate of the encoders output. It is chosen to take 18, 44, 80, 104 and 
384kbps. 
The link bandwidth: the variable bandwidth link between the routers (Fig. 3.1). It takes the 
values of 32, 64, 128, 256, 384, 512, 768 and 1000kbps.  
Packet Error Rate: the simulator (NS2) drops packet at regular intervals using the random 
uniform error model, taking five values as 0.01, 0.05, 0.1, 0.15 and 0.2. It is widely accepted 
that a loss rate higher than 0.2 (20%) will drastically reduce the video quality. 
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Table 3.1 Dataset combinations over WLAN 
Video sequences Frame Rate (fps) SBR (kbps) LBW (kbps) PER 
Akiyo  
 
 
10, 15, 30 
 
 
 
18, 44, 80 
 
 
32, 64, 128, 256  
 
0.01, 0.05, 0.1, 
0.15, 0.2 
 
Foreman 
Stefan 80, 104, 384 384, 512, 768, 1000 
 
The codec chosen is MPEG4 open source ffmpeg [45] and video sequences were in Quarter 
Common Intermediate Format (QCIF). QCIF was specifically chosen as the end application 
was mobile terminal with a small screen. A total of 450 samples were generated using the 
combinations in Table 3.1. 
3.3.3 Experimental set-up over WLAN based on NS2 
The experimental set up is given in Fig 3.2. There are two sender nodes as CBR background 
traffic and MPEG4 video source. Background traffic was added to make the simulation more 
realistic. Both the links pass traffic at 10Mbps over the Internet which in turn passes the 
traffic to another router over a variable link. The second router is connected to a wireless 
access point at 10Mbps and further transmits this traffic to a mobile node at a transmission 
rate of 11Mbps 802.11b WLAN. The delay is fixed at 1ms. As the aim is to assess the impact 
of the access network, no packet loss takes place in the wired sector of the video delivery 
route.  
 
Figure 3.2.  Experimental set-up – video transmitted over WLAN 
 
 
                                                                   3.3. Objective Experimental Set up over WLAN     
 
50 
 
3.3.4 Transmission of video over simulated NS2 network 
The transmission of MPEG4 encoded video over WLAN network is illustrated in Fig. 3.3. 
 
Figure 3.3. Simulation Methodology over NS2 (WLAN) 
The original YUV (4:2:0) sequences with QCIF resolution were encoded with MPEG4 with 
varying values of SBR and FR. The resulting *.m4v video track is then hinted using MP4Box 
[81] which emulates the streaming of the *.mp4 video over the network based on 
RTP/UDP/IP protocol stack. The maximum transmission packet size is 1024 bytes. The 
resulting trace file feeds the NS2 simulation model as required. Random uniform error model 
is used to deliver the video packets initially. The link bandwidth in Fig. 3.3 is varied from 
32kbps to 1Mbps according to Table 3.1. This is done to measure the impact of link 
bandwidth on end-to-end quality.  The incoming trace file (st), the sender module (sd) and 
receiver module (rd) are used by the etmp4 [21] program to generate *.mp4 file. Finally, the 
degraded video is generated using ffmpeg decoder. The PSNR is then computed by 
comparing the original video to the degraded video. The CBR rate is fixed to 1Mbps to 
simulate realistic scenario. Further, the experiment is repeated to account for bursty errors. 
The average PER is then calculated from Eq. (2.1) and Eq. (2.2). In this thesis the values of 
PGG, PBB and PG are set to 0.96, 0.94 and 0.001 respectively from [60]. The value of PB is set 
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from 0.05 to 0.5 with 0.05 intervals to correspond with packet error rates of 0.02, 0.04 to 0.2 
in accordance with the formula given by Eq. (2.2). 
To account for different packet loss patterns, 10 different initial seeds for random number 
generation were chosen for each packet error rate. All results generated in the thesis were 
obtained by averaging over these 10 runs.  
All the experiments in this thesis were conducted with an open source framework Evalvid 
[21] and network simulator tool NS2 [43]. Video quality is measured by taking the average 
PSNR over all the decoded frames. MOS scores are calculated based on the PSNR to MOS 
conversion from Evalvid [21]. The mapping is given in Table 3.2.     
 
Table 3.2 PSNR to MOS conversion 
PSNR (dB) MOS 
>37 5 
31 – 36.9 4 
25 – 30.9 3 
20 – 24.9 2 
< 19.9 1 
 
3.4 Impact of QoS parameters over WLAN 
In this section the effects of the four parameters on video quality is presented. Three-
dimensional figures were chosen in which two parameters were varied while keeping the 
other two fixed. MOS is used as a metric to measure quality.  
3.4.1 Impact of SBR and PER on quality 
To evaluate the impact of SBR and PER on quality (MOS), the frame rate was kept fixed at 
10fps and the link bandwidth was fixed at 128kb/s. Fig. 3.4a shows the MOS values for 
‘Akiyo’. It was observed that the MOS dropped to 3 when the packet loss was 20% which is 
an acceptable value for communication quality. This shows that when there is very little 
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activity in content the video quality is still acceptable at low send bitrates and with high 
packet loss. 
 
  
 
(a) MOS vs SBR vs PER for ‘Akiyo’               (b) MOS vs SBR vs PER for ‘Foreman’ 
                                 
(c) MOS vs SBR vs PER for ‘Stefan’ 
Figure 3.4. MOS vs SBR vs PER 
Fig. 3.4b show the MOS scores for ‘Foreman’. The frame rate is fixed at 10fps and the link 
bandwidth at 384kb/s. It was observed that with higher sender bitrate of 80kb/s the video 
quality is very good (MOS > 3.5), however, the quality fades rapidly with increasing packet 
loss. 
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Fig.3.4c show the MOS scores for ‘Stefan’. The frame rate was kept fixed at 10fps and the 
link bandwidth was fixed at 512kb/s. Again, the video quality is very good for higher sender 
bitrate of 512kb/s, but fades very rapidly with increasing packet loss.  
3.4.2 Impact of SBR and LBW on quality 
To evaluate the impact of SBR and LBW on quality,  the frame rate is fixed at 10fps without 
any packet loss for three video sequences. In Figs 3.5a, b and c increasing the link bandwidth 
only improves the MOS score if the video is encoded at a bitrate less than the LBW. 
However, a worsening in video quality was observed if the sender bitrate is more than the 
link bandwidth due to congestion.   
 
(a) MOS vs SBR vs LBW for Akiyo                    (b) MOS vs SBR vs LBW for Foreman 
                                                  
(c) MOS vs SBR vs LBW for Stefan 
Figure 3.5. MOS vs SBR vs LBW for the three video sequences 
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3.4.3 Impact of SBR and FR on quality 
To evaluate the impact of SBR and FR on quality, packet loss is zero and LBW is fixed at  
256kbps for video sequences of ‘Akiyo’ and ‘Foreman’ and 512kbps for ‘Stefan’. From Figs. 
3.6a,b&c it was found that frame rate is not as significant as sender bitrate. Improvement in 
video quality is only achived upto frame rates of 15fps. This confirms that for low sender 
bitrate videos low frame rates give better quality (e.g. frame rate ≤ 10fps). However, for 
higher sender bitrate higher frame rate will not reduce video quality.        
 
    
(a) MOS vs FR vs SBR for Akiyo                         (b) MOS vs FR vs SBR for Foreman              
 
(c) MOS vs FR vs SBR for Stefan 
Figure 3.6.  MOS vs FR vs SBR for the three video sequences 
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3.5 Objective experimental set up over UMTS 
The objective experimental set-up over UMTS was based on simulation. The simulation was 
carried out using NS2 [43] and integrated with Evalvid [21] and Eurane [53] for UMTS. Also 
OPNET simulation platform was used for the UMTS in addition to NS2. Video sequences 
chosen are the same as described in sub-section 3.5.1 over WLAN. OPNET is another 
simulation platform for UMTS access network. The datasets generated from using both 
simulation networks were compared and analyzed.  
3.5.2 Data set generation 
Blocks are transmitted over the physical channel using the UMTS physical model. The 
channel bitrates and the Transmission Time Interval (TTI) affiliated with the channel that are 
used in the simulation are shown in Table 3.3. The UMTS downlink bitrate has one of three 
values as 128, 256 and 384kbps. As the physical layer passes the block to the Medium Access 
Layer (MAC) including the error indication from the Cyclic Redundancy Check (CRC), the 
Block Error Rate (BLER) is then defined as the overall probability of the block error from the 
output of the Physical layer in this thesis. Therefore, an error model based on both uniform 
distribution of block errors and 2-state Markov model with variable Mean Burst Lengths 
(MBL) was used in the simulation. The BLER ranges between 0-20% in the simulation. 
Three values of MBL were selected based on the mean error burst length found in [82] from 
real-world UMTS measurements. MBL was chosen as 1 (to depict random uniform losses), 
1.75 (typical of mobile roaming) and 2.5 (very bursty situations). MBL is calculated 
according to sub-section 2.3.2 in Chapter 2. UMTS access network parameters chosen were 
BLER and MBL. Encoder parameters were FR and SBR. Frame rate ranges from 5fps to 
15fps, whereas, the sender bitrate ranges from 18kbps to 104kbps for the three video 
sequences chosen. See Table 3.3 for details. 
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Table 3.3 Dataset combination over UMTS 
Video sequences FR (fps) SBR(kbps) LBW BLER (%) MBL 
Akiyo,  Foreman 5, 7.5,10, 
15 
48, 88,128 128, 256, 
384 
1, 5, 10, 
15,20 
 
1, 1.75, 2.5 Stefan 88,130,256 
 
Table 3.4 Encoding Parameter Set-up 
 
 
The video sequences along with the combination of parameters chosen are given in Table 3.3. 
As the transmission of video was for mobile handsets, all the video sequences are encoded 
with H.264/AVC codec, with Baseline Profile at 1.2 level, and with a QCIF resolution using 
the Joint Model (JM) reference software [46] developed by JVT for testing. The JM software 
comprises of both the encoder and the decoder that are compliant with the H.264/AVC . The 
encoder/decoder settings are passed via command line and/or the configuration files 
encoder.cfg and decoder.cfg. The considered frame structure is IPPP for all the sequences, 
since the extensive use of I frames could saturate the available data channel. Further 
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information about the encoding process can be found in [58]. From the 3GPP 
recommendations for video streaming services, such as VOD or unicast IPTV services, a 
client should support H.264 (AVC) Baseline Profile up to the Level 1.2. [46]. From these 
considerations, the encoding features were set. A snapshot of the encoder.cfg for ‘Akiyo’ 
sequence is shown in Table 3.4. Framskip defines the frame rate. Frameskip=3 means a frame 
rate of 10fps. 
3.5.3 Experimental set-up over UMTS based on NS2 
The network topology is modelled in the UMTS extension for the NS2 [43] namely, 
Enhanced UMTS Radio Access Network Extension (EURANE) [53] integrated with Evalvid 
[21] for H.264 video streaming. NS2 was chosen due to its flexibility and based on the 
characteristics of the link bandwidth.  H.264 codec is chosen as opposed to MPEG4 as it is 
the recommended codec for low bitrate transmission.  
The simulation model is given in Fig. 3.7. It consists of a streaming client and server. In the 
simulation set up given in Fig. 3.7, the streaming client is given by the User Equipment (UE) 
and the streaming server which is located in the Internet is a fixed host. The addressed 
scenario comprises of a UMTS radio cell covered by a node B connected to an RNC. The 
simulation model consists of a UE connected to Downlink Dedicated Physical Channel 
(DPCH).  
                  
Figure 3.7. UMTS Network Topology 
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The aim of the thesis was to investigate the impact of UMTS access network losses, the 
simulation was set up in such a way that only the access network was modelled for streaming 
H.264 video.  Hence, there were no packet losses on either of the Internet or the UMTS core 
network (e.g. SGSN, GGSN). The function of SGSN and GGSN were then modelled as 
traditional ns nodes as were wired. In Fig. 3.7 the links between the two nodes are labelled 
with their bitrate (in bits per second) and delay (in mili seconds). The link capacity is chosen 
such that the radio channel is the bottleneck in the connection. At present, in the Packet Data 
Convergence Protocol (PDCP) layer no header compression technique is supported. The 
simulation parameters are summarized in Table 3.5. 
          Table 3.5 Simulation Parameters for UMTS 
Input parameter Value 
UMTS physical channel type DPCH 
Downlink bitrate (kbps) 128, 256, 384 
Uplink bitrate(kbps) 64 
Downlink TT1 (ms) 10 
Uplink TT1 (ms) 20 
Packet size (bytes) 1024 
UDP header size (bytes) 8 
IP header size (bytes) 20 
RLC mode Acknowledged 
Encoder Profile/Level IDC (66,11), Baseline Profile, level 1.2 
Sequence type IPPP 
Entropy coding method CAVLC 
BLER 0 -20% 
Error model 2-state Markov 
 
3.5.4 Experimental set-up over UMTS based on OPNET 
UMTS access network was further simulated over OPNET. OPNET was used in addition to 
NS2 to analyze the specific impact of the UMTS error conditions into the perceived video 
quality, due to its accuracy of the implementation for the RLC not-in-order delivery 
mechanism. The UMTS network topology modelled in OPNET Modeler® [44] is shown in 
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Fig. 3.8. It is made up of a Video Server, connected through an IP connection to the UMTS 
network, which serves to the mobile user.  
                  
                                 Figure 3.8. OPNET network scenario 
 
With regard to the UMTS arrangement, the video transmission is sustained over a 
Background Packet Data Protocol (PDP) Context with a typical mobile wide area 
configuration as defined in 3GPP TR 25.993 [48] for the “Interactive or Background / UL:64 
DL:384 kbps / PS RAB”. The transmission channel supports maximum bitrates of 384 kbps 
Downlink / 64 kbps Uplink over a Dedicated Channel (DCH). Since the analyzed video 
transmission is unidirectional, the uplink characteristics are not considered a bottleneck in 
this case. The parameter set up is the same as Table 3.5.  
The UMTS link layer model that is actualized is based on the results presented in [82], which 
analyzes the error traces from currently deployed 3G UMTS connections. Specifically, the 
error model at RLC layer indicates that, for mobile users, the channel errors can be 
accumulated at Transmission Time Interval (TTI)-level. This error model leads to possible 
losses of RLC SDUs, which lead to losses at RTP layer, and finally to frame losses at video 
layer.                         
3.5.5 Transmission of video over simulated (NS2/OPNET) network 
The transmission of H.264 encoded video over UMTS network is illustrated in Fig. 3.9. The 
original YUV sequences are encoded with the H.264/AVC JM Reference Software with 
varying SBR and FR values as shown in Table 3.3. H.264 is chosen as it is the recommended 
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codec to achieve suitable quality for low sender bitrates. The resulting *.264 video track 
becomes the input of the next step, which emulates the streaming of the mp4 video over the 
network based on the RTP/UDP/IP protocol stack. The maximum packet size is set to 1024 
bytes in this case. The resulting trace file feeds the OPNET/NS2 simulation model as 
required. The incoming trace file (st), the sender module (sd) and the receiver module (rd) are 
used by the etmp4 program to generate *.264 files. Finally, the last step is in charge of 
analyzing the quality of the received video sequences against the original quality and the 
resulting PSNR values are calculated with the ldecod tool included in the H.264/AVC JM 
Reference Software. MOS scores are calculated based on the PSNR to MOS conversion from 
Evalvid [21] and as shown in Table 3.2.  
                
Figure 3.9. Simulation methodology over NS2/OPNET (UMTS) 
 
Instead of setting up a target BLER value for the PDP Context, the UE model is modified in 
order to support the desired error characteristics. The implemented link loss model is a 2-state 
Markov model and its performance is provided by two parameters: BLER and the MBL.  
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3.6 Impact of QoS parameters over UMTS 
The next two sub-sections describe the joint impact of encoder and UMTS access network 
parameters for three different video sequences on quality. The video sequences are classified 
in Chapter 4 as Content Types (CT). However, here the three video sequences take three 
discrete values as CT=0.1 (Akiyo), CT=0.5 (Foreman) and CT=0.9 (Stefan)... The results 
presented in this section take the data generated using OPNET. Very little difference was 
found between the data generated from NS2 and OPNET. A detailed analysis is presented in 
Section 3.7. 
3.6.1 Impact of BLER and MBL on Content Type (CT)  
The impact of MBL and BLER on our chosen content types are given in Figs. 3.10a and b. 
                                                                    
 (a) MOS vs CT vs BLER                                              (b) MOS vs CT vs MBL 
Figure 3.10. MOS vs CT vs BLER 
Three video sequences were chosen and are defined as Akiyo (CT=0.1), Foreman (CT=0.5) 
and Stefan (CT=0.9) from slow moving to fast moving sports type of content. This is further 
verified with the content classification given in Chapter 4. From Fig. 3.10a it is observed that 
as the activity of the content increases the impact of BLER is much higher. For example, for 
20% BLER, CT of slow to medium type gives very good MOS, whereas as the content 
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activity increases, MOS reduces to 3. From Fig. 3.10b it was observed that the MBL similar 
to BLER has greater impact for content types with higher S-T activity.  
  
               (a) MOS vs CT vs SBR                                (b) MOS vs CT vs FR 
Figure 3.11. MOS vs CT vs SBR 
 
Similarly, the impact of SBR and FR on CT is given by Figs. 3.11a and b. Again it is 
observed that as the activity of content increases for very low SBRs (20kb/s) and low FRs 
(5f/s) the MOS is very low. However, for slow to medium content activity the impact of SBR 
and FR is less obvious. The lower value of MOS for higher SBR is due to network 
congestion. 
3.6.2 Impact of BLER and MBL on SBR  
The combined impact of SBR and BLER/MBL is given in Fig. 3.12a and b. As expected, 
with increasing BLER and MBL the quality reduces. However, for increasing SBR the 
quality improves up to a point (SBR ~ 80kb/s) then increasing the SBR results in a bigger 
drop of quality due to network congestion. From Fig. 3.12b it is observed that the best quality 
in terms of MOS was for an MBL of 1 (depicted random uniform scenario). This would be 
expected because the BLER was predictable. The worst quality was for BLER of 2.5 (very 
bursty scenario). Again this substantiates previous findings on 2-state Markov model. It was 
interesting to observe how MBLs impact on quality, however it is captured by the QoS 
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parameters of BLER. Similar to Fig. 3.12a for high SBR, quality collapse for all values of 
MBLs due to network congestion. 
  
          (a) MOS vs SBR vs BLER                          (b) MOS vs SBR vs MBL 
Figure 3.12. MOS vs SBR vs BLER 
 
3.6.3 Impact of BLER and MBL on FR  
Figs. 3.13a and b show the impact of BLER and MBL on FR for all content types. It is 
observed that for faster moving contents very low frame rates of 7.5 fps impair quality. 
Again, it is observed that both BLER and MBL impact on the overall quality. The impact of 
frame rate is more obvious for low FRs and high BLER. However, when BLER is low quality 
is still acceptable. This is shown in Fig. 3.13a. Fig. 3.13b shows that for low FRs quality is 
acceptable for MBL of 1.75. However, for MBL of 1 it starts to deteriorate. This is mainly for 
high spatio-temporal contents. However, quality completely collapses for MBL of 2.5 (very 
bursty scenario). Again the impact is much greater on contents with high spatio-temporal 
activity compared to those with low ST activity.    
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                            (a) MOS vs FR vs BLER                                 (b) MOS vs FR vs MBL 
Figure 3.13. MOS vs FR vs BLER/MBL 
3.6.4 Impact of LBW on CT 
The impact of physical layer parameters of LBW and BLER vary depending on the type of 
content. For slow moving content BLER of 10% gives acceptable quality, however for fast 
moving content for the same BLER the quality is completely unacceptable. From Fig. 3.14 it 
is observed that if the LBW is 128kbps then quality is low due to network congestion (for 
content encoded at SBR close to 128kbps). The impact of LBW is normally measured by 
BLER in real systems. 
                           
Figure 3.14.  MOS vs CT vs LBW 
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3.7 Discussions and analysis 
In order to completely study the influence of different QoS parameters on MOS ANOVA 
(analysis of variance) [83] was performed on the MOS data set. Three data sets of MOS were 
generated as follows.  
1. Simulation using NS2 over WLAN – 5 parameters CT, SBR, FR, PER and LBW 
2. Simulation using NS2 over UMTS – 5 parameters CT, SBR, FR, BLER and LBW 
3. Simulation using OPNET over UMTS – 5 parameters CT, SBR, FR, BLER and MBL 
Tables 3.6, 3.7 and 3.8 show the results of the ANOVA analysis on three datasets 
respectively. 
Table 3.6 Five-way ANOVA on MOS obtained via NS2 Simulation over WLAN 
 Parameters Sum of 
Squares 
Degrees of 
Freedom 
Mean 
Squares 
F statistic p-value 
CT 44.962 2 22.4811 138.38 0 
FR 1.887 2 0.9434 5.81 0.0032 
SBR 4.569 4 1.1423 7.03 0 
PER 97.237 4 24.3093 149.63 0 
LBW 22.845 7 3.2635 20.09 0 
 
Table 3.7 Five-way ANOVA on MOS obtained via NS2 Simulation over UMTS 
Parameters Sum of 
Squares 
Degrees of 
Freedom 
Mean 
Squares 
F statistic p-value 
CT 15.052 2 15.052 362.71 0 
FR 0.2598 2 0.1299 3.13 0.0489 
SBR 4.462 2 2.23098 3.99 0.0217 
BLER 0.9926 4 0.2481 5.98 0.0003 
LBW 35.381 2 17.6905 79.43 0 
 
Table 3.8 Five-way ANOVA on MOS Obtained via OPNET Simulation over UMTS 
Parameters Sum of 
Squares 
Degrees of 
Freedom 
Mean 
Squares 
F -statistic p-value 
CT 29.508 2 14.754 109.27 0 
FR 1.017 2 1.016 7.53 0.0069 
SBR 9.559 2 4.7797 35.4 0 
BLER 1.152 4 0.3839 2.84 0.0402 
MBL 0.361 2 0.1807 1.34 0.2659 
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5-way ANOVA (Tables 3.6, 3.7 and 3.8) was performed on the MOS datasets to determine if 
the means in the MOS in all three data sets given by the QoS parameters differ when grouped 
by multiple factors (i.e. the impact of all five parameters on MOS). Tables 3.6, 3.7 and 3.8 
show the results, where the Sum of Squares is represented in the first column, second column 
is the Degrees of Freedom, the third column is the Mean Squares which is defined as  the 
ratio of Sum of Squares to Degrees of Freedom. The F statistic is shown in the fourth column 
and the p-value is given in the fifth column. The p-value is  determined from the cumulative 
distribution function (cdf) of F [83]. A small p-value (p≤0.01) indicates that the MOS is 
considerably affected by a variation of the corresponding parameter. Besides, from the 
magnitudes of p-values (in all three tables), it is observed that CT (p-value=0 in all three 
datasets), SBR (p-value=0 in 2 datasets), LBW (p-value=0 in two datasets) and PER (p-
value=0) impacts the MOS results the most, followed by BLER and FR. While, MBL has the 
least influence on quality. As the MOS is found to be mostly affected by CT, SBR and LBW, 
it can be further categorized the CT, SBR and LBW using the Multiple Comparison Test 
(MCT) based on Tukey-Kramer’s Honestly Significant Difference (HSD) criterion [84]. The 
results of comparison test for CT, SBR and LBW are shown in Figs. 3.15a, b and c, the mean 
and the 95% confidence interval are indicated by the  centre and span of each horizontal bar 
respectively.  
The studies numerically substantiate the following observations of video quality assessment 
as: 
 The most important QoS parameter in the application layer is the content type. 
Therefore, an accurate video quality prediction model must consider all content 
types. The values of FR and SBR are independent from the content type and 
therefore cannot provide accurate estimation of quality.  
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 The optimum combination of SBR and FR that achieves the best quality is very 
much content dependent and varies from sequence to sequence. It was found that 
for slow moving content FR=5 and SBR=18kbps gave acceptable quality, however 
as the spatio-temporal activity of the content increased this combination gave 
unacceptable quality under no network impairment. This is shown by Figs. 3.11a 
and b. From Fig. 3.11a when CT=0.9(Stefan), SBR=20kps for a FR of 10fps 
MOS=1. Similarly, from Fig. 3.11b when FR=7.5fps for content type of Stefan at 
an SBR of 48kps MOS=1. However, when CT=0.5/0.1 (Foreman/Akiyo) then for 
the same conditions MOS increases to 2.5. This clearly shows that as the spatio-
temporal activity of the content increases low FRs and SBRs give very low quality. 
However, with slow to medium spatio-temporal activity the low FR-SBR 
combination gives acceptable quality. Hence the choice of SBR and FR are very 
much dependent on the type of content. Also knowing the initial encoding SBR 
saves useful bandwidth resources. 
 The ANOVA results showed that the QoS parameter of LBW had a significant 
impact on quality. In real systems the impact of LBW is generally measured by 
BLER. Therefore, an accurate video quality prediction model must take into 
account the influence of physical layer in addition to application layer parameters. 
 The most important QoS parameter in the physical layer is BLER. Therefore, an 
accurate video quality prediction model must consider the impact of physical layer 
in addition to application layer parameters. The impact of physical layer parameters 
of LBW and BLER vary depending on the type of content. For slow moving content 
BLER of 10% gives acceptable quality, however for fast moving content for the 
same BLER the quality is completely unacceptable. Therefore, the impact of 
physical layer QoS parameters is very much content dependent as well. This is 
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explained in Figs. 3.11a and 3.14. From Fig. 3.11a it is observed that as the activity 
of the content increases the impact of BLER is much higher. For example, for 20% 
BLER, CT of slow to medium type gives very good MOS, whereas as the content 
activity increases, MOS reduces to 3. From Fig. 3.14 it is observed that if the LBW 
is 128kbps then quality is low due to network congestion (for content encoded at 
SBR close to 128kbps). The impact of LBW is normally measured by BLER in real 
systems. 
 The impact of physical layer parameters of MBL and BLER vary depending on the 
type of content. For slow moving content BLER of 20% gives acceptable quality, 
however for fast moving content for the same BLER the quality is completely 
unacceptable. Therefore, the impact of physical layer QoS parameters is very much 
content dependent. 
 Finally, comparing the results of Tables 3.7 (over NS2) and Table 3.8 (over 
OPNET), CT was found to be the most important parameter (P-value=0) from both 
datasets. FR had similar impact from both datasets. The difference was found in 
BLER and SBR. The dataset generated over NS2 found BLER to be more important 
than SBR, whereas, the dataset generated over OPNET found SBR to be more 
important than BLER.  This was due to the fact the dataset generated over OPNET 
took maximum SBR of 256kbps. This SBR gave very low MOS values due to 
congestion (especially at LBW of 256kbps). The maximum SBR taken over NS2 
was 128kbps and hence, did not result from congestion. However, this shows that 
(i) the difference in datasets over the two simulation environments was negligible 
and (ii) it helped in deciding the ranking of QoS parameters in order of importance 
(see next section). The order of SBR and BLER very much depends on network 
conditions e.g. if a network is congested then BLER is more important, as low SBR 
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will give acceptable quality, however, if the network conditions are good then the 
same SBR gives unacceptable quality making SBR more important than BLER.  
 
  
                      (a) CT vs MOS                                                  (b) LBW vs MOS 
                                        
  (c)  SBR vs MOS 
Figure 3.15. Multiple comparison test for MOS 
 
3.8 Ranking of QoS parameters over WLAN and UMTS 
The QoS parameters chosen for the model development (see Chapters 5 and 6) can be 
summarized in Fig. 3.16. Following analysis from previous section the QoS parameters have 
been ranked as shown in Table 3.10. Content types are ranked in the highest order as the 
2 2.5 3 3.5 4 4.5 5
CT=0.9
CT=0.5
CT=0.1
MOS
2.5 3 3.5 4 4.5 5
LBW=384
LBW=256
LBW=128
MOS
1 1.5 2 2.5 3 3.5 4 4.5
SBR=256
SBR=128
SBR=88
SBR=48
MOS
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impact of PER/BLER is very much content dependent. As an example, if network providers 
assure a maximum of 5% PER/BLER then content type of news will have an acceptable 
quality (MOS ~ 3.5), however, for sports that quality will drop to around MOS of 2. It was 
found that FR and MBL have the least impact on quality. PER/BLER/LBW comes second in 
the ranking order. LBW is generally measured in terms of packet/blocks lost. SBR came third 
in the ranking order. However, it can also be regarded as a joint second with 
PER/BLER/LBW. SBR of 18kbps gave acceptable quality for slow moving content. 
However, the same SBR gave unacceptable quality as the ST-activity of the content increased 
under no network losses.  
Table 3.9 QoS parameters ranking order 
QoS Parameters Ranking order 
Content type 1 
PER/BLER/LBW 2 
SBR 3 
FR 4 
MBL 5 
 
QoS Parameters
Encoder related
Access network 
related
Content Type
SBR, FR CT
PER/BLER, 
MBL
LBW
 
Figure 3.16. QoS Parameters 
 
 
 
 
 
                                                                                                                              3.9. Summary    
 
71 
 
3.9 Summary 
A crucial analysis between video quality and access network impairments (e.g. packet/block 
loss, LBW and MBL) and application level impairments (CT, SBR and FR) have been 
undertaken using datasets generated by objective measurement of PSNR and MOS obtained 
from PSNR to MOS conversion over WLAN and UMTS. The results show that in the 
application layer CT and SBR have a greater impact, whereas in the physical layer BLER and 
LBW have a greater impact. Finally, a ranking order of QoS parameters has been established 
in order of importance. The results from this Chapter enables  to decide on the choice of 
parameters required for developing statistical and neural network models for video quality 
prediction, non-intrusively which are  presented in Chapters 5 and 6 respectively. 
Content type was found to be the most important parameter and was highest in the ranking 
order. Therefore, the next Chapter presents methods for classifying contents. 
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Chapter 4 
 
Content classification Methods 
4.1 Introduction  
In Chapter 3 an investigation on the impact of QoS parameters on video quality was 
presented. The QoS parameters were further ranked in order of importance. Content type was 
found to be the most important QoS parameter. Therefore, the aim of this Chapter is to 
present methods to classify video contents objectively which is then used as an input to the 
non-intrusive prediction model (See Chapters 5 and 6). 
Section 4.2 presents the related work on content classification. Video content types are listed 
in Section 4.3. Content dynamics are discussed in Section 4.4. Methods to classify the video 
contents based on ST-feature extraction are presented in Section 4.5. Section 4.6 presents the 
alternate method for content classification. Section 4.7 summarizes the Chapter.  
 
4.2 Related work 
In Chapter 3 it was concluded that video content has an impact on video quality achieve able 
under same network condition. Recent work has also shown the importance of video content 
in predicting video quality. Feature extraction is the most commonly used method to classify 
video contents. In [11], [85],[86],[87] video content is classified based on the spatial (edges, 
colours, etc) and temporal (movement, direction, etc) feature extraction which were then used 
to predict video quality together with other application-level parameters such as sender bitrate 
and frame rate. The limitations of using feature extraction is that it does not express the 
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semantic scene importance but the formal features such as degree of motion compensation. 
Work presented in [88] has explored the impact of spatial and temporal features on video 
quality prediction. Recent studies in [89],[90] have classified video content based on content 
characteristics obtained from users’ subjective evaluation using cluster [91] and Principal 
Component Analysis (PCA) [83]. In [92],[93] a combination of PCA [83] and feature 
extraction to classify video contents have been presented. 
  The work presented in Chapter 3 concluded that video quality is affected by the distortions 
caused by the access network and the encoder. However, the impact of these distortions is 
very much content dependent. Hence, for a video quality prediction model it is important to 
consider the impact of different types of content. 
 
4.3 Video clips/sequences 
The chosen video sequences ranged from very little movement, i.e. with a fixed background, 
small moving region of interest to fast moving sports clips. The choice of video sequences 
was to reflect the varying spatio-temporal activity of the content representative of typical 
content offered by content providers e.g. news type of content or fast moving sports content. 
Twelve video sequences were used that ranged from slow movement (head and shoulder) to 
fast moving sports clips. The snap shot of the video sequences are shown in Fig. 4.1. All 
sequences can be downloaded from [80] . The description of the content types is given in 
Table 4.1. 
  
                           Figure 4.1. Snap shots of the video sequences  
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Table 4.1 Video sequences and their description 
Sequence Characteristics 
Suzie Close-up of woman talking on the phone, some head movement 
Akiyo Head & shoulders newscaster 
Grandma Grandma in front of the camera 
Bridge-close Charles Bridge (Karlv most) oldest bridge in Prague 
Carphone Man talking at the phone in a moving car, end with scene change 
Foreman Facial close-up followed by wide shot of construction site 
Table tennis Two players playing table tennis – lots of motion 
Rugby Outdoor rugby match: movement and colour 
Stefan Two players playing tennis – high motion 
American football American football scene, high motion 
Coastguard Still camera of a moving coastguard boat 
Tempete Moving Camera with flowers 
 
4.4 Content dynamics 
In this section the two dimensional content classification is presented from literature followed 
by the general impact of codec related parameters of SBR and FR on content dynamics and 
quality prediction. 
4.4.1 Two dimensional content classification 
The spatio-temporal complexity of the video varies from sequence to sequence. The coding 
of the video and the errors that occur when the video is transmitted over the networks is also 
very much dependent on the spatio-temporal complexity of the video sequence as shown in 
Chapter 3.It is desirable to classify videos according to their spatio-temporal complexity. 
Work presented  [94] classifies videos according to their spatio-temporal complexity and 
proposes a spatio-temporal plane. In this plane each video signal (subject to short duration 
and homogeneous content) is presented as Cartesian point in the spatiotemporal plane, where 
the horizontal axis refers to the spatial component of its content dynamics and the vertical 
axis refers to the temporal one. The respective plane is depicted on Fig. 4.2. 
Therefore, according to this approach, each video clip can be classified to four categories 
depending on its content dynamics, namely:  
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• Low Spatial Activity – Low Temporal Activity (upper left) 
• High Spatial Activity – Low Temporal Activity (upper right) 
• Low Spatial Activity – High Temporal Activity (lower left) 
• High Spatial Activity – High Temporal Activity (lower right) 
          
Figure 4.2. The Spatiotemporal grid  
 
This plane is more representative of short video clips which are used in this thesis. For longer 
clips, the classification is less representative. 
Spatial perceptual Information (SI) and Temporal Perceptual Information (TI) based on Sobel 
filter from ITU-T-Rec P.910 [1] was used in order to measure the complexity of the scenes 
given in Eqs. (4.1) and (4.2) respectively.. 
                                                                                                                                    (4.1) 
                                                  (4.2) 
4.4.2  Impact of content dynamics on SBR and FR 
In this sub-section, the impact of the spatiotemporal content dynamics on SBR and is 
presented. Figs 4.3 a and b show the impact of SBR and FR on video quality respectively. 
)}({max nspace
time
FSobelstdSI =
]}[{max nspace
time
FstdTI ∆=
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From Fig. 4.3a, it can be seen that video quality only increases up to a point as the SBR is 
increased. Beyond that point, increasing the SBR only takes bandwidth but has no effect on 
quality. Curve ‘A’ represents video clip of low spatiotemporal dynamics, curve ‘B’ medium 
and curve ‘C’ high. It can be seen that as the spatiotemporal activity increases a higher SBR 
is needed to achieve the desired video quality, whereas, for low ST activity this SBR value is 
quite low. This is quantified with the data and the results are presented in Chapter 5, sub-
section 5.6.1. Similarly, Fig. 4.3b shows the impact of FR on quality. It can be seen that FR 
has virtually no effect on low ST activity content, however, as SBR with higher ST activity, 
FR begins to have an impact.  
 
 
 
 
 
 
 
    (a) Video quality vs. sender bitrate                        (b) video quality vs. frame rate  
Figure 4.3. Impact of content dynamics on sender bitrates and frame rates curves 
It can be observed from Fig. 4.3a that in low sender bitrates curve A reaches a higher 
perceptual level compared to curve B depicting a sequence with higher spatiotemporal 
content. On the other hand, the curve C requires higher sender bitrate in order to reach a 
satisfactory VQ level. Nevertheless, curve(C) reaches its maximum VQ value more smoothly 
than in the low activity case. Full details of these curves can be found in [95].
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Following the general pattern in Figs. 4.3a and b, it can be observed that the impact of the 
spatiotemporal activity on the sender bitrate and frame rate pattern is depicted very clear. It 
also shows two more important outcomes: 
i) For video signals with low spatiotemporal activity, a saturation point appears, 
above which the perceptual enhancement is negligible even for very high 
encoding bitrates. However, frame rates do not have an impact on quality for the 
same videos. 
ii) As the spatiotemporal activity of the content becomes higher, the respective 
perceptual saturation point (i.e. the highest VQ level) becomes lower, which 
practically means that video of high dynamics never reach a very high quality 
level. The low frame rates reduce the perceptual quality for the same videos. 
 
4.5 Content classification based on ST feature extraction 
 
Figure 4.4. Content classification design 
The chosen video sequences ranged from very little movement, i.e. on a fixed background, 
small moving area to fast moving sports clips. The choice of video sequences was to reflect 
the varying spatio-temporal activity of the content representative of typical content offered by 
content providers for video streaming applications e.g. news type of content or fast moving 
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sports content. The 12 video sequences chosen are described in Section 4.3. The content 
classification was done based on the temporal and spatial feature extraction using well known 
tool called cluster analysis [91]. The block diagram of the content classification method is 
given in Fig. 4.4. 
4.5.1 Temporal feature extraction 
The temporal feature is extracted by extracting the movement part of the sequence...  
Backward and bidirectional prediction as specified by the ISO/IEC MPEG coders such as 
MPEG-4 part 10 is employed by Hybrid video compression standards. as report in [96] and 
[97]. The motion is estimated from the block of pixels called the macroblocks. The 
macroblock of the current video clip is subtracted from the reference video clip by the  
motion compensation prediction as pointed out by the appropriate motion vector. The 
movement in a video clip can be captured by the SAD value (Sum of Absolute Difference). 
In this thesis, the SAD values are used as temporal features and are computed as the pixel 
wise sum of the absolute differences between the two frames being compared and is given by  
Eq. (4.3). 
SADn,m=	∑ ∑ |, ! "	#, !|$%&'

(&'                                           (4.3) 
where Bn and Bm are the two frames of size N X M, and i and j denote pixel coordinates. 
4.5.2 Spatial feature extraction 
The spatial features extracted were the blockiness, blurriness and the brightness between 
current and previous frames [98].  
Blockiness measures the blocking effect in video sequence. For example, in contrast areas of 
the frame blocking is not apparent, but they are clearly apparent in the smooth. The 
blockiness measure is calculated the visibility of a block edge determined by the contrast 
between the local gradient and the average gradient of the adjacent pixels [99] and is given by 
Eq. (4.4). 
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where 34 , ! denotes the pixel value in location (i,j) of the mth block in the nth frame, 3̅4  
denotes the mean of the pixel values of the mth block in the nth frame, M denotes the number 
of blocks per frame, and N denotes the number of frames under investigation from the video 
sequence. 
Blurring measurement is based on the measure of local edge expansions. The Sobel filter first 
calculates the vertical binary edge map . Following that, the local extrema (xp) in the 
horizontal neighbourhood of each edge point are identified, and the distance between these 
extrema (xp) is calculated. Blurring is computed as the average of the edge expansions for all 
edge points and is given be Eq. (4.5). 
)9:
-..  '

∑ ∑ |3;' "	3;7|&'$4&'                           (4.5) 
where Ne  is the number of edge points. xp1 and xp2 are the local extrema in the horizontal 
neighborhood of each edge point.  
Brightness (Br) is calculated as the modulus of difference between average brightness values 
of previous and current frames and is given by Eq. (4.6). 
Brav{n}  =∑ ∑ <:=>, ! " :?@AB', !<$%&'

(&'                (4.6)     
Where Brav(n) is the average brightness of n-th frame of size N X M, I and j denote pixel 
coordinates. 
 4.5.3 Hierarchical Cluster analysis  
12 video sequences were chosen reflecting very low spatial and temporal to very high spatial 
and temporal activity. Based on the table of mutual Euclidean norm in the joint temporal and 
spatial sense between pair of sequences, the dendrogram was created on the basis of a nearest 
distance in a 4-dimensional Euclid-space. The Euclidean distance is defined as the distance 
between the features of the 12 video sequences chosen. The dendrogram or tree diagram 
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constructed in this way classifies the content. The features (i.e. SAD, blockiness, blurriness 
and brightness measurements) extracted are given in normalized form. Fig. 4.5 shows the 
obtained dendrogram (tree diagram) where the video sequences are put in a group based on 
their mutual distances (nearest Euclid distance). The 4 features extracted from 12 video 
sequences are then input to the video content classification. 
                                   
Figure 4.5. Tree diagram based on cluster analysis 
According to Sturge’s rule (k = 1 + 3.3logN), which for our data will be 5 groups. However 
because of the problems identified with this rule [100] the data (test sequences) was split at 
38% from the maximum Euclid distance into three groups. (see the dotted line on Fig. 4.5) as 
the data contains a clear ‘structure’ in terms of clusters that are similar to each other at that 
point. Group 1 (sequences Grandma, Suzie and Akiyo) are classified as ‘Slight Movement’, 
Group 2 (sequences Carphone, Foreman, Table-tennis and Rugby) are classified as ‘Gentle 
Walking’ and Group3 (sequences Stefan and Football) are classified as ‘Rapid Movement’.  
It was found that the ‘news’ type of video clips were clustered in one group, however, the 
sports clips were put in two different categories i.e. clips of ‘stefan’ and ‘football’ were 
clustered together, whereas, ‘rugby’ and table-tennis’ were clustered along with ‘foreman’ 
and ‘carphone’ which are both wide angle clips in which both the content and background are 
moving.  Also ‘bridge-close’ can be classified on its own creating four groups instead of 
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Akiyo
Grandma
Suzie
Foreman
Carphone
Rugby
Table-tennis
Bridge-close
Football
Tempete
Coastguard
Stefan
Linkage distance
                                             4.5. Content Classification based on ST Feature Extraction 
81 
 
three. But as it is closely linked with the first group of SM it was decided to put it in SM. 
This classification is further checked with k-means cluster analysis. 
The cophenetic correlation coefficient, c, is used to measure the distortion of classification of 
data given by cluster analysis. It indicates how readily the data fits into the structure 
suggested by the classification. The value of c for the classification was 79.6% indicating a 
good classification result. The magnitude of c should be very close to 100% for a high-quality 
solution.  
4.5.4 k-means Cluster Analysis 
To further verify the content classification from the tree diagram obtained (Fig. 4.5) k-means 
cluster analysis was carried out in which the data (video clips) is partitioned into k mutually 
exclusive clusters, and returns the index of the cluster to which it has assigned each 
observation [83]. K-means computes cluster centroids differently for each measured distance, 
to minimize the sum with respect to the specified measure. k was specified to be three to 
define three distinct clusters. In Fig. 4.6 K-means cluster analysis is used to partition the data 
for the twelve content types. The result set of three clusters are as compact and well-separated 
as possible giving very different means for each cluster. Cluster 3 in Fig. 4.6 is very compact 
for the four video clips, whereas cluster 2 is reasonable compact. However, cluster 1 can be 
further divided into more groups. For example the video clip of bridge-close can be in a 
separate group. All results were obtained using MATLAB
™
 2008 functions (Cluster). 
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Figure 4.6. k-means of all contents types 
 
4.5.5 Content type estimation 
The three content types are defined for the most common contents for mobile video streaming 
are shown in Fig. 4.7a, b and c and described as follows: 
                                
                                              (a) Snapshots of typical ‘SM’ content 
                                   
                                               (b) Snapshots of typical ‘GW’ content 
                                  
                                              (c) Snapshots of typical ‘RM’ content 
Figure 4.7. Snapshots of all video contents classified using ST-feature extraction
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Content type 1 – Slight Movement (SM): includes sequences with a head and shoulder type 
of movement (face) on a fixed background. See Fig. 4.7a. 
Content type 2 – Gentle Walking (GW): includes sequences with a contiguous scene change 
at the end. They are typical of a video call scenario. See Fig. 4.7b. 
Content type 3 – Rapid Movement (RM): includes a professional wide angled sequence 
where the entire picture is moving uniformly e.g sports type. See Fig. 4.7c. 
 
4.6 Alternate method for content classification 
4.6.1 Simulation set-up and data collection 
The simulation test set-up is described in Chapter 3, section 3.3.3 and 3.3.4. However, instead 
of three types of video clips twelve video clips were used to generate the dataset. The video 
sequences ranged from slow to fast moving sports type of videos and are given in Section 4.3. 
A combination of FR, SBR, LBW and PER values were used to generate a total of 135 
combination clips for each content type as shown in Table 4.2. In total there were 1620 test 
sequences. 
Table 4.2 Dataset combinations over WLAN 
Video sequences Frame Rate fps SBR (kb/s) LBW PER 
Akiyo  
 
 
10, 15, 30 
 
 
 
18, 44, 80 
 
 
 
 
32, 64, 128, 
256, 384, 512, 
768, 1000, 
2000 
 
 
0.01, 0.05, 0.1, 0.15, 0.2 
 
Suzie 
Bridge close 
Grandma 
Carphone 
Coastguard 
Tempete 
Foreman 
Rugby 80, 128, 512 
Stefan 
Table tennis 
Football 
 
Video contents are classified based on the Mean Opinion Score (MOS) obtained from 
parameters of SBR and FR in the application and PER in the access network level. A block 
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diagram of the content classification model is given in Fig. 4.8. A well known multivariate 
statistical analysis called cluster analysis is used to classify the contents. Cluster analysis is 
chosen as it groups samples (video clips in this case) that have various characteristics into 
similar groups. Video MOS scores for all twelve video sequences obtained from objective 
video quality evaluation from the quality parameters of SBR, FR and PER are used as input 
to the statistical tool (cluster analysis) that classifies the video content into groups. 
                    
Figure 4.8. Content classification (alternate method) 
4.6.2 Hierarchical cluster analysis 
For the data, hierarchical cluster analysis was used in which samples that with the closest 
Euclid distance are put together. Fig. 4.9 shows the obtained dendrogram (tree diagram) 
where the video sequences are grouped together on the basis of their mutual distances 
(nearest Euclid distance).   
According to Sturge’s rule (k = 1 + 3.3logN), which for our data will be 5 groups. However 
because of the problems identified with this rule the data (test sequences) was split at 62% 
from the maximum Euclid distance into three groups. (see the dotted line on Fig. 4.9) as the 
data contains a clear ‘structure’ in terms of clusters that are similar to each other at that point. 
From Fig. 4.8 the video contents are divided into three groups of content types of Slight 
Movement (SM), Gentle Walking (GW) and Rapid Movement (RM). The spearman 
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correlation coefficient is 73.29%. The correlation coefficient should be very close to 100% 
for a high-quality solution. 
The correlation is not as good as in the previous method where contents are classified based 
on ST-feature extraction. 
                         
Figure 4.9. Tree diagram based on cluster analysis 
4.6.3 k-means cluster analysis 
To further verify the content classification from the tree diagram obtained (Fig. 4.9) k-means 
cluster analysis was carried out in which the data (video clips) is partitioned into k mutually 
exclusive clusters, and returns the index of the cluster to which it has assigned each 
observation. K-means computes cluster centroids differently for each measured distance, to 
minimize the sum with respect to the specified measure [83].  
                             
Figure 4.10. K-means cluster analysis 
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Again, k was specified to be three to define three distinct clusters. In Fig. 4.10 K-means 
cluster analysis is used to separate the data for the twelve video sequences. The result set of 
three clusters are as close together and well-detached as possible giving very different means 
for each cluster. Cluster 1 in Fig. 4.10 is very compact for three video clips instead of five. 
Clips of Table tennis and Carphone are slightly out of the cluster. They can be within their 
own cluster. Cluster 2 is reasonable compact and 3 is very compact. All results were obtained 
using MATLAB
™
 2008 functions.  
4.6.4 Content type estimation 
Based on both hierarchical and k-means cluster analysis the content types are divided into 
three groups as shown in Fig. 4.11 and described below: 
                                    
(a) Snapshots of typical ‘SM’ content 
                                     
(b) Snapshots of typical ‘GW’ content 
                                         
(c) Snapshots of typical ‘RM’ content 
Figure 4.11 Snapshots of content using content classification method 2 
Content type 1 – Slight Movement (SM): includes sequences with a head and shoulder type 
of movement (face) on a fixed background. See Fig. 4.11a. 
Content type 2 – Gentle Walking (GW): includes sequences with a contiguous scene change 
at the end. They are typical of a video call scenario. See Fig. 4.11b. 
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Content type 3 – Rapid Movement (RM): includes a professional wide angled sequence 
where the entire picture is moving uniformly e.g sports type. See Fig. 4.11c. 
It was found that the ‘news’ type of video clips were clustered in one group, however, the 
sports clips were put in two different categories i.e. clips of ‘stefan’, ‘rugby’ and ‘football’ 
were clustered together, whereas, ‘table-tennis’ was clustered along with ‘foreman’ and 
‘carphone’ which are both wide angle clips in which both the content and background are 
moving.  (see next section). 
4.6.5 Comparison with ST grid 
In this section the results obtained are compared to the ST grid shown in Fig. 4.2. Figure 4.12 
shows the principal co-ordinates analysis also known as multidimensional scaling of the 
twelve content types. The function cmdscale in MATLAB
TM
 is used to perform the principal 
co-ordinates analysis. cmdscale takes as an input a matrix of inter-point distances and creates 
a configuration of points [83]. Ideally, those points are in two or three dimensions, and the 
Euclidean distances between them reproduce the original distance matrix. Thus, a scatter plot 
of the points created by cmdscale provides a visual representation of the original distances 
and produces representation of data in a small number of dimensions.  
                     
Figure 4.12. Principal co-ordinates analysis 
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In Fig. 4.12 the distance between each video sequence indicates the characteristics of the 
content, e.g. the closer they are the more similar they are in attributes. Comparing Fig. 4.12 to 
Fig. 4.2 it can be seen that classifying contents from the MOS scores (through objective video 
quality evaluation in our case), did group contents with similar attributes together e.g. 
contents of Football, Stefan Table-tennis and Rugby are high spatial and high temporal. 
However, according to the ST grid they should be in the bottom right hand side as opposed to 
the top right hand side, however rotating the grid by 270° shows that it  can be fitted in the 
high temporal and high spatial feature contents into the top right hand side of Fig. 4.12. Fig. 
4.12 will then be a better fit to the ST grid. The cophenetic coefficient was also much lower 
(~ 73%) indicating that the traditional method was a better fit. Also, the accuracy of 
classifying the contents this way can be difficult to quantify, as if the  experiments are 
repeated, will it yield the same results, though it can be clearly seen that a pattern is formed 
as the PER increases and hence contents with similar ST features behave similarly to packet 
losses. More work is required to explore the accuracy of this method and has been left as a 
future work leading from this PhD thesis. 
In the rest of the thesis content classification is carried out at the receiver side using the 
traditional method of ST feature extraction. 
 
4.7 Summary  
In this chapter two methods of content classification have been described. The first method 
classified the contents based on feature extraction, whereas, in the second method MOS 
values were used. It was concluded that the traditional method of ST feature extraction is 
more accurate. Although the second method gave interesting results as it grouped videos of 
similar attributes together. However, it may be difficult to reproduce that under different set 
of conditions. It is left as an area of future research leading from this thesis. Therefore, the 
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rest of the thesis is based on the first method (ST-feature extraction method) for content type 
estimation carried out at the receiver side. Content type is an input to our models presented in 
Chapters 5 and 6. 
 90 
 
 
Chapter 5 
 
Regression-based Models for Non-intrusive 
Video Quality Prediction over WLAN and 
UMTS 
 
5.1 Introduction  
Multimedia content and services are growing exponentially across wireless access networks – 
both WLAN and UMTS. Digital videos are everywhere – from various hand held devices to 
personal computers.  However, due to the bandwidth constraints of such networks, Quality of 
Service (QoS) still remains of concern. QoS is affected by parameters related to both the 
encoder (e.g. sender bitrate, frame rate, etc) and access network (e.g. block loss, jitter, etc) as 
was discussed in Chapter 3. The impact of these distortions is very much content dependent. 
For video applications to be successful over such access networks QoS is likely to be the 
major determining factor. In order to meet user’s QoS requirements, there is a need to predict, 
monitor and if necessary control video quality. Non-intrusive models [101] provide an 
effective and practical way to achieve this.  
Chapter 2 discussed the different objective (both intrusive and non-intrusive) and subjective 
video quality measurement methods. Intrusive methods are accurate and efficient however, 
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they are impractical in real time monitoring. Hence, non-intrusive methods are preferred to 
intrusive analysis as they are more suitable for on-line quality prediction/control. 
In this Chapter new regression-based models are developed for predicting video quality non-
intrusively over wireless access networks of WLAN and UMTS. The prediction is from a 
combination of parameters associated with the encoder and access network for different types 
of content. The models are predicted in terms of the MOS obtained objectively (from 
simulation) and further from subjective tests. 
This Chapter is organized is as follows. Related work on video quality modelling is 
introduced in Section 5.2. Section 5.3 outlines objective test set-up over WLAN and UMTS. 
Section 5.4 describes the subjective tests over UMTS. Section 5.5 presents the video quality 
prediction scheme. Section 5.6 presents the procedure for developing the models. The 
proposed models over WLAN are presented in Section 5.7. Section 5.8 presents the models 
over UMTS. Model comparison and validation with external databases is presented in 
Section 5.9. Section 5.10 summarizes the Chapter. 
 
5.2 Related Work 
The exponential growth of multimedia applications accessed via UMTS networks on mobile 
devices makes video quality prediction at the user level very desirable. Several studies on 
video quality prediction can be found in literature. Existing video quality prediction 
algorithms consider video content features or the effects of distortions caused by the encoder 
or network impairments. In addition, they are restricted over IP networks. However, with the 
growth of video services and applications over wireless access networks it is important to 
model losses that occur in the access network. Work presented in [16] have presented full 
reference video quality prediction models based on video content features for H.264 video. 
Reduced reference metrics presented in [102],[103] use raw video features to predict video 
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quality. Whereas, works presented in [15],[104, 105]-[107]  are from raw video features too, 
but the models are reference free. In [108] video quality for mobile applications has been 
evaluated. They chose content, codecs, bitrates and bit error patterns and found their impact 
on quality. They then present a no reference metric in [109] based on spatio-temporal features 
to estimate blur for images and video. Work presented in [110] compares three methods 
where spatio-temporal information and the impact of packet loss from the content is used to 
monitor video quality. In [111] a metric is presented that measures the temporal quality 
degradation caused by regular and irregular frame loss. In [11] video quality prediction 
models for H.264 video has been presented. The model presented is based on sender bitrate, 
frame rate and content types. In [112] perceptual metric for H.264 encoded panorama style 
video sequences has been presented. In [7] a theoretical framework is presented for MPEG4 
video quality prediction. The framework considers sender bitrate in the application layer. In 
[8] a method to measure the quality of pictures of compressed videos based on an estimation 
of PSNR for H.264 encoded videos has been proposed. In [9] a model to measure temporal 
artefacts on perceived video quality in mobile video broadcasting services has been 
presented. They concluded that perceived quality for low spatio-temporal videos is affected 
adversely by frame rate decimation. In [10] a video quality metric based on quantization 
errors, frame rate and motion speed has been proposed. Metrics presented in [113] are to 
measure streaming video quality over windows media player. Work presented in [114] 
estimate the quality of H.264 encoded video sequences using a video decoder. They have 
used two parameters together (quantization parameter and contrast measure) within the H.264 
decoder to give an estimation of subjective video quality.  The prediction models presented in 
these works are from application layer parameters only (encoder based distortion and/raw 
content features). 
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In [12] network statistics e.g. packet loss, delay and jitter to predict video quality has been 
used, whereas in [13] a video quality measurement metric (rPSNR) developed from network 
packet loss conditions has been presented. Work presented in these papers considers network 
layer only. Work presented in [115] emphasize on emotional and physiological factors on 
video quality prediction and found direct relationships between video content features and 
physiological features. Similar to this in [116] psychological factors to estimate video quality 
of videophone services over IP networks for high sender bitrate videos has been proposed. In 
[117] a model called the V-factor using both transport and bitstream (raw video) information 
has been presented. They also present a review on objective video quality metrics and 
conclude that the work is still in its infancy. This makes our work on video quality prediction 
very timely. Work presented in [118] propose a video quality measurement metric based on 
PSNRr,f-MOSr. Their metric measures the performance loss due to damaged frames in a 
particular video sequence (f%) as well as to indicate the probability of a user experiencing a 
specified quality over the network (r%). They then find a linear relationship between PSNR 
and MOS.     
 
5.3 Simulation set-up over WLAN and UMTS Networks 
This section outlines the simulation set-up over WLAN and UMTS. 
5.3.1 Data set generation and Experimental set-up over WLAN 
The objective WLAN set-up was based on NS2 simulation. The combination of parameters 
along with the content types are given in Table 5.1.  
Table 5.1 Dataset combinations over WLAN 
Video sequences FR (fps) SBR(kbps) LBW PER (%) MBL 
Akiyo,  Foreman 10, 15,30 18, 44, 80   256  
1, 5, 10, 15, 
20 
 
1 Suzie, Carphone 10,15 50, 90 
Stefan 10,15,30 80,128,512 1000 
Football 10, 15 130, 384 
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The sequences Akiyo, Foreman and Stefan are used for model training and Suzie, Carphone 
and Football are used for model validation over WLAN. The experimental set-up is given in 
Chapter 3, sub-sections 3.3.3 and 3.3.4. A total of 450 test sequences were generated for 
model training and 210 for model validation.  
5.3.2 Data set generation and Experimental set-up over UMTS 
The objective UMTS set-up was based on NS2 and OPNET simulation. The two simulation 
platforms were chosen to test whether the simulation environment had an impact on the test 
conditions gathered. The combination of parameters along with the content types are given in 
Table 5.2.  
Table 5.2 Dataset combinations over UMTS 
Video sequences FR (fps) SBR(kbps) LBW BLER (%) MBL 
Akiyo,  Foreman 7.5,10, 15 48, 88,128  
384 
 
1, 5, 10, 15, 
20 
 
1, 1.75, 2.5 Suzie, Carphone 10,15 90,130 
Stefan 7.5,10,15 88,130,256 
Football 10, 15 130, 200 
 
The sequences Akiyo, Foreman and Stefan are used for model training and Suzie, Carphone 
and Football are used for model validation over UMTS. The experimental set-up is given in 
Chapter 3, sub-sections 3.5.3 and 3.5.5 over NS2 and 3.5.4 and 3.5.5 for OPNET. OPNET 
was used to analyze the specific impact of the UMTS error conditions into the perceived 
video quality, due to its accuracy of the implementation for the Radio-Link-Control (RLC) 
not-in-order delivery mechanism. Error simulated in the physical layer (BLER) is employed 
to generate losses at the link layer modelled with 2-state Markov model [54] with variable 
MBLs [82] to depict the various UMTS scenarios. A total of 567 test sequences were 
generated for model training and 224 sequences were generated for model validation over 
OPNET. NS2 was used due to its flexibility and based on the characteristics of the link 
bandwidth. A total of 450 test sequences were generated for model training and 210 for 
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model validation over NS2. All the chosen test conditions were sent over the simulated 
network to generate test conditions with network impairments. This was specifically done as 
in literature only limited work on video quality assessment takes network errors into account. 
This enabled to observe the joint distortions caused by both application and access network 
impairments on end-to-end quality. 
 
5.4 Subjective tests over UMTS Networks 
This section describes the data collection and subjective tests set-up. The subjective tests 
were conducted using a PC at University of Plymouth (UOP). Additionally subjective tests 
were also conducted at University of Basque Country (EHU), Bilbao, Spain using mobile 
handset. The data collected from the handset-based tests have been used in this thesis to 
further verify the models and find the impact of devices.   
5.4.1 Data collection 
The dataset generation is exactly the same as sub-section 5.3.2. However, Table 5.2 is 
reduced to Table 5.3 as a subset of data is used for subjective tests. Frame rate was fixed at 
10fps due to budget constraints of running the subjective tests. A total of 81 test sequences 
were generated for model training and 54 for model validation. The subjective tests were 
carried out via the Internet by the following URL: 
http://www.tech.plym.ac.uk/spmc/staff/akhan/degraded_video.html 
                         Table 5.3 Dataset combinations over UMTS for subjective tests 
Video sequences FR (fps) SBR(kbps) LBW BLER (%) MBL 
Akiyo,  Foreman, Stefan  
   10 
48, 88,128  
384 
1, 5, 10, 
15, 20 
 
1, 1.75, 2.5 Suzie, Carphone, Football 90,130 
  
The videos used in subjective tests were sent over OPNET [44] simulated UMTS network to 
create conditions with BLER of 1% to 20% as shown i
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2% – 3% IP loss. Hence quality was not degraded beyond 20% BLER. The video test 
conditions are described in Table 5.3. The experimental set up is shown in Fig. 3.7. In total 
135 test conditions were generated based on Table 5.3 from six videos. 81 were used for the 
training of the model and 54 were used for validation. 
Subjective tests were carried out with the above test conditions in two countries over two 
terminals. In the University of Plymouth (UOP) Personal Computers (PC) were used in a lab, 
whereas in the University of Basque Country (EHU), Spain, mobile handset was used.  
5.4.2 PC-based subjective set-up  
The subjective quality assessment experiment pursues ITU-T Recommendations [40], and 
was carried out  using the single-stimulus Absolute Category Rating (ACR) method. The 
ACR method has a five point quality scale as described in Chapter 2. Each degraded video is 
presented only once and is rated on an individual basis. The video sequences were presented 
to the viewers in a random fashion in such way that the video sequences were viewed in 
different presentation order by the subjects. The ratings of the video clips follow the ACR 
five point discrete scale from ‘bad’ (1) to ‘excellent’ (5).  The MOS is then found according 
to [40] where all the ratings given by the viewers were averaged. Voting period for the 
subjects was not restricted by the time. Once the viewers chose their quality rating, they 
pressed the ‘submit’ button. This confirmed their choice. Before pressing the ‘submit’ button, 
the viewers were given the opportunity to change their mind before executing the final score. 
The distance to the monitor (viewing distance) was not fixed. All subjects were able to adjust 
their distance to the best that suited them. 
The laboratory had calibrated 20-inch computer LCD monitor (Philips 200 WB7) to show the 
video sequences. The display had a built-in resolution of 1280 x 1024 pixels and the colour 
quality was selected as highest (32 bit). The room had a white background. The subjects rated 
the final score using the computer mouse by clicking on the ‘submit’ button. 
                                                                             5.4. Subjective Tests over UMTS Networks    
 
97 
 
The total number of subjects were 20, it included 11 males and 9 females. They were naïve 
subjects as they had not participated in a video quality assessment before.. This complies to 
the minimum number of viewers specified by ITU-T Recommendations [40]. The age range 
of 14 participants was between 18 to 25, 4 were between 25 to 30 and 2 were over 35. 
Subjects were recruited from within the University. The experiment started by presenting the 
subjects first with three training sequences that were different to the test sequences.. The 
experiments were divided into two sessions with a comfortable 10-15 minutes break between 
them over three days. This adhered to the ITU-T recommendation of time period not 
exceeding half an hour. An informal survey was conducted after the tests regarding the length 
of the study, fatigue during the tests, etc. which concluded that all participants did not 
experience any fatigue or uneasiness during the course of the tests. All the degraded video 
sequences were assessed by all the subjects that took part in the experiment.  
 
Figure 5.1. Histogram of subjective MOS (median 3.7) 
The obtained MOS data was scanned for conflicting results. The ITU-T [40] criteria to reject 
‘bad results’ which rejected three subjects. The scores from the rest of the subjects were 
averaged to compute the overall MOS for each test condition. Fig. 5.1 shows the histogram of 
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subjective quality ratings.  The median quality in the experiment is 3.7 and is represented by 
the dashed line in Fig. 5.1.  
 
5.4.3 Handset-based subjective set-up 
The handset-based tests were conducted in Spain. The experimental design for the subjective 
video tests is based on ITU recommendations [40],[119] . The video clipwere presented to 20 
different people, that included 13 males and 7 females. All video sequences were displayed in 
a mobile handset according to [120] and users were asked to hold it on their hands. The 
device used in the tests is a Nokia N95-8Gb, which provides a 320x240 screen resolution as 
shown in Fig. 5.2. The tests are carried out with CorePlayer
TM
 Mobile software due to its 
flexibility for using playlists.  
                                                  
Figure 5.2. Video test on Nokia N95-8Gb 
 
There was a training session in which the subjects were given some video clips which were 
different to the ones used in the experiment. After the training session, subjects were shown 
the video clips for the experiment. The experiment was carried out over three days and the 
video clips were randomized  and checked for coherence [119]. Breaks were given in 
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between the experiments. Fig. 5.3 shows the histogram of subjective quality ratings.  The 
median quality is shown by the dashed line in Fig. 5.3.  
 
 
Figure 5.3. Histogram of Handset-based MOS dataset (median at 3.3) 
 
The MOS results obtained for the test conditions defined were made publicly available to the 
research community at:  
http://www.tech.plym.ac.uk/spmc/staff/akhan/mos_scores.html [41] 
5.4.4 Comparison of MOS from two devices – PC and Handset 
The histogram of the MOS values shown in Figs. 5.1 and 5.3 obtained from two devices 
show that subjects gave a relatively higher score for nearly all video clips that were viewed 
on PC as compared to handset. It was found that the range of subjective MOS were 
dependent on the end device. A MOS range of 2.3-4.4 from the PC was achieved, whereas 
the mobile handset gave a range of 1-3.8. This showed that with 1% BLER viewers rated the 
same video clip higher on a PC compared to mobile handset. Not surprisingly, the low 
motion content received the best ratings both on PC and handset. For fast moving sports type 
of clips the user acceptability was very low. However, it was interesting that the same 
degraded clip e.g Stefan at 20% BLER was scored at 2.3 over PC compared to 1 over handset 
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for an SBR of 88kbps. Subjective feedback highlighted that users found the lack of rescale on 
mobile device quite annoying and hence rated the videos low compared to those who viewed 
them on PC. Also the distance to screen affected the viewers too. However, results from both 
countries and both devices followed the same pattern of MOS degradation with the increase 
on transmission errors. Figure 5.4 shows the correlation between MOS from handset and PC. 
There was a correlation of 83.58% which was quite low. For low SBRs the difference of 
quality ratings between PC and handset is less. This is because at low SBR quality is 
relatively poor. However at higher sender bitrates e.g. 128bkps there is a larger reduction in 
quality over handset as compared to PC due to the reduction in size. The other factor is the 
cultural differences between the two countries. That would have an impact on user 
expectation and scoring. 
 
Figure 5.4 Correlation between MOS from handset and PC 
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5.5 Novel non-intrusive Video Quality Prediction Models 
Figures 5.5 a & b depicts a simplified, conceptual diagram for developing the non-intrusive 
prediction model of video quality over WLAN/UMTS networks. Fig. 5.5a gives the block 
diagram of the video quality assessment model. Fig. 5.5b shows the end-to-end quality 
measurement. The video quality is predicted using either the non-linear regression models or 
ANN-based learning models in terms of the MOS, non-intrusively. The video quality is 
predicted from a combination of parameters associated from network parameters (e.g. 
packet/block loss and MBL), codec related parameters (e.g. SBR, FR) and content types. In 
real time, the parameters are extracted from the header of the decoder (e.g. RTP) to give the 
content related information, based on which video contents are classified. 
. The regression models presented in this thesis uses (a) PSNR to MOS conversion from 
simulation and (b) subjective MOS results to provide an objective measure of video quality 
(Measured in MOS) which is then used to generate appropriate data for curve fitting (for 
regression models) as shown in Fig. 5.5a or for ANFIS based neural network training (see 
Chapter 6 for details). The benefits of this method for non-intrusive video quality prediction 
are: 
 It is generic and based on end-to-end, intrusive measurement of video quality. Thus, it 
can be easily applied to other applications, such as audiovisual (and hence quality of 
multimedia). Both the ANFIS-based neural network models will have to be re-trained 
to account for the new data and the regression based models would have to be re-
derived based on the new data.   
 Subjective tests consume time and are expensive. Accurate objective models can 
avoid subjective tests. 
 The models can be re-derived or re-trained with new QoS parameters. 
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(a) Block diagram of the video quality prediction model 
 (b) End-to-end video quality prediction 
Figure 5.5. Conceptual diagram of non-intrusive video quality 
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The non-linear regression and neural network models presented in this thesis are generic and 
have applications in the optimization of content and network QoS control by adapting the 
video quality to changing access network conditions  
These applications are explored in Chapter 7. 
 
5.6 Procedure for developing non-intrusive video quality 
prediction models 
This section outlines the procedure for developing the non-intrusive prediction models. First, 
the relationship between the encoder parameter of Sender Bitrate (SBR) with end-to-end 
quality is found and hence the minimum acceptable SBR for each type of content is found. 
Next, the acceptable Packet Error Rate (PER) over WLAN is found for each type of content. 
These relationships are found in terms of PSNR. Finally, the mathematical relationship 
between each QoS parameter and end-to-end quality (in terms of the MOS-subjective) is 
found.  
5.6.1 Relationship of encoder parameter of SBR with quality (PSNR) 
The following research question was investigated to find the relationship of the encoder 
related parameter of SBR with quality. Quality is measured in terms of PSNR at this stage. At 
a later stage PSNR to MOS conversion from Evalvid is carried out. The conversion table is 
given in Chapter 3, Table 3.2. 
What is the minimum send bitrate for all content types to meet communication quality for 
acceptable QoS (PSNR >27 dB) as it translates to a MOS of greater than 3.5 [1]  
ITU-T P.910 [1] defines MOS of 3 as fair and MOS of 4 is considered good. Therefore, ITU-
T P.910 recommends a MOS of 3.5 as acceptable for video communication over IP/wireless 
networks. 
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 To answer the research question, the frame rate was fixed at 30fps. 
The sender bitrate versus PSNR curve is shown in Fig. 5.6 for all contents. From Fig. 5.6 it is 
observed that there is a minimum sender bitrate for acceptable quality (PSNR > 27dB) for all 
content types. For high definition IPTV applications PSNR of 32dB is recommended. 
Therefore, in Fig. 5.6 32dB has been chosen as minimum acceptable PSNR as compared to 
27dB to illustrate the point of optimizing bandwidth.  Also there is a maximum send bitrate 
for the three content types that gives maximum quality (PSNR > 38dB). For example for the 
content category of SM, sender bitrate of 30kbps or more gives a maximum PSNR of 38dB. 
However, in RM higher sender bitrates are required for maximum quality i.e. > 370kb/s. 
From Fig. 5.6 it can be derived that when the sender bitrate reduces below a certain threshold, 
which is depends on the video content, then the quality becomes ‘bad’. Moreover, when the 
sender bitrates are above a specific threshold then quality improvement is not significant 
depending on the spatio-temporal activity of the video clip. 
                            
Figure 5.6. PSNR vs Send Bitrate for the three contents 
The send bitrates ranged from 18kb/s to 384kb/s. One video clip was chosen from each 
category. A minimum sender bitrate was suggested for all three categories that achieve an 
average PSNR values of higher than 27dB for the video content types as it translates to a 
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MOS of greater than 3.5 [1] which is an acceptable score for the telecommunication industry.  
It was found that for slow moving contents (contents category of SM), 18kbps gave 
acceptable quality of 32dB. For content type of GW (medium movement), 32kbps gave 
acceptable quality of 32dB. For fast moving contents (content category of RM) it was found 
140kbps as acceptable SBR as it gave a PSNR of 32dB. These quality measurements were 
taken with no packet losses. Finally, the relationship between PSNR and quality was found 
for the three content types. This is given by Equations 5.1 to 5.3. A logarithmic relationship 
was found between SBR and video quality (PSNR). The equations were derived in MATLAB 
by finding the best fit to the data represented in Fig. 5.6. 
PSNRSM = 27.64 + 3.08ln(SBR)                                        (5.1) 
(R
2
=96%, RMSE=0.664)     
PSNRGW = 19.75 + 3.76ln(SBR)                               (5.2) 
(R
2
= 97%, RMSE =0.702)   
PSNRRM = 10.64 + 4.61ln(SBR)                                   (5.3) 
(R
2
= 96%, RMSE=1.1)        
 
5.6.2 Relationship of PER with quality over WLAN 
The following research question was investigated to find the relationship of wireless access 
network parameter of PER with quality over WLAN: 
What is the acceptable packet error rate for all content types for streaming MPEG4 video 
and hence, find the threshold in terms of upper, medium and lower quality boundary at which 
the users’ perception of quality is acceptable (>27dB)?   
To answer this research question, all videos were encoded at 256kbps, 30fps. Two metrics 
were chosen as PSNR and Q. 
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PSNR 
Video quality is measured by taking the average PSNR over all the decoded frames across 
network PER from 0.01 to 0.2 (20%). All videos were encoded at a sender bitrate of 256kb/s. 
Twelve content types were chosen as shown in Fig. 4.1 (Chapter 4). Fig. 5.7 show the 
average PSNR vs the PER for all 12 video clips. It shows that the average PSNR is better for 
slight movement compared to gentle walking which in turn is better than rapid movement 
which shows the dependence on content type. From the results, it was found that for slight 
movement the video quality stays above the threshold of PSNR > 27dB (MOS >3.5) for upto 
20% packet loss. However, for gentle walking and rapid movement that value drops to 10% 
and 6% respectively.  
It is observed from Fig. 5.7 that the drop in video quality is much higher for fast moving 
contents compared to that of slow moving contents. E.g. for ‘Akiyo’ at 0.01 PER the PSNR is 
44dB and at 0.2 (20%) PER it is 27.67dB. However, for ‘Football’ it is 33dB for a PER of 
0.01 and 20dB for PER of 0.2. Even though the percentage drop in quality is more or less the 
same, 20dB is unacceptable for communication standards. This can be furthered explained by 
the fact that the bitrate was fixed at 256kb/s.  If the bitrate is varied then the impact of packet 
error rate is much greater on fast moving contents.    
The PSNR of SM was found to be 27.67dB for 20% packet loss, for GW this value was 
28.102dB for 10% packet loss and for RM a range of 25.57db – 27dB was found for 6% 
packet loss. Therefore, 6% packet loss was taken to be acceptable. However, all of these three 
values as shown later (Fig. 5.10) give unacceptable quality. 
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Figure 5.7. Packet Error Rate vs Average PSNR 
Further,  an upper, medium and lower boundary for PSNR as a function of PER for the three 
content types of SM, GW and RM was derived and hence know the threshold for acceptable 
quality in terms of the PSNR for the three content types with 95% confidence level and 
goodness of fit of 99.71% and Root Mean squared Error (RMSE) of 0.3235 is given by 
Equations (5.4), (5.5) and (5.6): 
SM:     PSNR = 122.3(PER)
2
 – 88.36(PER) + 42.6;    PER ≤ 20%          (5.4) 
GW:    PSNR = 64.9(PER)
2
 – 73.75(PER) + 34.43;   PER ≤ 10%         (5.5) 
RM:    PSNR = 76.8(PER)
2
 – 68.87(PER) + 31.43;   PER ≤ 6%         (5.6) 
Q-value 
The above research question was further addressed in terms of Q [4] instead of PSNR.  
Fig. 5.8 shows the decodable frame rate (Q) of all 12 contents and shows that Q is higher 
when the PSNR is higher for all the video clips. In comparison to Fig 5.7 the decodable frame 
rate does not directly compare to the PSNR.  However, from the results it was found for the 
average PSNR for ‘slight movement’ and it did not correspond to a higher value of Q. This is 
because the Q value is derived from the number of decodable frames over the total number of 
frames sent by a video source i.e. it is sensitive to the number of frames and packets lost. 
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Therefore, as the content becomes more complex the video quality was expected  to degrade 
more for less I-frames lost compared to that of simpler contents. Hence, it is concluded that 
for slight movement 20%, for gentle walking 10% and for rapid movement 6% packet loss is 
acceptable. 
                       
Figure 5.8. PER vs Q for all content types 
Further, an upper, medium and lower boundary was derived for Q value as a function of PER 
for the three content types of SM, GW and RM and hence know the threshold for acceptable 
quality in terms of the Q value for the three content types with 95% confidence level and 
goodness of fit of 99.71% and RMSE of 0.0117 is given by the Equations (5.7), (5.8) and 
(5.9): 
SM: Q=19.89(PER)
2
 – 8.03(PER) + 0.967;   PER≤20%       (5.7) 
GW: Q=18.09(PER)
2
 – 7.88(PER) + 1.02;    PER≤10%      (5.8) 
RM: Q=13.84(PER)
2
 -6.5(PER) + 0.975;      PER≤6%        (5.9) 
The difference in results between PSNR and Q as a metric were not very significant, all 
future results were recorded using PSNR only. Further, PSNR to MOS conversion was 
obtained as well.  
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The relationship between the PSNR over the entire duration of the sequences for all three 
content types was investigated. 
In Fig. 5.9a the source of effects caused by packet errors was investigated over the entire 
duration of the sequence. For ‘slight movement’ the PSNR values are compared for no packet 
loss to 10% and 20% packet loss. With higher losses, the error occurs in the B-frames and 
propagates to the P-frames as expected. Two effects are observed, the PSNR decreases over 
the entire duration and the second a more ragged response curve when packet errors of 10% 
and 20% are introduced.  It is also observed that for a sender bitrate of 32kb/s the video 
quality is still acceptable for 20% packet loss. 
  
(a) PER effects for SM for 32kb/s                           (b) PER effects for GW for 80kb/s     
                            
                               (c) PER effects for RM for 256kb/s  
                       Figure 5.9. PSNR vs Time 
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Fig. 5.9b shows the effects of no packet loss, 10% and 20% packet loss for ‘Gentle walking’ 
at a sender bitrate of 80kb/s. Again as previously mentioned the video quality reduces over 
the time duration and it is observed a much bigger loss in quality as the packet loss increases 
to 20%.  
Whereas, from Fig. 5.9c in ‘rapid movement’ the video quality degrades fairly quickly with 
the increase of packet error rate i.e. for 10% packet loss the video quality is completely 
unacceptable. 
While PSNR is not a good predictor of the visual quality, it can serve as a detector of clearly 
visible distortions. It can be observed, however that the perceived quality degradation 
increases in the duration of the sequence. Due to the auto-correlation of the time series (each 
sample is dependent on the previous and following sample) the values are not independent. It 
is also observed that as the scene activity in the video sequence becomes more complicated 
e.g. for ‘rapid movement’ at 20% packet loss the quality is completely unacceptable 
deteriorating at a much faster speed. All degraded video clips can be found in [121]. 
Fig. 5.10 shows that visually the quality of SM, GW and RM is unacceptable at 20%, 10% 
and 6% packet loss for some frames. Also from Table 5.4  it was observe that even though 
PSNR value is acceptable (MOS>3.5) for all three content types, however, the end-to-end 
perceptual quality is unacceptable. From Fig. 5.10a, the PSNR at 3.4 seconds for SM shows a 
value of 35dB, whereas the frames (101-103) from Fig. 5.10a show that the perceptual 
quality does not follow for those frames. Similarly, for GW at 5.2s (Fig. 5.10b) the PSNR is 
30dB and for RM at 3.2s it is 17dB (Fig. 5.10c). The PSNR values of GW and RM reflect the 
perceptual quality better compared to SM. Further from Table 5.4 it can be seen that for SM, 
more B-frames are lost compared to GW and RM. B-frames affect the quality least in 
MPEG4 GOP. I-frames take priority, then P-frames and finally B-frames. Also the values of 
Q correlate well with PSNR for GW and RM. However, for SM it does not. Q-value for SM 
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actually shows that at 20% the quality is less than acceptable compared to that of PSNR. 
Therefore, subjective tests were carried out (see Section 5.4) as PSNR is not a good indicator 
of perceptual quality. 
 
(a) Frames 101-103, PER @ 20% for SM encoded at 32kb/s 
 
(a) Frames 156-158, PER @ 10% for GW encoded at 80kb/s 
 
(b) Frames 96-98 , PER @ 6% for RM encoded at 256kb/s 
Figure 5.10. Perceptual quality comparison for the 3 content types at PER 20%, 10% 
and 6% 
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Table 5.4 summarizes the findings of Figs. 5.9 and 5.10 and outlines the PSNR and Q values 
for acceptable quality at 20%, 10% and 6% PER for all three content types in terms of the I, P 
and B frames lost. It is observed from Table 5.4 that for content type of SM the Q value is 
much lower compared to that of the PSNR. It shows that visually the quality is much lower at 
20% packet loss rendering PSNR to be not a very good predictor of visual quality. For SM, 
Q-value out-performs the PSNR. 
Table 5.4 PSNR and Q values for three content types 
 Packets 
Lost (PER) 
I-frames 
lost 
P-frames lost B-frames 
lost 
PSNR Q-value 
SM 20% 8 14 43 27.67 0.458 
GW 10% 8 7 22 28.103 0.602 
RM 6% 8 11 12 25.57 0.615 
 
5.6.3 Mathematical relationships of QoS parameters over UMTS 
In this section the mathematical relationship followed from the analysis of Chapter 3 is 
described between the video quality (in terms of MOS) and individual QoS parameters 
related to the encoder, access network and content types. These relationships are used in 
Sections 5.7 and 5.8. In this section, subjective MOS has been used. 
The regression-based video quality prediction model is developed for all content types from 
the relationships found for video applications over WLAN and UMTS networks. The 
experiment takes into account six test sequences, divided in two groups: akiyo, foreman and 
stefan are used for training the model, while carphone, suzie and football available are 
devoted to the validation of results. The video sequences represent content with low Spatio-
Temporal (ST) to high ST features as classified in Chapter 4. As the transmission of video 
was for hand held devices and mobile handsets, all the video sequences were of QCIF 
resolution (176x144) and encoded in H.264 with Baseline Profile at 1.2 level for UMTS with 
an open source JM software [46] encoder/decoder. The considered frame structure is IPPP for 
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all the sequences, since the extensive use of I frames could saturate the available data 
channel. The combination of parameters chosen are given in Section 5.4 (subjective testing). 
The functional block of the proposed model is shown in Fig. 5.11. The parameters associated 
with the encoder are Frame Rate (FR) and Sender Bitrate (SBR), Content Type (CT) and the 
parameters associated with the access network are access network (WLAN/UMTS) are 
PER//BLER modeled with 2-state Markov model with variable MBL. 
                         
Figure 5.11. Functional block of proposed regression-based model 
 
Relationship of Content type and Encoder Parameters 
In addition to the 3D graphs plotted given in Chapter 3, 2D graphs were plotted to analyze the 
relationship of MOS with sender bitrate, content type, block error rate and mean burst length 
as given in Fig. 5.11. Based on the relationships of the QoS parameters the following function 
was established for estimating video quality.  Therefore, the overall MOS is then given by 
Eq. (5.10). 
                  CDE  	 F	GH
G
                                                                                          (5.10) 
Where k is a constant, fA is measured in terms of SBR and CT and fP is measured in terms of 
BLER and Mean Burst Length (MBL) for 2-state Markov model. 
Mathematically fA = fA(SBR, CT) and  fP= fP(BLER, MBL) 
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CT is found by extracting temporal features of Sum of Absolute Differences (SAD) and 
spatial features of edge, blurriness and brightness, as described in Chapter 4 thus giving CT 
by Eq. (5.11). 
CT = f(SAD, edge, blurriness, brightness)                            (5.11) 
Based on the extracted spatio-temporal features, cluster analysis is carried out based on the 
Euclid distance of the data to determine the content type. Therefore, video clips in one cluster 
have similar content complexity. The content classification in this thesis is carried out offline. 
The block diagram of the content classification carried out at the receiver side is shown in 
Fig. 5.12. The learned classifier (cluster analysis) takes the extracted features for each new 
video as input then predicts its most likely type.  Once the CT is predicted, then it is used as 
an input to the video quality prediction model (see later).  
 
Figure 5.12. Content classification method 
Hence, the content classifier takes the content features as input observations, while content 
category as the output. In this thesis, three distinct content categories are defined as CT=0.1, 
for slow motion videos e.g. head and shoulder, CT=0.5 for medium movement and CT=0.9 
for fast moving sports type of clips. However, they can be continuous from 0 to 1 for larger 
video clips or movies the input will be segment by segment analysis of the content features 
extracted. This has been left as future work from this thesis. 
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Figure 5.13. Relationships of the QoS parameters with MOS  
 
Fig. 5.13 shows the relationships of video quality (in terms of MOS) to SBR (Fig. 5.13a), 
BLER (Fig. 5.13b) and MBL (Fig. 5.13c) for all CTs A logarithmic relationship between 
SBR and MOS was found from Fig. 5.13a (this also re-established the relationship found in 
Fig. 5.6 earlier. A linear relationship between MOS and CT was found. Also from ANOVA 
analysis (Table 3.6, 3.7 & 3.8), it was found that the combined impact of SBR and CT is also 
significant. Therefore the relationships of the encoder related parameters and CT are shown 
by Equations 5.12-5.14. 
fA1(SBR) = γ1ln(SBR) + γ2                           (5.12) 
fA2
 
(CT) =δ1CT + δ2                                       (5.13) 
fA3 (SBR,CT) =ε1 CT*ln(SBR) + ε2                          (5.14) 
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Relationship of Wireless Access Network (UMTS) Parameters 
Similarly, in the access network the following relationship between MOS and BLER and 
MBL as shown in Figs 5.12b and c was found and can be modelled as polynomial functions. 
Equations 5.15-5.17 show the relationship of MOS with the access network parameters of 
BLER and MBL over UMTS access network. 
fP1(BLER) = µ1 +µ2(BLER)              (5.15) 
fP2
 
(MBL) = σ1MBL + σ2                                (5.16) 
fP3 (BLER, MBL) =η1 BLER*MBL + η2                                     (5.17) 
 
5.7 Novel Non-intrusive Video Quality Prediction Models over 
WLAN  
This section describes the model development over WLAN with the simulation set-up 
described in Section 5.3 earlier. PCA analysis of all the QoS parameters is given followed by 
MOS prediction. 
5.7.1 PCA analysis 
Principal Component Analysis (PCA) [83] reduces the dimensionality of the data while 
retaining as much information as possible. For this reason, PCA was carried out to determine 
the relationship between MOS and the objective video parameters of SBR, FR and PER. PCA 
involves calculating eigenvalues and their corresponding eigenvectors of the covariance or 
correlation matrix. Covariance matrix is used where the same data has the same set of 
variables and correlation matrix is used in the case where data has a different set of variables. 
In this thesis, a covariance matrix has been used because the data set is the same.  
The PCA was carried out to check the suitability of the objective parameters of SBR, FR and 
PER for model design. The PCA was performed for the three content types of SM, GW and 
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RM separately. The variance of the data for the three content types is given in Table 5.5. The 
first two components account for more than 90% of the variance and hence are sufficient for 
the modelling of the data. The PCA results are shown in Fig. 5.14. 
Table 5.5  Variability of the first two components for all content types 
Sequence Var. of PC1(%) Var. of PC2(%) 
Slight Movement 58 33 
Gentle Walking 63 31 
Rapid Movement 74 20 
 
                         
Figure 5.14. PCA results for all content types 
 
The PCA results from Fig. 5.14 show the influence of the chosen parameters (SBR, FR and 
PER) on the data set for the three content types of SM, GW and RM. In Fig. 5.14 the 
horizontal axis represents the first principal component (PC1) and the vertical axis represents 
the second principal component (PC2). Each of the objective parameters (e.g. FRGW, etc) 
are represented by a vector.  
5.7.2 MOS prediction 
The proposed model is based on three objective parameters (SBR, FR and PER) for each 
content type as given by Equation (5.18): 
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MOS = f(SBR, FR, Content type, PER)                                    (5.18) 
The prediction model for video quality evaluation is given by a rational model which takes 
into account the relationships found earlier from Equations (5.1) to (5.6) and is given by 
Equation (5.19).  
CDE	  	 I	JKL	MNA	OL
'	PQL	RQL1
        (5.19) 
The metric coefficients were obtained by a linear regression of the proposed model with the 
training set (MOS values obtained by objective evaluation given in Table 5.1). The 
coefficients for all three content types are given in Table 5.6 for validation dataset.  
Table 5.6 Coefficients of metric models for all content types over WLAN 
Coefficients SM GW RM All Contents 
   S 4.5796 3.4757 3.0946 5.1676 
   T - 0.0065 0.0022 - 0.0065 -1.4649e-014 
   U n/a n/a n/a -2.4719 
   V 0.0573 0.0407 0.1464 -0.0334 
   W 2.2073 2.4984 10.0437 3.2078 
   X 7.1773 - 3.7433 0.6865 -2.6636 
 
The proposed metric has different coefficient values for the three different content types 
because spatial and temporal sequence characteristics of the sequences are significantly 
different. The model’s prediction performance is given in terms of the correlation coefficient 
R
2
 (indicates the goodness of fit) and the RMSE (Root Mean Squared Error) and is 
summarized in Table 5.7.   
Table 5.7 Metric performance by correlation coefficient and RMSE (WLAN) 
Content type SM GW RM All contents 
Correlation coefficient 79.9% 93.36% 91.7% 86.51% 
RMSE 0.2919 0.08146 0.2332 0.3366 
 
The performance of the video quality prediction obtained by the metric compared to the video 
quality data obtained objectively using NS2 [43] for content type of ‘gentle walking’ is 
shown in Fig. 5.14a. Slightly better correlation was achieved for ‘gentle walking’ compared 
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to the other two content types of ‘slight movement’ and ‘rapid movement’. It was also 
observed that video clips in ‘rapid movement’ are very sensitive to packet loss. The quality 
degrades rapidly compared to the other two categories as packet loss is introduced.  Whereas, 
for ‘slight movement’ the video quality was still acceptable (MOS>3.5) for packet losses of 
up to 20%.  
Further, Eq. 5.20 has been modified to take into account all contents. Therefore, content types 
then become an input to the model. Equation 5.20 represents the revised model equation 
which takes CT as an input. 
CDE  I	JY
Z[M NAOL	\]^
'	PQL	RQL1
            (5.20) 
  
(a) Predicted vs. objective MOS for ‘SM’       (b) Predicted vs. objective MOS for ‘GW’  
 
  
(c) Predicted vs. objective MOS for ‘RM        (d) Predicted vs. objective MOS for all contents 
 
Figure 5.15. Predicted vs objective MOS over WLAN 
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Figure 5.15a-c shows model prediction for the three content types, whereas, Fig. 5.15d shows 
the model prediction using Equation 5.20, where the content type is an input to the prediction 
model. The performance of the model in terms of correlation coefficient is around 87% as 
shown in Table 5.7. Therefore, this shows a good estimation of visual quality from the 
proposed model. 
 
5.8 Novel Non-intrusive Video Quality Prediction Models over 
UMTS  
 
This section shows the model development over UMTS networks. The simulation set-up is 
shown in Section 5.3. The models shown have been developed with datasets obtained from 
NS2 and OPNET simulation. 
As it was concluded from earlier results that PSNR is not a good reflector of visual quality, 
subjective tests were carried out based on existing VoIP tests [59]. Section 5.4 earlier 
described the subjective test set-up. The models over UMTS are then developed using 
subjective data.  
MOS prediction 
Once the relationship of the individual QoS parameters on MOS was established, nonlinear 
regression analysis was carried out in MATLAB®. The relationships found in Equations 
(5.12) to (5.17) have been used in the MOS prediction. The following nonlinear Equation was 
obtained given in Eq. (5.21) with a reasonable goodness of fit: 
 
CDE  S _ JY
Z[	M`OL]^\a`OL
'PbQLRbQL1c$b
      (5.21) 
 
Table 5.8 gives the coefficient of the model given by Eq. (5.21). The model coefficients are 
given for the datasets generated using NS2 and OPNET simulation platforms.  
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Table 5.8 Coefficients of metric model for all contents over UMTS 
 
Coefficient NS2(validation) OPNET(validation) 
  	S 4.2859 4.3911 
   T -3.9832e-009 3.9544e-08 
   V 0.1090 0.0447 
   U -1.4684 8.8501 
   d -0.0456 -2.1381 
   W -2.6315 -0.3631 
   X 2.9220 -10.1175 
   	e n/a 0.3442 
Corr Coeff 86.19% 86.52% 
RMSE 0.2544 0.355 
 
The simulation set-up over NS2 takes MBL = 1 only, assuming a random uniform error 
model. However, it can easily be extended to take variable MBLs. Table 5.8 also outlines the 
correlation coefficient and RMSE of the models proposed. From the correlation coefficient – 
both models give a correlation coefficient of 86%, very little difference in datasets were 
found over the simulation systems. It was concluded that either simulation system 
(OPNET/NS2) can be used to simulate UMTS network conditions. 
As it was pointed out in Fig. 5.10 that PSNR is not a good reflector of visual quality, 
subjective tests were carried out over UMTS networks only due to cost limitations according 
to Section 5.4.  
Prior to model fitting, a four-way ANOVA analysis was carried out on the MOS dataset to 
further confirm the coefficients for model fitting. Table 5.9 show the 4-way ANOVA analysis 
and shows the CT and SBR have the highest impact followed by BLER and MBL. This also 
confirms the ranking of QoS parameters as carried out in Chapter 3, Section 3.8. 
For subjective dataset, FR was fixed at 10fps and was not a variable. However, the model can 
be easily extended to include FR as a variable. For subjective data, Equation (5.21) is 
therefore reduced to Equation (5.22) below. 
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CDE  I	M`
OL]^\a`OL
'PbQL$b
       (5.22) 
 
 
Table 5.9 Four-way ANOVA on MOS obtained on Subjective dataset  
Parameters Sum of 
Squares 
Degrees of 
Freedom 
Mean 
Squares 
F –statistic p-value 
CT 13.3026 2 6.6513 226.51 0 
SBR 2.8159 2 1.40796 47.95 0 
BLER 0.2674 1 0.26741 9.11 0.0041 
MBL 0.0115 2 0.00574 0.2 0.8231 
 
The model coefficients and correlation coefficient are given in Table 5.10. For the subjective 
data the coefficients of the model are reduced for better fit and low complexity. This is 
because subjective tests use a subset of the test conditions used (given by Table 5.3) by 
simulation due to cost implications of running subjective tests.  
Table 5.10 Metric coefficient (subjective dataset) and performance 
Coefficient Subjective (validation) 
  S 3.9560 
  V 0.0919 
  U -5.8497 
  d 0.9843 
  W 0.0982 
Corr. Coefficient 92.97% 
RMSE 0.1103 
 
Figures 5.16a and b show the metric performance against objective MOS data using NS2 and 
OPNET simulation environments. Equation 5.21 has been used to generate Figs. 5.16a and b. 
The correlation coefficients for both are around 86% which shows that the model performs 
well irrespective of the simulation environments.  
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(a) Predicted vs. objective MOS for NS2       (b) Predicted vs. objective MOS for OPNET 
Figure 5.16. Predicted vs Objective MOS over UMTS 
Figures 5.17 show model performance against subjective data (PC-based) for the validation 
dataset. The performance of the metric has been improved to around 93% respectively. 
Equation 5.22 has been used to generate Fig. 5.17. 
 
 
Figure 5.17. Predicted vs Subjective MOS over UMTS (validation dataset) 
 
5.9 Model comparison and validation with external databases  
The proposed models were validated against the (1) objective metrics of PSNR and SSIM, (2) 
subjective data taken from [15] (encoder based parameters of SBR and FR and CT) and from 
[79] (both encoder based and access network based) for H.264 video and (3) subjective data 
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taken from handset-based tests carried out at EHU, Spain. The results were not compared  
against VQM data [2],[122] as it is limited to MPEG4 and H263 codecs. Figure 5.18 shows 
the end-to-end correlation analysis of the proposed model with objective metrics of PSNR 
and SSIM and with the subjective tests. 
 
Figure 5.18 Correlation of subjective vs objective MOS with proposed model  
Figs. 5.19a and b shows the scatter plots of different metrics versus MOS. The proposed 
video quality  metric was compared with the most widely used Peak-Signal-to-Noise-Ratio 
(PSNR) metric and with Structural Similarity Index Metric SSIM [3]. The corresponding R
2
 
values of the fittings are 93% (from our proposed  model), 66.73% (from PSNR) and 76.41% 
(from SSIM) which suggests that the proposed  metric is more correlated with the subjective 
MOS values.  
Fig. 5.20a and b show the model correlation against external data from [15] and [79]. The 
data from [15] is for H.264 QCIF videos with application layer parameters of frame rate, 
SBR and CT. The data from [15] is for H.264 QCIF videos with encoder parameters of FR 
and SBR. Encoder only parameters were chosen in Eq. (5.22) to show that if network losses 
were taken as zero (BLER=0 in Eq.(5.22)), the  model gives a correlation of ~78%. Equation 
(5.22) reduces to Eq. (5.23) as follows:      
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Figure 5.19. Scatter plots of PSNR (a) and SSIM (b) versus MOS-subjective 
 
CDE  	S _ 	T . gh _ 	γ. lnEh _ 	lmU _ 	d. lnEh     (5.23) 
 
Whereas, data in Fig 5.20b is from [18],[79] which is H.264 videos of size 768 x 480 with 
high SBRs and packet losses. The frame rate was fixed at 30fps. A correlation coefficient of 
~ 78% for data from [15] and ~74% for data from [79] was achieved. Even though the model 
was trained with QCIF videos of low bitrates, it works with larger size videos with very high 
bitrates. Fig. 5.20b shows little variation when DMOS is between 25-40. The variation in 
content types in the LIVE dataset is very little. The content classifier classified most of the 
content as slow to medium activity and hence this caused the lack of variation at low DMOS 
values. In addition, LIVE wireless video database considered videos encoded at maximum 
frame rates, whereas the model is derived from subjective data where test conditions included 
only one fixed frame rate (10fps). However, literature has provided evidence that subjective 
quality varies with frame rate and that it is a result of interaction between temporal and 
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spatial dimensions. As the model does not take that aspect into account, is probably a reason 
why it does not perform so well on the LIVE wireless video database. 
Finally, the model was validated against the datasets used at EHU, Spain with the handset-
based subjective tests. A correlation coefficient of ~ 69% was achieved. 
Table 5.11 summarizes the correlation coefficient and root mean squared error of the model 
against the external databases and PSNR and SSIM. 
Table 5.11 Model validation correlation coefficients 
 R
2 
RMSE 
Validation against PSNR 66.73% 3.793 
Validation against SSIM 76.41% 0.0407 
Validation against [15] 77.9% 0.3812 
Validation against [77] 74.07% 7.333 
Validation against EHU (Handset-based MOS) 68.55% 0.4432 
  
Therefore, it can be concluded that the proposed video quality model can serve as a simple 
yet accurate metric to measure perceptual video quality and hence an input in to the proposed 
QoS-driven adaptation scheme (See Chapter 7). 
  
(a) Validation of proposed  model from                   (b) Validation of proposed model from 
subjective data in [15]                                     LIVE subjective data in [79].  
Figure 5.20. External validation of model 
 
The model performance from the handset-based dataset is given in Fig. 5.21. It performed 
slightly lower than with the other datasets. This was because of the very low MOS scores 
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given to the fast moving content – mainly because it was viewed on a small screen and so had 
an impact. Fig. 5.21 shows the performance of the model against subjective data collected at 
EHU using mobile handset.     
 
Figure 5.21. Validation of model from Handset-based (EHU) dataset 
 
5.10 Summary  
In this chapter, novel non-intrusive video quality prediction models over wireless access 
networks of WLAN and UMTS are presented using non-linear regression modelling. The 
prediction is based on both objective and subjective datasets. Two codecs were used. H.264 
for video transmitted over UMTS and MPEG4 over WLAN. The proposed models were 
validated against external databases and performed well overall in terms of correlation 
coefficient. The external database validation also highlighted potential areas where the 
proposed models did not perform as well. Live dataset had very little content variety. This 
combined with the frame rate variation resulted in the model performing not as well in some 
parts. Also the verification with the handset dataset was interesting. As it was concluded that 
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the end device have an impact on video quality prediction. Thus, for future work all 
subjective data should be collected on the end device application for modeling. 
The application of these models in video quality optimization and QoS control are given in 
Chapters 7.  
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Chapter 6 
 
Neural Network-based Models for Non-
intrusive Video Quality Prediction over 
WLAN and UMTS 
 
6.1 Introduction   
In Chapter 5, the proposed non-intrusive video quality prediction models have been presented 
based on non-linear regression analysis. Regression models proposed in Chapter 5 are static 
and can only adapt to change in access network conditions is they are used in an adaptation 
mechanism. However, the advantage of using artificial neural network models to predict 
video quality non-intrusively is that the neural network can adapt to changing network 
conditions due to their ability to learn  
There is limited work in literature where ANN have been used in assessing the video quality 
from both network and application based parameters. The related work from literature is 
given in the next section under “Related Works”. There are many parameters that affect video 
quality and their joint affect is not clear, and their relationships are thought to be non-linear. 
Artificial Neural Networks (ANNs) can be used to learn this non-linear relationship which 
mimics human perception of video quality.  In this Chapter learning models based on ANFIS 
(Adaptive Neural Fuzzy Inference System) are developed to predict the visual quality 
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in terms of the Mean Opinion Score (MOS) for all contents over access networks of UMTS 
and WLAN. ANFIS is well suited for video quality prediction over error prone and 
bandwidth restricted wireless access networks as it combines the advantages of neural 
networks and fuzzy systems. ANFIS was specifically chosen over a back propagation neural 
network because it includes fuzzy inference system which takes human reasoning (linguistic 
information) into account. Also the input data is not needed to be normalized. The back 
propagation in ANFIS optimizes the fuzzy logic. In addition work presented in [14] first used 
artificial neural networks in video quality assessment and concluded that random neural 
networks out performed feed forward artificial neural networks. As part of their future work 
they recommended use of better techniques within neural networks would enhance video 
quality assessment. Keeping that in mind, in this work, it was felt that the contribution in 
video quality assessment would be furthered if the same neural networks models were not 
repeated. Instead use an enhancement of neural networks that include fuzzy logic and hence, 
improves the results in video quality assessment and prediction.  
The structure of the chapter is as follows. Section 6.2 gives the related work from literature. 
The background to the ANFIS-based ANN is given in Section 6.3. Section 6.4 outlines the 
experimental set-up over WLAN and UMTS. Section 6.5 describes the procedure to develop 
the ANFIS-based models. The ANFIS-based models over WLAN are presented in Section 
6.6. Section 6.7 presents the models over UMTS. Model validation with external LIVE 
database is given in Section 6.8. Section 6.9 summarizes the Chapter. 
 
6.2 Related work 
There are many parameters that affect video quality and their combined affect is not clear, 
and their relationships are thought to be non-linear. Artificial Neural Networks (ANNs) can 
be used to learn this non-linear relationship which mimics human perception of video quality. 
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ANN has been widely used in assessing the video quality from both network and application 
based parameters. In [14],[13],[123] the authors have developed neural-network models to 
predict video quality based on application and network parameters. The work was based on 
video subjective tests to form training and testing datasets. Further, different video contents 
have not been considered in developing neural network models and their work is only limited 
in fixed IP networks. In [124] PSQA (Psuedo-Subjective Quality Assessment) metric based 
on random neural networks to evaluate the quality of multimedia communication over home 
networks has been presented. Work presented in [125] use a set of parameters associated with 
the encoder (sender bitrates and frame rates) and content types and have neural networks for 
video quality prediction. In [126] raw video features extracted from H.264 encoded videos 
has been used to train the neural network for video quality prediction. Similarly, in [127] 
neural networks based on raw video features for MPEG2 video sequences has been presented. 
Video content features have been used in [128] to train the neural network for reduced 
reference video quality assessment. Several neural network architectures have been compared 
in [129] to predict MPEG4 traffic pattern. 
The choice of parameters used in literature is either raw features or encoder based distortion 
to train the neural network. Further, different video contents have not been considered in 
developing neural network models and their work is only limited in fixed IP networks. The 
choice of parameters is crucial to video quality prediction as neural networks have been 
successfully used in literature for video quality assessment and prediction.  
 
6.3 Background to ANFIS-based ANN 
ANFIS uses a hybrid learning procedure and can build up an input-output mapping based on 
both human knowledge (in the form of fuzzy if-then rules) and specified input-output data 
pairs. A two input ANFIS architecture [130] as shown in Fig. 6.1 is an adaptive multilayer 
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feed forward network in which each node performs a particular function on incoming signals 
as well as a set of parameters pertaining to this node.  
                           
Figure 6.1. ANFIS architecture [130]    
The ANFIS construction is given in Fig. 6.1. It consists of five layers. The layers are called a 
fuzzy layer, a product layer, a normalized layer, a defuzzy layer and a total output layer. 
There are two inputs in the ANFIS structure shown in Fig. 6.1 as x and y. The output is f.  For 
a first-order Sugeno fuzzy model, a typical rule set with two fuzzy if–then rules can be 
expressed as: 
Rule 1: If x is A1 and (y is B1) then f1=p1x+q1y +r1 
Rule 2: If x is A2 and (y is B2) then f2= p2x+q2y +r2 
where p1 , p2 , q1 , q2 , r1 and  r2 are linear parameters, and  A1,  A2, B1 and B2 are nonlinear 
parameters. The output f is given by Eq. (6.1). 
                                   n  opGpo1G1
op	o1
                                                                                     (6.1) 
The fourth layer is the defuzzy layer, whose nodes are adaptive. The output Equation is 
wi(pix+qiy+ri), where pi, qi and  ri denote the linear parameters or so-called consequent 
parameters of the node. The defuzzy relationship between the input and output of this layer 
can be defined as given by Eq. (6.2): 
 Dq,(  rs(n( 	rs(	;(3 _ t(u	 _	:(                                                               (6.2)    
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where O4,i, denotes the Layer 4 output. The fifth layer is the total output layer, whose node is 
labelled ∑. The output of this layer is the total of the input signals, which represents the shift 
decision result. The results can be written as given by Eq. (6.3):              
 Dv,( 	 *w-:	))	*9x;9x  ∑ rs(( 
∑ oyGyy
∑ oyy
																				       (6.3)                                                                                       
where O5,i denotes the Layer 5 output [130]. 
 
6.4 Experimental set-up for the ANFIS-based Models to Predict 
Video Quality  
This section outlines the experimental set-up used over WLAN and UMTS for the 
development of the ANFIS-based models. 
6.4.1 Experimental set-up over WLAN 
The datasets and simulation set-up are the same as given in Section 5.3.1 over WLAN. 
6.4.2 Experimental set-up over UMTS 
The datasets and the simulation set-up are the same as given in Section 5.3.2 over UMTS. 
Further, the subjective datasets and experimental set-up are the same as given in Section 5.4 
over UMTS. 
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6.5 Procedure to develop the ANFIS-based models 
This section describes the procedure to develop the ANFIS-based models, their membership 
functions and the MATLAB functions used. 
6.5.1 Block diagram of the ANFIS-based models 
The block diagram of the video quality prediction system is depicted in Fig. 6.2. The ANFIS-
based prediction model is at the receiver side to predict video quality non-intrusively. 
 
Figure 6.2. End-to-end diagram of video quality prediction with ANFIS-based model 
 
The aim is to develop ANFIS-based learning models to predict perceived video quality for 
three distinct content types from a combination of parameters related to the encoder and the 
wireless access network. The functional block of the proposed model is shown in Fig.6.3. 
                          
Figure 6.3. Block diagram of the ANFIS-based prediction model 
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For the tests three different video sequences representing slow moving content to fast moving 
content were used. The video sequences were of QCIF resolution (176x144) and encoded in 
H.264 format with an open source JM software [46] encoder/decoder for UMTS access 
network and in MPEG4 [45] for WLAN access network. The three video clips were 
transmitted over simulated UMTS and WLAN access networks using NS2 simulator. The 
encoder related parameters are Frame Rate (FR) and Sender Bitrate (SBR). The access 
network parameters are Block Error Rate (BLER) and Link Bandwidth (LBW) for UMTS 
and Packet Error Rate (PER) and LBW for WLAN for different types of content.  
6.5.2 Training and validation of ANFIS-based models 
For ANNs, it is not a challenge to predict patterns existing on a sequence with which they 
were trained. The real challenge is to predict sequences that the network did not use for 
training. However, the part of the video sequence to be used for training should be ‘rich 
enough’ to equip the network with enough power to extrapolate patterns that may exist in 
other sequences. Three different content types representing different scenarios from slow 
movement to fast moving sports clips are chosen for training purposes and three different 
video clips for validation purposes. The ANFIS-based ANN model were trained with the 
three distinct content types of ‘Akiyo’, ‘Foreman’ and ‘Stefan’ (see Tables 5.1, 5.2 & 5.3) 
and validated by three different content types of ‘Suzie’, ‘Carphone’ and Football’ in the 
corresponding content categories. The data selected for validation was one third that of 
testing with different parameter values to that given in Tables 5.1, 5.2 & 5.3.  In total there 
were around 450 encoded test sequences for training and 210 encoded test sequences for 
validation over NS2 over WLAN and UMTS for each model from Tables 5.1 and 5.2. There 
were 567 sequences for training and 224 for validation over OPNET over UMTS networks. 
There were 81 test sequences for training and 54 for validation from Table 5.3 (subjective 
data over UMTS). This is the same as used in Chapter 5. 
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MATLAB Functions used 
The ANFIS functions used were GENFIS1, ANFIS and EVALFIS from MATLAB. More 
details on these functions can be found from [131]. There are mainly three functions used by 
the ANFIS neural network as GENFIS1, ANFIS and EVALFIS. It is the GENFIS1 function 
that generates the Sugeno type FIS which is used by ANFIS for training of the data. The 
EVALFIS function then performs the fuzzy inference calculations.   
Fig. 6.4 summarizes the steps in a flowchart. 
An example of the dataset used for model training is shown in Table 6.1. 
Table 6.1 Variables used in ANFIS database generation 
FR CT SBR LBW BLER/PER MBL MOS 
10 0.1 18 32 0.01 1 3.73 
10 0.1 18 32 0.05 1 3.56 
10 0.1 18 32 0.10 1 2.95 
10 0.1 18 32 0.15 1 2.94 
10 0.1 18 32 0.20 1 2.92 
10 0.1 18 64 0.01 1 3.65 
… … … … …. .. …. 
 
Note: 
The inputs of FR, CT, SBR, LBW and PER were used to train the model over WLAN. 
The inputs of FR, CT, SBR, LBW and BLER were used to train the model over UMTS using 
NS2 simulation. 
The inputs of FR, CT, SBR, BLER and MBL were used to train the model over UMTS using 
OPNET. 
The inputs of CT, SBR, BLER and MBL were used to train the model over UMTS using 
subjective tests (PC-based). 
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Initialize the ANFIS system
Give parameters for learning :
1. Epochs (iterations)
2. Correlation & error tolerance
Start learning
Stop when tolerance achieved
Validate with independent data
 
 
Figure 6.4. Flow chart of ANFIS system 
 
6.5.3 ANFIS Architecture 
The corresponding equivalent ANFIS architecture for the two learning models developed (5 
inputs respectively) over WLAN and UMTS access networks is shown in Fig. 6.5. 
                           
Figure 6.5. ANFIS architecture 
                                                               6.5. Procedure to develop the ANFIS-based Models  
138 
 
There are five inputs as CT, FR, SBR, LBW and BLER/PER. Output is the MOS value. The 
membership functions for the ANFIS learning model given in Figs. 6.6 and 6.7 respectively 
as inputmf  for UMTS and WLAN. 
     
Figure 6.6. Membership functions for 5 inputs over UMTS (OPNET) 
 
Figure 6.7. Membership functions for 5 inputs over WLAN
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The number of membership function is chosen to be three for all five inputs and their 
operating range depends on the five inputs. For example for input of SBR the operating range 
is from [48,256]. Whereas, the CT ranges from [0 1] representing the three different types of 
content. In the simulation all the Membership Functions (MF) used are generalized bell 
function defined in [130] as given by Eq. (6.7): 
µ= 
'
'	2z{| 
1
6}
          (6.7) 
Which contains the fitting parameters a, b and c. These parameters (a, b, c) are defined such 
that  c finds the centre of the corresponding membership function, the half width is a  and the 
slopes at the crossover points (where MF value is 0.5 in Figs. 6.5 and 6.6.) are controlled by b 
(together with a).  
 
6.6 ANFIS-based Models to Predict Video Quality over WLAN 
Initially, three ANFIS-based learning models were trained for the three distinct content types 
and validated them with three different video test sequences in the corresponding content 
categories. The accuracy of the ANN can be determined by the correlation coefficient and the 
RMSE of the validation results. For the three content types results were obtained in terms of 
the MOS values (obtained from PSNR to MOS conversion) and decodable frame rate Q. 
Further, the three content types were combined and trained as one model with CT as an input 
in terms of the MOS. 
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(a) ANN mapping of predicted Q for ‘SM’         (b) ANN mapping of predicted Q for ‘GW’ 
 
(c) ANN mapping of  predicted Q for ‘RM’ (d) ANN mapping of predicted Q for all contents 
Figure 6.8. ANN mapping of predicted Q vs measured Q over WLAN 
Figs. 6.8a-c gives the predicted mapping of Q vs the measured one for three content types. 
Fig. 6.8d gives the same for all contents. Table 6.2 summarizes the correlation coefficient and 
RMSE. It was found that the results for MOS (obtained from PSNR to MOS conversion) 
were better in terms of correlation coefficient and RMSE. This could be due the fact that Q 
gave worse results for content type of ‘RM’. It was interesting to use Q and compare it to the 
widely used PSNR. However, our results show that in terms of reflecting the quality there 
was very little difference between Q and PSNR. For that reason  PSNR was chosen in the 
next section and obtained MOS from PSNR to MOS conversion given by Evalvid.  
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(a) ANN mapping of predicted MOS    (b) ANN mapping of predicted MOS 
              for ‘SM’              for ‘GW’ 
  
(c) ANN mapping of predicted MOS   (d) ANN mapping of predicted MOS 
           ‘RM’                       for all contents 
Figure 6.9. ANN mapping of objective MOS vs predicted MOS over WLAN 
Figs. 6.9a-c gives the results of ANN mapping for MOS for the three content types. Fig. 6.9d 
gives the same for all types of content. A better correlation coefficient (~90%) was achieved 
when content type is an input to the ANN. The correlation coefficients and RMSE are 
summarized in Table 6.2. 
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Table 6.2 ANFIS prediction performance by correlation coefficient and RMSE (WLAN) 
Content type SM GW RW All Contents 
Corr Coef 
(MOS) 
70.07% 80.56% 75.4% 90.42% 
RMSE (MOS) 0.1545 0.1846 0.5659 0.31 
Corr Coeff (Q) 73.84 92.29% 69.11% 72.05% 
RMSE (Q) 0.08813 0.06234 0.2181 0.136 
 
6.7 ANFIS-based Models to Predict Video Quality over UMTS 
The models over UMTS are presented with simulation platform of NS2 and OPNET. Further, 
subjective tests were carried out and the models are trained with subjective datasets (Section 
5.4).  
  
                      (a) NS2-based                                                  (b) OPNET-based  
Figure 6.10. ANN mapping of objective MOS vs predicted MOS over UMTS 
Figs. 6.10a and b show the ANN mapping of predicted MOS vs objective MOS over NS2 and 
OPNET respectively. Table 6.3 summarises the correlation coefficient and RMSE of the 
ANN mapping. The difference between NS2 and OPNET is non-existent. This shows that 
data collected over both simulation platforms model UMTS access error well and the ANN 
model works well for both simulation platforms. 
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          (a) Subjective-PC-based                            (b) Subjective-Handset-based 
Figure 6.11. ANN mapping of subjective MOS vs predicted MOS over UMTS 
Figs. 6.11a and b show the ANN mapping of predicted MOS vs subjective MOS data 
collected over two devices – PC and handset. PC-based results are better than those of the 
handset based. This could be due to the reason that subjects gave drastically low scores when 
blocks were lost and due to the small screen. This is looked in more detail in the sub-section 
5.4.4. Table 6.3 summarises the correlation coefficient and RMSE. 
Table 6.3 ANFIS prediction performance by correlation coefficient and RMSE (UMTS) 
Content type NS2 OPNET Subjective (PC) Subjective (Handset) 
Corr Coef 86.91% 87.17% 91.15% 82.62% 
RMSE 0.3247 0.2812 0.1332 0.3334 
 
 
6.8 Model comparison and validation with external LIVE 
database 
In this section the models are compared over NS2 and OPNET for objective MOS dataset and 
PC and handset for subjective dataset. Further, external database of LIVE [79] is used to 
validate the ANFIS based models. Two thirds of LIVE data is used for model training and 
one third of LIVE data is used for model validation. 
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6.8.1 Comparison of the models 
The ANFIS-based WLAN model outperformed the model over UMTS in terms of prediction 
accuracy for objective MOS data. However, the difference in performance was not massive. 
The performance of the ANFIS-based model over UMTS (both NS2 and OPNET) was 
slightly worse because the error correlation properties of the link layer do not have an impact 
on the quality of the streamed video as long as the IP packet error probability remains 
unchanged. The UMTS model with PC-based subjective data performed very well compared 
to the one with objective MOS data. The subjective dataset was a subset of the objective 
dataset due to cost constraints. As a result, the test conditions in subjective data were a lot 
less compared to those from objective MOS. The handset-based performed did not perform as 
well as the PC-based model. Nevertheless, the results give an indication that the model 
performs well in terms of correlation coefficient with the right choice of QoS parameters.  
Table 6.3 outlines the correlation coefficient and Root Mean Squared Error (RMSE) of the 
two models proposed. The PC-based model performed better in terms of the correlation 
coefficient. It was also found that the range of subjective MOS were dependent on the end 
device. The results from the ANFIS-based proposed models suggests that the choice of 
parameters are crucial in achieving good prediction accuracy and confirms the choice of 
parameters and ANFIS as a prediction tool.   
It was found that faster moving content gave low MOS scores over UMTS compared to 
WLAN. This could be due to the bandwidth restriction over UMTS network for faster 
moving content types. Also contents with less movement require low sender bitrate to that of 
higher movement to give acceptable quality. 
6.8.2 Validation of models from LIVE external database 
Fig. 6.12 show the validation with external LIVE [79] database. LIVE database collected 
quality ratings in terms of DMOS and is for high sender bitrates. 
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Figure 6.12. ANFIS validation with LIVE dataset 
Table 6.4 shows the correlation coefficient with LIVE dataset of the proposed ANFIS model 
and compares it to that achieved earlier with the regression model. Correlation coefficient of 
around 72% was achieved. One of the reasons for low correlation coefficient could be the 
lack of content variety in terms of high movement content in the LIVE dataset.  Another one 
could be the fact that LIVE dataset uses videos at 30fps (maximum frame rates), whereas, the 
model validated in Fig. 6.12 take 10fps fixed. Comparing the performance of the ANFIS-
based model to the regression-based model (Table 6.4), the correlation coefficient is very 
similar.  As subjective quality varies with frame rate and is a result of interaction between 
temporal and spatial dimensions, the models do not perform so well. 
Table 6.4 Comparison of correlation coefficient with regression model for LIVE data 
  ANFIS Model Regression based 
LIVE database [79] Correlation coefficient 71.64% 74.07% 
RMSE 8.568 7.333 
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6.9 Summary  
In this chapter, models based on ANFIS neural network have been developed for predicting 
video quality in a non-intrusive manner. The models avoid time consuming subjective tests. 
The neural network database generation and chosen parameters are described. Further the 
models are compared in terms of correlation coefficient and root mean squared error. The 
models are then trained with subjective datasets over UMTS networks. Their performance 
improves with subjective datasets. Finally, external LIVE dataset are used to validate the 
models and perform very well. 
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Chapter 7  
 
QoS-driven optimisation and control 
 
7.1 Introduction 
In Chapter 5 nonlinear regression models have been developed for predicting video quality 
non-intrusively. This Chapter demonstrates an application of the video quality prediction 
models developed in Chapter 5 in (1) optimization of content and network provisioning over 
WLAN and (2) QoS control over UMTS and WLAN networks. 
First, a QoS-driven adaptation scheme for optimizing content provisioning and network 
planning for video applications over wireless networks is proposed in this chapter. Two major 
research questions for video bitstream adaptation subject to low-bitrate constraints 
transmitted over error prone and bandwidth restricted wireless access network environment 
have been looked at: 
(1) How content providers can provide the optimized video content matching user’s 
QoS requirement? 
(2) How network providers can best utilize existing network resources according to 
user’s QoS requirement? 
The first question is addressed by adapting the SBR according to a video quality prediction 
model described in Chapter 5. This ensures a maximization of users QoS. The second 
question is addressed by finding the impact of encoder related parameters of SBR and Frame 
Frame Rate (FR) and WLAN access network parameters of Packet Error Rate (PER) on 
delivered QoS in order to maintain acceptable quality. 
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Second, an application of the models in QoS control is given by adapting the sender bitrate 
according to user’s QoS requirements. 
The structure of the Chapter is as follows. Section 7.2 presents an overview of relatedwork to 
sender bitrate adaptation schemes for the optimization of users’ perception of service quality. 
In section 7.3, the proposed QoS-driven scheme for optimization of content provisioning and 
network resources is introduced which is based on the simulation set-up given in Chapter 5, 
sub-section 5.3.1 In section 7.4, the QoS-driven fuzzy adaptation scheme is introduced over 
UMTS and WLAN. Section 7.5 presents the results and analysis of the QoS-driven fuzzy 
scheme. Section 7.6 summarizes this chapter. 
 
7.2 Related work 
The provision of optimized QoS is crucial for wireless/mobile multimedia design and 
delivery. With limited resources and bandwidth constraints video adaptation have become 
one of the most important and challenging issues in wireless/mobile multimedia applications. 
Perceived QoS is crucial in the service uptake by users and hence in the full utilization of the 
potential services that are offered as a result of advancement access network and multimedia 
technologies. Users’ demand for quality of video applications is very much content 
dependent and streaming video quality for example, is dependent on the intrinsic attribute of 
the content. Several researchers have proposed adaptation schemes in literature. Work 
presented in [132] proposed a content-based video adaptation scheme where content features 
are extracted using a machine learning method from compressed video streams. The content 
features are then used in the adaptation operation. In [94] a content-based adaptation scheme 
using an optimum adaptation trajectory was proposed. In [133],[134] video adaptation based 
on utility function obtained from content characteristics was proposed. They propose a model 
based on utility functions in terms of the send bitrate and frame rate for each video sequence. 
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In [135] a context-aware computing to adapt video content accessed by users with differing 
device capabilities has been presented. Work presented in [136] insists that the use of 
contextual information is essential to achieve efficient adaptations that can enrich the user 
experience. They present a scalable and modular platform for context-aware adaptation of 
multimedia content that is governed by digital rights management.  In [137] the problem of 
optimizing the delivery of multimedia services is given by assuming that the network 
provides two distinct classes of service to users based on their QoS requirement such as 
premium or economy. Based on that they presented a filtering strategy that adaptively 
controlled the allocated bandwidth and the transfer delay of traffic flows downloaded from 
content servers to mobile users. In [138],[139] a bitrate control scheme based on congestion 
feedback over the Internet has been proposed. In [140],[141],[142] adaptation based on 
network state and congestion control over UMTS transport channels has been presented. 
Work in [143] have presented an adaptive bandwidth allocation scheme based on the queue 
length and the packet loss probability. In [144],[145] a rate allocation algorithm for H.264 
video has been proposed that exploits the Gilbert-Elliot model at macroblock level. Work 
presented in [146] discusses the effects of sender bitrate adaptation using asymmetric 
dropping of quality enhancement layers from key frames and non-key frames exploring 
H.264/SVC. In [147] the end-to-end QoS provisioning for scalable video streaming over a 
heterogeneous IP/UMTS networks has been discussed. In [148],[149] an adaptive fuzzy rate 
control feedback algorithm based on packet loss rate and congestion notification from routers 
has been presented. They combined network adaptation techniques with content adaptation 
techniques to achieve performance degradation when the network load increases. In [150] a 
model is proposed based on dynamic bitrate control to subjectively estimate the quality of 
video streaming. Their estimation model considers user perception in three areas where 
quality degradation is high, the impression of past quality and the duration of degradation. A 
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scheme based on packet dispersion instead of packet loss is presented in [151] using a fuzzy 
rule in combination with a transcoder to adapt the video bitrate.  In [152] concepts behind 
framework supported by MPEG-21 (part 7) to enable terminal and network QoS has been 
presented. Similarly, in [153] based on the MPEG-21 framework adaptation from their model 
based on RTP traffic data has been proposed. Whereas, [154] presents a Multi-user Session 
Control (MUSC) to provide QoS mapping and QoS adaptation of multi-user sessions over 
heterogeneous and mobile networks.  Work in [155] presents an approach for mapping user 
experience in terms of MOS to network conditions on their developed next generation 
network test bed. Their main focus is user roaming scenario across diverse wireless 
technologies. Video adaptation to suitable three dimensions based on spatial and temporal 
feature combination is proposed in [15] for scalable video. They adapt the video resolution 
(from CIF to QCIF) and frame rate based on their proposed quality prediction model. The 
model had around 74% accuracy. A QoE management method is proposed in [156], where 
network resources are preserved in a way that minimizes the impact on the QoE. They show a 
practical demonstration on how to control application QoS parameters for QoE management. 
The concept of adaptation from perceptual model is given in [157] where a Quality-Oriented 
Adaptation Scheme (QOAS) for delivering multimedia streams is proposed. Their adaptive 
mechanism uses feedback from clients regarding the quality of delivery to assist the server in 
making dynamic adjustments to the transmitted streams. In [158] a Region of Interest-based 
Adaptive scheme (ROIAS) is presented which adjust differently the regions within each 
frame of the streamed multimedia content based on the user interest in them. Work presented 
in [159] propose a new perspective into video content adaptation by considering a triple 
emotion-perception-emotion user model. The model allows widening the set of adaptation 
solutions for multimedia services targeting the highest user satisfaction. In [160] a semi-fuzzy 
rate control algorithm for variable bitrate video applications has been presented. They 
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implemented their algorithm in H.264 coded videos. Their semi-fuzzy algorithm uses a 
quantization parameter to compute the bitrate budget. 
The optimization of perceived QoS is crucial for mobile multimedia design and delivery. 
Most of these schemes maximize network resources without considering the impact of 
content. Traditional QoS adaptation schemes do not take into account the video content even 
though video content dynamics is critical for the final perceptual outcome. In addition, the 
main aim of most of these schemes is to minimize the end-to-end packet loss/delay. This 
optimization is based mainly on Network Quality of Service parameters without taking the 
Application QoS parameters in to account. 
In existing literature of video quality adaptation there is limited work on adapting the quality 
from perceptual model. The models proposed in these works for adaptation are trained from 
raw video features. There is very little work that aims to combine parameters in both layers 
considering for all content types.  
 
7.3 QoS-driven optimization of content provisioning and network 
resources 
This section describes the proposed adaptation scheme to optimize contents provisioning and 
network resources. 
7.3.1 Introduction to the scheme 
The optimization of the content is carried out by applying the QoS-driven model described in 
Chapter 5 at the receiver end in real time. The optimization of the network resources is 
dependent on finding the impact of QoS parameters on end-to-end quality for each type of 
video application. Through statistical analysis of ANOVA and PCA, the QoS parameters 
have been identified for each video application, hence enabling in the optimization of existing 
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network resources. This is best explained by the flow diagram of the proposed QoS-driven 
adaptation scheme which is depicted in Fig. 7.1. From Fig. 7.1 the video application is first 
defined based on the content features (e.g. SM, GW or RM). Then from the video quality  
prediction model the process of optimization of content provisioning and network resources 
takes place based on either adapting the SBR or finding the impact of QoS parameters. 
 
                                 
Figure 7.1. Flow diagram of the proposed QoS-driven scheme for optimization of 
content provisioning and network resources 
 
QoS-driven prediction model 
In order to establish the initial encoding sender bitrate for the three content types, the 
variables of FR and PER are fixed in Eq. (5.19). The FR was fixed at 10fps and PER as 0 
assuming that there are no network losses. The SBR versus MOS curve is shown in Fig. 7.2 
for the three content types (Fig. 5.6 is re-drawn to reflect SBR vs MOS as opposed to PSNR). 
The purpose of Fig. 7.2 is to show the maximum and minimum SBR achieve able 
highlighting the initial encoding requirement. Therefore, it shows the relationship of MOS 
with application QoS parameter of SBR. From Fig. 7.2 it is observed that there is a minimum 
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sender bitrate for acceptable quality (MOS>3.5) for all content types. A MOS of 4 is 
considered “good” for streaming applications [161] where most users are satisfied. There is 
also a maximum sender bitrate for the three content types that gives maximum quality (MOS 
~ 4.2). For example for the content category of SM, sender bitrate of 100kbps gives a 
maximum of 4.2. However, in RM higher sender bitrates are required for maximum quality 
i.e. > 500kb/s. From Fig. 7.2 it can be derived that when the sender bitrate drops below a 
certain threshold that depends on the type of video content, then the quality  becomes ‘bad’. 
Moreover, the quality does not improve  considerably for sender bitrates higher than a 
specific threshold, which also depends upon  the spatial and temporal activity of the video 
clip. This is useful when applying adaptation to SBR as it defines the initial encoding bitrates 
for all content types. 
                                
Figure 7.2. MOS Vs Sender Bitrate for the three content types 
The reference-free video quality  models over wireless network  are described in Chapter 5, 
Section 5.7 where video quality in terms of the MOS is predicted from a combination of 
encoder related parameters of Sender Bitrate (SBR), Frame Rate (FR) and WLAN access 
network related parameters of Packet Error Rate (PER) for three different video applications 
classified earlier as SM for video conferencing application, GW representing a typical video 
call and RM representative of video streaming (CT=0.5 in Eq. 5.19). The video codec for 
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these applications was MPEG4. The prediction model is obtained by nonlinear regression 
analysis of the QoS parameters both in the application and network level and is given as 
below in Eq. (5.19).  
CDE	  	 I	JKL	MNA	OL
'	PQL	RQL1
                                                                                          (5.19) 
For the purpose of demonstrating adaptation, no packet losses are assumed and hence PER = 
0. The above Equation then reduced to Equation 7.1 below. 
                        CDE	  	S _ 	Tgh _ Vln	Eh                                                  (7.1) 
 The metric coefficients were re-fitted by non-linear regression of the prediction model with 
our training set (MOS values). The re-fitted metric coefficients α, β and γ along with the 
correlation coefficient showing the goodness of fit and RMSE for all three video applications 
over WLAN networks are given in Table 7.1.  
Table 7.1 Re-fitted Metric coefficients 
Coefficients SM GW RM 
S 2.797 2.273 -0.0228 
T -0.0065 -0.0022 -0.0065 
V 0.2498 0.3322 0.6582 
R
2 
88.82% 89.19% 99.57% 
RMSE 0.1399 0.1354 0.0352 
 
The model was trained with three video sequences of Akiyo, Foreman and Stefan in the three 
categories of SM, GW and RM, whereas the model is verified with three different video 
sequences of Suzie, Carphone and Football in the three corresponding content categories. 
MATLAB™ function nlintool has been used to carry out the nonlinear regression analysis. 
R
2
 indicates the goodness of fit of the fitted coefficients of the three models. See Chapter 5 
for details. 
The predicted video quality metrics are then used in the QoS-driven adaptation scheme to 
adapt the video sender bitrate as shown in Fig. 7.3. 
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Figure 7.3. Block diagram of the proposed scheme 
 
The basic model of our adaptation scheme, given in Fig. 7.3 consists of the following 
modules. 
Content classifier: The content classifier classifies video sequences into three categories as 
SM, GW and RM using cluster analysis based on the spatial and temporal features of the 
video and hence determines the content type. . The category of SM represents video with low 
spatial and temporal movement, whereas, the category of RM represents video with high 
spatial and temporal movement. The third category of GW represents video of low/high 
spatial and high/low temporal movement. This is described in detail in Chapter 4. 
Video Sender Bitrate Adaptor: This block adjusts the sender bitrate of the transmitted video 
as per the information received from the video quality prediction model given by Eq. (7.1) 
and according to Table 7.2.  
Encoder: Lastly the adapted video clip is achieved according to the quality based  on video 
content dynamics. Layered encoding is used for adapting the video streams to the content 
dynamics. The video clips are encoded in number of layers in a way that each layer increases 
the video quality of the video clip. Base layers are encoded at a very low rate to 
accommodate for different access networks (e.g. UMTS or WLAN).  Additional layers are 
added to adapt the video stream according to the content type. 
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                              Table 7.2 Experimental video scale assignment for SBR 
Scale Value Average Sender Bitrate (Kb/s) 
1 1 – 43 
2 44 – 79 
3 80 – 127 
4 128 – 255 
5 256 – 339 
6 ≥340 
 
The histogram of objective preference count (MOS values obtained from PSNR conversion 
[21] for all three content types is shown in Fig. 7.4. Fig. 7.4 shows that each content type has 
its unique patterns of adaptation preference supporting our adaptation scheme. The video 
clips are labelled as SM, GW and RM with low, medium and high complexity, respectively. 
A clear trend can be seen as the video content complexity increases outlining the adaptation 
preference as more complex videos need higher send bitrate for acceptable quality. 
                                 
Figure 7.4. Histogram of the three content types 
Sub-sections 7.3.2 show the application in content optimization and 7.3.3 show the 
application in network optimization. 
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7.3.2 Optimization of content provision 
The MOS value is specified by the content provider to achieve specific quality level to meet 
the end customers’ requirement. In today’s network infrastructure the motivation for service 
providers’ to provide new services to customers is reduced due to low revenue margins.  
Therefore, it makes sense to optimize existing network infrastructure and provide service 
differentiation to customer in terms of premium and tailor-made services according to 
customer’s requirement. Hence, the motivation to use MOS as an input in our model as QoS 
is best captured in the MOS value. The video application is either video-conferencing, video 
call or video streaming. The Frame Rate (FR) is decided based on the service and application 
provider. For demonstration purposes, the application is wireless/mobile environment and 
hence the FR was fixed at 10f/s. The PER information can be provided from the network 
statistics and it is assumed no packet loss conditions for concept proofing and simplicity. 
The  model given by Equation 7.1 is used to obtain the SBR as shown in Fig. 7.5. Therefore, 
Equation 7.1 can be re-written as Equations 7.2, 7.3 and 7.4 for the three content types 
respectively. 
                  
Figure 7.5. Method to calculate the SBR 
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SBRSM= -$~OB	7.	.vKL/.7q                            (7.2)                                                                                     
SBRGW= -$~OB	7.7.77KL/.77                            (7.3)                                                                                                                            
SBRRM= -$~O.77.vKL/.v7                           (7.4)        
According to [161] for video applications MOS between 3.7- 4.2 is considered ‘acceptable to 
good’ for most people. From the basic MOS requirement of 3.5, and from Equations (7.2)-
(7.4) SBR adaptation is illustrated from content providers point of view in Table 7.3 for the 
three content types for a quality range of 3.5 - 4.2. Hence the content provider is able to 
identify the SBR that corresponds to a given QoS (in terms of MOS) level by simply using 
Equations (7.2)-(7.4) (i.e. video quality -prediction model).  
Table 7.3 Predicted Send Bitrate Values for Specific Quality Levels 
MOS FR SBRSM SBRGW SBRRM 
3.5 10 21 43 233 
3.7 10 48 78 315 
3.9 10 107 143 428 
4.1 10 237 261 578 
4.2 10 354 353 675 
 
7.3.3 Optimization of network planning 
Optimization of network provisioning is carried out by finding the impact of the QoS 
parameters on end-to-end quality. The experimental set-up is the same Section 4.6.1 (Chapter 
4). The impact of QoS parameters of SBR, FR and PER is found by carrying out PCA and 
ANOVA analysis as described below. 
 
Principal Component Analysis 
To find the impact of each QoS parameter statistical analysis of Principal Component 
Analysis (PCA) [83] was carried out. The depth (called dimensions) of the data set is reduced 
by PCA, such that most of the variables are related to each other. PCA uses a covariance 
matrix in the case where the same data has the same set of variables or correlation matrix in 
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the case where data has a different set of variables. In this thesis,  a covariance matrix was 
used because of the same data set. The main aim  of principal component analysis is to reduce 
the number of variables of the dataset by retaining  most of the original variableness in the 
data. Most of the variation in the data is accounted by the  first principal component followed 
by each succeeding component that then accounts for  the remaining variability. Fig. 7.6 
shows the variance of the six principal components for the data. 83% of the variability is 
explained by the first two principal components of which a total variation by first principal 
component was 72.7% and 10% by the second component. Consequently, only scores from 
the first component were chosen.  
                          
Figure 7.6. Eigen values of the six principal components 
The principal component scores for each content is shown in Table 7.4. Table 7.4 shows the 
influence of each QoS parameter on video quality. The PCA scores of each QoS parameter in 
Table 7.4 is given under the columns of SBR, FR and PER. The higher the principal 
component score value (e.g. for the video sequence of Akiyo in the category of SM principal 
component score of SBR=0.57, whereas, for FR and PER the principal component scores 
were -0.58) shows that parameter has a higher impact. This shows that for Akiyo the 
parameter of SBR has a greater impact on quality compared to that of PER and FR as the 
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value of SBR is the highest. Similarly, for the video sequence of carphone, the impact of PER 
is slightly higher than SBR, whereas FR is least important. To summarize, scores for sports 
video contents are higher than those of news type videos. Also in the category of RM higher 
packet loss have a greater impact on video quality compared to that of SBR and FR. 
Similarly, for SM content type PER does not have a bigger impact on video quality.  
           Table 7.4 Principal Component Score Table 
Content type Content  Scores SBR  FR  PER 
SM Akiyo 0.212 0.57 -0.58 -0.58 
Suzie 0.313 0.66 0.25 -0.71 
Grandma 0.147 -0.76 0.64 -0.05 
Bridge-close 0.092 0.41 -0.22 -0.89 
GW Table Tennis 0.287 0.08 -0.99 0.11 
Carphone 0.154 0.35 -0.93 0.10 
Foreman 0.204 0.56 0.45 -0.69 
Rugby 0.454 0.65 -0.59 0.48 
RM 
 
Tempete 0.231 0.25 -0.46 -0.85 
Coastguard 0.221 0.62 -0.60 0.51 
Stefan 0.413 0.40 -0.72 0.58 
Football 0.448 0.62 -0.57 0.55 
 
From Table 7.4 the main QoS parameters that impact on end-to-end quality for the three 
content types are summarized below: 
• The main factors degrading objective SM video quality are frame rate and sender 
bitrate. However, for the sequence of Grandma SBR is a bigger degrading factor 
compared to frame rate. However, for most sequences in this category the 
requirements of frame rate are higher than of sender bitrate. 
• The main factors degrading objective GW video quality are the sender bitrate and 
packet error rate. In this category packet loss has a much higher impact on quality 
compared to SM.  
• The main factor degrading the RM video quality are sender bitrate and packet error 
rate. A video coded at low sender bitrate and/ with high packet losses is very 
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annoying for most users. This is because the initial encoding requirement of fast 
moving video is greater than slow moving video. This is shown in Fig. 5.2 previously, 
where for content type of RM minimum MOS is achieved for a sender bitrate of 
220kbps compared to that of SM of around 30kbps. Also if packet losses are high, 
that results in partial/total loss of I-frames thus reducing the overall end-to-end 
quality.                            
ANOVA Analysis 
In order to thoroughly study the impact of the QoS parameters on MOS, ANOVA (analysis of 
variance) [83] was performed in addition to PCA on the MOS data set. A three-way repeated 
measurement analysis of variance (ANOVA) on the MOS data set given by the 3 QoS 
parameters differ when grouped by multiple factors (i.e. the impact of all the factors 
combined) is given in Table 7.5 (Table 3.6 has been extended to account for 2-way 
interactions) and supports the observations concerning the impact of the QoS parameters of 
SBR, FR and PER. Table 7.5 shows the results, where the first column is the Sum of Squares, 
the second column is the Degrees of Freedom associated with the model, the third column 
shows the Mean of Squares, the fourth column shows the F statistic and the fifth column 
gives the p-value, which is derived from the cumulative distribution function (cdf) of F. The 
small p-values (p≤0.01) indicate that the MOS is substantially affected by at least one 
parameter. The results of ANOVA reported in Table 7.5 indicate the main effects are due to 
SBR and PER (p-value=0). The FR on the other hand, is not as significant as SBR and PER. 
There were interactions between each pair of factors.  Specifically, the p-value (p=0.4573) for 
the two way interaction between frame rate and sender bitrate indicates that the impact of 
frame rate with SBR is not as significant as the impact of SBR itself. Hence, it is important to 
achieve an optimal SBR-FR trade-off for acceptable quality. The two way interaction of SBR 
and PER gave 0, which shows that those are two most important QoS parameters. 
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Table 7.5 ANOVA Results for Main and Interaction Effects 
Source Sum of 
squares 
df Mean 
Squares 
F-value p-value 
Send Bitrate (SBR) 108.966 4 27.2414 82.91 0 
Frame Rate (FR) 1.681 2 0.8406 2.65 0.0718 
Packet Error Rate (PER) 105.226 4 26.3066 82.96 0 
SBR * FR 2.466 8 0.3082 0.97 0.4573 
FR * PER 3.386 8 0.4232 1.33 0.2244 
SBR * PER 24.26 16 1.5163 4.78 0 
                          
 
Results showing optimization of network resources using two content types 
Two cases were demonstrated to show how the proposed QoS-driven adaptation scheme 
benefits both the provisioning of existing network resources.  
The video sequence of ‘Suzie’ from the content type of SM is encoded at 10f/s with sender 
bitrate of 40kb/s. It is known from Table 7.4 that the sender bitrate can be reduced while 
maintaining the same quality. The sender bitrate was reduced to 20kb/s. The network 
throughput utilization is depicted in Fig. 7.7. Approximately 16% gains of network resources 
are achieved. Similarly, Fig. 7.8 shows a very small gain of 6-8% for the content type of RM 
by increasing the SBR from 384kb/s to 512kb/s and reducing the frame rate from 30f/s to 
10f/s and hence the optimum trade-off to maintain QoS. The increase in SBR actually 
increases the network bandwidth utilization. However, this is compensated by reducing the 
frame rate. Therefore, as a result there is negligible net gain on network resources in this case 
compared to the previous one shown in Fig. 7.7. 
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 Figure 7.7. Network throughput utilization for SM 
 
Figure 7.8. Network throughput utilization for RM 
It has been shown from Figs. 7.7 and 7.8 that user’s QoS can be maximized while preserving 
network resources. The results from Table 7.4 allows network operators to allocate network 
resources according to user’s QoS requirements. 
7.3.4 Comparison to existing work 
Recent studies in [15] have proposed video adaptation to suitable three dimension 
combination based on spatial and temporal feature combination. Whereas, work in [156] 
proposed a QoE management methodology aimed at maximizing user’s QoE and in [63] 
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authors propose an optimization function that adapts the bitrate of each application, e.g. voice 
or video, data, etc. that share the same QoS requirement and hence optimizes the network 
throughput for the delivery of multimedia services with different QoS requirement. Scheme 
in [15] focuses on the application level parameters only for adaptation. In [63] authors main 
focus is adapt the network bandwidth according to requirement of the user, e.g. premium or 
economy. Scheme in [63] focuses mainly on the network level. Whereas in [156] authors 
propose a QoE-aware management system that maximizes existing network resources. 
Authors in [156] have demonstrated how AQoS can be used to maximize network resources. 
Compared to these schemes, the proposed scheme addresses the optimization in both 
application and network level by optimizing both content provisioning and network 
resources. The scheme is driven by user’s QoS by the proposed prediction model that uses a 
combination of application and network level parameters. In the application level the 
proposed scheme demonstrates the application of the model in maximizing content 
provisioning by adapting the SBR. In the network level the proposed scheme demonstrates 
the utilization of existing network resources by finding the impact of QoS parameters (both 
AQoS and NQoS) and finding an optimal trade-off between them.  The proposed scheme 
enables a content provider to estimate the delivered video considering specific encoding 
parameters and network requirements. In addition, it also enables the network provider 
depending on the impact of QoS parameters to allocate network resources intelligently.  
 
7.4 QoS-driven SBR adaptation scheme over WLAN and UMTS 
This section describes the QoS-driven adaptation scheme. The results and analysis over 
WLAN and UMTS are presented in the next section (7.5). 
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7.4.1 Introduction to the scheme 
In this section the application of the proposed model in sender bitrate adaptation at the sender 
side is described. The advantage of the fuzzy logic [162] was taken and applied  to the 
adaptation scheme. Fuzzy controllers are generally used in situations where it is difficult to 
obtain formal analytical models as rigorous control theoretical approaches cannot be applied. 
There are mainly four modules in a fuzzy logic controller. This is shown in Fig. 7.9. They are 
called fuzzification module, defuzzification module, fuzzy inference engine and fuzzy rule 
base. The most important ones are the linguistic variables and the membership functions. It is 
the linguistic variables that explain the attributes of the variables using if-then linguistic 
terms. These linguistic terms are then characterised by a fuzzy set which is the membership 
function. A membership function is a curve that explains how each linguistic term is linked to 
a membership value (or degree of membership) between 0 and 1. The most common 
membership functions are triangular ones (trimf) chosen because of their simplicity. 
 
Figure 7.9. Fuzzy sender bitrate adaptor concept 
In Fig. 7.9, the fuzzification module takes the crisp inputs and converts them into fuzzified 
inputs. These fuzzified inputs are then taken by the inference engine, where the if-then 
linguistic rules are applied to them. The output of the inference engine are fuzzy conclusions 
which are taken by the defuzzication unit and converted back into crisp output.  
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Fig. 7.10 illustrates how the video quality is predicted non-intrusively and shows the concept 
of QoS-driven adaptation. At the top of Fig. 7.10, intrusive video quality measurement block 
is used to measure video quality at different network QoS conditions (e.g. different packet 
loss, jitter and delay) or different application QoS settings (e.g. different codec type, content 
type, sender bitrate, frame rate, resolution). The measurement is based on comparing the 
reference and the degraded video signals. Both objective measurements from PSNR and 
Subjective MOS values are used for measuring video quality in this thesis (See Chapter 5). 
The video quality measurements based on MOS values are used to derive non-intrusive video 
quality prediction model and sender bitrate adaptive control mechanism based on non-linear 
regression methods as described in Chapter 5.  
Adaptation can be either at the sender side, such as adapting the sender bitrate or the receiver 
side e.g. from buffer, to achieve an optimized end-to-end QoS. In Fig. 7.10 the video content 
classification is carried out from degraded video at the receiver side by extracting their spatial 
and temporal features. The spatio-temporal metrics have quite low complexity and thus can 
be extracted from videos in real time. Video contents are classified as a continuous value 
from 0 to 1, with 0 as content with no movement e.g. still pictures and 1 being a very fast 
moving sports type of content. The content features reflecting the spatio-temporal complexity 
of the video go through the statistical classification function (cluster analysis) and content 
type is decided based on the Euclid distance of the data. Therefore, video clips in one cluster 
have similar content complexity. Hence, the content classifier takes the content features as 
input observations, while content category as the output. For larger video clips or movies the 
input will be segment by segment analysis of the content features extracted. The CT 
estimation is carried out from the ANSI SI and TI information. The spatial features extracted 
are edge, blurriness and brightness, whereas, the temporal features extracted are the sum of 
absolute difference value. Based on the extracted features, cluster analysis was carried out to 
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determine the content type (See Chapter 4). The detail of the content classification design is 
explained in Chapter 4. Therefore, within one movie clip there will be a combination of all 
content types.          
      
Figure 7.10. Conceptual diagram to illustrate QoS-driven adaptation 
7.4.2 QoE prediction model 
The video quality prediction model over WLAN and UMTS were derived in Chapter 5 and 
are given by Equations 5.20 and 5.22 and written below as:  
CDE  I	JY
Z[	M]^	\NA	OL
'	PQL	RQL1
                                                   (5.20) 
CDE  I	M`
OL]^\a`OL
'PbQL$b
                                         (5.22) 
7.4.3 QoS-driven adaptation scheme 
Advantage of the fuzzy logic [162] has been taken which is enforced at the sender side, 
processes the feedback information and decides the maximum number of layers that will be 
sent using fuzzy logic control in Fig. 7.10. Layered encoding is used for adapting the video 
streams to the network dynamics. The encoding of the video streams is done in such a way 
that each layer increases the perceived quality of the video stream Base layers are encoded at 
a very low rate to accommodate for the UMTS access network conditions. Additional layers 
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are added or dropped in order to adapt the video stream according to the content type and 
network conditions. 
Two inputs to the adaptation scheme are described in detail as Congestion (C) and 
Degradation (D).  
To calculate the first input, C, the model proposed in Eq. (5.20) over WLAN and Eq. (5.22) 
over UMTS is used for MOS prediction. The model is light weight and easy to implement. 
The predicted video quality  metrics together with network QoS parameters is then used in 
the QoS-driven adaptation scheme to adapt the sender bitrate as shown in Fig. 7.10. RTCP is 
used to exchange the feedback on the quality of the data distribution by exchanging reports 
between the sender and the receiver. The feedback information is sent through extended 
RTCP reports [163] every second from the network and collects QoS information like loss 
rate, delay and jitter from the core network to give the network congestion level. The network 
congestion level is calculated from the packet loss ratio. Here it is referred to as the Block 
Error Rate (BLER) computed from the total number of blocks lost over the total blocks sent. 
BLER is used as opposed to packets lost as in UMTS networks, as it is in the physical layer 
that transport blocks are passed to the Medium Access Control (MAC) layer. These transport 
blocks also contain the error indication from Cyclic Redundancy Check. Therefore, the 
output of the physical layer is then defined by the overall probability of the transport blocks 
lost or just blocks lost as an error rate (BLER).. Thus, an error model based on 2-state 
Markov model [54] of block errors was used in the simulation. Further, Congestion (C), is 
computed from [163] as the fraction of the number of Block/Packets Lost (BL) divided the 
total number of Blocks/Packets Sent (BS) within an interval. Therefore, the congestion, C, is
 given by Eq. (7.5) as:               
  l 	b
O
         (7.5)  
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The range of congestion level is from [0,1] with 0 being no congestion and 1 meaning fully 
congested network. The Congestion, C, was partitioned into four levels as (0<C≤0.05), 
(0.05<C≤0.15), (0.15<C≤0.25) and (C>0.25). C is an input to the decision algorithm for SBR 
adaptation. Each level of congestion corresponds to Blocks lost. C>0.25 corresponds to 
blocks lost of around 7%. 
The second input to the decision algorithm is the Degradation (D) and is calculated as the 
difference between the maximum achievable MOS and the instant MOSt (computed from the 
video quality prediction model given in Eq. (5.20) over WLAN and Eq. (5.22) over UMTS). 
The maximum achievable MOS is set to 4.2 when no blocks/packets are lost. The 
Degradation, D, is therefore given by Eq. (7.6) as: 
  D = MOSmax –  MOSt                          (7.6)       
The maximum value that D (degradation) can have is 3.2 (as the range of MOS is from 1-5), 
indicating maximum degradation, and the minimum value that D can have is 0 indicating no 
degradation at all. The degradation, D has been split into four levels as 0-0.25, 0.25-0.7, 0.7-
1.2 and D>1.2. The split in the values of D are chosen as a change of 0.25 in MOS. This is 
then linked with an SBR level. The levels of D are chosen such that MOS ranges from 3.8-
4.2, 3.8-3.5, 3.5-3.0 and <3.0. The degradation, D, along with the Congestion, C, are used as 
input to the fuzzy logic sender bitrate adaptor. 
The membership functions for the two inputs (linguistic input variables) and the output 
(SBRchange) is shown in Fig. 7.11. Triangular functions are chosen due to their simplicity. 
The SBR change (output) surface is also given by Fig. 7.11 which shows the overall 
behaviour of the SBR adaptor. The first linguistic variable (LV) input C is the network 
congestion. It ranges from 0 to 1. The second LV, D is the degradation calculated from video 
quality prediction model. D ranges from 0 to 3.2.  
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The fuzzy SBR adaptor processes the two linguistic variables based on the predefined if-then 
rule statements (rule base) shown in Table 7.6, and derives the linguistic output variable 
SBRchange, which is defined for every possible combination of inputs. An example of the 
fuzzy rule is: 
If congestion is large (L) and degradation is medium (M) then SBRchange is BC (big 
change) 
The linguistic variables in Table 7.6 are given by the membership functions of the output in 
Fig. 7.11 and are described as No Change (NC), Very Small Change (VSC), Small change 
(SC) and Big Change (BC). The linguistic variables in Table 7.6 for the two inputs are given 
by Zero (Z), Small (S), Medium (M) and Large (L). The defuzzified output can then be used 
to determine the next level of SBR as given by Eq. (7.7). 
                                SBRnew = SBRold + SBRchange                                                 (7.7) 
            
Figure 7.11. Membership functions for the two inputs and the output and the output 
SBR adaptor surface over UMTS and WLAN 
Each value of SBRchange corresponds to a layer of the encoded video bitstream. The 
defuzzified output is selected from 0 to 1 as shown in Fig. 7.11. Thus a small increase in 
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SBR is allowed when the bandwidth is available and there is no/reduced congestion, whereas, 
adaptation  takes place to reduce the SBR in case of serious congestion. 
                   Table 7.6  Linguistic Rules 
SBRchange Congestion 
Z S M L 
 
Degradation 
Z NC VSC SC BC 
S VSC VSC SC BC 
M VSC SC SC BC 
L SC SC BC BC 
 
7.5 Results and analysis of the QoS-driven SBR Adaptation 
Scheme 
This section discusses the results over WLAN and UMTS access networks. The experimental 
set-up is the same as described in Chapter 3, sub-section 3.3.3 and 3.3.4 for WLAN and sub-
section 3.5.3 and 3.5.5 for UMTS. The only difference is that FR is fixed at 30fps. 
7.5.1 Results over WLAN 
Experiments were conducted with content type of Stefan and assessed the performance of the 
QoS-driven adaptation scheme over WLAN in terms of MOS. Fig. 7.12 shows adapted vs not 
adapted stream for video streaming application (content type Stefan) over WLAN and 
compares to TFRC [164]. With Evalvid-RA framework [165], it is possible to simulate pure 
TFRC transport directly on top of the network layer. MOS values obtained from PSNR to 
MOS conversion from [21] are compared to non-adaptive and TFRC. Fig. 7.12 reveals that 
the QoS-based fuzzy adaptive scheme successfully adapts the sender bitrate according to 
network congestion. The proposed scheme slowly reduces the sender bitrate according to the 
network conditions maintaining acceptable quality. TFRC uses a more aggressive manner of 
recovery after network congestion and increases their transmission rate faster causing 
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significant degradations of end-user perceived quality. There is a clear improvement in 
quality after adaptation using our proposed scheme. 
  
Figure 7.12. Comparison of video quality for adaptive and non-adaptive ‘Stefan’ video 
over WLAN 
The bottleneck bandwidth was set to different link bandwidths from 50kb/s to 650kb/s, and 
the performance of the proposed adaptation scheme was appraised and compared to a non-
adaptive video.. Fig. 7.13 shows the result of the adaptation scheme. The adaptive scheme 
does not drop video quality as bandwidth is reduced compared to no-adaptation, adaptive 
video scheme smoothly adapted the video quality to the network bandwidth that was 
available over WLAN access network. From Fig. 7.13, it is observed that for a bottleneck 
bandwidth of 150kb/s, the adaptive scheme gives a MOS of 3.2 compared to 1.2 without 
adaptation. Fig. 7.14 shows the perceptual quality comparison at 650kbps before adaptation 
to 80kbps after adaptation for ‘Stefan’ frame 173. Visually a clear improvement in quality 
after adaptation can be seen.  
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Figure 7.13. Comparison of video quality results for different bottleneck bandwidth 
                                       
Figure 7.14. Perceptual quality comparison before and after adaptation for Stefan 
frame 173 10fps, at 650kps to 80kbps after adaptation over WLAN 
7.5.2 Results over UMTS 
The experimental set-up is the same as described in Chapter 3, sub-section 3.5.3 and 3.5.5. 
Experiments were conducted with content type of Foreman and assessed the performance of 
our QoE-driven adaptation scheme over UMTS in terms of MOS. The results of the proposed 
adaptive scheme are compared with the well known TFRC (TCP-Friendly Rate) [164] 
controller. The definition of TFRC from [164] is “the sending rate is calculated as a function 
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of the measured packet loss rate during a single round trip time duration measured at the 
receiver”. The sender then calculates the sending rate according to [164]. With the Evalvid-
RA [165] framework, it is possible to simulate pure TFRC transport directly on top of the 
network layer.  Constant Bit Rate (CBR) videos are used in the simulation to prove concept. 
However, the technique can easily be extended to Variable Bit Rate (VBR) videos too. 
                           
Figure 7.15. Comparison of end user quality with TFRC and no adaptation 
The effect of link bandwidth on the MOS (video quality  as defined by the user) is analysed 
by involving one user and then up to five UMTS users were set up that received streaming 
video over NS2 simulated UMTS network. Experiments were conducted with content type of 
Foreman and assessed the performance of our QoS-driven adaptation scheme over simulated 
NS2 [43] UMTS networks in terms of MOS. MOS values are obtained from PSNR to MOS 
conversion from Evalvid [21]. NS2 was chosen due to its flexibility and based on the 
characteristics of the link bandwidth. The performance is assessed in terms of user perceived 
quality (MOS) as shown in Fig. 7.15. MOS values are compared to non-adaptive and TFRC. 
Fig. 7.15 reveals that the QoS-based fuzzy adaptive scheme successfully adapts the sender 
bitrate to network congestion. The proposed scheme slowly reduces the sender bitrate 
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according to the network conditions maintaining acceptable quality. TFRC uses a more 
aggressive manner of recovery after network congestion and increases their transmission rate 
faster causing significant degradations of end-user perceived quality.  
Fig. 7.16 provides a perception for the capacity of the proposed QoS-based fuzzy adaptation 
scheme with the number  of UMTS users that can be sustained by a video streaming server, 
when the bottleneck link bandwidth is also taken into account. Fig. 7.16 depicts the quality 
(MOS obtained from PSNR to MOS conversion) that is experienced by up to 5  identical 
users having the same access network  characteristics, especially the bandwidth of the 
bottleneck link. The dashed lines indicate acceptable quality (MOS~3.5). When the Link 
Bandwidth (LBW) is high enough to maintain the collective video transmission rate, all users 
are sustained by the video streaming server at the same video quality levels. Even at the 
bottleneck LBW of 256kbps all users can be supported at the minimum acceptable level. 
However, at the lowest level of the LBW only two users can be supported and then the 
quality reduces below the acceptable threshold. 
 
Figure 7.16. MOS-objective vs. Number of active users 
 
1 1.5 2 2.5 3 3.5 4 4.5 5
1
1.5
2
2.5
3
3.5
4
No. of Users
M
O
S
-o
b
je
c
ti
v
e
 
 
Adaptive @ LBW=384kbps
TFRC @ LBW=384kbps
Adaptive @ LBW=256kps
TFRC @ LBW=256kps
Adaptive @ LBW=128kps
TFRC @ LBW=128kps
Acceptable quality level
                                7.5. Results and Analysis of the QoS-driven SBR Adaptation Scheme                                                                                                         
176 
 
Similarly, Fig. 7.17 gives the adaptive video quality over UMTS compared to the non-
adaptive one at LBWs of 128kbps, 256kps and 384kbps. Again, an improvement in quality is 
observed for content type of foreman. At bottleneck bandwidth of 128kb/s, adaptive 
‘Foreman’ gives a MOS of 3.7 compared to 2.7 without adaptation. Therefore, the adaptive 
video scheme gracefully adapted the delivered video quality to the available network 
downlink bandwidth. 
 
Figure 7.17. Comparison of video quality results for different bottleneck bandwidth 
over UMTS network 
 Fig. 7.18 illustrates the advantage of adaptation over UMTS for content type of ‘Foreman’ 
for frame 129. An improvement in quality can be seen visually for the frame shown. The 
SBR is 44kb/s after adaptation and 104kb/s before. 
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Figure 7.18. Perceptual quality comparison before and after adaptation for Foreman 
frame 129 10fps, at 104kps to 44kbps after adaptation over UMTS 
 
7.5.3 Comparison of results  
From the simulation results of sub-sections 7.5.1 and 7.5.2 the following conclusions can be 
drawn with regards to adaptation: 
1. An accurate video adaptation scheme must consider video content. From the 
adaptation results, it was found out that the effect of sender bitrate is different for 
different content types, and hence, it is very important to know the initial sender 
bitrate to optimize the end user quality. 
2. The most important network degradation is packet/block loss. Reducing the SBR does 
improve quality, if packet loss is high and the reduction in SBR helps to reduce the 
impact of packet/block loss. The degradations due to reducing the SBR are negligible 
compared to that of packet/block loss. 
3. The access networks have an impact on users’ QoS. The effect of packet/block loss 
over UMTS networks is much higher as it results in long freezes and losing complete 
GOPs. Also due to the bandwidth restriction, the initial SBR for fast moving content 
is much lower than WLAN further degrading quality. These results should help in 
determining network handover strategies in the future. 
4. The results show that it is possible to predict video quality if appropriate parameters 
are chosen. The proposed adaptation scheme responded well to the access network 
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bandwidth that was available and congestion, outperformed existing TFRC and 
adapted the SBR accordingly maintaining acceptable quality. 
 
7.6 Summary 
This Chapter proposed a QoS adaptation scheme for video applications that maximizes 
content provisioning and network resources according to user’s QoS requirement over 
wireless local area networks. The video quality -prediction model described in Chapter 5, 
Section 5.7 has been applied to obtain sender bitrate adaptation and the impact of QoS 
parameters was found by statistical analysis of PCA and ANOVA. The proposed adaptation 
scheme enables content providers to identify the video sender bitrates that correspond to 
various quality levels and hence provide high-quality video services over wireless/mobile 
networks. It also enables network providers to optimize existing network resources by finding 
the impact of QoS parameters and hence the trade-off between them.  
Further, the prediction model is applied to QoS control. This is achieved by presenting a 
QoS-driven SBR fuzzy adaptation scheme. The simulation results over WLAN and UMTS 
are presented and discussed. The proposed scheme is compared to existing TFRC [164] and 
an improvement is observed in terms of MOS. 
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Chapter 8 
 
Discussion, Future Work and Conclusions  
 
8.1 Introduction   
Transmission of video content over wireless access networks of UMTS and WLAN is 
growing exponentially and gaining popularity. Mobile video streaming on hand held 
terminals are seen to be the next killer application and potentially a key factor for their 
success. However, due to the bandwidth restrictions of UMTS networks video quality still 
remains of concern. This is because low video quality leads to poor QoS which in turn leads 
to reduced usage of the application/services and hence reduced revenues.  
In order to meet user’s QoS requirement, there is a need to predict, monitor and if necessary 
control video quality. Video quality can be measured by subjective tests or by objective 
methods. The Mean Opinion Score (MOS) is the most widely used subjective measure of 
video quality and is recommended by the ITU [1]. The problem with subjective experiments 
to measure MOS is that it takes a lot of time, are expensive, very difficult to repeat the 
conditions and cannot be used for real time networks or operations. Hence, objective methods 
very attractive for real time video quality monitoring in wireless communications access 
networks. Objective measurement of video quality can be intrusive or non-intrusive. Intrusive 
methods (e.g. PSNR, SSIM) are widely used, however are less accurate, and are not suitable 
for checking live video sequences because they need access to the source video. Non-
intrusive methods are appropriate for monitoring video quality either directly from wireless 
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access network and/or non-network parameters and hence are preferred. Non-intrusive 
models provide an effective and practical way to measure user’s QoS [101]. The ITU-T 
standardization sector is actively seeking to standardize video quality prediction models for 
mobile video streaming applications at the terminal end. VQEG SG9 [20] has recently 
defined a draft test plan for the hybrid perceptual/bitstream models for  mobile video 
streaming application. The work presented in this thesis is aimed at mobile video streaming 
applications. This restricts the available bandwidth with current UMTS access networks. 
Hence, low sender bitrate and resolution (QCIF) was specifically chosen. However, with the 
advancement in access network technology (e.g. LTE offering up to 20Mbps) and bigger 
screen resolutions (e.g. smart phones, ipad, etc) now available, the work presented in this 
thesis reflects worst case scenario.  
The main aims of the project are (1) to investigate and evaluate the impact of encoder and 
access network related parameters for different types of content that affect video quality over 
wireless access networks of WLAN and UMTS, (2) to investigate methods to classify the 
video contents objectively, (3) to develop non-intrusive models for the prediction of video 
quality over wireless access networks of WLAN and UMTS for different types of contents 
and (4) to apply the developed models in quality optimization and adaptation mechanisms for 
perceptual QoS control for video over wireless access networks of WLAN and UMTS. 
 This Chapter discusses the main contributions of this work and highlights the novelty, future 
work and the conclusions. 
 
8.2 Contribution to Knowledge  
The main contributions presented in this thesis are: 
(1) Provision of a detailed understanding of the relationships between video quality, 
wireless access network impairments (e.g. packet/block loss, link bandwidth, 
8.2. Contribution to Knowledge 
181 
 
mean burst length), encoder related impairments (e.g. encoder sender bitrate 
and frame rate) and content type. 
The work has contributed to a detailed understanding of the perceptual effects of the key Qos 
parameters on video quality. This provides a foundation for the development of efficient 
regression models and artificial neural network learning models. A fundamental investigation 
to study the impact of the main access network parameters (i.e. packet/block loss rate, link 
bandwidth and mean burst length), encoder related parameters (e.g. encoder sender bitrate 
and frame rate) on different types of content on perceived video quality is undertaken using 
MOS obtained objectively (from PSNR to MOS conversion) and MOS obtained from 
subjective tests.   
The work has been contributed to the research community in the following publications - 
[22]-[26]. The work is described in Chapter 3. 
(2) Classification of video contents using statistical tools 
The work has contributed to the investigation of two methods of content classification. In the 
first method spatio-temporal features are extracted. Based on the ST features content 
classification using cluster analysis was carried out. This is compared with classifying the 
video contents from MOS values obtained from objective video quality evaluation. The first 
method was preferred due to its accuracy.  
The work has been contributed to the research community in the following publications - 
[27], [28]. The work is described in Chapter 4. 
(3) New models to predict video quality non-intrusively over wireless access 
networks of WLAN and UMTS (including non-linear regression and neural 
network models). 
The work has contributed to the development of new models for video quality prediction over 
wireless access networks of UMTS and WLAN non-intrusively. The prediction was based 
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from a combination of parameters related to the encoder, access network and content types. 
The models were first developed from MOS values obtained from PSNR to MOS conversion 
from [21]. Later, subjective testing is carried out and the models are re-trained with the 
subjective data. Efficient regression-based and neural network based models are developed 
for wireless access networks of WLAN and UMTS. This avoids time consuming subjective 
tests. Non-linear regression models are efficient and easy to implement. However, they are 
static, whereas the neural network models even though more complicated, but can adapt to 
changing environment of wireless access networks due to their ability to learn.  
The work has been contributed to the research community in the following publications -
[29][31]-[35]. The regression models are presented in Chapter 5 and the neural network 
models are described in Chapter 6. 
(4) Application of the new non-intrusive video quality prediction models to two 
areas. 
The new non-intrusive models were applied to two important areas to illustrate their 
usefulness. The first area was in optimisation of content and network provisioning. The 
scheme enables content providers to select optimal SBR and network providers to dimension 
network resources such as network bandwidth requirements efficiently. This will ensure an 
improved user experience, by making the content network-aware and the network content-
aware.  
 The second area was in QoS control. A new fuzzy SBR adaptation scheme that is QoS-
driven is proposed. The performance of the scheme is measured in terms of the MOS.  
The work has been contributed to the research community in the following publications - 
[31],[32],[36],[38],[39] The work is described in Chapter 7. 
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(5) The development of Internet-based subjective MOS tests and availability of 
MOS results to research community 
An internet-based methodology for subjective video quality measurement in terms of the 
MOS values was developed based on the existing VoIP tests [59] and is presented in Chapter 
5. This allows quick assessment of video quality over wireless access networks. Controlled 
MOS tests were carried out at the UOP and at EHU via the PC and mobile handset. 
Currently, there are very few subjective video MOS databases available for research 
community. This is restricting academic research on video quality assessment and prediction. 
Therefore, the database containing raw/degraded clips, subjective MOS values, encoder and 
access network based parameters has been made available to the research community at 
http://www.tech.plym.ac.uk/spmc/staff/akhan/mos_scores.html [41]. 
The work has been contributed to the research community in the following publication [42]. 
The work is described in Chapter 5. 
 
8.3 Limitations of the current work and discussions 
The work carried out in the project has a number of limitations that should be addressed in 
future studies. 
(1) Simulation based performance evaluation 
The performance of the proposed algorithms and methods in this project are assessed in 
simulated networks using mainly the NS2 simulator and OPNET. This approach has benefits 
of being fast, repeatable, easy to configure and customize. In a simulated network, many 
parameters such as packet/block loss, bottleneck link bandwidth, etc. are controllable. 
Simulation based tests are also much more economical than those based on emulation or 
physical implementation, which involves computing devices and communications interfaces. 
However, the reliability and consistency of the simulation based tests depends on the quality 
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and accuracy of the simulation models used. In real networks the network conditions are 
unpredictable.  
(2) The accuracy of the subjective tests 
Internet based subjective tests were designed and carried out. The two devices were used - PC 
and mobile handset. The test conditions were designed to take into account the errors 
associated with the UMTS access networks. However, these tests were limited as real 3G 
network was not used. Also the PC based tests gave a much bigger screen to subjects 
compared to a small handheld device. Consequently, the results of this project may not reflect 
fully the performance of the developed algorithms in practice.  
(3) Limited consideration of end-to-end impairments 
In this thesis, the impairments considered are mainly access network impairments. However, 
in reality IP network itself will have impairments e.g. IP packet loss and delay. In addition, in 
the access network QoS parameters of packet/block loss, mean burst length and link 
bandwidth were chosen. Delay and jitter were not considered and they may have an impact 
on end-to-end quality.  
(4) Limited consideration of video content types 
In this thesis, three types of video contents were considered. They broadly covered video 
sequences from slow moving (head and shoulder) to fast moving (sports type). However, 
cartoon clips and movies were not considered. The spatio-temporal features of cartoon and 
movie clips may have an impact on end-to-end quality.  
(5) Limited validation of the work 
Although, the models proposed have been validated using an external database, large scale 
validation or cross validation are still needed. For example, the neural network training set 
has to be processed according to real data over access networks and to be tested in real time 
in large scale networks. 
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(6) Limitation of low resolution and bandwidth 
The models proposed in this thesis are aimed at low sender bitrate and resolution videos. 
With the increase in available bandwidth in the access networks and newer smart phones 
standardizing a screen resolution of 320x240, the proposed models in this thesis will have to 
re-trained.  
The existing work can easily be applied to higher resolution and bandwidth (e.g. LTE). The 
models would have to be retrained. The proposed model equation and the ANFIS-based 
model both would be valid once they have been retrained with the new data.   
 
8.4 Suggestions for Future Work 
8.4.1 General directions of future work 
There are four main aspects of the research that can be improved and extended further in 
future work. 
1. Performance evaluation using real system implementations  
The proposed models were implemented in Internet Multimedia Subsystem (IMS) [166] test 
bed developed at UOP. There have been some preliminary results when the model was 
applied to the Android G1 Handset [167]. The video quality prediction model as described in 
Equation 5.22 and adaptation given in Equation 7.7 were embedded in Android G1 [168] and 
used to compute video quality in terms of MOS which was used for monitoring the video 
quality  over UMTS access network. Due to the lack of UMTS bandwidth control and 
contractual agreement with 3G Hutchison UK Ltd, no background traffic was introduced but 
slight video quality degradation were monitored in order to trigger the adaptation mechanism. 
BLER was periodically retrieved from Android Fieldtest application at an interval of 1 
second, and used to predict the quality of the delivered video. Once the MOS begins to drop 
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below 3.2 then adaptation takes place. Fig. 8.1 shows the gain in video quality when 
adaptation mechanism is in place as opposed to the scenario where there is no adaptation 
mechanism. The SBR is reduced from 104kbps to 44kbps for Foreman video sequence.        
                  
Figure. 8.1. Comparison of ‘Foreman’ video quality for adaptive and non-adaptive 
video 
Fig. 8.2 illustrates the advantage of adaptation over G1 Android handset for video sequence 
of ‘Foreman’. An improvement in quality can be seen visually for the frames shown.  
 
 
 
 
                                                                                             
 
 
 
Figure. 8.2. Perceptual quality comparison before and after adaptation for Foreman 
over G1 Android test bed 
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However, more work is required to test the models rigorously. In addition, the simulation 
based performance evaluation can be addressed in the future by emulation. Emulation brings 
in some aspects of reality while keeping a certain degree of repeatability, configurability and 
other advantages of simulation. Emulation can be considered as a compromise solution 
between simulation and physical implementation in a test bed. However, emulation is still not 
as popular as simulation in the wireless network research community because of the 
difficulties in accurately emulating the mobility of mobiles as well as in recreating the desired 
number of users and the conditions of signal propagations. By using emulations experiments 
are performed in a semi real environment, i.e. using real operating systems that are operating 
on real devices and running real applications. The models developed in this project can be 
tested in an emulation environment to get more convincing results and to observe their 
performance when being implemented in real devices. 
In order to study the behaviour of developed technologies in reality and to validate the 
simulation/emulation results, their physical implementations in real systems are eventually 
required as the research matures. The actual performance of the models as well as accuracy of 
the simulation/emulation experiments can be fully tested as real functioning software. 
Furthermore, the collected results can be used to prove their usefulness for commercial 
applications. 
2. Further enhancement of content classification 
The advances of scalable video coding can be applied to the content features extracted to 
predict adaptation categories e.g. slow moving videos can be automatically selected to adapt 
to a much lower sender bitrate as compared to fast moving videos. The content classification 
method 1 proposed in this thesis can be extended to classifying contents continuously from 
[01] in real time by making use of neural networks to predict contents.  
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Method 2 proposed in this thesis requires further investigation to find a function that can best 
fit the content classification using MOS values. The accuracy of the function and its 
relationship to the spatio-temporal features should also be explored. 
3. Perceived quality of multimedia services (Voice and Video) 
The models developed in the thesis for predicting video quality non-intrusively can be 
extended to consider voice.  
Also the differences between voice and video mean that new parameters that impact on 
quality have to be taken into account when developing models for predicting audiovisual 
quality non-intrusively. For example, parameters such as the voice bit rate (BR), etc. have to 
be considered for voice quality prediction for voice over wireless access networks. Works 
presented in [169],[170],[171]  have discussed metrics for multimedia (audiovisual) quality 
estimation. 
Recent work in [172] discusses the new challenges for subjective assessment of 3DTV – 
evolution from existing 2D methods. Work done in this thesis could be extended to 3DTV 
work by considering the additional requirements of 3DTV.  
4. Application of neural network models 
In the thesis, neural network learning models have been presented for predicting video 
quality, non-intrusively. Neural networks have the ability to learn from the changing network 
conditions. This property of the neural networks has not been explored in this thesis and 
would be an area to exploit.  
8.4.2 Facilitating multimedia communication over UMTS networks in e-
healthcare emergency 
Currently £11 billion a year is spent in the healthcare for the elderly. This figure is likely  to 
rise over the next 20 years as the nation is getting older and number of people aged over 65 
increases by 40% [173]. The cost of keeping a patient in a hospital bed is over £800 a week, 
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however, if they were cared for at home it would cost around £120 a week. Recently, the UK 
government has apportioned £100 million for schemes that dismiss bed blocking in NHS trust 
hospitals. As part of some of these schemes, e-health technology is used that enables patients 
to recover from operations in their own home rather than in a hospital bed. With the 
increasing availability of 3G wireless access networks the application in healthcare is 
growing - be it to provide better access to healthcare professional on the move or in a hospital 
especially when an emergency has occurred in an area where fixed line communication 
network is not present. 
E-healthcare Application Scenario – Graphical representation 
Consider a situation in a roadside emergency/patient being monitored at home/high risk 
patient wearing wireless sensor that takes place in an environment where fixed 
computing/communication infrastructure is not available. 
 
Figure 8.3. Various scenarios utilizing 3G wireless network 
Fig. 8.3 outlines a number of scenarios of 3G wireless network applications. Consider a 
situation where a roadside accident has occurred. Emergency staff in the ambulance would 
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contact via videoconferencing to the hospital from the ambulance, hence delivering 
healthcare instantly. It may also be that the condition of a high risk patient who wears a 
wireless sensor has worsened. The wireless sensor that patient is wearing will transmit 
patient’s vital signs to the hospital/ to a doctor on the move. In either case the 3G network is 
used to establish communication link between the incident site and the health professionals 
whether on the move or in the hospital via the IP core network. Transmission of data, medical 
images and live video of the patient can enormously help the junior doctor on site to help 
improve the condition of the patient. A number of devices e.g. a mobile phone, Personal 
Digital Assistant (PDA), ipad or a laptop can be used to initiate the mobile voice/video 
communication.  
Resource-efficient QoS requirements in this Scenario 
High quality medical images such a single chest radiograph may require from 40 to 50 
Mbytes [174]. With a circuit switched 64Kb/s the restricted bandwidth compression 
techniques would be crucial and a compromise will be needed with the lossy compression 
techniques currently available. Similarly, video packet/block/frame loss etc. causes video 
artefacts such as blockiness, blurriness etc. resulting in loss of some data rendering it 
impossible for the medical professional to successfully interpret the results. An accurate 
model can measure quality according to the requirement of the healthcare professional.   
Security and privacy of medical data is also of concern [175]. Procedures should be put in 
place to ensure that only authorized personnel have access to the data with encryption etc.  
Future trends dictate that mobile handsets would be dual mode – in hotspots utilize the 
wireless networks IEEE 802.11-WLAN instead of 3G networks. IEEE 802.11- WLAN offers 
high bandwidth connections at low cost but in limited range compared to 3G network that has 
an increased area of coverage [176].  
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The main goals of e-healthcare is to increase the accessibility of healthcare professionals, 
increase the quality of and continuity of care to patients, focus on preventive medicine 
through early intervention to name a few and hence reduce the overall cost of healthcare and 
enhance the quality of care. The users QoS requirement will be the driving force for e-health 
services to take off. The healthcare application will dictate the accuracy of data e.g. for high 
emergency situation where human lives are at risk QoS is vital whereas for low-medium 
situations that are not real-time sensitive a certain amount of compromise in the QoS is 
acceptable. The requirements for the performance of service (such as delay, jitter), expected 
security level, acceptable price, etc. will be dictated by the healthcare professionals. The 
exchange of information over 3G network will allow healthcare professionals to have quick 
access to patient information such as x-rays and CAT scans, as well as notify doctors (both in 
the hospital and on the move) immediately in case of an emergency – at home as in the 
mobihealth project [177, 178]-[179] by sending signals via a body area network wore by the 
patient or outside the home in a remote location. Workflow in outpatient clinics can be 
improved via short messaging and multimedia messaging service. Even the healthcare 
professional’s rota system can be improved with the use of 3G wireless network [180]. In 
summary, the information exchange could be a video call, video streaming, web browsing, 
video conference, short messaging service, multimedia messaging service, etc. to name a few 
dictated by the situation. 
Also the future 3G networks i.e. 4G and beyond will be completely packet based and hence 
potentially open the bandwidth restriction from 64kb/s (currently for circuit switched video 
call) to 20Mb/s and beyond (e.g. Long Term Evolution).  
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8.5 Conclusions  
Motivated by the exponential growth of video applications over wireless access networks the 
project was initiated to investigate the interactions of various QoS parameters and to develop 
models that are light weight and can accurately and efficiently predict video quality in a non-
intrusive manner thus avoiding time consuming and expensive subjective tests. 
Non-linear regression models and neural network models have been developed and further 
applied to two main applications, namely, optimization of content and network provisioning 
and in QoS control. A detailed understanding of the relationships between video quality, 
wireless access networks (both WLAN and UMTS) impairments, impairments associated 
with the codec and content itself have been provided in order to derive the models properly.  
The novelty in this work are the new non-linear regression-based and neural network-based 
models that combine parameters associated with the encoder, access network and content 
type and predict video quality non-intrusively, a new content classification method, methods 
to optimize video contents and network resources and a new QoS fuzzy control scheme . 
For most part of  of this research  an understanding of the problems for video quality 
prediction for video applications over wireless access networks, objective and subjective 
video quality measurement, end-to-end video quality prediction, optimization and control.  
The outcomes of this research can be used as building blocks for future work in this area. 
However, their performance  need to be further confirmed with physical systems, real test 
beds and large scale networks and for other applications before they are made available for 
commercial applications and before a realistic implementation can be made for QoS sensitive 
scenarios, such as the e-healthcare emergency. 
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