Abstract -The paper deals with the stability, with respect to initial data, of difference schemes that approximate the heat-conduction equation with constant coefficients and nonlocal boundary conditions. Some difference schemes are considered for the one-dimensional heat-conduction equation, the energy norm is constructed, and the necessary and sufficient stability conditions in this norm are established for explicit and weighted difference schemes.
Introduction
The problem of the stability of difference schemes for the nonstationary problems of mathematical physics was an object of numerous investigations starting with the papers by V. S. Ryaben'kii and A. F. Filippov [11] , P. D. Lax and R. D. Richtmyer [9] . Detailed reviews are included in [2, 7, [15] [16] [17] 20] .
The concept of the general theory of stability for operator-difference schemes in Hilbert spaces was advanced by A. A. Samarskiǐ in the mid-1960's [12] [13] [14] . The theory is characterized by the interpretation of a difference scheme as an operator equation in the Euclidean space and by formulating necessary and sufficient stability conditions in the form of energy inequalities. By stability one understands here the lack of increase with time of the solution energy norm, which is defined by a selfadjoint positive operator D. Some difficulties are encountered within the framework of this theory when we try to investigate the stability of nonself-adjoint difference schemes, in particular, when constructing the norm's operator D. Some stability criteria were obtained for nonself-adjoint schemes in [1, [3] [4] [5] [6] (see also review in [18] ).
In the present paper, the stability of difference schemes for the one-dimensional heatconduction equation with constant coefficients and nonlocal boundary conditions is investigated. We selected the explicit difference scheme as the main object of study due to its greatest complexity for stability investigation. As a base of investigation we adopted the principles of the general difference schemes stability theory. Note that the original differential problem just as the corresponding difference schemes are nonself-adjoint problems that lead to essential difficulties for adaptation of the general stability theory. The main result is contained in Theorem 5.1; it suggests the structure of norm's operator D and formulates the necessary and sufficient stability conditions in this norm for an explicit difference scheme. Some sufficient conditions were obtained in [8, 10, 19] for stability and convergence of difference schemes with nonlocal boundary conditions.
The difference scheme
Let us consider the one-dimensional heat-conduction equation
with constant coefficients and nonlocal boundary conditions
Let us introduce the uniform mesh ω h,τ = ω h × ω τ , where
We shall examine the explicit difference scheme
). It is well known (see, e.g., [15] ) that in the case of the first-kind boundary-value conditions the necessary and sufficient stability condition with respect to initial data has the form γ 0.5. In [8] T and the norm y = (y, y) is the grid L 2 -norm, generated by the inner product
In this paper problem (2.1) is considered from the point of view of the general stability theory of difference schemes (see [13] ); thus allows one to obtain the necessary and sufficient stability conditions in various Euclidean norms. Let H be an Euclidean space with the inner product (·, ·) and with the norm y = (y, y) and let A and B be linear operators in H. In accordance with [13] , every two-layer difference scheme can be represented in a canonical form B y n+1 − y n τ + Ay n = 0, n = 0, 1, . . . , y 0 specified, (2.4) where y n = y(t n ) ∈ H. We suppose below that A and B are n-independent operators and that B −1 exists. Let the self-adjoint positive operator D : H → H be prescribed which defines the energy norm y D = (Dy, y). The difference scheme (2.4) is said to be stable in H D , if for any initial data y 0 its solution satisfies the estimates
The stability in H D is equivalent to fulfilment of operator inequalitiy
where
A is the transition operator and I is identity operator. Let us represent the two-layer difference scheme (2.1) in a canonical form
where y n = y(t n ) ∈ H, t n = nτ and H is the linear space consisting of the real
3) and the norm y = (y, y). Here the linear operator A : H → H is defined as follows:
The Jordan form of the difference scheme
Let us assume for the sake of distinctness that H is an odd-dimensional space. It is known (see [8] ) that the operator (2.8) has the basic system of eigenfunctions and adjoined functions
It can be checked directly that
Thus, the matrix of the operator A is a Jordan matrix
in this basis. Here
Denote by V the nonsingular matrix where the j-th column v
is the j-th function of the system (3.1), i.e.,
The substitution y n = V w n reduces the explicit scheme (2.7) to the form
The transformed difference scheme (3.3) has the following component-wise form:
where k = 1, 2, . . . , m. Thus, the system (3.3) splits into m + 1 independent subsystems (3.4), (3.5). Let us split H in accordance with (3.2) into direct sum of subspaces H k , k = 0, 1, 2, . . . , m, and represent the vectors y=(
We define in H k the inner products as follows:
so that the inner product (2.3) in H is represented as a sum of inner products in H k .
In the main space H we shall consider the operators P = (P k l ) which are matrices with the elements P k l : H l → H k , where k, l = 0, 1, 2, . . . , m. Specifically, by the diagonal operator P = diag[P 0 , P 1 , . . . , P m ] we shall understand the diagonal matrix with the operator elements Since all the operators in (3.6) are diagonal, the inequality (3.6) splits into m + 1 inequalities
in H k . Consequently, the stability of the scheme (3.3) in HD is equivalent to the stability of each of schemes (3.4), (3.5) in HD k .
The optimal norm in the case of Jordan box of order two
Let us represent the system of two equations (3.5) as a difference scheme:
where 
is necessary and sufficient for stability of the scheme (4.1), (4.2) in HD k , wherẽ
Proof. We make use of the stability criterion (3.7). In the case of the operatorD k , defined according to (4.4) , the elements of the matrix P k = (p ij ) are defined as follows:
The inequality P k 0 is true if and only if p 11 0, r k p 11 p 22 − p 2 12 0. The inequality p 11 0 is equivalent to the condition τ λ k 2. Further,
we obtain the stability condition (4.3). The inequality τ λ k 2 is corollary of (4.3). The Theorem 4.1 is proved. 
Therefore, we set hereinafter that all α k = 0.
Remark 2. The higher β k , the weaker the restriction on τ . In the limit, when β k → ∞, the stability condition takes the form τ 2/λ k and coincides with the stability condition for the case of the first boundary condition.
Stability of the explicit difference scheme
Suppose that the explicit difference scheme (2.7) is transformed to the form of (3. 
and β k > 0 are the parameters that satisfy the conditions
it is necessary and sufficient that the inequalities 0 τ λ 0 2 and Then:
2. For x ∈ (x 1 , x m ) the function f (x) has only the point of maximum
We omit the proof of the Lemma because of its simplicity. From Theorem 5.2 and Lemma 6.1 there as follows 
The weighted scheme
Let the operator A be defined in accordance with (2.8) and σ be a nonnegative number. We shall examine the weighted scheme 
are fulfilled.
Proof. Let us represent (7.1) as the explicit scheme 
Let us demonstrate that all the assumptions of Theorem 5.2 are fulfilled for scheme (7.3) . Note first of all that the under the conditions (5.2) and for nonnegative σ the inequalities
are fulfilled, which guarantees the positiveness of the parameter τ . Actually, rewriting the ratio |p k |/(2λ k ) in the from
we get from (5.2) for σ 0, that
Further, applying Theorem 5.2 to difference scheme (7.3), we come to the following stability conditions:
After substituting here expressions forλ k andp k , we get inequalities (7.2). Theorem 7.1 is proved.
From Theorem 7.1 it follows that schemes (7.1) with weights σ 0.5 are absolutely stable.
In the case of constant parameters β k and σ < 0.5 from Theorems 6.1 and 7.1 there follows , whereD = diag [1, 1, β, 1, β 
