Abstract. We study symmetric minimal surfaces in the three-dimensional Heisenberg group Nil 3 using the generalized Weierstrass type representation, the so-called loop group method. In particular, we will discuss how to construct minimal surfaces in Nil 3 with non-trivial topology. Moreover, we will classify equivariant minimal surfaces given by oneparameter subgroups of the isometry group Iso • (Nil 3 ) of Nil 3 .
, the present authors established a generalized Weierstrass type representation for minimal surfaces in the 3-dimensional Heisenberg group Nil 3 which is one of the model spaces of Thurston geometries [38] . In this paper we study symmetric minimal surfaces in Nil 3 via the generalized Weierstrass type representation established in [18] .
To illustrate the methods discussed in this paper we list some of such special minimal surfaces in Nil 3 . In earlier studies of surfaces in Nil 3 , the following two classes of minimal surfaces have been investigated using classical differential geometry:
• All rotational minimal surfaces: In [8] , Caddeo, Piu and Ratto classified all rotational minimal surfaces in Nil 3 . Berard and Cavalcante studied the stability of rotational minimal surfaces [2] .
• All helicoidal minimal surfaces: Helicoidal minimal surfaces have been determined in [28] .
Since we only know few examples of symmetric minimal surfaces above constructed using exclusively methods of classical differential geometry, it is difficult to describe the moduli spaces of minimal surfaces with symmetry in Nil 3 . To describe a moduli space, one needs first a systematic construction of symmetric minimal surfaces. As we have mentioned before, we use the generalized Weierstrass representation for this purpose.
However we should explain the serious differences between Euclidean CMC surface theory and minimal surface theory in Nil 3 . In Euclidean case, the Gauss map of a CMC surface is a harmonic map into the unit 2-sphere S 2 = SU 2 /U 1 . Next, the universal covering group of the Euclidean motion group is expressed as SU(2) ⋉ su (2) . Thus the special unitary group SU(2) acts isometrically on both S 2 and R 3 .
On the other hand, the normal Gauss map of a minimal surface in Nil 3 takes value in the hyperbolic 2-space H 2 = SU 1,1 /U 1 . However, the identity component of the isometry group of Nil 3 is Nil 3 ⋊ U 1 . Thus there is no isometric action of SU 1,1 on Nil 3 . This difference means that we can not associate to each g ∈ SU 1,1 an isometry of Nil 3 .
From a symmetry point of view, we realize that one-parameter subgroups of SU 1,1 act on normal Gauss maps as isometries, but not on the corresponding minimal surfaces in Nil 3 .
Thus we can not apply the general theory of symmetric harmonic maps [13, 15, 16] to minimal surfaces in Nil 3 .
To overcome these difficulties, in the present paper, we investigate first the action of isometries on minimal surfaces in Nil 3 and their effects on the normal Gauss maps. In addition we describe these actions as monodromy of extended frames. This enables us to study minimal surfaces with symmetry via loop group method. Based on these fundamental facts, we establish a general theory of minimal surfaces in Nil 3 with symmetry. This is the first time that the loop group method contributes to the study of minimal surfaces in 3-dimensional homogeneous Riemannian spaces of non-constant curvature.
This paper is organized as follows. In Section 1, we start with introducing the notion of symmetry for surfaces in Nil 3 . We give a fundamental characterization of symmetric minimal surfaces in Nil 3 in terms of the property of corresponding normal Gauss maps (Theorem 1.2). Theorem 1.2 clarifies the serious differences between minimal surface theory in Nil 3 and that of CMC surfaces in Euclidean 3-space. Based on Theorem 1.2, we will discuss how to construct minimal surfaces in Nil 3 with non-trivial topology via the generalized Weierstrass type representation [18] . We will give a detailed study of the potentials invariant under all deck transformations. One of the key clues of these studies is the Iwasawa decomposition of the loop group of SU 1,1 . Because of the non compactness of SU 1,1 , the Iwasawa decomposition of loop group is much involved, see [5, 18, 34] . Note that in case of CMC surfaces in R 3 the key clue is the loop group of the compact simple Lie group SU 2 . The non-compactness of SU 1,1 causes case by case studies on monodromy matrices. To obtain detailed information on the behavior of extended frames under deck transformations, we consider meromorphic extensions of minimal surfaces. As a result we obtain closing conditions for minimal surfaces with symmetry (Theorem 2.10, Corollary 2.11). For later use, in Section 3, we recall the classification of homogeneous minimal surfaces in Nil 3 .
In the final section, we start with an explicit description of one-parameter groups of isometries on Nil 3 . Lemma 4.4 and Theorem 4.5 give a complete description of one-parameter groups of isometries of Nil 3 . These results themselves are valuable for the Riemannian geometry of Nil 3 . By our results, we can arrive at the classification of equivariant minimal surfaces in Nil 3 (Corollary 4.8). It turned out that equivariant minimal surfaces in Nil 3 (in the sense of Definition 4.1) are exhausted by minimal helicoidal surfaces and minimal translation invariant surfaces. Our goal of the present paper is to give a construction method for equivariant minimal surfaces in Nil 3 via the generalized Weierstrass type representation. To this end, we need to determine the potentials (data of generalized Weierstrass type representation) for equivariant minimal surfaces. For the detailed analysis of one-parameter groups of automorphism on Riemann surfaces and compatible actions of one-parameter groups of isometries of Nil 3 , we will introduce the notion of R-equivariant minimal surface and S 1 -equivariant minimal surface in Nil 3 . We will determine potentials for those equivariant minimal surfaces. We will finally give a method of construction of all equivariant minimal surfaces by virtue of the generalized Weierstrass type representation. An explicit construction of equivariant minimal surfaces will be done in a future publication [35] .
Throughout this paper we will assume that all Riemann surfaces occurring are connected and denote by S 2 , D, C the unit sphere in R 3 , the unit disk (sometimes equivalently replaced by the upper half-plane H) and the complex plane, respectively. Since there does not exist any compact minimal surface in Nil 3 [27] , each Riemann surface occurring in this paper will have D or C as universal cover. We use the generalized Weierstrass type representation established in [18] . For readers convenience, we collect fundamental results and ingredients of the generalized Weierstrass type representation in the Appendix of the present paper.
Minimal surfaces with symmetries in Nil 3
In this section, we discuss symmetries of minimal surfaces in the 3-dimensional Heisenberg group Nil 3 . For fundamental properties of the homogeneous Riemannian space Nil 3 , we refer to our previous paper [18] or to Appendix A.1.
A symmetry of some surface S in some (metric) space N is an isometry ρ of N which maps S onto itself: ρ(S) = S. In this paper we consider the case, where ρ is an orientation preserving isometry of Nil 3 . It turns out (see Theorem 4.9) that in some cases a symmetry is implemented by a pair of maps (γ, ρ) such that the minimal surface f : R → Nil 3 satisfies f (γ.p) = ρ.f (p) for all p ∈ R, with some Riemann surface R and automorphism γ ∈ Aut(R). Thus we start from the following definition of symmetric surfaces in a Riemannian manifold. We will denote by Iso(N) the group of isometries of N and by Iso • (N) its connected identity component. Definition 1.1. Let f : R → N be a map from a Riemann surface R into a Riemannian manifold N. Moreover, let γ and ρ be elements of Aut(R) and Iso(N), respectively. Then f is symmetric with respect to (γ, ρ) ∈ Aut(R) × Iso(N) if (1.1) f • γ = ρ • f holds.
1.1. Navigating between a Riemann surface and its universal cover. We will frequently consider a conformal immersion f : R → Nil 3 from some Riemann surface into Nil 3 and its liftf : R → Nil 3 to the universal cover R of R. Theñ
where π R : R → R denotes the natural projection. Following the procedure of [18] we need to consider φ, ψ j and F for the discussion of f and the corresponding objects, capped with a "∼" forf . Then we obtain (see also the appendix A.2)
φ k e k with respect to the natural basis {e 1 , e 2 , e 3 } of Lie algebra nil 3 of Nil 3 and the corresponding representation forf . Here ∂ and∂ are defined as
for a conformal coordinate z = x + iy. Hencẽ Φ = Φ • π R andφ j = φ j • π R for j = 1,2,3. It will be convenient to abbreviate f (z,z) = (f 1 (z,z), f 2 (z,z), f 3 (z,z)) by f (z) = (f 1 (z), f 2 (z), f 3 (z)). Then
= ∂f 1 (z), ∂f 2 (z), ∂f 3 (z) + 1 2 (−f 1 (z)∂f 2 (z) + f 2 (z)∂f 1 (z)) , in view of the fact that the product in Nil 3 is given by the formula (see also appendix A.1):
(1.3) (x 1 , x 2 , x 3 ) · (u 1 , u 2 , u 3 ) = x 1 + u 1 , x 2 + u 2 , x 3 + u 3 + 1 2 (x 1 u 2 − x 2 u 1 ) .
Now let us consider the generating spinors ψ 1 (dz) 1/2 and ψ 2 (dz) 1/2 of the conformal immersion f : R → Nil 3 (see [18, Section 3] or appendix A.2). 4 We need to expressφ j and φ j by theψ j and ψ j respectively. These functions are uniquely defined up to a sign and from the defining equation we obtainψ 2 j = ψ 2 j • π R . Since the choice of sign has no effect on the discussion of minimal surfaces in Nil 3 , without loss of generality we choose the sign such thatψ
Next we discuss the relation between the normal Gauss maps of f andf . The normal Gauss map g of a conformal immersion f : R → Nil 3 takes value in the hyperboloid model H 2 of the hyperbolic plane embedded in the Minkowski 3-space L 3 , see [18] . Via the stereographic projection, g is regarded as a map into the Poincaré disk. Since the normal Gauss maps g andg of f andf are expressed by the corresponding generating spinors (which have the relation stated above) it is clear that we also havẽ
Moreover, the extended frame F in (A.12) and its liftF then show
Considering now a map f with a symmetry (γ, ρ), that is, satisfying equation (1.1), we obtain the corresponding equationf (γ.z) = ρ.f (z), whereγ denotes the automorphism of R induced by γ.
Symmetric minimal surfaces.
The isometry group of Nil 3 has two connected components. The identity component acts by orientation preserving diffeomorphisms and the elements of the other connected component reverse the orientation. In this paper we will consider exclusively orientation preserving transformations and therefore will only consider Iso • (Nil 3 ), the identity component of the isometry group Iso(Nil 3 ) of Nil 3 . We recall that Iso • (Nil 3 ) is isomorphic to the the semi-direct product Nil 3 ⋊ U 1 of Nil 3 and U 1 , Iso • (Nil 3 ) ∼ = Nil 3 ⋊ U 1 , with the action:
where " · " denotes the product in Nil 3 defined by (1.3). The Lie algebra iso(Nil 3 ) of Iso • (Nil 3 ) is generated by four Killing vector fields
respectively. The commutation relations are respectively
In the theorem below we characterize symmetric minimal surfaces in Nil 3 by their special symmetric harmonic normal Gauss maps. Note that H 2 , as a Riemannian symmetric space, is realized as the Poincaré disk represented in the form H 2 = SU 1,1 /U 1 . Theorem 1.2. Let R be a Riemann surface, f : R → Nil 3 a minimal surface and g : R → H 2 the normal Gauss map of f . Then the following statements hold:
holds, where R is a rotation about 0 ∈ H 2 such that the angle of R is given by that of the fiber rotation of ρ. (b) Conversely, if g is symmetric with respect to (γ, R) such that R is a rotation about 0 ∈ H 2 , then f is symmetric with respect to (γ, ρ), that is,
holds, where ρ is an element in Iso • (Nil 3 ) such that the angle of the fiber rotation of ρ is given by that of R.
Proof. Recall that we will use the abbreviation f (z,z) = f (z).
Part (a): Since Nil 3 ⊂ Nil 3 ⋊ U 1 is normal in Iso • (Nil 3 ) we can write ρ as
where p ∈ Nil 3 and s = e iθ ∈ U 1 . Now consider the equation ρ.f (z) = (ps).f (z) and differentiate. By the formula for the action of ρ defined in (1.4), we obtain ∂(ps.f (z)) = ps.(∂f (z)), where ps.∂f denotes the action of ps ∈ Iso • (Nil 3 ) on the tangent bundle TNil 3 ∼ = Nil 3 ⋉ nil 3 . Hence
Clearly, the right side only involves the "fiber rotation" given by θ. From (1.4), we obtain
where c = cos θ and s = sin θ. Thus in view of the formula given in (1.2), we obtain
whereφ j , (j = 1, 2, 3) andψ j , (j = 1, 2) are the components of (s.f ) −1 (s.∂f ) and the corresponding spinors respectively. For θ = 0 we obtain φ j , (j = 1,2,3) and ψ j , (j = 1,2,3) for f −1 ∂f . From the last section we know φ j = ∂f j , (j = 1,2). Hence
and as a consequence,
Thus we obtain in view of the relations discussed in the previous subsection:
with ǫ j = ±1. The equation above for (s.f ) −1 (s.∂f ) shows that the third component does not change with θ. Therefore we haveψ 1ψ2 = ψ 1 ψ 2 and ǫ 1 = ǫ 2 = ǫ = ±1 follows. Sincê ψ j depends continuously on θ, an evaluation at θ = 0 yields ǫ = 1. Thus the normal Gauss map is computed as
This shows that g(γ.z) = R.g(z), that is,
holds, where R is the rotation about 0 ∈ H 2 by the angle θ.
Part (b): Let g : R → H 2 be the normal Gauss map of f and assume g(γ.z) = e iθ g(z) = R.g(z) holds. Since f is already defined on R, it is easy to see that it suffices to verify equation (1.6) on the universal cover. Hence we can assume without loss of generality that R is simply-connected. Now let F be an extended frame of f . An extended frame F is a map into the twisted loop group ΛSU 1,1σ . For a precise definition of F and loop groups, see Theorem A.5 and Appendix A.5 (and also (A.12) and Proposition 2.1 below).
The desired result will follow, if we can prove it for h.f (z) with some h ∈ Nil 3 . Then the extended frame F of f satisfieŝ
2 ), and in particular M(1, λ = 1) = id, and k(γ, z,z) is a λ-independent U 1 -valued map. So far, in the last equation, M and k may not be defined uniquely. However, since the monodromy of g is a one-parameter group, the lift F , for λ = 1, inherits the property of having a one-parameter group of monodromy matrices. As a consequence, the matrix k is a crossed homomorphism. The introduction of λ does not change k, whence the monodromy matrix is a (λ-dependent) one-parameter group. From this the representation above follows uniquely.
Next we want to determine, what the last two equations imply for the associated surfaces. Letf be the immersion obtained by inserting F into the Sym formula (A.15) at λ = 1. Note that f and (Ξ nil •f )| λ=1 are the same immersion up to a translation in Nil 3 . Therefore, by what was said above, it suffices to prove the claim forf .
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Now a straightforward computation shows thatf changes by γ aŝ
and thusf
where X and Y are defined by
Then we set
and
where the basis E i (i = 1, 2, 3) was defined in (A.13), p, q, r are some real constants. Altogether this showŝ
Hencef and thus the resulting minimal surface f = (Ξ nil •f )| λ=1 in Nil 3 is symmetric with respect to (γ, ρ), that is, f (γ.z) = ρ.f (z), holds, where ρ is given by ρ = ((p, q, r), e iθ ). The angle of fiber rotation is clearly given by that of R.
(1) Part (a) in Theorem 1.2 is due to Daniel [10] in the case where either ρ is a translation by an element of Nil 3 or a rotation. (2) The proof of part (a) above works for general ρ ∈ Iso • (Nil 3 ) and part (b) proves the converse of part (a). (3) We would like to point out that part (a) actually holds for any surface in Nil 3 . In the proof of part (b) we used the Sym-formula for minimal surfaces. Thus at this point we do not know whether it holds for any surface in Nil 3 , or not.
Minimal surfaces in Nil 3 from non-simply-connected surfaces
In this section we will discuss how one can construct minimal surfaces in Nil 3 which are defined on a non-simply-connected Riemann surface R. The description will use potentials as discussed in [18] . We will discuss the corresponding closing conditions of the monodromy representation of the fundamental group π 1 (R).
Since there does not exist any compact minimal surface without boundary in Nil 3 , we will discuss below exclusively non-compact Riemann surfaces. There are naturally two parts in this discussion.
2.1. Invariant potentials. Let R be an arbitrary connected non-compact Riemann surface and π R : R → R its universal cover. Let f : R → Nil 3 be a minimal surface. Then alsõ f : R → Nil 3 , defined byf = f • π R is a minimal surface. Clearly, this surface satisfies f • τ =f for all τ ∈ π 1 (R), where the latter group is considered as the group of deck transformations of R acting on R. For a minimal surface in Nil 3 we have always considered the corresponding normal Gauss map. In the present situation we obtain two normal Gauss maps, g : R → H 2 for f andg : R :→ H 2 forf . They are related byg = g • π R . LetF denote the extended frame ofg. (For more on the relation between the surface and its lift to the universal cover, see Section 1.1.) Proposition 2.1. For the extended frameF ofg and for every τ ∈ π 1 (R), there exists some diagonal matrixk(τ, z,z) in U 1 and M(τ, λ) taking values in ΛSU 1,1σ such that
Note that we also use τ for the induced action of τ on R andk(τ, z,z) satisfies the "crossedhomomorphism" property:k (µτ, z,z) =k(τ, z,z)k(µ, τ.z, τ.z).
Then we have the following theorem. Theorem 2.2. Every crossed homomorphismk(τ, z,z) occurring above is a "co-boundary", that is, it can be written in the form
, wherek 0 is a real-analytic U 1 -valued function. In particular, the frameF =Fk 0 satisfieŝ F (τ.z, τ.z, λ) = M(τ, λ)F (z,z, λ) for τ ∈ π 1 (R). As a consequence, for every minimal surface in Nil 3 there exists a frame defined on R. More precisely,
Remark 2.3. It is important to distinguish our extended frame built from the ψ j 's in (A.12) from the above "invariant frame".
Before giving the proof we recall: Following the discussion for other surface classes, like CMC surfaces in R 3 , one will construct an invariant potential. For this one usually needs to do two steps. The first step follows the Appendix of [23] : Theorem 2.4 (Lemma 4.11 in [23] ). If R is non-compact, then there exists some (real analytic) matrix functionṼ
is holomorphic in z ∈ R and λ ∈ C * .
NowC inherits from its construction and fromF the transformation behaviour
where τ ∈ π 1 (R) and W + : R → Λ + SL 2 C σ is holomorphic in z and λ. The second step is to prove the existence of an invariant potential.
Theorem 2.5. The matrix function W + is a crossed homomorphism and there exists some holomorphic matrix function P + : R → Λ + SL 2 C σ such that
In particular, C =CP + satisfies
for all τ ∈ π 1 (R) and all λ ∈ C * .
Sketch of proof. The proof will follow almost verbatim the proof of [37, Theorem 3] . The paper refers to complex Lie groups, which, in our case will be complex Banach Lie groups. More precisely, for this paper we consider the complex Banach Lie group ΛSL 2 C σ .
If G C is a complex Banach Lie group, then we denote by (G First we prove:
(a) Let X be a non-compact Riemann surface and G C a complex Banach Lie group then
Proof of the above statement (a). For the convenience of the reader we translate the first 10 or so lines of the proof of [37] : For ξ ∈ H 1 (X, G C ) we need to prove that in the principal bundle associated with ξ there exists a continuous section. Since the principal bundle can contain, for dimensions reasons, at most two-dimensional obstructions, it suffices for the existence of a continuous section the verification that the two-dimensional obstruction vanishes. But this obstruction is an element of H 2 (X, π 1 (G C )). Moreover, for a non-compact Riemann surface X it is known that H 2 (X, Z) vanishes, whence by the universal coefficient theorem also (b) Let X be a non-compact Riemann surface and G C a complex Banach Lie group then
Proof of the above statement (b). By [6, Theorem 8 .1] of we know 
and this impliesk
denotes the leading term of L + . Note that in this equation we can assume without loss of generality thatk 0 is unitary, and the claim follows.
2.2.
From invariant potentials to surfaces. In this subsection we start from some Riemann surface R and consider a holomorphic potential η which is defined on the simplyconnected cover R of R and is invariant under the fundamental group π 1 (R) as in Corollary 2.6. Reversing the construction discussed above (which lead from an immersion to an invariant potential), we first solve the ODE dC = Cη, with C(z 0 , λ) ∈ ΛSL 2 C σ for some base point z 0 ∈ R. It is easy to see that any such C satisfies
for all τ ∈ π 1 (R) and where ρ(−, λ) : π 1 (R) → ΛSL 2 C σ is a homomorphism. From the discussion of the previous subsection we know that the monodromy matrix ρ(τ, λ) needs to be contained in ΛSU 1,1σ . We therefore need to consider two cases:
The monodromy case 1: The matrix ρ(τ, λ) is contained in ΛSU 1,1σ for all τ ∈ π 1 (R). This case will be discussed in Section 2.3.
The monodromy case 2: The matrix ρ(τ, λ) is not contained in ΛSU 1,1σ for all τ ∈ π 1 (R), but one can associate with C another monodromy matrix which is contained in ΛSU 1,1σ . This case will be discussed in Section 2.4. 2.3. The monodromy case 1. We want to retrieve the relation between C and F . For this purpose, we quote [34] (see also [5, 
The open dense subset I will be called the Iwasawa core. It consists of two connected open cells, called Iwasawa cells. The next step in our construction procedure will be an Iwasawa decomposition of C. We distinguish the two cases listed in the theorem above.
Theorem 2.8. Let η be an invariant potential on R and C a solution to dC = Cη. Assume that the monodromy representation ρ of C relative to π 1 (R) takes value in ΛSU 1,1σ . For z ∈ I e , take the (unique) Iwasawa decomposition
where the diagonal of the first term of V + is assumed to be positive. Then
(1) For each symmetry (τ, ρ(τ, λ)) of C the automorphism τ ∈ π 1 (R) leaves I e and I ω invariant and acts bi-holomorphically there.
Proof.
(1) By the definition of a symmetry we have C(τ.z, λ) = ρ(τ, λ)C(z, λ) with ρ(τ, λ) ∈ ΛSU 1,1σ . Using (2.3) we derive C(τ.z, λ) = ρ(τ, λ)F (z,z, λ)V + (z,z, λ). This is an Iwasawa decomposition with factors ρ(τ, λ)F (z,z, λ) and V + (z,z, λ). Hence τ.z ∈ I e . Let now w ∈ I ω . Then τ (w) / ∈ I e , since τ leaves I e invariant. Since τ is an open map, the image of I ω under τ can not attain a point in R \ I e ∪ I ω either.
(2) The general theory tells us F (τ.z, τ.z, λ) = ρ(τ, λ)F (z,z, λ)k(z,z). On the other hand, we obtain from (2.3) the equations
−1 and k is actually the leading term of this product. But by assumption, the leading term is positive real, while k is unitary. Therefore k = id.
Note, as a consequence of part (1) above, τ also acts bijectively on R \ I e ∪ I ω . To discuss the behaviour of the extended frame under τ ∈ π 1 (R) on z ∈ I w , in the next subsubsection we consider an analytic continuation of a minimal surface defined on z ∈ I e to a minimal surface defined on z ∈ I w using a unique meromorphic extension.
2.3.1. Meromorphic extension of a minimal surface. As discussed in [17, Section 9.4] , the Sym formula for constant mean curvature H < 1 surfaces in the hyperbolic 3-space H 3 has a meromorphic extension to two complex variables (z, w) ∈ D × D and thus a constant mean curvature surface defined on the first cell I e can be analytically continued to the second cell I ω .
Analogously, in the situation considered in this paper, the Sym formula in (A.15) for minimal surfaces in Nil 3 defined on I e can be analytically continued to I ω . This works as follows: Let C = F V + be an Iwasawa decomposition for z ∈ I e . In view of [20, Theorem 3.2] , which can be checked to also hold in the present case, one can extend F l meromorphically to D × D, where l is a properly chosen λ-independent diagonal matrix. Moreover, note that the proof of [20, Theorem 3.2] shows that l 2 0 > 0 for z ∈ I e and l 2 0 < 0 for z ∈ I w , where l 0 is the (1, 1)-entry of l. These facts are proven in Appendix B below in detail. Then the Sym formula f L 3 for spacelike surface in L 3 in (A.14) can be rephrased as
where σ 3 = (
and the whole Sym formula have accordingly a meromorphic extension to D×D. Note, so far we have used the meromorphic extension of the frame obtained by an Iwasawa decomposition for values in the first Iwasawa cell I e .
Next we want to express this formula for the immersion by a formula using the frame occurring in the Iwasawa decomposition of C(z, λ) for z ∈ I ω . Let C =F ω 0Ṽ+ be an Iwasawa decomposition for z ∈ I w . On the one hand, choosing a λ-independent diagonal matrix k with positive entries such that k
is the Iwasawa decomposition for z ∈ I w , see Appendix B.1 below. The formula just above yields, written out, the original formula C = F V + . This is also an Iwasawa decomposition for the second Iwasawa cell, thusF = F lk
Thus it is natural to use for z ∈ I w formula (A.15) and the whole Sym formula and to use this formula forF ω 0 . Therefore in the second Iwasawa cell actuallyF ω 0 is "the frame" to use.
Symmetries of the meromorphic extension.
Here we discuss symmetries of the meromorphic extension of a minimal surface. Like in [20, Section 3] we consider the pair of potentials (η(z, λ), ϕ(η(w, λ))), where ϕ denotes the involution of the loop algebra Λsl 2 C σ defined by (B.1) which determines the real form Λsu 1,1σ , the Lie algebra of ΛSU 1,1σ .
Assume that η is an invariant potential under π 1 (R), thus ϕ(η) is also invariant under π 1 (R). Consider the pair of differential equations
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Then we obtain for the second potential the solution R(w, λ) = ϕ(C(w, λ)), where ϕ denotes the real form involution on the group level. Assume that
for some τ ∈ π 1 (R). Then relative to (τ, ρ) both solutions have the same monodromy matrix, that is,
. By using (B.2) and (B.3), we have
where V − (z, w, λ) and V + (z, w, λ) have leading term id and B is diagonal.
In this form all three factors are uniquely determined. Therefore, since the left side does not change, if one replaces w byτ .w and z by τ.z, this also holds for the three factors on the right side. Substituting this into (2.5), we obtain the equations
, and B(τ.z,τ .w) = B(z, w).
where the diagonal of the first term ofṼ + is assumed positive. In this subsubsection it is our goal to find a transformation formula for symmetries of the surface over I ω generated by some potential η. We recall that one should use the Iwasawa decomposition formula (2.4) and hence should useF
in the usual Sym formula, not F . This was obtained above by using [20, Theorem 3.2] generalized to our present case, see Appendix B for details. To find the correct transformation formula for symmetries we need to proceed analogously.
Theorem 2.9. Retain the assumptions of Theorem 2.8 and choose the unique Iwasawa decomposition C =F ω 0Ṽ+ for z ∈ I w as in (2.6). Then for all z ∈ I w ,
Proof. The general theory tells usF (τ.z,
On the other hand, we obtain from (2.3) the equations
andk is actually the leading term of this product. But by assumption, the leading term is positive real, whilek is unitary. Thereforek = id.
2.3.4.
The closing condition. Let us consider next a single symmetry (τ, ρ(τ, λ)) of C(z, λ). Then from Theorem 1.2 we infer that τ can induce a symmetry of some minimal surface in Nil 3 if and only if ρ(τ, λ = 1) has only unimodular eigenvalues. Let us consider nowF = SF , where
S(λ) takes values in ΛSU 1,1σ and S(λ = 1) diagonalizes ρ(τ, λ = 1).
Then we obtain the following theorem.
Theorem 2.10. Retain the notation and the assumptions of Theorem 2.8 and assume that S satisfies (2.7). Letf be the minimal surface in Nil 3 defined on I e or I w and defined from F = SF or SF ω 0 via the Sym formula (A.15). Then the monodromy matrix
has only unimodular eigenvalues and is diagonal for λ = 1.
for all z ∈ I e or z ∈ I w if and only if
holds, where
Proof. We abbreviatef (z,z, λ = 1) byf (z). We want to characterize what it means that f (τ.z) =f (z) holds. Using the definition of the action of the group of isometries we obtain (settingf = (f 1 ,f 2 ,f 3 )) as in the proof of Part (b) in Theorem 1.2 :
where θ and (p, q, r) are defined by M(τ, λ = 1) = diag(e 
respectively. As a consequence, the following conditions are equivalent tof (τ.z) =f (z) :
It is easy to verify that the first two equations only have a z-independent solution if cos θ = 1. This does not make sense in our case, since f defines a surface. We thus can assume without loss of generality that cos θ = 1. But in this case p = q = r = 0 and the claim follows, since M, X o and Y d clearly satisfy the conditions (2.8).
The condition M(τ, λ = 1) = id implies that we can choose without loss of generality S(λ) ≡ id above. Hence we obtain Corollary 2.11. Retain the notation and the assumptions of Theorem 2.10. Letf be the minimal surface in Nil 3 defined on I e or I w and defined from F orF ω 0 via the Sym formula (A.15). In particular, assume that the monodromy matrices M(τ, λ) = ρ(τ, λ) are in ΛSU 1,1σ and all τ ∈ π 1 (R) and attain the value id for λ = 1. Thenf | λ=1 satisfies for all z ∈ I e or z ∈ I w and all τ ∈ π 1 (R) :f
if and only if the following holds:
Remark 2.12.
(1) A concrete example of minimal surfaces in Nil 3 which has non-trivial topology is given in Section 4.11. 2.4. The monodromy case 2. We respectively discuss the monodromy case 2 with z ∈ I e or z ∈ I ω .
2.4.1.
The case of z ∈ I e . For the construction of a symmetry (γ, ρ) one frequently starts from some potential η, which is (say up to a gauge) invariant under γ
where W + : D → Λ + SL 2 C σ and where # means "gauging", that is,
for some diagonal matrix k ∈ U 1 . In general one will obtain L / ∈ ΛSU 1,1σ . Then the formula just above can not be obtained. So it seems impossible to obtain a symmetry associated with the action of γ. However, in some cases a symmetry (γ, ρ) does exist (see for example [14] ). Then in addition to (2.10) we also have
Since we consider surfaces defined on I e we choose a base point z 0 ∈ I e such that C(z 0 , λ) = id. Putting z = z 0 yields
As a consequence
Theorem 2.13. Assume η is a potential for a minimal surface in Nil 3 and satisfies
and where # denotes gauging. Then for the solution to dC = Cη, C(z 0 , λ) = id for some fixed base point z 0 ∈ I e , we obtain
where L ∈ ΛSL 2 C σ . Moreover, the following statements are equivalent:
(1) There exists a ρ ∈ ΛSU 1,1σ such that (γ, ρ) is a symmetry of the minimal surface in Nil 3 associated with η. (2) There exists some b + ∈ Λ + SL 2 C σ such that the following conditions are satisfied:
Proof. From the discussion above, the necessary part is clear. Thus we only need to prove sufficiency. But
Remark 2.14.
(1) The third condition in (2) of Theorem 2.15, that is, L(λ)b + (λ) −1 | λ=1 has unimodular eigenvalues, is purely local, since in general the eigenvalues of
are not unimodular, see Remark 4.23. (2) We will apply this result to the construction of equivariant minimal surfaces with a complex period elsewhere. (3) Note, the case just discussed can only happen, if there exist several "monodromy matrices" M(γ, λ) and "gauges"
In particular, the isotropy group of the dressing action is "non-trivial" at the surface determined by C(z, λ).
2.4.2.
The case of z ∈ I ω . This case is similar to the case of z ∈ I e . We again consider some potential η, which is (say up to a gauge) invariant under γ
for some matrix H + . But since we have assumed L to be in ΛSU 1,1σ , we obtain H + ∈ ΛSU 1,1σ , whence
In general one will obtain L / ∈ ΛSU 1,1σ . Then the formula just above can not be obtained. So it seems impossible to obtain a symmetry associated with the action of γ. However, in some cases a symmetry (γ, ρ) does exist (see for example [14] ). Then in addition to (2.10) we also have
Since we consider surfaces defined on I ω we choose a base point z 0 ∈ I ω such that C(z 0 , λ) = ω 0 . Putting z = z 0 in the last equation above yields
As a consequence, setting
Theorem 2.15. Assume η is a potential for a minimal surface in Nil 3 and satisfies
and where # denotes gauging. Then for the solution to dC = Cη, C(z 0 , λ) = ω 0 for some fixed base point z 0 ∈ I ω we obtain
(1) There exists a ρ ∈ ΛSU 1,1σ such that (γ, ρ) is a symmetry of the minimal surface in Nil 3 associated with η. (2) There exists some b ∈ ΛSL 2 C σ such that the following conditions are satisfied:
(a) ω
, where we have used that item (b) above also holds for b −1 and B
−1
+ . Since ρ is in ΛSU 1,1σ , the statement is proven. 
Homogeneous minimal surfaces in Nil 3
The homogeneous minimal surfaces in Nil 3 was classified in Appendix B of [18] . For the sake of completeness we recall this result. Since Iso • (Nil 3 ) acts transitively on all of Nil 3 , clearly G = Iso • (Nil 3 ). If dim G = 3, then, for every point in f (M), there exists a 1-dimensional isotropy group. After left translation by same element in Nil 3 ⊂ Iso • (Nil 3 ), we can assume that f (M) contains some element c of the center of Nil 3 and we take this element as our base point. Since Nil 3 is normal in Iso • (Nil 3 ) one can write every h ∈ Iso(Nil 3 ) in the form h = pφ where p ∈ Nil 3 and φ ∈ U 1 as we have used in the proof of Theorem 1.2. We obtain c = h(c) = pc, whence p = id. This shows that the isotropy group is U 1 and we can assume without loss of generality that G contains a 2-dimensional subgroup G 0 ⊂ Nil 3 which already acts transitively. A simple argument with Lie algebras shows that there is, up to conjugacy, exactly one 2-dimensional subgroup permitting conjugacy by elements of Iso • (Nil 3 ).
Finally, assume that we have some 2-dimensional subgroup G ⊂ Iso • (Nil 3 ) which acts transitively on some minimal surface f (R) in Nil 3 . We can assume again that f (R) in Nil 3 contains an element c ∈ center(Nil 3 ) and that G is not contained in Nil 3 . Now Theorem 4.5 implies (2) below. (1) An orbit of a normal subgroup
In the former case, surfaces are vertical planes. Surfaces in the latter case are Hopf cylinders over circles. Thus the only homogeneous minimal surfaces in Nil 3 are vertical planes. In particular the quadratic differential B vanishes identically on homogeneous surfaces.
Remark 3.2. The homogeneous minimal surfaces in Nil 3 are exactly those minimal surfaces in Nil 3 for which the function w in (A.7) cannot be defined, that is, they are exactly those minimal surfaces in Nil 3 for which the loop group approach does not work, that is, the case of B ≡ 0.
Equivariant minimal surfaces in Nil 3
In this section we will discuss minimal surfaces in Nil 3 which possess a one-parameter group of symmetries. We begin by stating the following basic definition.
In Theorem 4.9, we will show that if a minimal surface S ⊂ Nil 3 is invariant under a oneparameter group ρ t ∈ Iso • (Nil 3 ), ρ t .S = S, there exists a special Riemann surface S, an immersion f : S → Nil 3 with f (S) = S and a one-parameter group γ t ∈ Aut(S) such that f is equivariant in the sense of (4.1) with respect to (γ t , ρ t ).
4.1.
One-parameter groups of Iso • (Nil 3 ). To carry out our study of equivariant minimal surfaces we will need a more detailed description of the isometry group Iso • (Nil 3 ). By definition, each element of the isometry group Iso • (Nil 3 ) = Nil 3 ⋊U 1 is of the form ((a 1 , a 2 , a 3 ), e iθ ). Recall the group multiplication
of Nil 3 and the action of Iso • (Nil 3 ) on Nil 3 :
Note, the isometry ((0, 0, 0), e iθ ) acts on Nil 3 as a homomorphism of groups. It will be convenient to introduce a "shorthand writing" for certain typical group elements. We will use
Then everything is expressed in terms of α = (a 1 , a 2 ) = a 1 + ia 2 , c and e iθ . In particular we have: Each element ρ of Iso • (Nil 3 ) can be written uniquely in the form
Here is the list of pairwise group multiplications of the basic generators introduced above:
(1) The group of all c is a one-dimensional group isomorphic to R.
(2) The group of all e iθ is a one-dimensional group isomorphic to
Im(ᾱ · β) and " · " denotes the multiplication of the complex numbersᾱ and β. (5) For β ∈ C ∼ = R 2 , e iθ β = (e iθ · β)e iθ , where " · " again denotes the multiplication of the complex numbers β and e iθ .
Putting this all together, one can easily verify
Note that the identity element in Iso • (Nil 3 ) is 1 = 001 = ((0, 0, 0), 1) and
Finally for a = αc ∈ Nil 3 , we have e iθ a = (e iθ · α)ce iθ and denotes it by
consists of rotations ρ θ = ((0, 0, 0), e iθ ) of angle θ about the x 3 -axis. In our shorthand writing this is ρ θ = e
iθ .
An isometry ρ (c)
where c ∈ center(Nil 3
Clearly, the transformations ρ (c,α) t (t ∈ R) form a one-parameter group. Moreover, a simple computation yields the natural and unique representation:
A translation motion ρ t ∈ Nil 3 in direction (a 1 , a 2 , c) ∈ Nil 3 is given by
Example 4.2. The standard helicoid
is a helicoidal minimal surface in Nil 3 . In fact this surface is invariant under the helicoidal motion of pitch c.
Remark 4.3. Caddeo, Piu and Ratto [8] studied rotational surfaces of constant mean curvature (including minimal surfaces) in Nil 3 via "equivariant submanifold geometry" in the sense of W. Y. Hsiang [31] . Moreover, Figueroa, Mercuri and Pedrosa [28] investigated surfaces of constant mean curvature invariant under some one-parameter isometry group. For minimal surfaces the results of this paper and of the forthcoming paper [35] recover and expand their results.
In general one can consider any one-parameter group, not only a translation motion nor only a helicoidal motion along the axes α + Re 3 , α = a h . However, the following Theorem 4.5 implies that actually any one-parameter group which is not given by translations can be interpreted as a helicoidal motion.
Lemma 4.4. Let ρ = pφ ∈ Iso • (Nil 3 ) with p = π 0 p c , where π 0 ∈ R 2 , p c ∈ center(Nil 3 ) and φ = e iq ∈ U 1 for some q / ∈ 2πZ. Then ρ can be represented uniquely in the form
for some α ∈ R 2 ⊂ Nil 3 and c ∈ center(Nil 3 ).
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Proof. We compute the coefficients of any expression of the form
with c ∈ center(Nil 3 ), α = a h = a 1 + ia 2 and φ = e iq . Since φ satisfies (4.3), φα = φ[α]φ and we derive αφα
Now a straightforward computation shows that w = (cαφα −1 )φ has the coefficients
where we set w = (w 1 , w 2 , w 3 ) ∈ Nil 3 . Using q / ∈ 2πZ it is easy to prove that (a 1
where c t = tc ∈ center(Nil 3 ), α = a h ∈ Nil 3 is independent of t, and φ t = e itq with q = 0.
Proof. Let ρ t denote the given one-parameter group. We can write ρ t = π t p t φ t . Assuming without loss of generality q(0) = 0 this decomposition is unique. By definition ρ t+s = π t+s p t+s φ t+s . Moreover,
The equality ρ t+s = ρ t ρ s now implies that φ t is a one-parameter group. Hence φ t = e itq where q = 0, otherwise ρ t would be contained entirely in Nil 3 . Now we write ρ t = c t α t φ t α 
From (4.9) and (4.10), we obtain that α t is constant (say equal to α). Since now α = α r = α s = α r+s and since also (4.7) holds, we obtain (4.11) (c r c s αφ
Since φ * is a homomorphism of Nil 3 , we obtain
Therefore the factors on the right cancel. This implies c r c s = c r+s and the claim follows.
Remark 4.6. The theorem above was stated (without proof) in Theorem 2 in [28] .
In view of Theorem 4.5 above we introduce the following definition.
Definition 4.7. Let f : R → Nil 3 be a conformal immersion from a Riemann surface R into Nil 3 .
(1) f is said to be a helicoidal surface if the image f (R) is invariant under a one-parameter group of helicoidal motions {ρ 
holds for all t ∈ R. In particular, f is said to be a rotational surface if the helicoidal motion does not have a pitch. (2) f is said to be a translation invariant surface if the image f (R) is invariant under a one-parameter group of translation motions {ρ t } t∈R defined as in (4.6) , that is,
holds for all t ∈ R.
As a corollary of Theorem 4.5, we have the following. 
4.2.
Equivariance induced by one-parameter groups of Iso • (Nil 3 ). We now show that a one-parameter group of symmetries of a conformal minimal immersion f from a Riemann surface R in Nil 3 induces a minimal horizontal plane or a one-parameter group of symmetries for a conformal minimal immersionf of a strip S. More precisely we have the following theorem.
Theorem 4.9. Let f be a conformal minimal immersion from a Riemann surface R into Nil 3 and ρ t a one-parameter group in Iso • (Nil 3 ) acting as a group of symmetries of f , that is, ρ t .f (R) = f (R) holds.
(2) Assume that the one-parameter group ρ t acts without fixed points. Then there exists an open strip S ⊂ C containing the real axis and an immersionf : S → Nil 3 such that f (R) =f (S) and
for all z ∈ S, holds.
(1): Since ρ t is classified as in Definition 4.7 and has fixed points by assumption, it must be a rotation around the axis through a point (a, b, 0) ∈ Nil 3 parallel to the e 3 -axis.
Then we can choose a simply-connected domainD ⊂ C which contains z = 0 and a minimal immersionf :D → Nil 3 such thatf (D) ⊂ f (R) andf (0) is one of fixed points of ρ t .
Moreover there exists a γ t : z → ze it as a local one-parameter group ofD such that 0 ∈D is a fixed point of γ t andf is equivariant with respect to (γ t , ρ t ). Then for the harmonic normal Gauss map g : D → H 2 and the associated extended "spinor frame" F we obtain
for some a ∈ R and the extended frame F satisfies
where M t (λ) ∈ ΛSU 1,1σ and M t (λ = 1) = diag(e ait/2 , e ait/2 ) and k(t, z,z) ∈ U 1 . For z = 0 we infer (4.14)
As a consequence we obtain
In particular, k 0 (t) =M t (λ) is independent of λ and contained in U 1 . HenceM t (λ) is diagonal. As a consequence we have two cases: Case 1.M t (λ) = id for all t ∈ R. In this case also M t (λ) = id for all t ∈ R. But then f (e it z) = f (z) for all t ∈ R and f is not a surface.
Case 2.M t (λ) = k 0 (t) = diag(e iat/2 , e iat/2 ) = id, that is, a ∈ R \ 2πZ. SinceF (0, λ) = id we can perform the Birkhoff decompositionF (z,z, λ) =F − (z, λ)L + (z,z, λ) around z = 0 and obtain
Note thatF (0, 0, λ) = id implies thatF − is holomorphic with respect to z in an open neighbourhood of z = 0. Let η − (z, λ) =F
dz is the normalized potential associated with the minimal surface f , the normal Gauss map g, and the frameF . Then we obtain from (4.17): From equation (4.20) we infer that p is of the form p(z) = p j z j for some j ∈ Z and p j = 0. Moreover, j + 1 = a holds.
Since we know thatF − is holomorphic at z = 0 it follows that p is holomorphic at z = 0, whence j ≥ 0 follows. Now, if j > 0, then the surface f has a branch point at z = 0, a contradiction. As a consequence, j = 0. This case has already been considered in [18, Section 6] and it was shown that the corresponding minimal surfaces are horizontal planes. Then since the Abresch-Rosenberg differential Bdz 2 vanishes onf (D) ⊂ f (R), it vanishes on f (R) and the whole surface f (R) is the horizontal plane. 
This follows from the fact that the (never vanishing) vector field generating the one-parameter group action ρ t can be represented as ∂ ∂x in some chart.
Let S denote the strip parallel to the real axis and containing R which has the same height as D 0 . By [7] there exists a Delaunay type matrix D(λ) which generates a minimal immersion f x, h(y) ). Hence h(y) = y + c. This is impossible, since one strip has infinite width and the other one has only finite width.
Remark 4.10. Above we have shown that the invariance of f (R) under a one-parameter group without fixed points can be realized by an immersion of some open strip S. However, in general it is not possible to define a one-parameter group on the original surface R.
4.3.
One-parameter groups of Aut(R). It is well known that only a few Riemann surfaces admit a one-parameter group of automorphisms. For non-compact simply-connected Riemann surfaces only the following cases occur (up to conjugation by bi-holomorphic automorphisms (see, for example [25, Section V-4]):
(1a) C and all translations parallel to the x-axis, (1b) C and all multiplications z → e ta z with a ∈ C * .
(2a) H and all translations parallel to the real axis, (2b) H and all multiplications z → az with a positive real, (2c) H and all automorphisms fixing the point i.
In the cases (1b) and (2c) the Riemann surface contains a point which is fixed by the oneparameter group. We will show in Theorem 4.13 below that these cases only consist of very special minimal surfaces. In case (1b), if one removes the origin and considers the map C → C * , w → e aw , then the group action pulls back to translation parallel to the x-axis. A similar observation holds in case (2c), if one interprets it as rotation about the origin of the unit disk. In case (2b), one can map H via z → log(z) − iπ/2 to the strip parallel to the real axis between y = π/2 and y = −π/2 such that the one-parameter group turns into the group of translations parallel to the real axis.
In the following cases one can consider the universal cover and thus obtains strips with the one-parameter group of translations parallel to the real axis.
(3a) D * and all rotations about the origin, (3b) C * and all multiplications z → e ta z with a ∈ C * , (3c) A a,b and all rotations about the origin, where 0 < a < b and A a,b = {z ∈ C, 0 < a < |z| < b}.
Beyond the cases listed above, only tori admit one-parameter groups of automorphisms. Note that above already all conformal types of cylinders have been listed.
Definition 4.11. Equivariant surfaces for which the group acts by translations (on a strip) will be called R-equivariant. Equivariant surfaces for which the group acts by rotations (about a point) will be called S 1 -equivariant.
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The cases (1b) and (3b) do not fall directly into these two categories. Note, all S 1 -equivariant cases have a natural fixed point contained in the domain of definition, or not. Theorem 4.12. Let f : R → Nil 3 be an equivariant minimal surface of the type (3a), (3b) or (3c). Since the fixed point of γ t is not contained in R, one can realize the universal cover S of R as a strip containing the x-axis, such that the induced mapf : S → Nil 3 is R-equivariant relative to all real translations in the first two cases and in direction a in the last case. Moreover, in the cases (3a) and (3c)f is periodic and has a (smallest) positive real period, and in the case (3b) the period is 2π/a.
Proof. We only need to prove the last assertion. Suppose there does not exist a smallest positive period. Then there exists a sequence p n of positive periods converging to 0. Since f is real analytic, f is constant, a contradiction, since f is assumed to be a surface. In the case (3b) we consider the universal cover π a : C → C * , w → e aw . Then the given action corresponds to w → w + t. Hence the period is 2π/a.
Special equivariant minimal surfaces. Next we will show that S
1 -equivariant minimal surfaces with fixed point or vanishing Abresch-Rosenberg differential are very special. (2) By Proposition 2 in [18] , such a minimal surface is only a horizontal plane or a vertical plane. The only vertical plane does not have any fixed point.
4.5.
Basics about R-equivariant minimal surfaces. By our discussion in Sections 4.3 and 4.4, from here on we only need to consider R-equivariant surfaces which are defined on some strip S and have non-vanishing Abresch-Robernberg differentials. Specific properties of the different cases will be discussed elsewhere. For simplicity of notation we will, as before, abbreviate a function p(z,z) by p(z). Hence the expression p(z) does not necessarily denote a holomorphic function.
Theorem 4.14. Let f : S → Nil 3 be an R-equivariant minimal surface relative to the oneparameter group (γ t , ρ t ), γ t .z = z + t, and ρ t a one-parameter group in Iso • (Nil 3 ) which is not contained in Nil 3 . Let g denote the (non-holomorphic) normal Gauss map of f . Then we obtain
with 0 = a ∈ R. Moreover,
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(1) For the extended frame F of g given in (A.12), there exists some k(t, z) ∈ U 1 satisfying
where M t ∈ ΛSU 1,1σ , M t (λ = 1) = diag(e iat/2 , e −iat/2 ). (2) There exists a unitary diagonal matrix ℓ such that the frame F ℓ = F ℓ satisfies k ℓ (t, z) ≡ id.
Proof. The transformation behaviour (4.23) of F follows, since F : S → ΛSU 1,1σ is a lift of g : S → H 2 . Also note, since M t | λ=1 is a homomorphism, it is easy to verify that k(t, z) satisfies the cocycle condition
and we obtain (see for example [22, Theorem 4 .1]):
where ℓ(z) = ℓ(x + iy) = k(x, iy) −1 .
2 As a consequence, replacing the original frame F by F ℓ one obtains an extended frame as desired.
Remark 4.15. In the theorem above one could also permit one-parameter families ρ t which are contained in Nil 3 . This case will be discussed in Section 4.10 below. 
will be called R-equivariant.
4.6.
A chain of extended frames. For a detailed discussion of the relation between spacelike CMC surfaces in Minkowski space L 3 and minimal surfaces in Nil 3 it is important to use extended frames with specific additional properties. In [18] , also see (A.12), a specific extended frame was defined for all λ = 1 and the matrix entries were (by definition) the spinors associated with the associated family {f λ } λ∈S 1 of f . Note that the spinors of a minimal surface in Nil 3 are defined uniquely up to a common sign. By continuity in λ, the choice of sign for the ψ j thus is the same for all λ, whence irrelevant.
Hence the first extended frame in our chain is the extended frame mentioned above and denoted by F (z, λ) in (4.23). As pointed out in Theorem 4.14, this extended frame will, in general, not be R-equivariant under the action of the translational one-parameter group z → z + t. But we have shown that there exists some function ℓ(z) such that F ℓ = F ℓ defines an R-equivariant extended frame for the translational one-parameter group. The frame F ℓ is our second frame. Finally we consider an R-equivariant extended frame which also attains the value id at z = 0 for all λ:
The following is a brief proof:
Where we have used equation (4.24) with z replaced by iy, t by x and s by t.
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Thus we have the following triple of extended frames
Remark 4.17. Note, the frames F and F ℓ generate the same surfaces in L 3 and in Nil 3 via the respective Sym formulas. The frameF generates in L 3 a surface which is isometric to the previously generated surface, but the corresponding surface in Nil 3 has, in general, no simple relation to the other (two) surfaces in Nil 3 . However, as will explained below, exactly this frame yields a very simple "degree-one-potential" from which we will be able to construct what we want. Note, in such a chain, if one assumes that any of these extended frames has a translational one-parameter group of symmetries, then all three frames have such a symmetry. The framesF are R-equivariant normalized extended frames of the normal Gauss map g of f , where g : S → H 2 is non-holomorphic (since the surface has nonvanishing Abresch-Rosenberg differential) harmonic, and also define spacelike CMC surfaces in Minkowski 3-space L 3 . For more details on R-equivariant harmonic maps see, for example [7] and for spacelike CMC surfaces in L 3 see, for example [5] .
4.7.
The construction principle. In order to construct R-equivariant minimal surfaces in Nil 3 we will start in general from some special potential and will arrive at some R-equivariant normalized extended frameF , assuming the monodromy has the required properties. (In a sense just reversing the arrows in (4.25) above.) What special potentials we will need to start from will be the contents of the next sections.
At any rate, we will obtain the transformation behaviour (for t ∈ R and z ∈ S ′ ):
and we also knowF (0, 0, λ) = id. We will apply [7] to construct all of such frames. Note, while the potential will be defined on some strip S,F may be defined on some smaller strip S ′ only, see [35] .
AfterF has been constructed we want to use this frame to construct R-equivariant minimal surfaces in Nil 3 . But for this it is important to require thatM t is diagonalizable for λ = 1. In particular, the eigenvalues ofM t need to be unimodular at λ = 1, see Theorem 4.14. Therefore, in general, we need to change the frameF to another frame, for which the monodromy is diagonal for λ = 1. This is achieved by putting F = SF , where S diagonalizes the monodromy as required. (For more details see below.) Comparing to the chain of frames above we observe, that this new frame plays the role of F ℓ .
Remark 4.18. The normalized extended frameF with the right choice of initial condition S gives the extended frame F ℓ = SF not F . However, this is irrelevant for the resulting minimal immersion f . More precisely, if one plugs F and F ℓ into the Sym formula, then the resulting minimal surfaces are the same. Thus we will only consider F ℓ .
As pointed out already above, the change fromF to F ℓ is by multiplication:
with S(λ) ∈ ΛSU 1,1σ . Note sinceM t is diagonalizable at λ = 1 for all t ∈ R, one can choose S(λ) such that the monodromy M t (λ) = S(λ)M t (λ)S(λ) −1 of F ℓ is diagonal for λ = 1. More precisely, sinceM t (λ = 1) diagonalizable, we have two cases: 29 Case 1. The eigenvalues ofM t (λ = 1) are both 1. This meansM t (λ = 1) = id. Then we can choose S(λ) ∈ ΛSU 1,1σ arbitrary. Case 2. The unimodular eigenvalues ofM t (λ = 1) are different. In this case there exists some matrix S ∈ SU 1,1 such that SM t (λ = 1)S −1 is diagonal. Inserting λ and λ −1 respectively off-diagonal into S we obtain a matrix S(λ) ∈ ΛSU 1,1σ such that M t (λ) = S(λ)M t (λ)S(λ) −1 is diagonal for λ = 1.
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Altogether we obtain that F ℓ (z, λ) = S(λ)F (z, λ) is an extended frame for g which has monodromy M t (λ), and M t (λ = 1) is diagonal. As a consequence, we obtain an R-equivariant minimal surface in Nil 3 defined on some strip S ′ containing the real axis by applying the Sym formula stated in Section A.7. Case 2. Assume the eigenvalues ofM t (λ = 1) are unimodular and different. LetS ∈ ΛSU 1,1σ be another initial condition such thatSM tS | λ=1 = SM t S −1 | λ=1 . ThenS = δS with some loop δ ∈ ΛSU 1,1σ such that δ| λ=1 is diagonal. Let F ℓ andF ℓ be the corresponding extended frames associated with the initial conditions S andS, respectively. Then we obtainF ℓ = δF ℓ . Inserting F ℓ andF ℓ into the Sym formula, the resulting minimal surfaces are the same up to a rigid motion (see the proof of (b) of Theorem 1.2 for the computation).
Degree one potentials.
In the last subsection we have seen that for every R-equivariant minimal surface in Nil 3 its normal Gauss map is an R-equivariant harmonic map into H 2 . These maps have been investigated in [5] . It will be more helpful to us to follow the approach of [7] , translated into our setting. Here is our rendering of results of these two papers which are particularly relevant to this paper.
We consider f : S → Nil 3 to be an R-equivariant minimal surface relative to the oneparameter group (γ t , ρ t ), γ t .z = z + t, that is,
Let g : S → H 2 denote its (non-holomorphic) harmonic normal Gauss map andF an Requivariant extended frame for g which attains the value identity at 0. LetM t (λ) ∈ ΛSU 1,1σ denote the monodromy ofF .
By following [7, Section 3] in our setting and [5] we obtain the following characterization of all R-equivariant minimal surfaces in Nil 3 : Theorem 4.20. Every R-equivariant non-holomorphic harmonic map g : S → H 2 associated with an R-equivariant minimal surface in Nil 3 can be obtained from a constant holomorphic potential η = Ddz of the form
where all w j are independent of λ and z and (w −1 ) 12 denotes the (1, 2)-entry of w −1 . In particular D has purely imaginary eigenvalues for λ = 1.
Conversely, every constant η = Ddz as in (4.26) with initial condition S ∈ ΛSU 1,1σ such that SDS −1 | λ=1 is diagonal, generates an R-equivariant harmonic map g : S → H 2 defined on some strip S ⊂ C parallel to the real axis, and, by the Sym-formula (A.15), generates an R-equivariant minimal surface in Nil 3 .
Proof. Following the proof of [7, Section 3] verbatim we obtain the first two statements of (4.26). The last statement expresses the fact that we assume f to be an immersion at the base point "z = 0". Hence, to finish the proof of the first part of the claim we only need to prove the statement about the eigenvalues of D. But for the monodromyM t ofF defined in the last subsection we haveM
ThusM t (λ = 1) has the same eigenvalues as M t (λ = 1), where M t is the monodromy of the extended frame F ℓ . ButM t (λ) = exp(tD(λ)) by definition of D(λ), see [7] , and we know thatM t (λ = 1) is diagonalizable for all t. Hence D(λ = 1) has only purely imaginary eigenvalues and the claim follows. The proof of the second part of the claim follows from [7, Section 3] and the fact that we need diagonalizable monodromy in our situation. (1) The potential η = Ddz will be called the degree one potential of an R-equivariant minimal surface f . (2) The theorem above does not specify the size of the strip S in the second part of the theorem, since the Iwasawa decomposition of exp(zD) is not global. This issue will be discussed in the forthcoming paper [35] .
With the notation of Theorem 4.20, and the explanation of the construction principle in the previous subsection, the procedure of constructing R-equivariant minimal surfaces in Nil 3 from degree one potentials D is as follows:
Let us consider the solution C, taking values in ΛSL 2 C σ , of the holomorphic ODE dC = Cη with η = Ddz and initial condition id, Hence we obtain C(z, λ) = exp(zD(λ)). Then we perform an Iwasawa decomposition of C near z = 0. We obtain
whereF and V + take values in ΛSU 1,1σ and Λ + SL 2 C σ , respectively. We then choose S ∈ ΛSU 1,1σ such that it diagonalizes
Then by the construction, F ℓ is the extended frame of some R-equivariant harmonic map g : S → H 2 . Moreover since M t (λ = 1) is diagonal by construction, the corresponding minimal surface f in Nil 3 is also R-equivariant:
where ρ t ∈ Iso • (Nil 3 ). 4.9. Monodromy matrices and symmetries induced by R-equivariant actions. Note that to compute ρ t for all R-equivariant minimal surfaces, which are obtained from degree one potentials, it is not necessary to work out the Iwasawa decomposition explicitly. It suffices to know the monodromy M t (λ) = S(λ) exp(tD(λ))S(λ) −1 . In particular, the transformation behaviour of the R-equivariant minimal surface f in Nil 3 under the transformation z → z + t:
is determined by M t explicitly. In fact we consider a degree one potential η = Ddz, z ∈ C and λ ∈ C * , and write the matrix D in the form
where a ∈ C × , b ∈ C, c ∈ R and det D(λ = 1) = c 2 − |a +b| 2 ≥ 0. Then Theorem 1.2 actually tells us how to compute e itθ and ρ t . Letf be the immersion obtained by inserting F ℓ = S(λ)F into the Sym formula (A.15) with λ = 1. Then the proof of Theorem 1.2 shows thatf changes under γ t as followŝ
, where f L 3 is the map defined in (A.14), and
t ). As proved in Theorem 1.2, the resulting minimal surface f satisfies f (γ t .z) = ρ t .f (z) with ρ t = (p t , q t , r t ), e itθ where we set θ = det D| λ=1 = c 2 − |a +b| 2 ≥ 0,
We want to compute X t and Y t in more detail. For this we write λ = e iv , then for any function H(λ) we haveḢ =
A straightforward computation shows the following corollary.
, then X t and Y t can be computed as
where we set
Note, an inspection of the last two formulas yields that X t | λ=1 and Y t | λ=1 , and therefore also ρ t , can be computed from D.
Remark 4.23. The condition det D(λ = 1) > 0, that is, the monodromy matrix M t (λ) = S(λ) exp(tD(λ))S(λ) −1 has unimodular eigenvalues at λ = 1, is purely local, since det D(λ) takes non-positive values in general for some λ ∈ S 1 .
Translation invariant minimal surfaces.
It is clear that all R-equivariant minimal surfaces induce some one-parameter group {ρ t } t∈R ⊂ Iso • (Nil 3 ), and by Theorem 4.5, such one-parameter groups describe a helicoidal motion or a translation motion. Therefore in the following sections we characterize helicoidal and translation invariant minimal surfaces by the degree one-potentials in detail.
In this section we characterize translation invariant (4.6) minimal surfaces in Nil 3 .
Theorem 4.24. Let f be a translation invariant minimal surface. Then f is R-equivariant. Moreover, the corresponding degree one potential η = Ddz as in (4.27) satisfies D| λ=1 = 0.
Conversely, let η = Ddz be as in (4.27) a degree one potential satisfying D| λ=1 = 0. Then the resulting R-equivariant minimal surface is a translation invariant minimal surface.
Proof. Let f be a translation invariant minimal surface. Then it is clear that f does not have a fixed point on the surface and thus it is an R-equivariant surface by Theorem 4.9 and Theorem 4.12 and thus there exists a degree one potential Ddz with D as in (4.27).
We also know f (z + t) = ρ t .f (z) with ρ t a one-parameter group of isometries of Nil 3 as described in (4.6). In general, the rotation part of a symmetry ρ t yields, up to a factor 1/2 the eigenvalues of M t (λ) at λ = 1. Under our assumption the rotation part of ρ t is trivial, whence the eigenvalues of M t (λ) are identically 1 at λ = 1. But then the eigenvalues of D(λ = 1) vanish and since this matrix is diagonalizable, D(λ = 1) = 0 follows.
Conversely, let us start from some degree one potential D satisfying D| λ=1 = 0. From this we infer thatM t | λ=1 = exp(tD)| λ=1 = id, whence the resulting equivariant surface does not have a rotation part, that is, θ = 0. Hence by Theorem 1.2, we conclude that the original one-parameter group in Iso • (Nil 3 ) actually is contained in Nil 3 . Therefore the surface is a translation invariant minimal surface.
We now compute the one-parameter group {ρ t } t∈R with ρ t = (p t , q t , r t ) ∈ Nil 3 given by the degree one potential Ddz with D| λ=1 = 0 as follows. Since D| λ=1 = 0, we obtain that D has the form
We know from Section 4.7 that in the present case we can choose for C(z, λ) any in intial condition S(λ) taking values in ΛSU 1,1σ . Thus ρ t is given by (4.28) ρ t = ((p t , q t , r t ), 1) = ((4t Re a, 4t Im a, 0), 1).
Thus the surface is a translation invariant minimal surface with a direction ρ t given in (4.28).
Example 4.26. We next normalize without loss of generality to a = 1: Conjugate, if necessary, D by a diagonal matrix so that a is changed into a positive real number. Then change the complex coordinates by scaling. Now we choose another initial condition S, namely S| λ=1 = "boost",
Note, any S ∈ ΛSU 1,1σ can be decomposed as
whereS| λ=1 is a boost. Then the resulting surface defined by using the initial condition S is congruent to the surface given by the initial conditionS. Thus we only need to consider a boost as an initial condition. Without loss of generality we can assume p ≥ 0 and q ∈ [0, 2π).
Since the Iwasawa decomposition of exp(zD) = F V + can be computed directly as
where s = 2 Im(zλ −1 ). From this it is easy to see that as spinors ψ 1 and ψ 2 one can choose
Then another straightforward computation shows that the conformal factor of the metric of the resulting surface is For the present case, where q = 0, it is straightforward to verify that the resulting translation invariant minimal surface is Computations with general coefficients a, b, c are obviously quite laborious. Therefore we will restrict here to the case (4.30) below. Note that coefficients can be changed/simplified by using scalings of coordinates and/or immersions and one can move from one surface to another one in the same associated family etc. It is conjectured, that up to such manipulations the basic helicoidal surfaces can all be generated from the ones with a = 1 and c = 2. Therefore, we normalize a and c as (4.30) a = 1 and c = 2,
respectively. It seems that we can prove that without loss of generality a and c can be normalized as in (4.30) , however, it is rather complicated and we postpone the proof until the forthcoming paper [35] .
Then the condition det D| λ=1 > 0 is equivalent to that b is inside the open disk
that is, the disk with center (−1, 0) and radius 2 in the complex plane. Thus we have the following theorem.
Theorem 4.28. Let f be a helicoidal minimal surface in Nil 3 . Then the corresponding degree one potential η = Ddz satisfies det D| λ=1 > 0. Conversely, let η = Ddz be a degree one potential which satisfies condition (4.30) and det D| λ=1 > 0. Then there exists a helicoidal minimal surface with respect to the axis through the point α = a h ∈ Nil 3 parallel to the e 3 -axis with pitch c, where α and c are defined by
,
Moreover, the minimal helicoidal surface becomes a rotational surface (for obvious reasons usually called catenoid) if and only if the pitch c vanishes, that is, if
Proof. Clearly, any helicoidal minimal surface f does not have a fixed point on the surface and thus it is an R-equivariant surface by Theorem 4.12. Thus the normal Gauss map g is also equivariant and thus there exists a degree one potential η = Ddz by Theorem 4.20. Since f it is not a translation minimal surface, the eigenvalues of the monodromy matrix M t are unimodular and distinct, thus D satisfies det D| λ=1 > 0.
Conversely, let η = Ddz be a degree one potential which satisfies condition (4.30) and det D| λ=1 > 0.
Then let e 1 and e 2 denote orthonormal (with respect to the indefinite Hermitian inner product) eigenvectors of D| λ=1 . Then (e 1 , e 2 ) ∈ SU 1,1 and the matrix S, given by (4.35)
is contained in ΛSU 1,1σ . If we choose S as an intial condition for the solution to dC = Cη, then we obtain
Then by using Corollary 4.22,
where α, c and ℓ are given in (4.32) and (4.33), respectively. Thus in the relation f (γ t .z) = ρ t .f (z) the one-parameter group ρ t can be computed:
From (4.5), ρ t is a helicoidal motion with angle 2ℓt through the point (Re(α), Im(α), 0) and the pitch c. It is easy to see that det D| λ=1 > 0 holds. Moreover, this case was already considered in [18] , and the resulting surface is a horizontal plane or a horizontal umbrella depending on the initial condition S. Since we are interested in the case of equivariant minimal surfaces, we consider only horizontal planes.
4.12.
Minimal surfaces with R-equivariant normal Gauss maps. As we have shown that equivariant minimal surfaces Nil 3 have equivariant non-holomorphic harmonic normal Gauss maps and they induce the degree one potentials η = D dz. Conversely, η = D dz with D| λ=1 = 0 or det D| λ=1 > 0 induces an equivariant minimal surface in Nil 3 . In particular in the case of det D| λ=1 > 0, the initial condition S ∈ ΛSU 1,1σ is important to construct an helicoidal minimal surface, and it is essentially unique. If we choose an arbitrary intial condition S ∈ ΛSU 1,1σ , then the resulting minimal surface is no longer equivariant.
Corollary 4.30. Let η = Ddz be a degree one potential which satisfies the condition (4.30) and det D| λ=1 > 0. Then there exist a two-parameter family of minimal surfaces which are symmetric with respect to (γ, ρ) given by γ : z → z + 2π/ √ det D λ=1 and ρ = ((p, q, r), 1) given in (4.36) , that is, the resulting surface is periodic, but it is not equivariant in general.
Proof. We choose an initial conditionŜ in the construction of the resulting minimal surface f given by the degree one potential η = Ddz such that
and S is the intial condition given in (4.35) . Then the monodromy matrix
0 | λ=1 , where ℓ = √ det D| λ=1 > 0. Therefore, for t 0 = 2π/ℓ, we obtainM t 0 (λ = 1) = id, and thus the resulting surface is symmetric with respect to (γ, ρ), where γ : z → z + 2π/ℓ and ρ = ((p, q, r), 1) and p, q, r ∈ R are given by
.
Here · denotes the derivative with respect to v, λ = e iv . This completes the proof.
It is also natural to think about the remaining cases, that is, the cases where det D| λ=1 = 0 with D| λ=1 = 0 or det D| λ=1 < 0. It is easy to see that the resulting normal Gauss maps from such degree one potentials η = D dz are R-equivariant, however, the minimal surfaces in Nil 3 are not equivariant.
Proposition 4.31. Let η = Ddz be a degree one potential which satisfies the condition det D| λ=1 = 0 with D| λ=1 = 0 or det D| λ=1 < 0.
Then the normal Gauss map of the resulting minimal surface in Nil 3 is equivariant, however the resulting surface itself does not have any symmetry.
Proof. From the construction, it is clear that the normal Gauss map is equivariant. Since the monodromy matrix given by the potential η does not have unimodular eigenvalues, thus the resulting surface does not have any symmetry by Theorem 1.2.
Appendix A. Preliminary results
A.1. Heisenberg group Nil 3 . As in [18] we realize the three-dimensional Heisenberg group Nil 3 by R 3 with the group multiplication
and the left-invariant metric
The Lie algebra of Nil 3 will be denoted nil 3 . The standard basis e 1 , e 2 , e 3 of nil 3 ∼ = R 3 induces left-invariant vector fields which will be denoted by E 1 , E 2 , E 3 , see (1.5) . By D we will always denote a non-compact simply-connected Riemann surface. Usually this will mean D the unit disk or the complex plane.
A.2. Surfaces in Nil 3 . Let f : R → Nil 3 be a conformal immersion of a Riemann surface. We consider the 1-form f −1 ∂f dz = Φdz on a simply connected domain D ⊂ M that takes values in the complexification nil C 3 of the Lie algebra nil 3 . With respect to the natural basis {e 1 , e 2 , e 3 } of nil 3 , we expand Φ as Φ = 3 k=1 φ k e k obtain that (φ 1 ) 2 + (φ 2 ) 2 + (φ 3 ) 2 = 0, since f is conformal. Then there exist complex valued functions ψ 1 and ψ 2 such that 
where Re and Im denote the real and the imaginary part of a complex number respectively. We define a function h by
Then we get a section h(dz) 1/2 (dz) 1/2 of Σ ⊗Σ. This section is called the support of f . The coefficient function h is called the support function of f with respect to z. The support function h is represented as h = e u/2 cos ϑ. Here ϑ denotes the angle between N and the Reeb vector field E 3 (called the contact angle of f ). From [18, Proposition 3.3] , it is known that f has support zero at p, that is, h(p) = 0 if and only if E 3 is tangent to f at p. Thus a surface f is said to be nowhere vertical if it is nowhere tangent to E 3 .
In this paper we will usually assume that any surface considered in this paper is nowhere vertical. In this case, the map f −1 N has a nowhere vanishing third component. We usually normalize things so that this component is positive.
Remark A.1. From (A.1) it follows that f has branch points exactly where ψ 1 (p) = ψ 2 (p) = 0 holds. From (A.3) it follows that f is vertical exactly, where |ψ 1 (p)| = |ψ 2 (p)| holds. Hence a nowhere vertical surface has no branch points and thus will be an immersion.
A.3. The normal Gauss map. We identify the Lie algebra nil 3 of Nil 3 with Euclidean three-space E 3 via the natural basis {e 1 , e 2 , e 3 }. Under this identification, the map f −1 N can be considered as a map into the unit 2-sphere S 2 ⊂ nil 3 . We now consider the normal Gauss map g of the surface f in Nil 3 . The map g is defined as the composition of the stereographic projection π from the south pole with f −1 N, that is, g = π • f −1 N : D → C ∪ {∞} and thus, applying the stereographic projection to f −1 N defined in (A.2), we obtain
Note that the unit normal N is represented in terms of the normal Gauss map g as
The formula (A.4) implies that f is nowhere vertical if and only if |g| < 1 or |g| > 1, and our usual assumptions imply that always |g| < 1 holds.
Remark A.2. The normal Gauss map of a vertical plane satisfies |g| = 1. Conversely, if the normal Gauss map g of a conformal minimal immersion f satisfies |g| ≡ 1, then f is a vertical plane.
A.4. Nonlinear Dirac equation and the Abresch-Rosenberg differential. It is known that the generating spinors ψ 1 and ψ 2 satisfy the following nonlinear Dirac equation, see [4, 18] for example:
and e u/2 and h are expressed by ψ 1 and ψ 2 via (A.1) and (A.3). 4 The complex function U(= V) is called the Dirac potential of the nonlinear Dirac operator / D.
The Hopf differential A dz 2 is the (2, 0)-part of the second fundamental form of f derived from N. It is easy to see that A can be expanded as
Next, define B as the complex valued function
2H + i .
Here A and φ 3 are respectively the Hopf differential and the e 3 -component of f −1 ∂f for f in Nil 3 . The complex quadratic differentialÃ dz 2 will be called the Berdinsky-Taimanov differential. It is known that 2Bdz 2 is the original Abresch-Rosenberg differential [26, 1] . In this paper, by abuse of notation, we call Bdz 2 the Abresch-Rosenberg differential. We define a function w using the Dirac potential U(= V) by
Here, to define the complex function w, we need to assume that the mean curvature H and the support function h do not have any common zero. For nonzero constant mean curvature surfaces this is no restriction, however, for minimal surfaces, this assumption is equivalent to that h never vanishes, that is, that these surfaces are nowhere vertical. The opposite, minimal vertical surfaces which are always vertical are just vertical planes, as explained above. A.5. Loop groups. Here we recall definitions of various loop groups, see [36] in detail. Let SL 2 C be a special linear Lie group of degree 2, and define a twisted loop group of of SL 2 C, that is, a space of maps from S 1 into SL 2 C:
where σ = Ad(σ 3 ). We induce a suitable topology (such as a Wiener topology) on ΛSL 2 C σ such that ΛSL 2 C σ becomes an infinite dimensional Banach Lie group. Then we can define several subgroups of ΛSL 2 C σ :
where D + (resp. D − ) denotes inside (resp. outside) of the unit disk on the extended complex plane C ∪ {∞}. These subgroups ΛSU 1,1σ , Λ + SL 2 C σ and Λ − SL 2 C σ are called the twisted loop group of SU 1,1 , the "positive" and the "negative" loop groups of SL 2 C, respectively. By Λ + * SL 2 C σ we denote the subgroup of elements of Λ + SL 2 C σ which take the value identity at zero. Similarly, by Λ − * SL 2 C σ we denote the subgroup of elements of Λ − SL 2 C σ which take the value identity at infinity.
A.6. Flat connections. Recall that from our assumptions we know that the unit normal f −1 N is upward, that is, the e 3 -component of f −1 N is positive. We assume from now on that H = constant.
Hence the matricesŨ andṼ in (A.9) above simplify. Next we introduce a parameter λ as
He −w/2+u/2 .
At this point we state a result which is crucial for the rest of the paper. 
holds.
Proof. Writing out the integrability condition for (A.8) we obtain an equation, where (ψ 1 , ψ 2 ) is multiplied toŨ
Working out the equation (A.10) and subtracting one side from the other, we obtain a diagonal matrix of trace 0. Since (ψ 1 , ψ 2 ) only vanishes on a nowhere dense set, the integrability condition is equivalent to that the diagonal coefficients vanish. But this is the claim.
From (A.10), there exists a matrix valued functionF :
Before going on we change the matricesŨ λ andṼ λ by the gauge diag(e −w/4 , e −w/4 ) and obtain:
w .
Using the matrix zero-curvature condition discussed above, we can show that minimal surfaces in Nil 3 are characterized in terms of their normal Gauss map as follows.
Theorem A.5 (Theorem 5.3 in [18] ). Let f : D → Nil 3 be a conformal immersion which is nowhere vertical and α λ the 1-form defined in (A.11). Moreover, assume that the unit normal f −1 N is upward. Then the following statements are equivalent:
(1) f is a minimal surface. We note that the non-holomorphicity of the normal Gauss map comes from that the upper right corner of the (1, 0)-part of α λ (that is, U λ ) never vanish, since the surface is nowhere vertical. Then from (2) of Theorem A.5, there exists a F : D → ΛSU 1,1σ such that F −1 dF = α λ . In particular using the generating spinors it can be written as
See (5.8) in the proof of Theorem 5.3 of [18] . Thus the following definition is natural.
Definition A.6. Let f be a minimal surface in Nil 3 and F a ΛSU 1,1σ -valued solution to the equation
Then F is called an extended frame of the minimal surface f .
Remark A.7. It seems that there does not exist an appropriate isometry of Nil 3 which would give the expression f −1 f z any special form which would simplify its extended frame. is an orthogonal basis of su 1,1 = L 3 with timelike vector E 3 . The timelike vector E 3 generates the rotation group SO 2 which acts isometrically on L 3 by rotations around the x 3 -axis. On the other hand, the isometries exp(tE 1 ) and exp(tE 2 ) are called boosts.
Now we identify the Lie algebra nil 3 of Nil 3 with the Lie algebra su 1,1 as a real vector space. The corresponding linear isomorphism Ξ : su 1,1 → nil 3 is then given by su 1,1 ∋ x 1 E 1 + x 2 E 2 + x 3 E 3 −→ x 1 e 1 + x 2 e 2 + x 3 e 3 ∈ nil 3 .
It should be remarked that the linear isomorphism Ξ is not a Lie algebra isomorphism. For geometric meaning of this linear isomorphism, see Appendix C.
Next we consider the exponential map exp : nil 3 → Nil 3 . We define a smooth bijection Ξ nil : su 1,1 → Nil 3 by Ξ nil := exp •Ξ. Under this identification Nil 3 = su 1,1 , and SO 2 = {exp(tE 3 )} t∈R acts isometrically on Nil 3 by rotations around the x 3 -axis.
In what follows we will take derivatives for the variable λ. Note that for λ = e iθ ∈ S 1 , we have ∂ θ = iλ∂ λ . 
where the superscripts "o" and "d" denote the off-diagonal and diagonal part, respectively. Then, for each λ ∈ S 1 , the following statements hold:
(1) The map f L 3 is a spacelike constant mean curvature surface with mean curvature H = 1/2 in L 3 and N L 3 is the timelike unit normal vector of f L 3 . (2) The map f λ is a minimal surface in Nil 3 and N L 3 is the normal Gauss map of f λ . In particular, f λ | λ=1 gives the original minimal conformal surface f up to a rigid motion.
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Let F be the extended frame of a minimal surface f and α λ denote the Maurer-Cartan form of F . Moreover letF be a any solution ofF −1 dF = α λ which takes values in ΛSU 1,1σ , that is, F andF are related by F = UF with some z-independent ΛSU 1,1σ matrix U. Then pluggingF into the Sym formula (A.15), we obtain an another minimal surface in Nil 3 and it is not isometric to a original minimal surface f in general. We now generalize Definition A.6 of the extended frame of the minimal surface f as follows.
Definition A.9. Let α λ be 1-form defined in (A.11) for some minimal surface in Nil 3 . Let F be a solution of (A.16) F −1 dF = α λ , such that F ∈ ΛSU 1,1σ .
Then F will be called the extended frame of some minimal surface in Nil 3 .
Remark A.10. If we choose the initial condition of the solution F −1 dF = α λ properly, the extended frame F becomes the extended frame of the original minimal surface f .
A.8. Generalized Weierstrass type representation. We now briefly summarize the results of the generalized Weierstrass type representation in [18, Section 7] as follows: Let F be the extended frame of some minimal surface f in Definition A.6 defined on a simply connected domain D. The Birkhoff decomposition, see [18, Theorem 7.1] or [36] , of F is given as
Then form [18, Theorem 7.2] F − is meromorphic with respect to z and moreover, the MaurerCartan form F Step I. Let ξ − be a normalized potential in (A.17) and solve the following linear ODE: dC = Cξ − with C(z 0 , λ) = id.
Step II. Applying the Iwasawa decomposition in [18, Remark 8.1] for C near z 0 , that is,
where ω 0 = 0 λ −λ −1 0 . Then from Theorem 8.2 in [18] , F or ω 0 F is the extended frame of some minimal surface.
Remark A.11. Here the extended frame means Definition A.9, that is, the resulting minimal surface given by the Sym formula below may not be isometric to the original minimal surface f .
Step III. In the final step, minimal surfaces in Nil 3 can be obtained by the Sym formula in Theorem A.8.
Remark A.12. We note that the normal Gauss map of the resulting surface can be obtained by the extended frame F D or ω 0 F D by i 2 Ad(F )σ 3 or i 2 Ad(ω 0 F )σ 3 , which is in fact the unit normal to the spacelike constant mean curvature H = 1/2 surface f L 3 in L 3 defined in (A.14).
we obtain b(z, w) = a(z, w) + a(w,z). Hence (so far at least locally) we obtain, as desired, B = (φl) Consequently we arrive at C =Û ω 0V+ andφ(Û) =Û.
When w =z, thenφ is the anti-linear involution defining ΛSU 1,1σ and thusÛ takes values ΛSU 1,1σ . Moreover the leading term ofV + = lV + has real entries. Let C = F V + be the (unique) Iwasawa decomposition on z ∈ I e as in (2.3). Then we haveÛ = F and thus F l = U holds, and F l has a unique meromorphic extension. Moreover, on z ∈ I w , we havê
forÛ defined in (B.5).
Appendix C. Geometric meaning of the linear isomorphism su 1,1 and nil 3 C.1. Unimodular Lie algebras. Let us consider a 3-dimensional real unimodular Lie algebra g with basis {e 1 , e 2 , e 3 }. This Lie algebra is defined by the commutation relations:
[e 1 , e 2 ] = c 3 e 3 , [e 2 , e 3 ] = c 1 e 1 , [e 3 , e 1 ] = c 2 e 2 .
We introduce an inner product on g so that {e 1 , e 2 , e 3 } is orthonormal with respect to it.
Here we introduce auxiliary parameters µ 1 , µ 2 , µ 3 by
Now we restrict our attention to the range: We denote the metric Lie algebra by g(c, τ ). The corresponding simply connected Lie group with left invariant metric is denoted by G(c, τ ).
Then we have the following table of sectional curvatures:
K(e 1 ∧ e 2 ) = −3τ 2 + 2cτ, K(e 2 ∧ e 3 ) = K(e 1 ∧ e 3 ) = τ 2 .
The quantity κ := K(e 1 ∧ e 2 ) + 3τ 2 = 2cτ is called the base curvature of G(c, τ ).
45
Example C.1 (Nil 3 ). Let us choose c = 0 then g(0, τ ) is isomorphic to nil 3 (τ ). We have µ 1 = µ 2 = −µ 3 = τ , so we get K(e 1 ∧ e 2 ) = −3τ 2 , K(e 2 ∧ e 3 ) = K(e 1 ∧ e 3 ) = τ 2 . Hence κ = 0.
Example C.2 (SU 1,1 ). Next let us consider the case c < 0. In this case, the Lie algebra is isomorphic to su 1,1 and the isometry group of the corresponding simply connected Lie group G(c, τ ) is 4-dimensional and K(e 1 ∧ e 2 ) = −3τ 2 + 2cτ , K(e 2 ∧ e 3 ) = K(e 1 ∧ e 3 ) = τ 2 . Hence κ = 2cτ < 0.
One can see that nil 3 (τ ) = lim c→0 g(c, τ ). We can show that there is a real analytic collapsing G(c, τ ) → Nil 3 (τ ). Note that for c < 0, G(c, τ ) is the universal covering of SU 1,1 .
C.2. Anti de Sitter space. Now we consider the metric induced from the Killing form of su 1,1 .
First we take the basis {e 1 , e 2 , e 3 } of g(c, τ ) as before. Next we choose c so that c = −2τ > 0. Moreover we define a scalar product ·, · L by the rule {e 1 , e 2 , e 3 } is orthogonal and e 1 , e 1 L = e 2 , e 2 L = − e 3 , e 3 L = 1.
Denote by ω the left invariant 1-form on G(−2τ, τ ) dual to e 3 . Then the two scalar products are related by ·, · L = ·, · − 2ω
2 .
This scalar product is given explicitly by X, Y L = 1 2τ 2 tr (XY ). This shows that the induced Lorentzian metric is bi-invariant and proportional to the Killing metric. Since the metric is bi-invariant, we have
This implies that G(−2τ, τ ) is of constant curvature −τ 2 .
From these observations we can interpret the mysterious isomorphism nil 3 (1/2) → su 1,1 in the following way.
(1) For τ > 0 and c < 0, we consider the unimodular Lie algebra g(c, τ ) with basis {e 1 , e 2 , e 3 } and equip a scalar product ·, · = ·, · c,τ . (2) Take c = −2τ and change the inner product to the scalar product ·, · L . Then we have the Minkowski 3-space L 3 = Re 1 ⊕ Re 2 ⊕ Re 3 ;
The Lie algebra is su 1,1 . (3) On the other hand, fixing the inner product ·, · on g(c, τ ).
Then the resulting lim c→0 g(c, τ ) is Euclidean 3-space R 3 = Re 1 ⊕ Re 2 ⊕ Re 3 with nilpotent Lie algebra structure. Thus lim c→0 g(c, τ ) is nil 3 (τ ).
Thus there is a linear isomorphism (identity map) su 1,1 = g(−2τ, τ ) ←→ g(0, τ ) = nil 3 (τ )
given by e i ←→ e i .
