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Abstract
In this paper, we study the normwise perturbation theory of singular linear structured system with index
one. The structures under investigation are Toeplitz, circulant, Hankel matrices. We show that the structured
condition number is smaller than unstructured condition number. For speci5c right-hand side, we present the
condition number for structured system.
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1. Introduction
In this paper, we study the structured perturbations of group inverse and singular linear structured
system with index one. We give the estimate for structured perturbations with respect to unstruc-
tured perturbations. As we know, the structured matrices are used in various 5elds such as signal
processing, etc. Moreover, if we use the structure of the matrix, we get some better properties.
For example Toeplitz matrix, the inverse of Toeplitz matrix can be computed in O(n2) operations.
The group inverse of a singular matrix plays important roles in numerical analysis [2–4,6–8,12–14,
17–25].
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Recently, Rump [15,16] presented a perturbation theory for structured nonsingular linear system
and gave the tight upper bounds for the condition numbers for structured matrices. Xu et al. [26]
extended Rump’s results to the structured least-squares problem.
In this paper, we focus on the singular linear structured system with index one
Ax = b; (1.1)
where A∈M structn (C) is singular and x; b∈Cn. The set M structn (C) denotes a set of matrices with
structure struct. We study the structure struct
struct∈{Toep; circ;Hankel}; (1.2)
depicting the set of Toeplitz, circulant and Hankel matrices.
The perturbation system with respect to (1.1) is
(A+MA)(x +Mx) = b+Mb; (1.3)
where MA∈Mn(C); Mb∈Cn.
A condition number plays an important role in numerical analysis [9,10]. The condition number
describes the sensitivity of the linear system solution x respect to the perturbations in A and b. When
we take account of the structure of the structured matrix, the structure condition may be better than
unstructured condition number.
The condition number of (1.1) with respect to a weight matrix E ∈Mn(C) and a weight vector
f∈Cn is de5ned by

E;f(A; x) = lim sup
→0
{
‖Mx‖
‖x‖ : (A+MA)(x +Mx) = b+Mb;MA∈Mn(C);Mb∈C
n;
‖MA‖6 ‖E‖; ‖Mb‖6 ‖f‖
}
: (1.4)
When A is a structured matrix, for example, Toeplitz, it is reasonable to require that the pertur-
bation MA has the same structure. The structured condition number can be de5ned similar to (1.4):

structE;f (A; x) = lim sup
→0
{
‖Mx‖
‖x‖ : (A+MA)(x +Mx) = b+Mb;MA∈M
struct
n (C);Mb∈Cn;
‖MA‖6 ‖E‖; ‖Mb‖6 ‖f‖
}
: (1.5)
We will derive explicit formulas or estimations for 
struct. Especially, we will investigate the ratio

struct=
.
For an n× n complex singular matrix A, there exits a unique complex matrix X =AD, the Drazin
inverse [1] of A satisfying the following equation:
XAX = X; AX = XA; Ak+1X = Ak;
where k is the index of A. The index of the matrix A is the smallest nonnegative integer k such
that rank(Ak) = rank(Ak+1). When the index of A equals to one, the Drazin inverse of A is called
group inverse, denoted by Ag.
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From Jordan canonical form theory [1], we get that for any n× n matrix A with index(A)=1 and
rank(A) = r, there exits an n× n nonsingular complex matrix P such that
A= P−1
[
S 0
0 0
]
P; (1.6)
where S is an r × r nonsingular complex bi-diagonal matrix. Now we can write the group inverse
of A in the form
Ag = P−1
[
S−1 0
0 0
]
P: (1.7)
In this paper, we only study the P-normwise perturbations. The P-norm of a vector x is
de5ned by
‖x‖P = ‖Px‖2; (1.8)
where P is de5ned by (1.6) and for short we denote ‖x‖P by ‖x‖. Then the matrix P-norm of A is
de5ned by
‖A‖P = ‖PAP−1‖2 =
∥∥∥∥∥
[
S 0
0 0
]∥∥∥∥∥
2
= ‖S‖2: (1.9)
We denote the matrix P-norm and the vector P-norm by the same symbol ‖ · ‖.
To get the perturbation theory for group inverse, throughout this paper we assume that
Im(MA) ⊆ Im(A); Im(MAT) ⊆ Im(AT) (1.10)
and
b∈ Im(A); Mb∈ Im(A); (1.11)
where Im(A) denotes the range of the matrix A. We study the least P-norm solution of singular
system (1.1) [25]. Then with the above restrictions we know that the solution of (1.1) has the
expression
x = Agb:
It is easy to check that (1.10) is equivalent to
AAgMA=MA; MAAAg = MA: (1.12)
For example, let
A=


1 2 3 4 1
4 1 2 3 4
3 4 1 2 3
2 3 4 1 2
1 2 3 4 1


; MA=


1 2 3 4 1
4 1 2 3 4
3 4 1 2 3
2 3 4 1 2
1 2 3 4 1


;
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it is easy to check that A is a singular Toeplitz matrix with index one and the group inverse is
Ag =


−0:05625 0:1375 0:0125 0:0125 −0:05625
0:0125 −0:225 0:275 0:025 0:0125
0:0125 0:025 −0:225 0:275 0:0125
0:1375 0:025 0:025 −0:225 0:1375
−0:05625 0:1375 0:0125 0:0125 −0:05625


and
AAg = AgA=


0:5 0 0 0 0:5
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0:5 0 0 0 0:5


:
Obviously A and MA satisfy condition (1.12) and have the same Toeplitz structure.
If MA satis5es condition (1.10), from [22] we get
(A+MA)g = Ag − AgMAAg + O(2):
In this paper, we study the condition number for singular structured system with index one. In
Section 2, we derive the bounds for the structured condition number, and give a general expression
of the condition number. In Section 3, through exploring the structure, we show a general expression
of the condition number for Toeplitz, circulant and Hankel. Then we focus on the speci5c structure
circulant, Hankel, Toeplitz in Sections 4 and 5, respectively. At last, in Section 6 we discuss the
condition number for the group inverse for circulant matrix.
For short, we will use the following notation in this paper:
Mn(C) set of complex n× n matrices
M structn (C) set of structured complex n× n matrices, the same structure as in (1.2)
‖A‖ P-norm, P is the matrix de5ned in (1.6)
‖A‖2 2-norm of A
‖A‖F Frobenius norm (
∑
a2ij)
1=2
E some weight matrix
f some weight vector
AT the transpose of A
AH the complex conjugate and transpose of A
Null(A) the null space of A
Im(A) the range space of A
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2. General case
Let system (1.1) be given and 0 
= x∈ Im(A). For the weight matrix and vector we assume that
E ∈Mn(C), f∈Cn. E and f are given beforehand. We 5rst get the expression of the unstructured
condition number in Theorem 2.1. In Theorem 2.2, we show an estimate for the structured condition
number. Then we prove a general expression of the structured condition number in Theorem 2.3.
To prove Theorem 2.1, we need the following lemma.
Lemma 2.1. For the singular matrix A∈Mn(C) with index one, there exits a vector w∈ Im(A)
such that
‖Ag‖= ‖Agw‖;
where ‖w‖= 1.
Proof. From (1.7) and the de5nition of the P-norm, we know that there exits z ∈Cr such that
‖Ag‖= ‖PAgP−1‖2 =
∥∥∥∥∥
[
S−1 0
0 0
]∥∥∥∥∥= ‖S−1‖2 = ‖S−1z‖2;
where r = rank(A) and ‖z‖2 = 1.
Let
w = P−1
[
z
0
]
;
then
‖w‖=
∥∥∥∥∥
[
z
0
]∥∥∥∥∥
2
= ‖z‖2 = 1; and
‖Agw‖= ‖PAgP−1Pw‖2 =
∥∥∥∥∥
[
S−1 0
0 0
][
z
0
]∥∥∥∥∥
2
= ‖S−1z‖2 = ‖Ag‖:
From (1.6) we get
AAgw = P−1
[
S 0
0 0
]
PP−1
[
S−1 0
0 0
]
PP−1
[
z
0
]
= P−1
[
z
0
]
= w;
i.e., w∈ Im(A).
We 5nish the proof of the Lemma 2.1.
As similar to the conclusion of [11, Theorem 7.2], we get the following theorem for the condition
number of singular matrix A with index one.
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Theorem 2.1. With the same notations, the condition number of (1.1) with respect to a weight
matrix E ∈Mn(C) and a weight vector f∈Cn has the expression

E;f(A; x) = ‖Ag‖‖E‖+ ‖Ag‖‖f‖‖x‖ : (2.1)
Proof. We expand (1.3) and use the argument Ax = b. Then we get
x +Mx= (A+MA)g(b+Mb)
= x + AgMb− AgMAx +O(2); (2.2)
then
Mx = Ag(−MAx +Mb) + O(2): (2.3)
From de5nition (1.4) and taking the norm in (2.3), we have the following inequality:
‖Mx‖6 ‖Ag‖‖MA‖‖x‖+ ‖Ag‖‖Mb‖+O(2)
6 ‖Ag‖‖E‖‖x‖+ ‖Ag‖‖f‖+O(2);
then
‖Mx‖
‖x‖ 6 ‖Ag‖‖E‖+
‖Ag‖‖f‖
‖x‖ +O(
2);
using de5nition (1.4) we get that

E;f(A; x)6 ‖Ag‖‖E‖+ ‖Ag‖‖f‖‖x‖ : (2.4)
For given MA with ‖MA‖6 ‖E‖, if we choose Mb=−(‖f‖=‖E‖‖x‖)MAx; then ‖Mb‖6 ‖f‖ and
(2.3) implies
Mx =−AgMAx
(
1 +
‖f‖
‖E‖‖x‖
)
+O(2): (2.5)
Now we want to prove that 
E;f(A; x) could attain the upper bound in (2.4). To attain the upper
bound we use Lemma 2.1.
We choose
MA= 
‖E‖wxTPTP
‖x‖ ; Mb=−‖f‖w;
so that Mb∈ Im(A). Obviously ‖MA‖= ‖E‖ and ‖Mb‖= ‖f‖.
Now we want to prove that Im(MA) ⊆ Im(A) and Im(MAT) ⊆ Im(AT).
AAgMA= 
‖E‖AAgwxTPTP
‖x‖
= 
‖E‖wxTPTP
‖x‖
=MA
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and
(AAg)TMAT = 
‖E‖ATATgPTPAgbwT
‖x‖
= 
‖E‖
‖x‖ P
T
[
Ir 0
0 0
]
P−TPTPP−1
[
S−1 0
0 0
]
PbwT
= 
‖E‖PTPAgbwT
‖x‖
=MAT;
i.e.,
MAAAg = MA:
So we have Im(MA) ⊆ Im(A), and Im(MAT) ⊆ Im(AT).
It is easy to check that if we select the above MA and Mb, (2.4) attains the upper bound.
Corollary 2.1. For the natural choice E = A and f = b, we have the estimate for the condition
number

A(A; x) = ‖Ag‖‖A‖6 
A;b(A; x)6 2‖Ag‖‖A‖: (2.6)
Proof. It follows ‖Ag‖‖f‖=‖x‖6 ‖Ag‖‖A‖ that we have conclusion (2.6).
In (2.5) we 5nd to investigate the perturbations of structured or unstructured matrix, we only
focus on AgMAx. So we introduce the following de5nition.
Denition 2.1. For singular A∈Mn(C) with index one, 0 
= x∈ Im(A) and M structn (C) ⊆ Mn(C)
we de5ne
struct(A; x) = sup{‖AgMAx‖ : MA∈M structn (C); ‖MA‖6 1}:
For M structn (C) =Mn(C) we omit the superindex struct: (A; x).
Using De5nition 2.1, we get a lower bound for 
structE;f (A; x)
struct(A; x)
‖x‖
(
‖E‖+ ‖f‖‖x‖
)
6 
structE;f (A; x): (2.7)
On the other hand, because of (2.1), (1.5) and in view of M structn (C) ⊆ Mn(C), we get a upper
bound for 
structE;f (A; x)

structE;f (A; x)6 ‖Ag‖‖E‖+ ‖Ag‖
‖f‖
‖x‖ : (2.8)
Therefore, we get the following theorem.
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Theorem 2.2. For singular A∈M structn (C) with index one, 0 
= x∈ Im(A) and M structn (C) ⊆ Mn(C)
we have
struct(A; x)
‖x‖
(
‖E‖+ ‖f‖‖x‖
)
6 
structE;f (A; x)6 ‖Ag‖‖E‖+ ‖Ag‖
‖f‖
‖x‖ : (2.9)
Especially, struct(A; x) = ‖Ag‖‖x‖ implies

structA;f (A; x) = 
A;f(A; x) = ‖Ag‖‖A‖+ ‖Ag‖
‖f‖
‖x‖ : (2.10)
Proof. For MA∈Mn(C), let
MA=
wxTPTP
‖x‖ ;
where P is de5ned in (1.6) and w is de5ned in Lemma 2.1. Obviously ‖MA‖= 1. Then
(A; x)¿ ‖AgMAx‖= ‖Agw‖ · ‖x‖= ‖Ag‖‖x‖:
We have proved that in Theorem 2.1
Im(MA) ⊆ Im(A); Im(MAT) ⊆ Im(AT):
From above all equations (2.10) is attainable.
An immediate upper bound by (1.5) and (2.3)

structE;f (A; x)6
struct(A; x)
‖E‖
‖x‖ + ‖Ag‖
‖f‖
‖x‖ : (2.11)
Since MA must be the same structured matrix as A in De5nition 2.1, (2.11) may not be attain-
able. We will give a relationship between struct(A; x)‖E‖=‖x‖ + ‖Ag‖‖f‖=‖x‖ and 
structE;f (A; x) in
Theorem 2.3.
However, as we know, for any two vectors u; v∈Cn
max(‖u+ v‖; ‖u− v‖)¿ (‖u‖2 + ‖v‖2)1=2¿ 2−1=2(‖u‖+ ‖v‖):
Then we have
max(‖u+ v‖; ‖u− v‖) = c(‖u‖+ ‖v‖);
where 2−1=26 c6 1: In (2.3) we take norm, then we have
‖Mx‖= ‖PMx‖2 = ‖ − PAgMAx + PAgMb‖2 + O(2): (2.12)
Let u=−PAgMAx; v=PAgMb and in view of De5nition 2.1 and (1.5), we get the expression for
structured condition number.
Theorem 2.3. For singular A∈M structn (C) with index one, 0 
= x∈ Im(A) and M structn (C) ⊆ Mn(C),
the structured (P-normwise) condition number as de7ned in (1.5) satis7es

structE;f (A; x) = c
[
struct(A; x)
‖E‖
‖x‖ + ‖Ag‖
‖f‖
‖x‖
]
; (2.13)
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where 2−1=26 c6 1. For no perturbations in the right-hand side of (1.1), we have

structE;f (A; x) = 
struct(A; x)
‖E‖
‖x‖ :
This focuses analysis of structured condition numbers of the analysis of struct(A; x). In the fol-
lowing sections, we will discuss the condition number for speci5c structured matrices based on the
general results presented in this section.
3. Exploring structures
In this section, we present a general result on the condition number for the structure: circulant,
Hankel and Toeplitz. We get bounds for the ratio 
struct=
struct.
To further explore the structures, we extract the independent entries of a matrix into a vector
∈Ck , where k is only related to the structure, and decompose the matrix into a product of a matrix
struct ∈Mn2 ; k(C), denoting the structure of the matrix and the parameter vector . Speci5cally, we
denote vec(A) as the vector of stacked columns of A, the vector  is the subvector of vec(A)
consisting of the independent entries of A. The matrix struct only contains the information about the
structure A. Then
A∈M structn (C)⇔ ∃∈Ck : vec(A) = struct: (3.1)
For the structure: Toeplitz, circulant and Hankel the number of independent parameters k is given
in Table 1.
For the structure above the structure matrix struct is sparse with entries 0 or 1. The number k is
only related to the structure and not been decided by the matrix itself.
Now, a structured perturbation MA is only determined by the parameter vector M. To investigate
MA, we only focus on M. In De5nition 2.1 ‖MA‖6 1, so we should 5nd the norm relationship
between MA and M. Then we can compute the bounds for struct. In the following lemma we give
the norm’s relationship.
Lemma 3.1. Let singular A∈M structn (C) with index one and ∈Ck be given such that vec(A)
= struct. Then
 ‖A‖6 ‖‖6 !‖A‖ (3.2)
with  ; ! according to Table 2.
Proof. For A∈M circn we have
‖‖= ‖Ae1‖6 ‖e1‖‖A‖6 ‖e1‖
2(P)‖A‖26 ‖e1‖
2(P)‖A‖F
=
√
n‖e1‖
2(P)‖‖2 =
√
n‖e1‖
2(P)‖P−1P‖2
6
√
n‖e1‖
2(P)‖P−1‖‖‖;
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Table 1
The number of independent parameters for the structured matrices
Structure Circulant Hankel Toeplitz
k n 2n− 1 2n− 1
Table 2
The constants  and ! in (3.2) for the structures: circulant, Toeplitz and Hankel
Structures Circulant Toeplitz Hankel
 1=
√
n
2(P)‖P−1‖2 1=√n‖P−1‖2
2(P) 1=√n‖P−1‖2
2(P)
! ‖e1‖
√
2‖P‖2
2(P)
√
2‖P‖2
2(P)
where 
2(P) = ‖P−1‖2‖P‖2. So we get that
1
‖e1‖ ‖‖6 ‖A‖6
√
n
2(P)‖P−1‖‖‖; (3.3)
the left estimation is sharp for A= I .
For A∈MHankeln we have
‖‖26 ‖P‖22‖‖226 ‖P‖22 max(‖Ae1‖22; ‖eT1A‖22)
6 2‖A‖22‖P‖226 2‖PA‖22‖P‖22‖P−1‖22
6 ‖PAP−1‖22‖P‖22‖P−1‖22‖P‖22
= 2
2(P)2‖P‖22‖A‖2
and
‖A‖6 ‖P‖2‖A‖2‖P−1‖26 
2(P)‖A‖F
6 
2(P)
√
n
∑
2i =
√
n
2(P)‖‖2
=
√
n
2(P)‖P−1P‖26
√
n
2(P)‖P−1‖2‖‖:
So we get
1√
2‖P‖2
2(P)
‖‖6 ‖A‖6√n‖P−1‖2
2(P)‖‖; (3.4)
the left-side estimation is sharp for the Hankel matrix with a11 = ann =1 and zero entries elsewhere.
For A∈MToepn (C), Toeplitz matrices are related to Hankel matrices by
T ∈MToepn (C)⇔ JT ∈MHankeln (C)⇔ TJ ∈MHankeln (C); (3.5)
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where
J =


0 0 · · · 0 1
0 0 · · · 1 0
· · · · · · · · · · · · · · ·
0 1 · · · 0 0
1 0 · · · 0 0


n×n
:
As for Toeplitz matrix T , using the similar way in Hankel matrix we get
1√
2‖P‖2
2(P)
‖‖6 ‖A‖6√n‖P−1‖2
2(P)‖‖: (3.6)
To estimate struct = sup{‖AgMAx‖ : MA∈M structn (C); ‖MA‖6 1} we should consider MA, but MA
varies only in structured matrix. Now with the Lemma 3.1, we can only consider parameter vectors
M∈Ck; ‖M‖6 const, where k is the number of independent parameters according to Table 1 and
const follows by Lemma 3.1. We have
{MA∈M structn (C) : ‖MA‖6 1} ⊆ {MA∈Mn(C) : vec(MA) = structM;M∈Ck; ‖M‖6 !};
where M varies freely in a norm ball of the Ck .
Remark. In De5nition 2.1, MA must be a structure matrix and varies in the unitary ball of structured
matrix, this gives us great diOculty to estimate struct(A; x). By Lemma 3.1, we can turn to investigate
the parameter vector M which varies freely in a set of Ck .
To estimate struct(A; x) we should only consider the expression MA · x. In view of vec(MA)
= struct ·M we can get
MA · x = (xH ⊗ I)struct; (3.7)
where ⊗ denotes the Kronecker product.
We 5nd that the matrix (xH ⊗ I)struct ∈Mn;k(C) depends only on x, which has no relation with
perturbation matrix MA. Then we introduce the following de5nition:
structx = (x
H ⊗ I)struct ∈Mn;k(C); (3.8)
where the dimension k is in Table 1. This de5nition can be applied to every structure in (1.2). We
can calculate structx explicitly for the structure in (1.2). Now let us investigate the following Hankel
matrix:
H =


1 1 1
1 1 1
1 1 1

 ;
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obviously H is singular with index one. For 3×3 Hankel matrix H the size of structx is 9×5. It is easy
to get that the form of structx ·structx has a column block matrix with n blocks i ∈Mn;k ; 16 i6 n,
and
i =


0 · · · 0 1 0 · · · 0
· · · . . . · · ·
0 · · · 0 1 0 · · · 0

∈M3;5(C);
so that from equation structx = (x
H ⊗ I)struct we get the exact form of structx :
Hankelx =


x1 x2 x3
x1 x2 x3
x1 x2 x3

∈M3;5(C): (3.9)
It is easy to check that
circx = circ(x
T)T;
Hankelx = Toeplitz([x1; zeros(1; n− 1)]; [xTzeros(1; n− 1)]);
where T (x) = Toeplitz(x; [x1zeros(1; n− 1)]) in Matlab 6.5 notation.
Now by the means of estimating the norm of Agstructx  we have explicit bounds for 
struct.
Lemma 3.2. Let singular matrix A∈Mn(C) with index one and 0 
= x∈ Im(A). Let struct be one
of the structures mentioned in Lemma 3.1. Then
struct(A; x) = &‖Agstructx ‖;
where 06 &6 ! and ! given in Lemma 3.1.
Proof. Combining (3.8), (3.7) and (3.7) with De5nition 2.1 yields
06 sup{‖AgMAx‖ : MA∈M structn (C); ‖MA‖6 1}
= struct(A; x)
6 sup{‖Agstructx ‖ : ∈Ck; ‖‖6 !}
= !‖Agstructx ‖:
Because of the parameter &, we may expect a smaller struct(A; x) for the structures such as
circulant, Toeplitz and Hankel. Combining them with Theorem 2.3 we get the computable bounds
for the structured condition number.
Theorem 3.1. Let singular matrix A∈M structn (C) with index one and 0 
= x∈ Im(A). Let struct be
one of the structures mentioned in Lemma 3.1. Then

structE;f (A; x) = c
&‖Agstructx ‖‖E‖+ ‖Ag‖‖f‖
‖x‖ ; (3.10)
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where 2−1=26 c6 1 and 06 &6 ! for ! given as in Lemma 3.1. In case of no perturbations in
the right-hand side

structE;f (A; x) = &
‖Agstructx ‖
‖x‖ ‖E‖: (3.11)
This implies the following ratio between the structured and the unstructured condition
number.
Corollary 3.1. Let singular matrix A∈M structn (C) with index one and 0 
= x∈ Im(A). Let struct be
one of the structures mentioned in Lemma 3.1. Then

structE;f (A; x)

E;f(A; x)
¿ 2−1=2
‖Ag‖‖f‖=‖x‖
‖Ag‖‖A‖+ ‖Ag‖‖f‖=‖x‖ : (3.12)
4. Circulant matrices
An n× n circulant matrix has the form
C = circ(c0; c1; : : : ; cn−1) =


c0 c1 · · · cn−1
cn−1
. . . . . .
...
...
. . . . . . c1
c1 · · · cn−1 c0


: (4.1)
Circulant matrices have a number of remarkable properties [5].
For every circulant matrix it can be diagonalized by the discrete Fourier transformation F ∈Mn(C),
and that means C = FHDF for some diagonal D∈Mn(C). Then for singular circulant C we know
that its index is one. we have
C = FH
[
S 0
0 0
]
F; Cg = FH
[
S−1 0
0 0
]
F: (4.2)
Then the group inverse Cg is also a circulant matrix. Since C and Cg are circulant matrices, the
product CCg is also a circulant matrix. The P-norm of circulant matrix C and P-norm of vector z
become
‖C‖P = ‖FCFH‖2 =
∥∥∥∥∥
[
S 0
0 0
]∥∥∥∥∥
2
= ‖C‖2; ‖z‖P = ‖Fz‖2 = ‖z‖2; (4.3)
since F is unitary.
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Denote the permutation matrix Q, which having the following form:
Q =


0 1 · · · 0
...
. . . . . .
...
0
. . . . . . 1
1 0 · · · 0


:
Then the circulant in (4.1) can be written as
C = circ(c0; : : : ; cn−1) =
n−1∑
v=0
cvQv ∈M circn :
This polynomial representation implies that circulant matrices commute. Therefore, for A∈M circn ,
from De5nition 2.1 we know that
circ(A; x) = sup{‖MAAgx‖ : MA∈M circn ; ‖MA‖6 1}6 ‖Agx‖
and choosing MA= AgA∈M circn ful5lls
Im(MA) = Im(A); Im(MAT) = Im(AT);
it follows that
circ(A; x) = ‖Agx‖: (4.4)
So we have the following result for circulant matrices.
Theorem 4.1. Let a singular circulant matrix A∈M circn (C) (having index one) and 0 
= x∈ Im(A)
be given. Then

circE;f(A; x) = c
‖Agx‖‖E‖+ ‖Ag‖‖f‖
‖x‖ (4.5)
with 2−1=26 c6 1. Especially for no perturbations in the right-hand side, we have

circE (A; x) =
‖Agx‖‖E‖
‖x‖ (4.6)
and

circE (A; x)

E(A; x)
=
‖Agx‖
‖Ag‖‖x‖ ¿
1
‖Ag‖‖A‖ : (4.7)
Proof. The assertion follows from Theorem 2.3 and (4.4), where the last inequality stems from
‖x‖6 ‖A‖‖Agx‖.
We have got a lower bound for the ratio 
circE =
E . Now for the special choice of weight matrix
E = A and vector f= b, we want to get a better lower bound for the ratio 
circ=
. In the following
section we assume that E = A and f = b.
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To get the lower bound for the ratio 
circ=
, we need the following two lemmas.
Lemma 4.1. Let A∈Mn(C); z ∈Cn and a singular circulant C ∈M circn (C) (having index one) be
given. Then
‖AC‖= ‖ACH‖; ‖Cz‖= ‖CHz‖:
Proof. Since ‖A‖= ‖A‖2, we can apply the similar method in [15] to prove this lemma.
Lemma 4.2. Let singular A∈Mn(C) (having index one), 0 
= x∈ Im(A) and some M structn (C)⊆Mn
(C) be given, and A has the decomposition
A= PHDP; (4.8)
where P is unitary and D is diagonal. Suppose
struct(A; x)¿$‖AHg x‖ (4.9)
for 06$∈C. Then

structA;b (A; x)¿
($
2
‖Ag‖‖A‖
)1=2
:
Proof. Without loss of generality assume ‖x‖= 1. Then with the argument
AgAx = x;
we have
1 = ‖x‖2P = xHPHPx
= xHx = xHAgAx
= xHAgPHPAx
6 ‖xTAgPH‖‖PAx‖
= ‖AHg x‖‖Ax‖:
In view of (2.13) for E = A and f = b, ‖x‖= 1 and Ax = b, then right-hand side of (2.13) is
struct(A; x)‖A‖+ ‖Ag‖‖Ax‖¿ 2(struct(A; x)‖A‖‖Ag‖‖Ax‖)1=2
¿ 2($‖AHg x‖‖A‖‖Ag‖‖Ax‖)1=2
¿ 2($‖A‖‖Ag‖)1=2
¿ ($‖A‖‖Ag‖)1=2;
so by Theorem 2.3 we have

structA;b (A; x) = c
[
struct(A; x)
‖A‖
‖x‖ + ‖Ag‖
‖b‖
‖x‖
]
¿ c($‖A‖‖Ag‖)1=2¿
($
2
‖Ag‖‖A‖
)1=2
;
since c¿ 2−1=2.
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Remark. Condition (4.8) does not imply that A is real symmetric or complex Hermite since D may
not be a real matrix. But it is true for real symmetric or complex Hermite matrix.
Then we get the following theorem for singular circulant matrix C.
Theorem 4.2. For a singular circulant A∈M circn (C) (having index one) and 0 
= x∈ Im(A), we have
1
2
√
2‖Ag‖ ‖A‖
6

circA;b(A; x)

A;b(A; x)
6 1:
Proof. For
A= FH
[
S 0
0 0
]
F ∈M circn (C)
being a circulant matrix,
Ag = FH
[
S−1 0
0 0
]
F
is a circulant matrix as well, by (4.4) and Lemma 4.1 shows that
circ(A; x) = ‖Agx‖= ‖AHg x‖: (4.10)
Obviously, A ful5lls condition (4.8), combining Eq. (4.10) with Lemma 4.2 yields

circA;b(A; x)¿
√
‖Ag‖‖A‖
2
and

A(A; x) = ‖Ag‖‖A‖6 
A;b(A; x)6 2‖Ag‖‖A‖ (4.11)
implies
1
2
√
2‖Ag‖‖A‖
6

circA;b (A; x)

A;b(A; x)
6 1:
5. Hankel and Toeplitz matrices
In Sections 2 and 3, we have obtained the bounds for the structured condition number of Hankel
matrix and Toeplitz matrix. In the following, we will choose special perturbation matrix MA then
get a small ratio for 
Hankel=
.
For singular matrix A∈MHankeln (C) with index one, we know that A is complex symmetric. In the
following theorem we get the lower bounds for Hankel matrix.
Theorem 5.1. Let singular Hankel matrix A∈MHankeln (C) with index one, and 0 
= x∈ Im(A) be
given. Then

HankelA;b (A; x)¿
√
2‖Ag‖‖b‖
‖x‖ (5.1)
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and therefore
1¿

HankelA;b (A; x)

A;b(A; x)
¿
1√
2‖Ag‖‖A‖
: (5.2)
Proof. Let MA= A=‖A‖, then ‖MA‖6 1 and Im(MA) = Im(A); Im(MAT) = Im(AT). Now we have
Hankel(A; x)¿
‖AgAx‖
‖A‖ =
‖x‖
‖A‖ ;
which implies that
Hankel(A; x)‖A‖+ ‖Ag‖‖b‖¿ ‖x‖+ ‖Ag‖‖b‖¿ 2
√
‖Ag‖‖b‖‖x‖:
Consequently, by Theorem 2.3

HankelA;b (A; x)¿
1√
2‖x‖ (
Hankel(A; x)‖A‖+ ‖Ag‖‖b‖)¿
√
2‖Ag‖‖b‖
‖b‖ :
Since ‖x‖6 ‖Ag‖‖b‖, we have 
HankelA;b (A; x)¿
√
2. Then it follows from (2.6) that
1¿

HankelA;b (A; x)

A;b(A; x)
¿
1√
2‖Ag‖‖A‖
:
Let us investigate the following example from the signal processing:
a1 =


0:14252909806721
−0:14076125670641
0:13708523893351
−0:13104284795597
0:12184498169655
−0:11137636957318


; a2 =


−0:11137636957318
0:12184498169655
−0:13104284795597
0:13708523893351
−0:14076125670641
0:14252909806721


:
The Hankel matrix A is de5ned as A=Hankel(a2; aH1 ) in Matlab 6.5 notation. One can easily check
that A is singular and has index one.
In (1.1) we choose x is the 5rst column of A. Then we get

A(A; x) = ‖A‖‖Ag‖= 1:399531225021958e + 003:
Using Theorem 3.1 we get that

HankelA 6 &
‖AgHankelx ‖‖A‖
‖x‖ 6
√
2
‖AgHankelx ‖‖A‖
‖x‖ 6 6:602870418109748e + 002:
This example shows that the structured condition number is small compared with the unstructured
condition number.
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For Toeplitz matrix we use the similar method of Theorem 5.1, we have the following results.
Theorem 5.2. For the singular Toeplitz matrix A∈MToepn (C) with index one and 0 
= x∈ Im(A).
Then

ToepA;b (A; x)¿
√
2‖Ag‖‖b‖
‖x‖
and
1¿

ToepA;b (A; x)

A;b(A; x)
¿
1√
2‖Ag‖‖A‖
:
6. Group inverse of structured matrices
Similar to the structured condition number for nonsingular matrix, the structured condition number
for group inverse is de5ned by

structA (A) = lim sup
→0
{‖(A+MA)g − Ag‖
‖Ag‖ : MA∈M
struct
n (C); ‖MA‖6 ‖A‖
}
: (6.1)
For MA satisfying (1.10), we have [22]
‖(A+MA)g − Ag‖= ‖AgMAAg‖+O(2) (6.2)
and
‖AgMAAg‖6 ‖Ag‖2‖A‖:
Thus, we have

structA (A)6 ‖Ag‖‖A‖:
On the other hand, let MA= A, then MA and A have the same structure and ‖MA‖= ‖A‖. Since
for this particular MA
‖AgMAAg‖
‖Ag‖ =
‖AgAAg‖
‖Ag‖ = 1;
we have 
structA (A)¿ 1. Therefore, we get the low and upper bound for 

struct
A (A)
16 
structA (A)6 ‖Ag‖‖A‖: (6.3)
In the following theorem we can prove for the circulant structure the structure condition number
for matrix group inversion can attain the upper bound.
Let us introduce a de5nition similar to De5nition 2.1.
Denition 6.1.
 struct(A) = sup{‖AgMAAg‖ : MA∈M struct ; ‖MA‖6 1}: (6.4)
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Using De5nition 6.1 we can prove that the circulant matrix can attain the upper bound in (6.3).
Then we draw the following conclusion for circulant matrix.
Theorem 6.1. For circulant structure, and singular A∈M circn (C) with index one, then

circA (A) = ‖Ag‖‖A‖: (6.5)
Proof. For singular circulant matrix A we have the decomposition in Section 4
A= FH
[
D 0
0 0
]
F; (6.6)
where F is the Fourier matrix and D is a diagonal matrix.
Let +; x ful5ll the following condition:
Agx = +x; |+|= ‖D−1‖2 = ‖Ag‖:
In fact x is the column vector of unitary matrix FH, belonging to the eigenvalue |+|. We can know
that ‖x‖= 1.
Similarly, in Section 4 we choose MA= AAg ∈M circn (C), then using De5nition 6.1 we get
 circ(A)¿ ‖AgAAgAg‖
= ‖AgAg‖¿ ‖AgAgx‖
= |+| ‖Agx‖= |+|2‖x‖
= ‖Ag‖‖Ag‖:
From above inequality we know that  circ(A) = ‖Ag‖‖Ag‖. Then it is easy to prove

circA (A) = ‖Ag‖‖A‖:
For the Hankel and Toeplitz matrix, the structured condition number of group inverse can attain
the upper bound ‖Ag‖‖A‖ for some special matrices. Let us consider the following example:
A= i


1 1 1
1 1 1
1 1 1

 ;
where i is
√−1. Obviously, A is a Hankel matrix and also a Toeplitz matrix. It is easy to get the
Schur decomposition of A:
A= UDUH =


−0:5774 −0:5774 −0:5774
0:8165 −0:4082 −0:4082
0 −0:7071 0:7071




3i 0 0
0 0 0
0 0 0




−0:5774 0:8165 0
−0:5774 −0:4082 −0:7071
−0:5774 −0:4082 0:7071

 ;
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where U is a unitary matrix. Then we know that the P-norm of A is just the 2-norm of A. We can
easily compute the group inverse of A
Ag =− i9


1 1 1
1 1 1
1 1 1

 :
Particularly, we have
AAg =
1
3


1 1 1
1 1 1
1 1 1

 :
So AAg has the same structure as A. We chose MA= AAg(‖AAg‖= 1), then
‖AgMAAg‖= ‖AgAAgAg‖= ‖A2g‖= 19 = ‖Ag‖2:
So we get that

structA (A) = ‖Ag‖‖A‖:
7. Concluding remarks
In this paper, we study the structured perturbation of the group inverse and the singular linear
system with index one. It is natural to ask if we can extend our results to the Drazin inverse and
the singular linear system with arbitrary index. It will be a future research topic.
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