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ABSTRACT 
 
Conventionally the power network operators were obliged to buy all the wind 
energy generated by wind farms. However, as the penetration of wind energy (or 
generally any other sort of renewable source) in a power system is increased, the 
ability of other generators to balance the demand becomes limited. This will 
necessitate the control of wind turbines in order to generate a given demand power 
rather than extracting the maximum wind power. This control approach is termed 
³3RZHU 'HPDQG &RQWURO´ LQ WKLV WKHVLV ,Q FRQWUDVW to Power Demand Control, 
³3RZHU 6PRRWKLQJ &RQWURO´ XWLOL]HV HQHUJ\ VWRUDJH Vystems in order to absorb 
high frequency wind fluctuations, hence, delivering a smoother version of wind 
power into the grid/load. The drawback of the Power Smoothing approach is that 
the average power into the grid/load is still determined by the available wind 
power rather than the system operator. The Power Demand Control approach, 
which has received little attention in literatures, is the main focus of this thesis. 
This research proposes control schemes with and without external energy storage 
for the Power Demand Control strategy.  
This thesis studies different possible methods of applying Power Demand Control, 
in particular the droop control method. It is shown that a droop-controlled wind 
IDUPGRHVQRWQHHGDFHQWUDO³6XSHUYLVRU\ZLQG)DUP&RQWURO´XQLWWRGHWHUPLQH
the power demanded from each DFIG. Moreover, a droop-controlled wind farm 
has the advantage of controlling the local grid voltage and frequency. This means 
that no external voltage and frequency source is required which makes a droop-
controlled wind farm a more suitable option for integration of wind energy at 
distribution level. The classical droop control is modified in order to make the 
DFIGs share the demand power not only according to their ratings but also to their 
associated available wind power. The applications of the control paradigm are 
discussed, including: integration into microgrids, AC grids and HVDC connection 
feeders. This work mainly concentrates on microgrid applications. 
ii 
 
An Energy Management System is proposed in order to keep the energy level of 
the eneUJ\VWRUDJHRUWKH'),*¶VVKDIWVSHHGZLWKLQLWVOLPLWVXVLQJDQ$X[LOLDU\
Generator and a Dispatchable Load. Different possible system configurations are 
introduced and their advantages and drawbacks are discussed. 
It is illustrated through simulation that the proposed control scheme can inherently 
ride-through a grid fault with no need for communication. Furthermore, it is shown 
that the control scheme can operate if the wind speed drops to zero.     
The simulations are carried out using the PSCAD/EMTDC software. 
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LIST OF SYMBOLS 
 
Rs, Rr Stator and rotor resistance 
Ls, Lr, Lo 
ls,lr  
Stator, rotor and mutual inductance 
Stator and rotor leakage inductances 
p Pole pair number 
 J Combined turbine and generator inertia 
Ze, Zr, Zs Supply, rotor and slip angular frequency 
ird, irq, isd, isq, Machine rotor and stator currents in dq axis  
ims Machine magnetising current 
igcd, igcq Front-end converter current in dq axis 
vrd, vrq, vsd, vsq, Machine rotor and stator voltages in dq axis 
Ms, Mr Machine stator and rotor flux 
șs Stator flux angle 
Te, Tm Electrical and mechanical torque 
m 
n       
N               
Active power-frequency droop gain 
Reactive power-voltage droop gain 
Gear ratio 
S Machine slip 
] Damping factor 
C DFIG DC-link capacitance 
Vdc DFIG DC-link voltage 
Rȕ Pitch angle maximum slew rate 
PDFIG, PHVDC Machine and HVDC link active power 
QDFIG,QHVDC, QFILTER Machine, HVDC link and AC filter reactive power 
D HVDC rectifier firing angle 
Io HVDC rectifier DC-link current 
RC HVDC DC-link cable resistance 
LC HVDC DC-link cable inductance 
Eo                                     Inverter output voltage in the DC-link 
ȡ Air density 
ȕ Pitch angle 
v 
 
A Rotor blade area 
Cp Power coefficient 
Vw Wind speed 
Ȝ Tip speed ratio 
DE DE stationary axis 
dq dq rotating axis 
_ Vector variables 
* 
pu 
pugen 
Reference variables 
Per Unit (based on the total wind farm) 
Per Unit (based on the associated DFIG) 
Pes Energy storage power 
Ees Energy level of energy storage 
 
Extractable wind power (i.e. the power transmitted 
to the shaft with pitch angle=0) 
 
Average of the extractable wind power  
 
 

extP

aveP
vi 
 
 
Glossary of terms 
  
 
DFIG: Doubly Fed Induction Generator 
SCIG: Squirrel Cage Induction Generator 
GB: Gearbox 
DSFO: Direct Stator Flux Orientation 
ISFO: Indirect Stator Flux Orientation 
LCC: Line Commutated Converter 
VSC: Voltage Source Converter 
MPT: Maximum Power Tracking 
CTM: Constant Torque Mode 
CPM: Constant Power Mode 
DG: Distributed Generation 
T&D: Transmission and Distribution 
PSC: Power Smoothing Control 
PDC: Power Demand Control 
AG: Auxiliary Generator 
DL: Dispatchable Load 
EMS: Energy Management System  
PFC: Power Flow Controller 
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1. Introduction and technical background 
1.1 Environmental impact to energy use 
The Kyoto Protocol is an international agreement, negotiated in December 1997. 
7KHREMHFWLYHRIWKH.\RWR3URWRFROLVWKH³VWDELOL]DWLRQRIJUHHQKRXVHJDV&22, 
NOx, SOx, etc) in the atmosphere at a level that would prevent dangerous 
anthropogenic interference ZLWK WKHFOLPDWH V\VWHP´ [1]. Thirty six countries are 
required to reduce their greenhouse gas emissions below the level specified for 
each of them in the treaty [2]. Some industrialized nations have committed to 
making substantial reductions in their greenhouse emissions by 2012. Over one 
hundred countries have ratified the protocol, but have no obligation beyond 
monitoring and reporting their greenhouse emissions. Therefore, many counties 
are setting targets to increase the amount of the electrical energy produced by 
renewable energy sources.  
The United Kingdom is a signatory to the Kyoto Protocol. The energy policy of 
the United Kingdom fully endorses goals for carbon dioxide emissions reduction 
and is committed to proportionate reduction in national emissions. To achieve this, 
the Government has set a target that 15% of the generated electrical energy will be 
produced from renewable sources by 2015.   
The main renewable sources of energy are wind, solar, geothermal and tidal. 
Amongst theses renewable sources, wind energy generation is receiving much 
interest all over the world. The rated capacity of installed wind power reached 
nearly 46000MW worldwide during 2004 and is expected to reach 175000MW by 
2012 [3]. This work is concentrated on the wind energy generation.     
1.2 Wind energy and energy storage  
Due to the environmental and economical reasons the penetrations of wind energy 
in power systems is rapidly increasing worldwide. It is predicted [4] that by 2020 
XS WR  RI WKH ZRUOG¶V HOHFWULFLW\ ZLOO EH VXSSOLHG IURP ZLQG SRZHU 7KH
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impacts of wind energy on power grids is better understood at present compared to 
a decade ago, but its integration into power grids continues to be a topic that 
receives a considerable amount of interest in the international community [5]. The 
effects of wind energy on power systems have been investigated to some extent: 
spinning reserve requirements, effects on power quality, reactive power demands 
and voltage control [6-8]. As a result of these studies, many utilities have revised 
their existing grid codes to include specific functionalities which must be satisfied 
by wind generators [9]. Technically this requires modifications to traditional wind 
farm designs in the form of added equipment, implementation of modern wind 
turbine technologies, sophisticated prediction and control strategies, or a 
combination of the above [7].  For example, conventionally, the power network 
operators were obliged to buy all the wind energy produced by wind farms. 
However, this is subject to change as the wind energy penetration increases and 
recently the Danish power operator introduced a fine for the wind farms producing 
energy more than the demanded value.  
The primary problems associated with the wind energy are due to the nature of the 
source itself, which is both time varying and difficult to predict [10]. 
Consequently, the output power of wind farms is time varying and unpredictable 
as well. Since the energy to the grid must equal that of the total demand, a strict 
power balance must be upheld. The wind power variations in power systems with 
low level of wind energy penetrations are more or less tolerable. However, in 
cases where wind energy reaches a high level of penetration, the effect of these 
variations become more evident as the ability of other generators to balance the 
load requirements becomes limited. The situation is deteriorated in cases where the 
wind generators are connected to a weak system or a distributed feeder. In these 
cases the oscillating wind powers are reflected in voltage and frequency 
fluctuations at the point of connection, which can result in undesirable secondary 
effects. Although the majority of the wind farms are connected to the transmission 
systems, it is noted that in a considerable number of these cases they are connected 
to a weak system since wind energy sources are often far from the main grid and 
central generators. At the distribution level, the need to supply the local load is not 
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always required. However, in cases where island operation is required (i.e. 
microgrids); the entire local load needs to be supplied by the distributed generators 
including the wind turbines.  
The fluctuating power results in a number of problems such as voltage flicker, 
balancing the demand, and instability, especially in the cases of remote or islanded 
power systems [10-12]. Although combining the generator with power electronic 
interfaces can enable the reactive power-voltage control, the real power control 
remains an issue which requires further attention. It is noted that spatial 
distribution of many turbines across the farm does in fact reduce the oscillation of 
the total wind farm output power as an averaging effect is produced across all the 
wind turbines due to the phase shift in their associated wind speeds. However, in 
cases where the number of wind turbines is small or when the capacity of the wind 
farm is significant compared with the other generators, the need for power 
management and improvement in power quality still exist. Furthermore, the 
produced wind power is still unpredictable which will require an auxiliary source 
and energy management scheme in order to maintain the power demanded by the 
load.  
Energy Storage (ES) systems have emerged as a potential solution to overcome the 
intermittency and the short term varying nature associated with wind energy 
generation [13]. Integration of the ES system into wind energy generation can 
benefit the power system in different aspects such as [3, 14, 15]: 
 
x Smoothing the wind power fluctuations through absorbing its higher 
frequencies [16].  
x  Controlling active power balance [5, 17]. 
x Providing spinning reserve in order to support the local grid frequency 
control [18, 19]. This uses the concept of active power-frequency control in 
which as power increases the frequency drops. Therefore, the ES capacity 
can be used to absorbs or inject energy in order to provide frequency 
control. 
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x Supporting the low voltage ride-through capability by serving as a power 
sink during low system voltages [14]. Recent grid codes require the wind 
generator to stay connected during voltage depressions. In such occasions, 
in which the wind power has no place to go, the ES can serve as a power 
sink to absorb the wind energy. This application requires ES technologies 
with large energy capacity especially in the case of large wind farms.  
     
ES systems can be classified into short-term or long-term. The short-term ES 
systems are usually used to smooth out wind power fluctuations while the long-
term ES systems are controlled to level the imbalance between the demand and 
available wind energy. In a short-term ES system the normal approach has been 
for power smoothing in which the ES absorbs the higher wind frequency 
fluctuations. This is called Power Smoothing Control (PSC) [5, 16, 17]. This thesis 
will address short-term (or medium-term) ES, not by PSC, but as an aid to meeting 
the required user power demand in conjunctions with other auxiliary energy 
management hardware. This will be called Power Demand Control (PDC). This 
work is mainly concentrated on the PDC strategy. 
The wind turbine rotor inertia can also be used as an ES mechanism [20-22]. 
However, due to the obvious limitation resulting from the overspeed rating of the 
generator and the fact that the wind turbine exhibits unstable behaviour for low 
shaft speed; the use of the turbine inertia as the only ES mechanism is not very 
beneficial. Obviously using an external ES can enhance the benefits of the ES for 
the power system. This thesis will propose control structures both with and 
without an external ES. 
1.2.1 Review of current ES technologies 
A number of different ES technologies currently exist. In all of them a power 
electronic interface is needed in order to be properly integrated with the grid. 
In selecting the type of the storage device for a given need, both the power rating 
and energy rating of the device must be considered. Moreover, the charging and 
discharging characteristics and efficiency are important factors in choosing the 
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type of the ES device. While the nature of the storage device will influence the 
power electronic interface structure, the limitation of the system and the energy 
capacity of the ES impose the need for a management scheme in order to 
coordinate the flow of energy to and from the device. The most common ES 
technologies can be summarized in terms of short-term, medium-term and long-
term ES [14, 23] as is shown in Table 1.1: 
 
Time scale 
Short-term 
<10s 
Medium-term 
10s-60mins 
Long-term 
1-24hors 
Storage 
types 
Capacitors 
Supercapacitors 
Flywheel 
SMES 
Batteries 
Flywheel 
Hydro-pumped 
Hydrogen generation 
Hydro-pumped 
Hydrogen generation 
Regenerative fuel cell 
Compressed air 
Table 1.1. Comparing different ES technologies in terms of short-, medium- and long-term [14] 
The short-term ES systems range from 100W to 500kW, the medium-term ES 
systems range up to 1000kW and the long-term ES systems can be rated up to 
20MW [23].  
It is noted that this work concentrates mainly on short-term to medium-term ES 
systems. However, it will not deal with a certain type of ES technology. It is 
intended to study the possible control scheme for the ES systems and possible 
locations for them. Therefore, throughout this thesis, the ES system is simulated 
by an ideal DC-voltage source connected to the grid through an AC/DC converter. 
The different ES technologies are briefly reviewed as follows:         
   
Batteries 
Batteries come in many different types and are perhaps the most versatile than any 
of the storage devices as they offer desirable storage characteristics for wide 
ranges of applications and are generally cheaper in most cases. Rechargeable 
batteries such as valve-regulated Lead-acid or nickel-cadmium are the most 
popular due to their availability and reliability [24].    
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Supercapacitors 
Similar to batteries, supercapacitors [5, 16] are based on an electrochemical 
system and are voltage based device which are usually interfaced using a DC/DC 
chopper. Supercapacitors are able to manage similar energy densities as the 
batteries but with longer lifetime and lower maintenance. However, they are only 
available for very low voltage (about 3V) [24].  
Superconducting Magnetic Energy Storage (SMES) 
In SMES [10, 12, 25], the energy is stored in form of a dc current circulating in a 
large inductor. The resistance of a superconductor is zero so the current can flow 
without reduction in its magnitude. The variable current through the 
superconducting coil is converted to a voltage, which can be connected to an 
inverter. SMESs are well-suited for fast exchange of large amount of power. 
However, their long-term storage capacity is limited and they are relatively 
expensive [24].  
Flywheel 
Flywheel ES [19, 26, 27] systems store energy mechanically in the form of kinetic 
energy by spinning a mass about an axis. The electrical energy input keeps the 
flywheel rotor spinning until called upon to release the stored energy through a 
generator [24].  
Hydrogen generation 
In hydrogen generation ES [11, 28-30] systems, as its name suggests, the extra 
wind (or sunshine) energy is used to generate hydrogen (e.g. by electrolysing 
water) which later can be used in fuel cells to generate electrical energy when there 
is lack of energy. The drawback of this system is their slow response to fast power 
transient due to the slow internal electrochemical and thermodynamic 
characteristic of fuel cells. This problem can be solved by using supercapacitors in 
order to improve the dynamic response of the system [24]. A fuel cell works like a 
battery but does not need recharging. It will produce electricity as long as 
hydrogen is supplied. A fuel cell consists of electrodes-an anode and a cathode- 
sandwiched around an electrolyte. Hydrogen is fed to the anode, and oxygen is fed 
to the cathode. Activated by a catalyst, hydrogen atoms separate into protons and 
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electrons, which take different paths to the cathode. The electrons go through an 
external circuit, creating a flow of electricity. The protons migrate through the 
electrolyte to the cathode, where they reunite with oxygen and the electrons to 
produce water. The Regenerative (or reversible) fuel cell produces electricity from 
hydrogen and oxygen, but can also be reversed and powered with electricity to 
produce hydrogen and oxygen.  
Hydro-pumped 
In Hydro-pumped storage systems the energy stored by pumping water up to a 
large reservoir and is released through a water turbine connected to a generator 
whenever required. This system is usually used in peak shaving but is well-suited 
for providing balance services as well. However, it usually requires suitable 
geological location [15].  
Compressed air 
Compressed air [31] energy storage system uses an intermediary mechanical-
hydraulic conversion also called the liquid-piston principle. These systems are 
raising interest as they do not produce any waste. They also can be integrated with 
a cogeneration system, due to the thermal processes associated with the 
compression and expansion of gas. Their efficiency can be optimized by 
combining them with other storage system [24].    
 
As mentioned before, this work will not concentrate on a particular ES technology 
and will simulate the ES by an ideal DC-voltage source interfaced through an 
AC/DC converter. The energy capacity and the power rating of the ES system are 
provided in pu. However an example of flywheel ES is considered in Appendix D 
in order to provide a perspective of the physical size of the required ES.     
1.3 Distributed generation 
The rapid growth in the electrical energy demand puts the transmission system 
under greater stress every year resulting in a system operation closer to its edge i.e. 
greater possibility for stability problems than any time in the past [32]. The basic 
solution to this problem is to construct more transmission lines, which is very 
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difficult especially with this increasingly rapid growth in demand. The other 
solution is to use the existing system in a more effective way. Moreover, it is well-
known that the retail customers are requiring much higher power quality than ever 
before due to the increase of digital systems and sophisticated control [33, 34]. On 
the other hand, facing global environmental problems makes the increase in 
renewable energy penetration inevitable which in turn makes the higher power 
quality requirements even harder to meet [35, 36].  Therefore the three major 
difficulties for future Transmission and Distribution (T&D) systems can be 
summarized as follows: 
 
x Providing for the rapid growth in demand and enhancing the robustness of 
system with minimum increase in transmission lines. 
x Coping with the increase in penetration of renewable energy such as wind 
and photovoltaic systems. 
x Improving the local reliability to ensure the power quality demanded by 
customers.  
 
These difficulties necessitate the re-thinking or even re-deigning of T&D systems 
in order to find a more effective way to use them. Decentralisation of generation 
and storage systems, which is called Distributed Generation (DG), has emerged as 
a promising solution for the difficulties mentioned above [33, 37, 38]. DG is a 
variety of small power generators and storage facilities which are located as close 
as possible to users. The use of DG enables customers to have some degree of 
energy independence, increases the reliability of service, improves the efficiency 
of energy, and finally increases the ability of system to exploit more renewable 
energy. Furthermore, DG benefits the electric utility by reducing congestion on 
grid, decreasing the need for new generation and transmission capacity, and 
offering services such as local frequency and voltage control [36, 39, 40].      
As the penetration of renewable energy increases, the intermittent nature of 
renewable energy becomes a greater problem requiring the central generation to 
provide the back-up energy. This increases both the stability problems (similar to 
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those found in intermittent load such as arc furnaces) and also grid losses [34, 36]. 
Distributed generation and storage can provide the required back-up energy with 
minimum loss and stability problem. Renewable energy generation must be 
VXSSOHPHQWHGZLWK³GLVSDWFKDEOH´UHVRXUFHVVXFKDVVWRUDJHDQG ORFDOJHQHUDWLRQ
in order to balance the generated energy with demand [33, 35].  
1.3.1 Microgrids 
Microgrids have received increasing attention as a means of integrating DG into 
the electricity network. The microgrid is an integrated energy delivery system that 
consists of interconnected DG units and controllable loads which may be operated 
autonomously and can operate in parallel with, or isolated from, the main power 
grid [34, 36]. Conventionally the T&D systems were not designed to 
accommodate generation and storage at distribution level. Therefore the main 
challenge is how these DG units can be integrated as a microgrid to form units that 
are controllable and well-behaved at grid level. If the microgrid is connected to the 
main grid, it will appear as a load to the main grid when the DG units cannot meet 
the local load. However, when the DG output exceeds the local demand, the 
microgrid appears as a generator to the main grid. Hence, the main challenge is 
when the microgrid is islanded from the main grid since the DG units must meet 
the local demands. Obviously, the situation deteriorates as the renewable energy 
penetration into the microgrid increases.  
Advanced power electronics and control technologies have made it possible to 
integrate a range of distributed energy generation and storage with existing 
electrical power systems [34, 36, 41]. Figure 1.1 shows an example of microgrid 
consisting of a range of DG units which are integrated into a three-level hierarchy 
through power electronics. Using such a control structure, the microgrid can be 
regarded as a self-controlled entity within the power system [34, 36]. The Static 
Switch (SS) is used to connect the microgrid to the main grid whenever required. 
Microgrids are customer-friendly, as they are designed to meet their local needs 
for electricity and heat. They can also benefit customers through providing 
uninterruptible power, enhancing local reliability, reducing transmission loss and 
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supporting local grid voltage and frequency. In order to achieve this functionality 
each component of the new distribution system must react to local information 
such as voltage and frequency to correctly change its operation point [32, 33, 35, 
42]. The other important feature is to make sure that there is no component like a 
master controller or a central storage unit which is critical for operation of the 
microgrid i.e. the microgrid can continue operation with the loss of any 
component. 
 
Figure 1.1. Example of hierarchical microgrid with both AC and DC links [36] 
One conventional and yet robust way to achieve local control without fast-
centralised communication is to control active and reactive power flow to and 
from each component by utilizing frequency and voltage droops [33-35]. This is 
pretty much similar to how current T&D systems are controlled. However the 
biggest obstacle is the renewable energy and the rapid increase in their penetration.  
Wind generators are traditionally integrated to the grid by power electronic 
converters that require a voltage source to provide voltage orientation for the 
control of the real and reactive power flow. It implies that they can neither be 
easily integrated within microgrids (especially in island mode) nor connected to 
weak grids since they cannot alone control the local grid voltage and frequency. 
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This becomes more crucial in cases where the wind power supplies a significant 
part of the load in the microgrid. This thesis is intended to address this problem. 
1.4 Contribution of this thesis 
This work augments an array of wind generators with frequency and voltage droop 
characteristics in order to share an active and reactive load. Although the proposed 
control structure is mainly concentrated on microgrid applications, the method is 
quite applicable for direct ac grid connection as well as connection via HVDC 
links. The active power-frequency droop will be adjusted in order to make the 
wind generators share the load not only according to their ratings, (which is the 
case for classical droop control), but also according to the available wind power. 
The method will be validated for both with and without auxiliary ES units. This 
thesis also proposes a novel ES control method in which the output power of the 
wind generator(s)-ES system is totally smooth and equal to the power demanded 
by the load. An Energy Management System (EMS) for both with and without 
external ES is proposed and illustrated through PSCAD simulations. This thesis 
will also investigate the different possible places for the ES and other components. 
The grid fault and zero wind power ride-through scenarios are also studied in this 
work.   
1.4.1 Layout of the thesis 
The thesis is structured as follows: 
 
Chapter2 reviews generator drive technologies for variable speed wind turbines. 
The Doubly Fed Induction Generator (DFIG) will be chosen in this work. 
Different control methods for DFIG and wind turbine are studied. The 
Mathematical model of a DFIG is developed and the vector control scheme for 
both grid-side and rotor-side converters of the DFIG are explained. Two different 
control methods for DFIGs are identified: Direct Stator Flux Orientation (DSFO) 
and Indirect Stator Flux Orientation (ISFO). The DSFO-controlled DFIGs, which 
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are also called grid-connected DFIGs [43], are field orientated off the grid voltage 
and appear as current sources in a power system. However, the ISFO-controlled 
DFIGs, which are also known as standalone structure [44], operate like voltage 
sources in a power system and hence can be equipped with droop characteristics. 
Since in an ISFO-controlled DFIG the torque-component of the rotor current is 
determined by the load, there is lack of the direct torque control which is the main 
drawback of this control method. This problem will be addressed in the following 
chapters. The PSCAD\EMTDC wind turbine model, which is used throughout this 
thesis, is also briefly explained and different wind turbine control modes are 
discussed. Finally wind characteristics and the PSCAD wind model are explained.  
 
Chapter 3 considers DSFO-controlled DFIGs with external ES system(s) and 
identifies two control strategies: Power Smoothing Control (PSC) and Power 
Demand Control (PDC). The application of the two strategies in a DSFO-
controlled wind farm connected to both AC grid and HVDC link will be discussed. 
The different wind farm grid voltage and frequency control structures in each case 
will also be illustrated. Through PSCAD simulation it will be illustrated that in a 
PSC, the power into the grid is a smoothed version of the wind power, and the 
PSC strategy may not be appropriate for a power system with a high penetration of 
wind energy. It will be also shown that in the PDC structures for a DSFO-
controlled DFIGs-ES system, communication between the system operator and the 
wind farm is necessary in order to determine the reference power and pitch angle 
for each wind turbine. This is in addition to the energy management 
communication which is usually needed to maintain the energy level of the ES 
within its limits. It will be discussed that the DSFO-controlled wind farms seem 
not to be the best choice for integrating with microgrids especially if the wind farm 
supplies significant part of the load.  
 
Chapter 4 reviews the different functionalities that may be required from a wind 
farm including the active power-frequency and the reactive power-voltage control. 
The chapter also explains the existing methods for supporting the local grid 
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voltage and frequency and argues that an external voltage and frequency source is 
still required. However, an ISFO-controlled wind farm augmented with droop 
characteristics has the potential to fully control the local (wind farm) grid voltage 
and frequency. This chapter explains the different applications of a droop-
controlled wind farm including AC grid connection, HVDC connection, and 
integration within a microgrid. This chapter will equip an array of ISFO-controlled 
DFIGs with the classical frequency and voltage droops and compares the active 
and reactive power sharing using droops with that of without droops. It will be 
shown through PSCAD simulation that a droop-controlled wind farm is inherently 
able to ride-through loss of the grid with no need for communication.  
 
Chapter 5 considers a microgrid including a droop-controlled wind farm with no 
external ES. In this scenario the DFIGs control the local grid voltage and 
frequency and share the local load. The wind turbine moment of inertia operates as 
a short-term ES such that the shaft speed can be considered as an indicator for the 
excess or shortfall of energy. In order to keep the shaft speed within its limits, an 
Energy Management System (EMS) is required. The EMS consists of an Auxiliary 
*HQHUDWRU $* DQG D FRQWUROODEOH RU ³'LVSDWFKDEOH /RDG´ '/ 7KHVH DUH
explained with their integrated operation with turbine pitch control. This chapter 
also adjusts the gains of the frequency-active power droops in order to make the 
DFIGs share the load according to the available wind power. This is called 
variable droop method. Although the proposed control scheme works with the 
standard droop, it will be shown that the variable droop can significantly reduce 
the energy needed from AGs.  
 
Chapter 6 considers a wind generator-ES system delivering a constant power 
demanded by the load while no AG is available. Not having an AG is obviously 
impractical due to the limited capacity of ES systems. However, such a scenario is 
included here since it is a case study for a DFIG under a non-Maximum Power 
Tracking (MPT) control which is more appropriate for this scenario. The chapter 
consists of two main parts. The first part proposes and designs a generator 
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electrical torque control scheme through regulating the ES power. The same 
control structure will be used in the following chapters to control the torque of the 
generator. The second part of this chapter attempts to derive a mathematical 
expression for the size of the required ES for a given wind profile. The 
mathematical results are quite close to the simulation ones in case of a sinusoidal 
base wind speed profile. Although this not the case for a real wind speed profile, a 
similar approach might be adopted in future research to obtain satisfactory results 
in case of real wind speed as well. The second part covers work which was 
discontinued, but it is included here for completeness and it may also have archival 
value.  
 
Chapter 7 considers a microgrid consisting of variable droop-controlled DFIGs, 
ES, AG and DL while the local grid voltage and frequency are fully controlled by 
the DFIGs. Two methods for controlling the ES system will be investigated. The 
first method exploits the turbine inertia as an ES mechanism. This method is 
similar to the Chapter 5 while the ES appears as a buffer between the turbine 
inertia and the AG and DL. In the second approach the ES power is regulated in 
order to control the electrical torque of the DFIG. The advantages and the 
disadvantages of the two approaches are discussed.  A pitch angle control scheme 
will also be proposed which is applicable for both ES control methods. An EMS 
will also be explained which uses the AG and DL in order to keep the energy level 
of the ES within its limits. Although variable droop method is used in this chapter, 
the proposed control schemes are also applicable with the standard droop at the 
expense of more energy demanded from the AG.    
 
Chapter 8 considers the same microgrid as Chapter 7 (i.e. an array of variable 
droop-controlled DFIGs, ES, AG and DL) and studies the different system 
configurations and fault ride-through scenarios. It will be shown that the droop-
controlled wind farm is inherently able to ride-through a fault on the local grid 
with no need for communication. This chapter also explains the ride-through 
scenario in case of zero wind speed situation. In Chapter 7 the ES units are 
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distributed amongst individual DFIGs while the DL is aggregated on the local 
grid. This chapter will illustrate that it is also possible to aggregate the ES on to 
the local grid and/or to distribute the DL amongst the individual DFIGs. 
 
It should be emphasized that the proposed control schemes in this thesis are quite 
applicable for small microgrid as well as large wind farms. Throughout this thesis, 
all the results will be given in pu in order to make it easier to follow. However, 
this PhD was initially focused upon large offshore wind farms connected to HVDC 
links. Therefore, the parameters are given in pu based on 1000MVA. In cases with 
two DFIGs, the rating of the DFIG1 is 0.66pu and that of the DFIG2 is 0.34pu. In 
such cases, the power and the energy level of the distributed elements (ES and/or 
DL) will be given based on the ratings of their associated DFIG which is denoted 
as pugen throughout this thesis. The DFIGs parameters, which are given in 
Appendix B, are originally from the previous works carried out in Nottingham 
University [4, 48]. It is emphasized that since all results in this thesis will be 
displayed in pu (or pugen), the rating of the DFIGs are not important. 
Two real wind speed profiles will be used throughout this thesis. The two wind 
speed profiles are sampled at each second, however, the methods of their 
measurements are unknown.       
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2. Control of Doubly-Fed Induction Generator and 
Wind Turbine  
In this chapter, generator drive technologies for variable speed wind turbines are 
reviewed and then different control methods for Doubly Fed Induction Generator 
(DFIG) and wind turbine are studied. Mathematical models of a grid-connected 
DFIG and a standalone DFIG are introduced. PSCAD\EMTDC wind turbine 
model, which is used throughout this thesis, is briefly explained and different wind 
turbine control modes are discussed. Finally wind characteristics and PSCAD 
wind model are shortly explained.  
2.1 Generator drive technologies for variable speed wind 
turbines 
There are generally two types of wind turbines: fixed-speed and variable speed. In 
fixed-speed wind turbine a squirrel cage induction generator (SGIG) is used to 
convert the mechanical energy into electrical energy. In this case almost always 
capacitor banks are needed to compensate the reactive power drawn by the SCIG. 
Due to the almost constant shaft speed (less than 1% variation), the wind power 
fluctuations are converted into mechanical and therefore electrical power 
fluctuations. This causes voltage variations especially in case of a weak grid, 
which is known as flicker [45, 46]. Integration of power electronics with wind 
turbines enabled shaft speed control [43, 44] which offers advantages such as: 
 
x More wind energy capture by optimum shaft speed operation of wind 
turbine. 
x Less drive train stress and less power fluctuations to grid since some wind 
fluctuations are stored in shaft inertia rather than directly conducted to 
drive train [4, 47].  
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x Reduction in noise at low rotational speed and improved fault ride-through 
ability [48]. 
 
The rotational speed of a wind turbine is very low and must be adjusted to the 
electrical frequency. This can be done by using either a gear box or a generator 
with high number of poles. There are mainly three types of variable speed wind 
turbine. The first one, which is known as Doubly-Fed Induction Generator (DFIG), 
uses a wound rotor induction generator with a partial scale power electronic 
converter (rated at approximately 30% of nominal generator power) connected to 
the rotor circuit while the stator circuit is connected to grid. In this type, which is 
shown in Figure 2.1.a, the speed range typically comprises synchronous speed -
40% to +30% depends on the size of the converter [45]. Similar to the fixed-speed 
type, it needs a gearbox (GB). Its main drawbacks are the needs of protection to 
meet ride-through regulations and higher maintenance due to slip rings.  
New technologies enable decoupling between generator and grid using full scale 
converter system. This allows a wider range of generator control, the possibility of 
elimination of gearbox in certain cases, and better control of energy flow to the 
grid [15]. Figure 2.1.b shows a SCIG connected to the grid through a full scale 
power electronic converter. Unlike DFIG it does not need protection to meet ride-
through regulation but this is achieved at the price of much bigger converter. 
However it still needs a gearbox. The third type of variable speed wind turbines, 
shown in Figure 2.1F LVFDOOHG³GLUHFW-GULYHZLQGWXUELQH´DV LWGRHVQRWQHHGD
gearbox. In this type a low speed multipole synchronous generator with the same 
rotational speed as the wind turbine is used to convert mechanical energy to 
electrical energy. The generator can have either a wound rotor or a rotor with 
permanent magnets [45]. The stator circuit is connected to the grid though a full 
scale converter. This type is the most expensive one since it needs a full scale 
converter connected to a multipole generator.  
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Figure 2.1 Different types of variable speed wind turbines (a) DFIG with wound rotor induction 
generator and gearbox (b) squirrel cage induction generator with gearbox and full scale converter 
(c) direct drive wind turbine with multipole synchronous generator and no gearbox 
Despite the fact that DFIGs need a gearbox, they are still the most popular option 
in the market since they are much cheaper and yet offering great advantages such 
as decoupled control of active and reactive power and reasonable shaft speed 
variations. Therefore DFIGs are used throughout this thesis.  
2.2 Control of Doubly-Fed Induction Generator 
The DFIG is a wound rotor induction generator with its rotor connected to the grid 
through power electronic converters which in this study are two back-to-back 
voltage-fed PWM converters. As shown in Figure 2.1 the stator circuit is directly 
connected to grid (for sake of simplicity the gearbox will not be shown from now 
on). The ability to supply/subtract power to/from the rotor makes it possible to 
operate the DFIG at sub-or super-synchronous speed.  
~
(a)
(b)
~
(c)
GB
GB
~
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Figure 2.2. DFIG with power flow 
The use of DFIG as a generator is considered in many papers and theses [43, 44, 
48-51]. The DFIG is suitable for both grid connected and also standalone (or 
isolated load) structures. The grid connected DFIG is field orientated off the grid 
voltage i.e. the stator flux is determined by the grid voltage. This structure which 
is also known as Direct Stator Flux Orientation (DSFO) has received more 
attention [43, 48, 49]. In the standalone structure [44], the stator voltage is not 
determined by grid voltage but is set through regulating the rotor excitation 
current. The standalone structure uses a field orientated control known as Indirect 
Stator Flux Orientation (ISFO). The designs of both DSFO and ISFO have been 
explained in detail in literatures [43, 44, 48-50]. However the next subsections 
briefly review their control design. 
2.2.1 Mathematical derivation of DFIG model in two-phase 
rotating frame 
Each phase of the three-phase stator windings sets up a magnetic field rotating 
sinusoidally (in time domain) around the circumference of air gap. The stator field 
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can be visualized as a set of north and south poles rotating around the 
circumference of stator. The same magnetic distribution can be obtained from an 
equivalent two-phase system called Įȕ. The 3-phase abc and the 2-phase Įȕ 
systems are transformable to one another by [43]: 
 
where  stands for variables in Įȕ frame, stands for variables in abc frame 
while  and: 
 
 
 Considering the equivalent 2-phase stator windings, which are fixed in space on 
the stator, the voltage across each winding is written down using KirFKKRII¶VODZ 
 
(2.1) 
 
Considering the equivalent 2-phase rotor windings, which are rotating at rotor 
speed, the voltage across each winding can be written as: 
 
(2.2) 
where the direction of flux vector  and is the direction of peak flux linkage 
in space.  
 
Equations (2.1) and (2.2) are usually transformed to the stationary Įȕ frame, which 
is fixed to the stator. They can also be transformed to a rotating dq frame which is 
fixed to the rotating magnetic field produced by the stator. In this case the dq 
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frame rotates at the electrical angular velocity Ȧe. The advantage of the rotating dq 
frame is that the time varying parameters of the 3-phase system become constant 
when referred to the rotating dq frame. This advantage is independent of the 
choice of reference frame [52]. Some assumptions are needed to be made in order 
to develop the dq frame: 
 
x The stator and rotor windings are symmetric and sinusoidally distributed. 
x The air gap reluctance is constant. 
x Saturation of magnetizing and mutual inductances are neglected. 
 
Transformation from (2.1) and (2.2) into dq rotating frame can be done by 
substituting the variables in (2.1) by   and variables in (2.2) by 
 [43, 49] (Where stand for ,  and ). The electrical angular 
velocity of the rotating frame is Ȧe and is aligned on the stator flux; Ȧr is the rotor 
frequency and Ȧs is called slip frequency . The equations in rotating 
dq frame are: 
 (2.3) 
 (2.4) 
where  
 (2.5) 
 (2.6) 
where 
 (2.7) 
 (2.8) 
where , , and are stator, rotor and mutual inductances, are stator and 
rotor leakage inductances.  
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Combining (2.5) and (2.6) with (2.3) and (2.4) and then separating into real and 
imaginary parts: 
 (2.9) 
 (2.10) 
   (2.11) 
 
(2.12) 
Selecting ird, irq, isd and isq as state variables, the DFIG model can be described as: 
 (2.13) 
where  .  
 
Assuming that the magnitude of the Įȕ vector is equal to the rms phase quantity 
(i.e. where stands for , and ), the electrical torque would be [44, 
49]: 
 (2.14) 
where p is the number of machine pole pair. 
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2.2.2 Control of DFIG using Direct Stator Flux Orientation 
This section explains the vector control scheme for a grid-connected DFIG which 
is also known as Direct Stator Flux Orientation. In this method the stator flux is 
determined by grid voltage.  
2.2.2.1 Vector control scheme of rotor-side PWM voltage source 
converter for grid-connected DFIG 
The objective of the control of the rotor-side converter is to obtain a decoupled 
control between the stator active and reactive power. This can be achieved by 
choosing a synchronously rotating dq frame with the d-axis oriented along the 
stator flux vector position. Once the orientation is correctly done, an independent 
control of torque and flux is achieved i.e. the torque is controlled by torque 
producing currentirq. The stator flux is determined by stator voltage as the stator 
windings are directly connected to the main voltage source [43, 49, 50].  However 
from (2.5) the magnetising current for can be supplied by either  or  i.e. 
form stator supply or from the rotor converter. The stator flux angle șs can be 
calculated by measuring stator current and voltage: 
 
 
(2.15) 
 
A Phase Lock Loop (PLL) is used to derive the position of the stator voltage. 
Neglecting stator resistor, the stator flux vector lags the stator voltage vector by 
almost 90º due to the integration effect in (2.15).  
Aligning the d-axis of the reference frame along the stator flux vector position 
gives and , where ims is machine magnetizing current. 
Equations (2.5) and (2.6) can also be described in dq frame: 
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 (2.16) 
 (2.17) 
Since stator windings are directly connected to main grid, the stator flux can be 
considered constant, thus . Assuming negligible stator resistance: 
 (2.18) 
 (2.19) 
And rotor equations: 
 (2.20) 
 (2.21) 
where and . From (2.20) and (2.21) one can define: 
 (2.22) 
 (2.23) 
Therefore the transfer functions between and rotor currents become: 
 which means the rotor current can be regulated by vr 
using a current controller where and  are 
compensation terms for and respectively.  
rq
s
o
sqrqosqssq
s
rdomso
sdmsordosdssd
i
L
L
iiLiL
L
iLiL
iiLiLiL
   
   
0M
M
rq
s
ors
rqrsqorq
rd
s
ors
ms
s
o
rdr
s
rdomso
rdrsdord
i
L
LLL
iLiL
i
L
LLL
i
L
L
iL
L
iLiL
iLiL
2
2222
  
   
M
M
0 s
dt
d M
0| sqesdssdsd
dt
d
Riv MZM
sdesdesqssqsq
dt
d
Riv MZMZM | 
rqrs
rd
rrrdrqsrdrrdrd iL
dt
di
LRi
dt
d
Riv VZVMZM   
 rdrmsmmsrqrrrqrdsrqrrqrq iLiL
dt
di
LRi
dt
d
Riv VZVMZM   
rs
ors
LL
LLL 2 V
s
o
mm
L
L
L
2
 
rqrsrdrd iLvv VZ c
 rdrmsmmsrqrq iLiLvv VZ  c
rvc
 
 
 
  rrrq
rq
rd
rd
RsLsv
si
sv
si
  V
1
''
rqrs iLVZ  rdrmsmms iLiL VZ 
rdv rqv
2 Control of Doubly-Fed Induction Generator and Wind Turbine 
 
25 
 
Figure 2.3 illustrates the vector control scheme of rotor-side converter for a grid 
connected DFIG.  
 
Figure 2.3. Rotor-side PWM voltage source converter for grid-connected DFIG  
As can be seen from Figure 2.3, the stator active and reactive powers are 
controlled by regulating ird and irq respectively. Figure 2.4 shows the schematic 
diagram for the cascaded power and current control loops of the rotor-side 
converter where ( ) and .  
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Figure 2.4. Cascaded power and current controllers for rotor-side converter 
The derivation of control plants and design of PI controllers for the power and 
current loops are explained in the literature [43, 48, 49] using different methods. In 
Appendix A, Pole-placement and Characteristic Equation methods are used to 
design the PI controller for a 1000MVA DFIG (with parameters given in 
Appendix B) using Mathcad software. Appendix A can be used to get the PI 
FRQWUROOHU¶VSURSRUWLRQDODQGLQWHJUDOJDLQVIRUD'),*RIDQ\UDWLQJE\FKDQJLQJ
the appropriate parameters. In this thesis Appendix A has been used to design the 
controllers for DFIGs with 1000MVA, 660MVA and 340MVA ratings. These are 
used throughout the thesis.  
2.2.2.2 Vector control scheme of grid-side PWM voltage source 
converter for grid-connected DFIG 
The objective of the grid-side converter is to keep the DC-link voltage constant 
regardless of magnitude and direction of rotor power. The reference frame used for 
the vector control is oriented along the stator (grid) voltage vector position. This 
enables the independent control of the active and reactive power flowing between 
grid and the grid side converter. The PWM converter is current regulated with the 
d-axis current used to regulate the DC-link voltage and the q-axis current used to 
control the reactive power [43, 49].  
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Figure 2.5. Schematic diagram of grid-side converter and line inductances and resistances 
Figure 2.5 shows the schematic diagram of the grid-side PWM converter where Lf, 
Rf, Vg and Vc are the connecting transformer inductance, resistance, grid voltage 
and converter voltage respectively. The three-phase equation relating the converter 
voltage and grid voltage in given in (2.24) uses .LUFKKRII¶V law: 
 (2.24) 
 
The 3-phase equation (2.24) can be transferred into a rotating dq frame with a 
frequency of Ȧe using the same technique explained above: 
 (2.25) 
 (2.26) 
With the d-axis of the rotating frame orientated on the grid voltage vector, 
and . Using the same scaling factor explained in 2.2.1, the active and 
reactive power flow is: 
 (2.27) 
 (2.28) 
The angular position of the grid voltage can be calculated as[43, 49]: 
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 (2.29) 
Active and reactive power flow between grid-side converter and grid are 
controlled by regulating igd and igq respectively. It can be defined: 
 (2.30) 
 (2.31) 
Therefore the transfer function between currents and voltages is  
 
 
Figure 2.6. Grid-side PWM converter for grid-connected DFIG 
Figure 2.6 illustrates the schematic diagram of the grid-side vector control PWM 
converter. The DC-link voltage is controlled by regulating d-axis current igd while 
the q-axis current demand igq
*
 determines the reactive power flow between the grid 
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and the grid-side converter. In order to ensure unity power factor, igq
*
 is kept zero. 
Therefore the reactive power demand is supplied by DFIG magnetization. This 
situation is used throughout the thesis.  
Figure 2.7 shows the cascade control of the grid-side converter. Where , 
m and C are PWM modulation depth of the grid-side converter and DFIG DC-link 
capacitance respectively. 
 
Figure 2.7. Schematic diagram of the control scheme of the grid-side converter 
The derivation of control plants and design of PI controllers for the voltage and 
current loops are explained in the literature [43, 48, 49] using different methods. In 
Appendix A Pole-placement and Characteristic Equation methods are used to 
design the PI controller for a 1000MVA DFIG (with parameters given in 
Appendix B) using Mathcad software. Appendix A can be used to obtain the 
SURSRUWLRQDO DQG LQWHJUDO JDLQV IRU WKH '),*¶V 3, FRQWUROOHUV RI DQ\ UDWLQJV E\
changing the appropriate parameters. 
2.2.3 Control of DFIG using Indirect Stator Flux Orientation 
Unlike DSFO, the stator flux is no longer determined by grid voltage and is 
controlled by rotor excitation current [44]. The next two subsections explain the 
control of the rotor- and stator-side converters.  
2.2.3.1 Vector control scheme of rotor-side PWM voltage source 
converter 
Figure 2.8 shows the control of rotor-side converter for ISFO. 
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Figure 2.8. Control of rotor-side PWM converter for ISFO 
As Figure 2.8 illustrates, the stator flux angle șs is not derived from the voltage 
measurement (since there is initially no voltage source) but is set through free 
running integration of the reference stator voltage frequency (50Hz). The stator 
voltage is controlled by the magnetizing current ims through regulating the rotor d-
axis current ird. The magnetizing current reference value is set as  
where Vs-nom is nominal stator voltage (1kV) and Ȧe-nom is the nominal angular 
frequency (314.16rad/s). Aligning the d-axis of the reference frame along the 
stator flux vector position gives 
 (2.32) 
Stator flux
Calculation
2/3
3/2
PWM
DC-Link
D
F
IG
rT
ri
sV
si
*
msi
PIPI
+
-
+
-
+
-
rqi
rdi
sdM
+
-
*
rdi
sL
sqi
3/2
Hzf 50
*  
1
sT
PI
rdV
rqV
rqrs iLVZ
 rdrmsmms iLiL VZ 
-


oL
oL
Ȧr
*
rqi
nome
noms
ms
L
V
i

 Z0
*
sq
s
rqrqosqssq i
L
L
iiLiL
0
*0
   M
2 Control of Doubly-Fed Induction Generator and Wind Turbine 
 
31 
 
 (2.33) 
 
Equation (2.32) is the orientation condition [44] i.e. (2.32) is used to force the 
orientation of the reference frame along the stator flux vector position. Equation 
(2.32) also means that irq can not be used to control the electrical torque since it is 
determined by isq and this is why the ISFO is suitable for isolated load (standalone) 
structure. The main advantage of this structure is that the DFIG can be used to 
control the local grid voltage and frequency.  
The design of magnetizing current PI controller is given in [44] which is also used 
in Appendix A.  
2.2.3.2 Vector control scheme of grid-side PWM voltage source 
converter 
The control of the grid-side converter is exactly the same as that of the grid-
connected one (Figure 2.6). In a grid connected application, the grid voltage may 
be assumed to be free of harmonics and the șv is derived though voltage 
measurements. In the standalone case there is no low impedance voltage source 
and stator voltage harmonics will arise from the stator converter. Fortunately, șv 
can be derived from:  [44] where șs is stator flux angle which is set 
from the integration of the frequency reference.  
The ISFO has received less attention to date, and is the main focus of this thesis.  
2.3 Wind turbine generator control 
Figure 2.9 shows the wind turbine connected to a DFIG through a mechanical 
drive train. The wind turbine rotor blades convert some of the available wind 
power to mechanical power acting on shaft inertia. Neglecting mechanical friction 
and losses, the shaft speed is where Tm, Te and J are the mechanical 
torque, electrical torque and shaft inertia.  
msossd iL  MM
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Figure 2.9. Schematic diagram of wind turbine connected to DFIG through mechanical drive train  
In a DSFO-controlled DFIG, the reference electrical torque Te
*
 is controlled by Irq 
through the rotor-side converter. In an ISFO-controlled DFIG, however, an 
external mechanism, which will be investigated in later chapters, is needed to set 
the reference torque. 
 In the next subsection the PSCAD wind turbine model, which is used throughout 
this thesis, is explained and then different wind turbine control methods are 
discussed.  
2.3.1 Wind turbine model 
The mechanical power extracted from wind speed Pt is a function of wind speed 
Vw, shaft speed Ȧr and pitch angle ȕ. This function is called power coefficient Cp. 
 (2.34) 
 
There are a number of different equations for the power coefficient. The PSCAD 
one, which is used throughout this thesis, is described by [53]: 
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where 
ȡ = air density, A = rotor blade area 
Ȝ = tip speed ratio, N = gear ratio 
 
Equation (2.34) explains that the aerodynamic power captured by wind turbine is a 
function of wind speed cubed, blade area and power coefficient. Cp is a function of 
pitch angle. The bigger the pitch angles the smaller the power coefficient and 
turbine power. Practically Cp is less than 0.4 which happens when ȕ=0.  
  
In order to extract the maximum energy from the wind, not only should the pitch 
angle be kept at zero, but also the generator power should be a cubic function of 
shaft speed. The latter is achieved by controlling the electrical torque as
. This method is called Maximum Power Tracking (MPT). There are 
however other methods that can be used to control electrical torque.  Two methods 
have received attention in papers [54]: Constant Power Mode (CPM) and Constant 
Torque Mode (CTM). Other methods may also be defined as Te=f(Ȧr). The main 
difference of these methods is the degree to that they exploit the shaft inertia as an 
energy store. In principle, the more energy stored in inertia, the smoother the 
output power is for a given wind speed profile. As a result, a smaller external ES is 
needed to smooth the output power to a specific level. The three main methods are 
explained in following sections. 
2.3.2  Control of wind turbine generator under Maximum Power 
Tracking 
For a given wind speed, there is only one shaft speed at which the captured wind 
power is maximum which is called optimum shaft speed Ȧopt [54]. Figure 2.10.a 
shows the MPT characteristic for different wind speeds. The control is done by 
controlling the electrical torque as (where Kopt is given for a wind 
turbine) which is shown in Figure 2.10.b. In this way the shaft speed is driven to 
the optimum shaft speed and thus the captured power is maximum for each wind 
2
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speed. In MPT a pitch angle control is required in order to keep generator power at 
1pu whenever the wind speed is more than the rated (rated wind speed is the wind 
speed at which the turbine power is 1pu). In other words, when turbine power 
becomes more than 1pu, the pitch angle increases to reduce the energy captured 
DQGPDLQWDLQSRZHU DW SX7KLVSLWFK DQJOH FRQWUROOHG LV FDOOHG ³VWDQGDUGSLWFK
FRQWURO´LQWKLVWKHVLV 
The MPT is the standard control method for wind turbines. The main advantage of 
the MPT method, in comparison with other torque control methods, is that it is 
always stable for any shaft speed [21, 54]. It also minimizes the energy required 
from any external generator source by maximizing the wind energy captured. On 
the other hand, the maximum energy captured means that a larger external Energy 
Storage (ES) is required to smooth the output power to a desired level. 
 
 
Figure 2.10. Maximum Power Tracking is shown in (a) turbine power-shaft speed characteristic (b) 
mechanical torque-shaft speed characteristic  
2.3.3 Control of wind turbine generator under Constant Power 
Mode 
 Figure 2.11 shows the CPM characteristic defined by where P
*
 is the 
demand power. In CPM, as its name suggests, the output power is constant and 
equal to a demand power which means that theoretically no external ES is needed. 
Therefore all wind power fluctuations are stored in the shaft inertia which in turn 
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causes the widest shaft speed variations, thus maximizing inertial ES usage. The 
main disadvantage of CPM is its unstable region shown in Figure 2.11. The P
*
/Ȧr 
curve is more likely to cross the Tm-Ȧr curves for a given wind profile due to the 
wide shaft speed variation [21, 54, 55]. Figure 2.12 compares demand power with 
extractable wind power i.e. turbine power with ȕ=0. When the demand power is 
less than the extractable power (Figure 2.12.a), CPM is possible. This case is 
studied in Chapter 5 where a pitch control is designed to keep the shaft speed in 
the stable region. 
 
Figure 2.11. Constant Power Mode is shown in (a) turbine power-shaft speed characteristic (b) 
mechanical torque-shaft speed characteristic 
However, when the demand power approaches the average of the extractable wind 
power  (Figure 2.12.b); ES and/or an external energy source is required to 
compensate for the shortage of energy whenever the demand power is more than 
the extractable wind power. This implies that CPM is not possible in such 
situations.  
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Figure 2.12. Different situations of demand power in respect to extractable wind power  
As mentioned before, an ISFO-controlled DFIG requires an external mechanism to 
set the reference electrical torque. Therefore, a DFIG controlled under ISFO 
control, which is supplying a constant power load, is inherently in CPM unless its 
electrical torque is controlled externally.  
2.3.4 Control of wind turbine generator under Constant Torque 
Mode 
For the Constant Torque Mode (CTM), as its name indicates, the electrical torque 
is constant ; the generator power is hence a linear function of shaft speed 
(Figure 2.13). Under CTM the shaft speed variation for a given wind 
profile is less than that for the CPM but more than that for the MPT, so it 
represents a compromise in the degree to which it exploits the turbine inertia as an 
energy store. Instability is still possible but at much lower shaft speed which 
means much larger wind perturbation is required (compared to CPM) for the 
instability region to be approached [54, 56]. In CTM the choice of Te
*
 is very 
important by which the instability problem can be addressed.  
 
Figure 2.13. Constant Torque Mode is shown in (a) turbine power-shaft speed characteristic (b) 
mechanical torque-shaft speed characteristic 
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The control of a wind turbine-ES system under CTM in order to deliver a constant 
power demanded by load is the subject of Chapter 6. 
2.4 Representation of wind profile in PSCAD 
 A wind model is required that can properly simulate the spatial effect of wind 
behaviour including gusting, rapid (ramp) changes, and background noise 
(turbulence) [45]. The PSCAD wind model is a four-component model and 
defined by [53]: 
 
where Vwb, Vwg, Vwr and Vwn are base (average) wind speed, gust wind, ramp wind 
and noise wind components respectively. The noise component which is used to 
simulate the turbulence in wind is explained below.   
The fluctuation in the wind speed can be represented as a mean value and a 
continuous spectrum or spectral density function. In term of power the spectral 
content is called Power Spectral Density (PSD) [45]. A number of PSD functions 
are used as models in wind energy engineering. The PSD used in PSCAD wind 
model is [53]: 
 
(2.36) 
Ȧi is the frequency of ith component and is defined as: Ȧi=(i-0.5)¨W.  
¨W is noise amplitude controlling parameter (0.5-2rad/s) 
K is surface drag coefficient (0.0192) 
F is turbulence scale (600m) 
ȝ is mean wind speed at reference height (m/s) 
 
The PSD is a function of frequency and the problem is to translate the PSD into a 
time sequence of values with the given spectral density. To solve the problem 
PSCAD uses a method as follows. The PSD is used to derive information about 
the amplitude of a signal component with a given frequency (which is defined by 
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¨W and i). Then, a large number (N) of sines waves with a random initial phase 
angle (Ɏi) and amplitude calculated from PSD are added for each time step. 
Equation (2.37) describes the noise component based on the explained method 
[53]: 
 (2.37) 
 
In this thesis all proposed control methods are validated using real (measured) 
wind profile. However in some cases, for sake of explanation, constant wind speed 
or simulated wind speed using the model above is used.  
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3. Control of wind turbines-ES system with 
external voltage and frequency source 
As discussed in Chapter 2, there are generally two methods of controlling the 
DFIG: Direct Stator Flux Orientation (DSFO) and Indirect Stator Flux Orientation 
(ISFO). The DSFO-controlled DFIG needs to be connected to an external voltage 
and frequency source. In other words, a DFIG controlled under DSFO is acting as 
a power source. This chapter deals with DSFO-controlled DFIG.  In this case, the 
wind farm can be either directly connected to the main grid or via AC-DC-AC 
converters. Both scenarios are discussed in this chapter. Prior to this, two 
strategies regarding Energy Storage (ES) control in wind farm are explained in the 
next subsection.   
3.1 Strategies of controlling ES 
Generally two ES control strategies can be defined [56]: Power Smoothing Control 
(PSC) and Power Demand Control (PDC). In a PSC strategy, as its name suggests, 
ES is utilized to smooth a harvested wind power. It means that the power delivered 
to the grid (load) is a smoothed version of the wind power. For example in [20, 21, 
55] the wind turbine shaft inertia has been exploited as an energy store to absorb 
wind power fluctuations. Obviously having an external ES can enhance power 
smoothing. This has been addressed in many papers such as [5, 16, 25-27].  
Traditionally power network operators are obliged to buy all the wind energy 
produced by wind farms and other power generators have to balance the 
generation with demand by increasing or decreasing their generation.  Under PSC, 
the best scenario is when the unwanted wind power frequencies are filtered out by 
ES in order to provide a smoother power to the grid to protect the network from 
unwanted frequencies. However, the average power delivered to the grid is still 
determined by the wind and this is why PSC may not be the optimum delivery for 
a power network with a high penetration of wind power, especially if the ability of 
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other generators to balance the demand is limited. As wind energy penetration 
increases, the capacity of other generators to balance generation and demand is 
reduced and this is why PDC may be viable option. Under PDC, the combination 
of ES and the wind turbines delivers a constant power determined by the load 
rather than wind. In other words, under PDC, ES is used to absorb power 
variations between wind power and a reference power P
*
 determined by the 
system operator. Obviously if the wind is the only source of generation, the 
demand power can never be more than the average of the extractable wind power
. In practice, however, a PDC will always require an auxiliary generation 
source. The aim of the PDC control regime is to maximise the renewable 
generation and minimize the auxiliary power. The PDC strategy, which has 
received almost no attention to date, is the main focus of this thesis.  
Both PSC and PDC strategies can be applied on both DSFO- and IFSO-controlled 
DFIGs. However as a general rule, DSFO is more appropriate for PSC while ISFO 
seems to be more suitable for PDC. This will be discussed throughout the thesis. 
This chapter considers the DSFO-controlled DFIG using both PSC and PDC 
strategies. The objective of this chapter is to briefly study the PSC and PDC in a 
DSFO-controlled wind farm which is either directly connected to the AC grid or 
via a HVDC link. The simulation of all of the possible scenarios is out of the scope 
of this thesis. However a PSC strategy for an aggregated DSFO-controlled wind 
farm connected to a LCC-HVDC link will be simulated, as an example. The ISFO-
controlled DFIGs are studied in the following chapters. 
3.2 DSFO-controlled DFIGs-ES system with direct AC 
grid interface 
The DSFO is the standard DFIG control in which the generator is field orientated 
off an external voltage and frequency source. Therefore and  are used to 
control the stator active and reactive power respectively.  This section studies ES 
control strategies in a wind farm based on DSFO-controlled DFIGs which are 

aveP
rqi rdi
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directly connected to AC grid. This case does not seem appropriate for a weak 
grid. If the wind farm is integrated within a microgrid which is islanded from the 
main grid, it is necessary to control the local grid¶VYROWDJHDQGIUHTXHQF\XVLQJ
for example, a STATCOM. In the next two subsections, it is assumed that the 
voltage and frequency control is provided by the main grid.   
3.2.1 Power Smoothing Control for wind turbine-ES connected 
directly to the AC grid 
The PSC strategy, which is shown in Figure 3.1, has been addressed in many 
papers [5, 16, 25-27]. In this structure DFIGs are conventionally controlled in the 
Maximum Power Tracking (MPT) mode. The ES can be either aggregated on to 
the collector bus of the wind farm or distributed and integrated with each DFIG. 
The total output power of the wind farm is likely to be smoother than the power 
generated by each wind turbine due to the possible phase displacement of 
individual turbine powers. Therefore in the aggregated ES, the required energy 
capacity of the ES in order to smooth the wind power to a certain level; tends to be 
smaller than that of the total distributed ES. Hence, the aggregated ES seems to be 
the appropriate choice in this case. However in large offshore wind farms, 
accommodating such a large aggregated ES can be quite an engineering challenge. 
In such cases, distributing ES, foUH[DPSOHLQWKHVSDFHDYDLODEOHLQWKHWXUELQHV¶
tower rather than aggregating on a huge central platform; might be practically and 
economically beneficial.   
A number of available ES technologies were explained in Chapter 1. This research 
concentrates on the short to medium-term ES such as: flywheel, SMES and 
Supercapacitors. The ES, in this thesis, is simulated by a DC voltage source which 
is interfaced to the AC system via an AC/DC converter. The converter is called the 
ESI or ES Interface. The ES power can be controlled by regulating the d- (real) 
component of the ESI current (see Figure 3.1). The current control is the 
VWDQGDUGFXUUHQWFRQWUROZKLFKLV LGHQWLFDO WR WKH'),*¶VFXUUHQW ORRSVH[SODLQHG
in Chapter 2.   
 
esdI 
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Figure 3.1. PSC in a DSFO-based wind farm with direct AC grid interface 
Studies have shown that power system is more sensitive to medium frequency 
wind power fluctuations (0.01-1Hz) [16] since the power density of wind speed 
reduces as the wind frequency increases. Therefore the ES is controlled to filter 
out these frequencies in order to shield the power system. This can be done by 
subjecting the generated wind power to a High Pass Filter (HPF), the output of 
which sets the reference ES d-axis current Id-es
*
. The time constant of the HPF is 
used to achieve different cut-off frequencies. 
3.2.2 Power Demand Control for wind turbine-ES connected 
directly to AC grid  
In a PDC strategy, generally, the demand power P
*
 must be imposed on the wind 
farm. The easiest way to impose the demand power, in a wind farm directly 
connected to the AC grid, is the ES (see Figure 3.2). The ES is controlled in order 
to balance the power generated by the wind turbine(s) with the demand. In a 
DSFO-controlled wind farm, communication is required to make the wind farm 
generation as close as possible to P
*
 in order to minimize the ES.  
Figure 3.2 illustrates a PDC strategy in a DSFO-controlled wind farm which is 
directly connected to the AC grid. In this case a Supervisory Wind Farm Control 
(SWFC) unit [57-59] is used to determine the reference demand power and/or 
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~
.
.
.
.
Grid
ES
s
s
W
W
1
Id-es
*
ESIMPT
MPT
HPF
3 Control of wind turbines-ES system with external voltage and frequency source 
 
43 
 
pitch angle for each wind turbine based on the total demand power P
*
 and wind 
speed associated with each wind turbine. The aim here is to minimize the ES. The 
total demand power is set by the system operator. It is noted that if , 
no ES is needed which implies that that wind turbines are controlled under 
Constant Power Mode (CPM). As discussed in section 2.5.3, CPM is not possible 
when the demand power approaches the average of the extractable wind power. 
Whenever P1
*
 and P2
*
 are not determined by MPT, stability issues must be taken 
into account. The ES power is controlled using the ESI-real current in order to 
absorb/inject the difference between the wind farm power and P
*
. If the ES is 
distributed within the wind turbines, the output of each individual DFIG-ES is 
smooth.    
 
Figure 3.2. PDC in a DSFO-based wind farm with direct AC grid interface 
In [60] a pitch angle control, with reference power derived from the average wind 
speed, is used to smooth the output power of wind turbine. A similar pitch control 
can be used here with the reference power given by total demand power 
considering the associated wind speed in order to reduce the size of ES.  
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3.3 DSFO-controlled DFIGs-ES system with AC/DC/AC 
interface 
This section studies both PSC and PDC strategies for a DSFO-controlled DFIGs 
connected to the main grid through a High Voltage DC (HVDC)-link. Two 
existing HVDC technologies will be investigated. The HVDC connections are 
usually used to transfer large powers over large distances. They can also be used 
for connecting two power networks with different frequencies. One of the main 
applications for HVDC connections is currently for large offshore wind farms. The 
HVDC-link divides the power system into two parts: main grid and wind farm 
grid. The challenge here is to control the voltage and frequency of wind farm grid. 
Considering a microgrid application, the wind farm grid is connected to the local 
grid through the HVDC-link. If the local grid is islanded from the main grid, the 
FRQWURO RI WKH ZLQG IDUP JULG¶V YROWDJH DQG IUHTXHQF\ FDQ EH HYHQ PRUH
demanding; especially with a high wind energy penetration. The control of the 
wind farm grid will be studied in this section for the two HVDC technologies. The 
HVDC-link can also be used to impose the demand power in a PDC strategy, 
which is discussed in this section.  
3.3.1 Introduction of HVDC technologies  
This section studies the two available HVDC technologies and compares them 
with one another. In order to explain the HVDC technologies, an application to 
large offshore wind farm is considered. However, the technologies are applicable 
to other applications as well. 
Transferring large powers (e.g. 1000MVA) produced by large wind farms, over 
large distance (e.g. 100km), creates an engineering challenge for system operators. 
Wind farms may be connected to the main grid by either High Voltage AC 
(HVAC) or HVDC. HVAC is an economic connection for medium range wind 
farms (up to a few hundreds MVA) with transmission distances less than 50-75km 
[61]. For distances more than 50-75km, dynamic reactive power compensation 
will be required in order to meet the connection agreement requirements [62]. In 
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such cases HVDC transmission offers advantages such as: fully defined and 
controlled power flow, lower cable losses than AC connection, and independent 
control of sending- and receiving-end frequencies [4, 61-63]. In addition the 
present capacity of a three-core AC submarine cable is limited to 200MVA [63] 
which means that for larger power multiple cable are required. Therefore the 
HVDC connection has technical, economical and environmental advantages for 
large wind farms with long distance to the main grid, which is usually the case for 
offshore wind farms.  
Currently there are two options for HVDC connection: Voltage Source Converter 
(VSC) and Line Commutated Converter (LCC).  LCC utilizes thyristors while 
VSC uses either Gate-Turn-Off thyristors (GTOs) or Insulated Gate Bipolar 
Transistors (IGBTs). The main difference between the LCC and VSC solutions is 
that the VSC is self-commutated and, unlike LCC, does not need an active voltage 
source for commutation. This enables a VSC converter to generate an AC three-
phase voltage [62, 64], thus controlling the voltage and frequency of the wind farm 
grid. Therefore, independent control of active and reactive power and connection 
to weak grid are also possible. The VSC solution requires smaller converter 
platform as the required AC filters are smaller that the LCC one. The VSC 
connection used to be criticised for its limited rating and high switching losses 
compared to LCC. However both Siemens and ABB have developed a VSC 
connection with rating up to 1200MVA and using new switching 
topologies which can significantly reduce the converter losses [65]. Considering 
the recent improvement in VSC-HVDC topologies and their control, VSC can be 
an economical solution for HVDC transmission. However their reliability is yet to 
be fully proved in practice especially for high power rating, compared to the LCC 
which has been in operation for more than 30 years.  
The following sections study a DSFO-controlled DFIGs-ES system connected to 
HVDC-link. Different topologies for both PSC and PDC strategies for both VSC 
and LCC solutions are briefly discussed.  
320kVr
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3.3.2 DSFO-controlled DFIGs-ES system connected to VSC-
HVDC 
In a VSC-HVDC connection, conventionally the sending end converter (the one 
connected to wind farm) is responsible for collecting energy from the wind farm 
while the receiving end converter (the one connected to the grid) is responsible for 
maintaining the HVDC DC-link voltage constant. Constant DC-link voltage 
indicates the balance of active power exchanged between the two sides. The 
FRQWURORIWKHUHFHLYLQJHQGFRQYHUWHULVVLPLODUWRWKH'),*¶VJULGVLGHFRQYHUWer 
i.e. a rotating dq frame can be used with the d-axis fixed to the grid voltage. 
Therefore, the d-axis current is used to control the DC-link voltage (active power) 
while the q-axis current controls the reactive power and can be used to support the 
grid voltage. The prime objective of the sending end converter control is to collect 
the power produced by wind farm. The sending end converter is controlled to 
provide a voltage source with constant voltage magnitude and frequency. Doing 
so, as is the case for wind farms directly connected to AC grid, the power 
produced by the wind farm is absorbed by the sending end converter and 
transferred to the grid through the receiving end converter. 
 Different control methods for the sending end converter are explained in papers 
[62, 64, 66, 67]. In all of them the sending end converter controls the voltage and 
frequency of the wind farm grid.  
 
In the following subsections the integration of the ES under both PSC and PDC 
with a VSC-HVDC link is studied.  
 
3.3.2.1 Power Smoothing Control for wind turbine-ES connected 
to a VSC-HVDC link 
Figure 3.3 illustrates a possible PSC topology for a DSFO-controlled DFIGs-ES 
system connected to the grid through a VSC-HVDC link. The DFIG control is 
identical to the one explained in section 3.2. The sending end converter controls 
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the voltage and frequency of the wind farm grid. The Wind power fluctuations are 
reflected on the DC-link voltage VDC. In this scheme both receiving end converter 
and ES are responsible for controlling the DC-link voltage. As Figure 3.3 shows, 
the VDC error is subject to a HPF, the output of which is used to regulate the ES 
current Id-es (which is proportional to ES power assuming a constant voltage). 
Therefore the high frequency fluctuations are absorbed by the ES and the low 
frequency fluctuations are transferred to the grid by regulating the d-axis current of 
the receiving end converter Id-con. In this structure the ESI would be a DC/DC 
converter. However placing the ES in the HVDC DC-link may not be practical due 
to the high voltages involved. This may also increase the cost of insulations.       
 
Figure 3.3. PSC in a DSFO-based wind farm connected to VSC-HVDC link 
An alternative structure is to place the ES between the wind farm and the VSC- 
HVDC and control it in the same way as that of Figure 3.1. In this structure the 
power into the VSC is already smoothed by ES and the VSC is controlled 
conventionally. In this case the ESI is an AD/DC converter.  
3.3.2.2 Power Demand Control for wind turbine-ES connected to 
VSC-HVDC link 
A number of different structures are possible to impose the demand power in a 
DSFO-controlled wind farm connected to a VSC-HVDC system: One way is to 
place the ES between the wind farm and the VSC-HVDC link. The ES is 
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controlled identical to the one shown in Figure 3.2 i.e. the ESI is used to impose 
the demand power P
*
. The wind farm grid voltage and frequency is controlled by 
the VSC sending end converter. Therefore, the power to the VSC is constant and 
equal to P
*
. Again in this structure the ESI is an AC/DC converter.  
 
Figure 3.4. PDC in a DSFO-based wind farm connected to VSC-HVDC link 
A second possible structure is shown in Figure 3.4 in which the ES is placed in the 
VSC DC-link and the demand power is imposed by the d-axis current of the 
receiving end converter Id-con (where k=1/VDC). ES controls the DC-link voltage. 
The ESI would be again DC/DC converter; however, this structure may not be the 
best one due to the high voltage of the HVDC DC-link.  
A third structure is shown in Figure 3.5 in which the demand power is imposed by 
the d-axis current of the receiving end converter while the d-axis current of the 
sending end converter is used to control the HVDC DC-link voltage. The wind 
farm grid voltage and frequency is controlled by the ESI. Therefore the power into 
the VSC is constant and equal to the demand power P
*
. In this structure the ESI 
also operates as STATCOM [12, 68]. The ESI is an AC/DC converter, controlling 
grid voltage and frequency by ESI. However, this structure may not make the best 
use of VSC-HVDC from power electronic point of view. 
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Figure 3.5. Alternative PDC structure for DFO-based wind farm connected to VSC-HVDC link 
3.3.3   DSFO-controlled DFIGs-ES system connected to LCC-
HVDC link 
Unlike VSC, the LCC uses thyristors and is not self-commutated. The LCC 
requires an external voltage source to force commutation. The external voltage 
source can be either a synchronous compensator [63] or STATCOM [4, 69]. The 
STATCOM has faster control and lower losses than a synchronous compensator 
[69, 70]. The LCC converters absorb large amount of reactive power that is mainly 
provided by the AC filters. Therefore the LCC converters need much bigger filters 
than the VSC type.  
 
The STATCOM is used to control the wind farm grid voltage and frequency, 
balance the active and reactive power and provide the commutation voltage 
needed by the LCC-HVDC link. The active power flow through the HVDC is 
controlled by the rectifier firing angle Į[4]. The inverter is responsible for keeping 
the DC-link voltage constant and under normal conditions has almost no effect on 
the rectifier control regime [4, 48]. The control design of the STATCOM 
connected to the LCC-HVDC link is explained in Appendix C. 
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In the following subsections the integration of the ES under both PSC and PDC 
with a LCC-HVDC link is studied.  
3.3.3.1 Power Smoothing Control for wind turbines-ES connected 
to LCC-HVDC link 
Figure 3.6 illustrates the PSC strategy in a DSFO-based wind farm connected to 
³(6,-67$7&20´[12, 68] and a LCC-HVDC link. The ESI, which also operates 
as a STATCOM, controls the wind farm grid voltage and frequency using the 
control scheme explained in Appendix C and [4]. Constant voltage and frequency 
implies that any unbalance in power is reflected on the DC-link voltage of the ESI-
STATCOM. In [4] the STATCOM DC-link voltage variations is used to regulated 
the rectifier firing angle Į, hence transferring the power generated by wind farm 
through the HVDC link. Here, the ESI-STATCOM DC-link voltage is kept 
constant by the ES. The power generated by wind farm is measured and filtered by 
a Low Pass Filter (LPF). The output of the LPF is used to set the reference current 
of HVDC link I0
*
 where k=1/E0. Therefore the smoothed version of the wind farm 
power is transferred to the main grid through the HVDC link while the high power 
frequencies are absorbed by ES.  
 
Figure 3.6. PSC for DSFO-controlled DFIGs connected to ESI-STATCOM and LCC HVDC link 
Power grids are more sensitive to the medium frequencies of wind power 
fluctuations (0.01-1Hz) [16]. Therefore the ES is usually designed to absorb these 
.
.
.
.
ES
MPT
MPT
LPF
V, f
PI
s
k
W1
+
-
I0
I0
Į
Rectifier Inverter
Grid-
E0
I0
*
3 Control of wind turbines-ES system with external voltage and frequency source 
 
51 
 
frequencies. This can be achieved by adjusting the time constant Ĳ of the LPF. The 
HVDC current loop control design is out of the focus of this thesis and is 
explained in [4].   
 
Simulation results 
This section simulates an aggregated DSFO-controlled DFIG connected to a LCC-
HVDC link and ESI-STATCOM, as shown in Figure 3.6. The control of the ESI-
STATCOM is given in Appendix C. This case is simulated as an example of 
standard PSC strategy which has more or less similarly been used in many papers 
such as [5, 16, 25]. The results will also be used as benchmark to be compared 
with the later results from a proposed PDC strategy.  
Figure 3.7shows the PSCAD simulation results of a 1000MVA DSFO-controlled 
DFIG connected to the STATCOM-ES and LCC-HVDC link shown in Figure 3.6. 
7KH '),*¶V SDUDPHWHUV DUH JLYHQ LQ $SSHQGL[ % 7KH UDWHG wind speed for all 
wind turbines used in this thesis is kept almost around 12.5m/s. Therefore, the 
rating of DFIG does not make any difference in the results (in pu), since the 
parameters of all DFIGs are the same in pu. The DFIG is controlled under 
conventional MPT. The time constant of the LPF is set at 16sec in order to filter 
out the frequencies more than 0.01Hz [16]. The ES, for the sake of simplicity, is 
simulated by a 35kV DC voltage source. AC-filters (not shown in the Figure) are 
tuned for the rated HVDC power (1000MVA), the fine reactive power balance is 
clearly provided by the ESI-STATCOM. The HVDC inverter, for the sake of 
simplicity, is replaced by a DC voltage source (E0=490kV). The pitch angle 
control (not shown in the Figure) is the standard MPT pitch control which controls 
the output power at 1pu for wind speeds above the rated wind speed. The wind 
profile, shown in Figure 3.7.a, is a real (measured) wind speed with average and 
standard deviation of approximately 11.5m/s and 1.39, respectively. The 
perturbation of the wind is relatively large. Figure 3.7.b1 shows the DFIG output 
power under MPT control while Figure 3.7.b2 is the power into HVDC. The time 
constant of the LPF (Ĳ 16sec) determines the smoothness of the HVDC power. 
The larger the time constant, the smoother the HVDC power; and thus the larger 
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ES would be. Figure 3.7.c is the power absorbed from/injected into the wind farm 
grid by the ES which is the difference between the wind farm output power and 
the HVDC power. Figure 3.7.d shows the energy of the ES which is derived by 
integrating the ES power. Figure 3.7.e depicts the wind farm grid voltage (132kV) 
and frequency (50Hz) which are controlled by the ESI-STATCOM.  
 
Figure 3.7.Results of a PSC strategy for a 1000MVA DSFO-controlled DFIG connected to ESI-
STATCOM and LCC HVDC link  
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The size of ES is characterized by its power rating and its energy capacity. Here it 
was assumed that the size of ES is infinite. However, in practice it will have a 
finite value and a pitch angle control can be used to prevent ES from hitting its 
maximum limit. A slow pitch control can be also applied to make the average of 
ES power zero; this will reduce the power rating of ES. These results demonstrate 
that in order to filter out the power frequencies more than 0.01Hz, the required ES 
capacity is about 20pu while the power rating of ES is just less than 0.5pu. The 
required ES capacity and power rating are a function of the wind speed 
perturbation, shaft inertia and the LPF time constant. Appendix D gives a 
perspective of the size of the required ES. In order to maintain the energy of ES 
within its limits, Energy Management System (EMS) is usually required. These 
methods will be discussed in later chapters. The next section considers Power 
Demand Control (PDC) for LCC-HVDC connection.  
3.3.3.2 Power Demand Control for wind turbines-ES connected to 
LCC-HVDC link 
One structure for implementing a PDC for a DSFO controlled wind farm 
connected to the ESI-STATCOM and LCC HVDC link is shown in Figure 3.8.  
 
Figure 3.8. PDC for DSFO-controlled DFIGs connected to STATCOM-ES and LCC HVDC link 
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The demand power P
*
 is imposed by the HVDC rectifier firing angle Į (where 
k=1/E0). The Supervisory Wind Farm Control (SWFC) unit [57, 58] adjusts the 
pitch angle and the reference power of each wind turbine in order to minimize the 
external ES. If the reference powers of the DFIGs are not determined by the MPT, 
stability issues must be taken into account. If the demand power is less than the 
extractable wind power, CPM is possible which means that no external ES is 
needed. This is the subject of Chapter 5.  
3.4 Discussions and conclusions 
This chapter introduced two strategies of controlling a wind generators-ES system: 
Power Smoothing Control (PSC) and Power Demand Control (PDC). The 
application of the two strategies in a DSFO-controlled wind farm connected to 
both AC grid and HVDC link has been discussed. The different wind farm grid 
voltage and frequency control structures in each case was illustrated. Through 
PSCAD simulation it was illustrated that in a PSC, the power into the grid is a 
smoothed version of the wind power. Therefore the PSC strategy may not be 
appropriate for a power system with a high penetration of wind energy. This is 
because the system operator cannot determine the wind power generation, and the 
ability of other generators to balance the power may be limited. In the PDC 
structures for a DSFO-controlled DFIGs-ES system, communication between the 
system operator and the wind farm is necessary in order to determine the reference 
power and pitch angle for each wind turbine. Moreover the wind turbine cannot 
control the wind farm grid voltage and frequency.  
In future, an increase in both electrical energy and power quality demanded, beside 
the rapid rise in renewable energy penetration may necessitate the re-designing of 
T&D systems. Small-scale distributed power generation combined with power 
electronic systems lead to the concept of future network technologies such as the 
microgrid which seems to be a promising solution for such problems. The 
microgrid is an intentionally islanded power system including Distributed Energy 
Resources (DER), controllable loads and ES which can operate in parallel with, or 
isolated from the main grid [33, 35]. Microgrids are designed to provide the local 
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costumer with uninterruptible power, enhance local grid reliability and improve 
power quality by supporting the local grid voltage and frequency. To achieve this 
functionality each active component must be able to change its operating point 
based on local voltage and frequency variations. The most robust way to do so is 
the use of classical frequency and voltage droops.  
This chapter has proposed some structures for a PDC in a DSFO-controlled wind 
generator. In all of them, fast communication between the system operator and 
each wind generator unit is necessary in order to share the demand power (i.e. 
Power Management Communication). The existence of the central communication 
unit may reduce the system reliability. Furthermore, a DSFO-controlled DFIG 
cannot contribute to local grid control since they are field orientated off the grid 
voltage. Therefore a method involving droop characteristics cannot be applied to 
DSFO-controlled DFIGs. This means that they may not be so suitable for 
integration into a microgrid. However DFIGs controlled under Indirect Stator Flux 
Orientation (ISFO) are able to control the local grid voltage and frequency and can 
be augmented with droop characteristics. These properties make the ISFO-
controlled DFIGs a more proper and flexible choice for microgrids.  
In the next chapter an array of ISFO-controlled DFIGs are augmented with 
classical frequency and voltage droops in order to share, respectively, the active 
and reactive power demanded by the load. The droop characteristics are initially a 
IXQFWLRQRIWKH'),*V¶UDWLQJV7KHGURRSFKDUDFWHULVWLFVDUHDGMXVWHGLQ&KDSWHU
in order to share the load according not only to the ratings of the DFIGs but also 
the available wind power.  
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4. Local grid voltage and frequency control using 
ISFO-controlled DFIGs 
4.1 Introduction 
The Indirect Stator Flux Orientation (ISFO) control of DFIG is explained in [44] 
and has received little attention. The structure is suitable for isolated load since the 
q-axis of the stator current isq is imposed by the load rather than the wind. 
Therefore the q-axis of the rotor current irq has to be kept proportional to isq in 
order to maintain the field orientation of the DFIG. This structure does not require 
an external voltage source. The voltage magnitude is controlled by the magnetising 
current ims through regulating the d-component of the rotor current ird while the 
voltage frequency is imposed by the stator flux angle through free running 
integration of the reference stator voltage frequency. The control structure is given 
in section 2.2.3. Therefore, a DFIG under ISFO control operates as a voltage and 
frequency source rather than a power source (which is the case in the DSFO-
controlled DFIG). As a result, the ISFO structure can be augmented by voltage and 
frequency droop characteristics which is explained in this chapter. Moreover, the 
ISFO seems to be a suitable option for integration within a microgrid as they can 
support local grid voltage and frequency control and hence enhance the power 
quality. The main drawback of the ISFO structure is that irq cannot be used to 
control electrical torque Te, since irq has to be kept proportional to isq. In this 
structure the electrical torque is imposed by the load, hence, an external 
mechanism is needed to control Te. In [44] an auxiliary load is used to control Te in 
the Maximum Power Tracking (MPT) mode. In this thesis, the current component 
corresponding to the ES power will be used to control the electrical torque 
whenever required. Without an external torque control mechanism, the electrical 
torque is directly determined by the load power. This implies that the DFIG is 
under Constant Power Mode (CPM), assuming a constant load. Figure 4.1 
compares the implementation of the CPM in an ISFO-controlled DFIG with that in 
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a DSFO-controlled DFIG. Figure 4.1b illustrates that in an ISFO-controlled DFIG 
the local grid voltage is regulated by the DFIG and the DFIG output power is 
equal to the power demanded by the load.   
 
Figure 4.1. Constant Power Mode in (a) DSFO- (b) ISFO-controlled DFIG  
However in a DSFO-controlled DFIG the voltage is set by an external voltage 
source (e.g. grid) and, in order to get a smooth output power equal to P
*
,  the 
power loop reference must be set at P
*
.Hence communication is needed. 
4.1.1 Introduction to technical requirements for wind farms 
With increasing wind energy penetration, the impacts of variable wind energy on 
the T&D system become more significant, necessitating stricter requirements from 
the wind generators [3, 5, 14]. Currently, the requirements are intended to limit the 
disturbances of wind energy generation on grid, for example, fault ride through 
capability. With increasing penetration of wind energy, especially at distribution 
level, wind farms may be required to provide grid control functions normally 
associated with conventional power generation units [16, 25, 57]. This problem 
becomes more severe in an isolated power system like that of a small island which 
has poor capability of power regulation. Therefore, a modern wind farm may in 
future be requested to provide advanced grid support such as control functions for 
both active power-frequency and reactive power-voltage control. These 
functionalities required from a wind farm can be summarised as follow [22, 58]: 
 
x Balance control means that the wind farm can increase or decrease its 
active power generation in order to balance the demand. 
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x Delta control means that the wind farm is required to generate less than the 
maximum power such that a reserved available power can be used for a 
limited frequency control action. 
x Frequency control means that the wind farm increases or decreases its 
active power generation in order to compensate for frequency fluctuations. 
x Reactive power control means that the wind farm is required to absorb or 
inject a certain amount of reactive power. 
x Voltage control means that the wind farm controls the voltage of the point 
of common coupling by absorbing or injecting reactive power. 
 
The next section reviews different conventional methods for supporting wind farm 
grid voltage and frequency control. In a DSFO-controlled DFIG, unlike the ISFO 
one, an external voltage and frequency source is always needed as the DFIGs are 
seen as power source by the power system. The ISFO-controlled DFIGs, however, 
appear as voltage and frequency sources and it will be shown in later chapters that 
they can maintain grid voltage and frequency when even there is no wind.  
This chapter considers ISFO-controlled DFIGs and augments them with classical 
frequency and voltage droop characteristics in order to share active and reactive 
power demanded by the load according to their ratings. The philosophy is to make 
the wind farms operate as a conventional power plant, for example, like a 
synchronous generator. In Chapter 5, the droops will be adjusted to share the 
power according to both the available wind power and the rating of DFIGs.  
4.2 Conventional methods for supporting grid voltage 
and frequency  
In a DFIG based wind farm, the reactive power-voltage support can be achieved 
by supplying reactive power from the DFIG stator [56, 71-73] and/or by regulating 
the q-axis current of the grid-side converter. The balance control can be done by 
regulating the pitch angle and/or using ES. In order to support the grid frequency 
control in a DSFO-controlled DFIG, it is required to have enough reserve active 
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power (delta control). In other words, it is generally necessary to force the wind 
turbine to operate in a non-maximum power point which is commonly referred to 
DV ³GH-ORDGLQJ´ [18]. Regarding participation in frequency control for a DSFO-
controlled DFIG, two different types of operation can be defined [22]: 
 
x Participation at full load, when wind speed is higher than rated wind 
speed: in this case a pitch control reduces the active power to a value less 
than the wind turbine rated value. Therefore the active power reserved can 
be delivered to the grid in order to control the frequency when required 
[18].  
x Participation at partial load: Again pitch angle can be utilized to de-load 
the generator to a value less that the maximum available wind power and 
use the reserve power to regulate frequency. An alternative way is to set 
the shaft speed at a non-optimum speed resulting in a power generation 
less than the maximum one. Therefore, the grid frequency can be 
regulated through the use of the power reserved [22].  
 
It is also possible to support the grid frequency through using the energy stored in 
an external ES [19, 59]. In all of these methods, however, an external voltage and 
frequency source is still required. 
 
The previous chapter considers a STATCOM (which also operates as ES interface) 
control for a DSFO-controlled wind farm connected to a LCC-HVDC link. In the 
literature, however, some STATCOM-less solutions have been suggested which 
are briefly reviewed below.   
4.2.1 STATCOM-less solutions for LCC-HVDC connected wind 
farms to control wind farm grid 
In [48, 72, 74] a wind farm connected to a LCC HVDC link is considered. The 
active power flow through the HVDC link is controlled by regulating the rectifier 
firing angle. As discussed in the previous chapter, for a DSFO-based wind farm 
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connected to a LCC HVDC link, an external voltage and frequency source such as 
a STATCOM is usually needed. However, [48] proposed three STATCOM-less 
solutions which are summarized as follows. 
The grid frequency control method [72] in which the wind farm grid frequency is 
controlled by regulating the rectifier firing angle. The frequency fluctuation is used 
to regulate the rectifier firing angle in order to transfer the power generated by the 
wind farm to the main grid through the HVDC link. With a controlled grid 
frequency, the DFIGs are controlled to set the magnitude of grid voltage by 
controlling the stator flux through regulating magnetizing current ims. The DFIGs 
are controlled such that the rotor d-axis current demand ird
*
 is set by the 
magnetizing current while irq is set by a MPT scheme. However, this control 
scheme is not valid for system start-up due to the absence of the stator voltage 
frequency for the field orientation. Therefore, the wind farm has to be initiated 
under the ISFO control scheme in which a frequency demand is imposed on the 
system and irq is kept proportional to isq. After the start-up, irq is switched over to a 
MPT scheme while the wind farm grid frequency is controlled by regulating the 
rectifier firing angle. In this case the wind farm is not contributing to the main grid 
frequency control since all the wind power generated is transferred to the main 
grid. Therefore, large wind power fluctuations may result in large frequency 
fluctuations in the main grid especially in case of a weak grid. In [74] it was 
shown that if the main grid frequency is too high or too low, active power flow 
through the HVDC link can be decreased or increased by introducing a droop at 
the rectifier control loop. At the same time the pitch angle will increase or 
decrease to reduce or increase the power generated by the wind farm.  
The grid control via classical droop method which is intended to make wind 
turbines operate like a conventional synchronous generator. This approach allows 
the DFIGs to contribute to a shared control of the grid voltage and frequency. In 
order to achieve this, each rotor side converter imposes a stator voltage frequency 
and stator flux level on each of the DFIG stators. The author, as a member of the 
research team, utilized the droop method in [48] in order to provide ride-through in 
case of loss of the main grid. However the present thesis is intended to apply the 
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droop characteristics in both normal and fault ride-through operations. This is the 
subject of this chapter.  
The master-slave approach in which one DFIG controls the wind farm grid voltage 
and frequency (the master) and the others (slaves) operate under standard DSFO 
control. The master one is controlled under ISFO method in order to set the wind 
farm grid voltage and frequency while the slaves are field orientated off the grid 
voltage (DSFO-controlled). In this structure the HVDC rectifier firing angle is 
regulated to control the electrical torque of the master DFIG. Therefore, 
communication between the HVDC link and the master DFIG is required. In the 
master-slave method, similar to the grid frequency control approach, the wind 
power fluctuations are transferred to the main grid via the HVDC link and may 
cause large frequency variations particularly in the case of a weak grid. Moreover, 
the power into the grid is determined by the wind rather than the system operator. 
Therefore these approaches may not be appropriate for a power system with a 
large penetration of wind energy, nor for integration into a microgrid. In the 
methods mentioned above, some level of active power reserve is needed to 
contribute to frequency control. This implies that the frequency control is not 
possible under MPT mode. Furthermore, the degree to which the frequency control 
can be done is limited to the level of the active power reserved. As a result the 
wind farm cannot be the only voltage and frequency source of the system. 
However, ISFO-controlled DFIGs enable full control of the local grid voltage and 
frequency regardless of the wind speed and the demand power. This can be 
achieved by applying the droop characteristics on the wind generators. As a result, 
the wind farm can be the only voltage and frequency source in the system and can 
be well-integrated into a microgrid. This is the subject of this chapter. 
4.3 Wind farms and microgrids 
Microgrids are supposed to operate in both grid connected and islanded modes. In 
the grid connected mode, most of the system dynamics are imposed by the main 
grid due to the relatively small size of the microgrid.  However the challenge is in 
the islanded mode [42, 75] since the microgrid has to meet the local energy 
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demand and provide the power quality required by the local loads. These 
requirements can be achieved only if all active units support the local grid voltage 
and frequency and be able to adjust their operating points very fast according to 
the demand. These functionalities are normal for the conventional power plants 
equipped with droops characteristics. The requirements become harder to meet as 
the wind energy penetration increases since the ability of other power generators 
may become limited. Moreover, the DSFO-controlled wind turbines have limited 
capacity to support the local grid.  
 
Two different strategies for controlling a wind farm-ES system were identified in 
the previous chapter [56]: Power Demand Control (PDC) and Power Smoothing 
Control (PSC). The latter is the conventional one under which the ES filters out 
high wind power frequencies in order to provide the main grid with a smoothed 
power. The power into the grid is still a measure of the wind power. This may 
cause difficulties for other power generation units to meet the demand especially 
in a power system with a high wind energy penetration. In the PDC strategy, the 
combination of wind turbine(s)-ES is controlled in order to deliver a constant 
demand power to the grid. This strategy seems to be more suitable for a microgrid 
with a high wind energy penetration. In the previous chapter some control 
structures for the PDC strategy using the DSFO-controlled DFIGs have been 
discussed. In those structures a central Supervisory Wind Farm Control (SWFC) 
unit is required which determines the reference power and pitch angle for each 
wind turbine. This is called Power Management System in this thesis. Beside the 
fact that the DSFO-controlled DFIG has limited capacity for the local grid support, 
the need for a central control unit to determine the power reference for each 
individual DFIG may undermine the system reliability. It is noted that in the PDC 
strategy using the DSFO-controlled DFIGs, an Energy Management System 
(EMS) is also necessary in order to prevent the ES from hitting its energy limits in 
addition to the Power Management System. However, the ISFO-controlled DFIGs 
equipped with the droop characteristics enable the full control of the local grid 
voltage and frequency and increase the system reliability by eliminating the need 
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for a SWFC unit. The EMS, however, is still required which is quite acceptable for 
microgrids [42].  
4.3.1 ISFO-controlled wind farm and microgrids 
In an ISFO-controlled DFIG the electrical torque cannot be controlled by irq, and is 
imposed by the load. In the case of an ISFO-controlled wind farm integrated into a 
microgrid, two scenarios can be considered: with or without an external torque 
control mechanism.   
 
ISFO-controlled wind farm without external torque control mechanism 
Figure 4.2 illustrates an example of an ISFO-controlled wind farm integrated into 
a microgrid without an external torque controller.   
 
Figure 4.2. ISFO-controlled wind farm integrated within microgrid without external torque control 
mechanism 
The microgrid is assumed to contain the ISFO-controlled wind farm, an Auxiliary 
Generator (AG e.g. diesel generator), Dispatchable Loads (DL) and other power 
generators (such as PV, micro-turbines, combined heat and power, etc). The AG 
and the DL are used in the EMS which will be explained later. It is assumed in this 
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thesis that the local grid voltage and frequency is fully controlled by the ISFO-
controlled wind farm, however in practice, other generators can also contribute to 
control the voltage and frequency.   There is no external mechanism to control the 
electrical torque and assuming a constant local load means that the DFIGs are 
under Constant Power Mode (CPM). This implies that the wind power variations 
are reflected on the shaft speed of the DFIGs which increases the risk of 
instability. In the next chapter a pitch control is designed to keep the shaft speed 
within the stable region when the demand power is less than the extractable wind 
power. If the demand power approaches the average of the extractable wind 
power, the shortage of energy is compensated by the energy stored in the shaft 
inertia causing a reduction in shaft speed. In this case the EMS is responsible for 
keeping the shaft speed within the stable region. If the shaft speed decreases more 
than a certain threshold, the AG injects energy in order to maintain the demand 
power. If the demand power is too low, the shaft speed may increases more than a 
certain level which is used to regulate the DL in order to absorb the excess of 
energy.   
 
Figure 4.3. ISFO-controlled wind farm integrated within microgrid without external torque control 
mechanism with the DL as a hydrogen generation station 
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The DL can be anything from resistor sets to hydrogen generation station or an 
irrigation system. Figure 4.3 shows the DL as a hydrogen generation unit. In such 
a case the DL can also operate as a long-term ES. For instance, whenever the local 
load is low (compared to the extractable wind power); the DL can generate 
hydrogen which later can be used in fuel cells (i.e. as an auxiliary generator) in 
order to minimize the fuel consumption of the AG when the demand is raised.  
The extra energy can also be shed by the pitch control. There is a trade-off 
between the power rating of the DL and the maximum slew rate of the pitch 
control. It will be shown in later chapters that a slow pitch control may result in a 
relatively large DL whilst a normal pitch control can eliminate the need for a DL. 
It is noted that even in a standard DSFO-controlled DFIG under MPT mode, the 
pitch angle is used to maintain the power at the rated value and prevent the shaft 
speed from exceeding the maximum limit for wind speeds above rated.  
 
Figure 4.4. ISFO-controlled wind farm integrated within microgrid with external torque control 
mechanism (i.e. ES) 
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ISFO-controlled wind farm with external torque control mechanism 
The second scenario is shown in Figure 4.4 where an ISFO-controlled wind farm 
is integrated into a microgrid with an external ES. The ES is used to control the 
DFIGs electrical torques. This can be either aggregated on the local grid or 
distributed within individual wind turbines. The EMS, which is used to prevent the 
ES from hitting its energy limits, is based on the same logic as the first scenario. 
This structure enables the control of DFIGs under the standard MPT mode which 
is investigated in Chapter 7. In Chapter 6, which can be considered as a transition 
step from Chapter 5 (CPM) to Chapter 7 (MPT), the microgrid is the same as that 
of Figure 4.4 but without any external energy source (i.e. AG). Although this may 
sounds impractical, it is a suitable case study for DFIGs under a non-maximum 
power tracking control such as Constant Torque Mode (CTM).  
 
In the next section the ISFO-controlled DFIGs will be augmented by the classical 
frequency and voltage droops in order to share a demand active and reactive power 
according to their ratings.  
4.4 Voltage and frequency control using classical droop 
characteristics 
4.4.1 Introduction and applications 
The droop method, which has been used for many years, is based on a well known 
concept in power networks that consists of reducing the frequency of the 
synchronous generator when its output power increases [32]. The concept is also 
adopted in the control of parallel inverters such as Uninterruptable Power Supplies 
(UPS) [76-79] 7KH DGYDQWDJHV RI VXFK D SRZHU FRQILJXUDWLRQ LQFOXGH ³KLJK
UHOLDELOLW\DQGQRUHVWULFWLRQRQWKHSK\VLFDOORFDWLRQRIWKH836XQLWV´[80] since 
there is no communication and units use only local variables. Similarly, the droop 
characteristics can be applied on Distributed Energy Resources, including wind 
turbines, in order to increase the system reliability and obtain autonomous 
operation. This section discusses some different applications involving a droop-
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controlled wind farm. In section 4.4.2, an array of wind generators are augmented 
with droop characteristics in order to share a variable active and reactive load. The 
ISFO-controlled DFIGs augmented with droops do not require a SWFC unit to set 
the reference power for each DFIG; unlike the DSFO-controlled ones (section 
3.3.2.2). In other words, there is no need for power management system; however, 
EMS is still required which will be investigated in the following chapters.  
 
Figure 4.5 shows an array of ISFO-controlled DFIGs integrated into a microgrid. It 
is assumed, in this thesis, that the wind farm is the main power supply of the 
system and is responsible for controlling the local grid voltage and frequency. 
However, other generators can also contribute to the local grid control (using the 
droop characteristics), if requested. As Figure 4.5 illustrates, the reactive power-
voltage droop determines the stator voltage magnitudes which in turn sets the 
reference magnetising currents ims
*
. The magnetising current is controlled by 
regulating ird (not shown in the figure). The active power-frequency droop 
determines the stator voltage frequency reference fs
*
 which sets the stator flux 
angles șs.  
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Figure 4.5. Local grid control by an array of ISFO-controlled DFIGs integrated within a microgrid  
The ES can be aggregated on to the local grid or distributed and integrated with 
the generators, either as shown in Figure 4.5 or affixed to the DC-link of each 
DFIG. The DL and AG are controlled in order to keep the energy level of the ES 
within its limits. This chapter is intended to study an array of ISFO-controlled 
DFIGs augmented with classical droops and assumes that the DFIGs are driven at 
a constant shaft speed. This implies that the load power is always less than the 
hypothetical available wind power. Therefore at this stage, the control of the ES, 
DL and AG are not considered.  
Figure 4.6 shows another application in which an ISFO-controlled wind farm is 
buffered from the main grid by a set of power electronic converters. These are 
effectively Power Flow Controllers (PFC). The PFCs can control the active power 
flow to/from the main grid in order to prevent the energy level of the ES from 
hitting its upper/lower limits. In this case, there is theoretically no need for the DL 
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and AG. However, the AG could be required if the aim was to minimize the power 
from the main grid due to a higher price of the main grid energy.   
 
Figure 4.6. A droop-controlled wind farm buffered from the main grid by Power Flow Controller 
(PFC) 
The method is also applicable to an ISFO-controlled wind farm connected to the 
grid through a HVDC-link. Both VSC- and LCC-HVDC connections are possible. 
Figure 4.7 shows an array of ISFO-controlled DFIGs connected to a VSC-HVDC 
link. In this scenario the wind farm grid is controlled by the DFIGs rather than the 
sending end converter of the VSC-HVDC link. The demand power is imposed by 
the d-axis current of the receiving end converter as , where VDC is 
the voltage of the HVDC DC-link. The HVDC DC-link voltage is controlled by 
the d-axis current of the sending end converter which is the reverse of the standard 
control of VSC.  
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Figure 4.7. An ISFO-controlled wind farm equipped with classical droop characteristics and 
connected to the main grid though a VSC-HVDC link 
Figure 4.8 illustrates an ISFO-controlled wind farm connected to the grid through 
a LCC-HVDC link. The local (wind farm) grid is controlled by the DFIGs utilising 
droop characteristics. Therefore, neither an external voltage source, such as a 
STATCOM, nor a SWFC unit (compared to the DSFO-controlled wind farm 
explained in section 3.3.3.2) is required. The EMS, however, is still needed to 
control the energy level of ES within its limits using the DL and AG. The demand 
power sets the reference current of the HVDC DC-link as , where E0 is 
the voltage of the HVDC link. The HVDC current is controlled by regulating the 
rectifier firing angle Į. The HVDC DC-link voltage is controlled by the HVDC 
inverter. This case will be simulated later in this chapter to illustrate the droop 
control. 
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Figure 4.8. An ISFO-controlled wind farm equipped with classical droop characteristics and 
connected to the main grid though a LCC-HVDC link 
Prior to applying the droop method on an array of ISFO-controlled DFIGs, the 
following subsection reviews the theory behind the droop characteristics in brief.  
4.4.2 Voltage and frequency droops 
Each generator (in this case DFIG), can be represented as a voltage source 
connected to a common bus (the local grid) through a decoupling impedance Z as 
shown in Figure 4.9 [32, 79].  
 
Figure 4.9. Generator connected to the local grid through an impedance 
The complex power flowing from the generator to the common bus can be written 
as [77]: 
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 (4.1) 
where V1 and V2 are the amplitude of the generator voltage and the common bus 
voltage, į is the power angle, and Z and ș are the magnitude and the phase of the 
generator output impedance. Using (4.1), one can write: 
 
 (4.2) 
 
Equation (4.2) shows that the output impedance affects the relation between the 
voltage amplitude or phase difference and the active and reactive power 
components circulating between the generators [81]. Assuming a mainly inductive 
output impedance (i.e. Z=jX, ș=90º), the following well-known expressions of 
active and reactive power can be derived from (4.2) [77, 78]: 
 
 (4.3) 
 
From (4.3), and assuming small power angles (  and ), it can be 
seen that the active power is strongly dependent on the power angle į, and the 
reactive power is mainly dependent on the difference between the voltage 
magnitudes [79]. Obviously the control of the frequency dynamically controls the 
power angle. Therefore, the frequency can be controlled by active power while the 
generator voltage amplitude can be controlled by reactive power. This concept 
leads to the well-known frequency and voltage droop equations: 
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where f0 and V0 are the output voltage amplitude and frequency at no load (set 
point), and m and n are the frequency and voltage droop coefficients respectively.  
As a general rule, the larger the droop coefficients, the better the power sharing 
would be at the expense of degrading the voltage and frequency regulation. 
8VXDOO\WKHPD[LPXPDFFHSWDEOHGHYLDWLRQRIYROWDJHDQGIUHTXHQF\DUHǻV=5% 
DQG ǻf=2% respectively [79]. If the voltage or frequency drops more than this 
level, their set point values can be increased (using communication or a very slow 
bandwidth control) in order to compensate for the reduction.  
  
Figure 4.10. Droop characteristics (a) frequency-active power (b) voltage-reactive power 
Figure 4.10 illustrates the droop characteristics basing on (4.4). The droop 
coefficients can be calculated as: 
 
 (4.5) 
 
where Pmax and Qmax are the maximum active and reactive power (usually the 
generator rated value), aQGǻf DQGǻV are the maximum acceptable frequency and 
YROWDJHGHYLDWLRQV8VXDOO\ǻf DQGǻV are chosen to be equal for all the units: 
 
 (4.6) 
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Choosing the droop coefficients according to (4.6) ensures that the active and 
reactive powers drawn from each generator are shared by them according to their 
ratings [76]. It should be noted that (4.4) is only truly valid for mainly inductive 
output impedance, which is usually the case. This is because of the large filter-
inductance and small resistance of overhead lines [32, 81]. However, in the case of 
resistive or capacitive output impedance, it can be shown that the active power 
becomes mainly dependent on voltage while reactive power can be regulated by 
frequency [80] i.e. the reverse of the inductive impedance case. In this thesis the 
output impedance is assumed to be inductive, however, the resistive or capacitive 
ones seem applicable as well.  
 
Active power-frequency droop: 
The stator voltage frequency is controlled by the stator flux angle șs through the 
free running integration of the frequency reference value fs
*
. Substituting the 
reference frequency with the f-P droop equation given in (4.4), yields: 
 
 (4.7) 
 
Using (4.7), the active power-frequency droop control scheme is shown in Figure 
4.11. 
 
Figure 4.11. Active power-frequency droop control scheme 
In this thesis the frequency set point will be always set at 50Hz, however, in 
practice the set point can increase in order to compensate for the frequency drop. 
  
Reactive power-voltage droop: 
The stator voltage magnitude is controlled by regulating the magnetising current 
ims which in turn is controlled by ird. Neglecting the stator resistance, the stator 
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voltage can be written as  where Ȧe and ĳs are the electrical angular 
frequency and the stator flux. Since , one can write . Using 
the Q-V droop equation given in (4.4), one can derive: 
 
 (4.8) 
 
Figure 4.12 illustrates the reactive power-voltage droop control scheme basing on 
(4.8).  
 
Figure 4.12. Reactive power-voltage droop control scheme 
where ims0 is the magnetising current at no load which is usually set as 
 where Vs-nom and Ȧe-nom are the nominal values of the stator 
voltage magnitude and the electrical angular frequency respectively. However if 
necessary, ims can become more than the nominal value in order to compensate for 
the voltage reduction. Although ims0 for DFIGs with different rating is different, 
choosing droop coefficients using (4.6) leads to the same stator voltage for any 
given reactive power.  
 
In the next section the droop characteristics will be applied on two ISFO-
controlled DFIGs connected to a LCC-HVDC link. 
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4.4.3 Simulation of a droop-controlled wind farm connected to a 
LCC-HVDC link 
This section simulates two ISFO-controlled DFIGs equipped with the droop 
characteristics as shown in Figure 4.13.  
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Figure 4.13. A ISFO-controlled wind farm augmented with droop characteristics and connected to 
the grid through a LCC-HVDC link 
The wind farm is connected to the grid through a LCC-HVDC link. The first DFIG 
is 0.66pu and the second one is 0.34pu with parameters given in Appendix B. It 
VKRXOGEHQRWHGWKDW³SX´UHSUHVent the per unit value based on the total wind farm 
UDWLQJ)URPQRZRQLQWKHWKHVLV³SXgen´ZLOOVWDQGIRUWKHSHUXQLWYDOXHEDVHGRQ
the rating of the associated DFIG in multi DFIGs systems. The demand power is 
imposed by regulating the HVDC DC-link current I0 which in turn is controlled by 
Į. In the normal operation I0=P*/E0. The parameters of the HVDC DC-link cable 
are given in Appendix B. The control of the HVDC current loop is explained in [4] 
and is beyond the scope of this thesis. The rated value of the HVDC DC-link 
current is 2kA with the rated voltage of 500kV. The inverter controls the HVDC 
DC-link voltage and is replaced by a DC-voltage source [4, 48] E0=490kV. A 4-
step (0.25, 0.5, 0.75, 1pu) switchable AC-filter is designed, with parameters given 
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in Appendix B, in order to absorb the 11
th
 and 13
th
 harmonic currents and also 
compensate for the rectifier reactive power demand. In this simulation, in order to 
investigate the effect of the droop characteristics, the DFIGs are driven in a 
constant shaft speed. This implies that the demand power is always less than the 
hypothetical wind power. However, real wind speed profiles will be applied 
throughout the following chapters. Both normal and fault ride-through operations 
are simulated. In the normal operation the switch S, shown in Figure 4.13, is in 
position N while in the fault operation the switch is in position F. This will be 
explained below.   
 
Simulation results of normal operation 
This section compares the active and reactive power sharing with and without the 
droop characteristics explained above.  
 
Figure 4.14. Comparison between active and reactive power sharing with and without droop 
characteristics for an ISFO-controlled wind farm connected to a LCC-HVDC link  
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In both cases the active power demand is increased from 0 to 1pu in four steps, as 
shown in Figure 4.14a. The reactive power demand by the rectifier is Q
*
=P
*
tan(Į) 
which is mainly supplied by the AC-filters. The reactive power demanded from 
the wind farm (Figure 4.14b) mainly covers the reactive power absorptions in the 
transformers which increase as the demand active power rises. Figure 4.14c and 
Figure 4.14d illustrate the active and reactive power sharing without droop. As it 
can be seen, before 1sec, during which no power is demanded, the output power of 
the DFIGs are non-zero. This implies that there is circulating active and reactive 
power between DFIGs. Moreover, Figure 4.14c shows that the first DFIG is 
overloaded, when the demand power is 1pu, while the second DFIG generates far 
less than its rated value. The situation for reactive power sharing without droop is 
even worse and the second generator generates more than the first one until 3sec. 
Figure 4.14e and Figure 4.14f show the active and reactive power sharing using 
the proposed droop characteristics with the droop coefficients given inTable 4.1.   
 
 Rating, pu m, Hz/pu n, kV/pu 
DFIG 1 0.66 0.151 0.0757 
DFIG 2 0.34 0.294 0.147 
Table 4.1. Droop characteristics coefficient of DFIGs  
It can be seen that there is no circulating active and reactive current. Furthermore, 
applying the droops, the active and reactive power are shared in proportion to their 
ratings: . These improvements have been achieved at 
the expense of a very small frequency and voltage deviations as is shown in Figure 
4.14g and Figure 4.14h, respectively. The transient voltage and frequency 
fluctuations are due to the switching effects of the AC-filters.  
In this simulation, the reactive power from the DFIGs covers only the losses in the 
WUDQVIRUPHUV¶ UHDFWDQFH +RZHYHU LQ SUDFWLFH WKH '),Gs may need to cover the 
excess/shortage of reactive power between each filter level and its upper/lower 
level. Assuming the 4-level filter of Figure 4.13, the reactive power unbalance will 
be always less than 0.15pu. Therefore in the simulations carried out in the 
following chapters the reactive power demanded by the load is set at 0.15pu.  
34.066.02121   QQPP
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Fault ride-through operation 
This section considers an ISFO-controlled wind farm connected to a LCC-HVDC 
link as shown in Figure 4.13. The ride-through of loss of the AC-main grid, in 
which the power has no where to go, is simulated. The fault, as illustrated in 
Figure 4.13, is simulated by a short circuit on the HVDC at the inverter end i.e. the 
voltage of the DC-voltage source representing the inverter drops to 0kV. The fault 
lasts for 150msec. The objective of this simulation is to demonstrate that the ISFO-
controlled wind farm equipped with the droops have the ability to ride-through 
without any communication.  
 
Figure 4.15. Fault ride-through for an ISFO-controlled wind farm augmented with droops 
Since the AC-filters (see Figure 4.13) cannot be switched fast enough following 
the fault, maintaining some DC current demand is useful in order to keep the 
reactive power demand of the rectifier. Therefore, following the fault, the switch S 
in Figure 4.13 is switched to position F which imposes a DC-current reference of 
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0.2pu. However, this is not a mandatory requirement and will only affect the 
dynamic of the ride-through response and not the nature of it. It is noted that 
operation with constant shaft speed may affect the dynamics of the ride-through 
responses as the power unbalance is only reflected on the voltage and frequency. 
The simulation results are given in Figure 4.15. Before the fault occurs (at 3sec), 
the demand power is 1pu. It can be seen that after the fault is cleared the active 
(Figure 4.15a) and the reactive (Figure 4.15b) power recover to their pre-fault 
values with no communication. The active and reactive power sharing using 
droops also returns to normal after fault clearance.  Figure 4.15e and Figure 4.15f 
show that the frequency and voltage controls are restored while their variations 
during the fault are about 2% and 6% respectively, which are acceptable. In the 
later chapters a similar fault ride-through scenario will be simulated (without the 
HVDC-link) while a real wind speed profile is applied.    
4.5 Discussions and conclusions 
This chapter reviewed the different functionalities that may be required from a 
wind farm including the active power-frequency and the reactive power-voltage 
control. Current methods for supporting the local grid voltage and frequency have 
been discussed. In all of these methods, an external voltage and frequency source 
is still required. It was emphasised that a conventional DSFO-controlled wind farm 
has limited capacity for supporting the local grid frequency according to the level 
of the active power reserved. However, an ISFO-controlled wind farm augmented 
with droop characteristics has the potential to fully control the local (wind farm) 
grid voltage and frequency. The different applications of a droop-controlled wind 
farm including AC grid connection, HVDC connection, and integration within a 
microgrid has been discussed. 
This chapter has addressed the control of an array of ISFO-controlled DFIGs with 
classical droop characteristics. The active and reactive power sharing using droops 
has been compared with that of without droops. It was demonstrated, using 
PSCAD simulations, that the droops eliminate the active and reactive power 
circulations and force the DFIGs to share the load in proportion to their ratings.  It 
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was shown through PSCAD simulation that a droop-controlled wind farm is 
inherently able to ride-through loss of the grid with no need for communication. It 
is proposed that an array of ISFO-controlled DFIGs augmented with droops is a 
more suitable option for integration into a microgrid than that controlled under 
DSFO. This is due to their ability to control the local grid voltage and frequency 
and adjust their operating point using only local measurements, with no central 
power control communication. However, energy control communication is still 
QHHGHGLQRUGHUWRFRQWUROWKH'),*V¶VKDIWVSHHGDQGRUWRNHHSWKHHQHUJ\OHYHO
of the ES within its limits. This is the subject of the following chapters.  
This chapter assumed that the demand power is always less than the extractable
 wind power. In practice the demand power may be more than . In that case 
an ES and/or external energy source is needed to compensate for the energy 
shortfall.  The next chapter proposes an energy management system using an 
external energy source while the control of ES will be introduced in Chapter 6. An 
energy management system consisting of both ES and an external energy source is 
considered in Chapter 7.    
The DFIGs equipped with the droop control in this chapter share the demand 
power in proportion to their ratings, regardless of the available wind power. The 
next chapter adjusts the droops in order to take the available wind power into 
account. It will be shown that the improved droop can significantly reduce the 
energy required from an external source since it enables the DFIGs with sufficient 
extractable wind energy to compensate for those with insufficient extractable wind 
energy. 
    

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5 Droop-controlled wind farm delivering a constant demand power without an external ES 
 
82 
 
5. Droop-controlled wind farm delivering a 
constant demand power without an external ES 
5.1 Introduction 
This chapter studies an array of ISFO-controlled DFIGs equipped with droop 
characteristics. The different applications of such a control method, including AC 
grid connection, HVDC connection, and integration into a microgrid, were 
investigated in the previous chapter. This chapter considers the microgrid 
application without a direct torque control mechanism, as discussed in section 
4.3.1 and shown in Figure 5.1.   
 
Figure 5.1. Integration of a droop-controlled wind farm into a microgrid without external torque 
control mechanism 
In this scenario the DFIGs control the local grid voltage and frequency and share 
the local load through the droop method. The wind turbine inertia operates as a 
short-term ES and there is no external ES. Therefore, the shaft speed varies 
according to the demand load and the available wind power. This means that the 
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shaft speed can be considered as an indicator for the excess or shortfall of energy. 
In order to keep the shaft speed within its limits, an Energy Management System 
(EMS) is required which will be explained in this chapter. It is noted that the EMS 
is not an extra requirement for this system and is also needed for the standard 
DSFO-controlled wind farm with ES. The EMS consists of an Auxiliary Generator 
$* DQG D FRQWUROODEOH RU ³'LVSDWFKDEOH /RDG´ '/ 7KH $* LV XVHG WR
compensate for the lack of the energy when the shaft speed decreases too much. 
On the other hand, if the shaft speed increases too much, the DL is utilized to 
absorb the extra energy. The DL can be sets of resistors, an irrigation system, a 
hydrogen generation station, etc. It will be shown in Chapter 7 that using a pitch 
angle control with slew rate up to 3-5º/sec can eliminate the need for a DL. 
However, the DL as hydrogen generator combined with fuel cells, for example, 
can be used as a long-term ES to reduce the fuel consumption of the AG (Figure 
5.1).  This last scenario is out of the scope of this thesis.  It will be shown in 
Chapter 8, that the DL can also be distributed among the DFIGs which might be a 
better place for resistive DLs.  
5.1.1 Constant Power Mode (CPM) control 
It was discussed in Chapter 2 that ISFO-controlled DFIGs usually require an 
external mechanism to control their electrical torque Te. In [44] an auxiliary load is 
used to control Te and the next chapter will control the electrical torque by 
regulating the ES interface (ESI) real current. This chapter deals with the case that 
there is no external torque control mechanism; hence the electrical torque is 
imposed directly by the load. Such a case is depicted in Figure 5.2. Assuming that 
no energy is injected/absorbed by the AG/DL shown in Figure 5.2, the DFIGs are 
under CPM for a constant load demand. As argued in section 2.3.3, the CPM has 
the widest shaft speed variation but the system may be exposed to instability. A 
pitch angle control will be designed in this chapter to control the shaft speed 
within the stable region for demand powers which are always less than the 
extractable wind power  (Figure 5.1a). 

extP
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Figure 5.2. ISFO-controlled DFIGs controlling local grid using droop characteristics  
If the demand power approaches the average of the extractable wind power  
(Figure 5.3b), ES and/or an AG is required to inject the energy shortfall whenever 
the demand power is more than .        
 
Figure 5.3. Different situations of demand power in respect to extractable wind power  
This chapter considers a system that uses an AG to address the shortfall. The 
integration of the ES will be introduced in Chapter 6.  
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5.2 Constant demand power delivery using pitch control 
This chapter designs a pitch controller in order to deliver a constant power 
demanded by load as shown in Figure 5.4. It will be designed for one DFIG and 
validated with two DFIGs equipped with droop.  
 
Figure 5.4. Pitch angle control for delivering a constant demand power 
It is emphasized again that the method of pitch control alone is only applicable if 
P
*
 is less than  (Figure 5.3a). In [82] a pitch control was designed in order to 
smooth the output power. The reference power for the pitch controller is derived 
from the average wind speed calculation. However in this thesis the reference 
power is imposed by the load.   
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Figure 5.5. Pt-Ȧr characteristics for a constant wind speed and different pitch angle 
Assuming a constant wind speed, Figure 5.5 illustrates the turbine power vs shaft 
speed characteristics for different pitch angles. For a given demand power there is 
only one pitch angle ȕopt which is tangential with P*. The shaft speed associated 
with ȕopt and P* is called the optimum shaft speed Ȧopt. If , there is only 
one option for the reference shaft speed Ȧr* which is its corresponding Ȧopt. 
However in practice (i.e. real wind speed) the demand power cannot approach 
 unless an ES and/or an AG is used. The control structure using an AG is 
covered in section 5.3. As Figure 5.5 illustrates, the intersection point of the 
demand power and the reference shaft speed lines determines the reference pitch 
angle ȕ*. The calculation of ȕ* for a given P* and Ȧr* is explained later in this 
section. The choice of the reference shaft speed will be discussed later in this 
chapter. The minimum stable shaft speed for a given demand power and wind 
speed is denoted by Ȧstb.   
Since there is no direct torque control mechanism, the electrical torque is imposed 
by the load, hence the electrical torque effectively is . Therefore the 
system can be simplified as depicted in Figure 5.6.   
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Figure 5.6. Simplified block diagram of system for control purpose 
As shown in Figure 5.6, the pitch angle control system consists of three main 
parts: ȕ*calculation, pitch controller, and servo system. The ȕ*calculation unit, as 
its name suggests, is responsible for calculating the reference pitch angle for a 
given demand power and reference shaft speed. The Pitch controller is based on 
the wind turbine linearized model and controls the states of the system to their 
desired values. The servo system follows the pitch angle command ȕcmd provided 
by the pitch controller. The servo system is modelled by a first order lag [82, 83] 
and a rate limiter in order to make sure that the pitch angle cannot vary faster than 
the allowed rate Rȕ. The next two subsections explain the ȕ* calculation and pitch 
controller units. 
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5.2.1 Calculation of the reference pitch angle 
In order to calculate the reference pitch angle, a wind turbine model is needed. In 
this thesis the PSCAD wind turbine model, which was explained in section 2.3.1, 
is used. The model is described by (5.1): 
 
(5.1) 
where Cp and Ȝ are the power coefficient and tip speed ratio respectively. As 
Figure 5.5 shows, for and , the turbine power is equal to the 
demand power: 
 
(5.2) 
The Cp
*
 is called reference power coefficient. Similarly the tip speed ratio 
corresponding to the reference shaft speed can be called reference tip speed ratio 
Ȝ*: 
 
(5.3) 
Substituting (5.2) and (5.3) into the power coefficient equation given in (5.1) and 
then simplifying it for ȕ, yields: 
 
(5.4) 
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5.2.2 Pitch angle controller 
The wind turbine characteristic is nonlinear. In order to design a controller the 
wind turbine model needs to be linearized. This approach is based on the 
assumption that small signal stability across the operational envelope results in 
global stability. Although this is not necessarily true for all nonlinear system, it is 
normally the case for nonlinear systems without discontinuities. One can linearize 
(5.1) as: 
 
(5.5) 
ZKHUH YDULDEOHV ZLWK VXIIL[ ³´ UHSUHVHQW WKH OLQHDUL]DWLRQ SRLQW 7KH WXUELQH
power and turbine torque equations can also be linearized as follows: 
 
                  
(5.6) 
Equations (5.5) and (5.6) can be simplified as: 
 
                       (5.7) 
Equations (5.7) can be further simplified as: 
 
                       (5.8) 
where , and  
Equation (5.8) is the wind turbine linearized model.  
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As Figure 5.6 shows, the system is second order. There are two states variables 
which are the pitch angle and the shaft speed. Assuming that around the operating 
point the change of the pitch angle is less than Rȕ, the rate limiter can be neglected. 
Therefore the blade differential equation would be: 
 
                       (5.9) 
The second differential equation is: 
 
                       (5.10) 
Equation (5.10) can be linearized as: 
 
                       (5.11) 
Substituting (5.8) into (5.11) and simplifying that, gives: 
 
                       (5.12) 
Using (5.9) and (5.12), one can write the space state equations as: 
 
                       (5.13) 
Where the state variables and input variables are respectively: 
 
                       (5.14) 
The state matrix  and the input matrix  are respectively: 
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                       (5.15) 
By choosing shaft speed as output, the output matrix  and the direct 
transmission matrix   would be: 
                  
                       (5.16) 
The control and reference inputs are įȕcmd and įȦ*, respectively. The demand 
power į3* and wind speed į9w are disturbances and therefore are not included in 
the control law given by: 
                                        (5.17) 
The state feedback matrix is and is designed to place the system 
closed loop poles at their desired place. Figure 5.7 shows the pitch angle 
controller (of Figure 5.6) using the control law given in (5.17). 
 
Figure 5.7. Pitch angle controller 
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In Figure 5.7, Kf1 and Kf2 are the sate feedback gains which are determined in 
order to place the system closed loop poles at their desired locations. Since all the 
states variables are measurable, there is no need for an observer. The necessary 
and sufficient condition that the closed loop poles can be placed at any arbitrary 
locations in the s plane is that the system be completely state controllable [84]. 
Generally a system described by  where 
 
is an  matrix and 
 is an r-vector, is completely state controllable if the   controllability 
matrix  is of rank n, (i.e. contain n linearly independent column 
vectors) [84]. In this case the  controllability matrix is of rank 2 which means 
that it is state controllable. 
The system open loop poles, which are the eigenvalues of the matrix , may 
change for different linearization points. For this study it is felt sufficient to derive 
a single control law that will give acceptable performance for all the linearization 
points (the alternative approach would be to have a gain-scheduling procedure). 
Prior to choosing the desired closed loop pole, the worst-case linearization point is 
determined. Therefore, first the variations of the system eigenvalues for the 
different linearization points are studied in order to find the worst case for 
linearization.   
There are two open loop poles: one is associated with the pitch angle and is always 
at and the other is associated with the shaft speed and varies with the 
linearization points. So the first eigenvalue is always stable. The linearization 
point is defined by P0, Vw0, and Ȧr0. Figure 5.8 shows the movement of the open 
loop poles when P0 increases from 0.2 to 1pu (in four steps), Vw0=13m/sec, 
Ȧr0=1.1pu, and Ĳȕ=1. It can be seen that as power increases the system tends 
towards instability and the system is unstable for power more than approximately 
0.75pu. It is noted that even for P0=1pu, the pitch angle ȕ0§4º (using (5.4)) which 
implies that the closed loop system can be stable using a proper control design. In 
other words, all these linearization points are within the stable region shown in 
Figure 5.5. For unstable region (Ȧr<Ȧstb), pitch angle control cannot be used to 
stabilize the system since that region corresponds to Figure 5.3b i.e. when the 
extractable wind power is less than the demand power.  
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Figure 5.8. Movement of system open loop poles for variation of P0 from 0.2 to 1pu while 
Vw0=13m/s, Ȧr0=1.1pu and Ĳȕ=1 
Figure 5.9 shows the open loop poles movements when Vw0 varies from 10 to 
16m/sec, P0=0.5pu, Ȧr0=1pu, and Ĳȕ=1.  
 
Figure 5.9. Movement of system open loop poles for variation of Vw0 from 10 to 16m/sec while 
P0=0.5pu, Ȧr0=1pu and Ĳȕ=1 
Figure 5.9 illustrates that as the wind speed decreases the second eigenvalue 
moves toward instability. Again, closed loop control can address this provided that 
the extractable wind power is not less than the demand power. 
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Figure 5.10. Movement of system open loop poles for variation of Ȧr0 from 0.7 to 1.3pu while 
P0=0.5pu, Vw0=12.5m/sec and Ĳȕ=1 
Finally the movements of the open loop eigenvalues when Ȧr0 changes from 0.7 to 
1.3pu (in 6 steps), P0=0.5pu, Vw0=12.5m/sec and Ĳȕ=1 is shown in Figure 5.10. As 
can be seen, the second open loop pole is unstable for shaft speed less than 
approximately 0.95pu.  
Figures 5.8, 5.9 and 5.10 demonstrate that as P0 increases and Vw0 and Ȧr0 
decrease, the system tends toward instability. Therefore one can set the 
linearization point as: P0=1pu, Ȧr0=1.2pu, Vw0=12.5m/sec and hence ȕ0=1.6º. At 
this point since ,  and the pitch angle is small. Therefore this 
point can be considered as the worst case.  It is emphasized again that all the 
linearization points considered above are within the stable region of Figure 5.5. 
Therefore the closed loop pitch angle control can make them stable. The points 
outside the stable region (shown in Figure 5.5) correspond to the case when the 
demand power is more than which will be addressed in Section 5.3 using an 
AG. Knowing the linearization point, the desired closed loop pole can be 
determined and hence the proper state feedback gains can be found. The state 
feedback gains, of course, vary for DFIGs with different ratings. In the next 
subsection two DFIGs with different ratings are considered.   
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The state feedback gains are determined according to the desired closed loop 
poles. As a general rule, the system response becomes faster as the dominant 
closed loop poles are placed further from the jȦ axis. It is noted that a high-speed 
response requires large amount of control energy which means that heavier 
actuator is needed. There are a number of methods for finding proper Kf1 and Kf2 
including, the pole-placement and the quadratic optimal regulator methods. The 
latter has the advantage of determining the desired closed loop poles such that it 
balance the acceptable response and the amount of the control energy required 
[84]. However, in this case the pitch angle variation is rate limited. It will be 
shown that it never varies faster than 5º/sec, which is a decent maximum rate of 
change for the blades. This implies that the required control energy is acceptable. 
Therefore in this research the pole-placement method is used.   
The next subsection demonstrates the control structure using PSCAD simulations. 
5.2.3 Simulation results of constant demand power delivery using 
pitch angle control 
This section consists of three parts. The first part validates the proposed pitch 
angle controller using one ISFO- controlled DFIG and constant wind speed. The 
second simulation considers another ISFO-controlled DFIG with a different rating, 
but this time with real wind speed profile. The third part simulates the two DFIGs 
(of the two previous simulations) equipped with droops and the pitch control 
scheme explained above while real wind speed profiles are applied.  
 
Simulation 1: 
This section considers one ISFO-controlled DFIG connected to a variable load as 
shown in Figure 5.4. The voltage and frequency is controlled by the DFIG. The 
DFIG1 with parameters provided in Appendix B is simulated in this section. The 
objective of this simulation is to validate the proposed control structure. Therefore 
constant wind speeds are used in order to be able to cover a wider range of cases.  
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      t 0-5s 5-12s 12-20s 20-28s 28-36s 36-46s 46-57s 57-75s 
Vw, m/s 10 12 12 12 14 14 14 12.5 
P
*
, pu 0.4 0.4 0.4 0.6 0.6 0.6 1 1 
Ȧref, pu 0.8 0.8 1 1 1 1.2 1.2 1.2 
Table 5.1. Sequence of events of the simulation shown in Figure 5.11 
Using the linearization point explained above (i.e. P0=1pu, Ȧr0=1.2pu, 
Vw0=12.5m/sec) and setting Ĳȕ=1 [82, 83], the open loop poles are -1 and 0.047. 
The desired closed loop poles should be determined such that they assure a well-
damped response without hitting the maximum slew rate which is Rȕ=3º/sec. Trial 
and error shows that setting the closed loop poles  at -0.15 and   -1.5 gives a 
reasonably fast and well-damped response. Therefore state feedback gains Kf1 and 
Kf2 are set respectively at 0.65 and -0.88 using MATLAB pole-placement 
command. Table 5.1 explains the sequence of events of the simulation results 
shown in Figure 5.11. In each column, the bolded number represents the parameter 
which has been changed compared to the previous period. It can be seen that a 
very wide range of different possible situations has been simulated. In each 
situation the pitch angle (Figure 5.11c) is adjusted in order to control the shaft 
speed (Figure 5.11.d), hence maintaining the demand power (Figure 5.11b). The 
transient fluctuations in the pitch angle, which is still less than 3º/sec, are due to 
the step changes in the wind speed and reference shaft speed. In the case of the 
demand power (Figure 5.11b) changes (at 20s and 46s), a first order filter with 
time constant of Ĳ=0.5 is introduced to reduce the rate of the change in power 
demand. This results in smoother pitch angle variations. Obviously in practice, 
step changes in wind speed and shaft speed are not possible. The last part of the 
simulation (57-75s) corresponds to the linearization point (i.e. P
*
=1pu, 
Vw=12.5m/sec and Ȧr=1.2pu). It can be seen that the pitch angle is < 2º which 
means that the demand power is almost equal to the extractable wind power. 
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Figure 5.11. Validation of the pitch control for constant power delivery 
In a case with real wind profile, however, it is not possible to approach this close 
to unless using ES and/or an external energy source. This is shown in the next 
simulation results. 
 
Simulation 2 
The model simulated in this section is shown in Figure 5.4 but this time a real 
wind profile is considered. In this part the DFIG2 with parameters given in 
Appendix B is used. The different rating (compared to the previous simulation) 
results in different state feedback gains for the same linearization point. The 
linearization point is again P0=1pu, Ȧr0=1.2pu, and Vw0=12.5m/sec. Setting the 
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desired closed loop poles at -1.5 and -0.15 leads to the state feedback gains Kf1 and 
Kf2 equal to 0.65 and -0.59, respectively. The reference shaft speed is 1.1pu (the 
choice of which will be discussed later in this chapter). The maximum pitch angle 
slew rate is Rȕ=3º/sec. The PSCAD simulation results are given in Figure 5.12. 
 
Figure 5.12. One ISFO-controlled DFIG delivering a constant demand power while real wind speed 
is applied and the demand power approaching the average of the extractable wind power 
The wind speed profile (Figure 5.12a) is a real (measured) wind speed with 
average of approximately 12.5m/s ( ) and standard deviation of 1.39 
(which is relatively large perturbation). The extractable wind power  (i.e. with 
ȕ=0) is shown in Figure 5.12b1. The demand power (Figure 5.12b2) is 0.6pu and it 
can be seen that is occasionally less than the demand power. Whenever the 
demand power is more than , the pitch angle (Figure 5.12c) becomes zero; 
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hence the shaft speed control is lost. Therefore, the shaft speed (Figure 5.12d) 
reduces in order to compensate for the energy shortage. Although in this 
simulation the shaft speed recovers as the wind speed increases, this is not a secure 
operation since failure will occur if the shaft speed keeps dropping. This case will 
be addressed in section 5.3. It can be seen that in normal operation (demand power 
less than ), the pitch angle variation barely hits the 3º/sec while the shaft speed 
is very well controlled.                 
 
Simulation 3 
This part simulates the two ISFO-controlled DFIGs of the two previous 
simulations as shown in Figure 5.13. The wind farm supplies a variable load and 
controls the voltage and frequency of the local grid using the droop characteristics 
explained in the previous chapter.  

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Figure 5.13. Droop-controlled DFIGs operating in CPM  
The objective the simulation is to validate the proposed pitch control while the 
DFIGs are under droop control and real wind speed profiles are applied. The droop 
coefficients are given in Table 5.2: 
 
 Rating, pu m, Hz/pu n, kV/pu 
DFIG 1 0.66 0.151 0.0757 
DFIG 2 0.34 0.294 0.147 
Table 5.2 Droop characteristics coefficient of DFIGs 
 The DFIGs share a variable load which is simulated by a variable current source. 
The rating of the first DFIG is 0.66pu and that of the second one is 0.34pu. The 
pitch controllers of the DFIGs were explained in the two previous simulations. The 
simulation results are given in Figure 5.14. The average of the two real wind speed 
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profiles (Figure 5.14a) is approximately 12.5m/s which correspond to
. The standard deviations of the first and the second wind profiles are, respectively, 
1.28 and 1.39 which are relatively large perturbations. Appendix E explains how 
the characteristics of the wind speed profiles can vary. Figure 5.14b shows the 
active power sharing when the demand power is P
*
=0.1, 0.3, and 0.5pu (total wind 
farm pu). It can be seen that the power demanded by the load is shared 
proportional to the rating of DFIGs while the local grid frequency (Figure 5.14f2) 
is very well regulated at approximately 50Hz. The first DFIG pitch angle (Figure 
5.14e1) never hits the maximum slew rate of 3º/sec and this is why its shaft speed 
(Figure 5.14d1) is very well controlled. When the demand power is 0.5pu, 
however, the pitch angle of the second DFIG (Figure 5.14e2) becomes 
occasionally almost zero. This implies that the power generated from the second 
DFIG becomes very close to (or even slightly more than) its associated . This 
causes the pitch angle to hit the 3º/sec limit which in turns causes the large shaft 
speed variation. Although the shaft speed is still within the acceptable boundary 
for DFIGs, it suggests that the demand power cannot increase anymore unless an 
external ES and/or energy source is introduced. This is the subject of the next 
section. Figure 5.14c shows that the reactive power demanded by the load 
(Q
*
=0.15pu) is shared by the DFIGs in proportion to their ratings while the local 
grid voltage is very well controlled around 33kV.         
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Figure 5.14. Results of two droop-controlled DFIG operating in CPM and supplying a variable load 
The next section proposes an Energy Management System (EMS) in order to 
control the shaft speed of the DFIGs. In section 5.3.2, the droop method will be 
adjusted in order to take the available wind power into account, in addition to the 
rating of the DFIGs.  
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5.3 Constant demand power delivery using external 
energy source 
5.3.1 Energy Management System (EMS)  
It was shown in the previous section (Figure 5.12) that when the demand power 
becomes more than , the kinetic energy stored in the shaft inertia compensates 
for the lack of the energy which obviously causes reduction in the shaft speed. If 
the shaft speed decreases below Ȧstb (Figure 5.5), the system will become unstable. 
Therefore this situation must be avoided. Figure 5.15 proposes an EMS in order to 
maintain the shaft speed within the stable region.   
 
Figure 5.15. EMS for an ISFO-controlled DFIG operating under CPM 
As Figure 5.15 LOOXVWUDWHV LI WKH VKDIW VSHHG GURSV EHORZ D ³ORZ-WKUHVKROG´ D
current demand IAG is sent to the Power Flow Controller (PFC) of the AG. The 
PFC is a converter which controls the power demanded from the AG. Hence IAG 
can be considered to be the real or d-axis component of the converter current in 
phase with the local grid voltage.  Assuming that the voltage is well-regulated by 
the DFIG, IAG is equivalent to the instantaneous AG power PAG. Therefore, the AG 
supplies the energy shortfall between the wind generated power Pg and the demand 
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power P
*
. Hence the shaft speed will recover. In another situation the demand 
power might be low while the wind power is high. This may cause the shaft speed 
to increase more than the DFIG maximum limit (i.e. 1.3pu which was discussed in 
Chapter 2), thus the wind power needs to be shed. The wind power can be shed 
eLWKHUE\WKHSLWFKFRQWURORUD³'LVSDWFKDEOH/RDG´'/$WUDGH-off mechanism 
is possible in which a slow pitch control (or none) results in a higher DL rating, 
whilst a normal pitch control slew rate (3-5º/sec) may results in the DL being 
unnecessary. Assuming that the pitch control is not fast enough to prevent the shaft 
speed from exceeding its maximum limit, a DL would be required. If the shaft 
VSHHG KLWV D ³KLJK-WKUHVKROG´ WKH '/ LV WXUQHG RQ YLD D FRQYHUWHU UHDO FXUUHQW
demand IDL which absorbs the excess wind generation. This chapter deals with the 
cases in which the pitch angle is fast enough to prevent the shaft speed from 
exceeding 1.3pu. It is noted that in the standard DFIG control, also, the pitch angle 
is used to control the shaft speed for the wind speeds above rated. 
Now the shaft speed high- and low-thresholds must be chosen. The high-threshold 
must be chosen as (1.3-İSX, for example 1.25pu. The closeness of the high-
threshold value to 1.3pu depends on the dynamics of the DL and the pitch control. 
For choosing the low-threshold, two scenarios can be considered based on whether 
the Ȧstb is less than the DFIG minimum shaft speed limit (i.e. 0.7pu) or not. If 
Ȧstb<0.7, the low-threshold must be chosen at (0.7+İSX. The second case is when 
0.7< Ȧthreshold < Ȧstb. In such a case, when the shaft speed becomes less than Ȧstb, 
the system becomes unstable which causes further reduction in shaft speed. As a 
result, the shaft speed drops below Ȧthreshold, hence, the AG is turned on and injects 
the shortage of energy in order to recover the shaft speed. This will be shown in 
the simulation carried out in the next subsection. This control structure is, 
WKHUHIRUHD³VHOI-UHFRYHU\´V\VWHPDQG WKH ORZ-threshold value can be even less 
than Ȧstb (this will be shown by simulation). Thus, the low-threshold value can 
always be chosen at (0.7+İSX The closeness of the low-threshold to 0.7 depends 
on the dynamics of the AG. The study of the dynamic of the AG is beyond the 
scope of this thesis. In this chapter the low-threshold is set at 0.85pu, however, 
closer values are also possible which require larger gains, hence faster response 
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from the AG. This thesis is only intended to validate the proposed control scheme 
and a detailed engineering design is beyond the scope of the research. 
5.3.1.1 Simulation results of EMS for constant demand power 
delivery 
This section undertakes two simulations: the first validates the proposed EMS for 
one DFIG while the second one simulates two DFIGs with the EMS. In this 
research the shaft speed low threshold is set at 0.85pu. In the both simulations for 
Ȧr<0.85pu, IAG*=-KȦr (K=-150). The communication delay between the EMS and 
the AG is neglected. It is noted that if there is a delay in the power transfer of the 
AG, it may be necessary to increase the low-threshold value of the shaft speed or 
increase the gain K to compensate for the delay. 
 
Simulation 1: 
The model simulated in this part is shown in Figure 5.15. The DFIG1 with 
parameter given in Appendix B is simulated in this chapter. The pitch controller is 
the same as before with the maximum slew rate of 3º/sec. The AG is simulated by 
a DC-voltage source connected to a converter (PFC) which controls the power 
demanded form the DC-voltage source. The objective of this simulation is to 
validate the proposed EMS. The simulation results are shown in Figure 5.16. The 
average and the standard deviation of the real wind speed (Figure 5.16a) are 
12.5m/s and 1.28, respectively. The results can be divided into four parts which 
are specified by capital letters A, B, C and D on Figure 5.16b. Over part A the 
demand power (Figure 5.16b1) is 1pu while the wind speed is above the rated 
(12.5m/sec). Therefore the pitch angle (Figure 5.16e) controller is able to control 
the shaft speed (Figure 5.16d) and no power from the AG (Figure 5.16c) is needed.  
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Figure 5.16. Results of the EMS for a hybrid wind generator and AG system 
Then over part B the wind speed drops below rated while the load demand power 
is still 1pu. The pitch angle becomes zero in order to extract the maximum wind 
power which is still less than the 1pu demand. Thus the shaft speed reduces to 
compensate for the lack of the energy. It can be seen that just after part B starts the 
wind speed varies from approximately 10.5-13.5m/s. Figure 5.17 shows the 
mechanical torque vs shaft speed characteristic of the wind turbine for wind 
variation from 10.5-13.5m/s. Figure 5.17 also depicts the electrical torque of the 
DFIG over parts A and B. It can be seen that over part A the electrical torque is 
under CPM and since the wind speed is always more than the rated wind speed 
(12.5m/s), the system is stable. The wind speed reduction during part B causes the 
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shaft speed to decrease. Even assuming that the wind speed is 13.5m/s, Ȧstb is 
around 0.95pu which is more than the low-threshold of shaft speed (0.85pu).  
 
Figure 5.17. The electrical torque associated with parts A and B of the simulation results shown in 
Figure 5.16 on the Tm vs Ȧr characteristics of the wind turbine for different wind speed 
However as the shaft speed drops below 0.85pu, the AG is turned on and injects 
the energy shortfall in order to prevent the shaft speed from further reduction and 
maintain the demand power. Since the DFIG output power (Figure 5.16b2) is no 
longer 1pu, and varying according to the available wind power, the stability issue 
is no longer a concern. Figure 5.17 demonstrates that the system becomes 
temporary unstable but will recover automatically. Over part C the wind speed 
increases above the rated wind speed. As a result, the shaft speed becomes more 
than 0.85 and the AG is switched off. Thus, the DFIG supplies once again the total 
1pu power demanded by the load. In part D the demand power drops down to 
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0.5pu. It can be seen that the shaft speed increases, the AG is turned off and the 
total demand is supplied by the DFIG. The pitch angle transiently hits the 3º/sec 
slew rate limit which in turn causes the shaft speed spike. However this is due to 
the fact that the demand power reduces by 0.5pu in one step which is impractical. 
Parts C and D demonstrate the ability of the proposed control scheme to enable the 
DFIG to take over the total supply of the demand power due to an increase in the 
wind power or a reduction in the demand. The reference shaft speed in this 
simulation is 1.1pu. 
If the wind speed was constant (like Figure 5.11) the choice of the reference shaft 
speed would be very important. However in practice, the wind speed is fluctuating. 
Therefore two scenarios can be defined. First scenario is when  is more than 
P
*
 (parts A, C and D). Such cases imply that the 0.7-1.3pu is partially or fully 
within the stable region. Obviously, the larger the shaft speed reference, the larger 
the energy stored in rotor inertia which can be used later if either wind speed 
reduces or the demand increases. However, too large shaft speed reference 
required relatively faster pitch angle to keep the shaft speed away from the 
maximum limit. Thus, choosing the reference shaft speed from 1.0-1.1pu is the 
best as a compromise between stored inertial energy and pitch control. When the 
P
*
 is more than  (part B), the shaft speed drops; regardless of the reference 
shaft speed. The simulation results demonstrate that the system is automatically 
able to recover from possible instability. So the choice of the reference shaft speed 
is not important and in this chapter is always set at 1.1pu.     
 
Simulation 2 
The objective of this simulation is to demonstrate the proposed EMS for a multi-
DFIG system. The model simulated in this section, which is shown in Figure 5.18, 
consists of two droop-controlled DFIGs equipped with the EMS and the CPM 
pitch controller explained above. Again the ratings of the DFIGs are 0.66pu and 
0.34pu with the droop coefficients given in Table 5.2. As can be seen from Figure 
5.18, the AG and the DL are aggregated on the local grid, the voltage and 
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frequency of which are controlled by the DFIGs. Each DFIG has its own EMS 
which produces IAG and IDL. Therefore the summations IDL and IAG are formed 
and communicated over communication links to the AG and the DL. In this 
section only two DFIGs are simulated, however, the concept is applicable to more 
'),*V6HFWLRQVLPXODWHVIRXU'),*VXVLQJD³UHGXFHGPRGHO´7KH'/DQG
the AG are simulated by DC-voltage sources buffered from the local grid by a 
VSC converter. The converters control the current from/to AG/DL.  It will be 
shown in later chapters that the DL can also be distributed within individual wind 
generators, if required. In such case, obviously, no communication is needed for 
the DL.  
 
Figure 5.18. EMS for droop-controlled DFIGs 
The results are shown in Figure 5.19. The average of the two real wind speed 
profiles (Figure 5.19a) are about 12.5m/sec which corresponds to 1pugen. The 
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standard deviations of the first and the second wind profiles are, respectively, 1.28 
and 1.39 which are relatively large perturbations. Figure 5.19b shows the active 
power sharing when the demand power is 0.5, 0.75 and 1pu. For the first 200sec, 
the demand power is 0.5pu which is less than , hence the pitch angles (Figure 
5.19e) control the shaft speeds (Figure 5.19d) and no power is demanded from the 
AG (Figure 5.19c). The output power of each DFIG is constant and proportional to 
its rating.  During 200-400sec, the demand power is 0.75pu and it can be seen that 
the shaft speeds occasionally drop below 0.85pugen as the power demanded from 
either of the DFIG becomes more than the associated extractable wind power. 
When either of the shaft speed drops below 0.85pu the AG is turned on and injects 
the energy shortfall in order to maintain the demand power and prevent the shaft 
speed from further reduction. As Figure 5.19b shows whenever the demand power 
is available, the AG is switched off and the demand is shared by the DFIGs in 
proportion to their ratings. Over the last 200sec, the demand power is increased to 
1pu. As it can be seen P
*
 is more than  for almost the entire period. Therefore 
the AG compensates for the shortage of energy. Figure 5.19h shows that the local 
grid frequency is very well regulated by the DFIGs using droop characteristics. 
Figure 5.19f shows that the reactive power demanded by the load (0.15pu) is 
shared by the DFIGs according to their ratings while the local grid voltage (Figure 
5.19g) is very well controlled through the droops. Figure 5.19d shows that the 
pitch angle control with slew rate of 3º/sec is able to prevent the shaft speed from 
exceeding 1.3pu, hence no DL is needed.  
 
Next section adjusts the droop characteristics in order to share the demand power 
according not only to the ratings of the DFIGs but also the available wind power. 
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Figure 5.19. EMS for two droop-controlled DFIGs   
             
5 Droop-controlled wind farm delivering a constant demand power without an external ES 
 
112 
 
5.3.2 Variable droop gain control 
Using the standard droop characteristics, the demand power is shared by the 
generators proportional to their ratings. This is because the frequency-power droop 
coefficient is set as , where Pmax is the rating of the associated 
generator and ǻf is the maximum allowed frequency deviation which is kept the 
same for all generators. This is an acceptable sharing approach in case of 
synchronous generators fed by a prime mover in which the input power can be 
represented by, for example, natural gas. However in an intermittent generation, 
like wind energy, this is not necessarily the best sharing method. To explain this, 
consider two DFIGs sharing a load in proportion to their ratings using the standard 
droop method (Figure 5.18). If the extractable wind power in one of the DFIG 
drops below the contribution required from the DFIG, the output power of the 
DFIG will reduce accordingly. This reduction is acceptable and of course 
inevitable. However, the standard droop will force the other DFIG to decrease its 
output power too. The reason of this behaviour is illustrated in Figure 5.20. 
  
Figure 5.20. f-P droops when wind speed of one f the DFIG drops         
Let us assume that the operational frequency prior to the wind speed reduction is 
fop. Hence, the output powers of the first and the second DFIGs are P1 and P2, 
respectively. Following the wind speed reduction in either of the DFIGs, the 
operational frequency increases to  due to the DFIG output power reduction. 
As a result, the other DFIG has to reduce its output power in order to comply with 
the new operational frequency. This is because of the fixed droop coefficients. If 
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the droop coefficients could vary according to the available wind power, the 
output power of the second DFIG could stay the same or even increase (subject to 
the wind power availability) following the wind power reduction in the first one. 
This can be achieved through making the droop coefficients vary as a cubic 
function of the shaft speed i.e. , where kopt is a given constant for 
maximum power tracking of wind power. This is due to the fact that the maximum 
power of wind is a cubic function of shaft speed. The main advantage of the 
variable droop gain is that the power required from the AG significantly decreases 
since the DFIGs equipped with the variable droop can compensate for one another. 
This will be shown through the following PSCAD simulations. However the 
variable droop gain method can affect the system stability which will be discussed 
later in this section.    
5.3.2.1 Simulation results of the variable droop gain method 
This section includes two simulations. The model simulated in the both cases is 
shown in Figure 5.18. The model consists of two ISFO-controlled DFIGs 
augmented with the variable droop control explained above with ǻf=0.1Hz and 
kopt=0.5pu. The voltage-reactive power droop and the pitch control are the same as 
before. The ratings of the DFIGs are 0.66pu and 0.34pu with parameters given in 
Appendix B. The first simulation uses constant wind speed while in the second one 
real wind speed profiles are applied. 
 
Simulation 1 
The objective of this simulation is to illustrate the proposed variable gain droop 
and to compare that with the standard droop. For the sake of explanation, constant 
wind speeds are used. The simulation results, which are shown in Figure 5.21, 
consist of parts A and B. The part A illustrates the results with the standard droop 
while the part B shows those with the variable droop. In the both cases the demand 
power is 0.78pu. The wind speed of the both DFIGs is 12.5m/sec until 20sec when 
the wind speed of the second DFIG drops to 10m/sec (corresponding to extractable 
wind power of approximately 0.5pugen).  
3
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Figure 5.21. Comparing the behavior of two droop-controlled DFIGs when the wind speed of the 
second one drops from 12.5 to 10m/s (A) standard droop (B) variable gain droop 
The wind speed reduction causes the output power of the second DFIG to reduce 
(Figure 5.21c). As explained, the standard droop forces the first DFIG to reduce its 
output power too. With the reference shaft speed set at 1.1pu, the first DFIG pitch 
angle (Figure 5.21e) increases to control its shaft speed (Figure 5.21g). Since the 
contribution demanded from the second DFIG is more than its , the pitch angle 
of the second DFIG becomes zero. This causes the shaft speed to drop below 
0.85pu which turns on the AG. The AG injects power (Figure 5.21i) in order to 
compensate for the shortfall and prevent the shaft speed from further reduction. It 
is noted that the pitch angle of the first DFIG is about 13º which means that the 
DFIG is generating far less than its available wind power. However using the 
variable droop gain method, the output power of the first DFIG increases (Figure 
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5.21d), causing a decrease in its pitch angle (Figure 5.21f). In other words, the first 
DFIG compensates for the output power reduction of the second one. This leads to 
no power demanded from the AG (Figure 5.21j). It can be seen from Figure 5.21d 
that until 20sec, during which the demand power is less than the extractable wind 
power, the demand power is shared by the DFIGs according to their ratings, even 
though the variable droop gain is used.  
 
Simulation 2 
The model simulated in this section is the same as before (Figure 5.18). The 
objective of this simulation is to validate the variable droop gain method with real 
wind profiles and compare its results (Figure 5.22) with those of the standard 
droop shown in Figure 5.19. Therefore the same procedures as Figure 5.19 are 
simulated here. The averages of the real wind speed profiles (Figure 5.22a) are 
approximately 12.5m/sec with the standard deviations of 1.28 and 1.39 
respectively. Over the first 200sec, the demand power (Figure 5.22b) is 0.5pu 
which is less than of the both DFIGs. Because of this the demand power is 
shared in proportion to the DFIG ratings and the output power of each DFIG is 
almost smooth. The pitch angles (Figure 5.22e) control their associated shaft 
speeds (Figure 5.22d) and no power from the AG is needed. It can be seen that in 
this part the situation is very similar to the Figure 5.19. For the second 200sec, the 
demand power increases to 0.75pu which is occasionally more than . It is 
shown in Figure 5.22b that the output powers of the DFIGs are not smoothed 
anymore and in fact are varying according to the wind speeds. This helps the 
DFIGs to compensate for the energy shortage of each other when the demand 
power is more than . As a result, unlike the one with the standard droop 
(Figure 5.19c), no power is demanded from the AG (Figure 5.22c). It is noted that 
the power generated from the total wind farm is smoothed and of course equal to 
the demand, in spite of the varying output power of each DFIG. During the last 
200sec, the demand power is 1pu which is almost always more than . 
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Therefore, both shaft speeds reduce and the AG is switched on to compensate for 
the shortfall. Since the demand power is almost always more than , the amount 
of the energy saved using the variable droop gain method is not significant. 
However it can be seen from Figure 5.22c that the power from the AG becomes 
temporarily zero during the last 200sec which does not happen using the standard 
droop (Figure 5.19c). Although the variation of the local grid frequency (Figure 
5.22h) is slightly more than that of the standard droop (Figure 5.19h), it is still less 
than 0.3Hz. The reactive power demanded from the wind farm is 0.15pu which is 
shared in proportion to the rating of the DFIGs during the first 200sec. From 
200sec onwards, as the frequency variation increases due to the variable droop, the 
output reactive power of each DFIG varies accordingly. However, the total 
reactive power from the wind farm is still smooth and equal to the demand reactive 
power. Figure 5.22g shows that the local grid voltage is still very well regulated. 
 
The simulations above demonstrate the ability of the variable droop gain method 
to force the DFIGs to compensate for one another and significantly reduce the 
energy required from the AG while both voltage and frequency are controlled.  
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Figure 5.22. Sharing with the variable droop gain method 
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The main drawback of the variable droop method is that the system stability may 
be affected. A similar scenario was consider in [42] in which three 10kW inverters 
feed an islanded microgrid. The droops in [42] were a function of the dispatched 
power being fed through each inverter. It was shown in [42] that in the worst case 
scenario the largest possible f-P droop gain is Hz/W (or 0.31Hz/pu). 
This is due to the fact that the system eigenvalues varies with the f-P droop gain 
and in fact the eigenvalues move toward instability as the f-P droop gain 
increases[42, 75]. Translating their findings to the present study means that there is 
a minimum shaft speed for the variable droop gain method which is around 
0.32pu. This means that the system will become unstable for wind speeds less than 
the cut-in wind speed. This will be illustrated in Chapter 8. Therefore, it seems that 
the system is stable within the allowed shaft speed region for DFIGs (i.e. 0.7-
1.3pu). Having said that, the author admits that a full system stability study is 
required that is beyond the scope of this thesis.  It is noted that the proposed EMS 
works with the standard droop and the variable droop gain method is suggested in 
order to improve the system efficiency through reducing the energy required from 
the AG.  
 
The next section proposes a simplified model for ISFO-controlled DFIG in order 
to be able to simulate more numbers of DFIGs.  
 
5.4 Simplified ISFO-controlled DFIG model 
PSCAD simulation of a multi-DFIG system including the wind turbine, pitch angle 
controller and real wind profile connected to the AG and DL for a long time 
(600sec) takes several hours. This causes difficulties for simulating different 
scenarios especially for models with more than two DFIGs. Therefore, this section 
proposes a simplified model which will be used to simulate a system consisting of 
a larger number of DFIGs in order to validate the EMS. Both standard and variable 
gain droops are simulated.  
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5.4.1 Explaining the simplified model 
It was discussed that an ISFO-controlled DFIG appears like a voltage source in the 
system. Therefore the DFIG can be represented by an AC voltage source while its 
voltage and frequency are set through droop characteristics. Figure 5.23 shows the 
simplified model of two DFIGs controlling the local grid voltage and frequency 
using droop characteristics. The electrical torque of each DFIG is derived through 
dividing its measured output power by the shaft speed. It can be seen that the full 
model of the wind turbine is considered. It was shown in [54] that the stable region 
of the DFIG (the generator itself) is much wider that that of the wind turbine. 
Therefore the stability characteristic of this simplified model is the same as that of 
the one with the full DFIG model since the full wind turbine model is considered 
in the simplified model. The pitch angle control and the EMS are the same as 
before.    
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Figure 5.23. Simplified model of two DFIGs controlling the local gird voltage and frequency  
Now the simplified model will be use to simulate four droop-controlled DFIGs 
using PSCAD. 
5.4.1.1 Simulation results of four droop-controlled DFIGs using 
the simplified model 
The model simulated in this section consists of four simplified ISFO-controlled 
DFIGs supplying a local load, as is shown in Figure 5.23. In Figure 5.23, for the 
sake of simplicity, only two DFIGs are depicted. However in the model simulated, 
four DFIGs are used. The pitch angle control (not shown in the figure), EMS and 
AG are exactly the same as before. Two simulations are undertaken. The objective 
of the simulations is to validate the EMS for four DFIGs using both the standard 
droop and the variable droop gain methods. The ratings of the first and the third 
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DFIGs are 0.33pu while those of the second and the fourth DFIGs are 0.17pu. 
There are two real wind speed profiles with the average of approximately 
12.5m/sec and the standard deviations of 1.28 and 1.39. The first wind speed 
profile is applied to the first and the fourth DFIGs while the second wind speed 
profile is applied to the second and the third DFIGs. As a result, the DFIGs with 
the same rating are applied different wind speed profiles. Figure 5.24 shows the 
results with the standard droop characteristics. The droop gains are those used in 
section 4.4.3. Figure 5.24b shows the active power sharing. The demand power, 
for the first 200sec, is 1pu which is equal to the average of the extractable wind 
power. Therefore, when the demand is more than of any of the DFIGs, its 
shaft speed (Figure 5.24f&g) reduces and turns on the AG (Figure 5.24c). Since 
the output power of each DFIG cannot be more than 1pugen, the pitch angles 
(Figure 5.24d&e) are not always at zero. In other words, the pitch angles increases 
to shed power more than 1pugen. Over the second 200sec, the demand power 
reduces to 0.75pu which is less than the average of the extractable wind power. As 
a result, the AG is turned on in only three occasions. During the last 200sec, in 
which the demand is 0.5pu, no power is needed from the AG. The reactive power 
demand (not shown in the results) is 0.15pu which is shared proportional to the 
ratings of the DFIGs.  It is noted that the output power of the first and the third 
DFIGs, which have the same rating, are identical. This is also the case for the 
second and the fourth DFIGs. This is due to the standard droop which shares the 
power according to the ratings of the DFIGs regardless of the wind speed. Figure 
5.24h shows that the local grid voltage and frequency are well-regulated. 
Figure 5.25 shows the results using the proposed variable droop gain method while 
the same procedures as the one with standard droop are simulated. For the first 
200sec the demand power is 1pu. As Figure 5.25b shows the output powers of the 
DFIGs with the same ratings are not identical anymore. This is because of the 
variable droop gain method which makes the DFIGs share the demand according 
to both their ratings and the available wind power. As a result, less active power is 
needed from the AG (Figure 5.25c) than that of with the standard droop (Figure 
5.24c). During the second 200sec, the demand power drops to 0.75pu. In this case 

extP
5 Droop-controlled wind farm delivering a constant demand power without an external ES 
 
122 
 
the power from the AG is zero, unlike the case using the standard droop. Finally 
for the last 200sec the demand power is 0.5 which is less than . Therefore, the 
demand power is shared almost proportionally to the ratings of the DFIGs, similar 
to the case with the standard droop. Figure 5.25h shows that the local grid voltage 
and frequency are still very well-controlled.  
These results demonstrate that the proposed EMS and the pitch controllers are able 
to maintain the shaft speeds within its acceptable region in a multi-DFIG system. 
The results in Figure 5.24 show the functionality of the standard droop control in a 
multi-DFIG system. Figure 5.25 shows that the proposed variable droop gain 
control method is able to operate is a multi-DFIG system without violating the 
system stability.           
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Figure 5.24. Power sharing of four simplified ISFO-controlled DIFGs using standard droop 
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Figure 5.25. Power sharing of four simplified ISFO-controlled DIFGs the variable droop gain 
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5.5 Discussions and Conclusions 
This chapter dealt with an ISFO-controlled wind farm without an external torque 
controller for the DFIGs. An application of such a structure involving a microgrid 
has been taken into consideration. A pitch angle control has been designed and 
validated to maintain the shaft speed within its limits when the demand power is 
less than . The pitch angle maximum slew rate is always kept at 3º/sec. The 
pitch angle control is also illustrated for a two-DFIG system while the demand 
power is shared by the DFIGs using droop characteristics.  When the demand 
power approaches the average of the extractable wind power, the energy stored in 
the shaft inertia compensates for the shortage of the energy whenever the demand 
becomes more than . This causes shaft speed reduction. If the shaft speed 
reduces to less than a certain threshold, an EMS is used to switch on an AG in 
order to compensate for the energy shortage and prevent the shaft speed from the 
further reduction. The EMS using standard droop characteristics has been 
validated in a system with two DFIGs while real wind speed profiles are used. It 
has been shown that using the standard droop, if of one DFIG drops below its 
contribution to the demand power, the output power of the other DFIGs will drop 
accordingly in order to operate at the new frequency forced by the first DFIG. A 
variable droop gain control paradigm has been proposed to overcome this problem 
with the standard droop. It was shown that using the proposed variable droop gain 
control method, the power demanded from the AG can be significantly reduced. 
This is because that the DFIGs equipped with variable droop gain control are able 
to compensate for one another. The drawback of the variable droop gain is the fact 
that the large droop gains can affect the system stability [42, 75]. This can occur 
when the shaft speed is too low which happens when the demand power is more 
than . However, it was shown in [42] that instability occurs only for very large 
droop gains. The very large droop gains seem to correspond to wind speed less 
than the cut-in wind speed in case of the multi-DFIG system equipped with the 
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variable droop. In other words, the DFIGs augmented with the variable droop 
control seem to be stable within the operating shaft speed region. The stability 
study of the variable droop gain control is out of the scope of this thesis. It is noted 
that the proposed EMS works with the standard droop control. In order to validate 
the proposed EMS in a system with more than two DFIGs, a simplified DFIG 
model has been proposed. The simplified model still considers the full model of 
the wind turbine. Therefore the stable region of the simplified model is identical to 
the system with the full DFIG model. This is due to the fact that the stable region 
of a DFIG is much wider than that of a wind turbine [54]. A model consisting of 
four simplified DFIGs has been simulated using both standard droop and the 
variable droop gain methods.  
This chapter focused on constant demand power delivery methods without an 
external ES. This reduces the cost of the system significantly. However, since the 
DFIGs are not under MPT control, the power from the AG is not necessarily 
minimized. This is definitely the case when the standard droop is used. Moreover, 
using an external ES may increases the efficiency of the AG through decreasing 
the incident of power demanding from the AG. Constant demand power delivery 
methods using an external ES are the subjects of the next chapters. 
 
The following chapters deal with an ISFO-controlled wind farm using the ES as an 
external generator torque controller. The next chapter considers CTM control. The 
MPT mode is studied in Chapter 7. 
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6. Wind turbine-ES system delivering a constant 
demand power without an auxiliary generator 
6.1 Introduction 
The previous chapter investigated the control strategies involving an ISFO-
controlled wind farm and an Auxiliary Generator (AG) in order to deliver a 
constant power demanded by the load. It was shown that if the demand power is 
less than the extractable wind power, the proposed pitch angle control with a slew 
rate of 3-5º/sec can control the shaft speed within its stable region. If the demand 
power becomes more than the extractable wind power, the shaft speed reduces in 
order to compensate for the energy shortfall. This may expose the system to 
instability. In order to avoid such situations, for shaft speeds less than a certain 
threshold (0.85-0.8pu), the AG is turned on and injects the energy needed in order 
to prevent shaft speed from further reduction and maintain the demand power. No 
external ES was considered in the previous chapter.    
In Chapter 7 a full model consisting of both an AG and an external ES will be 
studied. Chapter 6, however, studies the control of an ISFO-controlled DFIG with 
an external ES while no AG is considered. The ES power will be regulated to 
control the electrical torque of the DFIG. Not having an AG is obviously 
impractical due to the limited capacity of ES systems especially when the demand 
power approaches the average of the extractable wind power . However this 
chapter is included, in order to explain and design the generator torque control 
loop and to study the Constant Torque Control (CTM) mode. In Chapter 7, the 
DFIGs are controlled under standard Maximum Power Tracking (MPT) mode in 
order to minimize the energy from the AG when the demand power is more than 
the extractable wind power. This chapter, since no AG is considered, is a proper 
case study for DFIGs under a non-MPT control such as CTM. Considering an 
isolated load fed by wind turbines with no AG, CTM (or in fact any non-MPT 
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control) has the advantage of reducing the required external ES compared to the 
MPT mode. This is because of the fact that the shaft speed variation of CTM is 
more than that of MPT for a given wind speed and demand power [54]. In papers 
such as [54], the CTM is named as a possible method of controlling a DFIG. 
However, as far as the author is aware, no publication has considered the stability 
issue of CTM control. One of the objectives of this chapter is to study the 
instability problem of the CTM control and attempt to address the issue without 
using an AG. The MPT seems to be the best choice, at least when the demand 
power is more than the extractable wind power to minimize the power from the 
AG. 
This chapter consists of two main parts. The first part proposes a generator 
electrical torque control scheme through regulating the ES power. The proposed 
control scheme will be validated for both CTM and MPT controls. The same 
control structure will be used in the following chapters to control the torque of the 
generator. The second part of this chapter attempts to derive a mathematical 
expression for the size of the required ES for a given wind profile. The second part 
covers work which was discontinued, but it is included here for completeness and 
it may also have archival value.   
6.2 Electrical torque control by regulating ES power   
In an ISFO-controlled DFIG, irq is kept proportional to isq in order to maintain the 
field orientation of the DFIG [44]. Therefore the electrical torque must be 
controlled externally. In [44] an auxiliary load is used to control the DFIG under 
MPT mode.  This section proposes a torque control scheme using the ES power. 
The control structure will be validated using PSCAD simulations for both CTM 
and MPT controls. Figure 6.2 illustrates the proposed electrical torque control 
scheme for the ISFO-controlled DFIG.  
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Figure 6.1. Proposed electrical torque control structure for an ISFO-controlled DFIG 
 The load power PL is equal to the demand power P
*
 which is determined by the 
system operator. In a multi-DFIG system, the demand power is shared by the 
DFIGs using droop characteristics, as explained in the previous chapters. It will be 
shown in Chapter 8 that the ES can also be aggregated on to the wind farm 
collector bus which necessitates communication between wind farm and the ES. 
The generator power is Pg=Pes+PL, where Pes is the ES power. The electrical 
torque of the DFIG effectively is Te=Pg/Ȧr. Therefore, the electrical torque can be 
controlled by regulating Pg through Pes. Since the local grid voltage is controlled 
by the DFIG, the ES real component current Id-es is equivalent to the instantaneous 
ES power Pes. As a result, the electrical torque can be controlled through 
regulating Id-es
*
. The ES interface (ESI) is an AD/DC PWM converter. The q-
component of the ES current Iq-es
*
 is set at zero but it can also be used to support 
the local grid voltage Vg if the demand reactive power is too large for the DFIG. 
The ESI currents loops (not shown in the figure) are the standard current 
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the electrical torque. The reference electrical torque Te
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torque is calculated from [44], where ȡ and L0 are the number of 
the pole pairs and mutual inductance respectively.  
A pitch angle control can be utilized to reduce the average of the ES power 
towards zero through using a slow PI controller, as shown in Figure 6.1. The 
output of the pitch angle PI controller will drive any DC or low frequency 
components (within the controller bandwidth) of the ES power towards zero. Since 
the controller averages the ES power toward zero, this has the effect of reducing 
the power rating of the ES. The next subsection derives the control plant and 
designs the integral controller of the proposed torque control scheme. 
6.2.1 Torque control loop design 
This section considers the electrical torque loop design which is also used in 
Chapters 7 and 8. 
 According to Figure 6.1, one can write: 
                        (6.1) 
Assuming a rotating dq frame with the d-axis fixed to the grid voltage, Pes can be 
written as: 
                        (6.2) 
Substituting (6.2) and into (6.1) and simplifying it, yields: 
                        (6.3) 
The grid voltage Vgd can be considered constant and well regulated by the DFIG. 
The load demand power PL is an external disturbance. According to (6.3), the 
control structure is given in Figure 6.2: 
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Figure 6.2. Electrical torque controller structure 
The inner current loop controls the current flowing through the ES transformer 
with inductance LT and resistance RT given in Appendix B.  
The load power PL is an external disturbance and can be neglected in the control 
design. The grid voltage is constant and well-controlled by the DFIG. Therefore, 
the control plant is a variable gain that varies with only Ȧr. Due to the rotor inertia, 
Ȧr varies smoothly. Hence, it is expected that Te also varies quite smoothly. As a 
result, the outer torque loop bandwidth can be 15-30Hz (this is similar to the 
power loop of a standard DSFO-controlled DFIG). Since the bandwidth of the 
inner current loop is 250Hz which is much faster than the outer torque control 
loop, the closed loop transfer function of the inner loop can be assumed to be 1. 
This means that the inner current loop can be neglected for designing the outer 
torque control loop. As mentioned, the control plant is a gain varying with Ȧr. 
However, since the operating region for a DFIG shaft speed is limited to only 0.7-
1.3pu, the control plant is assumed a constant gain with Ȧr=1pu. Because the plant 
can be represented as a gain for the frequencies of interest, an integral controller is 
sufficient. Therefore the characteristic equation of the outer torque loop is: 
                        (6.4) 
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                        (6.5) 
where is the bandwidth of the outer torque control loop. If , Ȧr and Vgd are 
15Hz, 1pu and 33kV (line-line rms), ki is 240.  
6.2.1.1 Performance of the electrical torque control loop 
This section validates the torque control loop using PSCAD simulations. In the 
first part the electrical torque is controlled under CTM while in the second part 
MPT mode is considered. 
 
CTM control 
Under CTM the reference electrical torque is constant for a given demand power. 
The reference electrical torque can be defined as: 
                        (6.6) 
where is called the average shaft speed. The choice of the average shaft speed 
will be discussed later in this chapter. In a multi-DFIG system, PL is the power 
determined by the droop characteristics. Assuming a constant average shaft speed, 
Te
*
 will change as the demand power changes.  
 
Simulation results 
The objective of this simulation is to validate the proposed torque control scheme 
for CTM control. The model simulated in PSCAD is shown in Figure 6.1. The 
DFIG1 with parameters given in Appendix B is used for this simulation. Figure 
6.3 shows the simulation results. The average of the real wind speed profile 
(Figure 6.3a) is approximately 12.5m/s ( ) with the standard deviation of 
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1.28. The degree to which P
*
 can approach  without violating the system 
stability will be discussed later.   
 
Figure 6.3. CTM control using the proposed control structure 
The reference electrical torque is given in (6.6) with the average shaft speed of 
1.1pu which is kept constant during the simulation. The demand power (Figure 
6.3b) is increased from 0.2pu to 0.5pu in a step change. As a result, the electrical 
torque reference (Figure 6.3c1) increased from 0.2/1.1=0.18pu to 0.5/1.1=0.45pu. 
Figure 6.3c2 shows the electrical torque following its constant reference. Figure 
6.3 demonstrates the ability of the proposed electrical torque control scheme via 
ES power regulation to control a DFIG under CTM.  
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 MPT control 
Under MPT mode, the DFIG output power Pg is a cubic function of the shaft 
speed. Therefore, the reference electrical torque must vary as a quadratic function 
of the shaft speed: 
                        (6.7) 
where kopt is a constant coefficient given for each wind turbine.  
 
Simulation results 
 The model simulated is shown in Figure 6.1 with the same DFIG rating as the 
previous simulation. This time, the reference electrical torque is given in (6.7) with 
kopt=0.52pu. The simulation results are illustrated in Figure 6.4. The average of the 
real wind speed profile (Figure 6.4a) is about 10.5m/sec with the standard 
deviation of 1.28. The demand power (Figure 6.4b) increased from 0.5pu to 0.8pu 
at 50sec. Figure 6.4c shows that the electrical torque follows its reference with a 
small transient error. However Figure 6.4c shows only that Te follows its reference 
and does not prove that the DFIG is under MPT control. In order to show that the 
DFIG is under MPT control, Figure 6.5 depicts the DFIG output power Pg vs the 
shaft speed on the turbine power vs shaft speed characteristic for different wind 
speeds. Figure 6.5 clearly shows that the DFIG output power is following the 
maximum extractable wind powers. These results demonstrate the ability of the 
proposed torque control scheme to control a DFIG under MPT mode via regulating 
the ES power.          
2*
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Figure 6.4. MPT control using the proposed control structure 
 
Figure 6.5. MPT control using the proposed control structure on Pt-Ȧr characteristic 
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6.3 Mathematical derivation of the size of ES for a given 
wind profile 
6.3.1 Introduction 
This section attempts to derive a mathematical expression for the power rating and 
the energy capacity of the required ES. Obviously, this can be done for a known 
wind speed profile. The following assumptions are made: 
 
x The DFIG is controlled under CTM (however, the method can be adopted 
for MPT in future). 
x The wind speed profile is known and has the average of , the wind 
speed variation of į9w and an arbitrary frequency of fw.    
 
The idea behind choosing a frequency fw was that it was assumed that the pitch 
control could be used to smooth power frequencies less than fw. Hence the ES 
could be used to absorb frequencies more than fw. Considering such a assumption, 
the ES energy capacity rating would be determined by the (lowest) frequency fw. 
However the approach was not found to be effective and (as stated) was 
discontinued. However the work is included as it derives the relationship between 
ES capacity and wind power frequency which may have archival value and find 
application in future. The derived mathematical expression will be validated using 
PSCAD simulations considering the above assumptions into account. 
6.3.2 Mathematical derivation of ES rating 
It was discussed in Chapter 2 that the main drawback of the CTM is its instability 
as shown in Figure 6.6a. However, the stable region of the CTM is wider than that 
of the CPM [54]. Therefore, the method explained in the previous chapter for 
CPM, in which an AG is used to drive the DFIG to its stable region, is quite 
applicable for CTM as well. However, this chapter concentrates on constant 
demand power delivery without an AG. In fact the assumption that there is no AG 
wV
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justifies the control of the DFIG under CTM. Otherwise the MPT control is the 
proper choice in order to minimize the energy demanded from the AG. As 
mentioned before, under CTM, the electrical torque is . The choice of the 
is very important and can help the system to keep away from instability. This 
will be discussed later. In order to predict instability the shaft speed variation įȦr 
(see Figure 6.6a and equation (6.11)) must itself be predicted. The calculation of 
the shaft speed variation leads to the energy and power rating of the ES.  
 
Figure 6.6. Wind turbine characteristics (a) Tm-Ȧr characteristic showing CTM stable region (b) Pt-Ȧr characteristic defining the average shaft speed and linearization point 
In order to calculate įȦr, the wind turbine model needs to be linearized. This was 
carried out in Chapter 5 and the linearized model can be expressed as: 
                        (6.8) 
where M1, M2 and M3 are functions of the linearization point which is P0=P
*
, 
 and  (see Figure 6.6).  
Assuming a wind variation at the sinusoidal frequency fw: 
                        (6.9) 
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the turbine mechanical torque can be approximated by: 
                        (6.10) 
Therefore, the shaft speed is: 
                        (6.11) 
There is a small phase shift between the mechanical torque and the shaft speed due 
to the mechanical loss which is neglected in (6.11). 
In CTM, , so one can write:  
                        (6.12) 
where J is the combined generator and turbine inertia as seen from the generator.  
Substituting (6.10) and (6.11) into (6.12) and simplifying, yields: 
                        (6.13) 
Equating (6.8) with (6.13) and assuming that at steady state įȕ§0, the shaft speed 
variation can be derived as: 
                        (6.14) 
Assuming that at steady state the average of the generator power is P
*
, the 
amplitude of the ES power Pes is the shaft speed variation multiplied by the 
electrical torque: 
                        (6.15) 
Given the time period of the selected wind frequency Tw=1/fw, each half period of 
ES power can be approximated by a triangle with a base of Tw/2 and height of Pes 
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given in (6.15). The area of this triangle represents the required energy from the 
ES (Ees) to be exchanged with the grid: 
                        (6.16) 
Equations (6.14), (6.15) and (6.16) derive respectively shaft speed variation, ES 
power and ES energy for a given J, P
*
, fw, įVw, and . This will be validated 
using PSCAD simulations later in this chapter.  
6.3.2.1 Stability study 
Figure 6.6a shows the stable region for a given P
*
, 
 
and . As Figure 6.6a 
illustrates, the choice of assists the system to retain stability. If an AG is 
available, an Energy Management System (EMS) identical to the one explained in 
Chapter 5 can be used in order to recover the system from possible instability. In 
such a scheme the AG is turned on when the shaft speed drops below a certain 
threshold and injects the energy shortage to prevent the shaft speed from further 
reduction. It was shown in Chapter 5 that the shaft speed threshold can be less than 
Ȧstb. In such a scenario, the choice of  is not important and can always be set at 
1-1.1pu. However, assuming a system in which no AG is available, the choice of 
becomes very important. Figure 6.6a illustrates that as  increases, the 
system is further from the instability shaft speed Ȧstb. However Figure 6.6b shows 
that as P
*
 approaches , the choice of is limited. If , the only 
choice for is the associated optimum shaft speed Ȧopt. In order to predict 
instability, first a value of Ȧstb needs to be derived. According to Figure 6.6a, at 
Ȧr=Ȧstb the following holds: 
 
                       (6.17) 
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In the PSCAD wind turbine model, the power coefficient Cp is defined as: 
 (6.18) 
 The shaft speed as a function of Tip Speed Ratio (Ȝ) is: 
 (6.19) 
Substituting Cp from (6.18) and Ȧr from (6.19) into (6.17) and simplifying it, 
gives: 
 (6.20) 
where . As Figure 6.6a shows, two Ȝ values satisfy (6.20). One 
corresponds to and the desired one to Ȧstb. Equation (6.20) is not easily solved 
although a search solution is quite feasible.  Since the work was discontinued the 
search algorithm will not be reported here.   
Once Ȧstb and įȦr are calculated, the instability can be predicted. In order to 
enhance the safety margin of the calculations, įȦr can be increased by 10-30%. 
Therefore, if , the system is considered too close to the 
instability region for the given P
*
 and . The algorithm of choosing  can be 
summarized as follows: 
 
x If , and in this case if , the 
demand power reduces to prevent instability. 
x If < , a search solution for is required where for each operational 
shaft speed (i.e. 0.7-1.3pu), Ȧstb and įȦr are calculated. The search loop 
should continue until the stability criteria is achieved (i.e. >
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). If no operating shaft speed satisfies the stability criteria, the demand 
power needs to be reduced.  
 
It means that the degree to which P
*
 can approach 
 
(without violating the 
stability criteria) depends on įȦr. As įȦr increases, the degree to which P* can 
approach  decreases. According to (6.14), for a given P
*
 and , įȦr mainly 
depends on įVw and fw. As įVw increases and/or fw decreases, įȦr increases. This is 
because more energy is stored in the rotor inertia. Therefore, the maximum degree 
to which P
*
 can approach to , reduces.  
This thesis is not intended to design the search loop for choosing . The next 
section carried out some simulations, in order to illustrate the calculated ES power 
rating and energy capacity. 
6.3.3 Simulation results for ES energy and power rating 
The objective of these simulations is to validate the mathematical expressions for 
the required ES power rating and energy capacity given by (6.15) and (6.16) 
respectively. The model simulated is shown in Figure 6.1. The DFIG 1 with 
parameters provided in Appendix B is used for simulations. Since the results are 
given in pu, the rating of the DFIG is not important and for DFIGs with different 
ratings but with the same parameters in pu (i.e. rating wind speed, inertia, etc), the 
results will be the same. The parameters of the pitch angle PI controller are: 
kp=0.01 and ki=0.005. The ES is again simulated by a DC-voltage source 
connected to the local grid through an AC/DC converter. The wind speed profiles 
used in these simulations are made by PSCAD standard wind model explained in 
Chapter 2. The wind profile consists of a mean value added to 14 sinusoidal 
components determined with the equation (2.37). The total wind speed variation is 
įVw=2.86m/sec (which is a normal wind perturbation) and fw=0.0833Hz. These 
values of įVw and fw are chosen in order to be able to increase the demand power 
stbZ

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P
*
 up to  and hence consider a wider range of cases. Figure 6.7 compares the 
simulation (solid lines) and calculation (dashed lines) values of Pes (bottom) and 
Ees (top) for different demand powers and average wind speeds. The average wind 
speeds are 12.5, 11.5, 10 and 8m/sec and for each of them the demand power is 
increased up to its associated while įVw and fw are kept the same. 
 
Figure 6.7. Comparison of simulation (solid lines) and calculation (dashed lines) values of Pes 
(bottom) and Ees (top) for different demand powers and average wind speeds 
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For each average wind speed, is kept at its Ȧopt for P*= . The calculation of 
Ȧopt for a given demand power and wind speed is given in Appendix F. 
Figure 6.7 shows that the calculation values for Pes and Ees (given by (6.15) and 
(6.16)) are acceptably close to their simulation values. The error between the 
calculation and simulation values for Ees is, generally, more than that of the Pes. 
This is simply because of the fact than in calculating Ees more simplifications are 
made. It can be seen that as P
*
 increases the error increases and the worst case is 
when P
*
=  =1pu. Since depicting all of the simulation cases shown in Figure 
6.7 are not possible, Figure 6.8 shows four cases with different values of P
*
 and 
. The wind speed profile (Figure 6.8a), as explained, is simulated by the 
PSCAD standard wind model with įVw and fw given above. Table 6.1 illustrates 
the sequence of the events simulated in Figure 6.8. The bold numbers represent the 
parameter changed compared to the previous event.   
 
            Time 0-100sec 100-200sec 200-300sec 300-450sec 
, m/sec 12.5 12.5 12.5 10 
P
*
, pu 0.77 1 0.5 0.5 
Table 6.1. Sequence of events of the simulation results shown in Figure 6.8 
It can be seen that the ES power (Figure 6.8c) and the ES energy (Figure 6.8d) are 
the same as those given in Figure 6.7. Figure 6.8c shows that the pitch angle 
(Figure 6.8e) control makes the average of the ES power zero.  
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Figure 6.8. Simulation results for validating Pes and Ees given by (6.15) and (6.16) 
The results shown in Figures 6.7 and 6.8 validate the mathematical expressions of 
Pes and Ees for a wind speed profile consisting of several sinusoidal components. 
However, the derived equations do not predict Pes and Ees satisfactorily in the case 
of a real wind speed profile. This is because of the fact that in a real wind profile 
fw, įVw and  are continuously varying. This causes transient variations in Pes 
and Ees which are not predictable. It is noted that even in Figure 6.8 the transient 
values, caused by changing or P
*
, are not predicted in the mathematical 
equations. However, it might be possible to find out an experimental coefficient to 
wV
wV
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adjust the results given by the equations in order to make them more appropriate 
for cases with real wind speed profiles. This is out of the scope of this research.  
6.4 Discussions and conclusions 
This chapter considers a wind generator-ES system delivering a constant power 
demanded by the load while no AG is available. Such a scenario is a case study for 
a DFIG under CTM control. This is because any non-MPT control (like CTM) 
stores more wind energy in the rotor inertia and hence reduces the required 
external ES. When an AG is present, there is no advantage to non-MPT methods 
since in practice the demand power will exceed the momentary extractable wind 
power which requires the MPT control in order to minimize the energy demanded 
from the AG. This chapter describes an electrical torque control scheme by 
regulating the ES real current. The torque control scheme has been illustrated for 
CTM and MPT control using PSCAD simulations. However, the control structure 
can be used to control the electrical torque in any other control method as well. 
The MPT control will be used in the following chapters. 
This chapter attempts to derive mathematically the power rating and energy 
capacity of the required ES for a given wind profile and demand power. The 
mathematical results are quite close to the simulation ones in case of a sinusoidal 
base wind speed profile. Although this not the case for a real wind speed profile, a 
similar approach might be adopted in future research to obtain satisfactory results 
in case of real wind speed as well.  
As mentioned before the ES rating did not work for real wind profiles. This was 
because the pitch control did not work to effect a minimum power frequency seen 
by the ES. The values for fw tend to be very low for real winds which results in 
larger ES capacity required. Due to the technological constraints, the capacity of 
the ES systems is limited. Therefore, in the next two chapters the capacity of the 
ES system is assumed to be a given parameter. Appendix D calculates the physical 
size of a hypothetical flywheel ES system for the energy capacity of 1, 5, and 20pu 
for a 3MVA DFIG. It shows that a 5pu ES system represents a very reasonable 
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size of the rotating mass. Thus, the capacities of the ES systems in the next two 
chapters are set at 5pu.  
Chapter 7 will consider a full system consisting of droop-controlled DFIGs, 
external ES, AG and Dispatchable Load (DL). Two different control approaches 
will be discussed. Chapter 8 will study different structures and scenarios involved 
such as fault ride-through, no wind scenario, etc.  
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7. Droop-controlled wind farm delivering a 
constant demand power with external ES and 
auxiliary generator 
7.1 Introduction 
In Chapter 5 a microgrid consisting of a droop-controlled wind farm, an Auxiliary 
*HQHUDWRU$*DQGDFRQWUROODEOHRU³'LVSDWFKDEOH/RDG´'/ZDVVWXGLHGZKLOH
no external ES is considered. It was shown that in such a scenario the shaft speeds 
of DFIGs indicate the shortage or excess of the wind energy for a given demand 
power. If the shaft speed exceeds a high-threshold, the DL is turned on in order to 
shed the excess energy. Similarly, if the shaft speed drops below a low-threshold, 
the AG is switched on to inject the energy shortfall and maintain the demand 
power. It was shown that the low-threshold can be even less than the shaft speed at 
which the instability occurs Ȧstb (Figure 5.5) since the proposed control structure 
prevents the shaft speed from further reduction and inherently recovers the system 
into the stable region (Figure 5.17). Therefore, the high- and low-thresholds are 
chosen to keep the shaft speed within the operating region (i.e. 0.7-1.3pu). 
Chapter 6 considers a wind generator-ES system when no AG is available. A 
torque control scheme using the ES real current was proposed and validated using 
PSCAD simulations. It was seen that such a scenario (i.e. no AG) is a proper case 
study for a non-Maximum Power Tracking (MPT) control. Therefore, Constant 
Torque Mode (CTM) control was studied. It was explained that as wind 
perturbation increases, the shaft speed variation for a given turbine inertia 
increases which in turn reduces the extent to which P
*
 can approach (the 
average of the extractable wind power ) without violating the system stability.   
This chapter studies a full model consisting of droop-controlled wind farm, 
external ES, AG and DL, as shown in Figure 7.1. This work assumes that the local 
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grid voltage and frequency are controlled only by the wind farm using droop 
characteristics. However in practice, other generating units can also participate in 
the voltage and frequency control. 
 
Figure 7.1. Microgrid consisting of droop-controlled wind farm, external ES, AG and DL  
Two approaches for controlling the ES are identified in this chapter: The first is 
similar to the control scheme explained in Chapter 5 in which the shaft inertia is 
considered only as an ES mechanism. In Chapter 5 the shaft speed of the DFIG is 
used to actuate the AG and the DL. In the current chapter, however, the ES is 
actuated by the shaft speed. In other words, if the shaft speed increases/decreases 
too much, the ES is used to absorb/inject the excess/shortage of energy in order to 
keep the shaft speed within its operating region.  This method will be discussed in 
section 7.3. An alternative approach, which was explained in Chapter 6, is to use 
the ES power to control the electrical torque of the DFIGs. This approach, which is 
the main focus of this chapter, is considered in section 7.4. Chapter 8 will also use 
the torque control approach and will investigate different possible structures and 
scenarios.  
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Each ES system has an energy capacity limit which is imposed by the ES 
technology and the physical constraints. Therefore, it is necessary to ensure that 
the energy level of the ES does not exceed the maximum limit, nor becomes less 
than zero (since negative energy has no physical meaning). As a result, in any ES 
control method, including the two control approaches considered in this chapter, 
an Energy Management System (EMS) is required to prevent the ES from 
saturation. This is explained in the next section. 
This chapter utilizes the variable droop control method explained in Chapter 5, 
however, the proposed control schemes in this chapter are also applicable with the 
standard droop as well.  
7.2 Energy Management System for ES 
The EMS and the pitch angle control are illustrated in Figure 7.2. First the 
maximum limit of the ES must be determined. As discussed in the previous 
chapter, sizing of the required ES is not easily possible due to the random nature of 
real wind speed profiles. Appendix D shows that a 5pu ES for a 3MVA DFIG 
represents a very modest rotating mass, assuming a flywheel ES. Therefore, in this 
chapter the maximum energy capacity of the ES is chosen to be 5pugen. However, 
the proposed control structure, shown in Figure 7.2, is quite applicable for ES 
systems with other energy ratings.  
When the demand power P
*
 is more than the extractable wind power (i.e. power 
transmitted to the shaft with ȕ=0) , the energy stored in the ES reduces to 
compensate for the energy shortage. If the energy level of the ES drops below a 
certain low-threshold Ees-low (e.g. 0.5-1pu), the AG is turned on via a real current 
demand Id-AG
*
 in order to supply the shortfall between P
*
and  and prevent the 
energy of the ES from further reduction. It is noted that since the local grid voltage 
is regulated by the DFIG, the AG power PAG is proportional to IAG controlled by 
the Power Flow Controller (PFC). 

extP

extP
7 Droop-controlled wind farm delivering a constant demand power with external ES and auxiliary generator 
 
150 
 
 
Figure 7.2. Energy Management System and pitch angle control schemes 
In another situation the demand power can be too low compared to the available 
wind power. Therefore, the extra energy is absorbed by the ES and causes Ees to 
increase. If Ees exceeds a high-threshold (Ees-high1), the pitch angle is increased 
through the signal ȕEes in order to reduce the wind energy captured. If the 
maximum slew rate of the pitch angle Rȕ is not fast enough, Ees keeps rising until it 
exceeds a higher-threshold Ees-high2>Ees-high1. The DL is then switched on via a 
converter real current demand Id-DL
*
 and absorbs the extra wind energy to prevent 
the ES from saturation. In such a case a trade-off mechanism is possible in which a 
slow pitch angle may result in a large DL. It will be shown in this chapter that a 
pitch control with a slew rate of maximum 5º/sec, (which is a normal rate), results 
in elimination of the need for a DL. It is emphasized that the concept of using 
pitch angle in order to shed the output power is quite acceptable and is applied on 
current wind generators.  
7.2.1 Pitch angle control 
The pitch angle control, which is shown in Figure 7.2, consists of three parts:
. The ȕPes, which was introduced in Chapter 6, is used to 
reduce the power rating of the ES through controlling the average of Pes toward 
zero using a very slow PI controller. The bandwidth of the PI controller is not 
Id-es
*
1/2ʌfsL0Vs
*
fs
*
Pg,Qg
șs
ims
*
ES

Pes
ESI
Rȕ
Slow
ȕ*ȕ
Te control
OR Ȧr
PI

Ees
ȕPes ȕEes
ȕmax
PL=P
*
DL ~
PFC
AG
PDL PAG
Id-AG
*
Id-DL
*
max
* EEEE  EesPes
7 Droop-controlled wind farm delivering a constant demand power with external ES and auxiliary generator 
 
151 
 
critical as system can operate without this part. The ȕEes is part of the EMS 
explained above and can be used to reduce the rating of the DL. Finally, the ȕmax is 
the standard pitch angle control for wind generators and is used to keep the output 
power around 1pu and to prevent the shaft speed from exceeding its maximum 
limit (i.e. 1.3pu) for wind speeds above rated. The summation of the three parts is 
rate-limited to make sure that the pitch angle cannot vary too fast.  
 
The next two sections studies the two ES control approaches mentioned above.    
7.3 ES actuated by shaft speed 
The idea behind this control approach is similar to the one used in Chapter 5 in 
which the shaft speed is controlled within its operating region (i.e. 0.7-1.3pu) 
using the AG and the DL. In a similar way, the ES can be used to control the shaft 
speed within its operating region, as is shown in Figure 7.3.     
 
Figure 7.3. ISFO-controlled DFIG with external ES while ES is actuated by the shaft speed 
When P
*
 is less than , the shaft speed increases. If Ȧr exceeds a high-threshold 
value, the ES absorbs the extra energy through a real current demand Id-es
*
 which is 
controlled by the ES interface (ESI). Therefore, Ȧr stops rising. Since the local 
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grid voltage is controlled by the DFIG, the ES power Pes is proportional to Id-es. 
For P
*
 more than , the shaft speed reduces. If Ȧr drops below a low-threshold 
value, the ES injects the energy shortfall to prevent the shaft speed from further 
reduction. Comparing this structure with the one proposed in Chapter 5 (i.e. 
without ES), the ES operates as a buffer between the wind farm, on one side, and 
the AG and DL, on the other. This may help to reduce the frequency of events in 
which the AG and the DL are turned on. Reducing the turn on and off events is an 
advantage if for example the AG is a diesel generator. As shown in Chapter 5, the 
low-threshold value can be less than Ȧstb (see Figure 5.17). 
As discussed in Chapter 2, the operating region of DFIGs shaft speed is 0.7-1.3pu. 
Considering at least 0.1pu for a safety margin (0.05pu for each side), the 
maximum inertial energy can be stored is EJ=0.5J(1.25
2
-0.75
2
)=1.75pu for 
J=3.5pu, which is not a very large amount of energy. Therefore, it is expected that, 
as wind speed varies, the shaft speed varies from the low-threshold to the high-
threshold frequently which in turn causes the ES to switch on and off quite 
frequently (this will be shown through simulation). It is noted that in Chapter 5 the 
pitch angle controls the shaft speed. However, since there is no direct shaft speed 
control in this structure (i.e. a specific shaft speed reference), Ȧr varies as wind 
speed changes. The frequent turning on and off of the ES may not be desirable for 
certain ES technologies. Therefore, the best control scenario is to make the shaft 
speed stay around the high-threshold value for P
*
< , and stay around the low-
threshold value for P
*
> . This makes the best use of the shaft inertia as an ES 
mechanism, because the energy level of the turbine inertia (which is a function of 
Ȧr) is around the maximum limit (high-threshold value) when there is excess of 
energy, while when there is lack of energy, Ȧr is around the minimum (low-
threshold) value. In order to achieve this, the term is added to the 
output of the shaft speed limit controller (Figure 7.3). The value is half of the 
ES capacity and Ees is the instantaneous energy of ES. Therefore, the term is 
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always positive for P
*
 > , and is always negative for P
*
< . Using this 
method the Ȧr and Ees are synchronized in the sense that, for P* > , both Ȧr and 
Ees approach their maximum limits together and for P
*
< , they both stay around 
their minimum limits. In other words, the shaft inertia appears solely as an ES 
mechanism for the system. Although this control structure makes the best use of 
the shaft inertia as an ES mechanism, it will be shown in section 7.4 that this is not 
necessarily the best wind generator control method. The next section validates the 
proposed control structure using PSCAD simulations. 
7.3.1 Simulation results for ES actuated by shaft speed 
This section consists of two simulations. The term is considered in the first 
simulation results while it is not considered in the second simulation. The 
objective of the simulation is to validate the proposed control structure. The 
simulated model, which is shown in Figure 7.4, consists of two variable droop-
controlled DFIGs with the ES system distributed within individual DFIGs.   
In Figure 7.4 the AG and the DL are aggregated on to the local grid while the ES 
is distributed amongst the turbines. However, the DL can also be distributed within 
individual DFIGs while the ES can be also aggregated on to the local grid. These 
structures will be investigated in Chapter 8.  
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Figure 7.4. Droop-controlled wind farm with distributed ES within individual wind generators 
while the ES is actuated by the shaft speed  
As it can be seen from Figure 7.4, each ES system is equipped with the Ȧr limit 
control and the EMS explained above. The pitch angle control (not shown in the 
Figure) is the same as the one depicted in Figure 7.3 with maximum slew rate of 
3º/sec. The parameters of the pitch angles PI controllers are: kp=0.01 and ki=0.005. 
Each EMS produces the current references for the DL and the AG. The 
summations IDL* and IAG* are formed and transferred over a communication 
link since these are aggregated. Obviously, the communication is local for the 
distributed elements. The ratings of the first and the second DFIGs are 0.66pu and 
0.34pu with the parameters given in Appendix B. Although the variable droop 
method is considered here, the standard droop is applicable too. The ES, AG and 
DL are simulated by DC-voltage sources connected to the local grid through an 
AC/DC converter. The energy capacity of each ES is 5pugen. For Ȧr > 1.2pu, 
130Ȧr and for Ȧr<0.8pu, Id-es*=-150Ȧr. For Ees>3.3pu, ȕEes=20Ees, for 
Ees>4.3pu, IDL
*
=50Ees and for Ees<0.7pu, IAG
*
=-80Ees. These gains are determined 
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by trial and error, however, in practice they must be designed taking the dynamics 
of the ES, AG and the DL into account. The slower the dynamic, gains with larger 
absolute values are needed. Moreover, if there is a delay in turning on the ES, AG 
and DL, the high/low-threshold values may need to be decreased/increased in 
order to compensate for the delay. This thesis is only intended to illustrate the 
proposed control structure and a full-detailed engineering design is beyond the 
scope of the research. The ES, AG and DL current control loops are identical to 
the DFIG grid side converter explained in Chapter 2. The load is simulated by a 
variable current source demanding active and reactive power determined by the 
system operator.  
 
Simulation results1:
 
is considered 
This part simulates the model illustrated in Figure 7.4 while the term  is 
included in the Ȧr limit controllers of Figure 7.4. Since the ES capacity is 5pugen,
. The simulation results are illustrated in Figure 7.5.  
The average of the real wind speed profiles (Figure 7.5a) is approximately 
12.5m/sec which corresponds to 1pugen. The standard deviations of the first 
and the second wind profile are 1.28 and 1.39 respectively which are relatively 
large perturbations. Over the first 200sec, the demand power (Figure 7.5b) is 0.5pu 
which is less that . Therefore, the extra wind energy increases the shaft speeds 
(Figure 7.5c). However, since the inertial ES of the turbine is not sufficient, for 
Ȧr>1.2pu, the ES systems absorb the excess of the wind energy, hence the Ees 
value (Figure 7.5d) is increased. As a result, the shaft speeds stop increasing. For 
Ees>3.3pugen, the pitch angles (Figure 7.5i) increase in order to reduce the wind 
energy captured. It can be seen that with the pitch angle control with a maximum 
slew rate of 3º/sec the DL (Figure 7.5h) is not activated. Slower pitch angle slew 
rate will be considered for the torque-control ES in the section 7.4.   
esE'
esE'
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Figure 7.5. Simulation results of model shown in Figure 7.4 with included 
eses EE 
7 Droop-controlled wind farm delivering a constant demand power with external ES and auxiliary generator 
 
157 
 
During the second 200sec the demand power is increased to 0.75pu which is 
occasionally more than . This causes the shaft speeds to reduce occasionally. 
However, since the shaft speeds never drop to less than 0.8pu, the energy levels of 
the ES (Figure 7.5d) do not decrease. Over the last 200sec the demand power is 
raised to 1pu which is more than for almost the entire period. Therefore, the 
both shaft speeds drop below 0.8pu which cause the energy level of the ES to 
reduce. Since the energy stored in the ES systems is not enough, the energy level 
of the ES systems becomes less than 0.7pu which in turn switches the AG on. The 
total energy demanded from the AG (Figure 7.5g), which is derived by integrating 
PAG (Figure 7.5f), is 50pu. Provided that the wind energy is enough to fill the ES, 
increasing the capacity of the ES can reduce the total energy demanded from the 
AG. The ES powers (Figure 7.5e) are always less than ±0.6pugen. This means that 
the ES systems can be connected to the DFIG DC-link, hence reducing the 
required power electronic devices. Figure 7.5j shows the reactive power sharing 
for Q
*
=0.15pu. It can be seen from Figure 7.5k that the local grid voltage and 
frequency are well-regulated by the wind generator through droop controls. 
 
Simulation results1:
 
 not considered 
This part also simulates the model shown in Figure 7.4. But this time the term
 is not included in the Ȧr limit controllers. The main objective of this 
simulation is to compare these results with those with the term  (Figure 7.5). 
The results are shown in Figure 7.6. The same wind profiles and simulation 
scenario as Figure 7.5 is considered here. As expected, unlike Figure 7.5, the shaft 
speeds (Figure 7.6c) varies from the low-threshold to the high-threshold quite 
IUHTXHQWO\7KLVLVEHFDXVHLQWKLVFDVHWKHVKDIWVSHHGLVQRW³V\QFKURQL]HG´ZLWK
Ees (Figure 7.6d) i.e. does not increase or decrease with an increase or decrease of 
Ees, unlike the one with (Figure 7.5c &d). The method without  requires 
the ES systems to turn on and off very frequently (as can be seen from Figure 
7.6e) which may not be desired for some ES technologies. However, increasing 
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the turbine inertia can result in a smoother shaft speed variation which in turn can 
reduce the ES turn on and off incidents. The reactive power sharing, pitch angle 
control and the local grid voltage and frequency are identical to those of Figure 7.5 
and not shown here. The results of Figure 7.6 show that the system can still 
operate without the term . 
 
Figure 7.6. Simulation results of model shown in Figure 7.4 while is not included 
In the proposed control structure in this section, in which the ES is actuated by the 
shaft speed, the turbine inertia is being exploited as an ES mechanism which can 
have the advantage of reducing the external ES required. The main drawback of 
this approach is more evident for P
*
< . In such cases, the wind generator is 
esE'
eses EE 
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expected to generate the maximum wind power in order to minimize the energy 
demanded from the AG. It implies that the DFIG must be controlled under the 
Maximum Power Tracking (MPT) mode, which is not the case in the proposed 
control structure. In the control scheme proposed in Chapter 5, it is not possible to 
control the electrical torque Te directly, as there is no external ES. However in this 
chapter, the ES real current can be used to control Te under MPT, as shown in 
Chapter 6. This is the subject of the next section.  
7.4 ES power regulating the DFIG electrical torque 
Chapter 6 proposes a Te control scheme through regulating ES real current. The 
control scheme was validated using PSCAD simulation for controlling the DFIG 
under MPT mode. The same control structure, as shown in Figure 7.7, is used in 
this section.  
 
Figure 7.7. Proposed scheme to control an ISFO-controlled DFIG under MPT mode 
The pitch control and the EMS are identical to those explained in section 7.2. The 
torque control loop design was explained and validated in Chapter 6. In Chapter 6 
no AG and DL were considered. However, it was shown that the load demand 
power appears as a disturbance and can be ignored in the control design. Similarly, 
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the AG and DL powers can be neglected for designing the torque control loop. The 
effectiveness of the proposed control loop in a multi-DFIG system including the 
AG and the DL will be validated in this section through PSCAD simulations.  
7.4.1 Simulation results for ES controlling the DFIG electrical 
torque 
This section is intended to validate the proposed torque control scheme, the EMS 
and the pitch control in a multi-DFIG system. Two simulations are undertaken in 
this section. The first simulation considers a pitch angle control with normal slew 
rate while the second one considers a slow pitch control. The objective here is to 
show the trade-off between the pitch angle slew rate and the size of the required 
DL. The model simulated in this section is depicted in Figure 7.8. Although the ES 
systems are distributed within individual DFIGs, it will be shown in Chapter 8 that 
the ES can be aggregated on to the local grid which necessitates communications. 
The ratings of the first and the second DFIGs are 0.66pu and 0.34pu with 
parameters given in Appendix B. The pitch angle controls (not shown in the 
figure) and the EMSs are identical to the one shown in Figure 7.7. The threshold 
values for the EMSs are those explained in section 7.3.1. It was explained in 
Chapter 6 that an integral control is sufficient for the torque control loop since the 
controlled plant is modeled by a gain. For a torque control with bandwidth of 
15Hz, the integral control gain is 240, which is used in the two simulations carried 
out in this section.    
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Figure 7.8. Droop-controlled wind farm while distributed ES within individual DFIGs controls the 
electrical torque of the associated DFIG  
Simulation results1: Normal slew rate for pitch controllers 
The simulated model is shown in Figure 7.8. The pitch angle maximum slew rate 
Rȕ=5º/sec. It is mentioned in [45] WKDW³WKHSLWFKVSHHGFDQH[FHHGº/sec during 
HPHUJHQFLHV´ 7KHUHIRUH º/sec seems to be a normal slew rate. The simulation 
results are shown in Figure 7.9. The wind speed and the simulation scenario are 
identical to those of Figure 7.5 (i.e. ES actuated by the shaft speeds). During the 
first 200sec, P
*
=0.5pu which is less than . As a result, Ees (Figure 7.9d) 
increases. For Ees>3.3pugen, the pitch angles (Figure 7.9i) rise to prevent Ees from 
further increase and hence introducing the DL. It is noted that the shaft speeds 
(Figure 7.9c), unlike Figure 7.5c, do not increase to their maximum limit. This is 
because in this structure the shaft speeds are controlled (indirectly) in order to 
extract the maximum wind power. Consequently, a slightly faster pitch control 
(5º/sec) than the one used in Figure 7.5i (i.e. 3º/sec) is required in order to 
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eliminate the need for a DL. Similar to Figure 7.5, over the second 200sec during 
which P
*
=0.75pu, no AG and DL is needed. During the last 200sec, demand 
power is increased to 1pu. As in Figure 7.5, the energy levels of the ES reduce to 
less than 0.7pugen which turns on the AG (Figure 7.9f). However, unlike Figure 
7.5c, the shaft speeds (Figure 7.9c) do not decrease. This is because in Figure 7.5 
the rotor inertia is exploited as an ES mechanism and its kinetic energy (Ȧr) 
reduces when there is lack of energy (i.e. P
*
> ). However in Figure 7.9, the 
shaft speeds stay at relatively high values in order to track the maximum wind 
power. As a result only 25pu energy is demanded from the AG (Figure 7.9g) 
which is half that in the case of the shaft speed-actuated ES system (Figure 7.5g). 
Figure 7.10 shows the DFIGs output powers vs their shaft speeds on the Pt-Ȧr 
characteristics for different wind speeds. Figure 7.10 demonstrates the 
effectiveness of the proposed torque control scheme in a multi-DFIG system 
including an AG and a DL.     
It can be concluded that the advantage of this scheme is that it significantly 
reduces the required energy from the AG for P
*
> .This advantage comes with 
a slightly faster pitch angle requirements in order to eliminate the need for a DL 
for P
*
< . However, considering the DL as a long-term ES (such as hydrogen 
generation station, compressed air, etc), generating maximum wind power can be 
considered as an advantage rather than a disadvantage. An alternative approach is 
to operate in a non-MPT mode (e.g. CTM or the shaft speed-actuated ES control 
method explained above) for Ees>  (when P
*
< ) in order to reduce the DL 
power, and also to switch over to the MPT mode for Ees<  (when P
*
> ) in 
order to reduce the AG power. This approach, however, is not considered in this 
work. 
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Figure 7.9. Simulation results of model shown in Figure 7.8 with pitch angle slew rate of 5º/sec 
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Figure 7.10. DFIGs output powers vs their shaft speeds on Pt-Ȧr characteristics for different wind 
speeds       
Simulation results2: Slow slew rate for pitch controllers 
This section also simulates the model shown in Figure 7.8. But this time the 
maximum pitch angle slew rate is 1º/sec. The simulation results are shown in 
Figure 7.11. The wind speed profiles, simulation scenarLR'),*V¶ UDWLQJV(06
thresholds and the torque controls are the same as the previous simulation (i.e. 
with 5º/sec pitch angle slew rate). The slow pitch angle (Figure 7.11e) slew rate 
results in the introduction of the DL (Figure 7.11g) during the first 200sec in 
which P
*
=0.5pu. This is not the case for the normal pitch angle slew rate (Figure 
7.9h). The slow pitch angle also causes the AG (Figure 7.11f) to inject energy for 
P
*
=0.5 and P
*
=0.75pu. Note that no energy from the AG is needed for P
*
=0.5 and 
P
*
=0.75pu in the case of a normal pitch angle slew rate (Figure 7.9f). This is 
simply because the pitch angle can return to smaller values fast enough in order to 
increase the output DFIG power and to prevent the introduction of the AG.  
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Figure 7.11. Simulation results of model shown in Figure 7.8 with pitch angle slew rate of 1º/sec 
It is noted that the increase in the AG power is an inevitable consequence of the 
slow pitch angle control which is also the case for the standard DSFO-controlled 
DFIG. Figure 7.11c shows that despite the slow pitch control, the ES powers are 
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still less than ±0.6pugrn ZKLFKVXJJHVWWKDWWKH(6FDQEHFRQQHFWHGWRWKH'),*V¶
DC-link. The reactive power sharing, local grid voltage and frequency are 
identical to the previous simulation and not shown here. The results given in 
Figure 7.9 and Figure 7.11 demonstrate the trade-off between the pitch angle slew 
rate and the size of the DL. The faster the pitch angle, the smaller the DL is 
required. Obviously, it is possible to have DL with normal slew pitch control by 
reducing (or even eliminating) ȕEes (Figure 7.7), if required. 
7.5 Torque controlling-ES system using simplified DFIG 
model 
PSCAD simulation of a multi-DFIG system including wind turbine, pitch 
controllers, real wind speed profiles and ES; connected to the AG and DL for the 
600s simulation takes several hours. A simplified ISFO-controlled DFIG was 
introduced in section 5.4 in order to increase the number of the simulated DFIGs. 
The same concept is also used in Figure 7.12 in order to simplify a droop-
controlled DFIG equipped with Te-controlling ES scheme. In the simplified model 
the DFIG is represented by a droop-controlled voltage source while its electrical 
torque is derived by Te=Pg/Ȧr, where Pg is the DFIG output power. The full wind 
turbine model is, however, included. The next section used the simplified model to 
simulate an array of droop-controlled DFIGs using the variable droop method 
introduced in Chapter 5.     
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Figure 7.12. Simplified droop-controlled DFIGs equipped with torque controlling-ES systems  
 
7.5.1 Simulation results of four simplified droop-controlled 
DFIGs equipped with distributed Te-controlling ES systems 
The model simulated in this section consists of four simplified droop-controlled 
'),*V ZLWK GLVWULEXWHG (6 V\VWHPV FRQWUROOLQJ WKH DVVRFLDWHG '),*¶V HOHFWULFDO
torque, as is shown in Figure 7.12. In Figure 7.12, for the sake of simplicity, only 
two DFIGs are depicted. However in the model simulated, four DFIGs are used. 
The droop characteristics, torque control loop, EMS and pitch controls (not shown 
in the figure) are the same as before. The objective of this simulation is to validate 
the EMS and the torque control scheme in a system consisting of more than two 
DFIGs. The rating of the first and the third DFIGs are 0.33pu while those of the 
second and the forth DFIGs are 0.17pu. There are two real wind speed profiles 
(Figure 7.13a) with the average of approximately 12.5m/s ( ) and the genpu1|

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standard deviations of 1.28 and 1.39. The first wind speed profile is applied to the 
first and the fourth DFIGs while the second wind speed profile is applied to the 
second and the third DFIGs. Therefore, the DFIGs with the same rating are applied 
with different wind speed profiles. The simulation results are show in Figure 7.13. 
For the first 200sec, P
*
=1pu (Figure 7.13b). Therefore the energy levels of the ESs 
(Figure 7.13c&d) drop below 0.7pugen which turns on the AG (Figure 7.13k). Over 
the second 200sec, P
*
=0.75pu. Since the maximum pitch angle (Figure 7.13i&j) 
slew rates are 3º/sec, the AG and DL (Figure 7.13l) powers are zero. And finally 
during the last 200sec, P
*
=0.75pu which is less than . Since the pitch angle is 
not fast enough, some DL power is required. The 3º/sec slew rate is chosen 
intentionally in order to test both AG and DL. It can be shown that using a slew 
rate of 5º/sec will make the presence of a DL unnecessary. It can be seen that the 
ES powers (Figure 7.13e&f) are much less than ±0.6pugen which implies that the 
(6 V\VWHPV FDQ EH FRQQHFWHG WR WKH '),*V¶ '&-link. Figure 7.13m shows the 
reactive power sharing for Q
*
=0.15pu. Figure 7.13n illustrates that the local grid 
voltage and frequency are well-controlled by the droop-controlled DFIGs.              
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Figure 7.13 (Part 1): A microgrid including four droop-controlled DFIGs with distributed Te-
controlling ES systems, AG and DL 
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Figure 7.13. (part 2) A microgrid including four droop-controlled DFIGs with distributed Te-
controlling ES systems, AG and DL 
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7.6 Discussions and conclusions 
This chapter considers a microgrid consisting of droop-controlled DFIGs, ES, AG 
and DL while the local grid voltage and frequency are fully controlled by the 
DFIGs. Two methods for controlling the ES system have been investigated. The 
first method exploits the turbine inertia as an ES mechanism. Hence, the shaft 
speed indicates the lack or excess of energy. In this scheme when Ȧr is less/more 
than a certain threshold, the ES injects/absorbs the energy shortfall/excess. 
However in the second approach the ES power is regulated in order to control the 
electrical torque of the DFIG under MPT mode.  
For both approaches a pitch angle control consisting of three components has been 
proposed. The first component is activated for Ees>Ees-high1 in order to reduce the 
wind energy captured. The second component is the standard pitch control which 
is used in order to maintain the output power at 1pu for wind speeds above rated. 
The third component, the presence of which is not critical for the system, is 
included to reduce the power rating of the ES through controlling the average of 
Pes towards zero using a slow PI controller. It is noted that the pitch angle 
controller proposed in Chapter 5 cannot be used here as it prevents the ES from 
charging up for P
*
< . However, the proposed pitch controller in this chapter 
allows the ES to charge up for P
*
<  which later can be used to compensate for 
the energy shortage in case of P
*
> . An EMS has been also suggested for the 
ES in which an AG/DL is used to inject/absorb the energy shortage/excess if Ees 
drops/raises below/above Ees-low/Ees-high2 (Ees-high2 >Ees-high1). The EMS is needed in 
order to prevent the ES from saturation. 
The proposed EMS and pitch controller are validated for the both ES control 
approaches using PSCAD simulations. It was shown that there is a trade-off 
between the pitch angle slew rate and the power rating of the DL in which a 
normal slew rate (3-5º/sec) can lead to the DL being unnecessary. It was also 
illustrated that regulating the ES power in order to control the DFIG under MPT 
mode can significantly reduce the required energy from the AG. However, this 
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comes at the expense of a slightly faster pitch control (5º/sec) required than that of 
the Ȧr-actuated ES control (3º/sec) to eliminate the need for a DL. This is simply 
because the DFIG is tracking the maximum wind power which implies that either 
a faster pitch control or a larger DL is required for P
*
< . A larger DL, however, 
is not necessarily a disadvantage, when the DL is a long-term ES (e.g. a hydrogen 
generation station).  
Finally, a simplified DFIG-ES system has been proposed in order to illustrate the 
EMS, torque control structure and pitch control in a multi-DFIG system with more 
than two DFIGs.  
The next chapter studies the different scenarios and possible structures for the 
proposed control scheme.  
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8. Studying different system structures and 
operational scenarios 
8.1 Introduction 
In the previous chapter a microgrid consists of an array of droop-controlled 
DFIGs, ES systems, AG, and DL was considered, as shown in Figure 8.1.  
 
Figure 8.1. A microgrid consists of an array of droop-controlled DFIGs, ES, AG, and DL 
In Chapter 7 the ES systems were distributed within individual DFIGs (unlike 
Figure 8.1) while the DL and the AG were aggregated on to the local grid. Unlike 
the AG, the DL can also be distributed within each DIFG which may to be a better 
place for a DL acting as a resistive dump load. Likewise, the ES system can be 
either distributed within individual DFIGs or aggregated on to the local grid. The 
current chapter considers the microgrid with the same components as that of the 
Chapter 7 and is intended to investigate the possible system structures regarding 
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the ES and DL placement. This is the subject of the sections 8.3 and 8.4. Before 
this the fault ride-through and no wind power scenarios are investigated for the 
microgrid structure used in the previous chapter.  
8.2 Zero wind speed and fault ride-through scenarios 
In this section two scenarios are studied. The first considers the ride-through 
strategy in case of zero wind speed and the second studies the ride-through in case 
of a 3-phase fault on the local grid.  
 
Figure 8.2. An array of droop-controlled DFIGs with distributed ES within each DFIG and 
aggregated DL on to the local grid 
In both scenarios the system will have a DL aggregated on to the local grid while 
the ES systems are distributed within individual DFIGs. This structure, which is 
shown in Figure 8.2, is actually the one studied in the previous chapter. 
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8.2.1 Zero wind speed ride-through  
In a standard DSFO-controlled wind farm, for wind speeds less than cut-in, the 
wind turbines simply stop generation. However, the challenge in a droop-
controlled wind farm is that the wind generators also control the local grid voltage 
and frequency. The reactive power-voltage control is not the main challenge here 
VLQFHIRUH[DPSOHWKH'),*V¶JULGVLGHFRQYHUWHUVFDQDOVREHXVHGWRVXSSRUWWKH
ORFDO JULGYROWDJHDSDUW IURP WKHPDFKLQHV¶ VWDWRUV7he active power-frequency 
control can, however, be quite a challenge. One possible solution is to make the 
$*WDNHRYHU WKH ORFDOJULG IUHTXHQF\FRQWURODV WKH'),*V¶RXWSXWSRZHUVGLH
out. It may, however, restrict the choice for the AG. Another alternative solution is 
WRFRQWUROWKH'),*V¶JULGVLGHFRQYHUWHUVOLNH67$7&20XQLWVLQRUGHUWRFRQWURO
the local grid frequency, as well as its voltage. However, this may require a 
sophisticated control because the control scheme must switch from controlling the 
real power from the machine rotor to a STATCOM control such as the one 
explained in Appendix C. This method is not studied in this thesis. Therefore, the 
main question here is whether the droop-controlled DFIGs can still control the 
local grid frequency with no wind power. The PSCAD simulations show that one 
DFIG (i.e. without droop) can control the local grid voltage and frequency even 
when the wind speed becomes zero. However, it becomes complicated in the case 
of a multi-DFIG system equipped with the variable droop control due to the fact 
that the variable droop gains varies according to the wind power.   
It was discussed in Chapter 5 that in a multi-DFIG system controlled under the 
standard droop, if the wind speed of one DFIG drops, the output powers of the 
other DFIGs will also reduce to comply with the new operating frequency imposed 
by the first DFIG. This problem was addressed by the variable droop method 
explained in Chapter 5. The variable droop control method varies the f-P droop 
gains according WR WKHDYDLODEOHZLQGSRZHUQRW MXVW WKH'),*V¶ UDWLQJV ,WZDV
shown that the variable droop method significantly reduces the energy required 
from the AG. Although the variable droop method was used in Chapters 6 and 7, it 
can be shown that the proposed control schemes can work with the standard droop 
at the expense of more energy demanded from the AG. Having said that, the worst 
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case scenario for the standard droop is when the wind speed of one of the DFIGs 
drops just above the cut-in wind seed and stays there for a long time. As a result, 
all DFIGs will generate according to the lowest wind power which will 
significantly increase the energy demanded from the AG. To avoid such a situation 
the variable droop control is used. The problem with the variable droop gain 
method is that the system may become unstable for large droop gains (i.e. small 
shaft speed). However, it will be illustrated in this section that a system controlled 
under the variable droop gain method only becomes unstable for shaft speed 
considerably less than 0.7pu which is the minimum DFIG operating shaft speed. 
Following zero wind speed in a DFIG, its shaft speed drops. In order to avoid 
instability, for Ȧr< (0.7-ǻȦSX WKH ')*,¶V FRQWURO LV VZLWFKHG IURP WKH GURRS
control to the standard DSFO control i.e.: 
 
x The stator flux angle is derived by voltage and current measurements 
using, for example, a PLL (instead of the integration of the reference 
frequency).  
x  The q-component of the rotor current controls the active power with P*=0 
(instead of ). 
x The integral control of the Te control scheme is reset i.e. Id-es*=0.   
 
Obviously, in order to control the local grid voltage and frequency, the final DFIG 
must stay under ISFO control. However this DFIG (i.e. the ISFO-controlled one) 
must operate either without the droop control or with the standard droop (not the 
variable droop so as to avoid the instability when its shaft speed becomes very 
small). This will require a communication between DFIGs through a central 
control unit. However, this central control unit is much simpler than those required 
in a DSFO-controlled wind farm generating a demand power. 
sq
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8.2.1.1 Simulation results of zero wind speed ride-through 
This section is intended to illustrate the zero wind speed ride-through procedure 
explained above. The model simulated is shown in Figure 8.2. The rating of the 
first DFIG is 0.66pu while that of the second one is 0.34pu. The torque control, 
EMS and pitch control (not shown in the figure) are identical to those explained in 
the previous chapter. The local grid voltage and frequency are regulated by the 
DFIGs through the variable droop control introduced in Chapter 5. The simulation 
results are shown in Figure 8.3. At 3sec, the wind speed (Figure 8.3a) of the first 
DFIG (larger one) drops to zero which causes its output power (Figure 8.3b1) and 
shaft speed (Figure 8.3c1) to reduce. It is noted that if the system was controlled 
under the standard droop, the second DFIG output power (Figure 8.3b2) and shaft 
speed (Figure 8.3c3) would also reduce. Since the demand power (Figure 8.3b) is 
1pu (which is more than the extractable wind power ), the energy level of the 
ES (Figure 8.4d) becomes less than 1pu which turns on the AG (Figure 8.3f) to 
compensate for the energy shortfall. It can be seen from Figure 8.3c1 that the first 
DFIG shaft speed becomes less than 0.7pu while the variable droop-controlled 
DFIGs are still stable. When the shaft speed of the first DFIG becomes 0.3pu, the 
DIG control is switched over to the standard DSFO control with P
*
=0. The 0.3pu 
shaft speed threshold is chosen in order to show that the system controlled under 
variable droop method is still stable for a shaft speed much less than 0.7pu. In 
practice the threshold can be just below 0.7pu. In the simulation, in order to make 
the shaft speed zero, the PSCAD induction machine model is switched from 
³WRUTXHPRGH´ WR³VKDIW VSHHGPRGH´ZLWKȦr=0. Therefore, the shaft speed and 
the output power of the first DFIG becomes zero while the local grid voltage and 
frequency are controlled by the second DFIG (smaller one). At 28sec, the wind 
speed of the second DFIG also becomes zero which causes reductions in its output 
power and shaft speed. Consequently, the AG power increases to maintain the 
demand power. Since DFIG 2 is the final DFIG, when its shaft speed drops to 
0.3pu, the DFIG will still be controlled under ISFO mode but the droop controls 
are removed. 

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Figure 8.3. Zero wind speed operation of an array of droop-controlled DFIGs 
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As a result, the local grid frequency (Figure 8.3h) is provided by the second DFIG 
(which is 0.34pu) even though its wind speed is zero. It is noted that the reactive 
power-voltage droop is still active in both DFIGs. The total active power demand 
is supplied by the AG. Similar to the first DFIG, when the shaft speed of the 
second (final) DFIG drops to 0.3pu, the integral control of its Te control scheme is 
reset which causes the small transient fluctuation in reactive power sharing (Figure 
8.3g).  
Therefore, the zero wind power ride-through can be summarized as follows: 
 
x For all DFIGs before the final, if Ȧr < 0.3pu (or a value less than 0.7pu), 
the DFIG control scheme is switched from ISFO to DSFO method with 
P
*
=0 and Id-es
*
=0.  
x For the final DFIG, if Ȧr < 0.3pu (or a value less than 0.7pu), the droop 
controls are removed and Id-es
*
=0. 
 
This simulation results illustrate the zero wind speed ride-through procedure 
explained above and also demonstrate the ability of the ISFO-controlled DFIGs to 
control the local grid voltage and frequency even when the wind speed drops to 
zero. It also shows that a variable droop-controlled wind farm is stable for shaft 
speed considerably less than 0.7pu (i.e. down to 0.3pu). In other words, it seems 
that a multi-DFIG system controlled under the variable droop method is stable 
within the operating region of the DFIG. However, the author admits that a full 
system stability studies for the variable droop control method is still required 
which is out of the scope of this thesis.  
8.2.2 Fault ride-through to a balanced grid fault 
A major challenge for wind energy generation, especially for those with DFIGs, is 
their operation during grid faults [85]. New grid code requires the wind turbines to 
ride-through voltage sags which means that normal power production should be 
re-initiated once the nominal grid voltage has been recovered [50]. Another 
challenge, which is more crucial for large wind farms, is to promptly reduce the 
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wind power generation toward zero after a fault on the grid since there is no place 
for the wind power to flow. In [48] an offshore wind farm connected to a LCC-
HVDC link is considered and the author, as a member of the research team, 
utilized the droop method in order to ride-through a balance fault on the AC grid.   
In [48], upon fault detection, the DFIGs are switched from the DSFO-controlled to 
droop-controlled and hence the wind power generation automatically drops to 
zero. It was shown in [48] that using the droop method a very good fault ride-
through performance is achieved. Moreover, the droop method eliminates the 
³LQWHUDFWLQJFXUUHQW´IORZLQJEetween the DFIGs following the fault. However, the 
drawback is the communication required from the AC grid to the DFIGs in order 
to switch to fault mode. It was found in [48] that a communication delay more than 
20ms would make the wind farm grid voltage and frequency go outside the 
acceptable range.  
This research proposes a control structure which uses the droop characteristics 
during normal operation. Therefore it is expected that the proposed system control 
to ride through a balanced fault on the local grid without the need for 
communication as both the normal and fault operations are based on droop 
method. This is the subject of this section. This study is restricted to a balanced 3-
phase fault since it is the worst case fault for a DFIG based wind farm [48, 50].  
8.2.2.1 Simulation results of fault ride-through on local grid 
This section investigates a 3-phase fault ride-through scenario on the local grid as 
is shown in Figure 8.4. 7KH IDXOW LV VLPXODWHGE\ WKH36&$'VWDQGDUG ³-phase 
IDXOW´FRPSRQHQWDQG ODVWV 150ms. It is assumed that after 150ms, the protection 
relays remove the fault and the load is supplied by another parallel connection line. 
The line inductance between the fault location (Figure 8.4) and the wind farm grid 
is 0.05mH. The fault location is chosen to be close to the wind farm grid in order 
to make the wind farm grid voltage drops to zero following the fault which is the 
worst case scenario.   
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Figure 8.4. A 3-phase fault on the local grid of a droop-controlled wind farm    
The ratings of the DFIGs are 0.66pu and 0.34pu with parameters given in 
Appendix B. The torque controllers, EMSs and pitch controllers (not shown in the 
figure) are identical to those explained in the previous chapter. The simulation 
results are shown in Figure 8.5. The balanced fault occurs at 3sec. The constant 
wind speed (Figure 8.5a) is 12.55m/sec (corresponding to almost 1pugen 
extractable wind power). It is noted that since the fault lasts only 150ms, the wind 
speed variations do not matter. The active (Figure 8.5b) and reactive (Figure 8.5c) 
power demands before fault are 1pu and 0.1pu, respectively. It can be seen that the 
local grid voltage (Figure 8.5f) and frequency (Figure 8.5g) drop to almost 0kV 
and 42Hz, respectively. As a result, the measured active and reactive demand 
power become zero and so do the active and reactive power from each DFIG. 
However within 0.5sec after fault clearance, the local grid voltage and frequency 
are restored to their pre-fault values and so are the active and reactive powers.   
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Figure 8.5. Results of the fault ride-through of the model shown in Figure 8.4 
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Figure 8.5d shows that the shaft speed variations of both DFIGs are within the 
operational region (note that it is the worst case scenario as the demand power is 
1pu). Figure 8.5e shows that the ES power variations are less than ±0.6pugen.  
These results demonstrate the ability of the proposed control scheme to ride-
through a fault on the local grid with no need for communications. It is noted that 
the standard DFIG protection schemes are still applicable. 
8.3 System studies when ES and DL are distributed 
The DL can be resistor banks, a hydrogen generation station or an irrigation 
system. For bulky DL, such as hydrogen generation, distributing the DL within 
individual DFIGs is probably not possible. However, for DL like resistor sets, 
distributing the DL within each DFIG seems not only possible but also reasonable 
since it only requires local communication between the DFIG and its associated 
DL. This section considers an array of droop controlled DFIGs while the ES and 
DL are distributed within individual DFIGs, as shown in Figure 8.6. The control 
paradigms of the EMS, torque control and pitch control are identical to Chapter 7.  
Although both the standard and variable droop methods are possible, only variable 
droop is simulated here.     
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Figure 8.6. An array of droop controlled DFIGs with distributed ES and DL within each DFIG 
8.3.1.1 Simulation results of distributed ES and DL 
The model simulated here is shown in Figure 8.6. The objective of this simulation 
is to illustrate the functionality of the droop-controlled wind farm, EMS, torque 
control and pitch control for the distributed DL and ES. The capacity of the ES 
systems is 5pugen. The thresholds of the EMSs and the pitch control (not shown in 
the figure) are the same as those used in Chapter 7.The pitch angle slew rate is 
3º/sec. Since the DL is distributed, the communication is local. However, the 
communication from the DFIGs to the AG is still needed. The ratings of the first 
and the second DFIGs are 0.66pu and 0.34pu respectively. The simulation results 
are shown in Figure 8.7. The average of the two real wind speed profiles (Figure 
8.7a) is 12.5m/sec ( ) while their standard deviations are 1.28 and 
1.39, respectively.  
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Figure 8.7. Simulation results of distributed ES and DL 
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For the first 200sec, the demand power (Figure 8.7b) is 0.5pu which is less than 
the extractable wind power (i.e. with ȕ=0) . Therefore, the ES are charged up 
(Figure 8.7d). For Ees>3.3pugen, the pitch angles (Figure 8.7i) are increased to 
reduce the wind energy captured. Since the pitch controls are not fast enough, the 
energy level of the ES becomes more than 4.3pugen which causes its associated DL 
to turn on. Figure 8.7h shows that the power shed by the DL is only about 
0.03pugen. It can be shown that a pitch control with slew rate of 5º/sec eliminates 
the need for a DL. Over the second 200sec, P
*
=0.75pu which is occasionally more 
than . Therefore, the shaft speeds (Figure 8.7c) increase and the pitch angles 
decrease to extract more energy from wind. Since the variable droop controlled is 
used here, the DFIGs compensate for one another and hence no power from the 
AG (Figure 8.7f) is demanded. It can be shown that in the case of the standard 
droop some power would be required from AG. Finally during the last 200sec, 
P
*
=1pu which is more than for almost the entire period. Consequently, the 
energy level of the ES drops to 0.7pugen which turns on the AG. The total energy 
demanded from the AG (Figure 8.7g) is 30pu which is almost 5pu more than that 
shown in Figure 7.9. The reason is that in Figure 7.9 the pitch angle speed was 
slightly faster (5 º/sec) which allows the pitch angles reduce faster, hence more 
wind power is generated which in turn reduces the energy demanded from the AG. 
Figure 8.7j shows the reactive power sharing for Q
*
=0.15pu and Figure 8.7k 
shows that the local grid voltage and frequency are controlled.  
8.4 System studies when ES and DL are both aggregated 
The system structure studied in this section is shown in Figure 8.8 in which both 
ES and DL are aggregated on to the local grid. The ES system is still responsible 
for controlling the electrical torque of the DFIGs. Therefore, as Figure 8.8 shows, 
WKH VXPPDWLRQ RI WKH '),*V¶ HOHFWULFDO WRUTXH HUURU Terror is formed and 
communicated to the ES through a communication link.  

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Figure 8.8. An array of droop controlled DFIGs with aggregated ES and DL within each DFIG 
In cases where the ES is aggregated on to the local grid, only the variable droop is 
applicable. For cases with distributed ES, the droop control imposes the power on 
the combination of the DFIG and its ES system that controls its torque directly. 
Therefore, both the standard and the variable droop methods are applicable. 
However, if the standard droops are applied for cases with an aggregated ES 
system, the output powers of the DFIGs tend to be smooth as the standard droop 
shares the load according to the ratings of the DFIGs. This works against the ES 
system which tries to vary the output powers of the DFIGs according to the 
maximum wind power. Therefore, there would be a large error in the torque 
control which may even lead to instability. However, using the variable droop 
method, the droop gains also vary according to the maximum wind power (i.e. 
koptȦr3) which makes the droops operate consistently with the torque control.    
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As explained in Chapter 7, the pitch control scheme consists of three components:
. The ȕmax component is the standard DFIG pitch control 
which is activated for wind speeds above rated to control the output power at 1pu. 
The ȕPes and ȕEes components are respectively used to reduce the power rating of 
the ES and to prevent the energy level of the ES from exceeding its maximum 
limit. Therefore, in the case of an aggregated ES, the ȕPes and ȕEes components are 
common between the pitch controllers of all wind turbines. The question here is 
whether it is correct to have the same pitch angle for wind turbines with different 
wind speeds. The ȕPes LV YHU\ VORZ DQG KDV D QHJOLJLEOH HIIHFW RQ WKH '),*¶V
output power. The ȕEes is activated if Ees> a certain threshold, which only happens 
if P
*
< the total aggregated extractable wind power. This is because the variable 
droop makes the DFIGs compensate for each other. Therefore, the pitch control 
scheme is applicable in aggregated ES structure as well.   
The advantage of the aggregated ES structure is more evident in large wind farms 
in which the total output power of the wind farm tends to be smoother than that of 
the individual DFIGs due to the possible phase difference in their wind speeds. 
The disadvantage of this structure, however, is the need for the communication 
between the ES and the wind farm.   
8.4.1.1 Simulation results of aggregated ES and DL 
This model simulated in this section, which is shown in Figure 8.8, consists of two 
droop-controlled DFIGs with aggregated ED and DL. The objective of the 
simulation is to illustrate the EMS and pitch control, and to validate the electrical 
torque control scheme for the case of the aggregated ES structure. The simulation 
results are shown in Figure 8.9. The real wind speed profiles and the simulation 
scenario are identical to the previous simulation. The pitch angle slew rate is 
3º/sec. During the first 200sec, P
*
=0.5pu (Figure 8.9b) which is less than . 
Therefore, Ees (Figure 8.9d) increases more than 3.3pu which in turn makes the 
pitch angles (Figure 8.9i) rise to reduce the wind energy captured. It can be seen 
that the two pitch angles are equal.  
max
* EEEE  EesPes
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Figure 8.9. Simulation results of aggregated ES and DL 
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Figure 8.10. DFIGs output powers vs their shaft speeds on Pt-Ȧr characteristics for different wind 
speeds while ES (torque control mechanism) is aggregated 
Since the pitch angle slew rate is not fast enough, Ees becomes more than 4.3pu 
which turns the DL (Figure 8.9h) on in order to absorb the extra energy. The pitch 
angle slew rate is chosen in order to illustrate the system operation with DL and it 
can be shown that with a 5º/sec pitch angle control no DL is required. Over the 
second 200sec, P
*
=0.75pu which is occasionally more than . However since 
the DFIGs compensate for one another, no AG power (Figure 8.9f) is needed. The 
reason for the different pitch angle values is that the output power of the second 
DFIG occasionally approaches 1pugen which causes its pitch angle (ȕmax) to 
increase. Finally for the last 200sec, P
*
=1pu which is more than . Therefore, 
Ees drops to 0.7pu which turns on the AG in order to balance the demand. Figure 
8.9j shows the reactive power sharing for Q
*
=0.15pu and Figure 8.9k illustrates 
that the local grid voltage and frequency are well-controlled by the DFIGs.  
Figure 8.10 shows the output powers of the two DFIGs versus their associated 
shaft speeds on the Pt-Ȧr characteristics for different wind speeds. The figure 

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illustrates that the output powers of the DFIGs track the maximum wind power. 
This illustrates the proposed torque control scheme which uses the aggregated ES 
power to control the electrical torque of the DFIGs.  
 
Another possible structure is to distribute the DL within individual DFIGs (like 
Figure 8.6) while the ES is aggregated on to the local grid (like Figure 8.8). Since 
such a structure is a combination of the two previous cases, it is not simulated in 
this thesis. The grid fault ride-through and no wind ride-through scenarios for 
these structures are the same as those of the first structure and are not simulated 
here.   
8.5 Discussions and conclusions  
This chapter investigates zero wind speed and a balance fault ride-through 
scenarios and also studies different possible system configurations.  
The zero wind power ride-through scenario was explained and it has been 
illustrated that an ISFO-controlled DFIG can control the local grid voltage and 
frequency even if the wind speed drops to zero. Through simulating the zero wind 
power ride-through, it has been also shown that a multi-DFIG system controlled 
under the variable droop method is stable for shaft speeds down to 0.3pu (which is 
much less than minimum operating shaft speed i.e. 0.7pu). Therefore, it seems that 
the system controlled under the variable droop method is stable within the 
operating region of DFIGs. Having said that, the variable droop method still 
requires further stability studies which is beyond the scope of this work.  
A 3-phas balanced fault on the local grid has also been simulated and it was 
illustrated that once the fault is cleared, normal local grid voltage and frequency 
control is automatically (without any communication) restored and so is the active 
and reactive power sharing of the DFIGs.  
It has been also shown that both ES and DL can be either distributed amongst the 
turbines sets or be aggregated on to the local grid. The advantage of the distributed 
elements is that the communications will be local. It was discussed that the 
aggregated ES system can only operate with variable droop control as the standard 
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droop works against the torque control that regulates the ES. The aggregated ES 
seems to be suitable for large wind farms since the total output power of the wind 
farm is likely to be smoother than that of the individual ones due to the phase 
shifts in the wind speeds. The distributed DL seems to be appropriate for small DL 
like sets of resistors while the aggregated DL is appropriate for bulky ones such as 
hydrogen generation units or an irrigation system.    
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9. Conclusions  
9.1 Summary of the thesis 
The vector control design of a DFIG has been reviewed and two control 
approaches were discussed. The first control approach in which the DFIG is field 
orientated off an external voltage source (e.g. the grid) is called Direct Stator Flux 
Orientation (DSFO). In the second approach, which is called Indirect Stator Flux 
Orientation (ISFO), the DFIG itself appears as a voltage source in the power 
system. The thesis is mainly concentrated on the ISFO control. 
The thesis, then, identified two control strategies for wind generator(s)-ES 
systems: Power Smoothing Control (PSC) and Power Demand Control (PDC). In 
PSC the ES absorbs wind frequencies above a given frequency; hence, the output 
power is a smoother version of the wind power. Therefore, the PSC may not be 
quite appropriate for cases where wind energy supplies a significant part of the 
load as the capacity of the other generating units will be limited. However, since in 
the PDC the output power of the DFIG(s)-ES system is equal to the power 
demanded by the load, the PDC seems to be a good strategy for power systems 
with a high wind energy penetration.  
The application of the above two strategies in a DSFO-controlled wind farm 
connected to both AC grid and HVDC link has been discussed. It has been shown 
that in order to apply the PDC in a DSFO-controlled wind farm, communications 
from a central control unit to individual DFIGs are needed to determine the 
'),*V¶ UHIHUHQFH SRZHUV DQG SLWFK DQJOHV 0RUHRYHU LW ZDV H[SODLQHG WKDW WKH
capacity of a DSFO-controlled DFIG to participate in wind farm grid frequency 
control is limited to the active power reserved. However, the ISFO-controlled 
DFIGs have the ability to be augmented with the frequency and voltage droop 
characteristics so as to control the local grid voltage and frequency. This ability 
can make the droop-controlled DFIGs a better choice for microgrid application or 
for power systems with high wind energy penetrations. This is because a droop 
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controlled wind farm can control the wind farm grid voltage and frequency, and 
can change the operating points without communication or the need for a central 
control. This thesis concentrates mainly on the microgrid application of a droop-
controlled wind farm, however, it is explained that the droop-controlled wind farm 
can also be also be connected to the main grid through a HVDC link or an 
AC/DC/AC converter. The classical voltage and frequency droops were applied on 
ISFO-controlled DFIGs and it has been shown that such a control has the ability to 
ride-through grid loss without communication.    
Two scenarios for a droop-controlled wind farm have been studied. The first 
scenario considers the integration of a droop-controlled wind farm into a microgrid 
ZKHQ QR H[WHUQDO (6 LV DYDLODEOH ,Q VXFK D FDVH WKH '),*V¶ VKDIW VSHHG YDULHV
according to the demand power P
*
 and the available wind power. The shaft speeds 
are an indicator of the shortage or excess of the wind energy. A pitch angle control 
has been designed which keeps the shaft speed within its limits for P
*
 less than the 
extractable wind power . However, if the pitch control is not sufficiently fast 
and/or the P
*
 becomes grater than  the shaft speed may go beyond its limits. 
Therefore, an Energy Management System (EMS) has been proposed to keep the 
shaft speed within limits and maintain the demand power. The EMS utilizes an 
Auxiliary Generator (AG)/Dispachable Load (DL) to inject/absorb the energy 
shortfall/excess if the shaft speed drops/rises below/above a certain low/high 
threshold value.  
It was shown that the standard droop control is not the best option for the wind 
energy generation since if the wind speed of one turbine drops, the output powers 
of the other turbines will also drop in order to comply with the new operating 
IUHTXHQF\ LPSRVHG E\ WKH ILUVW '),*  7KHUHIRUH D ³YDULDEOH GURRS´ FRQWURO
method was proposed which adjusts the frequency-DFWLYH SRZHU GURRSV¶ JDLQV
according to the available wind power and it has been shown that the variable 
droop method can save noticeable amount of energy demanded from the AG. 
The second scenario considers a droop-controlled wind farm with an external ES 
system. Two approaches for controlling the ES have been investigated and for 

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both an EMS has been proposed to keep the energy level of the ES within its limits 
using an AG and a DL. In the first approach the ES is actuated by shaft speed 
³VKDIW VSHHG DFWXDWHG-(6´ 7KLV FRQWURO DSSURDFK LV similar to the previous 
scenario, but this time the ES appears as a buffer between the turbine inertia 
(inertial ES) and the AG and the DL. In the second approach the ES power is used 
LQRUGHUWRFRQWUROWKHHOHFWULFDOWRUTXHRIWKH'),*³WRUTXHFRQWUROOLng-(6´7KH
torque control loop has been designed and validated for both Maximum Power 
Tracking (MPT) and Constant Torque Mode (CTM) methods; however, it can be 
used for other torque control methods as well. It was argued that the CTM (and in 
fact any non-MPT method) is not suitable for cases where AG is available. This is 
because for P
*
 > , the DFIG should be controlled under MPT method to 
minimize the energy demanded from the AG. The advantage of a non-MPT mode 
such as CTM (or shaft speed actuated-ES approach) is that the energy stored in the 
turbine inertia is more that that of the MPT mode and hence a smaller external ES 
is needed. It has also been illustrated that the shaft speed actuated-ES approach (or 
any other non-MPT method such as CTM) requires a slower pitch control than the 
MPT to eliminate the need for a DL. However, this comes at the price of higher 
energy demand from the AG for P
*
> . Therefore, it may be possible to control 
the DFIGs under a non-MPT mode such as CTM (or shaft speed actuated-ES 
approach) for P
*
< and switch to MPT mode for P
*
 > . However for cases 
where DL is a long-term ES system (e.g. hydrogen generation station), controlling 
under MPT mode is an advantage rather than a disadvantage, even for P
*
< .  
An array of the variable droop-controlled DFIGs controlled under MPT mode was 
considered and it has been shown that the ES and the DL can be either distributed 
amongst individual DFIGs or aggregated on to the local grid. Apart from the cases 
where ES is aggregated; both classical droop and the variable droop methods are 
applicable in principle.  
The zero wind speed ride-through scenario was illustrated and it has been shown 
that the ISFO-controlled DFIG can control the local grid voltage and frequency 

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even if its wind speed drops to zero. Through a zero wind-power ride-through 
simulation it was shown that the system with variable droop control is stable for 
shaft speeds considerably less than 0.7pu. Therefore, it can be concluded that the 
variable droop controlled-DFIGs can be staEOHZLWKLQWKH'),*V¶RSHUDWLQJUHJLRQ
However, the stability issue requires further studies to be validated.     
A balanced 3-phase fault on the local grid was simulated. The fault lasts for 150ms 
and it was illustrated that upon fault being cleared the system can restore the 
frequency and voltage control, and hence the active and reactive power sharing, 
without the need for communication.  
9.2 Future work 
The future works are listed below: 
 
x Considering the dynamics of the AG and the DL in order to design the 
EMS. The slower the dynamics of the AG and DL the larger gains in the 
EMS are needed.  
x Full stability studies for a multi-DFIG system controlled under the 
variable droop control method. To do so, a detailed mathematical model 
of the wind turbine, DFIG, ES, AG, DL, line inductances, etc is needed. 
Then the effect of the variable droop gains on the system eigenvalues 
must be investigated in order to determine the stable region.   
x In this thesis a simplified model was introduced in order to simulate a 
system with more than two DFIGs. Although the results of the simplified 
model in case of two DFIGs are almost identical to those with the full 
DFIG model, it might be still required to simulate a multi-DFIG system 
consisting of more than two complete DFIG models.  
x Making an experimental system in order to validate the proposed droop 
control. Obviously, at least two DFIGs are needed. The wind turbines can 
be emulated in the experimental system by DC motors. 
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$SSHQGL[$'HVLJQRI'),*V¶3,FRQWUROOHUV 
  
7KLV DSSHQGL[ RIIHUV WKH FRPSXWHU FRGHV LQ RUGHU WR WKH GHVLJQ RI D '),*¶V 3,
controllers. The codes are written in MATHCAD since the software uses very 
similar mathematical expressions to the standard mathematic ones which make the 
codes very easy to follow. The codes are given for a 1000MVA DFIG; however, 
they are used to design the PI controllers of DFIG with different ratings such as: 
660, 340 and 3MVA. In order to obtain the PI controllers for other ratings, it is 
needed to change the rating of the DFIG and choose appropriate parameters.  
The codes are as follows:   
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Sb 1000  MVA DFIG rating 
Wb 314.1593  rad/s Electrical frequency 
Nsr 1  Stator/rotor turns ratio 
E 2  kV DFIG DC-link voltage 
m1 0.85  
 modulation index 
m2 0.76  
Stator (Y connected): 
(Line to line rms) 
Vsb 1  kV 
Isb
Sb
3 Vsb 
 kA 
1
Isb
0.0017  
Xsb
Vsb
3 Isb 
 Ohms 
Lsb
Xsb
Wb
  H 
Sm
Nsr m2
3 m1 
 
Rotor (Y connected): 
Vrb
Vsb
Nsr
  kV 
Vrb 1  (line to line rms) 
Irb
Sb
3 Vrb 
 kA 
1
Irb
0.0017  
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 Ohms 
H  
PU values: 
 
stator and rotor resistance 
 
 
 stator leakage inductance 
 
 
 rotor leakage inductance 
 
real values (Ohms & H):  
 
 
 
 
 
 
 
 
 
referred to rotor (Ohms & H): 
 
Xrb
Vrb
3 Irb 
Lrb
Xrb
Wb
 
Rspu 0.0066 
Rrpu 0.0044 
L0pu 3.07 
lspu 0.07 
Lspu L0pu lspu 
Lspu 3.14 
lrpu 0.15 
Lrpu L0pu lrpu 
Rs Rspu Xsb 
Rr RrpuXrb 
Ls Lspu Lsb 
Lr Lrpu Lrb 
L0 L0puLsb 
V 1 L0pu
2
Lspu Lrpu 
L0pu
Lspu
0.9777 
Vs Lspu
L0pu
1 
1 Vs 1.0228 
Rsr
Rs
Nsr
2
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assuming that theL0 is on the stator side  
referred to stator(Ohms & H): 
 
 
 
 
Rotor side converter:  
current loop: 
 
 Hz 
 rad/s 
 
 
 
Plant: 
 
 
1 Vs
Rsr
1.549699 10
5u 
Rrr Rr 
Lsr
Ls
Nsr
2
 
Lrr Lr 
L0r
L0
Nsr
2
 
Rss Rs 
Rrs Nsr
2
Rr 
Lss Ls 
Lrs Nsr
2
Lr 
] 0.85 
Z 250 
Zn Z 2 S 
Tr
3 ]
Zn 
Tr 0.0016 
] Zn Zn i 1 ]2  1335.1769 827.4683i 
G s( )
1
Rr s V Lr 
Kc
1
V Lr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Pole-placement: 
 
 
 
 
 
 
Grid side converter:  
  kV  Line to line rms 
 kV    Line to line rms 
 
 
 
 
 
 
 
 MVA Converter Transformer  
bc
Rr
V Lr 
a bc 
kpc
ln 9( )
Kc Tr 
kpc 9.411 10
4u 
kic a kpc 
tc
1
kic
 
tc 167.9164 
Vgb 33 
Vcb 1 
Ngc
Vgb
Vcb
 
Igb
Sb
3Vgb
 
Xgb
Vgb
3 Igb 
Lgb
Xgb
Wb
 
Icb
Sb
3 Vcb 
Xcb
Vcb
3Icb
 
Lcb
Xcb
Wb
 
Sct 400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 Based on Transformer rating 
 
 
 Ohms 
 
 
 
 
current loop: 
 
 Hz 
 rad/s 
 
 
Plant: 
 
 
 
Pole-placement: 
 
Xtpu 0.12 
Xlpu Xtpu
Sb
Sct
 
Xl Xlpu Xcb 
Xl 3 10
4u 
Lc
Xl
Wb
 
Rtpu 0.005 
Rcpu Rtpu
Sb
Sct
 
Rc Rcpu Xcb 
]g 0.85 
Zg 250 
Zng Zg 2 S 
Trg
3 ]g
Zng 
]g Zng Zng i 1 ]g2  1335.1769 827.4683i 
Gg s( )
1
Rc s Lc 
Kg
1
Lc
 
Bg
Rc
Lc
 
ag Bg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Voltage loop: 
 
 Farad 
 
 Hz 
 rad/s 
 
 
Plant: 
 
 
characteristic eq: 
 
 
 
kpg
Zng
Kg
 
kpg 0.0015 
kig ag kpg 
tg
1
kig
 
tg 50.9296 
m1 0.85 
C 1 
]v 0.75 
Zv 20 
Znv Zv 2 S 
Trv
3 ]v
Znv 
]v Znv Znv i 1 ]g2  94.2478 66.1975i 
Gv s( )
3 m1
4 C s 
Kv
3 m1
4 C 
Kpv
2 ]v Znv
Kv
 
Kpv 295.6793 
Av
Znv2
Kpv Kv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ISFO-controlled DFIG-Stator magnetizing current: 
 
 Hz 
 rad/s 
 
 
Plant: 
 
 
 is used in voltage droop 
 
Pole-placement: 
 
 
 
Av 83.7758 
1
Av
0.0119 
Kiv Av Kpv 
Tv
1
Kiv
 
Tv 4.037 10
5u 
]m 0.85 
Zm 20 
Znm Zm 2 S 
Trm
3 ]m
Znm 
]m Znm Znm i 1 ]m2  106.8142 66.1975i 
Km
Rsr
Lsr
 
Gms( )
Km
s Km 
1
Wb L0r 325.7329 
Imspu
Vsb
Wb L0r 1.5 
am Km 
kpm
ln 9( )
Km Trm 
kpm 163.9759 
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kim amkpm 
kim 108.279 
tm
1
kim
 
tm 0.0092 
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Appendix B: System parameters  
 
DFIGs: 
Rated wind speed = 12.5m/s, Cut-in wind speed = 4.5m/s 
Rated voltage = 1kV, Base angular frequency = 314.16rad/s 
Shaft inertia = 3.5pugen 
Stator resistance = 0.0066pugen, Rotor resistance = 0.0044pugen 
Stator leakage inductance = 0.07pugen, Rotor leakage inductance = 0.15pugen, 
Magnetizing inductance = 3.07pugen 
 
1000MVA 
7KHFDSDFLWDQFHRIWKH09$'),*¶V'&-link = 1F 
 
Control loop PI controller Closed loop bandwidth, Hz 
Rotor side current loop  250 
Grid side current loop 
 
250 
DC link voltage control  20 
 
DFIG1-660MVA (0.66pu) 
The capacitance of the 09$'),*¶V'&-link = 0.7F 
 
Control loop PI controller Closed loop bandwidth, Hz 
Rotor side current loop  250 
Grid side current loop 
 
250 
DC link voltage control  20 
 
s168
1
001.0 
s51
1
0015.0 
se 504.4
1
295 
s8.110
1
0014.0 
s61.33
1
0023.0 
se 58.5
1
207 
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DFIG2-340MVA (0.34pu) 
7KHFDSDFLWDQFHRIWKH09$'),*¶V'&-link = 0.45F 
Control loop PI controller Closed loop bandwidth, Hz 
Rotor side current loop  250 
Grid side current loop 
 
250 
DC link voltage control  20 
 
LCC-HVDC: 
Rated current = 2kA, Rated voltage = 500kV 
DC-link resistance = 5ohm, DC-link inductance = 1.2H 
 
4-step switchable AC-filter: 
The capacitance of each step = 25.4ȝF 
The inductance of each step = 0.0028H 
The resistance of each step = 1ohm 
 
 
 
 
 
s1.57
1
0028.0 
s3.17
1
0044.0 
se 58.5
1
9.8133 
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Appendix C: Control of STATCOM connected to 
LCC-HVDC link 
 
There are a number of methods for controlling a STATCOM. In this appendix the 
control method introduced in [4], is briefly explained. 
Figure 11 shows a DSFO-controlled wind farm connected to the grid through a 
LCC-HVDC link and STATCOM. The STATCOM controls the wind farm grid 
voltage and frequency. Constant voltage and frequency indicate that all wind 
power fluctuations are reflected on the STATCOM DC-link voltage Es. Therefore 
the STATCOM DC-link voltage is used to control the HVDC current I0 (active 
power) through regulating rectifier firing angle Į.  
 
Figure 11. DSFO-controlled wind farm connected to LCC-HVDC link and STATCOM 
In order to obtain a mathematical model of the power system for control design, 
the following assumptions are maid: 
 
x Since wind turbines are under DSFO control, they can be represented by 
controlled current source.  
x The AC harmonic filters are designed to suppress 11th and 13th 
harmonics and have natural frequency above the designed control 
system bandwidths. For control purpose, the filters are represented by 
their dominant capacitive properties. 
.
.
.
.
MPT
MPT
V, f
PI
I0
*
-
I0
I0
Į
Rectifier Inverter
Grid
AC 
filters
PI
Es
*
Es
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x The HVDC inverter controls the HVDC DC-link voltage and has almost 
no effect on the wind farm grid control regime. Therefore it is replaced 
by an equivalent DC voltage source. 
  
Figure 12 shows the simplified diagram of the system shown in Figure 11 based on 
the assumptions above. The DFIGs deliver current IG and the HVDC absorbs 
current IC. Capacitor Cf is the total capacitance of the filters, and R-L elements 
represents the transformers and cables parameters. Depending on operational 
demand, the STATCOM current IS can be injected into/absorbed from the local 
AC grid. The parameters R0 and L0 represent the HVDC DC-link connection (the 
cable capacitance is neglected). The DC voltage source E0 represents the HVDC 
inverter.   
 
Figure 12. Simplified diagram of system shown in Figure 11 
Seen from the wind farm grid, the HVDC rectifier is a current source dependent on 
the collector grid voltage. Seen from the HVDC DC side, the rectifier can be 
considered as a voltage source with magnitude of  where kr is a 
constant defined by rectifier scheme [4]. The STATCOM is a voltage source 
converter and can be represented as a 3-phase voltage source VS while the 
STATCOM DC-link can be represented by a DC-current source IS0 derived from 
IS. The equivalent circuit of system is shown in Figure 13.  
VG  
IC  
IG  
IS  
CS  
ES  
L0  R0  
E0  
V0  
+ 
_  
Cf  
 
 
VS  VC  
LS  RS  LC  RC  
STATCOM 
Rectifier
*
ABCSV  D
Dcos0 CrVkV |
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Figure 13. Equivalent circuit for mathematical modeling  
In [4], a set of 3-phase non-linear equations is derived based on the equivalent 
circuit shown in Figure 3. Then those equations were transformed into a rotating 
dq frame with d-axis aligned on the rectifier AC terminal voltage. This gives a 
linear control plant: 
 (1) 
Based on (1), control outputs are: VGd, VGq and ; control inputs are: ,  
and  while IGd, IGq, ICdm and ICqm are disturbances. Note that all the disturbances 
are available for direct measurement which allows feed-forward compensation to 
improve control loop performance. Figure 14 illustrates a simplified block diagram 
of control structure base on (1). More detailed control structure is given in [4]. The 
power transferred from wind farm into the HVDC is controlled by STATCOM 
DC-link voltage ES through regulating HVDC DC-link current I0. The HVDC DC 
current control loop design is out of the scope of this thesis and is discussed in [4]. 
The d-component of the grid voltage VGd is controlled by the STATCOM d-axis 
current ISd while VGq (or frequency) is controlled by ISq.  
Cf
RC LC L0R0LSRS
CS
IGA IGB IGC
ISB
ISC
ISA
ICB
ICC
ICA
VSB
VSC
IS0 VSA
VGB
VGC
VGA
E0
V0
I0
VCA
VCB
VCC
  GdGdGdrSS
GdfGqmCqSq
Gq
f
GdmCdSd
Gd
f
IVIVk
dt
dE
C
VCIII
dt
dV
C
III
dt
dV
C
0
*
000
2
0
*
*
3cos2  
 
 
D
Z
2
0SE
*
SdI
*
SqI
*
0I
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Figure 14. Simplified block diagram of control structure 
A STATCOM can also be used as ES interface (ESI) [12, 68]. In this case the 
STATCOM DC-link voltage is controlled by the ES current, thus the active power 
balance is achieved. The HVDC current loop control design is out of the focus of 
this thesis and is explained in [4].   
 
The PI controllers used in this thesis are given in the table below: 
 
Control loop PI controller Closed loop bandwidth, Hz 
ESI-STATCOM current 
loops 
 250 
Voltage control  90 
 
 
 
 
 
 
Controlled Plant  
(1)  
 
 
x
2  
 
 
 
*2
_ DCSE
*
GdV
*
GqV
GdV
GqV
DCSE _*
oI
*
SdI
*
SqI
PI
 PI
 PI
s3.9
1
7.2 
s0034.0
1
03.1 
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Appendix D: Size of the ES 
 
This appendix gives a perspective of the size of the ES, assuming that the ES is a 
flywheel. Letting the mass, radius and the thickness of the flywheel be m, r and h 
respectively, one can write: 
                
 
(1) 
where ȡ, Jes, Ees and Ȧes are, respectively, the flywheel density, inertia, energy 
capacity and shaft speed. Assuming that the flywheel is made of iron 
(ȡ=7870kg/m2) and rotating at Ȧes=3000rpm, the energy capacity in Mjoules is: 
  
  (2) 
 
Letting r=0.5m, Table 2gives the thickness of the flywheel for 1 and 3MVA 
DFIGs when the required energy capacity is 1, 5 and 20pugen.  
 
Rating of DFIG 1MVA 3MVA 
Ees, pugen 1 5 20 1 5 20 
h, meter 0.026 0.13 0.52 0.079 0.39 1.57 
Table 2. Thickness of flywheel for different required energy capacities 
For example, 5pugen energy capacity for a 1MVA DFIG is 5Mjoules while that of a 
3MVA DFIG is 15Mjoules. It can be seen that the 5pugen energy capacity 
represents a very modest rotating mass. This is why the capacity of the ES 
simulated in this thesis is chosen to be 5pugen.   
2
2
2
5.0
5.0
eseses
es
JE
mrJ
hr
m
Z
SU
 
 
 
4610hrEes  
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Appendix E: Changing the standard deviation of a 
given wind speed profile 
 
The both wind speed profiles used in this thesis are real wind speed sampled at 
every second. The average of the wind speed profiles can be changed by adding a 
number to the all samples. The perturbation of a wind speed profile can be 
expressed by its standard variation: 
 
(1) 
where Vwi is the i
th
 sample of the wind speed profile, N is the number of the 
samples and  is the average wind speed. The standard deviations of wind 
profiles used in this thesis are 1.28 and 1.39 which seem to be above the normal 
wind variation. It can be helpful to be able to change the standard deviation of a 
wind profile while its average is kept the same. If the new standard deviation  is 
to be k times of the previous one, the i
th
 sample of the new wind profile is defined 
by:   
 
(2) 
This can be easily demonstrated:  
 
(3) 
Substitution of (2) into (3) and simplifying it, gives:  
 
N
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N
i
wwi¦
 

 1
2
V
wV
V c
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V
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(4) 
Now it is needed to be shown that the average of the new wind profile is the same 
as the original one. The average of the original wind profile is: 
 
(5) 
The average of the new wind profile is: 
 
(6) 
Substitution of (2) into (6) and simplifying it, gives: 
 
(7) 
Substitution of (5) into (7) yields: 
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(8) 
Equations (4) and (8) show that changing the wind speed samples according to (2) 
keeps the average the same and makes the standard deviations k-fold. 
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Appendix F: Calculation of optimum shaft speed 
 
As Figure 15 illustrates, the optimum shaft speed Ȧopt is the shaft speed at which 
the turbine power is maximum for a given wind speed and pitch angel. If pitch 
angle is zero, the turbine power is equal to the maximum extractable wind power
.  
 
Figure 15. Turbine power-shaft speed characteristic 
This appendix calculates Ȧopt for a given P* (hence ȕopt) and wind speed Vw. 
The PSCAD wind turbine model, which is used in this thesis, is described by (1): 
 
(1) 
where Cp, Ȝ and N are power coefficient, Tip Speed Ratio (TSR) and gear ratio 
respectively. For Pt=P
*
, Cp
*
 is: 

aveP
ȦrȦopt
ȕ=0
Pt

aveP
ȕopt
P
*
ww VV  
 
r
w
p
NV
eC
ZO
EO O
237.2
6.5022.05.0 17.02
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(2) 
One can define optimum TSR as: 
 (3) 
For Pt=P
*
, also one can write: 
 (4) 
As Figure 15 shows, the P
*
 line is asymptote for Ȧr=Ȧopt and ȕ=ȕopt. Therefore the 
shaft speed derivation of the turbine power for Ȧr=Ȧopt and ȕ=ȕopt must be zero. 
Thus, the shaft speed derivation of Cp must be also zero for Ȧr=Ȧopt and ȕ=ȕopt: 
 (5) 
And sine , for Ȧr=Ȧopt and ȕ=ȕopt must be zero: 
 (6) 
Substituting (4) into (6) and solving it for Ȝopt, gives: 
 (7) 
Equating (7) with (3) and solving it for Ȧopt, yields: 
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 (8) 
where Cp
*
 is given in (2). 
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