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Abstract 
Digitization often introduces distortions in the form of odd perspective and curved text lines, especially toward the spine region 
of bound documents, that tamper both the creation of an acceptable digital reproduction of the document and the successful 
extraction of its textual content using OCR techniques. While already known for traditional acquisition means such as flatbed or 
planetary scanners, the problem gets even worse with the use of cameras, whose current widespread availability may open new 
opportunities for librarians and archivists. Dewarping is in charge of handling this kind of problems. This paper proposes a novel 
model-based dewarping method, aimed at solving some of the shortcomings of existing approaches through the use of a mixture 
of image processing and numerical analysis tools. The method is based on the construction of a curvilinear grid on each page of 
the document by means of piecewise polynomial fit and appropriate equipartition of a selection of its curved text lines. We show 
the method on sample documents and evaluate its impact on successful rate of OCR on a dataset. 
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1. Introduction 
When digitizing bound documents, often the pages cannot be completely flattened, causing an odd curvature in 
the spine region. While for documents made up of a few pages the distortion is limited to the blank margins, for 
documents having a medium or large number of pages it soon affects the page content. In particular, text lines look 
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curved rather than straight, which might be a problem both for the final user (the digitized document is not 
aesthetically pleasing) and for automatic document processing (e.g., segmentation techniques based on rectangular 
white background pieces or OCR fail). The problem is worse if documents are not acquired using flatbed scanners. 
For instance, when digitizing ancient documents these devices would stress the pages and might damage unique and 
precious copies. In these cases, the use of (very costly) planetary (or “orbital”) scanners is advised, where the 
document is open with its face up and is acquired by a camera placed above it. Still worse is the case in which the 
documents are photographed, because additional perspective distortions are introduced. In fact, this latter option is 
being given more and more attention, due to both the availability of cheap and compact high-resolution cameras, and 
it causing a reduced stress on the document under digitization (an extremely important requirement in the case of 
historical and fragile items). Fig. 1 shows a sample picture of an open book, from which one would like to restore 
the original page image and automatically recognize the corresponding content. In fact, the current availability of 
handy and low-cost but high-performance devices for image acquisition opens new landscapes for librarians and 
archivists, that may easily and quickly acquire documents, or parts thereof, to be included in their repositories or to 
be used for the recording activity. The LIBR@RIAN application, by Artificial Brain S.r.l., provides these professionals 
with a feature that allows them to take pictures of document pages using their smartphone, and directly send them to 
the Digital Library system for processing. For instance, pictures of document pages may be used by the system to 
rebuild the entire document and store it in the repository; or, photos of a book’s front matter pages may be used to 
enrich the book’s record with a picture of its title page and/or to automatically extract metadata and other kinds of 
information useful to help the librarian in his cataloging activity. In the latter case, OCR techniques must be applied 
to obtain machine-readable text from the picture. Dewarping is the term usually used to denote the process of 
compensating for the distortion introduced by the flat (2D) representation of spatially spread (3D) documents2. In 
this paper, we propose a model-based dewarping technique, that is integrated in LIBR@RIAN, aimed at overcoming 
some of the limitations of the existing literature through the use of a mixture of image processing and standard 
numerical analysis tools. Essential step of the method, and also its main point of novelty, is the construction of a 
curvilinear grid on each page of the document based on piecewise polynomial fitting and appropriate equipartition of 
a selection of its curved text lines. After recalling background notions and related work in next section, we describe 
and evaluate the proposed technique in Sections 3 and 4, respectively. Lastly, Section 5 concludes the paper and 
outlines anticipated directions for future work. 
 
 
Fig. 1. Image of a book showing deformation by perspective and binding 
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2. Background and Related Work 
The approaches proposed so far as potential solutions to restore the original flat version of a warped document 
have focused either on the hardware side (by exploiting dedicated acquisition devices that can better capture the 3D 
nature of the digitized object) or on the software one (by working on a standard picture of the item obtained using 
conventional means). The latter option is cheaper and ensures wider applicability, for which reason it gradually 
replaced the former. As already mentioned, one of the typical aims of dewarping is improving the outcome of OCR 
systems on distorted document pages. While OCR systems might be developed that can directly deal with the 
problem and fix it, a more straightforward and general approach consists in embedding a dewarping step in the 
normal pre-processing of the page to remove this kind of distortion before applying standard OCR. 
Two kinds of approaches can be distinguished for identifying the deformations to be corrected, one based on the 
geometrical features of the overall document image, and one based on the distortions detected on specific elements 
of the document, such as text lines (a quite significant and straightforward indicator of the problem). Techniques and 
tools that attempted to carry out the image dewarping task include polynomial fit12, splines14, snakes1, regression15, 
grid modeling11 and even fuzzy sets10. The technique proposed by Gatos et al.6 exploits segmentation of the 
document image and linear regression, leveraging the slope of single words. Liang et al.9 attempt to recover 3D 
information from 2D images in order to rectify the document images. Yang et al.13 propose a grid-based technique 
which is not based on curve fitting. 
3. Dewarping Technique 
Before describing in details the approach we propose, we briefly elucidate, and motivate, its main points of 
novelty. As already mentioned, we propose a model-based approach. The decision of using a model to characterize 
the shape of curved text lines is driven by specific aims: 
• to be able to construct a curvilinear grid with meshes of arbitrary size via interpolation of the model’s parameters 
(which will be coefficients of polynomials);  
• to extend the grid to zones of the image that did not give any contribution to the determination of the shape of the 
text lines (due to the absence of text for reasons such as presence of figures or formulas, short text lines or 
indentation);  
• to be able to “smooth” the parameters characterizing the model to cope with local errors.  
The model we choose is piecewise polynomial, and based on least squares spline fit. Indeed, using one single 
polynomial (e.g. a cubic one12) throughout an entire text line did not seem to be an adequate choice for the specific 
case of interest. When dealing with bound documents, text lines seem to follow different patterns depending on the 
distance from the binding, and the use of piecewise polynomials allows to correctly follow each pattern.  In order to 
resolve the document distortion along the direction perpendicular to the text lines, we perform an equipartition of the 
piecewise polynomial curves by arc-length, which proves to be quite effective. Methods based on the detection of 
the vertical texture flow field9 do not always produce acceptable results, and relying on detection of the character’s 
orientation can be misleading (we implemented it but observed erroneous behavior in presence of italic characters). 
 The dewarping technique we propose only relies on 2D information of the document. It works in several steps on 
the input image. A graphical summarization of the two main steps applied to a sample document (left page in Figure 
1) is shown in Figure 5.  For images, we adopt the standard coordinate system   , with the origin being on the 
upper-left point, x-coordinate pointing to the right and y-coordinate pointing down. The coordinates will be 
normalized, so that    . First, the portion that contains text is extracted from the image using the RLSO 
automatic segmentation technique4,3 provided by the DOMINUSplus platform5 underlying  LIBR@RIAN. Throughout 
the rest of the paper, we assume that most of the image contains text, and that the text lines have horizontal 
orientation. We split the description of the workflow into two stages, separating pre-processing steps from the actual 
dewarping.  
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3.1. Pre-processing 
The pre-processing work consists of the following steps:   
1. Binarization;  
2. Connected Components Labeling (CCL);  
3. Tracing of the text lines.  
Binarization. For our purpose, a successful binarization should retain all the characters, not introduce noise, and 
remove the shade typically present along the spine of thick bound documents. We have used a modified version of 
Niblack’s binarization method presented by Graham Leedham et al.7, specifically designed for bound documents. 
 
CCL. All the connected components are identified through the CCL algorithm outlined by Haralick and Shapiro8. 
Most of them will be characters (or part thereof), but some will be apostrophes, accents, punctuation marks, or even 
“noise pixels” introduced by the binarization algorithm. It is important to filter those last components out, as they 
would compromise the success of the tracing process (see below). The filtering technique we have adopted is based 
on the idea that the connected components that need to be filtered out are generally convex. In practice, we excluded 
from the tracing all components whose convex hull exceeds the number of pixels by more than 10%, and it proved 
to be effective (see Fig. 2). 
 
 
Fig. 2. A zoom-in on the binarized sample page showing the effect of filtering out the connected components nearly unchanged under 
“convexification” (right). 
Tracing of the text lines. After all connected components are labeled and examined, we extract from each of them 
(which, at this point, is presumed to be a character) the upper pixels (where the value of  is minimum) and lower 
ones. We collect those pixels in two sets and , that contain, respectively, the coordinates of all points that belong 
to the top and bottom portion of characters. Now the curved text lines can be traced: for each text line, the goal is to 
identify points in  (respectively, ) that belong to the same base line (respectively, x line), see Fig. 3.a.  
 
 
Fig. 3. (a) Approximate x line and baseline. (b) Tracing of the text lines. 
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This is done through an adaptation of the technique by Lu et al.10 to our context. Let us briefly sketch this process 
for the case of base lines. Given    points     on the base line , the next point  is added to the 
same base line according to the following criterion:  is chosen as the closest point to  among those in  that 
lie inside a strip that is adaptively constructed to (locally) follow the direction of the curved text line  (see Fig. 3.b) 
while excluding points that belong to other base lines. For more details, we refer the reader to Lu et al.10, where the 
case of straight text lines is discussed. 
3.2. Dewarping 
The actual dewarping consists of the following steps: 
1. x lines and base lines fit;  
2. construction of the curvilinear grid;  
3. homography. 
Fitting x lines and base lines. As already mentioned, to fit the text lines we have chosen a least squares cubic 
splines model. To exemplify, consider a base line , and let      be the points that belong to , with  
having coordinates    , for     . Then, we seek a twice continuously differentiable function   
   that minimizes 
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Note that each function  is characterized by 12 coefficients, but only has 6 degrees of freedom due to the 
conditions of being  at the breakpoints  . The line fit is performed only for text lines that are sufficiently long. 
In our experience, fitting a short text line would most likely result in a polynomial curve that soon departs from the 
actual text line we seek to approximate. Once all the relevant base lines and x lines have been fitted (see left picture 
in Fig. 4.a), we have 24 vectors made of polynomial coefficients (12 for the base lines and 12 for the x lines). Each 
vector is further “smoothed” via a simple centered moving average, in order to smooth out the influence of 
erroneous fits. For instance, fitting a text line that exhibits indentation often results in aberrations towards the left 
margin of the page. The smoothing has to be performed with care in order not to introduce aberrations in case of 
uneven spacing of text lines. Finally, for every base line and x line we have traced, we detect the x coordinates 
where the text begins and ends. Also these data are “smoothed” to void the influence of indentation. 
 
Curvilinear grid. The coordinates of the leftmost and rightmost point on the upper x line and lower base line are 
detected. Now, given an arbitrary user supplied integer , we create    “equidistant” curves between the 
topmost x line and the bottommost base line. We do this by appropriately interpolating the coefficients of all the x 
lines and base lines detected so far. Now the x lines and base lines are dropped, and simply    piecewise 
polynomial curves are retained. For each curve, the points where the text actually begins and ends are approximated 
by interpolation of the already possessed data. Then the relevant portion of each curve is partitioned into an 
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arbitrary user supplied number  of arcs, each having approximately the same arc-lenght. This gives us  
     points. Appropriately joining those points, we obtain a curvilinear grid (see right picture in Fig. 4.a). 
 
Homography. Finally, we apply a standard homography to transform each quadrangle of the grid into a horizontal 
rectangle. The size of the output rectangles is carefully chosen so to approximately preserve proportions and density 
of pixels as of the original image. Fig. 4.b shows the outcome of the whole process on the sample document.  
 
 
Fig. 4. (a) Main processing steps on a sample image: fit of x lines and base lines (left), construction of a curvilinear grid (right). (b) Sample page 
dewarped. 
4. Evaluation 
Our technique was implemented in Matlab. Typically, and in particular for the experiments shown on this paper, 
we chose    ,    ,    ,    . A first qualitative evaluation was carried out on several 
documents, each having approximately a resolution of 5Mpx. Fig. 5 shows the outcome of the dewarping process on 
two rather difficult sample images. Even though significant portions of the documents do not contain text lines, the 
method is extremely successful at dewarping the whole the pages. Given the promising results, we run our technique 
on the 11 documents in the dewarping benchmark dataset used at the ICDAR 2011 Page Dewarping Contest 
(http://didcontest2011.blogspot.com/. The contest was not held, and it was impossible to find any result 
obtained by other approaches on it. So, to the best of our knowledge our results are the only available outcome on 
this dataset). Specifically, our objective consisted in analyzing the improvement in performance that could be 
reached by applying a standard OCR system (Tesseract by Google) after dewarping the pages, compared to the 
baseline represented by the performance of the same OCR without dewarping.  
The results are reported in Table 1, where some documents are associated to two columns due to the 
segmentation step having split the page content into different portions. Looking at the table, we see that in one case 
(043/1) neither the original nor the dewarped version of the page could be read satisfactorily. This was due to the 
spine shadow in the picture being too close to the text, so that the segmentation technique was not able to strip it off. 
Clearly, proper pre-processing might solve the problem. In 8 out of the remaining 14 cases the dewarping outcome 
allowed to read documents that were otherwise unreadable, with error rates always less than 10%, and in one case 
(070/1) reaching even 0%. Only in one case (044/1) the dewarped version was unusable, whereas the original one 
gave very good results; this was due to a strange dewarping behavior that dramatically distorted the document 
instead of straightening it up. In case 009/1 the dewarped version allowed to read significantly more text than the 
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original one. In the remaining 4 cases, the dewarped version provided slightly worse results (especially on character 
performance) than the original one. This can be explained by looking at the last 4 rows in Table 1, that reveal that 
most errors are squeezed in the recognition of the first and/or last line of the document. Considering only the rest of 
the document, performance is much better, both compared to the non-dewarped version and as absolute error rate. 
This behavior can be easily associated to the specificity of the technique, that when building and processing the grid 
sometimes cuts away part of the first and/or last line. Future work will take care of fixing this problem.Overall, the 
proposed dewarping technique was effective in significantly improving the performance of OCR reading on warped 
documents, showing marginal problems that are well-defined and can be likely tackled in next versions. 
 
 
Fig. 5. Two sample documents, original (left) and dewarped (right). 
Table 1. Results of quantitative evaluation of the proposed dewarping technique: doc (document id in the dataset); gt(w/c) = ground truth 
(words/characters); e(w/c)b = errors (word/character) baseline with no dewarping; e(w/c)d = errors (word/character) after dewarping; (w/c)m(f/l) 
= (words/characters) missed (first/last) row. ‘?’ denotes cases with more than 50% error. 
Document 
part 
001 006 009 
1 
009 
2 
011 043 
1 
043 
2 
044 
1 
044 
2 
067 070 
1 
070 
2 
088 096 
gtw 132 104 293 174* 121 160 177 398 334 416 156 46 271 293 
gtc 748 427 1379 902* 513 866 885 2189 1846 2147 882 208 1439 1526 
ewb ? ? 18 1 15 ? 1 10 ? ? ? 4 ? ? 
ecb ? ? 34 1 49 ? 2 28 ? ? ? 5 ? ? 
ewd 11 10 3 1 17 ? 3 ? 7 15 0 4 8 13 
ecd 59 40 4 5 71 ? 6 ? 11 44 0 14 66 44 
wmfr 9 0 0 8 5 ? 10 ? 5 12 0 2 1 7 
wmlr 0 9 0 0 12 ? 0 ? 10 5 0 1 12 3 
cmfr 56 0 0 46 30 ? 37 ? 33 58 0 7 1 37 
cmlr 0 39 0 0 41 ? 0 ? 74 22 0 6 46 4 
*: the pre-processing steps stripped away some matter (32 words, 154 characters) at the bottom of the page. 
5. Conclusion 
We have proposed an original technique for dewarping digital documents, and showed its performance through 
several examples and a benchmark dataset. Key idea is a simple recipe for the construction of a curvilinear grid on 
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the document, that captures both its vertical and horizontal geometrical distortions, especially those caused by the 
presence of thick bindings. 
Throughout the experiments we performed, the technique proved to be very effective. Yet, we have identified 
some points that need improvement. For instance, the pre-processing stage is time-consuming (in the present 
implementation, it accounts for nearly 2/3 of the total computation time), and fairly sensitive to the choice of several 
parameters and thresholds. For this reason, we anticipate working on a new, greatly simplified, line tracing strategy 
that is expected to be more robust and not require most of the present pre-processing steps. 
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