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INTRODUCTION 
The following, which is the final theorem of the paper, is quoted here so 
as to provide motivation for the rather lengthy development which must 
precede its proof. 
THEOREM 5.1. 
A(t) = s; A(s) d 
Suppose that the two matrix functions A(t) and 
s are almost periodic, that A’(t) has an absolutely convergent 
Fourier series, and that the Fourier exponents of k?‘(t) are contained in a non- 
negative semigroup with basis. Then the fundamental solution X(t) to the drf- 
ferential equation 
X’(t) = A(t) X(t) (1) 
is almost periodic and has an almost periodic inverse. Suppose that B(t) satisfk 
the same conditions, and that a non-negative semigroup with basis can be found 
which contains the exponents of both A(t) and s(t). Then every solution to 
X’(t) = A(t) X(t) + B(t) (2) 
is almost periodic. Finally, suppose that these conditions hold for C(t) and D(t) 
also, so that the Fourier exponents of x(t), l?(t), C(t), and D(t) are all in a 
nonnegative semigroup with basis, and suppose that the Fourier coejkients of 
A(t), s(t), and D(t) are suficiently small. Then the Riccati type equation 
X’(t) = X(t) C(t) x(t) + x(t) D(t) + A(t) X(t) + B(t) (3) 
has nontrivial almost periodic solutions of arbitrarily small mean value and 
arbitrarily small norm. 
The proof of Theorem 5.1 is constructive, since the solution X(t) is given 
by an absolutely convergent Fourier series which has been constructed 
recursively from the Fourier series for the various coefficients. In this respect 
the theorem is similar to certain results of M. Golomb [3-51 and 
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W. Wasow [6] concerning series solution of almost periodic differential 
equations. One should note in particular Theorem 4.1 of [q, which treats a 
nonlinear differential equation much more general than the quadratic one 
considered here, and also Theorem 2.1 of [3], which obtains a solution of the 
form Y(t) eKt, with Y(t) almost periodic and K constant, for a linear differen- 
tial equation with small parameter in which the coefficient has a non- 
vanishing mean value. 
The novelty of the proof lies in the sort of series employed. The usual 
Fourier series, indexed by the set of non-negative integers, proves to be 
inadequate for the purpose and is replaced by a generalized series for which 
the index set is the directed system K of all multi-indices. The primary 
benefit of this generalization is that it allows us to define and apply Cesaro 
summability, so that we do not need to require that the coefficients of the 
differential equation have absolutely convergent Fourier series. In fact, a 
rephrasing of the classical Bochner-FejCr Theorem shows that the generalized 
Fourier series of any almost periodic function in a certain fairly general 
class is uniformly (C, 1) summable to the original function. 
As another benefit, the use of generalized series allows us to produce X(t) 
by means of a fairly straightforward algorithm. This algorithim is readily 
adapted to numerical computations in case the Fourier exponents are all 
contained in a semigroup of dimension two or three, but becomes less feasible 
as the dimension increases. 
Because of the novelty of these generalized Fourier series, we devote the 
first part of the paper to an orderly development of some of their more 
fundamental properties. Accordingly, we begin in Section 1 with a definition 
of the directed system K of multi-indices, and also discuss the algebra of 
sequences indexed by K. In Section 2 we discuss summability methods for 
these generalized sequences, and define Cesaro summability in particular 
in Section 3. We find a rather natural representation in Section 4 for almost 
periodic functions of the type considered in Theorem 5.1, and show that the 
resulting series is always (C, 1) summable to the function. This is all applied 
in Section 5 to the proof of Theorem 5.1. 
Much of the material presented here is from the author’s dissertation, 
written under the direction of Professor Arlington M. Fink at the University 
of Nebraska. The advice and encouragement of Professor Fink during its 
development is most gratefully acknowledged. 
1. PRELIMINARIES 
We will define a multi-index to be a sequence of non-negative integers in 
which only a finite number of terms are nonzero. Thus the set K of all 
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multi-indices may be represented as a countable weak direct product in 
which every factor is the set I+- of non-negative integers. By means of this 
representation one can show that the set K inherits many of the properties 
that make I+ so useful as an index set for sequences and series. To start 
with, K is a directed system when given the componentwise, or induced, partial 
order. Next we see that K is a semigroup with identity, and in fact an ordered 
semigroup, under componentwise addition. The semigroup is such that the 
equation h + x = m is solvable for x in K if and only if k < m, and the 
solution, which we will denote by m - k, is unique when it exists. Finally, 
if a subset K’ of K contains the identity element 0 and is such that it contains 
k whenever it contains all m < k, then it is in fact equal to K. This last 
property of K not only allows us to prove theorems by induction, but allows 
us to introduce the concept of a recurrence relation. 
Because of the close analogy between the directed system K and the direct- 
ed system I+ of non-negative integers, we will call a net {Ak} which is indexed 
by K a sequence, and refer to it as a generalized sequence only when there 
is danger of confusion. Given a sequence {A&} in a linear space, we will 
construct a new sequence {&}, which we will call the series associated with 
the sequence {A,}, and for which we will sometimes use the notation {C Ak}, 
by means of the equations L& = Cmqk A,. The limit of this new sequence, 
if it converges, will be called the sum of the series (C A,}. This identification 
of a series with its sequence of partial sums has certain technical advantages 
which will become more apparent when we begin discussing summability 
methods. 
If  we let S denote the operator which maps a sequence (A,} into its series 
{C Ak}, one can show rather easily that S has an inverse operator, which 
we will call D. The existence of D follows from the fact that the system of 
equations A, = B, --CmCk A, constitutes a recurrence relation which may 
be solved for {Ak} by induction, given {BB}. We are thus in a position to 
define a sequence {B,) to be absolutely convergent if the real sequence {bk} 
converges, where {bk} = S({a,}), a, = Ij A, I/ , and {A,} = D({B,}). One 
can show that an absolutely convergent sequence is convergent, and also 
that it is bounded. 
The set of sequences in a fixed normed linear space is a linear space in its 
own right, if addition and scalar multiplication are defined componentwise, 
and the operators S and D are both linear in this space. Moreover, the set of 
sequences in a fixed normed algebra is itself an algebra if we define the CO~ZVO- 
Zution product {Ak}* {Bk} of two sequences to be the sequence {C,} which 
is given by the equations C, = CnzGkAmBlc-,, . We observe that this sum 
is finite, so that convolution is defined for any pair of sequences. If  the under- 
lying normed algebra has an identity, then so does the algebra of sequences. 
In this case one can also represent both the operators S and D as convolutions. 
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We will have need of another product, which we will call the Cauchyproduct, 
defined by the equation 
The linearity of the operators S and D is sufficient to show that the set of 
sequences is again an algebra if convolution is replaced by Cauchy product. 
This, of course, is the usual definition of the product of two series in terms 
of the convolution of the underlying sequences. 
2. LINEAR SUMMABILITY METHODS 
It is not hard to construct a pair of convergent sequences whose Cauchy 
product does not converge, and we will observe in Section 4 that there are 
almost periodic functions which do not have a convergent Fourier series. 
These considerations lead us to develop linear summability methods for our 
generalized sequences. The important method turns out to be Ceslro sum- 
mability; in fact, the product of a pair of convergent series is (C, 1) summable, 
as is the Fourier series of any of a large class of almost periodic functions. 
However, in order to prove the theorems which make Cesiro summability 
so useful we must make use of more general linear summability methods. The 
axioms we require lie about midway between the Kojima axioms and the 
Toeplitz axioms, (see Cooke [2]), since the limit in Axiom 2 is zero in every 
case, but the limit in Axiom 3 is general. 
DEFINITION 2.1. A function (T,& from the Cartesian product K x K 
into a Banach algebra with identity will be called a K-matrix of characteristic L 
if it satisjes the following three axioms. 
Axiom I: 
li,m 2 II T,,k II exists for each nEK, 
k$m 
and is a bounded function of n. 
Axiom 2: 
li,m 2 II Tn,k I/ = 0 for each mEK. 
k&m 
Axiom 3: 
li~li~ 2 Tnek = L. 
k<m 
A K-matrix (T,,,) will be called row-finite if it satisfies 
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Axiom 4: 
For all n E K there exists n’ E K such that Tn,k = 0 unless k < n’. 
A K-matrix ( Tn,J will be called column-$nite if it satisfies 
Axiom 5: 
ForanymEKthereisanm’EKsuchthatT,,,=Oifn>m’andk > m. 
The row-finiteness of a matrix is required when we wish to work with 
unbounded sequences, as it is in the usual theory. The nonrow-finite matrices 
will be needed also, however, so we will include them in the following dis- 
cussion. We will see the application of the fifth axiom at the end of the section. 
We observe, to start with, under what conditions we may form the product 
(T,& (Ak) of a matrix and a sequence. 
LEMMA 2.2. If  {Tn,B} is a K-matrix, if {Ak} is a sequence in the same 
Banach algebra, and if either {Tn,k} is row-finite or {A,} is bounded, then the 
limit B, = limm&, T,#,A, exists for each n E K. 
Proof. I f  {Tn,k} is row-finite, the limit exists because only a finite number 
of terms in the sum are different from zero, and B,, is simply their sum. 
If {T,,J is not row-finite, then by the hypothesis that {Ak} is bounded there 
is a constant C such that I/ A, 11 < C for all k E K. Thus for any E > 0 we 
may choose m E K, by Axiom 1, in such a way that 
Then for any rn’ E K for which m’ > m we have: 
< ,z, 11 Tn,k 11 c < (5) c = EP 
k$n 
which proves that we have a Cauchy sequence. Since we are working in 
a Banach algebra, the sequence has a limit which we will denote B, . 
Using the notation of the previous lemma, we proceed to define the product 
of a matrix and a sequence, and relate the operation to summability. 
DEFINITION 2.3. If {Tn,k} and {Ak} meet the conditions of Lemma 2.2, we 
will call the sequence {B,} de$ned by 
B, = lim 2 T,#,A, 
m  k<m 
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the T-transform of {A,}, and write 
If the sequence {B,} converges to some element B we will say that {A,J is sum- 
mable to B mod&o the matrix (T,,J. If the convergence is uniform, or (B,} 
ts bounded, we will say that (Ak} is uniformly, or boundedly, summable to B. 
We observe that the summability method defined by a K-matrix is con- 
sistent on bounded sequences, provided that the characteristic L is the 
identity. More generally, one has the following. 
LEMMA 2.4. I f  {Ak} is a sequence which is boundedly convergent to A, and 
z~(T,,~} is a K-matrix of characteristic L, then (A$} is boundedly summable to 
LA modulo the matrix IT,,,}. 
Proof. Given E > 0 we will determine n’ E K such that for any n > n’ 
we have 
II B, --LA II -=I 6, (1) 
where the sequence (Bn} is the one defined above. Using Axiom 1 and the 
boundedness of {Ak} one determines a real number C such that 
II 4 II < C and l$ k3m It TO II < C for all nEK. 
Since the sequence {A,} converges to A there is m’ E K such that 
IIA,---A/l<% if k am’. 
By Axioms 2 and 3 there is n’ E K such that both 
Tn,k -L I/ and 2 II Tn.2 II 
k-&m’ 
are bounded above by 46C if n > n’. We will show that equation (1) is 
satisfied for any n > n’. Observe that to this value of n there corresponds 
m* E K such that 
and also 
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Using the fact that 
we have 
+ 11 ‘c Tnsk(Ak - A) 11 + /I (,z* Tmsk - L)A 11 
k<vi* 
The first term on the right is bounded by 46 because of the choice of m*. 
Recalling our earlier definition of m’ we are able to split the second term 
into 
/I 2 T%k(Ak - A) ii + 11 2 Tnsk(Ak - A) /I 
k<m’ k<m’ 
k>m’ k-$m’ 
which is bounded by e/2. Finally, we are able to split the third term on the 
right into 
which is bounded by ~13. Thus the limit B, exists for every n E K. The fact 
that (B,) is bounded by C2 follows easily. 
We should observe that the above thereom is no longer valid if we omit 
the boundedness condition on the sequence {Ak}. In fact, given any sequence 
{B,} one can construct a row-finite K-matrix { Tn,kz.k) and a convergent, though 
unbounded, sequence {Ak} such that {B,} = {Tn,lc} {A,}. A slight modifica- 
tion of the above proof, however, shows that a K-matrix which is both 
row and column finite will sum any convergent sequence to LA. 
3. CESARO SUMMABILITY 
We will define Cedro summability by the most expedient means, namely 
by writing down the appropriate matrix and showing that the axioms of a 
row-finite K-matrix are satisfied. The reader may then verify, if he wishes, 
that (C, 1) summability is the same as the familiar ‘method of arithmetic 
means’ in which a sequence is replaced by the sequence of its partial sums, 
each term divided by the cardinality of that sum, and that (C, p) summability 
for integral p greater than unity has a similar alternative definition. As one 
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might expect, the K-matrix which defines Cesaro summability is written 
in terms of a generalized sort of binomial coefficient. Thus we begin by 
defining and discussing these entities. 
DEFINITION 3.1. I f  R = (h, , h, , *em) and n = (nl , n2 , em.) are any two 
multi-indices, p is any non-negative integer, and q is either 0 or p, we dejke 
and call this a generalized binomial coeficient. 
We should observe that the indicated infinite product is for all practical 
purposes finite, since every factor after the first few is either (3 or (i), depend- 
ing on the value of q. Thus a binomial coefficient is a positive integer when- 
ever n > K, and is zero otherwise. We also observe that 
and that, whenever m > n, we have 
By making use of a generalized distributive law which states that a finite 
product of finite sums is the sum of all possible products, one can prove the 
binomial identity 
One makes use of this identity to prove, by induction on q, that 
for any pair of non-negative integers p and q. The discussion of CesPro 
summability which follows will require, in addition to these two binomial 
identities, the inequality 
a+9 
O< 
( 1 9 
( 
m+n+p <1 
P > 
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which holds whenever Q < p, and the limiting expression 
n+q 
( 1 Q 0 if q<p lim 
n 
( 
m+n+p = 
P i 
i I I if q=p’ 
Either of these may be proved directly by examining the infinite product 
which is involved. 
We now proceed to define the K-matrix of (C,p) summability. In what 
follows I will denote the identity in the given Banach algebra. 
DEFINITION 3.2. Define the Cesdro p-matrix (C,“,,) by means of the equa- 
tions 
( 
n--K+p-1 
CL, = 
1 P--l I 
n+P 
if 
( 1 
P > 0, k < n; 
P 
c;,, = I if P = 0, k = n; 
Ck = 0 otherwise. 
LEMMA 3.3. The Cesbro p-matrix {C,“,,} is a row-Jinite K-matrix of 
characteristic I for all p 3 0. 
Proof. Take m > n. Then for any p > 0 we have: 
The same sum is trivially 1 for p = 0. Since it is independent of m once 
m > n, the limit called for in Axiom 1 exists and is equal to 1 for every 
n E K. 
The proof of Axiom 3 is rather similar. I f  we again choose m > n we have 
c:.k = I, 
k<m 
so that the limit over m is I. Since this is true for any value of n, the limit 
on n is also I. 
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The sum in Axiom 2 is a little more complicated to prove. If  we choose 
m’ > n we have 
m’>k)m 
n--k+p-1 
P--l 
m4kGn 
which is independent of ml, and is thus the sum over all k $ m. We may now 
evaluate the limit required by Axiom 2 to be 
By definition C,P,, = 0 unless k < n, so we satisfy Axiom 4 and have a 
row-finite K-matrix. 
One of the important applications of Cesaro summability is in the sum- 
mation of divergent series. We will say that a series {ZAk} is (C, p) summable 
to A in case (Cg,,} {ZAk} is convergent to A, again using the definition of a 
series as a sequence. It will be more convenient, however, to construct a 
matrix which may be applied directly to the sequence {Ak} and which will 
sum the series {ZAk}. 
DEFINITION 3.4. Define the matrix {Si,k} by the equations 
( 
n--k+? 
S” z 
1 
n.k p Iif 
n+P 
( > 
k <n; 
P 
s;,, = 0 otherwise; 
for any non-negative integer p. 
LEMMA 3.5. {S~,,}{Ak} = {C,“,,}{ZA,} for any series {L’A,} and any 
non-negative integer p. 
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Proof. Beginning with the right hand side, we find that the term with 
subscript TZ is 
n-ASP-1 
P--l 
which is equal to the term with index 1z on the left of the equal sign. 
Cedro summability is set apart from other summability methods by its 
behavior with respect to the Cauchy product of two summable series. 
THEOREM 3.6. If two series are boundedly (C, p) summable to A and (C, q) 
summable to B respectively, then their Cauchy product is boundedly 
(C,p + q + 1) summable to AB. 
Proof. If we define {~k}={Ak}*{Bk}, h w ere thecorresponding series {ZA,} 
and {.8Bk} are boundedly (C, p) summable to A and (C, q) summable to B, 
respectively, then we must show that {ZD,} is boundedly (C, p + q + 1) sum- 
mable to AB. By Lemma 3.5 this is equivalent to showing that {S~~+l} {&} 
is boundedly convergent to AB. Now the term in this sequence with 
subscript rz is equal to 
k<rz m<k 
n--k+p+q+1 
=xz 
P+q+’ A B 
k-m m  
k<nm<k n+P+q+l 
p+q+l > 
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f 
n-j-m-+p t-q tl 
=z z 
p+q?-1 1 
4&n 
nsn j<n-n 
t 
n --- p i q-l.1 
p T-4 i 1 1 
=c msn z jsn-m z 
t 
n --j-;-i+P)(i;q) A,B 
isn-m-j 
i 
n+p-tq-: 1 
1 
3 ?n 
p+q--1 
t 
n--j-k+p k-m+q 
=z c 2 
H 
p,-,.+1; 
) 
A,& 
m<n i<n-m m<k<n-j 
( p:q+l 
=z 
k<n 
c 
I<n-k 
Notice that the sequences {Akp} and {Bk*}, defined by the above expression 
to be the sequences {A,) and {B,} transformed by the appropriate Cesaro 
matrix, are bounded and convergent by hypothesis. Thus it will suffice to 
show that { Vnsk), defined in the last line of the above expression, is a K-matrix 
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of characteristic A; for we may then apply Lemma 2.4 to show that 
is boundedly convergent to AB, as required. 
The proof that {V,,,} is a K-matrix of characteristic A is rather straight- 
forward if one introduces yet another matrix 
wn,, = ( n-:+q)(k;p)I if h<n 
i 
n+p+q+l 
i 
\ > 
p+q+l 
which one shows to be a K-matrix of characteristic I. It is, however, quite 
tedious. We omit it. 
Another way in which the Cesaro summability methods distinguish them- 
selves is by gaining strength as p increases. More specifically, 
LEMMA 3.7. If a sequence {A,} is boundedly (C, p) summable to A for some 
p 3 0, then it is boundedly (C, q) summable to A for all q > p. 
Praof, Consider the sequence {Ek} defined by E, = I and E, = 0 for 
k f  0, which serves as identity with respect to convolution. It is easy to see 
that {Si,,} {Ek} = {ZE,}, so that the series {ZEk} is boundedly (C, s) sum- 
mable for all s > 0. Take s = q - p - 1 if q > p, and this lemma is seen 
to be a corollary of Theorem 3.6. 
4. ALMOST PERIODIC FOURIER SERIES 
We will say that a function A(t) is almost periodic if it can be uniformly 
approximated by trigonometric polynomials. Thus the class AP of almost 
periodic functions with range in a given, and fixed, complex Banach algebra B 
is defined to be the uniform closure of the class TP of trigonometric polyno- 
mials in B, or functions of the form Aeiat + Beiflt + .** + DeiSt, in which 
01, P, ***, 6 are real and A, B, ..*, D are elements of B. We observe that the 
class TP is closed under pointwise multiplication, so that its closure AP is a 
sub-Banach algebra of the algebra BC of bounded continuous functions of one 
real variable with range in B. 
We define the mean value operator M from AP into B by specifying that it 
map Aeiut into A if 01 is zero and into 0 otherwise, and by requiring that it be 
linear on AP. We observe that M has norm one, and that if an almost periodic 
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function has its range in a closed subspace of B its mean value, or image 
under M is in this same subspace. Given an almost periodic function A(t) 
and a real number x, we observe that the translated function A,(t) = A(t + X) 
is also almost periodic, and has the same mean value as ,4(t). 
We will call the real number X a Fourier exponent of the almost periodic 
function A(t) if the corresponding Fourier coeficient Ah = M{A(t) e-i^ “} 
is nonzero. One observes that whenever a sequence of trigonometric poly- 
nomials converges to an almost periodic function A(t), the sequence of coef- 
ficients corresponding to a fixed value of A converges to Ah . 
I f  k is any multi-index and /3 = (pl , /3a , *.a) is any sequence of real num- 
bers, we will define their product kp by means of the finite sum 
k,B, + k,B, + *.* . We will define a generalized trigonometric series to be any 
series of the form (ZAkeikflt). We observe that the terms, or partial sums, 
of this series are trigonometric polynomials, so that it defines an almost 
periodic function whenever it converges. Suppose now that the Fourier 
exponents of a given almost periodic function A(t) are all contained in a 
semigroup with basis. Put another way, we are postulating the existence of a 
sequence /3 such that k/3 = n/? implies k = n, and such that every Fourier 
exponent X of the function A(t) may be represented in the form k& We may 
then relabel the Fourier coefficients of A(t) with multi-indices, so that 
A, = M{A(t) e-ikbt} whether or not it is zero, and construct a trigonometric 
series ZA,eikflt. Although this generalized series does not necessarily con- 
verge, we see from the following analogue of the classical Fejer Theorem 
that it converges to A(t) when it does converge. This is, in effect, a restate- 
ment of a special case of the Bochner-Fejer Theorem. (See Besicovitch [I].) 
THEOREM 4.1. The generalized Fourier series (ZAICeik@} given above is 
un;formly and boutzdedly (C, 1) summable to A(t). 
Proof. Suppose we denote by S, the operator which maps an almost 
periodic function A(t) into the nth Ces&ro sum of its Fourier series, so 
that 
S,(A(t)) = A,(t) = 2 Sz,lcAkeikBt. 
k<n 
I f  we let AP@ denote the subalgebra of AP consisting of functions whose 
Fourier exponents are all contained in the semigroup generated by B, and 
define TPD similarly, we see that S, is a linear operator from APP onto TPe. 
If  we can show that it has norm one for every n E K and converges to the 
identity at each point of TPS, this will imply that it converges to the identity 
at each point of APa, the closure of TP@ in AP. 
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To prove that S, has norm one we find it convenient to introduce the 
Bochner-Fejer kernel of index n, which we define by the expression 
K%(t) = 2 
i 
n-k+1 
l 
1 
k<n n+1 
( 1 
h(t) 
1 
in which the trigonometric polynomial Dk(t) is defined to be the finite pro- 
duct n 2 Cos (k,/3,t), taken over all s for which k, f  0. (See Besicovitch [I], 
p. 47.) By using this representation of K,(t) it is not hard to show that 
44 3 &(44) = WA(t + 4 K&(t)), 
nor is it hard to show that KJt) has mean value one. To show that K,(t) 
is always positive, we observe that 
I&(t) = fi sin2 ((n, + 1) @/2)/(ns + 1)2 sin2 &t/2). 
s=1 
From these properties of K,(t) it follows that 
II 44 II = II wqt + 4 G(t) II < M(l/ 4t + 4 llu Kit)) 
d II 4 + 4 llu WK(t)> = II A I/u > 
where we have used the subscript u to denote the uniform norm, and we 
see that the norm of S, is no greater than one. We see that it is exactly one by 
applying it to a constant function. 
To show that S,, converges to the identity at each point of TFfi, suppose 
that A(t) is in TPfi and that E > 0 has been given. We may choose n’ E K 
large enough so that, for any n > n’ and for any k for which Ak + 0, we have 
( 
n-k+1 
l- 
1 1 
n-t1 
< E’ = 
( i 
& * 
1 
Thus, for any n 3 n’ + k, 
II A(t) - U4t)) II = II V - &I A(t) Ii 
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Since this bound is uniform in t, even though it depends on A(t), the opera- 
tors S,, converge at the point A(t) in TPB. 
We will use the notation A((t) to denote the integral ji A(s) ds of an almost 
periodic function A(t) whenever it also is almost periodic. One would expect 
that in this case the respective Fourier coefficients 2, and A, are closely 
related; and the following lemma, which we state without proof, shows that 
this is indeed the case. 
LEMMA 4.2. If both A(t) and a(t) = li A(s) ds are almost periodic, then 
their Fourier coejicients are related by the formula ihAA = A, for all real A. 
5. ALMOST PERIODIC DIFFERENTIAL EQUATIONS 
We are now in a position to apply the theory developed in the preceding 
sections to the solution of certain almost periodic differential equations. We 
will begin by showing that the fundamental solution X(t) to the homogeneous 
equation 
X’(t) = A(t) X(t) (1) 
is almost periodic, and use this in showing that every solution X(t) to the 
inhomogeneous equation 
X’(t) = A(t) X(t) + B(t) (2) 
is almost periodic, under the assumption that A(t) and B(t) satisfy the con- 
ditions of Theorem 5.1, stated in the Introduction. At the same time we will 
illustrate the extent to which the technique can be generalized by finding 
almost periodic solutions to the Ricatti type equation 
X’(t) = X(t) C(t) X(t) + X(t) o(t) + 4) X(t) + B(t). (3) 
We will be working throughout in a complex Banach algebra with identity, 
and one which, like the algebra of n by n matrices, has a left inverse for every 
element with a right inverse, and conversely. 
We will develop the proof by means of a sequence of lemmas. Some of 
them are stated in a little more generality than needed here, so that we are in 
effect proving a somewhat stronger theorem than we advertised. In particular, 
Lemma 5.4 states exactly how small d(t), s(t), and s(t) must be, and states 
that the solution to (3) can be chosen to have an arbitrary mean value, 
provided that it is smaller in norm than a certain constant. 
LEMMA 5.2. Suppose that the sequence{X,} satisJies the convolution equation 
{if+%} = {-&J* {Cd* Wd + Wd* {W + iAd* {&I + V&J, (4) 
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in which the sequences {A,}, a**, {Dk} are the Fourier coej&nts of A(t), ** *, D(t) 
with respect to the basis /3, and suppose further that the corresponding trigono- 
metric series {ZXkeikpt} is uniformly and boundedly (C, p) summable for some 
p > 0. Then the sum, X(t), is a solution to Eq. (3). 
Proof. We know that the series {ZCkeiLBt} is uniformly and boundedly 
(C, 1) summable to C(t), by Theorem 4.1, and hence the Cauchy product 
{ZXlcei7@} . {Z Ckei”at} is uniformly and boundedly (C, p + 2) summable 
to X(t) C(t). Going a few steps further, we find that the series {Zik/3X,eikts} 
is uniformly and boundedly (C, 2p + 3) summable to 
X(t) C(t) X(t) + *** + B(t). 
However, every term of the series {Zik/?Xke”“flt} is the derivative of the cor- 
responding term of the series {ZXkeikfit), and by linearity the same may be 
said of the (C, 2p + 3) transforms of the respective series. Thus we have a 
sequence {Xn(t)> which converges uniformly to X(t) and is such that the 
sequence {Xn’(t)} of derivatives is uniformly convergent. This proves that 
X(t) is differentiable, and that X’(t) is the limit of the above sequence. 
The task at hand, then, is to produce a recurrence relation which is related 
to the convolution Eq. (4) in the sense that the solution {X,} to the recurrence 
also satisfies the convolution. After this comes the more difficult task of 
showing that the associated Fourier series is (C, p) summable for some p. 
LEMMA 5.3. If A, = B, = C,, = D, = 0, then every solution (Xk) to the 
recurrence relation 
zkj3X, = c xmcn& + 2 (XA + 42&J + B, (5) 
m+n+h=k m+n=k 
will be a solution to the convolution Eq. (4). Moreover, Eq. (5) has a solution 
for every initial term X0. 
Proof. We observe that Xk does not appear on the right side of Eq. (5) 
for any k E K. Thus we are dealing with a recurrence, and one finds the 
unique solution {X,} by induction for any given initial term X0 . 
At this stage we will begin to make use of the hypothesis that 
a(t) = j-t A(s) ds 
0 
has an absolutely convergent Fourier series. If  we introduce the notation 
ak = [I A, 11 for all k E K, do = 0, and dk = ak/kp for k > 0 we can refor- 
mulate the hypothesis to require that the series {ZZk} be convergent, say 
to a”. We observe that the hypothesis implies, by Lemma 4.2, that A, = 0, 
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as required in Lemma 5.3. We also observe that d, is not necessarily equal to 
II& 11 , but this doesn’t affect the question of convergence of the above series. 
In a similar way we define real series which converge to the constants 6, E, 
and d. 
LEMMA 5.4. Suppose A(t), I?(t), C(t), and n(t) have absolutely convergent 
Fourier series, and let a, b”, c”, and d, be defined as above. Suppose further that 
kp > 0 whenever k > 0. Then recurrence (5) has a solution {X,} for which 
the Fourier series {ZY XlceikBt) is absolutely convergent, and hence absolutely and 
boundedly (C, 0) summable, provided that 
ti + d + 2(&)1’2 < 1, (6) 
and, in fact, this is true for any solution {Xk} for which x,, = 11 X,, I/ satisjes 
the inequality 
X,E < (a, (1 - ii - d)’ - &. (7) 
In case c” = 0 the above series is absolutely convergent for any value of x0 , and 
without any restrictions on the size of a, b”, and L 
Proof. Given a solution {X,} to the recurrence relation (5) we will con- 
struct a solution {xk} to the real recurrence 
‘bxk = z cmx,xh + 2 (dm + a,) X,, + bk , 
m+nfh=k m+n=k 
(8) 
starting with x0 = 11 X0 jj . Making use of the fact that k/3 > 0 when k > 0, 
one proves by induction that II Xk II < xk for all k E K. Thus it suffices to 
prove that the real series {Zxk} is convergent. 
To carry out this task it is convenient to introduce, for each non-negative 
integer p, the sequence {x~,~} which we define by means of the double recur- 
rence 
b, if P = 0, and otherwise 
kt%m = 
zz CmXn.8Xh.s-s-1 + 2 Pm + 4 x~.~-~, (9) 
m+n+h=k s=O m+n=k 
and which is started with the initial term xo,o = x0 . One can show by induc- 
tion that x~,~ = 0 wheneverp > 1 k 1 = k, + k, + e**, and that xk = 2$ xkS9 
for any k E K. It is not so easy to show that, for fixed p, the series {Z x~,~} is 
convergent, so we carry out the details here. One sums the series {Zx,,,} to 
f  = x0 + 6, so suppose the series to be convergent for 0 < p < q and let 
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x”D denote the sum. Then for p = Q + 1 we have 
= ?$,- cx#p,.q + (d + 2) 8,-l , 
s=O 
which not only proves convergence, but gives us the inequality 
for positive integers p, which is important in case E # 0. 
Suppose now that the constants r~, b”, t, and d satisfy inequality (6), and 
that x0 , and hence Z. = x0 + b”, has been chosen so that inequality (7) is 
satisfied. Then one can show rather directly that the equation 
w =~w2+(d+I?)W+~o 
has a root w such that w > go . We use this fact to prove, by induction on q, 
that w > xi, 32;, . Th us we suppose the inequality holds for some q 2 0, 
and observe that 
p=0 P=l 8=0 p=1 
From this it follows that the series {Zxk} itself is convergent, for we can 
write 
z Xk = 2 y  Xk,) < f  f ,  < w, 
k<n k<n P=O P=O 
which in turn implies that the Fourier series {ZX,.C+~~~} is absolutely con- 
vergent. 
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In case c” = 0 we can dispense with the restrictions imposed on 5, 6, and d 
by Eq. (6) if we employ a somewhat more subtle argument. To simplify 
notation let ek = (dk + a,), and the recurrence relation (9) reduces to 
p =Q k=O 
X 
p =o, k>O 
We use this to prove, by induction on p, that 
Xk.9 < ’ 
P! 
(12) 
ml+...fnp+n-k 
This is true enough for p = 0, so suppose it is true for some integer q > 0. 
Then, for p = q + 1 we have 
&- q, 
* m,+...+mp+n=k 
The essential step in the above chain of inequalities makes use of 
the fact that the & commute, hence certain terms repeat when we sum over 
all ordered p + 1-tuples of multi-indices (m, , m2 , *es, mP , n) which add 
up to k. We observe now that both the series {Zgk} and the series {Zxx,,,} 
are convergent, so we have 
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Thus we have shown that the series {2x,,,} is convergent, and that its sum 
Z2, is bounded above by Z,,(t?)~/p!. It follows immediately that the series {Z xk} 
is convergent, and that its sum 2 is bounded above by 
zZo exp (g) = (x0 + 6) exp (cl + a), 
for any values of a”, 6”, and d whatever. 
The proof of Theorem 5.1 is almost complete now, for if we put Lemmas 
5.2, 5.3, and 5.4 together we find that we are able to construct, under the 
stated restrictions, almost periodic solutions to differential Eqs. (l), (2), and 
(3). In order to complete the proof it is sufficient to construct a nonsingular 
almost periodic solution to (l), and then show that its inverse is also almost 
periodic. The following lemma shows that the first task is accomplished simply 
by constructing a solution for which the mean value X,, is nonsingular. 
LEMMA 5.5. If an almost periodic solution to the daftzrential Eq. (1) is 
singular, so is every one of its Fourier coeficients. 
Proof. We will show that if an almost periodic solution X(t) is singular 
at the point t, , then all the Fourier coefficients of X(t) are contained in the 
closed left ideal L generated by X(t,,), no element of which is nonsingular. 
To prove this, let W(t) denote the fundamental solution to (1). Then 
Y(t) = W(t) W-l(t,,) X(t,,) is a solution to (1) which lies entirely in L. Since 
Y(t,,) = X(t,), we have X(t) in L for all t. Since L is a Banach algebra, the 
Fourier coefficients of X(t) lie in L also, and hence are singular. 
We now know that every solution to differential Eq. (1) is almost periodic, 
under the restrictions of Theorem 5.1, and we can show just as easily that 
every solution to the adjoint equation 
Y’(t) = - Y(t) A(t) (13) 
is almost periodic under the same conditions on A(t). But if X(t) is a non- 
singular solution to (1) its inverse X-l(t) is a solution to (13), and is thus 
almost periodic. 
We should observe that inequality (6) places no restrictions on C(t) if 
B(t) = 0, and that in any case C(t) may be increased if B(t) is decreased 
proportionally. In case A(t) = B(t) = D(t) = 0, a sharper analysis than that 
used in the proof of Lemma 5.4 will show that x,, is only restricted by I/c, 
rather than 1/4c as suggested by inequality (7). This requires the develop- 
ment of an inequality analogous to (12), which will allow us to conclude that 
x, < (c)p xp+l, and we have a convergent series for cxs < 1. 
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