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Abstract
We study asymptotically flat space-times in 3 dimensions for Einstein gravity near
future null infinity and show that the boundary is described by Carrollian geometry.
This is used to add sources to the BMS gauge corresponding to a non-trivial boundary
metric in the sense of Carrollian geometry. We then solve the Einstein equations in
a derivative expansion and derive a general set of equations that take the form of
Ward identities. Next, it is shown that there is a well-posed variational problem at
future null infinity without the need to add any boundary term. By varying the on-
shell action with respect to the metric data of the boundary Carrollian geometry we
are able to define a boundary energy-momentum tensor at future null infinity. We
show that its diffeomorphism Ward identity is compatible with Einstein’s equations.
There is another Ward identity that states that the energy flux vanishes. It is this fact
that is responsible for the enhancement of global symmetries to the full BMS3 algebra
when we are dealing with constant boundary sources. Using a notion of generalized
conformal boundary Killing vector we can construct all conserved BMS3 currents from
the boundary energy-momentum tensor.
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1 Introduction
Over the last few years quite some progress has been made in developing holographic
tools for the study of various non-AdS holographic dualities. For example interest-
ing progress has been made in the holographic description of Lifshitz, Schro¨dinger,
warped AdS3 and 3-dimensional flat space-times. Among these the approach to Lif-
shitz holography is the one that will be inspirational to the methods developed here for
asymptotically flat space-times.
It was shown in [1, 2, 3, 4, 5] that by employing boundary conditions in vielbein
formalism for asymptotically Lifshitz space-times one can obtain a general covariant
understanding of the boundary geometry which turned out to be torsional Newton–
Cartan geometry (TNC) the details of which were worked out in the work on Lifshitz
holography and independently in the context of field theory [6, 7, 8, 9, 5, 10] and geom-
etry [11, 4, 12] including Horˇava–Lifshitz gravity [13] and Newton–Cartan supergravity
[14, 15, 16]. Carrollian geometry is a close cousin of TNC geometry that will play a
very prominent role in this work. In fact there is a duality between these two concepts
[17, 18, 19] that in 1+1 dimensions becomes an equivalence (see section A.2 as well
as [20]). The observation that the boundary of an asymptotically Lifshitz space-time
is described by torsional Newton–Cartan geometry allows one to define a boundary
energy-momentum tensor and classify using geometrical tools the class of dual field
theories that we are dealing with. The purpose of this paper is to show that the main
ideas of [1, 2, 3, 4, 5] can also be applied to an entirely different class of space-times,
namely 3D asymptotically flat space-times.
A lot of progress has been made on flat space holography by viewing flat space-
time as the large radius limit of AdS space-time [21, 22, 23, 24, 25]. However this
approach only works in 3 bulk dimensions whereas the really interesting case is in 4
bulk dimensions especially in regards to black hole space-times. Further it is esthetically
not so attractive to have to resort to AdS computations to understand flat space. The
large radius limit works for pure AdS giving rise to Minkowski space-time. Furthermore
in 3 bulk dimensions all solutions are orbifolds of Minkowski/AdS. Hence the limit
maps both the equations of motion as well as the entire solution space, but this does
not happen in higher dimensions. For example the large radius limit of the AdS4
asymptotic symmetry algebra does not give rise to the Bondi–Metzner–Sachs BMS4
algebra (see [26, 27, 28, 29] for the BMS algebra in 4 space-time dimensions where it
was found for the first time). Hence we need another approach. This is the goal of this
work. We would like to understand things directly from a flat space holographic point
of view so as to have an intrinsic description of 3-dimensional flat space holography
that furthermore sets the stage for 4 bulk dimensions. Nevertheless we have learned a
great deal of interesting physics from the flat limit program [21, 22, 23, 24, 25] and it
allows one to compare and test results obtained using different methods.
We start our discussion of flat space holography in section 2 with a covariant de-
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scription of the boundary at future null infinity I+. Similar statements apply at past
null infinity, but we will here only consider I+. By employing a vielbein formalism we
are able to show that the vielbein sources (the leading terms in their near boundary
expansion) describe Carrollian geometry as described in [19]. Next we solve the bulk
equations of motion, RMN = 0, near I+ for general sources in section 3. This allows
us to study variations in the sense of a Schwinger functional in the form of the on-shell
action with respect to the Carrollian metric-like quantities. This leads to the flat space
analogue of the AdS3 Brown–York boundary stress tensor that we will simply refer to
as the boundary energy-momentum tensor which will be the subject of section 4 where
it is also shown that we have a well-posed variational problem at I+ without adding a
Gibbons–Hawking boundary term. Finally in the last section 5 we study what happens
for constant sources at I+. We derive the asymptotic symmetry group by looking at
the Ward identities for the boundary energy-momentum tensor and its associated con-
served currents. This leads to a notion of a (generalized) conformal Killing vector for
Carrollian geometry.
One of the challenges to perform holographic calculations is that in BMS gauge,
which will be assumed throughout this work, the normal to I+ is not manifest. This
is in strong contrast with the Fefferman–Graham coordinates for asymptotically AdS
space-times where the normal to boundary is parameterized by the holographic radial
coordinate. Despite this drawback, BMS gauge is a very useful coordinate system for
flat space holography and we will develop a general strategy to deal with the fact that
the normal is not manifest and to uncover what the normal vector is. This will be
discussed in sections 2 and 5.
There are two types of Ward identities for the boundary energy-momentum tensor:
one for boundary diffeomorphism invariance and one due to an additional local bulk
diffeomorphism that acts on the Carrollian sources by a local shift. The associated
Ward identity for the latter local symmetry states that the energy flux of the boundary
theory must vanish and it will be shown that it is this feature which is responsible
for the symmetry enhancement to the full BMS3 algebra [30]. We also comment that
there is no Ward identity for local Weyl rescalings because as we will see the boundary
theory only has a one-dimensional Weyl symmetry and not a full 1+1 dimensional
one. A similar restricted Weyl symmetry was observed in the context of Schro¨dinger
holography in [31]. We expect that a covariant description of the boundary geometry
and properties of the boundary energy-momentum tensor will greatly aid in uncovering
the properties of theories with BMS3 symmetries [32, 33, 22, 34, 35].
2 Sources and Carrollian geometry
We will see in the coming two subsections that the geometry at (future) null infinity
is described by what is called Carrollian geometry [17, 36, 18, 19]. The idea will be to
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work in BMS gauge and add boundary sources to it. These will be the objects that
describe a general 1+1 dimensional Carrollian geometry to which the boundary field
theory is coupled. In appendix A it will be shown that in 1+1 dimensions this geometry
is in general flat (vanishing Riemann tensor) but that it has torsion. In section 4 we will
use variations of the on-shell action with respect to the Carrollian geometric objects to
define a boundary energy-momentum tensor. One of the main challenges in realizing
these goals is the fact that in BMS gauge the normal to the boundary at future null
infinity is not manifest. We will see that this is closely related to the way in which local
dilatations are realized in BMS gauge. The normal vector will be discussed in section
2.3. In the last subsection 2.4 we discuss the BMS gauge preserving diffeomorphisms.
2.1 Adding sources to BMS gauge
In the notation of [30, 37] the BMS gauge reads:
grr = r
−2hrr +O(r−3) , (2.1)
gru = −1 + r−1hru +O(r−2) , (2.2)
grϕ = h1(ϕ) + r
−1hrϕ +O(r−2) , (2.3)
guu = huu +O(r−1) , (2.4)
guϕ = huϕ +O(r−1) , (2.5)
gϕϕ = r
2 + rhϕϕ +O(1) , (2.6)
where near boundary means large r. The boundary coordinates are u (retarded time)
and ϕ (a circle coordinate with period 2π). In [30] the condition ∂uhϕϕ = 0 and in [37]
the condition ∂2uhϕϕ = 0 is imposed. Here we will not impose these conditions. The
inverse metric can be expanded as
grr = −huu +O(r−1) , (2.7)
gru = −1 − r−1hru +O(r−2) , (2.8)
grϕ = r−2 (huϕ + h1huu) +O(r−3) , (2.9)
guu = r−2
(
h21 − hrr
)
+O(r−3) , (2.10)
guϕ = r−2h1 +O(r−3) , (2.11)
gϕϕ = r−2 − r−3hϕϕ +O(r−4) . (2.12)
The functions hrr, hru, hrϕ, huu, huϕ and hϕϕ depend on both u and ϕ and are subject
to differential equations that follow from solving the bulk equations of motion and that
read (see section 3 for more details)
0 = hru +
1
2
∂uhrr , (2.13)
0 = ∂u (huu + ∂uhϕϕ) , (2.14)
0 = ∂ϕhuu + ∂u∂ϕhru − ∂2uhrϕ + h1∂2uhϕϕ − 2∂uhuϕ . (2.15)
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The first equation follows from solving Rrr = 0 at order r
−3 while the latter two are
obtained by solving Ruu = 0, Ruϕ = 0, respectively, at order r
−1.
In [37] the choice hϕϕ = h2(ϕ) + uh3(ϕ) was made implying that huu = huu(ϕ).
One can always achieve this by gauge fixing as we will see later. The significance of
this choice in relation to the properties of the boundary at future null infinity will be
discussed later in section 5.2.
From now on we change notation for the coefficients indicating the order n by a
subscript (n). We generalize the above expansions by allowing arbitrary boundary
sources as follows
grr = 2Φ¯r
−2 +O(r−3) , (2.16)
grµ = −τˆµ + r−1h(1)rµ +O(r−2) , (2.17)
gµν = r
2hµν + rh(1)µν +O(1) . (2.18)
We will view τˆµ and hµν as the sources for the energy-momentum tensor and as describ-
ing the boundary geometry. The function Φ¯ will turn out to be a pure gauge object in
that we can always fix some of the bulk diffeomorphisms to set it to zero. We keep it
here because it forms a natural part of the Carrollian boundary geometry1. The inverse
metric is expanded as
grr = rHrr(1) +O(1) , (2.19)
grµ = vµ + r−1Hrµ(1) +O(r−2) , (2.20)
gµν = r−2h¯µν + r−3Hµν(1) +O(r−4) , (2.21)
where we have
τˆµh¯
µν = 2Φ¯vν , τˆµv
µ = −1 , vµhµν = 0 , h¯µρhρν = δµν + τˆνvµ . (2.22)
Note that for general boundary sources grr starts at order r and not at order 1 as in
(2.7).
The fall-off conditions in (2.16)–(2.18) have been determined such that the source
τˆµ can be matched onto the coefficients τˆu = −1 and τˆϕ = h1(ϕ) in (2.2) and (2.3),
respectively and, likewise, such that the source hµν can reproduce the expansion of
equations (2.4)–(2.6). Comparing equation (2.18) with equations (2.4)–(2.6) we see
that hϕϕ = 1 while huϕ = huu = 0. Further 2Φ¯ in (2.16) corresponds to hrr (2.1).
The crucial difference between (2.1)–(2.6) and (2.16)–(2.18) is that in the latter case
all the sources are arbitrary functions of the boundary coordinates u and ϕ. We note
that since the sources are more general in (2.16)–(2.18) terms that will be subleading
1The reason it is pure gauge here, which is generally not what happens in Carrollian geometry, is
due to the fact that we have an additional local symmetry whose parameter is χµ(1) (see appendix C.4)
that is not present in generic Carrollian geometries. This symmetry is discussed in section 2.4. We are
thus dealing with a special version of Carrollian geometry and not the most generic one.
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in (2.16)–(2.18) can become leading for special values of the sources like in (2.1)–(2.6).
If we look at the expansion of the inverse metric we likewise see that for special values
of the sources vµ and h¯µν we reproduce (2.8)–(2.12). The difference being again that
the sources vµ and h¯µν are now allowed to be arbitrary functions of the boundary
coordinates. This has a consequence for the expansion of the inverse metric component
grr which now starts at order r (something that follows from the equations of motion at
leading order in r). The coefficient is denoted by Hrr(1) where the subscript (1) indicates
that it is first order in boundary derivatives.
2.2 From bulk to boundary vielbeins: Carrollian geometry
In order to understand what kind of geometry the sources τˆµ, hµν and Φ¯ describe we
need to understand their properties. To this end it will prove very convenient to write
the metric in BMS gauge in vielbein formalism. This allows us to work out the tangent
space properties of the boundary geometry. With that information at hand we can
then determine the boundary geometry from a procedure known as gauging space-time
symmetries like it was done for the case of Lifshitz space-times in [1, 2, 3, 4, 5]. We will
first derive the tangent space transformations of the boundary vielbeins. After this the
reader is referred to appendix A for the details of the gauging procedure.
We will employ a null-bein basis of two null vectors U and V that are normalized
such that gMNUMVN = −1, where one of them, UM , is taken to be the normal vector
to the boundary at future null infinity2 I+. The third remaining vielbein E is a unit
spacelike vector that is orthogonal to U and V . We thus decompose the metric as
ds2 = −2UV + EE . (2.23)
At this stage we do not know the explicit form of the normal vector to I+ so we will
assume it is an arbitrary hypersurface orthogonal (HSO) null vector. Further below we
will confirm that one can make this assumption without loss of generality (WLOG).
This is important because this guarantees that among the vielbein decompositions of
the bulk metric we will find the one relevant for the vielbein description of the geometry
close to I+. It is then a matter of extracting that information. This will be done in
section 4 by demanding that there is a well-posed variational problem.
The decomposition (2.23) has a local SO(1, 2) symmetry acting on U , V and E.
One of these is the boost transformation
U ′ = Λ¯U , (2.24)
V ′ = Λ¯−1V . (2.25)
Since UM is a HSO null vector we can rescale it with any function and it will still be
a HSO null vector. That is to say that we can use the Λ¯ freedom to fix one of the
2Bulk space-time coordinates are indicated by xM and boundary space-time coordinates at I+ by
xµ.
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components of UM . We will assume that Ur 6= 0 so we can always set Ur = 1. Rather
than doing that to all orders, we just impose this condition at leading order. Later
we will set Ur = 1 to all orders, but it allows us to see certain properties related to
transformations under bulk diffeomorphisms more clearly (see the last paragraph of
section C.4).
We are now in a position to work out the vielbein expansion for large r which is
given by
Ur = 1 +O(r−1) , (2.26)
Uµ = rU(1)µ +O(1) , (2.27)
Vr = r
−2τµM
µ +O(r−3) , (2.28)
Vµ = τµ +O(r−1) , (2.29)
Er = r
−1eνM
ν +O(r−2) , (2.30)
Eµ = reµ +O(1) , (2.31)
where U(1)µ, τµ, M
µ and eµ are independent of the coordinate r. The inverse vielbeins
are expanded as
U r = O(r) , (2.32)
Uµ = vµ +O(r−1) , (2.33)
V r = −1 +O(r−1) , (2.34)
V µ = r−2Mµ +O(r−3) , (2.35)
Er = O(1) , (2.36)
Eµ = r−1eµ +O(r−2) , (2.37)
where we have
vµτµ = −1 , vµeµ = 0 , eµτµ = 0 , eµeµ = 1 . (2.38)
We now work out under which local transformations the boundary vielbeins τµ and
eµ as well as the vector M
µ, that are defined via the above fall-off conditions, trans-
form. Since UM is the normal vector to the boundary the bulk local Lorentz transfor-
mations that keep UM fixed are going to give rise to the local tangent transformations
of the boundary vielbeins. The idea here is entirely analogous to the way torsional
Newton–Cartan geometry was shown to be the geometric description of the boundary
of asymptotically locally Lifshitz space-times in [1, 2, 3, 4, 5]. For this purpose it is
convenient to temporarily label U , V and E as
E+ = U , E− = V , E2 = E , (2.39)
so that we have
ds2 = ηABE
AEB = −2E+E− + E2E2 . (2.40)
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Consider the local Lorentz transformation E ′A = ΛABE
B where ηAB = Λ
C
AΛ
D
BηCD.
Imposing that U ′ = E ′+ = E+ = U we find Λ++ = 1, Λ
+
− = 0, Λ
+
2 = 0. The
invariance condition ηAB = Λ
C
AΛ
D
BηCD then tells us that Λ
2
2 = 1, Λ
2
− = 0, Λ
−
− = 1
and Λ−2 = Λ
2
+. Hence there is one free function Λ
2
+ ≡ Λ corresponding to the
transformation (null rotation)
U ′ = U , (2.41)
V ′ = V + ΛE +
1
2
Λ2U , (2.42)
E ′ = E + ΛU . (2.43)
We note that using the fact that we can set Ur = 1, it is always possible to set Er = 0
by fixing null rotations.
In order to respect the fall-off conditions for the vielbeins (2.26)–(2.31) after acting
with the local Lorentz transformation that keeps UM fixed, i.e. the transformed vielbeins
should have the same near boundary expansion as the untransformed ones except that
the boundary vielbeins τµ, eµ as well as M
µ may have transformed, we need that the
parameter Λ falls off like
Λ = r−1λ+O(r−2) . (2.44)
In other words we require that
E ′µ = re
′
µ + . . . = Eµ + ΛUµ , (2.45)
where E and U are expanded as in (2.26)–(2.31) and likewise for the other vielbeins.
The null rotation (2.41)–(2.43) acts on the sources as
e′µ = eµ , (2.46)
τ ′µ = τµ + λeµ , (2.47)
e′µM
′µ = eµM
µ + λ , (2.48)
τ ′µM
′µ = τµM
µ + λeµM
µ +
1
2
λ2 , (2.49)
from which we conclude that
M ′µ = Mµ + λeµ +
1
2
λ2vµ , (2.50)
v′µ = vµ , (2.51)
e′µ = eµ + λvµ . (2.52)
We thus see that τµ, eµ and M
µ transform like in Carrollian geometry as reviewed in
appendix A. In section 2.4 we will see that τµ, eµ andM
µ also transform under boundary
diffeomorphisms as well as under two additional local transformations: local dilatations
with parameter ΛD and local shift transformations with parameter χ
µ
(1). The local
dilatations can be incorporated by looking at the Lifshitz–Carroll algebra [38, 39]. It
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would be interesting to find out which group containing Lifshitz–Carroll as a subgroup
is responsible for these extra local shift transformations.
Using the transformations given above for the vielbeins and their inverses we can
use Mµ to build the following set of Carroll boost invariant objects
τˆµ = τµ − hµνMν , (2.53)
h¯µν = hµν − vµMν − vνMµ , (2.54)
Φ¯ = −τµMµ + 1
2
hµνM
νMν , (2.55)
eˆµ = eµ − vµeνMν , (2.56)
hˆµν = eˆµeˆν = h¯µν + 2Φ¯vµvν , (2.57)
where we defined
hµν = eµeν , h
µν = eµeν . (2.58)
Comparing equations (2.16)–(2.18) with the BMS gauge of the previous subsection, eqs.
(2.1)–(2.6), we conclude that the latter can now be understood as corresponding to the
following choice of boundary Carrollian sources
τˆµ = δ
u
µ − h1δϕµ , (2.59)
eµ = δ
ϕ
µ , (2.60)
eˆµ = h1δ
µ
u + δ
µ
ϕ , (2.61)
vµ = −δµu , (2.62)
Φ¯ =
1
2
hrr , (2.63)
h¯uu = h21 − hrr , h¯uϕ = h1 , h¯ϕϕ = 1 . (2.64)
2.3 Boundary normal vector
In BMS gauge the location of the boundary at future null infinity is not manifest, so it
is not straightforward to write down the normal vector UM . Such a situation does not
arise in AdS holography in Fefferman–Graham gauge. The way we will deal with this
is that we impose on UM the properties that it is a null hypersurface orthogonal vector
which it must be in any case. The 1-form UM is then normal to a very general class
of hypersurfaces that must contain future null infinity but that will also contain other
hypersurfaces. One of the challenges will be to derive a set of conditions that identifies
which vector UM we should take. Later we will derive a set of equations called the
matching equations that will determine UM from given functions in the BMS gauge.
The large r expansion of UM is given by
Ur = 1 + r
−1U(1)r +O(r−2) , (2.65)
Uµ = rU(1)µ + U(2)µ +O(r−1) . (2.66)
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This follows from the results of appendix C.3. Since UM is HSO it satisfies the Frobenius
integrability condition
UM (∂NUP − ∂PUN ) + UP (∂MUN − ∂NUM) + UN (∂PUM − ∂MUP ) = 0 , (2.67)
which using (2.65) and (2.66) becomes asymptotically
0 = ∂µU(1)ν − ∂νU(1)µ , (2.68)
0 = ∂µU(2)ν − ∂νU(2)µ + U(1)µ
(
U(2)ν + ∂νU(1)r
)− U(1)ν (U(2)µ + ∂µU(1)r) . (2.69)
These can be solved in terms of two new scalar functions U(1) and U(2) such that
U(1)µ = ∂µU(1) , (2.70)
U(2)µ = −∂µU(1)r + e−U(1)∂µU(2) . (2.71)
From the vielbein expansions of section C.3 we learn that the normal UM must obey
the following conditions (due to it being a null vector)
vµU(1)µ = −K , (2.72)
vµU(2)µ +KU(1)r +
1
2
(
eˆµU(1)µ − eˆµLv τˆµ
)2
=
1
2
vµvνh(2)µν − Φ¯K2 −Kvµ∂µΦ¯ , (2.73)
where K is the trace of the boundary extrinsic curvature, i.e. K = hµνKµν with
Kµν = −12Lvhµν in which Lv denotes the Lie derivative along vµ. We can always find
U(1) and U(2) such that these equations are solved. We thus conclude that we can always
take UM to be null and HSO.
Given that in the vielbein decomposition we can WLOG take UM to be HSO it
becomes relevant to ask to which hypersurfaces UM is the normal vector. Solving the
Frobenius integrability condition we can always write UM = N∂MF . The asymptotic
expansions of N and F are given by
N = e−U(1)
(
1 + r−1U(1)r +O(r−2)
)
, (2.74)
F = reU(1) + U(2) − eU(1)U(1)r +O(r−1) . (2.75)
The hypersurface to which UM is normal is therefore given by
F = reU(1) + U(2) − eU(1)U(1)r +O(r−1) = cst . (2.76)
The sources τˆµ, eµ and Φ¯ are defined on the null hypersurface F = cst at large r.
2.4 Diffeomorphism redundancies of BMS gauge
For large r (near boundary) the metric and normal vector are expanded as in (2.16)–
(2.18) and (2.65), (2.66), respectively. There is a very large amount of gauge redun-
dancy in these expansions which we will now show. This allows us to identify useful
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gauge choices as well as additional local transformations of our sources (already al-
luded to above). Finally for later purposes it will also allow us to understand the
expansion of subleading components of the metric that are related to the boundary
energy-momentum tensor, but this will not be discussed in this subsection.
In appendix C.4 we work out the general BMS gauge preserving diffeomorphisms
in the presence of sources. Here we highlight some of the most important results. The
sources transform under bulk diffeomorphisms generated by
ξr = rΛD + ξ
r
(1) + r
−1ξr(2) +O(r−2) , (2.77)
ξµ = χµ + r−1χµ(1) + r
−2χµ(2) +O(r−3) , (2.78)
as
δτˆµ = ΛDτˆµ + Lχτˆµ + hµρχρ(1) , (2.79)
δeµ = ΛDeµ + Lχeµ , (2.80)
δMµ = −ΛDMµ + LχMµ − χµ(1) . (2.81)
We see that the local dilatations have a dynamical exponent z = 1. This is the reason
why the near boundary Taylor expansion in r is also a derivative expansion. Every
order in r further down the expansion means adding one derivative. We will later in
section 4 see that the role of local dilatations is very different from the AdS case where
they give rise to local Weyl invariance of the boundary theory (up to an anomaly).
Later we will find that there is no analogue of Weyl invariance of the boundary theory
at I+. The χµ(1) transformations play an important role in the realization of the BMS
symmetries as those BMS gauge preserving diffeomorphisms that leave the Carrollian
sources invariant (see section 5.3). The χµ(1) transformations allow us to remove M
µ
entirely by gauge fixing. The freedom to set Mµ = 0 is the geometric counterpart
of Carrollian boost invariance of some action defined on a Carrollian geometry. Here
one can think of the analogy with Lorentzian geometry where the freedom to perform
local Lorentz transformations on the vielbeins is the geometric counterpart of Lorentz
invariance of some field theory defined on a Lorentzian background.
Of the subleading terms at first order we give here only the transformations of
eˆµh(1)rµ and hˆ
µνh(1)µν because as we will see in section 3.1 the remaining components of
h(1)rµ and h(1)µν are fixed by solving the bulk equations of motion in terms of derivatives
of the sources. The transformations of eˆµh(1)rµ and hˆ
µνh(1)µν are given by
δ
(
eˆµh(1)rµ
)
= −ΛDeˆµh(1)rµ + Lχ
(
eˆµh(1)rµ
)
+ 2Φ¯eˆµ∂µΛD − eˆµLχ(1) τˆµ
−eˆµh(1)µνχν(1) + vµh(1)rµeνχν(1) − 2eµχµ(2) , (2.82)
δ
(
hˆµνh(1)µν
)
= −ΛDhˆµνh(1)µν + Lχ
(
hˆµνh(1)µν
)
+ hˆµνLχ(1)hµν
+2vµeˆνh(1)µνeρX
ρ
(1) + 2ξ
r
(1) . (2.83)
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In order to obtain the transformation of the normal vector we use (2.70) and (2.71) as
well as (C.79)–(C.81) leading to
δU(1)r = −ΛDU(1)r + LχU(1)r − U(1)µχµ(1) + α(1) , (2.84)
δU(1) = ΛD + LχU(1) , (2.85)
δU(2) = LχU(2) + eU(1)
(
ξr(1) + α(1)
)
. (2.86)
The parameter α(1) is included due to the fact that we perform a local Lorentz boost on
UM together with a diffeomorphism, as explained in appendix C.4 in equation (C.76).
We can fix U(1)r = 0 by setting α(1) = U(1)µχ
µ
(1).
We can gauge fix Mµ to be zero up to local Carroll boosts. In particular we can set
Φ¯ = 0 (see (C.66)). This fixes τˆµχ
µ
(1). We can also set eˆ
µh(1)rµ = 0 and h(1)rr = 0, which
appears subleading to Φ¯ in the expansion of grr at order r
−3 and whose transformation
is given in (C.71), by fixing χµ(2). We could in principle also gauge fix hˆ
µνh(1)µν = 0 by
using the ξr(1) transformation. However the ξ
r
(1) transformation also acts on the normal
vector and so we will not fix it before we understand the implications it has for the
normal vector. We also note that the local dilatations can be used to fix U(1) to be a
constant leaving us with just global scale transformations, i.e. constant ΛD. Again we
will not do this because we would like to keep the freedom to perform local rescalings
as free as possible since this might tell us something useful about the dual field theory,
but it is interesting to observe that we have enough diffeomorphism freedom to set both
U(1) and U(2) equal to constants by fixing both ΛD and ξ
r
(1) transformations. In this
gauge the vector ∂Mr is asymptotically null because in this gauge g
rr goes to zero as
r →∞. This follows from (C.4), (C.7), (2.70), (C.11) and (2.71).
3 On-shell expansions near null infinity
In this section we will solve the equations of motion RMN = 0 order by order for large
r. We will do this in two steps. First we will determine the solution at next-to-leading
order (NLO) and subsequently up to N3LO where we will find the on-shell differential
equations involving h(2)µν that we will relate to Ward identities for the on-shell action
at I+. We use the definition that NkLO means solving RMN = 0 at the following orders
Rrr = o(r
−2−k) , (3.1)
Rrµ = o(r
−k) , (3.2)
Rµν = o(r
2−k) . (3.3)
The fact that we have a covariant description of the boundary allows us to test the
assumption that the large r expansion is a Taylor series because if at some subleading
order we find that the Taylor expansion ansatz leads to a restriction on the sources we
should look for a more general expansion (containing possibly log r terms) in order to
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keep the sources unconstrained. We will see that no log terms are necessary and that
a Taylor series expansion is adequate3.
3.1 Solving the equations of motion at LO and NLO
Using the results of appendix B we find that demanding that Rrr vanishes at order r
−3
tells us that
vµh(1)rµ = −vµ∂µΦ¯ + 2Φ¯K + 2Φ¯vµvνh(1)µν . (3.4)
Demanding that Rrµ vanishes at order r
−1 gives
vµh(1)µν = −2τˆνK − 2τˆνvρvσh(1)ρσ + Lvτˆν . (3.5)
Contracting this equation with vν we obtain
vµvνh(1)µν = −K , (3.6)
so that vµh(1)rµ and v
µh(1)µν simplify to
vµh(1)rµ = −vµ∂µΦ¯− 2Φ¯K , (3.7)
vµh(1)µν = 2τˆνK + Lvτˆν . (3.8)
From now on we will always assume that equations (3.7) and (3.8) are obeyed. The
Rµν equation at order r is satisfied automatically
4.
3.2 Solving the equations of motion at N2LO and N3LO
At N2LO we are demanding that Rrr vanishes at order r
−4. With the metric expansion
as given in section C.1 we are not able to compute5 Rrr at order r
−4 so we will continue
with demanding that Rrµ vanishes at order r
−2 and that Rrµ vanishes at order r
0 which
we can compute with the orders given in section C.1. It turns out that, using the
results of section C.2, the equations of motion for Rrµ and Rrµ at N
2LO are satisfied
automatically.
The interesting equations appear at N3LO where we will find two differential equa-
tions for subleading coefficients. The expansions given in appendix C are designed such
that we can compute vµvνRµν and v
µeˆνRµν at order r
−1, but not eˆµeˆνRµν or Rrµ. The
reason for this is that the equations for eˆµeˆνRµν or Rrµ at N
3LO just fix subleading
coefficients and do not lead to any differential equations that take the form of Ward
identities that must be obeyed.
3This is not true in higher dimensions where the Taylor expansion leads to constraints on the
boundary sources.
4This is not true in higher dimensions if we assume a Taylor expansion.
5If we were to expand the metric to sufficiently high orders so that we can compute Rrr at order
r−4 we would find that it determines a certain combination of subleading coefficients.
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Setting vµvνRµν to zero at order r
−1 leads to
0 = (vρ∂ρ − 2K)
(
1
2
vµvνh(2)µν −K2Φ¯−Kvµ∂µΦ¯− 1
2
vµ∂µ
(
hˆλκh(1)λκ
)
+
1
2
Khˆµνh(1)µν + eˆ
µ∂µ (eˆ
νLv τˆν) + 1
2
(eˆµLv τˆµ)2
)
+e−1∂µ
[
ehˆµν (KLv τˆν + ∂νK)
]
. (3.9)
Setting vµeˆνRµν to zero at order r
−1 leads to
0 = (eˆρ∂ρ + 2eˆ
ρLvτˆρ)
(
−1
2
vµvνh(2)µν +K
2Φ¯ +Kvµ∂µΦ¯ +
1
2
vµ∂µ
(
hˆλκh(1)λκ
)
−1
2
Khˆλκh(1)λκ
)
+ (vρ∂ρ − 2K)
(
1
2
eˆµ∂µ
(
vν∂νΦ¯
)
+
1
2
(eˆµLv τˆµ) vν∂νΦ¯
+Φ¯eˆµ∂µK + Φ¯Keˆ
µLv τˆµ + 1
2
vµ∂µ
(
eˆνh(1)rν
)
+
1
2
Keˆµh(1)rµ
−1
2
eˆµ∂µ
(
hˆλκh(1)λκ
)
− 1
2
(eˆµLv τˆµ) hˆλκh(1)λκ + eˆµvνh(2)µν
)
. (3.10)
We thus find two equations that cannot be written as an expression for a certain co-
efficient and that we would like to interpret as Ward identities for some local symmetry
of the on-shell action. This will be the subject of the next section.
We remind the reader that a similar situation occurs when solving the bulk equations
of motion for an action with a negative cosmological constant, i.e. for asymptotically
AdS3 solutions. If we choose Fefferman–Graham gauge the boundary energy-momentum
tensor appears at NLO. This quantity is not fully determined by the equations of motion
but instead has to satisfy certain Ward identities (see e.g. [40, 41]). Here we will likewise
interpret (3.9) and (3.10) as the Ward identities for a boundary energy-momentum
tensor.
4 Well-posed variational principle
The goal of this section is to set up a well-posed variational problem for variations that
vanish at I+. A similar problem was studied using spatial slices in [42] where they work
in a radial gauge with a unit spacelike normal vector (and Wick rotated geometries).
We will find that the variational problem at I+ does not require any boundary terms6.
The next step is to define a boundary energy-momentum tensor and to derive its Ward
identities. We start by defining a boundary integration measure at I+.
6This is different in [42] where the use of spatial cut-off hypersurfaces requires the use of a Gibbons–
Hawking boundary term.
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4.1 Boundary integration measure
Consider the 3D bulk Levi–Civita` tensor written in terms of the bulk vielbeins as
ǫMNP = (VMEN − VNEM)UP + (EMUN − ENUM )VP + (UMVN − UNVM)EP . (4.1)
The boundary integration measure is given by
1
2
ǫMNPdx
M ∧ dxNV P |∂M , (4.2)
where ∂M indicates the hypersurface F = cst to which UM is orthogonal, equation
(2.76). This is invariant under the null rotations (2.41)–(2.43) using that UMdx
M
vanishes on the boundary. Expanding 1
2
ǫMNPV
PdxM ∧ dxN for large r we find
1
2
ǫMNPV
PdxM ∧ dxN = 1
2
ǫµνdx
µ ∧ dxν
(
r +
1
2
hˆρσh(1)ρσ − vρ∂ρΦ¯− U(1)r
)
+ǫµνM
νdxµ ∧
(
dr
r
+ U(1)ρdx
ρ
)
+O(r−1)dxµ ∧ dxν +O(r−2)dxµ ∧ dr . (4.3)
When evaluating this on the surface F = cst the second line vanishes up to the order
that we are expanding. Hence we have
1
2
ǫMNPV
PdxM∧dxN |∂M = 1
2
ǫµνdx
µ∧dxν
(
r +
1
2
hˆρσh(1)ρσ − vρ∂ρΦ¯− U(1)r +O(r−1)
)
.
(4.4)
This result will be important further below.
4.2 Dirichlet conditions without Gibbons–Hawking boundary
term
The bulk action is
S =
∫
d3x
√−gR . (4.5)
Its variation is given by
δS =
∫
d3x
√−gGMNδgMN +
∫
d3x∂M
(√−gJM) , (4.6)
where the current JM is given by
JM = gNP δΓMNP − gMPδΓNPN . (4.7)
Ignoring the first term containing the bulk equation of motion we can write
δS =
∫
∂M
1
2
ǫMNPdx
M ∧ dxNJP = −1
2
∫
∂M
ǫMNPdx
M ∧ dxNV PUQJQ , (4.8)
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where we used the fact that only the component of JP along V P contributes since all
the others vanish when evaluated on the boundary using UMdx
M |∂M = 0. Note that
the right hand side of (4.8) is invariant under the local Lorentz boost (2.24) and (2.25)
that rescales the normal vector.
We have a well-posed Dirichlet variational problem if δS vanishes on-shell for varia-
tions of the sources that vanish on the boundary ∂M. Here of course we are interested
in the part of the boundary that corresponds to I+. Before getting into that let us
consider what the GH boundary term looks like regardless the question of whether we
actually need one or not.
It would have to be of the following form
SGH = α
∫
∂M
1
2
ǫMNPdx
M ∧ dxNV PKGH , (4.9)
where α is a constant and where KGH is a scalar quantity involving the covariant
derivative of the normal vector such that SGH is invariant under the local Lorentz boost
(2.24) and (2.25) and the null rotation (2.41)–(2.43). The only term that obeys these
requirements is
KGH = E
MEN∇MUN . (4.10)
In order to prove the invariance we need to use that UM is null and HSO. It can be
shown that on-shell7 SGH is order O(1). It can also be checked that if we first vary
the GH boundary term and then go on-shell we find terms that are of order r0, i.e.
δSGH = O(1) on-shell.
Let us compute UQJ
Q at leading order. Using the results of appendix C we find
UQJ
Q = r
(
e−1∂µ (eδv
µ)− 2δK − 3U(1)µδvµ
)
+O(1) , (4.15)
where
δK = e−1∂µ
[
e
(−δvµ − vµe−1δe)]−Ke−1δe . (4.16)
Using that K = −vµU(1)µ and that U(1)µ = ∂µU(1) this can also be written as
UQJ
Q = r
(
e−1∂µ
[
evµ
(
3δU(1) − e−1δe
)]
+K
(
3δU(1) − e−1δe
))
+O(1) ,
7On-shell we have
KGH = r
−1Z(2) +O(r−2) , (4.11)
where
Z(2) =
(
eˆµU(1)µ
)2 − 2eˆµU(1)µeˆνLv τˆν + vµU(2)µ +KU(1)r , (4.12)
so that
SGH = α
∫
∂M
d2x e
((
eˆµU(1)µ
)2 − 2eˆµU(1)µeˆνLv τˆν
)
+O(r−1) , (4.13)
where we wrote
1
2
ǫµνdx
µ ∧ dxν = d2x e , (4.14)
and where we used that vµU(2)µ+KU(1)r is a total derivative as follows from (2.70), (2.71), (2.72) and
(A.44).
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= rvµ∂µ
(
3δU(1) − e−1δe
)
+O(1) . (4.17)
Since the variation of the GH boundary term is O(1) there is no way of canceling the
variation with respect to U(1). It has to come from a boundary term involving the
normal vector and the only candidate is the GH boundary term. We thus conclude
that we must take8
K = 0 , (4.18)
in order that δS is of O(1) on-shell up to total derivative terms.
We continue by computing UQJ
Q up to O(1) for K = 0. Let us write
UQJ
Q = rX(1) +X(2) +O(r−1) , (4.19)
where
X(1) = −e−1∂µ
(
evµe−1δe
)
. (4.20)
The object of interest is the integrand of (4.8),
−1
2
ǫMNPdx
M ∧ dxNV PUQJQ|∂M = −ed2x
(
Y(2) +O(r−1)
)
, (4.21)
where Y(2) is given by
Y(2) = X(2) + v
µ∂µ
[
1
2
hˆρσh(1)ρσ − vρ∂ρΦ¯− U(1)r
]
e−1δe , (4.22)
where we ignored total derivative terms, used (4.4) as well as 1
2
ǫµνdx
µ ∧ dxν = ed2x.
The task is to compute X(2) and subsequently Y(2). A lengthy calculation gives
Y(2) = Tµδv
µ − 1
2
Tµνδhˆ
µν , (4.23)
where
Tµ = −eµ (eˆνLv τˆν) hˆρσh(1)ρσ + eµ (eˆνLvτˆν) vρ∂ρΦ¯ + eµeˆν∂ν (eˆρLvτˆρ)
+eµv
ν∂ν
(
eˆρh(1)rρ
)
+ 2eµeˆ
νvρh(2)νρ − 1
2
∂µ
(
hˆρσh(1)ρσ
)
− 2τˆµ (eˆνLv τˆν)2
−2τˆµeˆν∂ν (eˆρLvτˆρ) + 1
2
τˆµv
ν∂ν
(
hˆρσh(1)ρσ
)
− 3U(2)µ − 3U(1)µvν∂νΦ¯
+
3
2
U(1)µhˆ
ρσh(1)ρσ − 2τˆµvνU(2)ν , (4.24)
Tµν =
(
−1
2
vκ∂κ
(
hˆρσh(1)ρσ
)
− 2vρU(2)ρ
)
hµν . (4.25)
For on-shell variations that respect K = 0 we thus have that the variation of the
bulk action without GH boundary term leads to
δS|os =
∫
∂M
d2xe
(
−Tµδvµ + 1
2
Tµνδhˆ
µν
)
. (4.26)
Hence setting the variations δvµ and δhˆµν to zero at ∂M = I+ we obtain a well-posed
variational problem.
8We could also take U(1) =
1
3 log e + g where g is some function such that v
µ∂µδg = 0, but we will
not consider this case further.
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4.3 Ward identities
In the variation (4.26) we need to ensure that we respect the condition K = 0. From
equation (A.44) we learn that this is equivalent to
∂µeν − ∂νeµ = 0 , (4.27)
so that eµ = ∂µf for some scalar function f . Using that
δvµ = vµvρδτˆρ − eˆµvρδeρ , (4.28)
δhˆµν = (vµeˆν + vν eˆµ) eˆρδτˆρ − hˆµν hˆρσδhρσ , (4.29)
we can write upon partial integration
δS|os =
∫
∂M
d2xe
[
(vµTµv
ρ − vµeˆνTµν eˆρ) δτˆρ − e−1∂ρ
[
e
(
hˆµνTµν eˆ
ρ − eˆµTµvρ
)]
δf
]
.
(4.30)
Demanding invariance of the on-shell action under the local transformations (2.79)
and (2.80) acting on the sources we obtain the following Ward identity due to the local
transformation with parameter eµχ
µ
(1),
vµeˆνTµν = 0 . (4.31)
We note that due to the fact that hˆµν has one zero eigenvalue with eigenvector τˆµ the
quantity vµvνTµν is not determined by (4.26). In (4.25) we chose v
µvνTµν = 0 by hand.
This is harmless as this quantity does not appear in any of the Ward identities. Next
demanding that the on-shell action is invariant under the boundary diffeomorphisms
δτˆρ = Lξ τˆρ and δf = Lξf we obtain the diffeomorphism Ward identities
0 = Lv (vµTµ) , (4.32)
0 = eˆρ∂ρ
(
hˆµνTµν
)
+ eˆρLv τˆρ
(
hˆµνTµν + v
µTµ
)
− Lv (eˆµTµ) . (4.33)
Equations (4.32) and (4.33) can also be written covariantly as
c
∇µT µν − 2
c
Γµ[µρ]T ρν + 2
c
Γρ[µν]T µρ = 0 , (4.34)
where we defined
T µν = hˆµσTσν − vµTν , (4.35)
and where we used the results of appendix A.
Finally, the local transformations of the sources (2.79) and (2.80) also involve local
dilatations with parameter ΛD. However the conditionK = 0 forces the local dilatations
to be such that vµ∂µΛD = 0 in order that δDK = 0. A similar condition on Weyl
transformations was observed in the context of asymptotically z = 2 Schro¨dinger space-
times that follow from an asymptotically AdS space-time by a TsT transformation [31].
The invariance of the on-shell action under these restricted Weyl transformations only
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tells us that −Tµvµ+Tµνhˆµν = vµ∂µG where G is any function. This is compatible with
the fact that solving the bulk equations of motion in section 3.2 did not give rise to a
Ward identity for local Weyl invariance.
We will now match these equations with (3.9) and (3.10). As we will see this requires
us to choose an appropriate normal vector UM . Equation (4.32) is already of the form
(3.9). In order to write (4.33) in the form (3.10) we use the following identity
eˆµ∂µ
(
vν∂ν
(
hˆρσh(1)ρσ
))
+eˆµLv τˆµvν∂ν
(
hˆρσh(1)ρσ
)
−Lv
(
eˆµ∂µ
(
hˆρσh(1)ρσ
))
= 0 . (4.36)
Multiplying (4.33) by −1/2 and adding 1/4 times (4.36) we find using (4.24) and (4.25)
0 = eˆρ∂ρ
(
−1
2
(eˆµLv τˆµ)2 + 1
2
vµ∂µ
(
hˆλκh(1)λκ
)
+ vµU(2)µ
)
+2eˆρLv τˆρ
(
−1
2
(eˆµLv τˆµ)2 + 1
2
vµ∂µ
(
hˆλκh(1)λκ
)
+
3
4
vµU(2)µ
)
+Lv
(
1
2
eˆµTµ − 1
4
eˆµ∂µ
(
hˆρσh(1)ρσ
))
. (4.37)
Equation (2.73) tells us that for K = 0,
1
2
vµvνh(2)µν = v
µU(2)µ +
1
2
(
eˆµU(1)µ − eˆµLv τˆµ
)2
. (4.38)
We thus see that the diffeomorphism Ward identities (4.32) and (4.33) match (3.9) and
(3.10) if and only if we have
0 = Lv
(
3
2
vµU(2)µ +
1
2
(
eˆµU(1)µ − eˆµLv τˆµ
)2 − 1
2
(eˆµLv τˆµ)2
)
, (4.39)
0 = (eˆρ∂ρ + 2eˆ
ρLv τˆρ)
(
vµU(2)µ +
1
2
(
eˆµU(1)µ − eˆµLv τˆµ
)2 − 1
2
(eˆµLv τˆµ)2
)
−3
2
eˆρU(1)ρLv
(
vµ∂µΦ¯− 1
2
hˆµνh(1)µν + U(1)r
)
− 3
2
eˆµU(1)µv
νU(2)ν
−1
2
eˆµ∂µ
(
vνU(2)ν
)
. (4.40)
Using the integrability condition for U(1)µ, equation (2.68), i.e. Lv
(
eˆµU(1)µ
)
= 0 we can
write (4.39) as
3
2
Lv
(
vµU(2)µ
)− eˆµU(1)µLv (eˆνLv τˆν) = 0 . (4.41)
The equations (4.40) and (4.41) tell us what the right choice of UM is. We will refer
to these equations as the matching equations as they match the Ward identities (4.32)
and (4.33) with the on-shell relations (3.9) and (3.10). We will comment on their
significance in the next section where we study the most general solution dual to a
torsion free boundary geometry9.
9We recall that all 1+1 dimensional boundary geometries are flat Carrollian space-times with tor-
sion, so a special circumstance is to be torsion free.
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We started our analysis with a completely general hypersurface orthogonal null vec-
tor UM and now we see that in order for holography to work we need certain conditions
on UM to be obeyed. This simply means that the family of hypersurfaces F in (2.76)
contains more than just I+ for large r and we need extra conditions to single out the
right normal vector UM . In AdS we would never have such a scenario because there
we know that the Fefferman–Graham holographic coordinate r not only makes local
Weyl transformations manifest it also describes the direction normal to the boundary.
In asymptotically flat space-times in BMS gauge the holographic coordinate r makes
the z = 1 local dilatations manifest but not the boundary.
5 Torsion free boundaries and BMS symmetries
In this section we take a closer look at the boundary geometries for which the sources
are Φ¯ = 0, τˆµ = δ
u
µ and hµν = δ
ϕ
µδ
ϕ
ν . These are torsion free Carrollian geometries
and we will see that the diffeomorphism Ward identity gives rise BMS symmetries and
associated conserved currents. Further we will study the matching equations for this
class of boundary geometries and show that one of them agrees with the condition
∂2uh(1)ϕϕ = 0 imposed in [37]. The other matching equation merely restricts the form of
the normal vector UM .
5.1 Most general solution
We can always gauge fix bulk diffeomorphisms such that
Φ¯ = 0 , τˆµ = δ
u
µ , hµν = δ
ϕ
µδ
ϕ
ν . (5.1)
Demanding that
δΦ¯ = 0 , δτˆµ = 0 , δhµν = 0 , (5.2)
we find the following coordinate transformations that leave the sources invariant,
χu = uf ′(ϕ) + g(ϕ) , (5.3)
χϕ = f(ϕ) , (5.4)
χu(1) = 0 , (5.5)
χϕ(1) = −uf ′′(ϕ)− g′(ϕ) , (5.6)
ΛD = −f ′(ϕ) , (5.7)
where f and g are arbitrary functions of ϕ. Considering subleading orders we can use
χµ(2) to set h(1)rr = h(1)rϕ = 0. We can continue this way and show that we can set
grr = 0 and grµ = −δuµ exactly to all orders while having a flat boundary. The r
expansion then terminates and we find the following exact solution
ds2 = −2dudr + h(2)uudu2 + 2h(2)uϕdudϕ+
(
r +
1
2
h(1)ϕϕ
)2
dϕ2 , (5.8)
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where
∂u
(
h(2)uu + ∂uh(1)ϕϕ
)
= 0 , (5.9)
∂ϕh(2)uu − 2∂uh(2)uϕ = 0 . (5.10)
Any other solution is related to this one by a coordinate transformation.
It can be shown that under the residual coordinate transformations
δh(1)ϕϕ = χ
ρ∂ρh(1)ϕϕ + f
′h(1)ϕϕ − 2∂2ϕχu + 2ξr(1) , (5.11)
δh(2)uu = χ
ρ∂ρh(2)uu + 2f
′h(2)uu − 2∂uξr(1) , (5.12)
δh(2)uϕ = χ
ρ∂ρh(2)uϕ + 2f
′h(2)uϕ + ∂ϕχ
uh(2)uu − 1
2
f ′′h(1)ϕϕ
+
1
2
∂ϕχ
u∂uh(1)ϕϕ − ∂ϕξr(1) , (5.13)
with δr = −ξr and δxµ = −ξµ with ξr and ξµ given by (C.61) and (C.62) the metric
(5.8), (5.9) and (5.10) remains form invariant. We can use the coordinate transformation
whose parameter is ξr(1) to set h(1)ϕϕ = 0 as in [23, 43], but we will not do so. Note that
we still have a fully unconstrained parameter ξr(1) at our disposal. It can be checked
that (5.11)–(5.13) leave the equations (5.9) and (5.10) invariant.
5.2 Matching equations and determining the normal vector
What can we say about the normal vector at I+ for a metric in the gauge (5.8)? Using
that UM is null we know via equations (2.72) and (2.73) that
U(1)u = 0 , (5.14)
−U(2)u + 1
2
(
U(1)ϕ
)2
=
1
2
h(2)uu , (5.15)
where we used (5.1). Further since UM is hypersurface orthogonal we have through
equations (2.68) and (2.69)
∂uU(1)ϕ = 0 , (5.16)
∂uU(2)ϕ = ∂ϕU(2)u + U(2)uU(1)ϕ . (5.17)
It is clear that these conditions alone do not fix what UM should be.
Next turning to the matching equations (4.41) and (4.40) we find
0 = ∂uU(2)u , (5.18)
0 = ∂ϕU(2)u − 2U(1)ϕ
(
∂ϕU(1)ϕ − 3
4
∂uh(1)ϕϕ +
3
2
U(2)u
)
. (5.19)
It follows from (5.15), (5.16) and (5.18) that ∂uh(2)uu = 0. Hence the Ward identity
(5.9) becomes
∂2uh(1)ϕϕ = 0 = ∂uh(2)uu , (5.20)
which is the condition imposed in [37]. The Ward identities obtained from demanding
diffeomorphism invariance of the on-shell action at future null infinity are stronger
than those written in (5.9) and (5.10). For example we can obtain the more general
version (5.9) by starting with (5.20) and demanding invariance under arbitrary ξr(1)
transformations. It would be interesting to understand this and the role of the ξr(1)
transformation better.
The necessary conditions UM has to obey are given in equations (5.14)–(5.19). We
can remove U(2)u from these equations by using (5.15) to express it in terms of h(2)uu
and U(1)ϕ. The second equation (5.19) then becomes a first order ordinary nonlinear
differential equation for U(1)ϕ that reads
2U(1)ϕU
′
(1)ϕ − 3U(1)ϕ∂uh(1)ϕϕ + 3U(1)ϕ
(−h(2)uu + U2(1)ϕ)+ ∂ϕh(2)uu = 0 , (5.21)
where a prime denotes differentiation with respect to ϕ. Given a solution for U(1)ϕ
equation (5.15) then tells us what U(2)u is. The component U(2)ϕ will not be fully
determined except its u derivative via equation (5.17). The u-independent part can be
removed by using the freedom to perform ξr(1) coordinate transformations.
We thus see that given the metric (5.8) the normal is almost fully determined. The
only indeterminacy lies in the number of solutions to (5.21). This is due to the fact
that our methodology leading up to the matching equations only provides necessary
conditions. To illustrate this note that for a constant U(2)u, equation (5.19) leads to
two possibilities, namely U(1)ϕ = 0 or ∂ϕU(1)ϕ − 34∂uh(1)ϕϕ + 32U(2)u = 0. It would be
interesting to have an a priori understanding of which U(1)ϕ solution to (5.21) one should
take.
Consider the following simple example
ds2 = Cdu2 − 2dudr + r2dϕ2 , (5.22)
where h(2)uu = C is a constant. For C < 0 the metric describes a cone which for
C = −1 is just Minkowski space-time. For C > 0 we are dealing with compactified
Milne space-time while for C = 0 we have a null cone. Equations (5.14)–(5.17) apply
and the matching equation (5.19) becomes
0 = U(1)ϕ
[
∂ϕU(1)ϕ +
3
2
(
U(1)ϕ
)2 − 3
2
C
]
. (5.23)
We will take the solution U(1)ϕ = 0. It then follows that U(2)u = −C/2 where we used
(5.15). The component U(2)ϕ is then a function of ϕ that can be set equal to zero by
using the ξr(1) transformation. We thus find the following hypersurface F = r − C/2u
as future null infinity.
Using (C.80) and (C.81) we see that under the residual coordinate transformations
(5.3)–(5.7) the normal vector transforms as
δU(1)ϕ = f∂ϕU(1)ϕ + f
′U(1)ϕ − f ′′ , (5.24)
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δU(2)u = f∂ϕU(2)u + 2f
′U(2)u − f ′′U(1)ϕ + ∂uξr(1) , (5.25)
δU(2)ϕ = χ
ρ∂ρU(2)ϕ + 2f
′U(2)ϕ + ∂ϕχ
uU(2)u +
(
ξr(1) + α(1)
)
U(1)ϕ
−∂ϕχu∂ϕU(1)ϕ − U(1)ϕ∂2ϕχu − f ′′U(1)r + ∂ϕξr(1) , (5.26)
where χµ is given by (5.3) and (5.4). The metric (5.8) is form invariant under (5.11)–
(5.13) and the corresponding transformation of the coordinates. This is of course also
true for the relations (5.9) and (5.10). Further the conditions (5.14)–(5.17) are form
invariant as well, but the matching equations are in general not unless we impose the
following conditions on ξr(1)
∂2uξ
r
(1) = 0 , (5.27)
∂u∂ϕξ
r
(1) = 2U(1)ϕf
′′′ − f ′′
(
∂ϕU(1)ϕ − 3
2
∂uh(1)ϕϕ + 5U(2)u + U
2
(1)ϕ
)
, (5.28)
where we used U(1)r = 0 and α(1) = −U(1)ϕ∂ϕχu so that δU(1)r = 0. The parameter ξr(1)
is thus determined up to an arbitrary function of ϕ. The restrictions we find on ξr(1) are
related to the comments made in the last two paragraphs of the previous subsection
where we showed that the Ward identities obtained from the diffeomorphism invariance
of the on-shell action are not invariant under generic ξr(1) transformations.
5.3 BMS symmetries
If we contract (4.34) with a vector Kµ we can write the result as
e−1∂ρ
[
eKµ
(
hˆρνTµν − vρTµ
)]
− TµLKvµ + 1
2
TµνLK hˆµν = 0 . (5.29)
Hence for any solution to the Killing equations
LKvµ = 0 , LK hˆµν = 0 . (5.30)
we have a conserved current. More is true, since we have
vµTµ = e
−1∂ρ
(
−evρhˆµνh(1)µν + 2eeˆρeˆµLv τˆµ
)
− vµU(2)µ , (5.31)
hˆµνTµν = −1
2
e−1∂ρ
(
evρhˆµνh(1)µν
)
− 2vµU(2)µ , (5.32)
it follows that for any solution to
LKvµ = Ωvµ , LK hˆµν = 2Ωhˆµν − ζµvν − ζνvµ , (5.33)
where Ω is constant we have the conservation equation
∂ρ (eJ ρ) = 0 , (5.34)
where the current J ρ is given by
J ρ = KµT ρµ − 2ΩeˆρeˆµLvτˆµ + Ωvρ
(
U(1)r − e−U(1)U(2) + 1
2
hˆµνh(1)µν
)
. (5.35)
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We used that vµTµν = 0 so that the ζ
µ drops out. The form of the right hand side
of (5.33) is such that the vector Kµ corresponds to a boundary diffeomorphism that is
generated from a bulk diffeomorphism leaving invariant the sources, i.e. setting to zero
the variations in (C.69) and (C.70). When eˆµLvτˆµ = 0 there is no torsion as then (A.51)
vanishes (using that K = 0). In this case we can have a non-constant Ω if it obeys
vµ∂µΩ = 0. We call vectors K
µ obeying (5.33) generalized conformal Killing vectors,
where generalized refers to the presence of the ζµ vector.
Let us consider the torsion free boundary of (5.1), so that vµ∂µΩ = 0. The most
general solution to (5.33) is given by the Killing vectors
Kϕ = f(ϕ) , (5.36)
Ku = f ′(ϕ)u+ g(ϕ) , (5.37)
Ω = −f ′(ϕ) , (5.38)
ζu = 0 , (5.39)
ζϕ = −f ′′(ϕ)u− g′(ϕ) , (5.40)
which are of course of the same form as the residual coordinate transformations (5.3)–
(5.7).
For the existence of this infinite dimensional symmetry algebra it is crucial that ζµ
is nonzero. The fact that ζϕ is nonzero is related to the eµχ
µ
(1) diffeomorphisms and the
corresponding Ward identity (4.31) which can be written as eµv
νT µν = 0. For (5.1) this
becomes T ϕu = 0. Since the sources are constant the affine connection (A.33) vanishes
so that the diffeomorphism Ward identity (4.34) becomes10
∂uT uu + ∂ϕT ϕu = 0 , (5.41)
∂uT uϕ + ∂ϕT ϕϕ = 0 . (5.42)
Hence T ϕu is like an energy flux which in a BMS3 invariant theory must vanish11.
Further we have for the other components
T uu = −∂uh(1)ϕϕ − U(2)u , (5.43)
T uϕ = −2h(2)uϕ − 1
2
∂ϕh(1)ϕϕ − 3U(2)ϕ + 3
2
U(1)ϕh(1)ϕϕ , (5.44)
T ϕϕ = 1
2
∂uh(1)ϕϕ + 2U(2)u . (5.45)
10Similar expressions have been found by contraction of the AdS3 boundary energy-momentum
tensor in [44].
11If we interchange space and time, i.e. replace eµ by the Newton–Cartan clock 1-form τ
NC
µ and τµ
by the Newton–Cartan spatial vielbein eNCµ we would be dealing with a geometry that can be thought
of as arising from gauging the massless Galilean algebra (that is without the Bargmann extention).
The corresponding Ward identity would tell us that the momentum current vanishes which makes
perfect sense since the Galilean boost Ward identity [7, 8] relates that current to the mass current
which is zero since we are dealing with massless Galilean theories.
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The coordinate ϕ is periodic with period 2π. Let us write instead of the most general
Killing vector K the Killing vectors L and M defined as
L = f(ϕ)∂ϕ + f
′u∂u , (5.46)
M = g(ϕ)∂u , (5.47)
so that K = L+M . We Fourier decompose f and g as
f(ϕ) =
∞∑
n=−∞
ane
inϕ , (5.48)
g(ϕ) =
∞∑
n=−∞
bne
inϕ , (5.49)
where a∗n = a−n and b
∗
n = b−n for reality and we define the complex coordinate z as
z = eiϕ. We then have ∂ϕ = iz∂z . Defining Ln and Mn via
L = −i
∞∑
n=−∞
anLn , (5.50)
M =
∞∑
n=−∞
bnMn , (5.51)
we obtain12
Ln = −zn+1∂z − nznu∂u , (5.52)
Mn = z
n∂u . (5.53)
The generators Ln and Mn span the BMS3 algebra
[Lm , Ln] = (m− n)Lm+n , (5.54)
[Mm ,Mn] = 0 , (5.55)
[Lm ,Mn] = (m− n)Mm+n . (5.56)
The BMS3 currents (5.35) for the solution (5.8) are given by
J u = (f ′u+ g)T uu + fT uϕ + f ′
(
−e−U(1)U(2) + 1
2
h(1)ϕϕ
)
, (5.57)
J ϕ = fT ϕϕ , (5.58)
where the components of the energy-momentum tensor are given by (5.43)–(5.45). The
conservation equation is just
∂uJ u + ∂ϕJ ϕ = 0 . (5.59)
12To write the generators in a manner that is compatible with say [21] one can make the following
redefinitions Ln+1 = zL˜n and Mn+1 = M˜n. The tilded generators are then given by L˜n = −zn+1∂z −
(n+ 1)znu∂u and M˜n = z
n+1∂u that satisfy the same algebra (5.54)–(5.56).
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It can be checked that the terms containing the normal vector drop out of the divergence
by using (5.14)–(5.19), i.e.
∂uJ u + ∂ϕJ ϕ = f
(
∂ϕh(2)uu − 2∂uh(2)ϕϕ
)− g∂2uh(1)ϕϕ , (5.60)
which vanishes on account of (5.10) and (5.20). We are setting U(1)r = 0. The UM
dependent terms can be written in terms of a current that is conserved merely on the
basis of the properties of the normal vector. More precisely if we define the current Iµ
as
Iu = − (f ′u+ g) (3U(2)u − U2(1)ϕ)− 3fU(2)ϕ + 32fU(1)ϕh(1)ϕϕ − f ′e−U(1)U(2) ,(5.61)
Iϕ = 2fU(2)u , (5.62)
then we have
∂uIu + ∂ϕIϕ = 0 , (5.63)
as a consequence of (5.14)–(5.19). We can thus define a new conserved current J˜ µ =
J µ − Iµ whose components read
J˜ u = − (f ′u+ g) (∂uh(1)ϕϕ + h(2)uu)− 2fh(2)uϕ + f ′h(1)ϕϕ − 1
2
∂ϕ
(
fh(1)ϕϕ
)
,(5.64)
J˜ ϕ = 1
2
∂u
(
fh(1)ϕϕ
)
. (5.65)
The last terms in J˜ u together with the only term in J˜ ϕ form an identically conserved
current. If we remove these pieces the u-component of J˜ µ agrees with the integrands
for the charges of the BMS3 algebra as given in for example [37] where in order to
compare we need to expand f and g into its Fourier modes and take the parameter µ
in [37] to infinity in order to have the same bulk action. As shown in [30] the charge
algebra gives rise to a central element in the [Lm,Mn] commutator.
The solutions (5.8) contain interesting space-times such as conical defects [45] and
cosmological solutions (orbifolds of flat space-time) [46]. The charges of these solutions
can be computed using the expressions given in [37].
6 Discussion
We have shown that the boundary geometry at I+ is described by the Carrollian geom-
etry of [19]. A covariant description of the boundary geometry allows for a definition
of the boundary energy-momentum tensor T µν which satisfies two Ward identities: a
diffeomorphism Ward identity and another one related to a shift invariance acting on
the boundary source τˆµ which states that the energy flux v
νeµT µν vanishes. It is this
extra Ward identity that is responsible for the appearance of the infinite dimensional
BMS3 symmetry algebra. We showed that there is a well-posed variational problem at
I+ without the need of adding a Gibbons–Hawking boundary term. The diffeomor-
phism Ward identity deriving from the diffeomorphism invariance of the on-shell action
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is compatible with the Ward identity-type equations obtained by solving Einstein’s
equations in the bulk.
This work can be extended in a number of ways. First of all it would be interesting
to study the theory close to spatial infinity by working out the boundary geometry
and using this to define a boundary energy-momentum tensor. Further, it would be
interesting to compare the present techniques with the approach in [47] where a Chern–
Simons formulation is used to compute correlation functions of stress tensor correlators.
The real interesting challenge though is to extend these methods to 4 space-time
dimensions to make contact with black holes physics and S-matrix results [48, 49]. One
of the motivations for this work is to find an approach that does not use specific 3D
techniques such as Chern–Simons theories or large radius AdS3 limits in order to be
able to study flat space holography in 4 dimensions. Of course there are many new
features, notably the presence of gravitons, when going up in dimensions, but it would
be interesting to see how far one can get by following similar reasoning.
It is clearly important that we understand field theories (especially in 2 and 3 space-
time dimensions) with BMS symmetries. Since we do not have a specific proposal for
a duality between some quantum gravity theory on flat space-time and a theory on its
boundary we need to resort to general characteristic features. A covariant description
of the boundary geometry will help in this endeavor. In this work for example it allowed
us to define a boundary energy-momentum tensor T µν and we showed that the energy
flux vνeµT µν has to vanish in order to obtain all the BMS3 currents.
Finally, since any null hypersurface is a Carrollian geometry understanding field
theory on Carrollian geometry in general might also be insightful for black hole physics
in relation to the physics of black hole horizons. For example in relation to recent ideas
concerning BMS supertranslations on black hole horizons [50].
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A Carrollian Geometry
In this appendix we review Carrollian geometry as defined in [19] (see also [17, 36, 18]
for related work). In [19] it is shown that one can gauge the Carroll algebra, deform it so
as to replace local time and space translations by diffeomorphisms (in the same manner
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as was done for the gauging of the Poincare´ and Galilei algebras in [13]). This leads
to a rather large set of independent fields, namely τµ, e
a
µ and two connections Ωµ
a and
Ωµ
ab for local Carroll boosts and local spatial rotations respectively. One can then show
that the algebra of diffeomorphisms and local tangent space transformations consisting
of local Carroll boosts and local spatial rotations can also be realized on a smaller set
of fields, i.e. τµ, e
a
µ and a contravariant vector M
µ. It is in terms of these variables
that null hypersurfaces are described by Carrollian geometry [17, 36, 18, 19]. This also
applies to the boundary at future null infinity (as shown in section 2.2). The fields τµ, e
a
µ
and Mµ allow us to write down an expression for a (torsionful) affine connection
c
Γρµν
that is invariant under the tangent space transformations and that is metric compatible
in the sense of
c
∇µvν = 0 and
c
∇µhνρ = 0. This expression will be given further below.
A.1 Arbitrary dimensions
The Carroll algebra is given by
[Jab, Pc] = δacPb − δbcPa ,
[Jab, Cc] = δacCb − δbcCa ,
[Jab, Jcd] = δacJbd − δadJbc − δbcJad + δbdJac ,
[Pa, Cb] = δabH ,
where a = 1, . . . , d with H denoting the Hamiltonian, Pa spatial momenta, Jab spatial
rotations and Ca Carrollian boosts. We introduce a Lie algebra valued connection Aµ
via
Aµ = Hτµ + Paeaµ + CaΩµa +
1
2
JabΩµ
ab , (A.1)
where µ takes d+1 values, so that we work with a (d+1)-dimensional space-time. This
connection transforms in the adjoint so that we have
δAµ = ∂µΛ+ [Aµ,Λ] . (A.2)
One can always write Λ as
Λ = ξµAµ + Σ , (A.3)
where Σ is given by
Σ = Caλ
a +
1
2
Jabλ
ab . (A.4)
The idea will be to think of ξµ as the generator of diffeomorphisms and Σ as the
tangent space transformations. To realize this idea we need to introduce a new local
transformation denoted by δ¯ that is defined as
δ¯Aµ = δAµ − ξνFµν = LξAµ + ∂µΣ + [Aµ,Σ] , (A.5)
where Fµν is the Yang–Mills field strength
Fµν = ∂µAν − ∂νAµ + [Aµ,Aν ]
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= HRµν(H) + PaRµν
a(P ) + CaRµν
a(C) +
1
2
JabRµν
ab(J) . (A.6)
From now on we will always work with the δ¯ transformations and drop the bar on δ.
In components the transformations act as
δτµ = Lξτµ + eaµλa , (A.7)
δeaµ = Lξeaµ + λabebµ , (A.8)
δΩµ
a = LξΩµa + ∂µλa + λabΩµb − λbΩµab , (A.9)
δΩµ
ab = LξΩµab + ∂µλab + λacΩµcb − λbcΩµca . (A.10)
The Lie derivatives along ξµ correspond to diffeomorphisms whereas the local transfor-
mations with parameters λa and λab = −λba correspond to local tangent space transfor-
mations. The Carroll algebra can be obtained as the c→ 0 contraction of the Poincare´
algebra. Hence the light cones have collapsed to a line. This shows up in the fact
that there are no boost transformations acting on the spacelike vielbeins eaµ. It also
features dynamically in that a free Carroll particle does not move [51]. The component
expressions for the field strengths are given by
Rµν(H) = ∂µτν − ∂ντµ + eaµΩνa − eaνΩµa , (A.11)
Rµν
a(P ) = ∂µe
a
ν − ∂νeaµ − Ωµabeνb + Ωνabeµb , (A.12)
Rµν
a(C) = ∂µΩν
a − ∂νΩµa − ΩµabΩνb + Ωνabeµb , (A.13)
Rµν
ab(J) = ∂µΩν
ab − ∂νΩµab − ΩµcaΩνbc + ΩνcaΩµbc . (A.14)
We next introduce vielbein postulates so that we can describe the properties of the
curvatures in Fµν in terms of the Riemann curvature and torsion of an affine connection
Γρµν . The affine connection is invariant under the tangent space Σ transformations.
We denote by Dµ the covariant derivative that transforms covariantly under the δ
transformations. It is given by
Dµτν = ∂µτν −
c
Γρµντρ − Ωµaeaν , (A.15)
Dµeaν = ∂µeaν −
c
Γρµνe
a
ρ − Ωµabebν . (A.16)
We can now write the vielbein postulates simply as
Dµτν = 0 , (A.17)
Dµeaµ = 0 . (A.18)
These equations can be solved for Ωµa and Ωµ
a
b in terms of Γ
ρ
µν by contracting the
vielbein postulates with the inverse vielbeins vµ and eµa . The inverse are defined through
vµτµ = −1 , vµeaµ = 0 , eµaτµ = 0 , eµaebµ = δba , (A.19)
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and they transform under the δ transformation as
δvµ = Lξvµ , (A.20)
δeµa = Lξeµa + vµλa + λabeµb . (A.21)
The inverse vielbein postulates read
Dµvν = ∂µvν +
c
Γνµρv
ρ = 0 , (A.22)
Dµeνa = ∂µeνa +
c
Γνµρe
ρ
a − vνΩµa − Ωµabeνb = 0 . (A.23)
The vielbein postulates ensure metric compatibility in the sense that
c
∇µvν = 0 and
c
∇µhνρ = 0 where vµ and hµν = δabeaµebν are the Carrollian metric-like quantities (i.e.
invariant under the tangent space transformations). Here
c
∇µ denotes the covariant
derivative containing
c
Γνµρ. We put a superscript c to indicate that these are covariant
in the sense of Carrollian geometry and to distinguish them from the bulk covariant
derivative and Levi–Civita` connection.
By isolating the affine connection and taking the antisymmetric part of (A.15)–
(A.18) we see that the torsion
c
Γρ[µν] can be related to the curvatures Rµν(H) and Rµν
a(P )
via
2
c
Γρ[µν] = −vρRµν(H) + eρaRµνa(P ) . (A.24)
The Riemann curvature tensor is defined as[
c
∇µ,
c
∇ν
]
Xσ =
c
Rµνσ
ρXρ − 2
c
Γρ[µν]∇ρXσ . (A.25)
This means that
c
Rµνσ
ρ is given by
c
Rµνσ
ρ = −∂µ
c
Γρνσ + ∂ν
c
Γρµσ −
c
Γρµλ
c
Γλνσ +
c
Γρνλ
c
Γλµσ . (A.26)
By employing the vielbein postulates it can be shown that
c
Rµνσ
ρ = −vρeσaRµνa(C)− eσaeρbRµνab(J) . (A.27)
We will now introduce a contravariant vector Mµ so as to realize the algebra of
δ transformations (A.7)–(A.10) in terms of transformations of the smaller number of
fields τµ, e
a
µ and M
µ (smaller as compared to the adjoint representation used earlier
with the connections Ωµ
a and Ωµ
ab). This can be achieved by taking Mµ to transform
as
δMµ = LξMµ + λaeµa , (A.28)
and to find an expression for the affine connection in terms of τµ, e
a
µ and M
µ that is
invariant under the local tangent space transformations. The vielbein postulates then
make the connections Ωµ
a and Ωµ
ab fully expressable in terms of τµ, e
a
µ and M
µ.
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Using the field Mµ we can construct the following tangent space invariant objects
τˆµ = τµ − hµνMν , (A.29)
h¯µν = hµν −Mµvν −Mνvµ , (A.30)
Φ¯ = −τµMµ + 1
2
hµνM
µMν , (A.31)
where hµν = δabeµae
ν
b . There also exists a set of Carroll boost invariant vielbeins denoted
by τˆµ, e
a
µ whose inverses are v
µ and eˆµa where
eˆµa = e
µ
a −Mνeνavµ . (A.32)
We define hˆµν = δabeˆµa eˆ
ν
b .
In terms of these invariants the affine connection can be taken to be
c
Γλµρ = −vλ∂µτˆρ +
1
2
hˆνλ (∂µhρν + ∂ρhµν − ∂νhµρ)− hˆνλτˆρKµν , (A.33)
where Kµν is the extrinsic curvature defined as
Kµν = −1
2
Lvhµν . (A.34)
The torsion tensor is therefore
2
c
Γλ[µρ] = −2vλ∂[µτˆρ] − 2hˆνλτˆ[ρKµ]ν . (A.35)
The affine connection
c
Γλµρ has the properties that
c
∇µτˆν =
c
∇µhνρ =
c
∇µvν =
c
∇µhˆνρ = 0 . (A.36)
Just like in the case of the gauging of the Galilei algebra the metric compatible and
tangent space invariant affine connection is not unique [12, 5, 13]. This is not a problem
one just needs to specify which connection is being used. In this paper we will always
work with the connection (A.33). The traces of (A.33) are given by
c
Γρρν = −Lv τˆν + e−1∂νe− τˆνK , (A.37)
and
c
Γρνρ = e
−1∂νe , (A.38)
where
e = det (τµ, eµ) , (A.39)
so that
2
c
Γρ[ρν] = −Lv τˆν − τˆνK . (A.40)
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A.2 Two-dimensions
In two or rather 1+1 dimensions the spatial rotations are no longer part of the Carroll
algebra. Further, the Carroll algebra is now isomorphic to the 2-dimensional Galilei
algebra (without the central extension giving rise to the Bargmann algebra). To see the
isomorphism one just needs to interchange the roles of H and P . That means that in
1+1 dimensions we are dealing with torsional Newton–Cartan geometry. However we
keep writing things in a Carrollian manner as that is the more natural geometry and
because that is the geometry one finds on the boundary at future null infinity in higher
dimensions which eases comparison.
In this subsection we collect a few special relations that are useful when dealing with
2-dimensional Carrollian geometries. First of all in 1+1 dimensions the epsilon tensor
is
ǫµν = τˆµeν − τˆνeµ , (A.41)
ǫµν = vµeˆν − vν eˆµ . (A.42)
This can be used to compute the inverse vielbeins.
The extrinsic curvature tensor is pure trace
Kµν = Khµν , (A.43)
where
K = −vµeˆν (∂µeν − ∂νeµ) = −e−1∂µ (evµ) . (A.44)
Similarly using the epsilon tensor one can show that
eˆµLv τˆµ = e−1∂µ (eeˆµ) . (A.45)
Using the vielbein postulate (A.17) we find
∂µτν − Γρµντρ = Ωµeν =
c
∇µτν = hνρ
c
∇µMρ = eνeρ
c
∇µMσ (A.46)
so that
Ωµ = ∂µ (eρM
ρ) , (A.47)
and thus the curvature associated with local Carroll boosts (A.13) is zero because
Rµν(C) = ∂µΩν − ∂νΩµ = 0 . (A.48)
This means that since we have (A.27) which in 1+1 dimensions reads
c
Rµνρ
σ = −vσeµRρν(C) (A.49)
the geometry is flat, i.e.
c
Rµνρ
σ = 0 . (A.50)
The torsion however is given by
2eˆµvν
c
Γρ[µν] = v
ρeˆµLv τˆµ + eˆρK , (A.51)
and so in 1+1 dimensions Carrollian geometry is flat but it has torsion.
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B Expansions up to NLO
In section 3.1 we first solve the bulk equations of motion at leading and NLO order.
To this end we collect here some useful results regarding the expansion of the metric
and Christoffel connection needed to solve the Einstein equations at LO and NLO. The
main purpose of section 3.1 is to establish equations (3.7) and (3.8).
The expansion of the metric is given by
grr = 2Φ¯r
−2 +O(r−3) , (B.1)
grµ = −τˆµ + r−1h(1)rµ +O(r−2) , (B.2)
gµν = r
2hµν + rh(1)µν +O(1) , (B.3)
while the expansion of the inverse metric reads
grr = rHrr(1) +O(1) , (B.4)
grµ = vµ + r−1Hrµ(1) +O(r−2) , (B.5)
gµν = r−2h¯µν + r−3Hµν(1) +O(r−4) , (B.6)
where
Hrr(1) = −vµvνh(1)µν , (B.7)
Hrµ(1) = −vµvνh(1)rν − hˆµνvρh(1)νρ + 2Φ¯vµvνvρh(1)νρ , (B.8)
hµνH
µν
(1) = −hˆµνh(1)µν . (B.9)
Other components of Hµν(1) are not needed.
Using these results we can compute the following expansions of the Christoffel con-
nections
Γrrr = r
−2
(
2Φ¯vµvνh(1)µν − vµh(1)rµ − vµ∂µΦ¯
)
+O(r−3) , (B.10)
Γrrµ =
1
2
vνh(1)µν +
1
2
Lv τˆµ − hµν hˆνρvσh(1)ρσ +O(r−1) , (B.11)
Γrµν = r
2
(
Khµν + hµνv
ρvσh(1)ρσ
)
+O(r) , (B.12)
Γµrr = −2r−3Φ¯vµ +O(r−4) , (B.13)
Γµrν = r
−1hνρhˆ
µρ + r−2Γµ(1)rν +O(r−3) , (B.14)
Γρµν = −rvρhµν + Γρ(1)µν +O(r−1) , (B.15)
where
Γµ(1)rν = v
µ∂νΦ¯− vµeν τˆρeˆσΓρ(1)rσ + Φ¯vµτˆνvρvσh(1)ρσ
−1
2
eˆµτˆν eˆ
ρvσh(1)ρσ +
1
2
eˆµτˆν eˆ
ρLv τˆρ − 1
2
eˆµeνhˆ
ρσh(1)ρσ , (B.16)
Γρ(1)µν =
1
2
c
Γρ(µν) −
1
2
vρh(1)µν +
1
2
hˆρσhµσ τˆνK +
1
2
hˆρσhνσ τˆµK − 2Φ¯vρhµνK
+hµν
(
vρvσh(1)rσ + hˆ
ρσvλh(1)σλ − 2Φ¯vρvσvλh(1)σλ
)
. (B.17)
The term τˆρeˆ
σΓρ(1)rσ is not needed.
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C Asymptotic Expansions
In this last appendix we collect a large set of near boundary expansions of the metric,
Christoffel connections and all the vielbeins. Further we write down the asymptotic
expansions of the diffeomorphisms that leave invariant the BMS gauge with sources.
Throughout this appendix we use equations (3.7) and (3.8) for vµh(1)rµ and v
µh(1)µν .
C.1 Metric
For our purposes of solving the Einstein equations up to the order that provides us with
the Ward identities and for computing the variation of the on-shell action it will prove
sufficient to expand the metric up to the following orders
grr = 2Φ¯r
−2 +O(r−3) , (C.1)
grµ = −τˆµ + r−1h(1)rµ +O(r−2) , (C.2)
gµν = r
2hµν + rh(1)µν + h(2)µν +O(r−1) . (C.3)
The expansion of the inverse metric is given by
grr = rHrr(1) +H
rr
(2) +O(r−1) , (C.4)
grµ = vµ + r−1Hrµ(1) + r
−2Hrµ(2) +O(r−3) , (C.5)
gµν = r−2h¯µν + r−3Hµν(1) + r
−4Hµν(2) +O(r−5) , (C.6)
where
Hrr(1) = 2K , (C.7)
Hrµ(1) = −2Φ¯Kvµ − hˆµνLv τˆν + vµvν∂νΦ¯ , (C.8)
eµτˆνH
µν
(1) = −2Φ¯eˆµLv τˆµ + eˆµh(1)rµ , (C.9)
eµeνH
µν
(1) = −hˆµνh(1)µν , (C.10)
we will not need τˆµτˆνH
µν
(1), and where
Hrr(2) = −vµvνh(2)µν + 4Kvµ∂µΦ¯ + (eˆµLv τˆµ)2 , (C.11)
eµH
rµ
(2) = −2Keˆµh(1)rµ + (eˆµLv τˆµ) hˆρσh(1)ρσ − (eˆµLv τˆµ) vν∂νΦ¯
+2Φ¯KeˆµLv τˆµ − eˆµvνh(2)µν . (C.12)
The components τˆµH
rµ
(2) and H
µν
(2) will also not be needed.
C.2 Connection
We expand the connections up to the following orders
Γrrr = −2r−2Φ¯K +O(r−3) , (C.13)
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Γrrµ = τˆµK + r
−1Γr(2)rµ +O(r−2) , (C.14)
Γrµν = −r2Khµν + rΓr(2)µν + Γr(3)µν +O(r−1) , (C.15)
Γµrr = −2r−3Φ¯vµ + r−4Γµ(1)rr +O(r−5) , (C.16)
Γµrν = r
−1hµρhˆ
νρ + r−2Γµ(1)rν + r
−3Γµ(2)rν +O(r−4) , (C.17)
Γρµν = −rvρhµν + Γρ(1)µν + r−1Γρ(2)µν + r−2Γρ(3)µν +O(r−3) , (C.18)
where the first order coefficients are given by
eµΓ
µ
(1)rr = −eˆµh(1)rµ − eˆµ∂µΦ¯ + 2Φ¯eˆµLvτˆµ , (C.19)
Γµ(1)rν = v
µ∂νΦ¯− vµeν eˆρh(1)rρ − 1
2
hˆµρhρνhˆ
λκh(1)λκ − 2Φ¯τˆνvµK , (C.20)
Γρ(1)µν =
c
Γρ(µν) − vρhµνvρ∂ρΦ¯ + hµν hˆρσLvτˆσ + 2vρτˆµτˆνK −
1
2
vρhµν hˆ
λκh(1)λκ
+
1
2
(
δρµτˆν + δ
ρ
ν τˆµ
)
K +
1
2
vρ (τˆµLvτˆν + τˆνLvτˆµ) . (C.21)
We will not be needing the component τˆµΓ
µ
(1)rr. At second order in derivatives we have
vµΓr(2)rµ = Kv
µ∂µΦ¯ + 2Φ¯K
2 , (C.22)
eˆµΓr(2)rµ = −vµeˆνh(2)µν −
1
2
eˆµ∂µ
(
vν∂νΦ¯
)− 1
2
vµ∂µ
(
eˆνh(1)rν
)
+
(
eˆµ∂µΦ¯
)
K
−Φ¯eˆµ∂µK − Φ¯KeˆµLvτˆµ − 1
2
(eˆµLv τˆµ) vν∂νΦ¯
+
1
2
(eˆµLvτˆµ) hˆλκh(1)λκ − 3
2
eˆµh(1)rµK , (C.23)
vµvνΓr(2)µν = −vµ∂µK + 2K2 , (C.24)
vµeˆνΓr(2)µν = −eˆµ∂µK −KeˆµLvτˆµ , (C.25)
eˆµeˆνΓr(2)µν = eˆ
µ∂µ (eˆ
νLv τˆν)− 1
2
vµ∂µ
(
hˆλκh(1)λκ
)
+ (eˆµLv τˆµ)2
+Kvµ∂µΦ¯− 2Φ¯K2 . (C.26)
Regarding Γµ(2)rν and Γ
ρ
(2)µν we will only need the following tangent space components
eµv
νΓµ(2)rν = −
1
2
(eˆµLv τˆµ) vν∂νΦ¯ + 1
2
eˆµ∂µ
(
vν∂νΦ¯
)
+Keˆµ∂µΦ¯ + Φ¯eˆ
µ∂µK
+
1
2
vµ∂µ
(
eˆνh(1)rν
)− Φ¯KeˆµLvτˆµ + 1
2
eˆµh(1)rµK , (C.27)
eρv
µvνΓρ(2)µν = eˆ
µ∂µK + v
µ∂µ (eˆ
νLv τˆν) , (C.28)
eρv
µeˆνΓρ(2)µν =
1
2
vµ∂µ
(
hˆρσh(1)ρσ
)
, (C.29)
eρeˆ
µeˆνΓρ(2)µν = −
1
2
(eˆµLv τˆµ) hˆρσh(1)ρσ + 1
2
eˆµ∂µ
(
hˆρσh(1)ρσ
)
+Keˆµh(1)rµ
+ (eˆµLv τˆµ) vν∂νΦ¯ + eˆµvνh(2)µν , (C.30)
τˆρv
µvνΓρ(2)µν = 2Φ¯K
2 +Kvµ∂µΦ¯ + v
µ∂µ
(
vν∂νΦ¯
)
, (C.31)
τˆρeˆ
µvνΓρ(2)µν = −Φ¯KeˆµLvτˆµ −
1
2
eˆµh(1)rµK − Φ¯eˆµ∂µK +Keˆµ∂µΦ¯
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+
1
2
eˆµ∂µ
(
vν∂νΦ¯
)
+
1
2
(eµLv τˆµ) vν∂νΦ¯− 1
2
vµ∂µ
(
eˆνh(1)rν
)
. (C.32)
The components τˆρeˆ
µeˆνΓρ(2)µν and Γ
r
(2)rr will not be needed. At third order in derivatives
we only need the following two expressions
vµvνΓr(3)µν = −2Kvµ∂µ
(
vν∂νΦ¯
)−Kvµvνh(2)µν + 1
2
vρ∂ρ
(
vµvνh(2)µν
)
−2Φ¯Kvµ∂µK −
(
vµ∂µΦ¯
)
vν∂νK − (eˆµLv τˆµ) vρ∂ρ (eˆνLv τˆν)
− (eˆµLvτˆµ) eˆν∂νK , (C.33)
vµvνeρΓ
ρ
(3)µν = (eˆ
µLvτˆµ) vρ∂ρ
(
vν∂νΦ¯
)
+K (eˆµLv τˆµ) vν∂νΦ¯− 2K2eˆµh(1)rµ
+2Φ¯K2eˆµLvτˆµ − 2Keˆµvνh(2)µν + vρ∂ρ
(
eˆµvνh(2)µν
)
−1
2
eˆρ∂ρ
(
vµvνh(2)µν
)− (eˆρLvτˆρ) vµvνh(2)µν + eˆµh(1)rµvν∂νK
−hˆλκh(1)λκvµ∂µ (eˆνLv τˆν)− hˆλκh(1)λκeˆµ∂µK . (C.34)
Useful expressions for the expansion of the trace, Γρρµ, i.e. the derivative of log
√−g are
Γρ(1)ρµ + Γ
r
(1)rµ = e
−1∂µe , (C.35)
Γρ(2)ρµ + Γ
r
(2)rµ = ∂µ
(
−vρ∂ρΦ¯ + 1
2
hˆρσh(1)ρσ
)
. (C.36)
C.3 Vielbeins
For various calculations, notably those of sections 2.3, 4.1 and 4.2, it is necessary to
know the near boundary expansion of the bulk vielbeins U , V , E that are such that
the bulk metric can be written as
ds2 = −2UV + EE , (C.37)
where U and V are null vectors normalized such that gMNUMVN = −1 and where E is
a unit spacelike vector orthogonal to U and V .
The bulk vielbeins can be Taylor expanded as follows
Ur = 1 + r
−1U(1)r +O(r−2) , (C.38)
Uµ = rU(1)µ + U(2)µ +O(r−1) , (C.39)
Vr = r
−2τµM
µ +O(r−3) , (C.40)
Vµ = τµ + r
−1V(1)µ +O(r−2) , (C.41)
Er = r
−1eνM
ν + r−2E(1)r +O(r−3) , (C.42)
Eµ = reµ + e(1)µ + r
−1e(2)µ +O(r−2) . (C.43)
The Taylor expansion of the vielbeins is chosen such that we reproduce the near bound-
ary Taylor expansion of the metric using ds2 = −2UV +EE. Comparing with the metric
expansion we find
vµe(1)µ = eˆ
µLvτˆµ −KeµMµ − eˆµU(1)µ , (C.44)
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eˆµe(1)µ =
1
2
hˆµνh(1)µν + eνM
ν eˆµU(1)µ , (C.45)
vµV(1)µ = v
µ∂µΦ¯ + 2Φ¯K + U(1)r +KτµM
µ + eνM
ν eˆµLvτˆµ
−K (eµMµ)2 − eµMµeˆνU(1)ν , (C.46)
eˆµV(1)µ = −eˆµh(1)rµ − eµMµU(1)r − τµMµeˆνU(1)ν + E(1)r
+ (eµM
µ)2 eˆνU(1)ν +
1
2
eρM
ρhˆµνh(1)µν , (C.47)
vµe(2)µ = v
µeˆνh(2)µν −KeˆµV(1)µ + eˆνU(1)νvµV(1)µ + vµU(2)µeνMν
−eˆµU(2)µ − vµe(1)µeˆνe(1)ν . (C.48)
The fact that UM must be null at first and second order leads to the conditions
vµU(1)µ = −K , (C.49)
vµU(2)µ =
1
2
vµvνh(2)µν − Φ¯K2 −Kvµ∂µΦ¯−KU(1)r
−1
2
(
eˆµU(1)µ − eˆµLv τˆµ
)2
. (C.50)
The inverse vielbeins are expanded as follows
U r = rK + U r(2) +O(r−1) , (C.51)
Uµ = vµ + r−1Uµ(1) +O(r−2) , (C.52)
V r = −1 + r−1V r(1) +O(r−2) , (C.53)
V µ = r−2Mµ +O(r−3) , (C.54)
Er = Er(1) +O(r−1) , (C.55)
Eµ = r−1eµ +O(r−2) , (C.56)
where
U r(2) = −vµU(2)µ −
(
eˆµU(1)µ
)2
+ (eˆµLv τˆµ) eˆνU(1)ν +Kvµ∂µΦ¯ , (C.57)
Uµ(1) = v
µU(1)r + v
µvν∂νΦ¯− eˆµeˆνLv τˆν + eˆµeˆνU(1)ν , (C.58)
V r(1) = U(1)r + 2Φ¯K +KτµM
µ − eµMµeˆνU(1)ν , (C.59)
Er(1) = KeµM
µ − eˆµU(1)µ . (C.60)
C.4 Asymptotic diffeomorphisms
For many purposes such as finding appropriate metric parameterizations such as in sec-
tion 5.1 where we write down the most general solution with a torsion free boundary, or
for the computation of BMS symmetries which are all diffeomorphisms leaving invariant
the boundary sources for a torsion free boundary 5.3, or concerning questions about the
properties of the normal vector as in sections 2.4 and 4.2 it is important to have the
bulk diffeomorphisms available that leave the BMS gauge with sources, (C.1)–(C.3),
form invariant.
36
We expand the bulk generator of diffeomorphisms ξM as follows
ξr = rΛD + ξ
r
(1) + r
−1ξr(2) +O(r−2) , (C.61)
ξµ = χµ + r−1χµ(1) + r
−2χµ(2) +O(r−3) . (C.62)
By acting on the metric with such a diffeomorphism,
Lξgrr = 2r−2δΦ¯ +O(r−3) , (C.63)
Lξgrµ = −δτˆµ + r−1δh(1)rµ +O(r−2) , (C.64)
Lξgµν = r2δhµν + rδh(1)µν + δh(2)µν +O(r−1) , (C.65)
we can read off the transformation of the sources
δΦ¯ = LχΦ¯ + τˆµχµ(1) , (C.66)
δτˆµ = ΛDτˆµ + Lχτˆµ + hµρχρ(1) , (C.67)
δeµ = ΛDeµ + Lχeµ . (C.68)
The inverse vielbeins transform as
δvµ = −ΛDvµ + Lχvµ , (C.69)
δeˆµ = −λD eˆµ + Lχeˆµ + vµeνχν(1) . (C.70)
Next we take a look at the subleading components in the metric expansion. They
transform as
δh(1)rr = −ΛDh(1)rr − 4Φ¯ξr(1) + Lχh(1)rr + 2Lχ(1)Φ¯− 2h(1)rµχµ(1) + 4τˆµχµ(2) , (C.71)
δh(1)rµ = Lχh(1)rµ − Lχ(1) τˆµ + 2Φ¯∂µΛD − h(1)µνχν(1) − 2hµνχν(2) , (C.72)
δh(1)µν = ΛDh(1)µν + 2ξ
r
(1)hµν + Lχh(1)µν + Lχ(1)hµν − τˆµ∂νΛD − τˆν∂µΛD , (C.73)
δh(2)µν = ξ
r
(1)h(1)µν + 2ξ
r
(2)hµν + Lχh(2)µν + Lχ(1)h(1)µν + Lχ(2)hµν
−τˆµ∂νξr(1) − τˆν∂µξr(1) + h(1)rµ∂νΛD + h(1)rν∂µΛD . (C.74)
We included the transformation of h(1)rr = 0, which appears subleading to Φ¯ in the
expansion of grr at order r
−3, i.e.
grr = 2Φ¯r
−2 + r−3h(1)rr +O(r−4) . (C.75)
Regarding the transformation of UM we consider both bulk diffeomorphisms and
local Lorentz boosts that rescale UM by a local function. The reason for this is that we
used the latter to fix Ur to be equal to one at leading order so when performing local
dilatations induced by a bulk diffeomorphism we need to perform a compensating local
Lorentz boost to keep Ur equal to unity at leading order. Hence we consider
δUM = LξUM + λ¯UM , (C.76)
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where
λ¯ = α + r−1α(1) +O(r−2) . (C.77)
If we take the r component and demand that the right hand side of (C.76) is order r−1
we need that
α = −ΛD . (C.78)
Using this we find the following transformations of the normal vector
δU(1)r = −ΛDU(1)r + LχU(1)r − U(1)µχµ(1) + α(1) , (C.79)
δU(1)µ = ∂µΛD + LχU(1)µ , (C.80)
δU(2)µ = −ΛDU(2)µ + LχU(2)µ +
(
ξr(1) + α(1)
)
U(1)µ + Lχ(1)U(1)µ
+U(1)r∂µΛD + ∂µξ
r
(1) . (C.81)
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