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Algorithmes des graphes et des réseauxLaurent ViennotMots-lés : algorithmes, graphes, réseaux, parours de graphe, inondation, plus ourts hemins, routage, arbreouvrant, diusion, ot, oloration.Résumé : les graphes onstituent une struture mathématique privilégiée pour modéliser les réseaux. Une grandepartie de l'algorithmique des réseaux entretient don des liens étroits ave l'algorithmique des graphes. Ce hapitrepropose de mettre en lumière es relations en explorant notamment les tehniques utilisées pour oordonner entreeux les routeurs d'un réseau. La diusion d'un message s'apparente ainsi au parours d'un graphe, le problème duroutage revient à aluler de plus ourts hemins. Les tras d'un réseaux se modélisent par des ots dans un grapheet les problèmes d'alloation de fréquenes dans un réseau radio s'apparentent à la oloration d'un graphe. Chaquealgorithme de graphe repose souvent sur l'utilisation d'une struture mathématique sous-jaente omme un hemin,un arbre ou un ot. La ompréhension de l'algorithme se fonde alors sur les propriétés mathématiques de ettestruture.1 Graphes et réseauxDe même que les villes sont reliées par desroutes, les routeurs d'Internet sont reliés par desliens de ommuniation. Un réseau peut don semodéliser par un graphe dont les sommets sontles routeurs et les ars sont les liens de ommu-niation. La gure 1.1 illustre ainsi le réseau na-tional de la reherhe (Renater 3) qui onstitue laportion aadémique de l'Internet français en no-vembre 2004. Pour les besoins de la disussion,nous identierons les routeurs par la ville dans la-quelle ils se trouvent.Il faut noter que les liens d'un réseau sont gé-néralement bidiretionnels : l'existene d'un lienentre Pau et Bordeaux, par exemple, indique qu'ilest possible d'envoyer des données de Pau versBordeaux, mais aussi de Bordeaux vers Pau, e quise représentera par les deux ars (Pau,Bordeaux)et (Bordeaux,Pau) dans le graphe modélisant leréseau. On dit alors que le graphe est symétrique(et représente don un graphe non orienté). Lesars peuvent de plus être valués pour reéterune métrique sur les liens. On assoie alors unpoids l(u, v) à tout ar (u, v) du graphe. Selonles as, e poids pourra être onsidéré ommeun oût, une longueur ou un délai. Par exemple,en valuant par le temps de transmission d'ungiga-otet (soit 8 Gbits ou 8000 Mbits), on ob-tiendra ainsi l(Pau,Bordeaux) = 8000/2400 et
l(Dijon,Paris) = 8000/622. Dans le as le plussimple, tous les ars ont poids 1. Les algorithmesdérits dans e hapitre s'eetuent pour la plu-part sur un graphe donné dont on désignera par nle nombre de sommets et par m le nombre d'ars.


























155 Mbit/sFig. 1.1  Le réseau Renater 3 en 2004Le routage dans un réseau onsiste à ahemi-ner des données de prohe en prohe en suivant1









2 Algorithmes des graphes et des réseauxplusieurs ars pour atteindre la destination vou-lue. Plus préisément, il s'agit de trouver une suited'ars (u1, u2), (u2, u3), . . . , (uk−1, uk) joignant lasoure u1 à la destination uk. Une telle suite d'arss'appelle un hemin de u1 à uk et onstitue l'unedes strutures les plus élémentaires de l'algorith-mique des graphes. Cependant, la déouverte e-ae de hemins se heurte à l'explosion ombina-toire de leur nombre : omment trouver des he-mins optimaux parmi la multitude de eux quiexistent dans un graphe ? Les algorithmes fonda-mentaux de graphes obtiennent une omplexité li-néaire en ne onsidérant qu'une seule fois haquear du graphe tout en garantissant l'explorationd'un ensemble satisfaisant de hemins (voir le pa-ragraphe 3).Les réseaux de données orent un domainetrès partiulier d'appliation des graphes. En ef-fet, un réseau peut tenir lieu à la fois de graphed'entrée sur lequel portent les aluls et de ve-teur de transmission de messages pour eetuere alul de manière distribuée. Cette situationse renontre en partiulier dans les protooles deroutage qui spéient les éhanges d'informationsentre routeurs leur permettant de onstruire lestables de routage. Ces éhanges ne pouvant alorsreposer sur le routage lui-même, ils doivent utili-ser des méanisme plus basiques d'éhanges d'in-formations omme la diusion par exemple.2 Parours de graphe et diusion dansun réseauUne des méthodes algorithmiques les plus fon-damentales est le parours d'un graphe. De nom-breux algorithmes sont issus de ette méthode. Ils'agit de visiter un à un les sommets d'un grapheen suivant les ars. Pour ela, la struture de don-née odant le graphe doit permettre d'obtenir laliste des voisins d'un sommet u, 'est-à-dire lessommets v atteignables par un ar (u, v) depuis u(voir la struture de listes d'adjaenes au ha-pitre ¿¿Strutures de données¿¿). La fontion
parcours i-après permet de parourir un grapheà partir d'un sommet u.Pour les besoins de la disussion, nous dironsqu'un sommet est déouvert dès qu'il a été mar-qué omme  déouvert , et qu'il a été visité unefois qu'il est marqué omme  visité . Un som-met peut être déouvert à plusieurs reprises maisn'est visité qu'une seule fois. La gure 1.2 illustreainsi le début d'un parours sur le graphe du ré-seau Renater 3 de la gure 1.1. Les sommets noirssont marqués visités et les sommets hahurés sontmarqués déouverts. Seuls gurent les ars utili-sés jusque-là, 'est-à-dire eux entre un sommetvisité et ses voisins. Poitiers a été déouvert parBordeaux et Limoges mais Limoges n'a été déou-vert que par Clermont-Ferrand.
parcours(u) { /* Parours à partir dusommet u. */marquer le sommet u omme  déouvert .tant que il existe un sommet marqué  dé-ouvert  faireprendre un sommet v marqué  déou-vert .si v n'est pas marqué  visité  alorsmarquer v omme  visité .marquer les voisins de v omme  dé-ouverts .n sin tant que}La méthode de parours est intimement liéeà la notion de onnexité. En eet, l'ensembledes sommets v qui seront visités par un appel à

























sommet découvertFig. 1.2  Le graphe du réseau Renater 3 enours de parours









Plus ourts hemins et routage 3Une tehnique similaire au parours de graphepermet de diuser un message dans un réseau, ils'agit de l'inondation. L'intérêt de ette tehniqueprovient du fait que le graphe onnetant les rou-teurs d'un réseau n'est pas onnu à priori. En eet,le réseau est dynamique : des liens peuvent  as-ser , des routeurs peuvent tomber en panne, etparfois des liens ou des routeurs peuvent être ajou-tés. L'inondation permet à un routeur de diuserun message dans tout le réseau sans que les rou-teurs n'aient onnaissane de la topologie du ré-seau. L'algorithme d'inondation peut s'exprimerainsi :
declenche_inondation() {un routeur qui veut diuser un message Mémet e message sur haun de ses liens deommuniation.}
reception_inondation() {un routeur qui reçoit un message d'inonda-tion M pour la première fois le retransmetsur haun de ses liens de ommuniation.}L'inondation néessite que haque routeurpuisse déider s'il a déjà reçu le message. Pourela, le protoole spéiant les éhanges de mes-sages entre les routeurs prévoit généralement quele message ontienne un identiant unique, om-posé de l'identiant du routeur origine du messageet d'un numéro de séquene qui est inrémentéhaque fois que le routeur origine envoie un nou-veau message.L'inondation est une version distribuée de par-ours. Avoir reçu le message revient pour un rou-teur à être marqué  visité . Envoyer le messageà d'autres routeurs revient à les marquer omme déouverts . Le oût d'une inondation revient àl'envoi d'un message par ar du réseau. Une opti-misation simple onsiste à ne pas renvoyer le mes-sage sur le lien depuis lequel il a été reçu.Lors d'une inondation, l'ordre de visite desrouteurs est diilement ontrlable puisque lesretransmissions se font en parallèle. À l'inverse,de nombreux algorithmes de graphes sont dérivésde la méthode de parours en ontrlant minu-tieusement l'ordre dans lequel les sommets sontvisités. En stokant les sommets déouverts dansune pile1, on obtient l'algorithme de parours enprofondeur dans lequel on visite d'abord le som-met le plus réemment déouvert. Un paroursà partir de Bordeaux du graphe de Renater 3de la gure 1.1 visitera par exemple les som-mets dans l'ordre Bordeaux, Pau, Toulouse, Mont-pellier, Lyon, Clermont-Ferrand, Limoges omme
illustré par la gure 1.2. Le prohain sommetvisité sera alors forément le dernier déouvert,'est-à-dire Poitiers, et ainsi de suite...Le parours en profondeur est sans doute lepremier algorithme de parours de graphe inventé(les premières versions remontent à la n du dix-neuvième sièle dans les travaux de Charles Tré-maux et eux de Gaston Tarry sur l'exploration delabyrinthes). Il peut s'érire très simplement sousforme d'une fontion réursive, e qui évite de ma-nier diretement la struture de pile. C'est sansdoute Robert Tarjan (1972) qui a montré tout lepotentiel de ette tehnique qui permet de alulereaement les omposantes fortement onnexesd'un graphe orienté (les omposantes maximalestelles qu'il existe un hemin orienté de tout som-met vers tout autre), ou enore les omposantes bi-onnexes (les omposantes maximales d'un graphenon orienté qui restent onnexes après retrait d'unsommet quelonque). Notons que la bionnexitéest une propriété intéressante pour un réseau arelle garantit que le réseau ne sera pas déonnetépar la panne d'un routeur.En utilisant plutt une le1 pour stoker lessommets déouverts, on obtient l'algorithme deparours en largeur dans lequel on visite les som-mets dans l'ordre de leur déouverte. Le paroursen largeur permet de aluler des plus ourts he-mins omme nous allons le voir dans la setionsuivante.3 Plus ourts hemins et routageLe problème du routage dans un réseauonsiste à aluler des hemins eaes pour ahe-miner les données qui transitent dans le réseau,'est-à-dire des hemins ourts. Dénissons pourl'instant un plus ourt hemin omme un heminutilisant un nombre minimal d'ars.Le routage par paquet onsiste à aheminerhaque paquet de données indépendamment. Unot de données est don déoupé en paquets, ha-un ontenant une en-tête ave les informationsnéessaires au routage, notamment l'adresse de ladestination. Un routeur qui reçoit un paquet doitdon déider très rapidement à quel voisin le fairepasser. Il utilise pour ela une table de routagequi indique pour une destination donnée le voi-sin à qui retransmettre le paquet. Un protoole deroutage est un algorithme distribué d'éhange demessages de ontrle permettant à haque routeurde onstruire sa table de routage.D'un point de vue algorithmique, les proto-oles de routage les plus simples sont les proto-oles dits à  états de liens . Par ontre, la spé-iation de tels protooles est généralement as-1Les piles et les les sont dérites au hapitre ¿¿Strutures de données¿¿.









4 Algorithmes des graphes et des réseauxsez longue ar de nombreux éhanges d'informa-tions diérents doivent être dérits. Le plus é-lèbre est sans doute OSPF qui est largement uti-lisé dans l'Internet (voir le hapitre ¿¿Protoolesréseaux¿¿). L'idée générale de e type de proto-ole est de déouvrir l'état des liens : assé, uni-diretionnel ou en bon état par exemple. Chaquerouteur éhange pour ela des message réguliersave ses voisins. Il diuse de plus régulièrementette information dans tout le réseau au moyendu méanisme d'inondation dérit dans la setionpréédente. Chaque routeur apprend ainsi toutela topologie du réseau et peut utiliser un algo-rithme de alul de plus ourts hemins pour al-uler sa table de routage à partir de sa vision laplus réente du réseau : étant donné un heminpermettant d'atteindre une destination, la tablede routage stokera le voisin apparaissant au dé-but du hemin omme le routeur à qui faire passerun paquet pour la destination.Utiliser des plus ourts hemins possède deuxavantages. Le premier est d'éonomiser les liensdu réseau en les enombrant le moins possible.Le deuxième est de garantir qu'un paquet se rap-prohera toujours de sa destination : même si lesrouteurs empruntés onséutivement par un pa-quet ne sont pas d'aord sur le hemin à em-prunter pour atteindre la destination, il sut quehaque routeur ait eetivement alulé un plusourt hemin pour assurer que le routeur suivantse trouve un peu plus prohe de la destination. Lesprotooles de routage par états de liens ramènentdon le alul des tables de routage à elui de plusourts hemins dans le graphe onnu par le rou-teur.Comme nous l'avons vu préédemment, la no-tion de parours est liée à l'existene de hemins :un sommet v sera visité par un parours à partirde u s'il existe un hemin reliant u à v. En no-tant depuis quel sommet haque sommet a été dé-ouvert pour la première fois, la méthode permetde plus de onstruire de tels hemins. Si l'on uti-lise une le pour stoker les sommets déouvertsnon enore visités, on obtient des plus ourts he-mins (en nombre d'ars) depuis le sommet soure
u du parours. Il s'agit de l'algorithme de paroursen largeur attribué à Edward Moore à la n desannées 50, époque à laquelle la plupart des algo-rithmes de plus ourts hemins furent inventés.(Voir la proédure largeur(u) i-après.)La distane d'un sommet v peut être dénieomme le nombre d'ars d'un plus ourt heminreliant u à v. L'idée de l'algorithme est de visiterd'abord u, puis les sommets à distane 1, puis lessommets à distane 2, et ainsi de suite. La stru-ture de le permet de visiter les sommets dansl'ordre de leur déouverte. Ainsi, un parours enlargeur à partir de Bordeaux du réseau Renater 3
(de la gure 1.1) visitera par exemple dans l'ordreles sommets Bordeaux, Toulouse, Poitiers, Pau,Montpellier, Paris, Nantes, et...
























Fig. 1.3  Un arbre ouvrant du réseau Rena-ter 3En remontant de père en père depuis un som-met v jusqu'à u, on obtient un plus ourt heminreliant u à v. La gure 1.3 donne le résultat d'unalul de plus ourts hemins sur le réseau Rena-ter 3 de la gure 1.1 à partir de Bordeaux. Seulsles liens entre un sommet et son père sont a-hés, e qui donne un arbre ouvrant du graphe









Plus ourts hemins et routage 5dont il faut onsidérer ii Bordeaux omme la ra-ine (la struture d'arbre est dénie au hapitre¿¿Strutures de données¿¿).Cependant, dénir les plus ourts hemins enne tenant ompte que du nombre d'ars n'est passusant pour l'aheminement des données dansun réseau. En eet, il faut aussi tenir ompte dedivers paramètres omme la bande passante oula harge des liens. Un adre algorithmique géné-ral onsiste à donner à haque ar du graphe unpoids que nous interpréterons ii omme une lon-gueur (l'inverse de la bande passante du lien parexemple). On dénit alors la longueur d'un he-min omme la somme des longueurs des ars quile onstituent. Diverses métriques peuvent entrerdans la dénition de la longueur d'un ar orantainsi la possibilité d'optimiser les hemins suivantdiérents ritères ave le même algorithme.Caluler des hemins de longueur minimaleest un problème sensiblement plus diile quede aluler des hemins possédant un nombre mi-nimal d'ars. L'algorithme de Dijkstra le résoutau moyen d'un parours ave une le de priorité.Une estimation de distane est tenue à jour pourhaque sommet déouvert, et la le de prioritépermet de séletionner eaement elui de dis-tane estimée minimale.
dijkstra(u) { /* Chemins de longueurminimale à partir du sommet u. */initialiser une le de priorité F vide.marquer le sommet u omme  déouvert et enler u dans F .dénir la distane de u omme dist(u) = 0et la distane des autres sommets ommeinnie.tant que il existe un sommet marqué  dé-ouvert  (F non vide) fairedéler de F le sommet v de distane mi-nimale.marquer v omme  visité .pour haque voisin w de v fairesi w n'est pas marqué omme  déou-vert  alorsmarquer w omme  déouvert  etenler w dans F .n sisi dist(v) + l(v, w) < dist(w) alorsdénir v omme le père de w.dénir la distane de w omme
dist(w) = dist(v) + l(v, w).mettre à jour F pour tenir ompte dela nouvelle estimation de distane de
w.n sin pourn tant que}
La distane dist(v) d'un sommet v alu-lée par l'algorithme est la longueur minimaled'un hemin de u à v. L'algorithme reposesur le fait qu'un hemin de longueur minimale
u, u1, . . . , uk, v de u à v se ompose forément d'unhemin de longueur minimale de u à uk plus unar. L'algorithme présuppose de plus que les arsont tous une longueur positive. En partiulier l'ar
(uk, v) étant positif, uk sera visité avant v. Laomplexité de l'algorithme dépend de la struturede données utilisée pour gérer la le de priorité.Une struture très simple telle qu'une liste parexemple permet d'obtenir une omplexité quadra-tique. En utilisant un tas, on obtient une om-plexité linéaire à un fateur logarithmique près.L'utilisation de métriques diérentes sur lesliens peut néessiter de modier le alul de dis-tane dans l'algorithme. Ainsi, on peut dénir legoulot d'étranglement d'un hemin omme son arle plus long. Cette dénition est intéressante pourtrouver des hemins de bande passante maximalepar exemple. La bande passante obtenue sur unhemin sera en eet elle de son lien de plus basdébit. En dénissant alors la longueur d'un heminomme la longueur de son goulot d'étranglement,et en utilisant le max au lieu de la somme alulde distane, l'algorithme de Dijkstra permet detrouver des hemins de goulot d'étranglement delongueur minimale.Les premiers protooles de routage d'Internet(omme RIP) reposent sur un algorithme vrai-ment distribué mais plus instable vis-à-vis de ladynamique du réseau que les protooles à états deliens. Il s'agit des protooles de routage par  ve-teur de distanes . Du point de vue de l'éhangede messages, es protooles sont très simples :haque routeur se ontente d'éhanger ave sesvoisins le veteur de ses distanes estimées aveles autres routeurs du réseau. Ces protooles sontbasés sur une version asynhrone de l'algorithmede Bellman-Ford. Pour se rapproher de la problé-matique du routage, nous en donnons ii la versionoù l'on alule la distane vers une destination udonnée (e qui revient à aluler la distane depuis
u dans le graphe où l'on a renversé les ars) :
belfor(u) { /* Distanes à une destination u.*/initialiser la distane de haque sommet
v 6= u à dist(v) = ∞.
dist(u) = 0.pour i = 1 à n fairepour haque sommet v faire
dist(v) =
minw voisin de v (l(v, w) + dist(w)).n pourn pour}









6 Algorithmes des graphes et des réseauxLe voisin qui réalise la distane minimale peutêtre utilisé omme  père  pour aluler eeti-vement les hemins de longueur minimale. L'avan-tage de et algorithme est de pouvoir fontionnermême si ertains ars ont des longueurs négatives,e qui ne pose pas de problème tant qu'il n'y a pasde iruit de longueur négative. La boule prini-pale est répétée n fois ar n est une borne supé-rieure du nombre d'ars dans un hemin de lon-gueur minimale. La version asynhrone des proto-oles de routage par veteur de distanes devient :
distvect(v) { /* Routage distane veteurpour le routeur v. */boulesi un voisin w de v lui envoie son veteurdistane alorspour toute destination u fairestoker la distane distu(w) de w à
u estimée par w.n pourn sipour toute destination u 6= v faire
distu(v) =
minw voisin de v (l(v, w) + distu(w)).n pour
distv(v) = 0.
v envoie son veteur de distanes à sesvoisins.n boule}La onvergene des distanes estimées vers lesdistanes exates, et don elle des routes induitespar les tables de routage vers des routes opti-males, est loin d'être évidente a priori. En eet,haque itération s'eetue de manière asynhronesur haque routeur et ave des délais de trans-mission entre routeurs variables. Un routeur peuttrès bien eetuer une itération ave un veteurdistane réent pour un voisin et obsolète pourun autre. Cependant, il est possible de prouverla onvergene si haque routeur arrive à trans-mettre son veteur distane régulièrement à ha-un de ses voisins (Bertsekas et Gallager, 1992).Mais le temps de onvergene peut être assez longet même très oûteux en messages. Par exemple, siun routeur u tombe en panne, l'estimation de dis-tane des autres routeurs vers u va roître d'unelongueur d'ar à haque itération jusqu'à une dis-tane onsidérée omme innie. C'est le problèmedu  omptage à l'inni  qui a donné naissaneaux protooles à états de liens plus robustes à ladynamique du réseau. Une version plus résistanteque l'éhange de veteurs de distanes repose surl'éhange de veteurs de hemins, e qui permet
de déteter plus rapidement e genre de panneset d'éviter les boules dans le routage. Cette ver-sion est à la base du protoole BGP utilisé entresystèmes autonomes par les routeurs de haut ni-veau de l'Internet (voir le hapitre ¿¿Protoolesréseaux¿¿).Notons enn le lien entre les hemins d'ungraphe et le alul matriiel. Tout graphe peut eneet être représenté sous sa forme matriielle Mtelle que Muv = l(u, v) s'il existe un ar entre u et
v et Muv = ∞ sinon. Pour un graphe non valué,on onsidère l(u, v) = 1 pour tout ar (u, v). Eneetuant le produit de matrie Mk sur le semi-anneau2 (R, min, +), on obtient la matrie de dis-tanes en k sauts : Mkuv est la longueur minimaled'un hemin de k ars de u à v. Cette approhedonne lieu au alul de hemins de longueur mi-nimale entre tout ouple de sommets par l'algo-rithme de Floyd-Warshall qui permet aussi de al-uler la fermeture transitive d'un graphe ou lasomme des puissanes itérées d'une matrie boo-léenne. L'algorithme repose sur une optimisationde type programmation dynamique du alul ma-triiel. Utiliser un autre semi-anneau permet dealuler d'autres métriques sur les hemins. Lesemi-anneau (R, min, max) permet, par exemple,de aluler des hemins de goulot d'étranglementminimal.4 Diusion optimisée et ommunia-tion multipointL'algorithme d'inondation dérit au para-graphe 2 permet de diuser un message dans toutun réseau mais au prix d'une transmission parlien. En onsidérant que haque transmission a unoût, l'optimisation de la diusion revient à alu-ler un arbre ouvrant de poids minimal. Le poidsd'un arbre est en eet déni omme la sommedes poids de ses liens et le poids d'un lien estalors interprété omme le oût d'une transmissionpar e lien. L'algorithme de Prim onstruit un telarbre de manière similaire à l'algorithme de Dijks-tra dérit à la setion 3. L'algorithme part d'uneraine quelonque et parourt le graphe en visi-tant d'abord les sommets atteignables par un liende oût minimal. D'un autre té, l'algorithme deKruskal se rapprohe du alul de omposantesonnexes (voir la dénition de kruskal() i-après).Dans et algorithme, plusieurs arbres roissenten parallèle jusqu'à s'unier nalement en unarbre ouvrant de poids minimal. Une omplexitéquasiment linéaire peut être obtenue en utilisantla tehnique d' union-nd  qui permet de tester2Dans le semi-anneau (R, min, +), min tient lieu d'opération d'addition et + d'opération de multipliation (ilfaut vérier que + est bien distributive par rapport à min : a + min(b, c) = min(a + b, a + c) pour tous a, b, c ∈ R).









Diusion optimisée et ommuniation multipoint 7eaement au ours du alul si deux sommetssont dans un même arbre (et don reliés par T ). Leprinipal oût de l'algorithme provient alors du trides liens. Une version distribuée de et algorithmeest, par exemple, utilisée pour onstruire un arbrede diusion utilisant les liens les moins hargés duréseau.
kruskal() { /* Arbre de poids minimal. */initialiser l'ensemble des liens de l'arbre à
























Fig. 1.4  Un 4-ouvrant du réseau Renater 3Si un arbre ouvrant de poids minimal permetd'optimiser le oût d'une diusion en terme de tra- dans le réseau, il peut onsidérablement rallon-ger le délai de la diusion. Par exemple, en utili-sant l'arbre ouvrant de la gure 1.3, une diusiondepuis Besançon atteindra Strasbourg ave un dé-lai huit fois supérieur à une inondation sur tousles liens. Pour en prendre en ompte e problème,David Peleg introduit la notion de  k-ouvrant ( k-spanner  en anglais) dans un graphe où les
liens sont valués à la fois par des poids et deslongueurs. Un k-ouvrant d'un graphe G est unsous graphe H de poids minimal tel que la dis-tane dH(u, v) entre deux sommets u et v dans esous-graphe est au plus k fois la distane dG(u, v)dans le graphe (la distane étant dénie omme lalongueur d'un hemin de longueur minimale). Legraphe H étant alors forément onnexe, il sutd'appliquer l'algorithme d'inondation sur les seulsliens de H pour diuser de manière optimale aveun délai borné. La gure 1.4 donne un exemplede 4-ouvrant, symétrique en l'ourrene, pourle réseau Renater 3 de la gure 1.1. La distaneentre Paris et Nany a par exemple été multipliéepar 4 par rapport au réseau non tronqué. Il n'estde plus pas possible de retirer un lien sans perdrela propriété de 4-ouvrant.Trouver un ouvrant est un problème NP-diile3, mais l'algorithme de Kruskal i-dessusse généralise failement en une heuristique per-mettant de aluler en temps polynomial un log n-ouvrant ontenant O(n) liens et dont le poids està un fateur O(log n) du poids d'un arbre ouvrantde poids minimal (Peleg et Shäer, 1989) :
couvrant(k) { /* Heuristique de alul d'un
k-ouvrant. */initialiser l'ensemble des liens du ouvrantà H = ∅.pour haque lien (u, v) pris par oût rois-sant fairesi dH(u, v) > k l(u, v) alorsrajouter (u, v) dans H .n sin pourrenvoyer H .}Il est assez aisé de vérier que ette heuris-tique alule bien un k-ouvrant. En eet, quandl'algorithme termine on a dH(u, v) ≤ kl(u, v) pourtout ouple de sommets u et v. Un hemin de lon-gueur L dans le graphe pourra don être remplaépar un hemin de longueur au plus k L dans H .L'approximation à un fateur O(log n) près ave
O(n) liens est obtenue pour k = log n.En e qui onerne l'optimisation de la diu-sion dans un réseau radio, il pourra être plus perti-nent de onsidérer un oût par routeur partiipantà la diusion plutt que par lien. En eet, dansun réseau radio, un routeur peut transmettre unmessage à tous ses voisins par une seule émission.Ce problème onsiste à onstruire un ensembleonnexe dominant de poids minimal, 'est-à-direun ensemble de sommets E qui forme un sous-3Plus préisément, déider si un graphe possède un k-ouvrant de poids inférieur à une borne donnée est NP-omplet (voir le hapitre ¿¿Modèles de mahines¿¿).









8 Algorithmes des graphes et des réseauxgraphe onnexe tel que tout sommet du grapheest soit dans E, soit voisin d'un sommet de E,et tel que la somme des oûts assoiés aux som-mets de E soit minimale. Ce problème NP-diiles'apparente au problème de la ouverture de som-met ( set-over  en anglais) pour lequel il existedes heuristiques permettant de s'approher à unfateur log n de l'optimal. Un résultat de om-plexité remarquable indique que trouver une heu-ristique ave un fateur d'approximation meilleurque c log n (pour un ertain c > 0) est en soi unproblème NP-diile.Un as plus général de diusion onsiste àenvoyer un message à un sous-ensemble de rou-teurs du réseau. Il s'agit des ommuniations mul-tipoints (ou  multiast  en anglais). Une adresseIP peut permettre d'identier un groupe multi-ast. Le problème du routage multipoint onsisteà aheminer un paquet ayant une telle adressepour destination à tous les routeurs membres dugroupe. Du point de vue de l'algorithmique desgraphes, la struture optimale pour eetuer unetelle diusion restreinte onsiste à aluler unarbre de Steiner, 'est-à-dire un arbre de poidsminimal qui ontient tous les membre du groupe,plus éventuellement d'autres. Ce problème NP-diile admet des heuristiques approhant l'op-timal à un fateur onstant près en temps polyno-mial. Cependant, les protooles de routage mul-tipoint proposés en pratique pour les réseaux nese onfrontent pas à e problème d'optimisation.En eet, ils reposent sur l'utilisation des tablesde routage point à point et onstruisent don desarbres de diusion par union de plus ourts he-mins.Dans le as d'un réseau de taille raison-nable, la solution généralement adoptée onsisteà onstruire un arbre de diusion pour haquesoure en faisant l'union des plus ourts heminsde la soure à haque membre du groupe. Aveun protoole à états de liens, un routeur intermé-diaire peut onstruire et arbre en reproduisant lealul de plus ourts hemins qu'eetue la soure.Ave un protoole de type veteur de distanes, latehnique du  reverse path forwarding  permetd'optimiser l'algorithme d'inondation de manièreà diuser selon un arbre : un routeur ne retrans-met un message multipoint d'une soure s que s'ilprovient du routeur insrit dans sa table de rou-tage pour atteindre s par un plus ourt hemin.Des messages de ontrle sont de plus éhangéspour élaguer les branhes inutiles.Dans le as d'un multiast à grande éhelle,un point de rendez-vous, le réateur du groupepar exemple, est utilisé pour onstruire un uniquearbre qui sert à la diusion dans le groupe quelleque soit la soure. L'arbre est onstitué de l'uniondes plus ourts hemins de haque membre du
groupe au point de rendez-vous. Pour envoyerun paquet aux membres du groupe, il sut del'envoyer vers le point de rendez-vous. Dès qu'unn÷ud de l'arbre du groupe est renontré, l'algo-rithme d'inondation optimisé est utilisé sur lesliens de l'arbre. Cet algorithme peut être opti-misé en hoisissant omme point de rendez-vousle membre du groupe qui ore le meilleur arbre,mais un ompromis doit être trouvé pour ne pashanger trop souvent de point de rendez-vous.5 Flots et traDans les réseaux haut débit de haut ni-veau dans l'Internet, les tras sont agrégés dansdes ots statistiques. Un ot donné peut alorsêtre aheminé selon plusieurs hemins dans legraphe du réseau. Cette approhe initiée par Les-tor Ford et Delbert Fulkerson (1962) permet demodéliser de nombreux problèmes algorithmiquesde graphes et de réseaux. Nous supposerons iique haque ar du réseau possède une apaité
c(u, v) ≥ 0. Une soure s de tra et un puits
t sont donnés. Le réseau sera supposé onnexe (equi implique m ≥ n). Un ot est une fontion
f qui à tout ouple de sommets u, v assoie unequantité de tra f(u, v) transitant de u à v res-petant les ontraintes suivantes : ontrainte de apaité : pour tout ouple desommets u et v ; f(u, v) ≤ c(u, v) (c(u, v) =
0 si l'ar (u, v) n'existe pas). ontrainte de symétrie : pour tout ouplede sommets u et v, f(u, v) = −f(v, u) (lesigne indique dans quel sens transite le tra- entre deux sommets) ; onservation du ot : pour tout sommet udiérent de s et t, ∑
v




f(s, v). On verra que |f | est aussi le otentrant au puits.Le problème du ot maximal onsiste à trou-ver un ot de valeur maximale. L'algorithme deFord-Fulkerson résout e problème lorsque les a-paités et les valeurs de f sont entières : il partd'un ot nul qui est augmenté selon des heminstrouvés inrémentalement. Pour ela, il faut dé-nir le réseau résiduel assoié à un ot f omme leréseau de mêmes sommets ayant un ar de apa-ité cf (u, v) = c(u, v) − f(u, v) pour tout ouplede sommets u et v. Un hemin augmentant p estun hemin de s à t utilisant des ars de apaitéstritement positive dans le réseau résiduel. La a-paité résiduelle cf (p) d'un hemin p est dénieomme la plus petite apaité résiduelle des arsde p. L'algorithme de Ford-Fulkerson (1962) peutalors s'exprimer ainsi :
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fordfulkerson() { /* Calul d'un otmaximal. */initialiser un ot f à zéro.tant que il existe un hemin augmentant pdans le réseau résiduel assoié à f fairepour haque ar (u, v) de p faire
f(u, v) = f(u, v) + cf (p)
f(v, u) = f(v, u) − cf (p)mettre à jour les apaités résiduellesde (u, v) et (v, u).n pourn tant querenvoyer f .}En utilisant un algorithme linéaire de par-ours pour trouver un hemin augmentant, laomplexité de et algorithme est O(m|f∗|) où mest le nombre d'ars dans le réseau et |f∗| la va-leur d'un ot maximal. L'algorithme d'Edmonds-Karp utilise plus spéiquement un parours enlargeur pour trouver un hemin augmentant. Onpeut alors prouver que la omplexité de l'algo-rithme est en O(nm2). De nombreuses améliora-tions de et algorithme ont été proposées jusqu'àl'algorithme de Goldberg et Tarjan dont la om-plexité est en O(nm log(n2/m)).Une notion fondamentale onernant les otsest elle de oupe. Une oupe est une parti-tion des sommets en deux ensembles disjoints
X et X telle que s ∈ X et t ∈ X . On dé-nit la apaité d'une oupe omme c(X, X) =∑
u∈X,v∈X
c(u, v). Une oupe minimale est uneoupe de apaité minimale. Étant donné unot f , le ot à travers la oupe est f(X, X) =∑
u∈X,v∈X
f(u, v). On onstate failement que leot à travers une oupe est toujours égal à la va-leur du ot. En eet, la ontrainte de symétrieimplique ∑
u∈X,v∈X
f(u, v) = 0 d'où f(X, X) =
∑
u∈X,v





f(s, v) = |f |. Ceipermet entre autre de montrer que le ot entrantau puits vaut aussi |f |. De plus, e résultat per-met d'armer que la valeur d'un ot maximal estinférieure à la apaité d'une oupe minimale. Lethéorème du ot maximal et de la oupe minimaleétablit que es deux quantités sont en fait toujourségales (Ford et Fulkerson, 1962).Ce résultat permet d'établir la validité de l'al-gorithme de Ford-Fulkerson puisqu'il implique quele graphe résiduel d'un ot ontient un heminaugmentant si et seulement si le ot n'est pasmaximal : si le ot est maximal, il existe une oupede apaité résiduelle nulle, interdisant ainsi l'exis-tene d'un hemin augmentant ; et sinon touteoupe a une apaité résiduelle stritement po-sitive, e qui implique l'existene d'un plus ourthemin augmentant. Il est intéressant de noter que
la donnée d'un ot maximal permet de alulerune oupe X, X minimale en temps linéaire O(m).Il sut pour ela de dénir X omme l'ensembledes sommets atteignables depuis s dans le grapherésiduel et X omme son omplémentaire.Le problème d'un administrateur de réseaude haut niveau est plus omplexe : il doit trai-ter une matrie de ots entre ses divers points deonnexions ave d'autres réseaux. Il s'agit dond'aheminer plusieurs ots distints par le mêmeréseau. Ce problème est NP-diile si les apa-ités et les valeurs des ots sont entières. L'al-gorithme i-dessus permet en eet de déider s'ilest possible d'aheminer une ertaine quantité deot entre deux points du réseau : il faut que ettequantité soit plus petite que la valeur ot maxi-mal. En revanhe, déider si deux ots distints(ou plus) sont transportables en même temps dansle réseau est NP-omplet. Un problème onnexeonsiste à onevoir un réseau de oût minimalpour pouvoir aheminer une matrie de tra don-née. Les problèmes de e type sont généralementrésolus ave des méthodes numériques par une ap-prohe de programmation linéaire.6 Coloration, routage optique et allo-ation de fréquenesDe nombreux problèmes d'optimisation de ré-seau se rapprohent du problème de la olorationd'un graphe. Une oloration d'un graphe onsisteà attribuer une ouleur à haque sommet de sorteque deux sommets reliés par un lien n'ont jamaisla même ouleur. Si d est le degré maximal d'unsommet, une heuristique très simple permet de o-lorier les sommets ave d + 1 ouleurs :oloration() { /* Coloration d'un graphe */pour haque sommet u du graphe pris dansun ordre quelonque faireattribuer à u la plus petite ouleur nonattribuée à l'un de ses voisins.n pour}Comme un sommet a au plus d voisins, d + 1ouleurs susent forément. Trouver une olora-tion minimale, 'est-à-dire utilisant un minimumde ouleurs est un problème NP-diile. Il estmême diile de trouver des solutions approhées.Colorier un graphe à n sommets ave moins de ncouleurs pour un ertain c < 1/7 est en eet unproblème NP-diile.Les réseaux de très haut débit utilisent a-tuellement une tehnologie à base de bre op-tique, e sont les réseaux optiques. Pour obtenirde plus grands débits, ils utilisent le multiplexageen longueur d'onde qui onsiste à transmettre plu-sieurs signaux sur une même bre. Pour éviter les









10 Algorithmes des graphes et des réseauxbrouillages entre signaux, il est néessaire d'uti-liser des longueurs d'onde diérentes. Un admi-nistrateur de réseau optique voit don se rajouterau problème de l'aheminement d'une matrie deots elui de l'attribution des longueurs d'ondeaux hemins empruntés par haque ot. Si l'ad-ministrateur ommene par résoudre le problèmedu routage, 'est-à-dire le déoupage de haqueot en un ensemble de hemins permettant de letransporter, il reste à résoudre un problème de o-loration : assigner une longueur d'onde à haquehemin de sorte que deux hemins de même lon-gueur d'onde ne passent jamais par le même ardu réseau. Ce problème est exatement elui de laoloration dans le graphe dont les sommets sontles hemins obtenus par la résolution du problèmede routage et où deux hemins sont reliés s'ils em-pruntent un même ar du réseau. Il est à noterqu'une solution tehnologique est venue résoudrele problème ave l'apparition de routeurs optiquesapables de hanger la longueur d'onde d'un signalentrant sur un lien avant de le retransmettre surun autre lien.Les réseaux radio orent eux aussi des pro-blèmes d'assignation de longueur d'onde. La té-léphonie ellulaire reouvre le territoire par desellules au entre desquelles se trouvent des sta-tions de base. Un téléphone mobile ommuniqueainsi par une liaison radio ave la station de basede la ellule dans laquelle il se trouve, le restede la transmission s'eetuant par un réseau -laire lassique. Une station de base utilise plu-sieurs anaux de fréquenes radio diérentes ande gérer plusieurs mobiles simultanément : il s'agitdu multiplexage en fréquene utilisé par le GSMpar exemple. Pour éviter les interférenes entreellules, les ensembles de anaux réservés pourdes ellules prohes doivent être disjoints. Ce pro-blème est sensiblement plus omplexe que elui dela oloration d'un graphe pour deux raisons. Toutd'abord, l'exlusion est plus forte pour des el-lules plus prohes : la règle généralement adoptéeonsiste à utiliser des anaux séparés par au moinsun anal intermédiaire entre deux ellules onti-guës et des anaux simplement distints pour deuxellules séparées par une ellule. Deux ellules pluséloignées peuvent utiliser les même anaux. Cesrègles sont bien sûr une simpliation de la réa-lité physique du phénomène d'interférenes radio.D'autre part, il faut allouer un ertain nombrede anaux par ellule et non une seule ouleur.
Notons ependant que l'heuristique de olorationproposée plus haut se généralise failement danse ontexte.Si l'algorithmique des graphes onstitue unoutil indispensable pour les réseaux, des ajuste-ments sont bien souvent néessaires pour s'inté-grer au ontexte spéique d'un problème donné.7 Pour en savoir plusLa plupart des algorithmes de graphe dé-rits dans e hapitre sont présentés en détaildans la opieuse introdution à l'algorithmiquede Cormen, Leiserson et Rivest (1994). L'ouvragede Bertsekas et Gallager (1992) fournit une ap-prohe algorithmique assez poussée des réseaux.Le panorama très général proposé par Tanenbaum(2003) fournit une introdution plus abordable aumonde des réseaux. Les résultats d'inapproxima-bilité des problèmes diiles d'algorithmique desgraphes sont tirés du livre de Ausiello, Cresenzi,Gambosi, Kann, Marhetti-Spaamela et Protasi(1999). Les auteurs tiennent à jour un site Internetave les résultats les plus réents en la matière. Lelivre de Vazirani (2001) fournit une approhe plusalgorithmique des problèmes d'approximation.BibliographieAusiello G., Cresenzi P., Gambosi G., Kann V.,Marhetti-Spa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-tion à l'algorithmique, Paris, Dunod, traduit de l'amé-ri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eton University Press.Peleg D. et S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e Hall, 1996.Tarjan R. (1972), Depth rst searh and linear graphalgorithms, SIAM Journal of Computing, Volume 1,Number 2, p.146-160.Vazirani V. (2001), Approximation Algorithms, Sprin-ger Verlag, Berlin.









Indexalgorithmede graphes, 110de réseaux, 110BGP, 6graphealgorithmes de, 110oloration, 9omposante onnexe, 2onnexe, 2onnexité, 2ot maximal, 8modélisation de réseaux, 1non orientés, 1parours en largeur, 3, 4parours en profondeur, 3spanner, 7symétriques, 1réseaualgorithmes de, 110modélisation par des graphes, 1
11
