ABSTRACT Industrial wireless sensor networks (IWSNs) are used to acquire sensor data that need realtime processing, therefore they require predictable behavior and real-time guarantees. To be cost effective, IWSNs are also expected to be low cost and low power. In this context, Bluetooth low energy (BLE) is a promising technology, as it allows implementing low-cost industrial networks. As BLE is a shortrange technology, a multihop mesh network is needed to cover a large area. Nevertheless, the recently published Bluetooth mesh networking specifications do not provide support for real-time communications over multihop mesh networks. To overcome this limitation, this paper proposes the multihop real-time BLE (MRT-BLE) protocol, a real-time protocol developed on top of BLE, that allows for bounded packet delays over mesh networks. MRT-BLE also provides priority support. This paper describes in detail the MRT-BLE protocol and how to implement it on commercial-off-the-shelf devices. Two kinds of performance evaluation for the MRT-BLE protocol are provided. The first one is a worst case end-to-end delay analysis, while the second one is based on the experimental results obtained through measurements on a real testbed.
I. INTRODUCTION AND MOTIVATION

Bluetooth Low Energy
is a wireless technology intended for low-power, low-cost, low-complexity short-range communications, that represents an interesting solution for implementing Industrial Wireless Sensor Networks (IWSN). In fact, BLE provides lower energy consumption compared to other wireless technologies adopted for industrial applications [2] , [3] . Moreover, thanks to the low cost of devices and to their diffusion, BLE is a good candidate for several industrial applications [4] . However, the BLE specifications [1] , [5] , [6] do not include support for real-time traffic, thus the BLE standard is not suitable for IWSN, which require bounded packet delays. A recent work [7] has provided a configuration method for the BLE standard to guarantee bounded packet latencies over star networks. As BLE is a short-range technology, a multi-hop mesh network is needed to cover a large area. However, mesh topologies are not foreseen in the new Bluetooth version 5 specification [6] . The Bluetooth Smart Mesh Working Group has recently introduced the Bluetooth mesh networking specifications [8] , which define the requirements to enable mesh networking solutions for BLE. Unfortunately, such specifications do not provide support for real-time communications over multi-hop mesh networks.
To overcome the above discussed limitations, thus enabling BLE to be introduced in industrial environments, this paper proposes the Multi-hop Real-time BLE (MRT-BLE), that is a real-time protocol, developed on top of BLE, able to realize low-cost IWSN with mesh topologies.
The MRT-BLE protocol is connection-oriented, unlike the Bluetooth mesh networking specifications [8] , which are defined as connectionless communications. There are two reasons for this choice. Firstly, the connection-oriented approach provides a higher throughput than the connectionless one, as packets can be transmitted more frequently. Secondly, in the connection-oriented approach, 37 channels can be exploited for channel hopping, instead of the 3 channels that can be used for connection-less advertising. This entails a lower channel collision probability and therefore a higher reliability. The MRT-BLE protocol adopts a Time Division Multiple Access (TDMA) approach that exploits a transmission allocation scheme able to support the timely exchange of multi-hop real-time data packets. This paper builds upon the approach proposed in [7] , that outlines a protocol working on top of BLE. Such a protocol allows to maintain bounded latencies over mesh networks. However, in the work in [7] the approach is merely sketched. The ability of taking advantage of the Client Characteristic Configuration Descriptor (CCCD) in order to enable/disable connection is mentioned, but nothing is said about the timing of this mechanism. Moreover, the work in [7] does not address the implementation of the MRT-BLE on Commercial-OffThe-Shelves (COTS) devices. Instead, this paper aims to describe in detail how the MRT-BLE works, address the timing of the connection enabling/disabling, introduce the support for packet priority, and offer two kinds of evaluation. The first one is based on measurements obtained in a realistic scenario, while the second one is a worst-case end-to-end delay analysis. The contribution of the paper consists in the MRT-BLE mechanism itself and the relevant timing analysis that represents a useful tool for the network designers, since it allows them to assess whether a feasible schedule for a given flow set can be found or not. In the negative case, the timing analysis helps designers in the re-engineering process, allowing them to see the effects of changing the flow periods or paths along the network. To the best of our knowledge, this is the first work that proposes and assesses a mechanism to provide real-time multi-hop communications over BLE through assessment in a real scenario. The paper is organized as follows. Section II overviews related work, while Section III summarizes BLE and the most relevant features exploited by the proposed protocol. Section IV presents the MRT-BLE protocol design, while Section V provides a timing analysis of the protocol. Section VI describes an implementation of the MRT-BLE protocol on real devices and presents some experimental results. Finally, Section VII gives our conclusions and hints for future work.
II. RELATED WORK
Bluetooth Low Energy (BLE) is one of the most interesting solutions for short-range communications, thanks to its low-cost, high throughput, broad compatibility with mobile devices, and low-power properties. BLE is gaining ground in specific sectors, for instance, energy management for smart homes [9] , [10] , food manufacturing and traceability [11] , [12] , and also in applications, such as machine monitoring and structural health monitoring, in which other technologies, e.g., the IEEE 802.15.4 standard, proved to be effective and efficient too [13] , [14] . In [15] the IEEE 802.15.4 and BLE protocols are evaluated in terms of service ratio, delay, and energy efficiency under IPv6 traffic.
Some studies analyzed the BLE system behavior in wireless environments under realistic operating conditions. In particular, the work in [16] addresses the coexistence of IEEE 802.15.4, BLE and IEEE 802.11 through analysis and experiments to determine the effect of cross-technology interference on the wireless network reliability. The paper concludes that the MAC layer mechanisms of both IEEE 802.15.4 and BLE improve reliability and that cooperative solutions are required to achieve coexistence. In [17] an extension of the BLE channel access scheme in connection state that is based on the listen-before-talk mechanism is proposed. The numerical results in the paper show that the proposed scheme reduces the average transmission delay.
Several studies investigated the BLE discovery phase, which plays a critical role in the networks with dynamic topology. For instance, Cho et al. [18] address the influence of parameter settings on the latency and energy performance of the discovery process. A mechanism to enhance the discovery phase for BLE devices is proposed in [19] . The mechanism aims at avoiding collisions during the advertisement process, so as to achieve lower latency and energy consumption.
Modern BLE radio transceivers allow to partition the network bandwidth between the BLE and another user-defined protocol. Marinoni et al. [20] show the feasibility of a dualprotocol approach and its capability to support a custom realtime protocol running on top of the raw radio layer. The proposed real-time protocol introduces a bounded overhead and can be implemented in specific devices able to support two different protocols.
In order to increase the communication coverage of BLE, Kim et al. [21] , Jung et al. [22] , Zenker et al. [23] , and Hortelano et al. [24] proposed different methods prior to the publication of the Bluetooth mesh networking specifications. For instance, Kim et al. [21] proposes a method to implement a BLE network with a tree topology to extend the coverage to other wireless sensor networks. A clusterbased on-demand routing protocol to support multihop communication in Bluetooth low energy ad hoc networks is proposed in [22] . In [23] the applicability of BLE for mesh-enabled applications is addressed. The results, obtained using a prototype of the proprietary BLE-based CSRmesh protocol [25] , show that BLE mesh is a promising technology for mesh applications, but that more studies are needed to fully exploit its potential. Hortelano et al. [24] present a new mesh proposal based on the proprietary BLE-based CSRmesh protocol, that exploits a connectionless network and tries to overcome some limitations of the CSRmesh network (e.g. the scalability, the high number of retransmissions). Finally, Darroudi and Gomez [26] survey state-of-the-art BLE mesh network solutions and discuss their advantages and drawbacks.
The IP support has recently turned BLE into a potential candidate for a broad range of applications including healthcare, wearable devices, home automation, and Internet of Things (IoT) [27] - [29] . The delay performance of BLE for time-critical applications is addressed in [30] . The work analytically models the delay for connection-oriented applications under different bit error conditions. The works in [31] and [4] explored the BLE suitability for industrial and process automation communications and for time-critical Industrial IoT (IIoT) applications, respectively. In particular, the last one [4] presents a retransmission scheme able to fulfill the reliability and timeliness requirements of IIoT applications.
The above mentioned literature indicates that it is worthwhile investigating novel extensions and configurations of BLE to make it more suitable for industrial environments. For instance, in [7] , a configuration method for the BLE standard that guarantees bounded packet latencies with star topologies was proposed, together with a new protocol for BLE-based mesh topologies that is able to provide bounded latencies. However, Patti et al. [7] leave for future work both the development of the proposed solution on COTS devices and the protocol assessment in a realistic multi-hop scenario. Comparing with the work in [7] , that simply outlines the MRT-BLE idea, this paper turns the idea into a protocol, characterizing in detail the mechanisms to guarantee bounded latencies on multihop communications and their timing. This paper also provides a timing analysis for multihop communications to compute the worst-case end-to-end delay of periodic packets. In addition, this work addresses the MRT-BLE protocol implementation on COTS devices and assesses the end-to-end delay performance in a realistic multi-hop scenario. The measured delay values are compared with the computed worst-case end-to-end delays obtained through the analysis in Section V. As it will be shown, the theoretical upper bounds are found compliant with the measured values.
The proposed MRT-BLE protocol differs from the Bluetooth mesh networking specifications [8] as the latter are defined as connectionless communications, based on the GAP Broadcaster and Observer roles, while the MRT-BLE protocol is connection-oriented and offers support for realtime communications over multi-hop mesh networks.
III. BLE SUMMARY
The Bluetooth Low Energy core system architecture includes an RF transceiver and a protocol stack, shown in Fig. 1 , that enable BLE devices to connect and exchange data.
The lowest system layers are grouped into a subsystem known as the Controller. This is a common implementation that uses a standard interface, called the Host Controller Interface (HCI), which enables two-way communications with the upper layers of the protocol stack that realize the so-called Host in Fig. 1 
A. LINK LAYER
The operation of the BLE Link Layer (LL) can be described through a state machine with the following states: Standby, Advertising, Scanning, Initiating, and Connection. The Link Layer may run multiple state machine instances and each Link Layer state machine allows only one active state at a time. When two devices are engaged in a connection, they can play the master or the slave role. The master is the device that initiates the connection and coordinates the medium access, periodically polling the slaves in a Time Division Multiple Access (TDMA) way.
The master controls the timing of the connection events (CE), i.e., the synchronization points for the master and the slave. Since two devices must be tuned to the same RF channel to communicate and the Link Layer may use one physical channel at a given time, the master and slave shall also determine the data channel index for each connection event to reduce the collisions. A physical channel collision is possible because many BLE devices can independently operate within the same spatial and temporal area, and the number of physical channels (up to 37) is limited, thus two independent BLE devices may have their transceivers tuned to the same physical channel.
The start time of a connection event, called an Anchor Point (AP), is the instant at which the master shall start to transmit a packet to the slave. During a connection event, the master and the slave send and receive packets alternately. Consecutive packet transmissions are separated by an Inter Frame Space (IFS), whose duration is 150 µs. A connection event is considered open as long as both devices keep sending packets. If none of the devices has data to transmit, the slave switches to the sleep mode until the next AP.
The BLE specifications define two timing parameters for connection events, i.e., the Connection Interval (CI) and the Connection Slave Latency (CSL). The CI represents the time interval that regularly spaces the start times of connection events. The second parameter, the Connection Slave Latency, defines the number of consecutive connection events that a slave has to skip, while remaining in sleep mode, when it does not need to communicate with the master.
Several BLE implementations [32] require a guard band (GB) between the connection events to cope with the synchronization accuracy, and the master shall ensure that a connection event closes at least one guard band before the anchor point of the next connection event. Moreover, such BLE implementations provide configurable parameters to set the maximum duration of each connection event. The master has the ability to schedule the connection event anchor point at a time of its choice to efficiently schedule connection events for the multiple connections it is involved in. This way, the master basically splits the connection interval into as many connection events as the number of connections. Fig. 2 shows an example in which there are two slaves (S1 and S2) and one master (M). In Fig. 2 , the lower time axis gives the schedule of the connection events for the two connections, while the upper time axis shows the details of each connection event.
At the anchor point of the slave S1 (AP S1 ) the master starts the polling, transmitting a packet to S1, thus beginning the alternating transmission sequence (M to S1, S1 to M, etc.). The connection event for the slave S1 periodically repeats with a period equal to CI. At the end of the first CE for S1, here called CE S1 , after the guard band the master starts the connection event for the slave S2 (CE S2 ), which periodically repeats with a period equal to 2*CI.
While the connection interval CI is the same for all the slaves connected to the same master, the anchor points of the relevant slaves are shifted, so the master polls one slave at a time. Every Link Layer connection uses a mechanism of acknowledgement and flow control. Consequently, the Link Layer guarantees the retransmission of the unacknowledged packets.
B. ATTRIBUTE PROTOCOL
The Attribute Protocol (ATT) [1] allows a device, named the server, to expose a set of attributes and their associated values to a peer device, named the client. An attribute is a value that has three properties associated with it, i.e., the attribute type, the attribute handle and a set of permissions. The client can discover, read, and write the attributes exposed by the server. The server can indicate and notify its attributes. For example an ATT server can expose three attributes that represent the data detected by three sensors (e.g., temperature, pressure and humidity) and periodically notifies the connected clients with new measured data. In another scenario, these attributes can be read by the clients when necessary. A client may send an Attribute Protocol request to a server and the server shall respond to all the received requests. A device can implement both the client and the server roles, which can concurrently run in the same device, but each device shall run only one instance of a server.
The Attribute Protocol procedures typically use a sequential request-response protocol. An Attribute Protocol {request, response} pair is considered a single transaction, i.e., once a client sends a request to a server (e.g., a Write request to write a server attribute), that client shall not send other requests to the same server until a response Protocol Data Unit (PDU) has been received (e.g., a Write response sent by the server to inform the client of the result of the Write request). Conversely, there are procedures, e.g., the notification (a server-initiated procedure) that do not have a response PDU. For example, a server notifies an attribute that contains the temperature detected by a sensor and updates its value. This value is received by the connected clients that have enabled the receiving of notification packets after the update of a specific attribute.
C. GENERIC ATTRIBUTE PROFILE
The Generic Attribute Profile (GATT) [1] defines a service framework built on top of the Attribute Protocol. The GATT profile is designed to be used by an application or another profile so that a client can communicate with a server. The GATT defines the hierarchical data structure, shown in Fig. 3 , that a device exposes to the connected devices and also defines the way two BLE devices exchange standard packets.
The server contains some attributes and the GATT Profile defines how to use the Attribute Protocol to discover, read, write, notify, indicate, and obtain indications about these attributes.
The top level of the hierarchy is the Profile, which is composed of one or more services that are needed to fulfill a use case. A service is generally composed of characteristics or references to other services. Each characteristic consists of various fields, i.e., a set of properties, a value, and one or more optional descriptors. An important descriptor is the Client Characteristic Configuration Descriptor (CCCD) that configures for the client a characteristic on the server (e.g., enabling/disabling of notifications and/or indications). For example [33] a profile may expose two services, i.e., the acceleration service and the environmental service. The acceleration service contains a characteristic called freefall that cannot be read or written, but can be notified. The application will send a notification on this characteristic if a free-fall condition is detected by a sensor. Notifications can be enabled or disabled by a client writing on the related CCCD. The environmental service contains three characteristics (with read-only properties) that expose data from some environmental sensors, i.e., temperature, pressure and humidity. Each characteristic of the environmental service has a characteristic format descriptor that describes the type of data contained inside the characteristic.
The basic elements used in a profile, i.e., services and characteristics, are contained in the attributes used in the Attribute Protocol.
The Attribute Protocol Maximum Transfer Unit (ATT_MTU) is defined as the maximum size of any packet exchanged between a client and a server. The GATT client and server implementations shall support an ATT_MTU not smaller than the default value (23 bytes).
IV. PROTOCOL DESIGN
The Multi-hop Real-time Bluetooth Low Energy (MRT-BLE) protocol for Industrial Wireless Sensor Networks proposed in this paper allows the creation of BLE-based mesh networks able to provide bounded packet delays on multi-hop data transmissions, thus offering support for real-time communications. Fig. 4 shows the positioning of the MRT-BLE protocol in the BLE protocol stack.
The main idea behind the MRT-BLE protocol is to subdivide the network into a number of sub-networks, each one coordinated by a master. Two sub-networks are linked by a device that is either a shared slave or a master/slave device. These devices act as ''bridges'' among the sub-networks. As the masters of the two linked sub-networks are not synchronized, connection events may overlap at the bridge nodes, thus determining a collision that does not make it possible to guarantee transmission. Fig. 5 shows an example of network topology in which two sub-networks are linked by a master/slave device.
In Fig. 5 the sub-networks are coordinated by the nodes MS1 and M1, respectively. The node MS1 is a master/slave device, as it plays the role of master for the nodes S1, S2 and S3, and the role of slave for the node M1. Since M1 and MS1 are not synchronized, the communications in which MS1 acts as a slave may overlap with those in which it plays the master role. While MS1 is acting as a slave, its timing is defined by the master M1, therefore the timing of the connection event in which MS1 acts as a slave is not synchronized with the time base mechanism of the MS1 master connections.
However, a viable solution to avoid the above-mentioned problem is to give MS1 a proper schedule so that, while MS1 is communicating with the nodes of its subnetwork (i.e., S1, S2 and S3), M1 avoids transmitting to MS1. On the contrary, S4 and S5 may transmit simultaneously with M1, as MS1 is not intended to communicate directly with M1. The approach here proposed is based on the latter consideration. In general, the problem of enabling adjacent subnetworks to communicate can be solved by scheduling adjacent subnetwork transmissions in two alternate timeslices, so that when a shared node (e.g., MS1) schedules the communication with the nodes of its subnetwork, its adjacent master is prevented from communicating with the shared node.
To achieve this result, thus avoiding communication overlap, in the proposed approach for each connection the duration of one CE is configured offline, so as to allow the transmission of one packet between the slave and the master and of one packet in the opposite direction. The connection intervals for all connections have to be set with the same duration. Moreover, CIs have to be sized so as to allow the communication between all slaves and the master of a subnetwork once. This way, the duration of one timeslice is equal to the duration of one CI and the shared node alternates its connections with a sub-network at a time.
In the example shown in Fig. 5 the proposed solution consists in alternating the connections of the node MS1 with its master, with those with its slaves. This means that, in a given timeslice (according to the proposed solution a timeslice is VOLUME 6, 2018 FIGURE 6. Solution to the overlapping CE problem with a master/slave shared device.
FIGURE 7.
Example of topology with a shared slave device.
a multiple of one CI) the node MS1 will disable the connection with the node M1 and enable the connections with the nodes S1, S2, and S3, while in the next timeslice it will operate in the opposite way. This solution can be easily realized enabling/disabling a connection.
Each device, before sending data, has to check that the connection is enabled. If this is not the case, the master will insert the packet in a queue managed by the MRT-BLE protocol and transmit it in the next connection event. This way the CE overlap is avoided. Fig. 6 shows the timing of the masters MS1 and M1 relevant to the topology shown in Fig. 5 . The semi-transparent rectangles represent the timeslices during which some connections are disabled. Fig. 6 shows as the node MS1, acting as a GATT client, can enable/disable the connections with the devices that act as a GATT server. In the initial phase, MS1 enables the connection with the master M1 (shown in the lower timeline), while keeping disabled the master connections. Once MS1 has received the first packet from M1 (considered a synchronization packet), it disables the connection with the master M1 and enables the master connections with the nodes S1, S2, and S3 (shown in the upper timeline). After a time equal to the connection interval (in the example, the timeslice duration is equal to one CI), the node MS1 disables the master connections and enables the connection with M1, for one timeslice. This mechanism repeats over time. Fig. 7 shows an example of network topology in which there are two sub-networks linked by a shared slave device.
In Fig. 7 the sub-networks are coordinated by nodes M1 and M2, respectively.
As the node S3 is a shared slave it has to communicate with two masters that are not synchronized with each other, therefore the connection events of this node may overlap. In the example shown in Fig. 7 the proposed solution consists in alternating the connections of the node S3 with the masters. This means that, in a given connection interval the node S3, acting as a GATT client, will disable the connection with the node M1 and enable the one with the node M2, while for the next connection interval the node S3 will enable the connection with the node M1 and disable the one with the node M2.
In this case, the shared slave S3 starts alternating its connections, for example, upon receiving a synchronization packet. Assuming that S3 receives the synchronization packet from M1, the shared slave will start the mechanism at this very time instant. First, the node S3 disables the connection with the node M1 and enables the connection with the node M2. After a time equal to one timeslice, the node S3 will enable the connection with the node M1 and disable the connection with the node M2. The described mechanism repeats over time. This way the CE overlap problem is avoided. Fig. 8 shows the timing of the masters M1 and M2 in the topology shown in Fig. 7 . The semi-transparent rectangles represent the intervals during which the node S3 disables the connection with one of the two masters. Fig. 8 shows that the node S3 in the initial phase enables the notification only for the connection with the master M1. Upon receiving the sync packet, the node S3 disables the connection with the master M1 and enables the connection with the master M2. After one timeslice (in this case, equal to one connection interval) the node S3 makes the opposite action, i.e., disables the connection with M2 and enables the connection with M1, for another timeslice. This mechanism repeats over time.
Note that Fig. 6 and Fig. 8 show connections alternating every connection interval (i.e., in these examples, the timeslice duration is equal to one connection interval).
In order to achieve bounded delays, the routing is static and configured offline. To improve the fault-tolerance, it is possible to provide multiple paths to be enabled in case of faults.
In order to deploy a mesh network without connection event overlap, the MRT-BLE imposes the following configuration rules:
1) A node not acting as a master can establish a connection with up to two masters. 2) A node (A) acting as a master can establish a connection with at most another master (B). In this connection, the node A shall play the slave role.
3) The connection intervals of the different sub-networks must have the same duration.
According to the BLE specifications [1] , a device can act both as a master and a slave for different connections and can also establish connections with multiple masters. To realize the described mechanisms, the solution proposed in this paper is based on the transmissions from the GATT servers that notify their Characteristic Values. Each device is both a GATT client and a GATT server and defines a profile, called the MRT-BLE Profile, shown in Fig. 9 .
The MRT-BLE profile is composed of a service that includes a number of characteristics equal to the number of connections. Each characteristic is used to communicate on a specific connection (according to a programmer-defined static configuration) and consists of a set of properties, a value, and the client characteristic configuration descriptor (CCCD). In particular, the value field contains the data to be sent, the CCCD is a bit field where a set bit indicates an enabled action (e.g., notification), while a cleared bit indicates a disabled action. Properties is a bit field that determines how the value can be used and how the CCCD can be accessed (e.g., read, write without response, notify, etc.). The characteristic of the connection indicates the specific characteristic that is used to send packets on a specific connection.
In the following of the paper, when the enabling/disabling of a connection is mentioned, it means that the GATT client uses a {request, response} GATT procedure to write the CCCD of the characteristic of the connection on the server, so as to enable/disable the notification procedure of the GATT server. Consequently, a disabled connection indicates that the notifications of the characteristic of the connection are disabled, so the GATT servers involved in the connection cannot notify the value of this characteristic. An enabled connection will indicate the opposite case. The proposed protocol does not implement a mechanism to dynamically configure the network topology, it makes the configuration offline. This aspect will be investigated in future works.
V. TIMING ANALYSIS
The analysis here proposed deals with the calculation of the worst-case end-to-end delay (hereinafter worst-case response time) of periodically transmitted packets belonging to a flow. The resulting worst-case end-to-end delay for each flow represents a lower bound for the minimum deadline that allows a feasible schedule for each flow. The analysis can be used to assess the feasibility, under a static priority assignment, of a flow set comparing the worst-case response time of each flow with the corresponding relative deadline. Table 1 summarizes the notation used in the analysis.
A connection between a master and a slave is defined as a link. A link is a bidirectional connection denoted by l xy (where x is the index of the node acting as a master for the link and y the index of the slave). In the proposed approach for each link the duration of one CE is offline configured so as to allow the transmission of one packet between the slave and the master plus one packet between the master and the slave. The connection intervals for all links have to be set with the same duration and allow the communication between all slaves and the master of a sub-network once. A link in which at least one of the two connecting nodes is shared between two sub-networks is defined as a shared link (sl xy ). As discussed in Sect. IV, in the proposed approach, the time is divided into two timeslices. In each timeslice, a node with shared links alternates the connection with one sub-network at a time. Fig. 10 shows an example of the network timings. In the example the Node 2 acts as a master for the shared link sl 21 and as a slave for sl 32 . l 34 is a link between two nodes that are connected to only one sub-network, so l 34 is always active as no slot collisions can occur. The number of CIs in the two timeslices that a node can use to transmit data packets on a shared link is denoted by Xci and is equal for all the shared links in the network. In the example Xci is set to 2 and in fact sl 21 and sl 32 are active for only two CIs (sl 21 in timeslice 1 and sl 32 in timeslice 2).
To disable one link and enable the other one, the transmission of four packets is needed, i.e., two to disable one link (write_request and write_response) and two to enable the other one. According to the BLE specifications [1] , request and response may be scheduled within a single CE. Many implementations, such as the ST BlueNRG-MS devices [33] , take four connection intervals to complete the entire procedure, as they transmit only one request or response in each CI. In the analysis such an interval is called Tsw. For example, in the ST BlueNRG-MS devices the Tsw of a node to enable/disable the connection of the i-th shared link is calculated as
where NL(i) for the i-th shared link is defined as the maximum between the number of shared links of the master and the number of shared links of the slave. The NL value for no shared links is 0. Equation (1) evaluates two times NL(i), because the transmission of two packets, i.e., one write_request and one write_response packets, is required to disable/enable one link. Note that, the ST BlueNRG-MS devices [33] take two connection intervals to transmit one request and one response (i.e., only one request or response is transmitted in each CI). The time interval in which the entire schedule, for the i-th link, repeats is called Cycle Time (Tc), and it is calculated as
In the MRT-BLE protocol, each node can generate multiple packets belonging to different flows (f ) with different (or equal) priorities (prio f ). If two packets have the same priority, they are transmitted in First-In First-Out (FIFO) order. Packets are periodically transmitted with a period P f . The routing path (R f ) for each flow is fixed and configured offline. To improve fault-tolerance, each node has to maintain a routing table with a backup path for each flow (this way the analysis can be repeated for each path). Each flow is therefore characterized by the tuple (P f , prio f , R f ), where
) is the vector of the links or shared links that a packet of the flow f has to traverse to reach the destination, while h is the index of the last link. The time RT f taken by a packet of the f -th flow sent from a node to arrive to the destination node is calculated as
where
i ) is the queuing time that a packet of the f -th flow has to wait in the controller at each link to be transmitted and T tx is the maximum time taken by the BLE controller to transmit a packet. T tx has a fixed bound that is equal, in the worst case, to the duration of one connection interval, so in the worst case response-time analysis we assume that T tx = Tci. In fact, the analysis here presented assumes that in each CI a node can transmit only one packet and the CE is sized so as to also accommodate retransmissions. So in one Tci the packet is transmitted and retransmitted as long as the CE for the node is not expired. In the following, a timing analysis for calculating the worst case Q t (l (f ) i ) in each hop is presented. Our aim as a future work is to deal with a stochastic analysis of flows characterized by a known distribution of the arrival times, as the one proposed in [34] .
A. RESPONSE-TIME ANALYSIS
To determine the worst case Q t (l (f ) i ) for each link, the worst case response-time (WCRT) analysis is made calculating both the resource availability and the worst case for the resource request. In MRT-BLE the resource availability for the i-th link is given by the number of CIs in the two timeslices (Fig. 10 ) that a node can use to transmit over the link i, while the resource request is the number of CIs needed to transmit the packets generated and/or forwarded by a node over the link i. The analysis here presented, which applies to fixed priority non-preemptive scheduling, is based on the worst case response-time (WCRT) analysis that was proposed in [35] and extended with the ''busy period'' approach in [36] and [37] . Consequently, the response times of all the packets of a flow within a busy period have to be examined. The busy period is defined as the maximum interval during which any packet of priority lower than the priority of the f -th flow is unable to start transmission. The busy period starts at the time t s in which a packet with a priority higher than or equal to the one of the f -th flow is enqueued and there are no packets with priority higher than or equal to (t ) of CI start times dedicated to the transmission of data packets in the link sl 21 for the network in Fig. 10 .
the f -th flow, enqueued strictly before t s , that are waiting to be transmitted. The busy period ends at the earliest time t e at which there are no packets of priority equal to or greater than the f -th flow, enqueued strictly before time t e , that are waiting to be transmitted. Hence, all the packets with the same or higher priority than the f -th flow that were enqueued before the end of the busy period are transmitted during the busy period [37] .
In the MRT-BLE protocol the worst case for the resource availability is determined by computing s i (t), i.e., the minimum number of CI start times dedicated to the transmission of data packets in the i-th link which may occur in any interval of length t. As illustrated in Fig. 11 , the worst-case interval (that is the one containing the minimum number of start times) begins when the last CI, dedicated to data packet transmission, has just started. From this instant (please refer to Fig. 11 where the white dots denote the start time of data packets over the time), the time the i-th link has to wait before another data packet starts is Tc(i) − (Xci − 1)Tci. Then Xci data packet transmissions start, spaced at intervals of length Tci, and the pattern will repeat with period Tc(i). In the example in Fig. 10 , the worst-case interval for the link sl 21 begins when the second CI has just started. Then the time the link sl 21 has to wait before another data packet starts is Tc(sl 21 
The formal equation of s i (t) is
where, if NL(i) > 0 (i.e., it is a shared link), the start times of Xci connection intervals dedicated to the transmission of data packets are separated by Tci, start times repeat with period Tc and, in the worst case, the first start time occurs after Tc(i) − (Xci − 1)Tci. If NL(i) = 0 (i.e., the link is not shared) data packets can be transmitted every CI, so the start times repeat with period Tci. As the link transmissions, thanks to the mechanism here proposed, do not collide with each other, for the Q t (l (f ) i ) calculation only the interference of the packets generated and forwarded within the same node has to be analyzed.
To calculate Q t (l (f ) i ), the longest time w i (X ) the i-th link has to wait to see X consecutive start times is calculated as
where S is quotient of the Euclidean division of X − 1 by Xci and O is the remainder, i.e., X − 1 = SXci + O. For instance, in the case of Figures 10 and 11 , the link sl 21 has Xci = 2 and Tc(sl 21 ) = 12 Tci, so for X = 3 we have S = 1 and O = 0. Therefore, the link sl 21 has to wait for w sl 21 (3) = 2Tc − (2 − 1)Tci = 23Tci. In fact, looking at the example in Fig. 10 , if a packet to be transmitted in sl 21 arrives when the second CI has just started, it will be transmitted after 11 Tci, i.e., Tc(sl 21 )
To apply the busy period approach we first calculate the number of packets of the f -th flow generated in any interval of length t, i.e.,
Then, we calculate the largest number (X f j ) of start times that are needed to transmit the i-th packet, which is given by the smallest value of X f j that satisfies the following equation
In equation (7), 1 is the start time required to transmit the packet, while the parameter X j encompasses the following sources of interference:
1) The k-th higher priority packets (i.e., prio(k) > prio(j)) that compete with the j-th packet for the transmission in the i-th link.
2) The packets with the same priority as the j-th packet that compete with it for the transmission in the i-th link (in this case a FIFO policy is adopted). Equation (7) has not simple solution, as the X j term appears both in the Left-hand-side (LHS) and in the Right-handside (RHS) of the equation under the ceiling operator. Thus, the calculation of X j is performed by the following iterations is iteratively calculated until the LHS is equal to the RHS, i.e., until the interference stops growing. Equation (8) is proved to converge if the number of start times required to transmit every packet on the i-th link is lower than or equal to the number of start times available for the i-th link [35] .
Once the X f j value has been found, the worst-case
(9)
VI. IMPLEMENTATION OF THE MRT-BLE PROTOCOL ON COTS DEVICES
In order to show the feasibility of the proposed protocol on COTS hardware, we implemented it on the X-NUCLEO-IDB05A1 devices produced by STMicroelectronics. These devices are equipped with communication modules that are compliant with the Bluetooth Specifications v4.1, i.e., the SPBTLE-RF BlueNRG-MS ones.
The testbed is composed of eight devices, as shown in Fig. 12 .
Each device acts as both a GATT client and a GATT server. Bidirectional communication consists in transmissions initiated by the GATT servers, which update their exposed attributes and send them through notifications. In the implemented topology, there are three linked sub-networks and the devices S2, S3 and MS1 are shared nodes. As the masters of the linked sub-networks are not synchronized, connection events may overlap at the shared nodes. The mechanism described in Section IV starts after the node MS1 has received a synchronization packet from node M1.
Any time the shared slaves, i.e., S2 and S3, note (following a GATT event) that MS1 has modified one of their exposed attributes (the descriptor of one of their characteristics), they will enable or disable the connections with M2. In particular, if MS1 has enabled the connections with S2 and S3, both of them will disable the connections with M2. Conversely, if MS1 has disabled the connections with S2 and S3, both of them will enable the connections with M2. Fig. 13 shows the timing of the masters M1, MS1 and M2 in the topology in Fig. 12 . The semi-transparent rectangles represent the timeslices during which the depicted connections are disabled. Fig. 13 shows that the node MS1 in the initial phase enables only the connection with the master M1. Once the sync packet, sent from node M1, is received by the node MS1, the mechanism of enabling/disabling the connections starts. Each device implements as many priority queues as the number of established connections managed by the MRT-BLE sublayer. Each priority queue contains the outbound packets for a specific connection. The insertion into a given queue occurs, using a static routing function, when a packet is generated or when a node receives a packet to forward. A backup path can be provided for each flow. The priority of packets can be assigned according to a configurable criterion. In this scenario we dynamically assigned the priority of packets according to the hop count, i.e., the number of hops that the packet has traversed. This way, we can favor the packets that have to traverse more links to reach the destination, thus avoiding to excessively increase their end-to-end delay. For example, on the node MS1, a packet with source S4 (two hops) has a higher priority than a packet with source M2 (one hop). When, on a device acting as a GATT server, a GATT event reports that a connection has been enabled, the device is allowed to send one packet for each enabled connection every connection interval. Before sending a packet, each device has to check which connection is enabled and then transmits the highest priority packet from the queue of the enabled connection.
The realized testbed, shown in Fig. 14 , consists of seven sensors (M1, MS1, S2, S3, M2, S4 and S5) and one sink (S1) that collects the data from all the sensors. Our implementation does not include the application layer of the sink that receives and processes the received data.
The arrows in Fig. 14 show the direction of the data transmission flows. As it can be seen, the nodes M1 and MS1 are a potential bottleneck in the realized mesh network.
In the simulated scenario, the sensors generate a new packet every second. Furthermore, the used devices permit to set the maximum duration of each connection event (Tce). For each connection, the duration of the connection interval Tci was set to 30ms and the Tce was set to 5ms to allow up to five master connections and one advertising or scanning interval (they are mutually exclusive in a CI). In each connection interval, the connected devices exchange only one packet in their CE. The Tce is sized so as to take into account the time to transmit one packet and any possible Link Layer retransmission.
On the final destination (i.e., the actuator S1) a specific check is implemented to verify that no packet is lost.
The following subsections present the results of the measurements performed to assess the feasibility of the MRT-BLE approach on COTS devices and to analyze the application level end-to-end delay experienced by multihop real-time data exchanges.
A. PACKET END-TO-END DELAY
This subsection presents the results of experimental measurements of the packet end-to-end (e2e) delay as a function of the number of hops from the source to the final destination. Note that, in the following, the hop count is obtained summing up the number of traversed links and the node S1 is assumed to be the final destination for all the packets.
The relevant network parameters are summarized in Table 2 . The Tce parameter was set to accommodate the transmission of a packet plus the potential retransmissions, while Tci is equal to the duration of five connection events plus the scanning interval. As the calculated Tsw(i) for enabling/disabling the connection is really high (e.g., the Tsw for the link sl MS1S2 in Fig. 14 is 180ms according Eq. (1)), Xci was set to 4 to reduce the network end-to-end delay. In fact, as S2, S3, S4, S5, M2, and MS1 generate one packet with destination S1 every second, the node MS1 should forward six packets to M1 (the only device connected with S1). Consequently, an overhead of 180ms for each packet would cause a large end-to-end delay increase. Setting Xci equal to 4 in this case significantly reduces the overhead of the proposed mechanism, i.e., 180ms every four packet transmissions.
We defined seven flows (one from each node, except the sink) generated with a period of 1s and with a 30-byte payload. The parameters of the flows are shown in Table 3 . The routing paths determine which packets actually interfere with the packets originated by a given node. The interfence is due to the waiting times in the outbound queues of the intermediate nodes that the packets traverse to reach the final destination.
The assessed metric here adopted is the packet end-to-end delay at the application layer, defined as the time difference between the packet generation time at the source and the reception time at the receiver, measured at the application layer. The end-to-end delay is measured by a third device, hard-wired to both the source and the destination nodes, as the difference between the packet reception time (i.e. when the receiver node sets up a pin) and the packet generation time (i.e., when the source node sets up a pin).
According to the timing analysis in Section V, the worst case response-time (WCRT) values are shown in Table 4 . These values represent the upper bound of the expected end-to-end delay for each flow. Fig. 15 gives the end-to-end delay distribution for the packets generated by node M1 (i.e., single-hop), that shows the percentage of packets that experienced the plotted end-toend delay values.
As it is shown in Fig. 15 , every packet generated by the node M1 was delivered to the destination (S1) within 120ms. The measured delay is only due to the waiting time that a packet experiences in the queue before transmission. Note that the node M1 can transmit a packet every connection interval, as the connection with the node S1 is always enabled. The delay experienced by the packet with source M1 is a multiple of Tci (depending on the number of higher priority packets enqueued in the priority queue) plus the waiting time for the assigned Link Layer slot. If both the application queue and BLE queue are empty, the packet will be delivered to destination within 30ms (Tci).
The experimental results show that the path of these packets in the considered scenario (i.e., the one in Fig. 14) and the priority policy bound to three connection intervals the waiting time for the Link Layer transmission of the packets originating from M1. Consequently, the end-to-end delay for these packets is lower than 120ms (i.e., 4*Tci). Fig. 16 shows the end-to-end delay distribution for the packets originating from the node MS1 (i.e., two-hop packets).
Almost all these packets reach the final destination in less than 390ms. Fig. 16 shows that a low percentage of packets (lower than 4%) with source node MS1 reach the final destination within 420ms. This delay mainly consists of the waiting times in the queues due to the interference of higher priority packets, i.e., the packets originating from the other source nodes (i.e., all of them but M1), that accumulated more hops on their way. Fig. 17 shows the end-to-end delay distribution for the packets with source node S3 (i.e., three-hop packets).
Almost all these packets (i.e., 95% of them) reach the final destination within 810ms. A very limited percentage of packets (about 1%) arrived to destination within about 1170ms. Fig. 18 shows the end-to-end delay distribution for the packets with source node M2 (i.e., four-hop packets).
Almost all of the packets (about 95%) were delivered to the final destination within 1050ms. An end-to-end delay of 1580ms was experienced by a limited percentage of packets (lower than than 2%).
The end-to-end delay peak values shown in Figures 17 and 18 are due to the longer queuing delays that the packets generated by the nodes S3 and M2 experience due to the interference of higher priority packets. More specifically, the interfering packets for the ones generated by the node S3 are those originating from the nodes S5 and M2, while the interfering packets for the node M2 are the ones generated by node S5. Fig. 19 shows the end-to-end delay distribution for the packets with source node S4. These packets experience a fivehop delay.
These packets arrived at destination within 1400ms. They experienced a waiting time in their source node lower than 30ms, as the node S4 is not a forwarding node in the considered scenario and the node M2 always keeps enabled the connections with node S4. Consequently, packet transmission occurs within a connection interval since the packet generation. Similar results were found for the packets generated by the node S5, that have the same hop count and thus the same priority (i.e., the highest in the network) as the packets generated by S4. This is in accordance with the analysis, that obtained the same worst-case response times for the packets originated by S4 and S5.
In all the considered cases, the measured end-to-end delays are always lower than the worst case response-time values shown in Table 4 , as the analysis is safe. Fig. 20 summarizes the cumulative distribution of the packet end-to-end delay versus the source node and, therefore, versus the number of hops between the source and the final destination. Fig. 20 shows that the end-to-end delays of the packets that have the same hop count to the final destination, for example, the nodes S2 and S3, are centered around a given range of values. In fact, almost all the packets generated by the nodes S2 and S3 reach the destination within about 700 ms. Consequently, the cumulative distributions grow fast to reach a specific range of end-to-end delay values. This consideration is especially true for the packets that at most experience a three-hop delay. For example, the cumulative distribution of end-to-end delay for the packets generated by MS1 grow very fast around 330-360 ms. When the number of hops from the source to the final destination increases, more factors affect the end-to-end delay, therefore some packets will experience a higher variable delay and the cumulative distributions grow more slowly. For instance, the packets generated by the node S4 experience an end-toend delays distributed between 510 ms and 1410 ms.
VII. CONCLUSIONS
This paper proposes the MRT-BLE, a protocol working on top of BLE that provides for bounded delays over IWSN with mesh topologies. The paper addressed in detail the MRT-BLE protocol and its configuration and implementation on COTS devices. To assess the performance of the protocol, a worst-case timing analysis is also presented and its outcomes are compared with the packet end-to-end delays obtained in experiments on a real testbed. To the best of our knowledge, in the literature there are no other mechanisms supporting real-time communication over BLE mesh networks. Other approaches addressing mesh topologies over BLE (e.g., Mesh BLE [8] ) work in a best-effort way, therefore, they can be more bandwidth-efficient and may also provide better average performance than MRT-BLE, but they cannot temporally isolate time-critical flows and cannot guarantee end-to-end delay bounds to individual flows. As a result, these approaches cannot cope with the realtime requirements of industrial communications. For this reason, no meaningful performance comparison between MRT-BLE and such approaches can be made for the purposes of this paper. The MRT-BLE protocol is a connectionoriented protocol, as the main aim here was on ensuring a bounded packet delivery delay over multihop mesh IWSN. The protocol therefore foresees that the network topology is offline configured. This feature limits the applicability of MRT-BLE to IWSN that are not characterized by the presence of mobile nodes. Future works will therefore investigate a dynamic configuration mechanism to allow for both more flexibility and the free movement of nodes. Another line of investigation includes a dynamic topology management mechanism, as the one proposed in [38] , and a stochastic response-time analysis able to take into account also aperiodic traffic flows.
