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REGULARITY THEORY FOR SOLUTIONS TO SECOND ORDER
ELLIPTIC OPERATORS WITH COMPLEX COEFFICIENTS AND
THE Lp DIRICHLET PROBLEM
MARTIN DINDOSˇ AND JILL PIPHER
Abstract. We establish a new theory of regularity for elliptic complex valued
second order equations of the form L =divA(∇·), when the coefficients of the
matrix A satisfy a natural algebraic condition, a strengthened version of a
condition known in the literature as Lp-dissipativity. Precisely, the regularity
result is a reverse Ho¨lder condition for Lp averages of solutions on interior
balls, and serves as a replacement for the De Giorgi - Nash - Moser regularity
of solutions to real-valued divergence form elliptic operators. In a series of
papers, Cialdea and Maz’ya studied necessary and sufficient conditions for
Lp-dissipativity of second order complex coefficient operators and systems.
Recently, Carbonaro and Dragicˇevic´ introduced a condition they termed p-
ellipticity, and showed that it had implications for boundedness of certain
bilinear operators that arise from complex valued second order differential
operators. Their p-ellipticity condition is exactly our strengthened version of
Lp-dissipativity. The regularity results of the present paper are applied to solve
Lp Dirichlet problems for L =divA(∇·)+B ·∇ when A and B satisfy a Carleson
measure condition, which previously was known only in the real valued case.
We show solvability of the L2 Dirichlet problem, as well as solvability of the
Lp Dirichlet boundary value problem for p in the range where A is p-elliptic.
1. Introduction
In this paper, we establish a new theory of interior regularity of solutions to
second order divergence form complex coefficient operators L = divA(x)∇+B(x)·∇
under certain natural algebraic conditions on the matrix A and a natural minimal
scaling condition on B, without any additional smoothness of the coefficients. If
the coefficients of A and B are real, the algebraic conditions on A are precisely
uniform ellipticity.
The improvements in regularity of solutions, as expressed as (1.10) and (1.11)
of Theorem 1.1 below, can be used as a substitute for the De Giorgi-Nash-Moser
regularity theory for real divergence form elliptic equations. In the latter case,
we know that when A, B are real valued and A is elliptic, the regularity theory
for solutions gives that u ∈ Cα(B); this need not hold for solutions to complex
coefficient operators. Indeed, solutions need not be locally bounded. However,
we show that an iterative procedure, reminiscent of Moser’s iteration scheme, can
be amplified in a range determined by these algebraic conditions, yielding greater
regularity of weak solutions. Moreover, we apply this regularity to show solvability
of a Dirichlet boundary value problem for a class of variable coefficient complex
coefficient second order operators, with certain minimal and natural smoothness
assumptions on the coefficients. The solvability of these boundary value problems
in the complex case require new ideas which make the methods of [27] and [18]
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more broadly applicable. Further, the regularity theory established in this paper
should make possible the study of boundary value problems for a variety of complex
coefficient operators.
We recently found that Carbonaro and Dragicˇevic´ [7] have also formulated this
same algebraic condition (which they termed p-ellipticity) and showed that it had
implications for boundedness of certain bilinear operators that arise from complex
valued second order differential operators. Their dimension-free bounds are related
to the question of contractivity of the associated semigroup of these operators in
Lp. The issue of Lp contractivity of semigroups had been considered in a series of
papers by Cialdea and Maz’ya [8–10], and we next introduce and discuss this in
more detail.
In the case of complex coefficients, the usual ellipticity assumption is that there
exist constants 0 < λ ≤ Λ <∞ such that
λ|ξ|2 ≤ Re
n−1∑
i,j=0
Aij(x)ξiξj = Re 〈A(x)ξ, ξ〉 and |〈Aξ, η〉| ≤ Λ|ξ||η| (1.1)
for all ξ, η ∈ Cn and a.e. x ∈ Ω. In this paper, we consider a stronger form of ellip-
ticity, a strengthening of the concept of Lp dissipativity as defined in [8–10], which
in turn was motivated by understanding when semigroups generated by second or-
der elliptic operators are contractive in Lp. In particular, it had long been known
that scalar second order elliptic operators with real coefficients generate contractive
semigroups in Lp for all 1 ≤ p ≤ ∞.
In [8], the following condition was shown to be sufficient for Lp dissipativity:
4
pp′
〈ReA(x)ξ, ξ〉+ 〈ReA(x)η, η〉+ 2〈(p−1ImA(x)− p′−1ImAt(x))ξ, η〉 ≥ 0,
(1.2)
for all ξ, η ∈ Rn.
We will consider a stronger condition, and use a change of variables ξ =
√
pp′
2 λ
to write it as follows: For some ε > 0 and all λ, η ∈ Rn
〈ReAλ, λ〉+ 〈ReA η, η〉+
〈(√
p′
p ImA−
√
p
p′ImA
t
)
λ, η
〉
≥ ε(|λ|2 + |η|2).
(1.3)
This same condition also appears in the paper [7], where the authors introduce
it in the following form. For p > 1 define the R-linear map Jp : Cn → Cn by
Jp(α+ iβ) = α
p
+ i
β
p′
where p′ = p/(p − 1) and α, β ∈ Rn. They define the matrix A to be p-elliptic if
for a.e. x ∈ Ω
Re 〈A(x)ξ,Jpξ〉 ≥ λp|ξ|2, ∀ξ ∈ Cn (1.4)
for some λp > 0.
Henceforth, A will be called p-elliptic if it satisfies (1.4) and the upper bound
|〈A(x)ξ, η〉| ≤ Λ|ξ||η|, ∀ξ, η ∈ Cn. (1.5)
A short calculation shows that (1.4) and (1.3) are equivalent.
We shall adopt the notation of [7], and recall their observation that this strength-
ened ellipticity condition is equivalent to ∆p(A) > 0 where
∆p(A) = ess inf
x∈Ω
min
|ξ|=1
Re 〈A(x)ξ,Jpξ〉. (1.6)
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Observe that when p = 2 this is just the usual ellipticity condition (1.1). The
p-ellipticity condition ∆p(A) > 0 can be restated in a different form
|1− 2/p| < µ(A), (1.7)
where
µ(A) = ess inf
(x,ξ)∈Ω×Cn\{0}
Re
〈A(x)ξ, ξ〉
|〈A(x)ξ, ξ〉| . (1.8)
(c.f. Proposition 5.14 of [7]). The advantage of writing the inequality in this form
is that it separates A from p. It also immediately implies that if a matrix A is
elliptic (i.e., (1.1) holds) then there exists p0 ∈ [1, 2) such that A is p-elliptic if and
only if p ∈ (p0, p′0), where p0 = 2/(1 + µ(A)). Moreover, p0 = 1 if and only if the
matrix A is real and the quantity µ(A) is trivially bounded by µ(A) ≥ λ/Λ giving
a trivial upper bound on the value of p0.
Our first main result concerns solutions to L = divA(x)∇+B(x) ·∇ in a domain
Ω ⊂ Rn.
Theorem 1.1. Suppose that u ∈ W 1,2loc (Ω;C) is the weak solution to the operator
Lu := divA(x)∇u + B(x) · ∇u = 0 in Ω, an open subset of Rn. Let p0 = inf{p >
1 : A is p-elliptic}, and suppose that B has measurable coefficients Bi ∈ L∞loc(Ω)
satisfying the condition
|Bi(x)| ≤ K(δ(x))−1, ∀x ∈ Ω (1.9)
where the constant K is uniform, and δ(x) denotes the distance of x to the boundary
of Ω. Then we have the following improvement in the regularity of u. For any
B4r(x) ⊂ Ω and ε > 0 there exists Cε > 0 such that(
−
∫
Br(x)
|u|p dy
)1/p
≤ Cε
(
−
∫
B2r(x)
|u|q dy
)1/q
+ ε
(
−
∫
B2r(x)
|u|2 dy
)1/2
(1.10)
for all p, q ∈ (p0, p
′
0n
n−2 ). (Here p
′
0 = p0/(p0 − 1) and when n = 2 one can take
p, q ∈ (p0,∞).) The constant in the estimate depends on the dimension, the p-
ellipticity constants, Λ, K and ε > 0 but not on x ∈ Ω, r > 0 or u. Moreover, for
all p ∈ (p0, p′0) and any ε > 0
r2−
∫
Br(x)
|∇u(y)|2|u(y)|p−2dy ≤ Cε−
∫
B2r(x)
|u(y)|pdy + ε
(
−
∫
B2r(x)
|u(y)|2dy
)p/2
,
(1.11)
where the constant again depend only on the dimension, p, Λ, K and ε > 0. In
particular, |u|(p−2)/2u belongs to W 1,2loc (Ω;C).
Remark. Clearly, if q ≥ 2 in (1.10) and if p ≥ 2 in (1.11) one can take ε = 0 as the
L2 average of u can be controlled by the first term on the right hand side of each
of the two inequalities.
In general, one can not expect a larger range of p in the reverse Ho¨lder condition
of (1.10). In [28], Mayboroda gives a counterexample to (1.10) when q = 2 and for
any p > 2nn−2 under the assumption of (1.1) (which is the same as 2-ellipticity).
We apply this regularity result to the question of solvability of Lp Dirichlet prob-
lem for elliptic operators of this type. This part of the paper is motivated by the
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known results concerning boundary value problems for second order elliptic equa-
tions in divergence form, when the coefficients are real and satisfy a certain natural,
minimal smoothness condition (refer [18, 19, 27]). The literature on solvability of
boundary value problems for complex coefficient operators in Rn is limited, except
when the matrix A is of block form. For block matrices A in L = divA(x)∇, there
are numerous results on on Lp-solvability of the Dirichlet, regularity and Neumann
problems, starting with the solution of the Kato problem, where the coefficients of
the block matrix are also assumed to be independent of the transverse variable (this
assumption is usually referred in literature as “t-independent”, in our notation it
is the x0 variable). See [6] and [23] and the references therein. For matrices not of
block form, there are solvability results in various special cases assuming that the
solutions satisfy De Giorgi - Nash - Moser estimates. See [1] and [22] for example.
The latter paper is also concerned with operators that are t-independent. Finally,
there are perturbation results in a variety of special cases, such as [3] and [2]; the
first paper shows that solvability in L2 implies solvability in Lp for p near 2, and the
second paper has L2-solvability results for small L∞ perturbations of real elliptic
operators when the complex matrix is t-independent.
Our solvability result for operators of the form L = divA(x)∇ + B(x) · ∇ can
be applied on a domains above a Lipschitz graph in Rn. We do not assume “t-
independence”. Instead, we assume the coefficients A and B satisfy a natural
Carleson condition that has appeared in the literature so far only for real elliptic
operators.([27], [18], and [19]). The Carleson condition on A, (1.12) below, holds
uniformly on Lipschitz subdomains, and is thus a natural condition in the context
of chord-arc domains as well. The paper [24] connects geometric information about
the boundary of the domain to information about the elliptic measure of operators
that satisfy some closely related conditions.
The second main theorem of the paper establishes the solvability of Lu = 0
with Lp Dirichlet boundary data for variable coefficient complex coefficient oper-
ators satisfying these Carleson conditions on coefficients. The solvability of the
L2 Dirichlet problem (where 2-ellipticity is the standard assumption) for complex
coefficient operators satisfying (1.12) is a consequence of the L2 results for non-
symmetric elliptic systems in [17]. In fact, as is typical in this theory, Dindosˇ,
Hwang, and M. Mitrea actually obtain in [17] Lp results for elliptic systems, for
p ∈ (2 − ε, 2 + ε). One of the novelties of this paper is showing that p-ellipticity
extends solvability of the Lp-Dirichlet problem to a broader range of Lp. To prove
this, we adapt the method of proof that was established in [27]; however, the lack
of continuity of solutions and the absence of a maximum principle requires new
ideas to generalize this approach. It turns out the p-ellipticity condition is also
the correct one for establishing solvability of perturbations of elliptic operators as
well as solvability of the regularity problems. We shall take this up in a separate
manuscript.
Theorem 1.2. Let 1 < p <∞, and let Ω be the upper half-space Rn+ = {(x0, x′) :
x0 > 0 and x
′ ∈ Rn−1}. Consider the operator
Lu = ∂i (Aij(x)∂ju) +Bi(x)∂iu
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and assume that the matrix A is p-elliptic with constants λp,Λ, A00 = 1 and
ImA0j = 0 for all 1 ≤ j ≤ n− 1. Assume that
dµ(x) = sup
Bδ(x)/2(x)
[|∇A|2 + |B|2] δ(x) dx (1.12)
is a Carleson measure in Ω. Let us also denote
dµ′(x) = sup
Bδ(x)/2(x)
[∑
j |∂0A0j |2 +
∣∣∣∑j ∂jA0j∣∣∣2 + |B|2] δ(x) dx. (1.13)
Then there exist K = K(λp,Λ, ‖µ‖C , n, p) > 0 and C(λp,Λ, ‖µ‖C , n, p) > 0 such
that if
‖µ′‖C < K (1.14)
then the Lp-Dirichlet problem
Lu = 0 in Ω,
u = f for σ-a.e. x ∈ ∂Ω,
N˜p,a(u) ∈ Lp(∂Ω),
(1.15)
is solvable and the estimate
‖N˜p,a(u)‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω;C) (1.16)
holds for all energy solutions u with datum f .
In the statement of this theorem, we’ve used some notation that will be defined
in subsequent sections. We will also recall there the concept of Carleson measure,
discuss the notions of Lp solvability and energy solutions and define N˜p which is
a variant of the nontangential maximal function defined using Lp averages of the
solution u. By Theorem 1.1, instead of Lp averages we could use Lq averages for q
in the range (p0,
p′0n
n−2 ) to obtain the same result. Also, see section 4 for a detailed
discussion of some further assumptions we make to prove Theorem 1.2 on Lipschitz
domains.
Classically, the Lp boundedness of the nontangential maximal function of a so-
lution (in our case, estimate (1.16) above) gives nontangential convergence of the
solution to its boundary values. Since the nontangential maximal function of our
complex-valued solution will require smoothing by averaging, we will also get a
nontangential convergence result, but stated for averages of solutions. This conver-
gence of averages is a consequence of solvability in Lp and is not connected with the
assumptions on the coefficients of the equation. For this reason, that very general
result is given in an appendix at the end.
We now state, as a further corollary of the second main theorem, a result for
matrices A in “block form”. This corollary uses the fact that the assumption that
the Carleson measure norm is small is needed only on the last row (A0j) of the
matrix A. This latter observation was pointed out to us by S. Mayboroda - see [15]
and also [14]. Hence, we have the following.
Corollary 1.3. Suppose the operator L on Rn+ has the form
Lu = ∂20u+
n−1∑
i,j=1
∂i(Aij∂ju)
where the matrix A has coefficients satisfying the Carleson condition (1.12).
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Then for all 1 < p <∞ for which A is p-elliptic, the Lp-Dirichlet problem (4.1)
is solvable for L and the estimate
‖N˜p,au‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω;C) (1.17)
holds for all energy solutions u with datum f .
The paper is organized as follows. In Section 2, we discuss the p-ellipticity
condition and prove interior regularity of solutions to complex valued divergence
form equations under this assumption. Section 3 contains preliminary material
relevant to defining solvability of the Dirichlet problem for second order divergence
form operators whose coefficients satisfy a Carleson measure condition. Section 4
introduces the Lp-Dirichlet problem in an infinite strip in order to deal with issues
around finiteness of the classical nontangential maximal functions associated with
solvability of this problem. The estimates for an appropriate square function (the
p-adapted square function of [18]) can be found in Section 5: the integration by
parts argument here uses p-ellipticity and the Carleson measure condition on the
coefficients in a crucial way. The estimates for the nontangential maximal function
(in terms of the square function) in Section 6 rely on a strategy introduced in [25]
and extended in [17] to handle elliptic systems in L2. In the Appendix, we address
the issue of nontangential convergence of solutions.
Acknowlegements. We would like to thank J. Feneuil and S. Mayboroda for many
helpful comments on an earlier draft of this manuscript.
2. Lp dissipativity, p-ellipticity and regularity results
The concept of Lp dissipativity was defined in a series of papers by Cialdea and
Maz’ya [8–10] and was motivated by the effort to characterize when semigroups
generated by second order elliptic operators are contractive in Lp. In particular, it
has long been known that scalar second order elliptic operators with real coefficients
generate contractive semigroups in Lp for all 1 ≤ p ≤ ∞. The case of operators
generating L∞-contractive semigroups is studied in [4].
Following [8] let L(u, v) be the the sesquilinear form
L(u, v) =
∫
Ω
〈A(x)∇u,∇v〉 dx,
where 〈·, ·〉 is the usual inner product on Cn. Clearly, L(u, v) is well defined for
(u, v) ∈ C10 (Ω)×C10 (Ω) consisting of complex value functions having compact sup-
port in Ω with continuous first derivative.
Definition 2.1. (Cialdea-Maz’ya) Let 1 < p < ∞. The form L is called Lp
dissipative if for all u ∈ C10 (Ω)
Re L(u, |u|p−2u) ≥ 0, if p ≥ 2, (2.1)
Re L(u|u|p′−2, u) ≥ 0, if 1 < p < 2. (2.2)
Theorem 2.2. [8, Theorem 1, Corollary 4 and Corollary 6] A sufficient condition
for the form L to be Lp dissipative is that
4
pp′
〈ReA(x)ξ, ξ〉+ 〈ReA(x)η, η〉+ 2〈(p−1ImA(x)− p′−1ImAt(x))ξ, η〉 ≥ 0,
(2.3)
ELLIPTIC PDES WITH COMPLEX COEFFICIENTS 7
for all ξ, η ∈ Rn. If in addition the matrix ImA be symmetric, i.e., ImA =
ImAt then this condition is also necessary and is equivalent to
|p− 2||〈ImA(x)ξ, ξ〉| ≤ 2
√
p− 1〈ReA(x)ξ, ξ〉, ∀ξ ∈ Rn and a.e. x ∈ Ω.
(2.4)
(2.4) must hold even in the non-symmetric case, but then this condition might not
be sufficient.
To be specific, set
µ˜ = ess inf
(x,ξ)∈M
〈ReA(x)ξ, ξ〉
|〈ImA(x)ξ, ξ〉| (2.5)
where M is the set of (x, ξ), x ∈ Rn, x ∈ Ω such that 〈ImA(x)ξ, ξ〉 6= 0. If
ImA = 0 for any x ∈ Ω then L is Lp dissipative for all p > 1. If ImA is
symmetric but does not vanish identically on Ω then L is Lp dissipative if and only
if
2 + 2µ˜
(
µ˜−
√
µ˜2 + 1
)
≤ p ≤ 2 + 2µ˜
(
µ˜+
√
µ˜2 + 1
)
. (2.6)
For our purposes (2.3) is not sufficient as in particular this condition does not
imply ellipticity when p = 2. To guarantee ellipticity, a stronger lower bound is
needed, namely that the left hand side of (2.3) is greater than ε(| 2ξ√
pp′ |2 + |η|2).
This yields the condition (1.3), which when p = 2 is just the usual ellipticity for
complex coefficients.
As we have observed in the introduction, (1.3) can be simply written as ∆p(A) >
0, where (1.6) defines ∆p(A). (This was introduced in [7]) and is in turn equivalent
to |1− 2/p| < µ(A)). Hence the following holds.
Theorem 2.3. Let A ∈ L∞(Ω) be a matrix that is uniformly elliptic: for some
λ,Λ > 0 and almost every x ∈ Ω we have
λ|ξ|2 ≤ Re
n−1∑
i,j=0
Aij(x)ξiξj and |〈Aξ, η〉| ≤ Λ|ξ||η| (2.7)
for all ξ, η ∈ Cn. Then there exists p0 ∈ [1, 2) (with p0 = 1 if and only if ImA = 0)
such that the matrix A is p-elliptic if and only if p ∈ (p0, p′0). That is ∆p(A) > 0,
equivalently
〈ReAλ, λ〉+ 〈ReA η, η〉+
〈(√
p′
p ImA−
√
p
p′ImA
t
)
λ, η
〉
≥ ε(p)(|λ|2 + |η|2),
(2.8)
for some ε(p) > 0 and all λ, η ∈ Rn. In fact, p0 = 21+µ(A) where
µ(A) = ess inf
(x,ξ)∈M
Re
〈A(x), ξ, ξ〉
|〈A(x), ξ, ξ〉| ≥
λ
Λ
, (2.9)
and M is the set (x, ξ) with x ∈ Ω, ξ ∈ Cn, such that 〈A(x)ξ, ξ〉 6= 0. If in
addition the matrix A has symmetric imaginary part (ImA = ImAt) this further
simplifies to
p0 = 2 + 2µ˜
(
µ−
√
µ˜2 + 1
)
, (2.10)
where
µ˜ = ess inf
(x,ξ)∈M˜
〈ReA(x)ξ, ξ〉
|〈ImA(x)ξ, ξ〉| (2.11)
and M˜ is the set of (x, ξ) with x ∈ Ω, ξ ∈ Rn, such that 〈ImA(x)ξ, ξ〉 6= 0.
8 MARTIN DINDOSˇ AND JILL PIPHER
We apply the concept of p-ellipticity to prove the following result.
Theorem 2.4. Assume that the matrix A is p-elliptic. Then there exists λ′p =
λ′p(Λ, λp) > 0 such that for any nonnegative, bounded and measurable function χ
and any u such that |u|(p−2)/2u ∈W 1,2loc (Ω;C), we have
Re
∫
Ω
〈A(x)∇u,∇(|u|p−2u)〉χ(x) dx ≥ λ′p
∫
Ω
|u|p−2|∇u|2χ(x) dx. (2.12)
Proof. Since A is p-elliptic (2.8) holds. Changing the variables λ = 2√
pp′ ξ and
obtain
4
pp′
〈ReA ξ, ξ〉+ 〈ReA η, η〉+
+ 2〈p−1ImA− p′−1ImAt)ξ, η〉 ≥ ε′(|ξ|2 + |η|2). (2.13)
Consider now v ∈W 1,2loc (Ω;C) and write |v|−1v∇v as X + iY , that is
X = Re(|v|−1v∇v) and Y = Im(|v|−1v∇v).
Let χ(x) be a nonnegative bounded an measurable function on Ω. By using X
in place of ξ and Y in place of η, multiplying by χ(x) and integrating over Ω one
obtains from (2.13) (similar to [8, Corollary 4])
Re
∫
Ω
[
〈A∇v,∇v〉 − (1− 2/p)〈(A−A∗)∇(|v|), |v|−1v∇v〉
−(1− 2/p)2〈A∇(|v|),∇(|v|)〉
]
χ(x) dx ≥ ε′
∫
Ω
|∇v|2χ(x) dx (2.14)
Now as in (2.9) of [8] one considers v = |u|p/2−1u and
gε = (|v|2 + ε2)1/2, uε = g2/p−1ε v,
for u, uε. Using our assumption we see that |u|(p−2)/2u, |uε|(p−2)/2uε ∈W 1,2loc (Ω,Cn).
We let ε→ 0+. When p > 2, we obtain, using Lebesgue dominated convergence,
lim
ε→0+
Re
∫
Ω
〈A∇uε,∇(|uε|p−2uε)〉χ(x) dx = (2.15)
Re
∫
Ω
[
〈A∇v,∇v〉 − (1− 2/p)〈(A−A∗)∇(|v|), |v|−1v∇v〉
−(1− 2/p)2〈A∇(|v|),∇(|v|)〉
]
χ(x) dx ≥ ε′
∫
Ω
|∇(|u|p/2−1u)|2χ(x) dx.
and then the first term of (2.15) is just
Re
∫
Ω
〈A(x)∇u,∇(|u|p−2u)〉χ(x) dx. (2.16)
When 1 < p < 2, we use a duality argument based on an observation in [8]. Set
w = |u|p−2u, so that u = |w|p′−2w. The fact that |u|(p−2)/2u ∈W 1,2loc (Ω;C) implies
that |w|(p′−2)/2w ∈W 1,2loc (Ω;C). Then,
Re
∫
Ω
〈A(x)∇u,∇(|u|p−2u)〉χ(x) dx = Re
∫
Ω
〈A∗(x)∇w,∇(|w|p′−2w)〉χ(x) dx,
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and we have that A∗ is p′-elliptic when A is p-elliptic. Therefore, we have reduced
the regime of the first case considered, and the same limiting argument yields
Re
∫
Ω
〈A∗(x)∇w,∇(|w|p′−2w)〉χ(x) dx ≥ λ′p′
∫
Ω
|w|p′−2|∇w|2χ(x) dx. (2.17)
We conclude the argument for (2.12) in the case p < 2 by observing that∫
Ω
|w|p′−2|∇w|2χ(x) dx ≈
∫
Ω
|∇(|w|p′/2−1w)|2χ(x) dx =
∫
Ω
|∇(|u|p/2−1u)|2χ(x) dx.

The following observation will be used frequently.
Lemma 2.5. For all p > 1, and for all x for which u(x) 6= 0
|∇(|u(x)|p/2−1u(x))|2 ≈ |u(x)|p−2|∇u(x)|2.
Proof. For k = 0, 1, . . . , n− 1 we have
∂k(|u|(p−2)/2u) = |u|(p−4)/2
[|u|∂ku+ p−22 u∂k(|u|)] .
Multiplying by its complex conjugate then yields∣∣∣∂k(|u|(p−2)/2u)∣∣∣2 = |u|p−4[|u|2|∂ku|2 + (p− 2)|u|∂k(|u|)Re 〈u, ∂ku〉
+
(
p−2
2
)2 |u|2(∂k(|u|))2].
As in the proof of [9, Lemma 2] we have ∂k(|u|) = |u|−1Re 〈u, ∂ku〉 which yields∣∣∣∂k(|u|(p−2)/2u)∣∣∣2 = |u|p−4[|u|2|∂ku|2 + [(p− 2) + (p−22 )2] |Re 〈u, ∂ku〉|2 ].
Summing over all k gives us∣∣∣∇(|u|(p−2)/2u)∣∣∣2 = |u|p−4[|u|2|∇u|2 + [(p2)2 − 1]∑
k
|Re 〈u, ∂ku〉|2
]
.
Since by Cauchy-Schwarz ∑
k
|Re 〈u, ∂ku〉|2 ≤ |u|2|∇u|2,
then clearly ∣∣∣∇(|u|(p−2)/2u)∣∣∣2 ≤ (1 + ∣∣∣(p2)2 − 1∣∣∣) |u|p−2|∇u|2,
and for p > 0
min
{
1,
(
p
2
)2} |u|p−2|∇u|2 ≤ ∣∣∣∇(|u|(p−2)/2u)∣∣∣2 .
Hence the claim holds. 
We now turn to the main lemmas required to prove Theorem 1.1.
Lemma 2.6. Let the matrix A be p-elliptic for p ≥ 2 and let B have coefficients
satisfying condition (1.9) of Theorem 1.1. Suppose that u is a W 1,2loc (Ω;C) solution
to L in Ω. Then, for any ball Br(x) with r < δ(x)/4,∫
Br(x)
|∇u(y)|2|u(y)|p−2dy . r−2
∫
B2r(x))
|u(y)|pdy (2.18)
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and (
−
∫
Br(x))
|u(y)|qdy
)1/q
.
(
−
∫
B2r(x)
|u(y)|2dy
)1/2
(2.19)
for all q ∈ (2, npn−2 ] when n > 2, and where the implied constants depend only
p-ellipticity and K of (1.9). When n = 2, q can be any number in (2,∞). In
particular, |u|(p−2)/2u belongs to W 1,2loc (Ω;C).
Proof. We begin by assuming that both A and B are smooth. Thus the solution
u to L(u) = 0 will be smooth in the interior of Ω ([29]) and we have (2.12) at our
disposal for any p such that A is p-elliptic. We prove (2.18) first, and then (2.19)
by a bootstrap argument so that no constants appearing depend on the smoothness
of the coefficients of A, B.
Let Br(x) be ball in the interior of Ω with r < δ(x)/4. Let ϕ be a smooth cutoff
function, with ϕ = 1 on Br(x) and vanishing outside of B2r(x). Set v = uϕ. Then,
Lv = uLϕ+A∇u · ∇ϕ+A∗∇u · ∇ϕ. (2.20)
Multiply both sides of (2.20) by |v|p−2v and integrate by parts to obtain
∫
∇(|v|p−2v) ·A∇v dy =
∫
(|v|p−2v)B · ∇v dy +
∫
∇(|v|p−2vu) ·A∇ϕdy
−
∫
|v|p−2vuB · ∇ϕdy −
∫
|v|p−2vA∇u · ∇ϕdy
−
∫
|v|p−2vA∗∇u · ∇ϕdy
(2.21)
The real part of the left hand side of (2.21) is bounded from below by λp
∫ |v|p−2|∇v|2 dy
by p-ellipticity and (2.12). The first of the five terms on the right hand side above
has the bound∣∣∣∣∫ (|v|p−2v) ·B∇v dy∣∣∣∣ . Kr−1(∫ |v|p−2|∇v|2 dy)1/2(∫ |v|p dy)1/2 (2.22)
where K is as in (1.9). The third term has the bound∣∣∣∣∫ |v|p−2vuB · ∇ϕdy∣∣∣∣ . K r−2 ∫
B2r(x)
|u|p dy. (2.23)
In terms four and five, we use the fact that v∇u = u∇v− |u|2∇ϕ to bound each of
these integrals by a constant multiple of∫
|v|p−2|u||∇ϕ||∇v|+ |v|p−2|u|2|∇ϕ|2 dy (2.24)
with constant depending on the ellipticity parameter Λ. By Cauchy-Schwarz, this
integral is bounded by terms like those in (2.22) and (2.23). After distributing the
gradient, the second term has the following bound∫
|∇(|v|p−2v)||u||∇ϕ|+ |v|p−2|v∇u||∇ϕ| dy (2.25)
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Using Lemma 2.5 to compute the derivative in the first expression, the first term
in the above integral is bounded by∫
|v|p−2||∇v||u||∇ϕ|dy (2.26)
and the second expression, using the same trick as in (2.24) is bounded by∫
|v|p−2|∇v||u||∇ϕ|+ |v|p−2|u|2|∇ϕ|2dy (2.27)
Taking the real part of both sides of (2.21) and combining all these estimates, and
noting that the constants do not depend on the smoothness of the A or B gives
(2.18) for this u. Observe, in addition, that the Sobolev embedding gives(
−
∫
Br(x)
|u|p˜ dy
)1/p˜
.
(
−
∫
B2r(x)
|v|p˜ dy
)1/p˜
.
(
r2−
∫
B2r(x)
|∇(|v|p/2−1v)|2 dy
)1/p
(2.28)
where p˜ = pnn−2 . When n = 2, this should be interpreted as p˜ ∈ (1,∞). In fact, a
stronger statement holds, namely that u is Ho¨lder continuous in the interior.
First we use (2.28) and the argument for (2.18) (see (2.21) and the subsequent
estimates) to obtain a reverse Ho¨lder inequality for u. That is, for 1 < α ≤ 2,(
−
∫
Br(x)
|u|p˜ dy
)1/p˜
.
(
−
∫
Bαr(x)
|u|p dy
)1/p
(2.29)
Note that at this moment we have only proven (2.29) for α = 2; however, by
adjusting the cutoff function ϕ, the entire argument can be done with balls Bαr(x),
for any α > 1, and with a new constant which will depend on α. Iterating (2.29) k
times gives (
−
∫
Br(x)
|u|pk dy
)1/pk
.
(
−
∫
B
αkr
(x)
|u|2 dy
)1/2
(2.30)
for pk = 2(
n
n−2 )
k, as long as pk−1 < p.
It remains to remove the assumption of smoothness of the coefficients of the
operator, noting that the constants appearing in (2.18) and (2.19) depend only
on the p-ellipticity and K and not on any smoothness parameter. Suppose that
A satisfies the condition of p-ellipticity and B satisfies (1.9), and let Aj and Bj
be smooth approximations, converging a.e. to A, B, respectively. Let uj be the
solution to Ljuj = 0 with the same boundary data as u. We claim that the
arguments of section 7 of [26] can be used to show that uj → u strongly in W 1,2
on compact subsets of Ω. We note that the arguments of [26] did not consider the
convergence of lower order terms, but this will follow in the same way from the
strong convergence of of uj to u in L
q for q = 2n/(n−2). From the fact that (2.19)
holds for uj , and the strong convergence of uj to u in L
2(B2r), we see that the
Lq averages of uj are uniformly bounded. Passing to a subsequence if necessary,
we have weak convergence of the uj in L
q, and that weak limit must be u. This
implies that the Lq average of u is bounded as well, i.e., we have (2.19) for u.
Now set wj = |uj(x)|p/2−1uj(x) and w = |u(x)|p/2−1u(x). From (2.18) for uj and
(2.19) for u, we have that wj is uniformly bounded in W
1,2
loc (Ω;C). This gives weak
convergence of wj to a limit, which again must be w. The weak convergence gives
the uniform bound on |∇w|2, and thus (2.18) for u.
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
Lemma 2.7. Let the matrix A be p-elliptic for p < 2 and let B have coefficients
satisfying condition (1.9) of Theorem 1.1. Suppose that u is a W 1,2loc (Ω;C) solution
to L in Ω. Then, for any ball Br(x) with r < δ(x)/4 and any ε > 0
r2−
∫
Br(x)
|∇u(y)|2|u(y)|p−2dy ≤ Cε−
∫
B2r(x)
|u(y)|pdy + ε
(
−
∫
B2r(x)
|u(y)|2dy
)p/2
(2.31)
and(
−
∫
Br(x)
|u(y)|2dy
)1/2
≤ Cε
(
−
∫
B2r(x)
|u(y)|pdy
)1/p
+ ε
(
−
∫
B2r(x)
|u(y)|2dy
)1/2
(2.32)
where the constants depend only p-ellipticity, K of (1.9) and ε > 0. In particular,
|u|(p−2)/2u belongs to W 1,2loc (Ω;C).
Proof. We assume that A and B are smooth, and remove this assumption later. We
can therefore, as before, assume that we have a smooth solution to L. The proof of
this lemma proceeds in a similar fashion as in (2.19), but without introducing the
cutoff function ϕ. This will lead to presence of the two extra terms (with ε) on the
right hand sides of (2.31) and (2.32) which were not needed in (2.18) and (2.19).
Unfortunately, if we attempt to proceed as in Lemma 2.6 with v = uϕ we will run
into trouble estimating terms like (2.27) as |v|p−2 ≤ |u|p−2 when p ≥ 2, but in our
case p < 2 this does not hold and we run into problems near the boundary of supp
ϕ where ϕ can be arbitrary small.
The fact that we do not introduce the cutoff function ϕ does mean we have fewer
terms to take care of but we do have to worry about one additional boundary inte-
gral and more importantly we also have to introduce an additional approximation
to account for the fact that p− 2 is negative. To that end, define a cutoff function
ρδ as follows.
ρδ(s) =
{
δ
p−2
2 , if 0 ≤ s ≤ δ
s
p−2
2 , if s > δ.
(2.33)
Following the proof of Lemma 2.7, we multiply both sides of the equation Lu = 0
by ρδ(|u|)2u and integrate:∫
Br(x)
∇(ρ2δ(|u|)u) ·A∇u dy =
∫
Br(x)
(ρ2δ(|u|)u)B · ∇u dy (2.34)
+
∫
∂Br(x)
(ρ2δ(|u|)u)ν ·A∇u dσ(y).
Here ν is the outer unit normal which for the ball is just y−xr .
The left hand side of (2.34) splits into terms:∫
Br(x)
∇(ρ2δ(|u|)u) ·A∇u dy = δp−2
∫
Br(x)\Eδ
〈A∇u,∇u〉 dy (2.35)
+
∫
Eδ∩Br(x)
A∇u · ∇(|u|p−2u) dy
ELLIPTIC PDES WITH COMPLEX COEFFICIENTS 13
where Eδ = {|u| > δ}. Applying Theorem 2.4 on the open set Eδ ∩Br(x), we have
that
Re
∫
Eδ∩Br(x)
A∇u · ∇(|u|p−2u) dy ≥ λp
∫
Eδ∩Br(x)
|u|p−2|∇u|2 dy (2.36)
Ultimately we will let δ → 0, and we will show that the integrals involving
Br(x) \ Eδ will tend to zero. The main tool will be the following fact, established
in [20] for smooth functions u, namely
δr
∫
Br(x)\Eδ
|∇u|2dy → 0 (2.37)
for all r > −1.
We first take care of the boundary integral in (2.34). Observe that (2.34)-(2.36)
hold not only on the ball Br(x) but on any enlarged ball Bαr(x) for 1 ≤ α ≤ 3/2.
Hence if we write (2.34) for each such α and then average over the interval [1, 3/2]
the last term of (2.34) will turn into a solid integral over the set B3r/2(x) \Br(x).
This and (2.35)-(2.36) then yields
λp
∫
Eδ∩Br(x)
|u|p−2|∇u|2 dy ≤ sup
α∈[1,3/2]
∣∣∣∣∣
∫
Bαr(x)
(ρ2δ(|u|)u)B · ∇u dy
∣∣∣∣∣ (2.38)
+
∣∣∣∣∣r−1
∫
B3r/2(x)\Br(x)
(ρ2δ(|u|)u)
(y − x) ·A∇u
|y − x| dy
∣∣∣∣∣+ o(1),
where o(1) contains the integral over the complement of Eδ, which tend to zero as
δ → 0.
Each of the two terms on the right hand side of (2.38) will split into two integrals,
one on B3r/2(x) \ Eδ and one on Eδ ∩B3r/2(x). Clearly,
∣∣∣∣∣
∫
Bαr(x)
(ρ2δ(|u|)u)B · ∇u dy
∣∣∣∣∣ . r−1
∫
Eδ∩B3r/2(x)
|u|p−1|∇u| dy (2.39)
+ δp−1r−1
∫
B3r/2(x)\Eδ
|∇u| dy,
and∣∣∣∣∣r−1
∫
B3r/2(x)\Br(x)
(ρ2δ(|u|)u)
(y − x) ·A∇u
|y − x| dy
∣∣∣∣∣ . r−1
∫
Eδ∩B3r/2(x)
|u|p−1|∇u| dy
(2.40)
+ δp−1r−1
∫
B3r/2(x)\Eδ
|∇u| dy.
where the implied constants in (2.39) and (2.40) depend on K and Λ respectively.
The last terms in both inequalities behave like Cδp−1, and will tend to zero as
δ → 0 and hence can be written as o(1) terms. By Ho¨lder inequality we have for
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the first terms on the right hand side of (2.39)-(2.40):
r−1
∫
Eδ∩B3r/2(x)
|u|p−1|∇u| dy ≤ r−1
(∫
B3r/2(x)
|u|pdy
)(p−1)/p(∫
B3r/2(x)
|∇u|pdy
)1/p
(2.41)
≤ Cεr−2
∫
B3r/2(x)
|u|pdy + εrp−2
∫
B3r/2(x)
|∇u|pdy,
for any ε > 0.
Putting all terms together therefore yields
λpr
2
∫
Eδ
|v|p−2|∇v|2 dy ≤ Cε
∫
B3r/2(x)
|u|p dy+εrp
∫
B3r/2(x)
|∇u|p dy+o(1), (2.42)
where o(1) contains all integrals over the complement of Eδ, which tend to zero as
δ → 0. The constant Cε depends on Λ and K (and ε) but not on the smoothness
of A and B. Let δ tend to zero and obtain
r2
∫
{y:u(y)6=0}∩Br(x)
|u|p−2|∇u|2 dy ≤ C ′ε
∫
B2r(x)
|u|p dy + εrp
∫
B3r/2(x)
|∇u|p dy.
(2.43)
Recalling the convention that |u|p−2|∇u|2 is taken to be zero whenever ∇u = 0, the
integral on the left hand side of (2.43) can be taken on the set Br(x) \ {y : u(y) =
0,∇u(y) 6= 0}. However the measure of {y : u(y) = 0,∇u(y) 6= 0} is zero and so
we can conclude that (after introducing averages)
r2−
∫
Br(x)
|u|p−2|∇u|2 dy ≤ C ′′ε−
∫
B2r(x)
|u|p dy + εrp−
∫
B3r/2(x)
|∇u|p dy (2.44)
holds. The final step is to use Ho¨lder inequality and Caccioppoli inequality (which
is just (2.18) of Lemma 2.6 when p = 2) for the last term of (2.44). We have
rp−
∫
B3r/2(x)
|∇u|p dy .
(
r2−
∫
B3r/2(x)
|∇u|2 dy
)p/2
.
(
−
∫
B2r(x)
|u|2 dy
)p/2
. (2.45)
Finally, (2.44) and (2.45) combined yields (2.31).
The argument for (2.32) is similar to that for the case p > 2. First, we have the
analog of (2.29).(
−
∫
Br(x)
|u|p˜ dy
)1/p˜
≤ Cε
(
−
∫
Bαr(x)
|u|p dy
)1/p
+ ε
(
−
∫
Bαr(x)
|u|2 dy
)1/2
(2.46)
The iteration scheme starts with a p < 2 and stops when we reach a pk greater
than or equal to 2. Each iteration will give us additional term of the form(
−
∫
Bαir(x)
|u|2 dy
)1/2
on the right hand side for i = 1, 2, . . . , k multiplied by a constant that can be
as small as required, since at each step of the iteration ε in (2.46) can be chosen
independently of the previous choices.
Finally, since the constants in (2.31) and (2.32) do not depend on the smoothness
of the coefficients of A and B, arguments very similar to those in Lemma 2.6 allow
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us to pass to the limit and obtain these inequalities for solutions to L under the
assumptions of the Lemma.

The reverse Ho¨lder inequalities of Lemmas 2.6 and 2.7 prove Theorem 1.1.
3. Carleson measures, nontangential maximal functions and
p-adapted square functions
3.1. Nontangential maximal and square functions. On a domain of the form
Ω = {(x0, x′) ∈ R×Rn−1 : x0 > φ(x′)}, (3.1)
where φ : Rn−1 → R is a Lipschitz function with Lipschitz constant given by
L := ‖∇φ‖L∞(Rn−1), define for each point x = (x0, x′) ∈ Ω
δ(x) := x0 − φ(x′) ≈ dist(x, ∂Ω). (3.2)
In other words, δ(x) is comparable to the distance of the point x from the boundary
of Ω.
Definition 3.1. A cone of aperture a > 0 is a non-tangential approach region to
the point Q = (x0, x
′) ∈ ∂Ω defined as
Γa(Q) = {y = (y0, y′) ∈ Ω : a|x0 − y0| > |x′ − y′|}. (3.3)
We require 1/a > L, otherwise the cone is too large and might not lie inside
Ω. But when Ω = Rn+ all parameters a > 0 may be considered. Sometimes it is
necessary to truncate Γ(Q) at height h, in which case we write
Γha(Q) := Γa(Q) ∩ {x ∈ Ω : δ(x) ≤ h}. (3.4)
Definition 3.2. For Ω ⊂ Rn as above, the square function of some u ∈W 1,2loc (Ω;C)
at Q ∈ ∂Ω relative to the cone Γa(Q) is defined by
Sa(u)(Q) :=
(∫
Γa(Q)
|∇u(x)|2δ(x)2−n dx
)1/2
(3.5)
and, for each h > 0, its truncated version is given by
Sha (u)(Q) :=
(∫
Γha(Q)
|∇u(x)|2δ(x)2−n dx
)1/2
. (3.6)
A simple application of Fubini’s theorem gives
‖Sa(u)‖2L2(∂Ω) ≈
∫
Ω
|∇u(x)|2δ(x) dx. (3.7)
In [18], a “p-adapted” square function was introduced in order to solve Dirichlet
problems in the range 1 < p < 2. We shall use this method, and a similar p-
adapted square function, but for both the ranges p ≥ 2 and p < 2. In the following
definition, when p < 2 we use the convention that the expression |∇u(x)|2|u(x)|p−2
is zero whenever ∇u(x) vanishes.
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Definition 3.3. For Ω ⊂ Rn, the p-adapted square function of u ∈ W 1,2loc (Ω;C) at
Q ∈ ∂Ω relative to the cone Γa(Q) is defined by
Sp,a(u)(Q) :=
(∫
Γa(Q)
|∇u(x)|2|u(x)|p−2δ(x)2−n dx
)1/2
(3.8)
and, for each h > 0, its truncated version is given by
Shp,a(u)(Q) :=
(∫
Γha(Q)
|∇u(x)|2|u(x)|p−2δ(x)2−n dx
)1/2
. (3.9)
We have shown (Lemma 2.6) that the expressions of the form |∇u(x)|2|u(x)|p−2,
when u is a solution of Lu = 0 are locally integrable and hence the definition of
Sp(u) makes sense for such p.
Definition 3.4. For Ω ⊂ Rn as above, and for a continuous u : Ω → C, the
nontangential maximal function (h-truncated nontangential maximal function) of
u at Q ∈ ∂Ω relative to the cone Γa(Q), is defined by
Na(u)(Q) := sup
x∈Γa(Q)
|u(x)| and Nha (u)(Q) := sup
x∈Γha(Q)
|u(x)|. (3.10)
Moreover, we shall also consider a related version of the above nontangential max-
imal function. This is denoted by N˜p,a and is defined using L
p averages over balls
in the domain Ω. Specifically, given u ∈ Lploc(Ω;C) we set
N˜p,a(u)(Q) := sup
x∈Γa(Q)
w(x) and N˜hp,a(u)(Q) := sup
x∈Γha(Q)
w(x) (3.11)
for each Q ∈ ∂Ω and h > 0 where, at each x ∈ Ω,
w(x) :=
(
−
∫
Bδ(x)/2(x)
|u(z)|p dz
)1/p
. (3.12)
Above and elsewhere, a barred integral indicates an averaging operation. Ob-
serve that, given u ∈ Lploc(Ω;C), the function w associated with u as in (3.12) is
continuous and N˜p,a(u) = Na(w) everywhere on ∂Ω.
The L2-averaged nontangential maximal function was introduced in [26] in con-
nection with the Neuman and regularity problem value problems. In the context
of p-ellipticity, Theorem 1.1 shows that there is no difference between L2 averages
and Lp averages, a fact which we record in the following proposition.
Proposition 3.5. Suppose that u is a W 1,2loc (Ω;C) solution to L = divA(x)∇ +
B(x) · ∇ in Ω, where the matrix A is assume to be p-elliptic for p ∈ (p0, p′0), and
B satisfies condition (1.9). Then, for every Q ∈ ∂Ω
N˜p,a(u)(Q) . N˜q,a′(u)(Q) ∀p, q ∈
(
p0,
p′0n
n− 2
)
(3.13)
when the aperture parameters of the cones satisfy a < a′ and p ≤ q or q ≥ 2.
When a < a′, q < 2, p > q and p, q ∈
(
p0,
p′0n
n−2
)
we have a weaker estimate
N˜p,a(u)(Q) . N˜q,a′(u)(Q) + εN˜2,a′(u)(Q), (3.14)
for all ε > 0.
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Finally, for any aperture parameters a, a′ in the appropriate range, and for all
p, q in the same range as (3.13),
‖N˜p,a(u)‖Lr(∂Ω) ≈ ‖N˜q,a′(u)‖Lr(∂Ω) (3.15)
for all r > 0.
Proof. Clearly, (3.13) and (3.14) follows from (1.10) (as we have noted earlier the
integral over B2r in (1.10) can be replaced by Bαr for any α > 1 and hence the
cones Γa′(Q) used on the right hand side of (3.13) and (3.14) can be just little bit
larger that the cone Γa(Q) used in definition of N˜p,a(u) on the left hand side of
(3.13) and (3.14)).
Looking at the equivalence in the Lr norm, consider for the moment still the
case when a′ > a. When p < q or q ≥ 2
‖N˜p,a(u)‖Lr(∂Ω) . ‖N˜q,a′(u)‖Lr(∂Ω) (3.16)
follows from (3.13). Otherwise by (3.14) applied to p = 2 yields
‖N˜2,a(u)‖Lr(∂Ω) . ‖N˜q,a′(u)‖Lr(∂Ω) + ε‖N˜2,a′(u)‖Lr(∂Ω). (3.17)
The norm equivalence of the nontangential maximal functions N˜p,a and N˜p,a′ for
different aperture parameters a, a′ requires only a classical real-variable argument
using the level sets {N˜p,a(u) > λ} and {N˜p,a′(u) > λ}. Hence always
‖N˜p,a′(u)‖Lr(∂Ω) . ‖N˜p,a(u)‖Lr(∂Ω). (3.18)
Combining this with (3.17) implies that
‖N˜2,a(u)‖Lr(∂Ω) . ‖N˜q,a′(u)‖Lr(∂Ω) + ε‖N˜2,a(u)‖Lr(∂Ω), (3.19)
which by choosing ε > 0 sufficiently small then gives
‖N˜2,a(u)‖Lr(∂Ω) . ‖N˜q,a′(u)‖Lr(∂Ω). (3.20)
Combining this with (3.16) for any p ∈
(
p0,
p′0n
n−2
)
and a < a′′ < a′ we then have
‖N˜p,a(u)‖Lr(∂Ω) . ‖N˜2,a′′(u)‖Lr(∂Ω) . ‖N˜q,a′(u)‖Lr(∂Ω) (3.21)
as desired. Hence (3.16) holds for any p, q in our range as long as a′ > a.
The reverse inequality to (3.16) can be obtained using (3.18) by choosing a′′ < a.
This gives
‖N˜q,a′(u)‖Lr(∂Ω) . ‖N˜q,a′′(u)‖Lr(∂Ω)
and then since a′′ < a by (3.16)
‖N˜q,a′′(u)‖Lr(∂Ω) . ‖N˜p,a(u)‖Lr(∂Ω).

3.2. Carleson measures. We begin by recalling the definition of a Carleson mea-
sure in a domain Ω as in (3.1). For P ∈ Rn, define the ball centered at P with the
radius r > 0 as
Br(P ) := {x ∈ Rn : |x− P | < r}. (3.22)
Next, given Q ∈ ∂Ω, by ∆ = ∆r(Q) we denote the surface ball ∂Ω ∩ Br(Q). The
Carleson region T (∆r) is then defined by
T (∆r) := Ω ∩Br(Q). (3.23)
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Definition 3.6. A Borel measure µ in Ω is said to be Carleson if there exists a
constant C ∈ (0,∞) such that for all Q ∈ ∂Ω and r > 0
µ (T (∆r)) ≤ Cσ(∆r), (3.24)
where σ is the surface measure on ∂Ω. The best possible constant C in the above
estimate is called the Carleson norm and is denoted by ‖µ‖C.
In all that follows we now assume that the coefficients of the matrix A and B
of the elliptic operator L = divA(x)∇ + B(x) · ∇ satisfies the following natural
conditions. First, we assume that the entries Aij of A are in Liploc(Ω) and the
entries of B are L∞loc(Ω). Second, we assume that
dµ(x) = sup
Bδ(x)/2(x)
[|∇A|2 + |B|2]δ(x) dx (3.25)
is a Carleson measure in Ω. Sometimes, and for certain coefficients of A, we will
assume that their Carleson norm ‖µ‖C is sufficiently small. Crucially we have the
following result.
Theorem 3.7. Suppose that dν = f dx and dµ(x) =
[
supBδ(x)/2(x) |f |
]
dx. Assume
that µ is a Carleson measure. Then there exists a finite constant C = C(L, a) > 0
such that for every u ∈ Lploc(Ω;C) one has∫
Ω
|u(x)|p dν(x) ≤ C‖µ‖C
∫
∂Ω
(
N˜p,a(u)
)p
dσ. (3.26)
Furthermore, consider Ω = Rn+ where µ and ν are measures as above supported in
Ω and δ(x0, x
′) = x0. Let h : Rn−1 → R+ be a Lipschitz function with Lipschitz
norm L and
Ωh = {(x0, x′) : x0 > h(x′)}.
Then for any ∆ ⊂ Rn−1 with sup∆ h ≤ diam(∆)/2 we have∫
Ωh∩T (∆)
|u(x)|p dν(x) ≤ C‖µ‖C
∫
∂Ωh∩T (∆)
(
N˜p,a,h(u)
)p
dσ. (3.27)
Here for a point Q = (h(x′), x′) ∈ ∂Ωh we define
N˜p,a,h(u)(Q) = sup
Γa(Q)
w, (3.28)
where
Γa(Q) = Γa((h(x
′), x′)) = {y = (y0, y′) ∈ Ω : a|h(x′)− y0| > |x′ − y′|} (3.29)
and the Lp averages w are defined by (3.12) where the distance δ is taken with
respect to the domain Ω = Rn+.
Proof. For the first part of the claim let
Ω =
⋃
i
Oi
be a Whitney decomposition of Ω and assume that the Whitney sets Oi are such
that for any x ∈ Oi we have Oi ⊂ Bδ(x)/2(x). Also, |Oi| ≈ |Bδ(x)/2(x)|. It follows
that on each Oi we have∫
Oi
|u(x)|p dν(x) ≤
[
sup
Oi
|f |
] ∫
Oi
|u(x)|p dx.
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By the definition (3.12) for w it follows that for any y ∈ Oi we have∫
Oi
|u(x)|p dν(x) .
[
sup
Bδ(y)/2(y)
|f |
]
w(y)p|Oi|.
From this ∫
Oi
|u(x)|p dν(x) .
∫
Oi
w(y)pdµ(y). (3.30)
Summing over all i we get∫
Ω
|u(x)|p dν(x) .
∫
Ω
w(y)pdµ(y) . ‖µ‖C
∫
∂Ω
Na(w)
p dσ,
where the last inequality follows from the usual inequality for the Carleson measure.
Since N˜p,a(u) = Na(w) the claim follows.
The second claim has a similar argument. Because h is Lipschitz and sup∆ h ≤
diam(∆)/2 it follows that
Ωh ∩ T (∆) =
⋃
i
Oi
where again Oi are Whitney sets with respect to the original domain Ω = Rn+. It
follows that for each i once again (3.30) holds. Summing over i we get∫
Ωh∩T (∆)
|u(x)|p dν(x) .
∫
Ωh∩T (∆)
w(y)pdµ(y) . ‖µ‖C
∫
∂Ωh∩T (∆)
Na,h(w)
p dσ,
where the last inequality is a standard estimate for a Carleson measure on a Lips-
chitz domain. 
3.3. Pullback Transformation. The Carleson measure conditions, (3.25), on the
coefficients of L are compatible with a useful change of variables described in this
subsection.
For a domain Ω as in (3.1), consider a mapping ρ : Rn+ → Ω appearing in works
of Dahlberg, Necˇas, Kenig-Stein and others, defined by
ρ(x0, x
′) :=
(
x0 + Pγx0 ∗ φ(x′), x′
)
, ∀ (x0, x′) ∈ Rn+, (3.31)
for some positive constant γ. Here P is a nonnegative function P ∈ C∞0 (Rn−1)
and, for each λ > 0,
Pλ(x
′) := λ−n+1P (x′/λ), ∀x′ ∈ Rn−1. (3.32)
Finally, Pλ ∗ φ(x′) is the convolution
Pλ ∗ φ(x′) :=
∫
Rn−1
Pλ(x
′ − y′)φ(y′) dy′. (3.33)
Observe that ρ extends up to the boundary of Rn+ and maps one-to-one from ∂R
n
+
onto ∂Ω. Also for sufficiently small γ . L the map ρ is a bijection from Rn+ onto Ω
and, hence, invertible.
For u ∈ W 1,2loc (Ω;C) that solves Lu = 0 in Ω with Dirichlet datum f consider
v := u ◦ ρ and f˜ := f ◦ ρ. The change of variables via the map ρ just described
implies that v ∈W 1,2loc (Rn+;C) solves a new elliptic PDE of the form
0 = div(A˜(x)∇v) + B˜(x) · ∇v, (3.34)
with boundary datum f˜ on ∂Rn+. Hence, solving a boundary value problem for u in
Ω is equivalent to solving a related boundary value problem for v in Rn+. Crucially,
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if the coefficients of the original system are such that (3.25) is a Carleson measure,
then the coefficients of A˜ and B˜ satisfy an analogous Carleson condition in the
upper-half space. If, in addition, the Carleson norm of (3.25) is small and L (the
Lipschitz constant for the domain Ω) is also small, then the Carleson norm for the
new coefficients A˜ and B˜ will be correspondingly small. Hence the map ρ allows us
to assume that the domain is Ω = Rn+.
Moreover, this transformation also preserves p-ellipticity.
4. The Lp-Dirichlet problem
When an operator L is as in Theorem 1.2 is uniformly elliptic in the sense of
(1.1), the Lax-Milgram lemma can be applied and guarantees the existence of weak
solutions. That is, given any f ∈ B˙2,21/2(∂Ω;C), the homogenous space of traces of
functions in W˙ 1,2(Ω;C), there exists a unique (up to a constant) u ∈ W˙ 1,2(Ω;C)
such that Lu = 0 in Ω and Tru = f on ∂Ω. We call these solutions “energy
solutions” and use them to define the notion of solvability of the Lp Dirichlet
problem.
Definition 4.1. Let Ω be the Lipschitz domain introduced in (3.1) and fix an
integrability exponent p ∈ (1,∞). Also, fix an aperture parameter a > 0. Consider
the following Dirichlet problem for a complex valued function u : Ω→ C:
0 = ∂i (Aij(x)∂ju) +Bi(x)∂iu in Ω,
u(x) = f(x) for σ-a.e. x ∈ ∂Ω,
N˜2,a(u) ∈ Lp(∂Ω),
(4.1)
where the usual Einstein summation convention over repeated indices (i, j in this
case) is employed.
We say the Dirichlet problem (4.1) is solvable for a given p ∈ (1,∞) if there exists
a C = C(p,Ω) > 0 such that for all boundary data f ∈ Lp(∂Ω;C) ∩ B2,21/2(∂Ω;C)
the unique “energy solution” satisfies the estimate
‖N˜2,a(u)‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω;C). (4.2)
Remark. Given f ∈ B˙2,21/2(∂Ω;C) ∩ Lp(∂Ω;C) the corresponding energy solution
constructed above is unique (since the decay of Lp eliminates constant solutions).
As the space B˙2,21/2(∂Ω;C) ∩ Lp(∂Ω;C) is dense in Lp(∂Ω;C) for each p ∈ (1,∞),
it follows that there exists a unique continuous extension of the solution operator
f 7→ u to the whole space Lp(∂Ω;C), with u such that N˜2,a(u) ∈ Lp(∂Ω) and the
accompanying estimate ‖N˜2,a(u)‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω;C) being valid.
Moreover, we shall establish in the appendix that under the assumptions of
Theorem 1.2 for any f ∈ Lp(∂Ω;C) the corresponding solution u constructed by
the continuous extension attains the datum f as its boundary values in the following
sense. Consider the average u˜ : Ω→ C defined by
u˜(x) = −
∫
Bδ(x)/2(x)
u(y) dy, ∀x ∈ Ω.
Then
f(Q) = lim
x→Q, x∈Γ(Q)
u˜(x), for a.e. Q ∈ ∂Ω, (4.3)
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where the a.e. convergence is taken with respect to the Hn−1 Hausdorff measure
on ∂Ω.
Let us make some observations that explain the structural assumptions we have
made in Theorem 1.2. As we have already stated it suffices to formulate the result
in the case Ω = Rn+ by using the pull-back map introduced above. Since Theorem
1.2 requires that the coefficients have small Carleson norm this puts a restriction
on the size of the Lipschitz constant L = ‖∇φ‖L∞ of the map φ that defines the
domain Ω in (3.1). The constant L will have also to be small (depending on λp, Λ,
n and p).
For technical reasons in the proof we also need that all coefficients A0j , j =
0, 1, . . . , n − 1 are real. This can be ensured as follows. When j > 0 observe that
we have
∂0([ImA0j ]∂ju) = ∂j([ImA0j ]∂0u)+(∂0[ImA0j ])∂ju−([∂jImA0j ])∂0u (4.4)
which allows to move the imaginary part of the coefficient A0j onto the coefficient
Aj0 at the expense of two (harmless) first order terms. This does not work for the
coefficient A00. Instead we make the following observation.
Suppose that the measure (3.25) associated to an operator L = ∂i (Aij(x)∂j) +
Bi(x)∂i is Carleson. Consider a related operator L˜ = ∂i
(
A˜ij(x)∂j
)
+ B˜i(x)∂i,
where A˜ = αA and B˜ = αB − (∂iα)Aij , and α ∈ L∞(Ω) is a complex valued
function such that |α(x)| ≥ α0 > 0 and |∇α|2x0 is a Carleson measure.
Observe that a weak solution u to L˜u = 0 is also a weak solution to Lu = 0
and that the new coefficients of A˜ and B˜ also satisfy a Carleson measure condition
as in (3.25), from the assumption on α. We will only require that the coefficient
A˜00 is real but we may as well ensure for simplicity that it equals to 1. Clearly,
if we choose α = A−100 , then the new operator L˜ will have this property. When
A00 (and hence α) is real, then so is A˜00. Similarly, if A is p-elliptic and ImA00
is sufficiently small (depending on the ellipticity constants), then A˜ will also be
p-elliptic. However, if Imα is not small, the p-ellipticity, after multiplication of A
by α may not be preserved. Thus, we assume in our main result (Theorem 1.2) the
p-ellipticity of the new matrix A˜ which has all coefficients A˜0j , j = 0, 1, . . . , n − 1
real, as this is not implied in the general case from the p-ellipticity of the original
matrix A.
The solutions to the Dirichlet problem in the infinite domain Rn+ will be obtained
as a limit of solutions in infinite strips Ωh = {x = (x0, x′)) ∈ R×Rn−1 : 0 < x0 <
h}. We define them as follows.
Definition 4.2. Let Ω = Rn+, and let Ωh be the infinite strip
Ωh = {x = (x0, x′)) ∈ R×Rn−1 : 0 < x0 < h},
and let p ∈ (1,∞). Also, fix an aperture parameter a > 0. Let u be a complex
valued function u : Ω→ C such that
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
0 = ∂i (Aij(x)∂ju) +Bi(x)∂iu in Ω
h,
u(x0, x
′) = 0, for all x0 ≥ h,
u(x) = f(x) for σ-a.e. x ∈ ∂Ω,
N˜2,a(u) ∈ Lp(∂Ω),
(4.5)
where the usual Einstein summation convention over repeated indices (i, j in this
case) is employed.
We say the Dirichlet problem (4.5) is solvable for a given p ∈ (1,∞) if there exists
a C = C(p,Ω) > 0 such that for all boundary data f ∈ Lp(∂Ω;C)∩B2,21/2(∂Ω;C) we
have that u
∣∣
Ωh
is the unique “energy solution” to
0 = ∂i (Aij(x)∂ju) +Bi(x)∂iu in Ω
h,
u(x0, x
′) = 0, for x0 = h
u(x) = f(x) for σ-a.e. x ∈ ∂Ω,
(4.6)
and satisfies the estimate
‖N˜2,a(u)‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω;C). (4.7)
We now give the proof of Theorem 1.2. We will establish the solvability of
the Dirichlet problem (4.5) assuming that the coefficients of A and B are smooth,
applying the results of sections 5 and 6. The constants will not depend on the
degree of smoothness or on the width of the strip. Then, a limiting argument proves
Theorem 1.2 for smooth coefficients. Finally, we consider smooth approximations
of L, and another limiting argument gives Theorem 1.2.
Proof. Let uh be the energy solution in Ω
h as in Definition 4.2. As follows from
Corollary 5.2
λ′p
∫∫
Rn+
|∇uh|2|uh|p−2x0 dx′ dx0 ≤
∫
Rn−1
|f(x′)|p dx′+C‖µ′‖C
∫
Rn−1
[
N˜p,a(uh)
]p
dx′.
(4.8)
We shall momentarily assume finiteness of the quantities involving nontangential
maximal functions and square functions needed to apply Corollary 6.2, and return
to this point later. Thus we have∫
Rn−1
[
N˜p,a(uh)
]p
dx′ ≤ C1
∫
Rn−1
|f(x′)|p dx′ + C2‖µ′‖C
∫
Rn−1
[
N˜p,a(uh)
]p
dx′.
(4.9)
Here the constants C1, C2 depend on p, λp ,Λ, n and ‖µ‖C . It follows that for
‖µ′‖C < 1
2C2
we have that ∫
Rn−1
[
N˜p,a(uh)
]p
dx′ ≤ 2C1
∫
Rn−1
|f(x′)|p dx′. (4.10)
We now consider the limit of uh, as h→∞. The uniform Lax-Milgram estimate
on ‖∇uh‖L2(Rn+) by ‖f‖B˙2,21/2 , and the fact that Tr(uh) = f , gives a weakly conver-
gent subsequence to some u with ‖∇u‖L2(Rn+) ≤ C‖f‖B˙2,21/2 and Tr(u) = f . This
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subsequence is therefore strongly convergent to u in L2loc(R
n
+) It follows that the
L2 averages wh of uh converge locally and uniformly to w, the L
2 averages of u in
Cloc(Rn+).
Let Γk(x
′) be the doubly truncated cone Γ(x′) ∩ {1/k < x0 < k}. Define
N˜k(u)(x
′) = sup
y∈Γk(x′)
|w(y)|,
and with N˜k(uh)(x
′) defined analogously. Then we have
N˜k(uh)(x
′)→ N˜k(u)(x′) uniformly on compact subsets K ⊂ Rn−1.
Finally, using (4.10), this give on each such set K,
‖N˜k(u)‖Lp(K) = lim
h→∞
‖N˜k(uh)‖Lp(K) ≤ C‖f‖Lp(Rn−1).
The constant C in the estimate above is independent of K and k, so that taking the
supremum in each of k and K gives the desired estimate assuming the coefficients
are smooth. Finally, we approximate our coefficients by smooth functions, and the
passage from the smooth coefficient case requires a further argument that mirrors
the limiting process above using truncations of cones.
We now address the finiteness requirements of Corollary 6.2, in two separate
cases. In the a priori estimate ‖N˜p,a(uh)‖Lp(Rn−1) < c, the constant c is allowed
to depend on measures of smoothness of the coefficients or on the truncation pa-
rameter h, as the only property used to obtain estimate (4.10) is the fact that
‖N˜p,a(uh)‖Lp(Rn−1) is finite.
Consider first the case p ≥ 2. First,
‖N˜p,a(uh)‖2L2(Rn−1) . ‖S2,a(uh)‖2L2(Rn−1) .
∫
Ωh
|∇uh|2dx <∞.
By interpolation with the Agmon-Douglis-Nirenberg ([5]) L∞ bound for solutions
to smooth systems, it follows that ‖N˜p,a(uh)‖Lp(Rn−1) < ∞. Since p ≥ p′, this
suffices to apply Corollary 6.2.
Now suppose that p < 2. In this case, we need that both ‖N˜p,a(uh)‖Lp(Rn−1) <∞
and ‖Sp′,a(uh)‖pLp(Rn−1 <∞. We shall use an extrapolation argument based on an
method in [13] of obtaining L2−ε estimates of nontangential maximal functions from
L2 estimates on sawtooth domains. See also [17], where this technique was used to
get solvability of the Lp Dirichlet problem for elliptic systems for 2 − ε < p < 2.
In particular, the argument of [13], reproduced in section 6 of [17] for systems and
hence valid in our setting, gives that ‖N˜2,a(uh)‖Lp0 (Rn−1) < ∞ for p0 = 2 − ε and
hence the same is true for ‖N˜p0,a(uh)‖Lp0 (Rn−1). The quantity ε depends on the
constant C2 in the L
2 norm inequality between the nontangential maximal function
and the square function S2. We now observe that this gives ‖Sp′0,a(uh)‖2Lp0 (Rn−1) <
∞ as well: Use the fact that, pointwise,
Sp′0,a(uh) < CηSp0,a(uh) + ηN(uh)
where N is the pointwise maximal function, and η is as small as we wish, together
with Corollary 5.2 to bound ‖Sp0,a(uh)‖Lp0 (Rn−1) by ‖N˜p0,a(uh)‖Lp0 (Rn−1).
Once these two quantities are finite, Corollary 6.2 applies and we obtain (4.10),
and hence the same estimate for u, for p0 = 2− ε and a constant C2−.
The very same argument, now invoking the Lp0 estimate gives an Lp0−ε
′
estimate
where ε′ now depends on C2−ε. In other words, we apply the same argument as
24 MARTIN DINDOSˇ AND JILL PIPHER
[13] but starting from known estimates for the nontangential maximal function in
Lp0 instead of L2. There is no difference in the structure of the argument. We can
continue this bootstrapping as long as we stay in the range of p-ellipticity and as
long as we can be sure that we are moving by an amount ε which is not getting
smaller at each step. This last point is assured by the fact that the constants Cp in
the Lp norm inequalities (4.10) only depend on the Lipschitz constants, p-ellipticity
and the Carleson measure norm of the coefficients. Thus, for fixed q < 2 where the
operator is q-elliptic, the constants Cp for q < p < 2 are uniformly bounded.

5. Estimates for the p-adapted square function Sp(u)
In this, and the next, section we make the assumption that the coefficients of A
and B are smooth, in order to ensure the finiteness of Lp norms of the nontangential
maximal function.
We fix an h > 1, and an infinite strip Ωh defined above, and let u be an energy
solution to (4.6), extended to be zero above height h. In this section we establish
a one sided estimate of the p-adapted square function of u in terms of boundary
data and its nontangential maximal function, with constants independent of h.
Lemma 5.1. Let u : Ω → C be as above, with the Dirichlet boundary datum
f ∈ B˙2,21/2(∂Ω;C) ∩ Lp(∂Ω;C). Assume that A is p-elliptic and smooth in Rn+ with
A00 = 1 and A0j real and that the measure µ
′ defined as in (1.13) is Carleson.
Then there exists a constant C = C(λp,Λ, p, n) such that for all r > 0
p
λp
2
∫∫
[0,r/2]×∂Ω
|u|p−2|∇u|2x0 dx′ dx0 + 2
r
∫∫
[0,r]×∂Ω
|u(x0, x′)|p dx′ dx0
≤
∫
∂Ω
|f(x′)|p dx′ +
∫
∂Ω
|u(r, x′)|p dx′ + C‖µ′‖C
∫
∂Ω
[
N˜rp,a(u)
]p
dx′. (5.1)
Proof. To proceed, fix an arbitrary y′ ∈ ∂Ω ≡ Rn−1, and consider first an r ≤ h.
Pick a smooth cutoff function ζ which is x0−independent and satisfies
ζ =
{
1 in Br(y
′),
0 outside B2r(y
′).
(5.2)
Moreover, assume that r|∇ζ| ≤ c for some positive constant c independent of y′.
We begin by considering the integral quantity
I := Re
∫∫
[0,r]×B2r(y′)
Aij∂ju∂i(|u|p−2u)x0ζ dx′ dx0 (5.3)
with the usual summation convention understood. With χ = x0ζ we have by
Theorem 2.4 for some λp > 0
I ≥ λp
∫∫
[0,r]×B2r
|u|p−2|∇u|2x0ζ dx′ dx0, (5.4)
where we agree henceforth to abbreviate B2r := B2r(y
′) whenever convenient.
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The idea now is to integrate by parts the formula for I in order to relocate the
∂i derivative. This gives
I = Re
∫
∂[(0,r)×B2r]
Aij∂ju|u|p−2ux0ζνxi dσ
−Re
∫∫
[0,r]×B2r
∂i (Aij∂ju) |u|p−2ux0ζ dx′ dx0
−Re
∫∫
[0,r]×B2r
Aij∂ju|u|p−2u∂ix0ζ dx′ dx0
−Re
∫∫
[0,r]×B2r
Aij∂ju|u|p−2ux0∂iζ dx′ dx0
=: I + II + III + IV, (5.5)
where ν is the outer unit normal vector to (0, r) × B2r. The boundary term I is
zero except on the set {r} ×B2r and only when i = 0. This gives
I = Re
∫
{r}×B2r
A0j∂ju|u|p−2ux0ζ dσ (5.6)
As u is a weak solution of Lu = 0 in Ω, we use the equation to transform II into
II = Re
∫∫
[0,r]×B2r
Bi(∂iu)|u|p−2ux0ζ dx′ dx0. (5.7)
To further estimate this term we use Ho¨lder’s inequality, the Carleson condition for
the term B and Theorem 3.7 in order to write
|II| ≤
(∫∫
[0,r]×B2r
|B|2 |u|px0ζ dx′ dx0
)1/2
·
(∫∫
[0,r]×B2r
|u|p−2|∇u|2x0ζ dx′ dx0
)1/2
≤ C(λp,Λ, p, n)
(
‖µ′‖C
∫
B2r
[
N˜rp,a(u)
]p
dx′
)1/2
· I1/2. (5.8)
As ∂ix0 = 0 for i > 0 the term III is non-vanishing only for i = 0. We further
split this term by considering the cases when j = 0 and j > 0. This yields, since
A00 = 1,
III{j=0} = −Re
∫∫
[0,r]×B2r
∂0u|u|p−2uζ dx′ dx0
= −1
p
∫∫
[0,r]×B2r
∂0(|u|p)ζ dx′ dx0 (5.9)
= −1
p
∫
B2r
|u|p(r, x′)ζ dx′ + 1
p
∫
B2r
|u|p(0, x′)ζ dx′
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When j > 0 we first use the fact that A0j is real and hence the expression
Re [A0j (∂ju)|u|p−2u] = p−1A0j∂j(|u|p). Then we reintroduce 1 = ∂0x0 and inte-
grate by parts moving the ∂0 derivative
III{j 6=0} = −Re
∫∫
[0,r]×B2r
A0j ∂ju|u|p−2 u ζ dx′ dx0
− p−1
∫∫
[0,r]×B2r
A0j ∂j(|u|p) (∂0x0) ζ dx′ dx0
= p−1
∫
B2r
A0j∂j(|u|p)(r, x′)rζ dx′ + p−1
∫∫
[0,r]×B2r
∂0A0j∂j(|u|p)x0ζ dx′ dx0
+ p−1
∫∫
[0,r]×B2r
A0j∂
2
0j(|u|p)x0ζ dx′ dx0
= III1 + III2 + III3.
We note that III1 = −I{j 6=0}.
In the third term III3 we switch the order of derivatives ∂
2
0j = ∂
2
j0 and take
further integration by parts with respect to ∂j .
III3 = −p−1
∫∫
[0,r]×B2r
∂jA0j∂0(|u|p)x0ζ dx′ dx0
− p−1
∫∫
[0,r]×B2r
A0j∂0(|u|p)x0(∂jζ) dx′ dx0 = III31 + III32.
The terms III2 and III31 are of the same type as II we have handled earlier
and hence have the same estimate
III2 + III31 ≤ C(λp,Λ, p, n)
(
‖µ′‖C
∫
B2r
[
N˜rp,a(u)
]p
dx′
)1/2
· I1/2
We add up all terms we have so far to obtain
I ≤ p−1
∫
B2r
∂0(|u|p)(r, x′)rζ dx′
− p−1
∫
B2r
|u|p(r, x′)ζ dx′ + p−1
∫
B2r
|u|p(0, x′)ζ dx′
+ C(λp,Λ, p, n)‖µ′‖C
∫
B2r
[
N˜rp,a(u)
]p
(u) dx′ +
1
2
I
+ III32 + IV.
(5.10)
We have used the arithmetic-geometric inequality for expression bounding the
term II in (5.8) as well as for similar terms III2 and III31.
To obtain a global version of (5.10), consider a sequence of disjoint boundary
balls (Br(y
′
k))k∈N such that ∪kB2r(y′k) covers ∂Ω = Rn−1 and consider a partition
of unity (ζk)k∈N subordinate to this cover. That is, assume
∑
k ζk = 1 on R
n−1
and each ζk is supported in B2r(y
′
k). Write IVk for each term as the last expression
in (5.5) corresponding to B2r = B2r(y
′
k). Given that
∑
k ∂iζk = 0 for each i, by
summing (5.10) over all k’s gives
∑
k IVk = 0. The same observation applies to the
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terms arising in III32. It follows that
λp
2
∫∫
[0,r]×Rn−1
|∇u|2|u|p−2 x0 dx′ dx0 ≤
p−1
∫
Rn−1
∂0(|u|p)(r, x′)r dx′
− p−1
∫
Rn−1
|u|p(r, x′) dx′ + p−1
∫
Rn−1
|u|p(0, x′) dx′
+ C‖µ′‖C
∫
Rn−1
[
N˜rp,a(u)
]p
dx′. (5.11)
We have established (5.11) for r ≤ h, but we now observe that (5.11) holds also for
r > h, as u = 0 when r ≥ h. To see this, note that when r = h, the second term on
the right hand side of the inequality is negative, and the third term is zero. From
this, (5.1) follows by integrating (5.11) in r on [0, r′] and dividing by r′. 
Lemma 5.1, and its proof, yields several important corollaries.
Corollary 5.2. Under the assumptions of Lemma 5.1 we have for such u:
λ′p
∫∫
Rn+
|∇u|2|u|p−2x0 dx′ dx0 ≤
∫
Rn−1
|f(x′)|p dx′ + C‖µ′‖C
∫
Rn−1
[
N˜p,a(u)
]p
dx′.
(5.12)
Furthermore, under the same assumptions, if g : Rn−1 → R+ is a Lipschitz function
with small Lipschitz norm for any ∆ ⊂ Rn−1 such that sup∆ g ≤ d/2 where d =
diam(∆) we also have the following local estimate∫∫
Ωg∩T (∆)
|∇u|2|u|p−2δg(x) dx ≤ C
∫
2∆
(
|u(g(x′), x′)|p + (1 + ‖µ‖C)
[
N˜2dp,a,g(u)
]p)
dx′.
(5.13)
Here N˜2dp,a,g is the truncated version of the nontangential maximal function defined
in (3.28) with respect to the domain Ωg = {x0 > g(x′)} and δg measures the distance
of a point to the boundary of Ωg.
Proof. The first claim follows immediately from Lemma 5.1 by taking r →∞ since∫
∂Ω
|u(r, x′)|p dx′ = 0 when r > h.
The second claim can be seen as follows. In the case when the function g(x′) = 0,
one proceeds exactly as in the proof of Lemma 5.1 above until (5.10). Then instead
of summing over different balls ∆ = Br covering Rn−1 we estimate the terms III32
and IV . Both of these terms are of the same type and can be bounded (up to a
constant) by ∫∫
[0,r]×B2r
|∇u||u|p−1x0|∂T ζ|dx′dx0, (5.14)
where ∂T ζ denotes any of the derivatives in the direction parallel to the boundary.
Recall that ζ is a smooth cutoff function equal to 1 on Br and 0 outside B2r. In
particular, we may assume ζ to be of the form ζ = η2 for another smooth function
η such that |∇T η| ≤ C/r. By Cauchy-Schwarz (5.14) can be further estimated by(∫∫
[0,r]×B2r
|∇u|2|u|p−2x0(η)2dx′dx0
)1/2(∫∫
[0,r]×B2r
|u|px0|∇T η|2dx′dx0
)1/2
(5.15)
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. I1/2
(
1
r
∫∫
[0,r]×B2r
|u|pdx′dx0
)1/2
≤ εI + Cε
∫
B2r
[
N˜rp,a,g(u)
]p
dx′.
In the last step we have used the AG-inequality and a straightforward estimate of
the solid integral |u|p by the p-averaged nontangential maximal function. Substi-
tuting (5.15) into (5.10) the estimate (5.13) follows by integrating in r over [0, r′]
and dividing by r′ exactly as done above. We note that, by the second part of
Theorem 3.7, we can use in the estimates N˜p,a defined as in (3.28).
In the general case, for g Lipschitz with small constant, we use the pullback map
to again work on Rn+. Recall that we working in the infinite strip Ωh, but this will
transform under this mapping. Let G(x′) be the image of the line x0 = h under this
pullback. Instead of integrating on [0, r] in Lemma 5.1, we integrate first in x′ and
then on [0, r′(x′)], where r′ = min(r,G(x′)). Since u vanishes at (x′, G(x′)), there
will still be no contribution from boundary integrals when integrating derivatives
∂ju, j < n− 1, and the argument goes through as before.

Lemma 5.3. Let Ω = Rn+ and assume u be the energy solution of (4.6) Assume
that A is p-elliptic and smooth in Rn+ with A00 = 1 and A0j real and that the
measure µ defined as in (1.12) is Carleson.
Consider any b > a > 0. Then for each γ ∈ (0, 1) there exists a constant
C(γ) > 0 such that C(γ, a, b) → 0 as γ → 0 and with the property that for each
ν > 0 and each energy solution u of (4.1) there holds∣∣∣{x′ ∈ Rn−1 : Sp,a(u)(x′) > ν, N˜b(u)(x′) ≤ γν}∣∣∣
≤ C(γ) ∣∣{x′ ∈ Rn−1 : Sp,b(u)(x′) > ν/2}∣∣ . (5.16)
Proof. We observe that
{
x′ ∈ Rn−1 : Sp,b(u)(x′) > ν/2} is an open subset of Rn−1.
When this set is empty, or is all of Rn−1, estimate (5.16) is trivial, so we focus on
the case when the set in question is both nonempty and proper. Granted this, we
may consider a Whitney decomposition (∆i)i∈I of it, consisting of open cubes in
Rn−1. Let F iν be the set appearing on the left-hand side of (5.16) intersected with
∆i. Let ri be the diameter of ∆i. Due to the nature of the Whitney decomposition
there exists a point p′ ∈ 2∆i such that Sp,b(u)(p′) < ν/2. From this and the fact
that b > a it follows that for all x′ ∈ F iν we have
Sdp,a(u)(x
′) > ν/2,
where Sdp,a is the truncated version of the square function at some height d ≈ ri,
where the precise nature of relation between d and ri depends on the apertures a
and b.
For some a < c < b consider the domain
Ωc =
⋃
x′∈F iν
Γc(x
′);
this is a Lipschitz domain with Lipschitz constant 1/c. Observe that F iν ⊂ ∂Ωc. It
follows that
|F iν | ≤
2p
νp
∫
F iν
[
Sdp,a(u)(x
′)
]p
dx′ . ν−p
∫∫
Ωc∩T (∆i)
|∇u|2|u|p−2δc dx,
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where δc measures the distance of a point to the boundary ∂Ωc. It follow by (5.13)
|F iν | . ν−p
∫
∂Ωc∩T (2∆i)
(∣∣∣u∣∣
∂Ωc
∣∣∣p + (1 + ‖µ‖C) [N˜2dp,a,c(u)]p) dσ,
where N˜2dp,a,c is defined using nontangential cones with aperture a with vertices on
∂Ωc. Due to the fact that each of these cones is contained in one of the cones Γb(x
′)
for some x′ ∈ F iν (as c < b) and on F iν : N˜b(u)(x′) ≤ γν we also have N˜2dp,a,c(u) ≤ γν
everywhere on ∂Ωc. Thus we can conclude
|F iν | . ν−p
∫
∂Ωc∩T (2∆i)
∣∣∣u∣∣
∂Ωc
∣∣∣p dσ + (1 + ‖µ‖C)ν−p(γν)p|2∆i|.
We still need to deal with the first term on the righthand side. We convert this
term into a solid integral by averaging c over the interval [a, b]. Such solid integral
has a trivial estimate by
C
∫
∂Ωb∩T (2∆i)
[
N˜2dp,a,b(u)
]p
dσ . (γν)p|2∆i|.
Hence using that the surface measure is doubling we finally get
|F iν | ≤ C(a, b, ‖µ‖C)γp|∆i|.
Summing over all i yields (5.16) as desired. 
We will require a localized version of Lemma 5.3 in order to deal with integrals of
square functions and nontangential maximal functions that are not a priori finite.
Lemma 5.4. Let u, defined with respect to Ωh, and A, a, b, be as in Lemma 5.3.
Fix R ≤ h and consider the boundary ball ∆R ⊂ Rn−1. Let p > q > 1 for any q
such that A is q-elliptic. Let
νp0 = C−
∫
∆2R
Npb (u)dx
′,
where C is a constant depending only on dimension (calculated in the proof below).
Then for each γ ∈ (0, 1) there exists a constant C(γ) > 0 such that C(γ, a, b) → 0
as γ → 0 and with the property that for each ν > ν0∣∣∣{x′ ∈ ∆R : Sq,a(u)(x′) > ν, N˜b(u)(x′) ≤ γν}∣∣∣
≤ C(γ) ∣∣{x′ ∈ ∆R : Sq,b(u)(x′) > ν/2}∣∣ . (5.17)
Proof. By Corollary 5.2, ‖Sq,b(u)‖Lq(∆R) . ‖Nb(u)‖Lq(∆2R). Therefore,∣∣∆R ∩ {Sq > ν/2}∣∣ . ν−q‖Nb(u)‖qLq(∆2R) (5.18)
. ν−q‖Nb(u)‖q/pLp(∆2R)
∣∣∆2R∣∣1−q/p
. Cεν−p
∫
∆2R
(Nb(u))
p + ε
∣∣∆R∣∣. (5.19)
Choosing ε = 1/4, which determines Cε, and we now fix C = 4Cε in the definition
of ν0. This implies that for any ν > ν0, we have that∣∣∆R ∩ {Sq,b > ν/2}∣∣ < 1/2∣∣∆R∣∣.
30 MARTIN DINDOSˇ AND JILL PIPHER
Thus, there exists a Whitney decomposition of ∆R ∩ {Sq,b > ν/2} into open cubes
∆i with the property that 2∆i∩∆R contains a point for which Sq,b(u) < ν/2. From
this point on, the proof proceeds as in Lemma 5.3.

Corollary 5.5. Under the assumption of Lemma 5.3, for any q ≥ p > 1 and a > 0
there exists a finite constant C = C(λp,Λ, p, q, a, ‖µ‖C , n) > 0 such that
‖Sp,a(u)‖Lq(Rn−1) ≤ C‖N˜p,a(u)‖Lq(Rn−1). (5.20)
The statement also holds for any q > 0, provided we know a priori that
‖Sp,a(u)‖Lq(Rn−1) <∞.
Proof. This is a consequence of the good-λ inequality established above and the
equivalence ([11]) of p-adapted square functions with different aperture in any Lq
norm.
When q ≥ p, and M is large,∫ M
0
νq−1
∣∣∆R ∩ {Sp,a(u) > ν}∣∣dν ≤ C(M)∫ M
0
νp−1
∣∣∆R ∩ {Sp,a(u) > ν}∣∣dν.
By Corollary 5.2, and the fact that the coefficients are smooth, the right hand
side is bounded. Therefore, the left hand side is also bounded, with a constant that
may depend on M .
Now we multiply the good-λ inequality of Lemma 5.4 by νp−1 and integrate
separately over (0, ν0) and (ν0,M). This gives
‖Sp,a(u)‖Lq(∆R) ≤ C‖N˜p,a(u)‖Lq(∆2R),
after taking the limit as M →∞.
The estimate (5.20) follows after summing over a decomposition of Rn−1 into
balls of size R and adding the local estimates.
When q < p, the local good-λ inequality is not available, which is why we need
the additional a priori estimate on the finiteness of ‖Sp,a(u)‖Lq(Rn−1).

6. Bounds for the nontangential maximal function by the p-adapted
square function
As before, we work on Ω = Rn+ and we assume that the matrix A is p-elliptic.
Our aim in this section is to establish the converse of the inequality in Corollary 5.5.
The approach necessarily differs from the usual argument in the real scalar elliptic
case due to the fact that certain estimates, such as interior Ho¨lder regularity of a
weak solution, are unavailable for the complex coefficient case. Hence, alternative
arguments bypassing such difficulties must be devised. We use here an adaptation
of the approach developed for elliptic systems in [17].
Since any scalar complex valued PDE can be written as a real skew-symmetric
system, the theorem of [17] can be applied here and we have the following result
(c.f. Proposition 5.8 of [17]).
Proposition 6.1. Let u be an arbitrary energy solution of (4.1) in Ω = Rn+.
Assume that A is elliptic and the measure µ defined as in (1.12) is Carleson with
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norm ‖µ‖C < ∞. Then for any q > 0 and a > 0 there exists a finite constant
C = C(λ,Λ, q, a, ‖µ‖C , n) > 0 such that
‖N˜2,a(u)‖Lq(Rn−1) ≤ C‖S2,a(u)‖Lq(Rn−1). (6.1)
Corollary 6.2. Let Ω = Rn+ and assume u is a solution of (4.6). Assume that A
is p-elliptic and smooth in Rn+ with A00 = 1 and A0j real and that the measure µ
defined as in (1.12) is Carleson. Then for any q > 0 and a > 0 there exists a finite
constant C = C(λp,Λ, p, q, a, ‖µ‖C , n) > 0 such that
‖N˜p,a(u)‖Lq(Rn−1) ≤ C‖Sp,a(u)‖Lq(Rn−1), (6.2)
provided that a priori ‖N˜p,a(u)‖Lq(Rn−1) <∞. If the dual exponent p′ > q we also
have to assume that ‖Sp′,a(u)‖Lq(Rn−1) <∞.
Proof. Using Ho¨lder’s inequality we have for any x′ ∈ Rn−1
[S2,a(u)(x
′)]2 =
∫∫
Γa(x′)
|∇u|2/p|u|1−2/p|∇u|2/p′ |u|1−2/p′x0 dx′ dx0
≤
(∫∫
Γa(x′)
|∇u|2| u|p−2x0 dx′ dx0
)1/p(∫∫
Γa(x′)
|∇u|2|u|p′−2x0 dx′ dx0
)1/p′
(6.3)
≤ Sp,a(u)(x′)Sp′,a(u)(x′).
It follows by Proposition 6.1
‖N˜2,a(u)‖2Lq(Rn−1) ≤ C‖Sp,a(u)‖Lq(Rn−1)‖Sp′,a(u)‖Lq(Rn−1). (6.4)
A p-elliptic matrix A is also p′-elliptic and hence Corollary 5.5 applies. This gives
‖Sp′,a(u)‖Lq(Rn−1) ≤ C‖N˜p′,a(u)‖Lq(Rn−1). (6.5)
Combining these two estimates with Proposition 3.5 we have
‖N˜p,a(u)‖2Lq(Rn−1) . ‖N˜2,a(u)‖2Lq(Rn−1) (6.6)
. ‖Sp,a(u)‖Lq(Rn−1)‖N˜p′,a(u)‖Lq(Rn−1)
. ‖Sp,a(u)‖Lq(Rn−1)‖N˜p,a(u)‖Lq(Rn−1).
From this our claim follows. 
7. Appendix: Boundary values of solutions with ‖N˜2,a(u)‖Lp <∞.
The results in this section are of a general nature, and have applications to
issues of nontangential convergence of solutions in the boundary value problems
considered in this paper.
We start by considering an energy solution u ∈ W˙ 1,2(Ω;C) of the Dirichlet
boundary value problem (4.1). Denote by u˜ : Ω→ C the averages
u˜(x) = −
∫
Bδ(x)/2(x)
u(y) dy, ∀x ∈ Ω.
Clearly, u˜ is a continuous function on Ω. We shall establish the following lemma.
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Lemma 7.1. For u ∈ W˙ 1,2(Ω;C) let f = Tr u be its trace on ∂Ω (which belongs
to the space B˙2,21/2(∂Ω;C)). Then
f(Q) = lim
x→Q, x∈Γ(Q)
u˜(x), for Hn−1 a.e. Q ∈ ∂Ω. (7.1)
Proof. It suffices to work on Ω = Rn+ since the pull-back transformation (3.31)
defines a bijection between W˙ 1,2(Ω;C) and W˙ 1,2(Rn+;C) and maps an interior ball
Bδ(x)/2(x) in Ω into an open set on Rn+ that contains and is contained in balls of
radius comparable to δ(x)/2. Hence the result proven on Rn+ transfers to Ω.
Hence from now on let Ω = Rn+. Writing x ∈ Rn+ as (x0, x′) consider the functions
u˜k(x
′) = u˜(2−k, x′), ∀x′ ∈ Rn−1.
Then for any x, y ∈ Rn+ with |x− y| ≤ r and δ(x), δ(y) ≈ r we have
|u˜(x)− u˜(y)|2 .
∫
H
|∇u|2r2−n dy (7.2)
where H is the convex hull of the set Bδ(x)/2(x) ∪Bδ(y)/2(y). It follows that∫
Rn−1
|u˜k(x′)−u˜k+1(x′)|2 dx′ .
∫
(2−(k−1),2−(k+2))×Rn−1
|∇u|2(2−k) dy ≤ 2−k‖∇u‖2L2(Rn+).
From this we have that (u˜k)k∈N is a Cauchy sequence in L2loc(Rn−1) and hence
convergent. As f is the trace of u it follows that u˜k → f in L2loc.
Next we show that u˜k → f pointwise almost everywhere. For any λ > 0 consider
the set
Eλ =
{
x′ ∈ Rn−1 : ∀k ∈ N we have |u˜k(x′)− u˜k+1(x′)|2 ≤ λ
2k/2
}
.
We estimate the size of the complement of Eλ. Clearly,
|Ecλ| ≤
∞∑
k=1
∣∣∣∣{x′ ∈ Rn−1 : |u˜k(x′)− u˜k+1(x′)|2 > λ2k/2
}∣∣∣∣
≤
∞∑
k=1
2k/2
λ
∫
Rn−1
|u˜k(x′)− u˜k+1(x′)|2 dx′ ≤
∞∑
k=1
2k/2
λ
2−k‖∇u‖2L2(Rn+) ≤
C
λ
.
It follows that ∩λ>0Ecλ is a set of measure zero. Hence the set
S =
(⋃
λ>0
Eλ
)
∩ {x′ ∈ Rn−1 : S110a(u)(x′) <∞}
has full measure. Here S110a(u) is the truncated square function at the height
1. Clearly, {x′ ∈ Rn−1 : S110a(u)(x′) < ∞} is a set of full measure due to our
assumption that u ∈W 1,2(Rn+). Indeed,∫
Rn−1
S110a(u)(x
′) dx′ ≈
∫
Rn−1×(0,1)
|∇u|2x0 dx0dx′ ≤ ‖∇u‖2L2(Rn+) <∞,
and hence S110a(u)(x
′) <∞ a.e. as claimed and therefore S is a set of full measure.
Consider any y ∈ Γ1a(x′) for x′ ∈ S. Find an integer k ∈ N such that δ(y) ≈ 2−k
and hence also |y− (2−k, x′))| ≈ 2−k. We estimate the difference u˜(y)− u˜k(x′). As
before we have (c.f. (7.2))
|u˜(y)−u˜k(x′)|2 .
∫
H
|∇u(y)|2δ(y)2−n dy .
∫
Ok−2∪Ok−1∪Ok∪Ok+1
|∇u(y)|2δ(y)2−n dy
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where H is the convex hull of the set Bδ((2−k,x′))/2((2−k, x′)) ∪Bδ(y)/2(y). Here
Oj = {(y0, y′) ∈ Γ10a(x′) : y0 ∈ (2−j , 2−j+1]}.
Since
[S110a(u)(x
′)]2 =
∞∑
k=1
∫
Ok
|∇u(y)|2δ(y)2−n dy <∞
we see that ∫
Ok
|∇u(y)|2δ(y)2−n dy → 0, as k →∞
and hence
|u˜(y)− u˜k(x′)| → 0 as k →∞. (7.3)
Consider now the sequence (u˜k(x
′))k∈N. We claim that it is Cauchy and hence
convergent. Indeed, since x′ ∈ S then x′ ∈ Eλ for some λ > 0 and hence
∞∑
k=1
|u˜k(x′)− u˜k+1(x′)| ≤
∞∑
k=1
√
λ
2k/4
<∞.
From this the claim that (u˜k(x
′))k∈N is Cauchy follows. As u˜k → f in L2loc we
therefore have u˜k(x
′) → f(x′) pointwise as k → ∞ for all x′ ∈ S (f can be
modified on a set of measure zero if necessary). Combining this with (7.3) we see
that
u˜(y)→ f(x′), as y → x′ and y ∈ Γa(x′)
for all x′ ∈ S. This proves the lemma. 
Lemma 7.2. Let 1 < p < ∞ and assume that the Lp Dirichlet problem for the
operator Lu = div(A(x)∇u) +B(x) · ∇u is solvable on a domain Ω ⊂ Rn. Assume
also that L is such that the Lax-Milgram lemma applies (implying existence of the
energy solutions in W˙ 1,2(Ω;C)).
For any f ∈ Lp(∂Ω;C) consider an approximation of f by functions fk ∈
B˙2,21/2(∂Ω;C) ∩ Lp(∂Ω;C) such that
fk → f in Lp(∂Ω;C).
Let uk be the energy solutions corresponding to data given by fk. Let
u = lim
k→∞
uk on Ω.
Then u ∈W 1,2loc (Ω;C) and u satisfies the estimate
‖N˜2,au‖Lp(∂Ω) ≤ C‖f‖Lp(∂Ω) (7.4)
with C > 0 as in Definition 4.1. The averages
u˜(x) = −
∫
Bδ(x)/2(x)
u(y) dy, ∀x ∈ Ω
satisfy
f(Q) = lim
y→Q, y∈Γ(Q)
u˜(y), for a.e. Q ∈ ∂Ω. (7.5)
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We omit the proof of the lemma as it uses the same argument as in the case of
real coefficients , repeatedly using the estimate that follows from solvability:
‖N˜2,a(uk − ul)‖Lp(∂Ω) ≤ C‖fk − fl‖Lp(∂Ω).
In the real case the approximating functions are chosen so that they are contin-
uous, which under mild assumptions on the regularity of ∂Ω (such as NTA) then
immediately implies
fk(Q) = lim
y→Q, y∈Γ(Q)
u˜k(y), for all Q ∈ ∂Ω. (7.6)
In our case (of complex coefficients) (7.6) is replaced by (7.1) for each uk and fk
(the a.e. convergence is sufficient for the argument). The rest of the proof goes as
in the real case giving us (7.5) for u˜ and f .
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