Approximate energy expressions are proposed for infinite zero-temperature systems of spin-1/2 fermions interacting through two-body central forces which may depend on the two-body spin states. They are explicitly expressed as functionals of spin-dependent radial distribution functions, and can be used conveniently in the variational method. They include the potential energies completely and the kinetic energies up to main parts of the three-body cluster terms. A notable feature of these expressions is that they guarantee the necessary conditions on the spin-dependent structure functions automatically. The Euler-Lagrange equations are derived from these energy expressions and numerically solved for liquid 3 He and hypothetical neutron matter interacting only through central forces. The parts of the three-body cluster terms which are not included in the above expressions are treated perturbatively. The results for liquid 3 He are in fair agreement with experiment. The obtained spin-dependent radial distribution functions and structure functions are discussed in relation with pairing and cluster formation. § 1. Introduction
reduced. In that method it is difficult to obtain manageable Euler-Lagrange equations. Therefore, the variational functions are usually parametrized, and this fact implies that there is a danger that the variation of the functions is not extensive enough. This last statement applies also to the Monte Carlo method.
In order to derive the Euler-Lagrange equation, it is desirable to have an approximate energy expression that is expressed explicitly with variational functions. In this paper we propose such an energy expression for zero-temperature systems of spin 1/2 particles interacting through two-body central forces. In constructing it, we heavily rely on the necessary conditions on various structure functions, which we derived recently.
>
In § 2, we give a route to arrive at the HNC/0 energy expression for boson systems; this route is different from the original one, and is suggestive of a procedure applicable to fermion systems. In § 3, we construct approximate energy expressions for fermion systems by following the suggested procedure. In § 4, we apply this energy expression to liquid 3 He and hypothetical neutron matter interacting through central forces. Finally, § 5 is devoted to discussion~ § 2. Boson HNC approximation from a new viewpoint A hint for a method of constructing an approximate energy expression of fermion systems is found in the HNC (exactly HNC/0) approximation of boson systems.
In this boson case, the trial wave function is simply assumed to be a product of correlation functions f(rij) between all the particle pairs (i, j) as (2·1) where rij=r;-rj, Q is the volume of the system, and N is the total number of particles. We are only interested in the limit Q-HXJ, N~oo with the number density p=N/Q being kept finite. /(r) is normalized as lim/(r)=1.
(2·2)
r-oo
The Hamiltonian is assumed to be of the following form: 
where m is the mass of a particle. The cluster expansion method can be applied to this system, and in the HNC/0 approximation a certain class of cluster terms are summed up to give the following energy expression: 
Here F(r) is the radial distribution function defined as Thus, Eq. (2·4) can be used as a starting point for the variational calculation, in which either F( r) or S(k) is the variational function.
In the following we give a different route to ardve at Eq. (2·4). First we notice a well-known inequality,
which is obvious from Eq. (2·6). A notable feature of Eq. (2·4) is that it guarantees Ineq. (2·7) for the following reason. S(k) is unity in the limit k---?oo. If S(k) approaches zero as k decreases from infinity to a certain finite value, then the last term of Eq. (2·4) goes to positive infinity. Since the energy must be minimized, such a behavior must not occur. Thus S(k) is forced to be positive. This behavior of the kinetic energy is in conformity with the general feature of quantum mechanics that the kinetic energy tends to positive infinity as the configuration of a system approaches a limit (in this case S(k)=O (k=i=O)), which can be attained only by freezing a certain degree of freedom.
Next we consider each term on the right-hand side of Eq. (2·4) in relation to cluster terms. The first term is the potential energy, and if we regard F(r) as the exact radial distribution function, it includes all the cluster terms and represents the exact potential energy. The second and third terms represent the kinetic energy; the second term includes two-body, three-body and higher-order cluster terms, while the third term includes three-body and higher-order cluster terms. From the nature of the HNC approximation, it is clear that Eq. (2·4) represents the two-and three-body cluster terms exactly. It should be noted here that F(r) can be cluster-expanded as (2·8) in which two-and three-body terms are explicitly written. Now, what will be the expression for <H> /N if one only calculates the two-and three-body terms and expresses <H> /N approximately as a functional of F( r)? The answer will not be unique because, although /(r) is used in the usual cluster expansion, one has to use F(r) in this case. Nevertheless, the most natural answer will be
The reason why we consider Eq. (2·9) as a natural expression is that, if we replace F(r) in it by the explicitly written part of Eq. (2·8), the two-and three-body terms of the cluster expansion are exactly included in Eq. (2·9).
If we compare Eq. (2·9) with Eq. (2·4), we see that the only difference is the absence of the denominator in the integrand of the last term of Eq. (2·9). Then, is it possible to use Eq. (2·9) as a starting point of the variation? The answer is no; the right-hand side of Eq. (2·9) is bottomless. To see it, we take F(r) having a positive 1/r tail as F(r)~1+Cr/r (Cr>O) for r~oo.*l Even with this long tail, the first and second terms on the right-hand side of Eq. (2·9) behave moderately. However, since S(k) diverges rapidly for k~O as S(k)~Ck/k 2 (Ck>O), the last term (with the minus sign) becomes infinitely negative. We refer to such a kind of term as a harmful term. The kinetic energy, which must be positive, cannot include a harmful term. The denominator S(k) in the last term of Eq. (2·4) nicely converts the harmful term into a harmless one.
Thus, the role of the denominator S(k) is twofold, guarantee of the necessary condition (2 · 7) and conversion of a harmful term to a harmless one. Note that the introduction of this denominator does not change the two-body and three-body parts in Eqs. (2·4) and (2·9) because the zeroth-order approximation of S(k) is unity; in other words, the denominator represents a certain effect of four-body and higherorder cluster terms. Now our new route leading to Eq. (2·4) is as follows. Calculate the energy expectation value down to the three-body cluster term, and express the result with F(r) and S(k). Then, introduce into the harmful term a denominator, for which the function appearing on the left-hand side of the inequality condition (in this case S(k) in Ineq. (2·7)) is used.
If we confine ourselves to the problem of a boson system with the trial function (2·1), the second route has no merit; it simply leads to the same HNC/0 approximation. For fermion problems, however, routes analogous to it lead to approximations different from the currently-used FHNC method. Following such routes we can get energy expressions expressed as functionals of various radial distribution functions and liquid structure functions as exemplified in the next section. § 3. Energy expression for fermion systems
Preliminaries
In this section, we consider a system of spin-1/2 fermions interacting through two-body central forces which may depend on spins. All the particles are assumed to be of the same kind, and then the Hamiltonian can be written as (3·1)
Here Ps;j is the spin projection operator, *l The 1/r tail is in contradiction to Mayer's condition, lim.-oS(k)=O, but we do not use this condition explicitly. A related discussion is given in § 5.
(3·2) and projects the (i, j) particle pair state onto the spin-triplet state (s='=l) or spinsinglet state (s=O).
In order to construct an energy expression for this system, we follow a route similar to the one explained in the last section. First we choose a Jastrow-type wave function with spin-dependent correlation functions ls(r) as
where (/J(x1, ·· ·, XN) is the wave function of the degenerate Fermi gas with X; representing the space and spin coordinates of the i-th particle. Sym[ ] is a symmetrizer with respect to the order of the factors in the products. Equation (3·3) implies that the system is spin-unpolarized. Corresponding to these spin-dependent correlation functions, we define spin-dependent radial distribution functions as
In the case of the Fermi gas, the radial distribution functions are (3·5) where (3·6) with kF being the Fermi wave number.
As is well known, the energy expectation value per particle is given in the two-body cluster approximation as
where EF is the Fermi energy. The radial distribution functions Fs(r) are clusterexpanded as
where only the two-body cluster term is explicitly given; the three-body cluster part is fairly complicated. We eliminate fs(r) from Eq. (3·7) by using the two-body cluster approximation of Eq. (3 · 8) , and get
The first term on the right-hand side of Eq. (3·9) is the one-body kinetic energy and the second term is the potential energy. As in the boson case, the second term represents the potential energy exactly as long as we regard Fs(r) as exact distribution functions. The third term is a fermion version of the second term of Eq. (2·4), and includes two-body, three-body and higher-order cluster terms. In order to construct terms that correspond to the last term of Eq. (2 ·4), we should calculate the three-body cluster kinetic energy. In the case of spin-dependent correlation functions, however, the result is very complicated; there are about one thousand terms unless suitably grouped. Therefore, we discuss them by dividing them into three groups as explained in the following two subsections.
Main terms
Terms that are most severely harmful come from the part of the kinetic energy in which two 17; operators operate on two different correlation functions ls(r;j) and fs(r;k), i.e., the Hijk contribution of the Appendix. As mentioned, there are too many terms to handle neatly in this Hijk contributions. Therefore, we first pick up some important terms. For this purpose we write ls(r) as
As explained in the last section, the harmful terms are caused by possible long-range tails of ls(r) (more exactly hs(r)). The exchange correlations between any two particles are of short range because of the presence of l(r). Therefore, we first pick up direct terms that are lowest (third order) in hs(r). Explicitly, they are
These terms are in the Hijk contribution of the Appendix; all the other direct hs 3 (r) terms in the three-body cluster are included in the last term of Eq. (3·9), and are harmless because that term is clearly positive definite.
Next, we rewrite Eq. (3·11) with use of the structure functions, in particular their combinations appearing in the necessary conditions on the spin-dependent structure functions. According to Ref. 11) , there are two necessary conditions on the spindependent structure functions for the present system. Namely, We apply an exchange correction to this equation. For this purpose we notice that . the expression we are seeking is a part of the three-body cluster terms, which should be third order in Scn(k)-ScF(k). Therefore, after the exchange correction we get the expression
This expression is certainly harmful.
The exchange correction made in Eq. (3 ·17) is only a part of the exchange effect. In the exchange part, there are terms of order hs 2 (r) in the Hiik contribution. Explicitly, they are <H~3ax;:::
Among them, the first group with the factor l 2 (rz3) can be written with Scn(k) as
In the same way as has been adopted in modifying Eq. (3·16) to Eq. (3·17), we modify Eq. (3 ·19) to take into account further exchange correction. This time, the expression should be second order in Scn(k)-ScF(k). Therefore, the expression becomes
Eaxl

JT
Equations (3·17) and (3·20) are easily combined to give
This expression should be compared with the last term of Eq. (2·9) of the boson system. We do not include the rest of Eq. (3·18) in the main group because it has a rather different structure having three l(r)'s as factors. It is remarkable that EadN can be expressed compactly as Eq. (3·21) with use of Scn(k) which are related to the conditions. Finally, we attach denominators to Eq. (3·21) for the double purpose of guarantee of the conditions on Scn(k) (Ineqs. (3·12a) and (3·12b)) and conversion of the harmful terms to harmless ones. There is some ambiguity in the choice of the denominators, but the simplest one will be Scn(k)/ScF(k). The reason why we use Scn(k)/ScF(k) instead of Scn(k) is that the denominators must approach unity if the correlations between particles become very weak. This choice of Scn(k)/ScF(k) as the denominators is not only the simplest but also the most natural for the following reasons. The first one Scl(k)/ScF(k) has its counter part S(k) in the boson system. Therefore, as seen in the boson HNC approximation, there will be higher-order cluster terms also in the fermion case to constitute the denominator Scl(k)/ScF(k). For the second denominator Scz(k)/ScF(k), we do not yet have such a good support. However, we can still argue for its reasonableness as follows. As mentioned in the last section, the infinite increase of the kinetic energy for the limits Se:n(k)---+0 (for k=I=O) is one of the general properties of quantum-mechanical kinetic energies. For n=1, this increase is in proportion to 1/Scl(k). Then, it is reasonable to expect a similar increase for n=2 in proportion to 1/Scz(k). Next, we turn to the conversion of a harmful term to a harmless one, which is related to Scn(k)---+oo (for k~1). Here, the denominator must increase as Scn(k) increases, and the minimum increase required is known to be linear in Scn(k). For n=1, this minimum increase is realized, and we can expect the minimum increase also for n=2. In the last, the normalization of the denominators is fixed to unity at Scn(k)=ScF(k). Combining these arguments we see that the choice of Scz(k)/ScF(k) is by far the most natural one.
Then, by adding Eq. (3·21) supplemented by the denominators to Eq. (3·9), we get a final approximate energy expression for the present fermion system
Since we have neglected many three-body cluster terms, Eq. (3·22) should be taken as our simplest approximation (or first approximation). Equation (3·22) can be used as a starting point for the variational method, in which the variational functions are either the set {Fo(r),
where Cns=1 except for C2o= -3.
Other three-body terms
Equation (3·22) includes three-body cluster terms only partially. In order to construct the energy expression including all the three-body contributions, one should add the remaining three-body cluster terms to the expression (3·22), with !s(r) being expressed with Fs(r) appropriately. The simplest way to express !s(r) in this part is to adopt the two-body cluster approximation of Eq. (3 · 8). However, if we do so, the added part logarithmically diverges to negative infinity when Fs(r) (more exactly, Fs(r)-Fs(oo)) have positive 1/r tails. The terms responsible for this divergence are the direct forth-order terms in hs(r) and can be arranged as <R);.
This form clearly shows that this direct fourth-order energy is caused by the difference between the spin-triplet and spin-singlet correlation functions. In conformity with the procedure which brought Eq. (3·11) to Eq. (3·17), we modify Eq. (3·24) to include exchange effects. This modification is effectively made by the following replacement:
Then, Eq. (3·24) can be transformed into
The first term diverges to positive infinity while the second to negative infinity, and the ratio between the coefficients of the diverging integrals is 1 : ( -4). Since the net divergence is negative, the expression (3·26) is harmful and cannot be taken as part of the kinetic energy which must be positive definite. Therefore, as we have made in the last subsection, we introduce a denominator and convert the diverging integral into a converging one. There are some problems in introducing this denominator.
The first problem is which part of Eq. (3·26) should have a denominator. For simplicity we consider the following two cases: The denominator is introduced to the whole of the last term of Eq. (3 · 26) or to three fourths of that term. In the latter case no other diverging integral remains, while, in the former case, there remains a positively diverging terrri. The positively diverging term is harmless in the variational procedure; the solution of the variation simply avoid such a divergence. The second problem is what denominator to use. We propose to use (3·27) with 0 <a< 1. If we take a= 0, then D3 becomes equal to the denominator appearir.1g in Eq. (3 · 22) . The reason why we keep nonzero values for a is as follows. We define
Then, the last term of Eq. (3·26) can be expressed as
If this expression, or three fourths of this expression, is given a denominator 
where b=1 or 314. The expression (3·30) must guarantee the positivity of Scz(k), and must not be bottomless. For this purpose the following inequality must hold:
So far we have no proof of Ineq. (3·31); we do not know whether it holds for every possible form of Scz(k) or not. Thus it is safer to use a nonzero a. If we do so, the last term of Eq. (3·22) overwhelms the energy coming from Eq. (3·29) in the limit Scz(k)~o, and the latter can be treated as a relatively small correction. In the numerical calculations we use a=0.1 and 0.5. Values larger than 0.5 have not been tested since a value close to unity will make the denominator ineffective.
In this way we get the kinetic energy related to the fourth-order terms in hs(r) as
This energy is added to Eq. (3·22), resulting in the second approximation:
There are many three-body kinetic energy terms which are in the cluster expansion but are not included in Eq. (3·33). They are denoted by EriN. All the direct terms among them are higher order than fourth in hs(r), and EriN shows no divergence in total. The terms in EriN are so many that we cannot write them here. We treat them as perturbations. We should also pay attention to some four-body cluster terms which are expected to be of the same order of magnitude as that of the three-body terms in EriN. They constitute a part of Xi.ikt in Eq. (A·6) (see the Appendix), and an analog of the eH term of Ref. 14) . Since it is difficult to extract such four-body terms from Xi.ikt exactly, we assume them as Eq. (17) of Ref. 4) with due reordering of operators as in the Appendix, and include them in EriN. When we make numerical calculation of EriN, we express ls(r) with Fs(r) by using the two-body cluster approximation of Eq. (3·8). Thus our third approximation to the total energy per particle EIN is 
Method of numerical calculation
We solve the Euler-Lagrange (E-L) equation (in case (A), Eq. (3·23)) numerically for liquid 3 He and neutron matter. We solve it by an iteration method as follows. First, we assume appropriate input forms for Scn(k) (n=1, 2); they must satisfy the conditions (3·12). Then, the E-L equation becomes simultaneous differential equations for Fs(r) (s=O, 1), and can be solved numerically. With Fs(r) thus obtained, we calculate Scn(k), which we refer to as output forms. Usually the output forms are different from the input ones, and may also violate the conditions on them. There· fore, we construct new forms for Scn(k) appropriately from the input and output forms so as to satisfy the conditions, and use the new forms as the input forms for the next step. In order to get convergence of the iteration, the new forms of Scn(k) must be rather near to the input forms; otherwise the iteration diverges. This means that the convergence is generally slow. It is very slow at high densities, and in some cases ten thousands of iteration are required before a good convergence is reached. In this way, we get a self-consistent solution for Scn(k) and Fs(r ), and finally we calculate the energy per particle.
We also mention some details of numerical calculations which are mainly related to difficulties of the Fourier transformation. We introduce auxiliary variables ~ and 7J as
with appropriate constants rc and kc. Calculations are made with equal steps in ~ and r;, so that the steps become wider in the r and k variables as they increase. In the regions of very large r or k, where the steps are judged to be too wide, we introduce certain damping factors which vary smoothly from 1 to 0 as r or k increases. During the iteration, the E-L equation generally gives Fs(r) having 1lr tails. In principle these 1lr tails should do no harm as discussed in the last section. In practice, however, they are cumbersome to numerical calculations; in some cases, in particular at relatively high densities, we have had difficulty in getting convergence of the iteration. Therefore, in most calculations we have modified the E-L equation at very large r values so as to give 1lr 2 tails. We have confirmed that the results after a convergence is reached are insensitive to these somewhat arbitrary manipula-tions as long as the manipulations remain in a reasonable range.
The method of calculating EriN should also be explained. There are so many terms in it that we have used the computer code MA THEMA TICA for algebraic manipulations. Among these many terms some terms diverge linearly and some
Liquid 3 He
Calculations have been made with the HFDHE2 15 J and Lennard-Janes potentials, 16 3/4), (0.5, 3/4), (0.1, 1) and (0.5, 1)) differ from each other by at most 0.03 K. Details of the energy contents are given for some cases in Table I . Figures 1 and 2 show that the energies obtained directly from the E-L equation are somewhat lower than the experimental data, while those including the perturbative energies are somewhat higher. As will be discussed in the next section, the energies including the perturbative energies may not necessarily be nearer to the true values, in which the "true" value means the lowest energy per particle of the system with the given Hamiltonian at the given density. In view of this situation, we may regard our results as a fair success; although we could not get an agreement with experiment as excellent as that of Ref. 9), our results are much better than most other calculations. Note that our method is much simpler than that used in Ref. 9 ). Also seen in Figs. 1 and 2 is a clear difference between the results of HFDHE2 and Lennard-Jones potentials. As far as the density dependence is concerned, the Lennard-Janes potential gives a better behavior of the energy.
Typical distribution functions Fs( r) are shown in Fig. 3 , and typical structure functions Scn(k) are shown in Figs. 4 and 5. In Fig. 4 we see that the calculated structure function Sc1Ck) is in reasonable agreement with experiment.17) Most remarkable in Fig. 3 are long tails of Fs(k) (more exactly, Fs(r)-Fs( oo )), a positive one for the spin-triplet function F1(r) and a negative one for the spin-singlet function Fo( r ). Corresponding to these long tails the second structure function Sc2(k) becomes very large as k approaches zero. The first (ordinary) structure function Sc1Ck) also shows a remarkable tendency: at the equilibrium density or higher, limk-o Scl(k)~o as seen in Fig. 4 :''-. probably caused by inaccuracies of numerical calculations), while at a lower density this limit goes up to a very large ~ value (see Fig. 5 ). These long tails have ;J;
been obtained since we have not imposed any restriction on Fs( r) contrary to most other studies. Although some caution will be necessary in interpreting these tails, they seem to suggest interesting properties of the system as discussed in the next section. We know that neutrons interact with each other through central as well as noncentral forces. As our formalism is based on the assumption of pure central forces, the neutron matter is out of the range of its applicability in a strict sense. In spite of it, we dare apply it to neutron matter to see contributions from central forces and to get approximate upper bounds of the energies. This last statement is based on the fact that purely noncentral potentials actually lower the energy of the system although they make no contribution in our formalism.
In this paper, we use OMY potentials with hard-core radii 0.6 fm (OMY6) and 0.4 fm (OMY4), 18 J Ramada-Johnston (HJ) potential, 19 J AV14 potentiaF 0 l and UV14 potential. 21 J The QMY potentials are spin-dependent central potentials, while the others have tensor, spin-orbit and other non-central components in addition to central components. Components of the following types need caution. They are ILI 2 PsVsqi(r) and ls·LI 2 Vqso(r) in the AV14 and UV14 potentials, and LrzPsVsL12(r) in the HJ potential, where Lis the relative orbital angular momentum, Lrz is an operator quadratic in L,' 9 l and Ps is the spin projection operator. Since these parts of the potentials have central components in addition to noncentral components, we must include the central components in our calculations. As these components have momentum dependence, we incorporate them into our potential Vs(r) by taking expectation values of the momentum-dependent operators with respect to the wave function of the degenerate Fermi gas. Namely, we define , 1) ) differ from each other by at most 0.07 MeV. In the case of OMY potentials our energies are considerably higher than the values by Mimura et al. 22 l This suggests that the constraint used by them is not strong enough. The upward deviations of our results from the FHNC results 10 l in the case of A V14 and UV 14 potentials are, at least partially, due to our neglect of noncentral forces. Details of the energy contents are given for some cases in Table II. Spin-dependent radial distribution functions are shown for some cases in Figs. 10 ~12. Contrary to the case of liquid 3 He, the spin-singlet function Fo(r) has a sharp peak, which is caused by the strong attractive force in the singlet-even state. Long tails are seen for both Fo(r) and F.(r) at some densities, and related to them, the structure function Sc.(k) rises markedly near k=O (Figs. 13 and 14) . Such a rise of Sc.(k) depends on the potential and on the density. For the OMY4 potential, we see the rise at all densities treated in this paper. For the HJ and UV14 potentials, the rises disappear when the density becomes high (ro=0.8 fm, as seen in Fig. 15) , and correspondingly the distribution functions Fs(r) lose their long tails (Fig. 12) . For the AV14 potential, we see the rise of Sc1Ck) at all densities again but, in the case (B), the rise at ro=0.8 fm is seen only in a very narrow region near k=O, where the uncertainty of numerical calculation may be large. For the OMY6 potential, the rise of Sc1Ck) is seen only in a relatively low density region (ro~l.3 fm). § 5. Discussion
We begin our discussion with the relation between the cluster expansion and the formalism constructed in this paper. In the process of this construction we have referred to the two-and three-body cluster terms with the trial function Eq. (3·3). However, our final energy forms are expressed as functionals of the spin-dependent radial distribution functions Fs(r), which are defined as in Eq. (3·4) without reference to the cluster expansion. Therefore, our formalism should be regarded as an approximation different from the cluster expansion method, although there remains a close relation between them.
The relation of our formalism to the wave function is less direct than that of the cluster expansion method, because no correlation functions ls(rij) appear in our energy expressions. This fact may be sometimes advantageous and sometimes disadvantageous to our formalism. A possible advantage is that our energy expressions may include the effects of three-and higher-body correlation functions to some extent. The radial distribution functions Fs(r) we obtain may require these correlation functions in addition to the pair correlation functions js(rij).
Next, we consider the qualities of the three approximations derived in § 3, i.e., EA/N, Es/N and Ec/N as energy expressions. From the standpoint of the cluster expansion with the trial wave function Eq. (3·3), the qualities should become better in the above order because of the increase of included terms. However, that wave function has two-body correlation functions ls(rij) only; in the real wave function, there will also be three-and higher-body correlation functions, which reduce the energy. As mentioned above, our formalism need not be regarded as limited to the case of two-body correlation functions. If we admit it, we cannot say that Ec/N is superior to EA/N and Es/N simply on the basis of the numbers of included terms. The differences among EA/N, Es/N and Ec/N are parts of the three-body cluster energy, and expected to be of the same order of magnitude as contributions from three-body correlation functions. Therefore, at present, we regard the qualities of the three approximations as of similar grade.
Looking at the energy values obtained with the three approximations, we find that they are in the order EA/N < Es/N < Ec/N in most cases. A possible reason for this order is the following. When spin-dependent correlation functions are used, peculiar three-body 'cluster terms appear in addition to nonpeculiar terms: The spin-singlet correlation function !o(r) comes in a spin-triplet pair, and the spin-triplet correlation function /1Cr) in a spin-singlet pair. These peculiar terms tend to raise the energy. In constructing our energy expressions we have taken into account both peculiar and nonpeculiar terms. Since the number of the included peculiar terms in Ep,/N is more than in EA/N and less than in Ec/N, the above order in the energy values will result. It is suspected that, in the cluster expansion method, the effect of the peculiar terms should be reduced by inclusion of proper three-body correlation functions. We have also remarked that some effects of three-body correlation functions may be already taken into account in our formalism. The above order in the energy values suggests that, in the third expression Ec/N which heavily depends on the three-body terms with two-body correlation functions, the effect of three-body correla· tion functions is not sufficiently included to counterbalance many peculiar terms. On the other hand, the first expression EA/N consists of parts each of which has raison d'~tre independent of specific forms of the wave function; it is little to do with the peculiar terms. The second expression EB/N has a character in between the first and third.
The differences among the above-discussed three approximations (EA/N, Es/N and Ec/N) are not important in the case of neutron matter since the energy values obtained with these approximations are close to each other. In the case of liquid 3 He, however, the differences in the energy values are fairly large. The reason for it is the large difference between Fo(r) and FI(r)/3 (exactly, the difference between Fclr) and FcF(r)). This large difference, especially that in the long tails, means that a particle approaches another particle preferably in the spin-triplet state; this result probably reflects the character of the liquid 3 He that a P-wave pairing occurs in it at very low temperatures. 23 l Although this behavior of Fs(r), or equivalently the rise of Scz(k) near k=O, is qualitatively consistent with the P-wave pairing, our energy expressions are not designed to represent the pairing effect, because we use the wave function of a perfectly degenerate Fermi gas for (j)(x1, ···, XN) in Eq. (3·3).
Long tails of Fs(r) are also seen in some other cases .. For liquid 3 He, F1(r)
+ Fo(r) has a long positive tail at densities lower than the saturation density, and correspondingly Sdk) rises sharply ask approaches zero (see Fig. 5 ). The structure function Sci(k) must be zero in the limit k~O if the matter is uniform. This property is called Mayer's condition, 24 l and used as a constraint on the radial distribution functions in some variational calculations. 10 l Below the saturation density, however, the uniform matter is unstable; it will break into very large clusters in each of which the density is at the saturation point. Therefore, it is not surprising that Mayer's condition is violated at lower densities. The long positive tail of F1(r)+ Fo(r) means that the particles lie nearer to each other than in the uniform matter, and is consistent with the formation of large clusters.
Another long tail of F1(r)+ Fo(r) is seen in the case of neutron matter. Since it is not in a bound state, contrary to liquid 3 He, the rise of Sci(k) near k=O cannot be explained by formation of clusters. It is probably related to the s-wave pairing. In order to simulate the s-wave pairing, the spin-singlet distribution function Fo(r) tends to have a (positive) long tail. Then, the spin-triplet distribution function F1(r) is compelled to have a long tail by the second condition (3 ·12b 25 l It should also be noted that no indication of the predicted P-wave pairing at higher densities is seen in our results. This is not surprising since we have not taken into account the spin-orbit force which is the main cause of the P-wave pairing.
The long tails of Fs(r) that we obtained in some cases suggest interesting physical properties of the systems, but they are probably not the true forms of Fs(r). Lantto et al. showed that the radial distribution function has a 1/r 4 tail in the boson case, 26 l and Mayer's condition is satisfied only when the tail is shorter than 1/r 3 (except for oscillatory tails). According to the discussion in the last three paragraphs, the long tails seem to be related either to pairing or formation of large clusters. The formation of large clusters is perhaps too difficult to treat mathematically, but the pairing may be taken into account by an appropriate modification of the single-particle wave function @(xl, ·· ·, XN ). The corresponding modification in our first approximation EA/N will be replacement of FsF(r) by the spin-dependent distribution functions calculated with the modified single-particle wave function. The modification of the single-particle wave function should be made so as to minimize the energy. Then, we can expect that Fs(r) get rid of the long tails in conformity with the correct asymptotic behavior. Modification of our second and third approximations may be more complicated, but, if Fs(r) get rid of the long tails, the differences among the energy values in the three approximations will become smaller. This argument adds credit to our simplest approximation, i.e., the first approximation. That approximation is much easier to refine than the second and third approximations, and is worth studying further. The above argument indicates that our energy expressions are insufficient in most cases since the wave function of the degenerate Fermi gas is used for @(xl, ···, XN). However, the errors in the numerical results of the total energies are probably not very large for the following two reasons. First, the variational method generally gives fairly good energy values even if the trial wave functions are not accurate. Second, the energy gain by pairing is usually much smaller than the total energy. We can find in Table I a support to the first reason; cases (A) and (B) have fairly different distribution functions, but their total energies are close to each other if Er/N which has been treated perturbatively is not included.
We have argued that refinement of our formalism will lower the energies. Then, it is likely that the calculated energies deviate downwards from the experimental energies for liquid 3 He. This tendency is opposite to most other theories. This possible downward deviation urges us to reconsider the HNC/0 approximation for boson systems, which has been a motivation of the present study and is a counterpart to our formalism. It is known that the HNC/0 approximation gives considerably higher energies than the experimental ones in the case of liquid 4 He.27l We suspect that this defect of the HNC/0 approximation is due to its use of too simple a single-particle state, i.e., @(xl, ·· ·, XN) = 1. Actually, the method of correlated basis functions which takes into account the contribution of excited single-particle states perturbatively helps lower the energy appreciably. 28 l' 29 l We are now studying liquid 4 He by a formalism similar to the one in this paper assuming a certain type of single-particle wave function fPCx1, ·· ·, XN) ( =F 1). According to the preliminary results, the energy is much lowered from the HNC/0 value.
The present formalism can be applied only to rather limited classes of systems. It is necessary to generalize it to deal with wider classes of systems. One of such generalizations is to take into account the isospin degrees of freedom. In the case of symmetric nuclear matter with central forces, it is relatively easy to derive an energy expression which corresponds to our first approximation. Another important generalization is to enable the formalism to treat noncentral forces. After these generalizations we can deal with realistic nuclear matter. 
If we use c<zJ for G(/3), we obtain the three-body cluster approximation of the energy per particle.
