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Abstrat
Grover's searh algorithm searhes a database of N unsorted items
in O(
√
N/M) steps where M represents the number of solutions to the
searh problem. This paper proposes a sheme for searhing a database
of N unsorted items in O(logN) steps, provided the value of M is known.
It is also shown that when M is unknown but if we an estimate an
upper bound of possible values of M , then an improvement in the time
omplexity of onventional Grover's algorithm is possible. In that ase,
the present sheme redues the time omplexity to O(MlogN).
1 Introdution
With the advent of quantum omputation many quantum algorithms [1-4℄ whih,
work faster than their lassial ounter parts, have appeared. Among these
quantum algorithms, Grover's algorithm [4℄ got speial attention of the whole
ommunity beause of its wide appliability in searhing databases. Atually,
searhing databases is one of the most important problems in omputer siene
and real life. This fat has motivated people to develop a large number of al-
gorithms to searh dierent kind of databases [5℄. We are interested about a
database of N unsorted items, having M solutions (where M ≪ N). Any las-
sial algorithm takes O(N) steps to searh suh a database. Grover's quantum
algorithm [4℄ searhes suh a database in O(
√
N/M) steps. Till now, the time
omplexity of Grover's algorithm is minimum among all the algorithms designed
for the same purpose. Tight bound on Grover searhing has been studied by
many people [6℄ but it does not establish any tight bound on quantum searh
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in general. This fat has motivated us to explore the possibility of improvement
in speial ases. In Grover's original algorithm the number of solution M is
unknown. In the present work we onsider a speial ase of Grover's algorithm
and assume that either M is known or an upper bound of M is known. In the
rst ase time omplexity redues to O(logN) and in the seond ase it redues
to O(MlogN). The redution is onsiderably large when M is small and N is
large.
In setion 2 we briey disuss Grover's algorithm. The modied algorithm,
is disussed in setion 3. In setion 4 we have disussed time omplexity of
various ases. Finally we onlude in setion 5.
2 Grover's algorithm
As we have already stated, we are interested to searh a database of N items
out of whih M are the solutions. In Grover's searh algorithm we assign an
index to eah element and searh on those indies. Now for our onveniene if
we assume that N = 2n then we an store all the indies in n qubits sine the
indies varies from 0 to N − 1. A partiular instane of the searh problem an
onveniently be represented by a funtion f , whih takes an integer x, in the
range 0 to N−1. By denition, f(x) = 1 if x is a solution to the searh problem
and f(x) = 0 if x is not a solution to the searh problem.
Grover's algorithm uses an unitary operator as a quantum orale whih ips
the orale qubit if f(x) = 1. Essentially, the Orale marks the solutions to the
searh problem by shifting the phase of the solution. The searh orale is applied
only O(
√
N/M) times in order to obtain a solution on a quantum omputer.
This is done in following steps:
1. The algorithm begins with a quantum register in the state |0〉
⊗n
.
2. The Hadamard transform is used to put the register in a equal superpo-
sition of N = 2n states. This is how we used to prepare the input state
|x > for the orale.
3. A quantum subroutine, known as the Grover iteration is repeatedly ap-
plied. The Grover iteration may be broken in following four steps:
a) Apply the orale
b) Apply the Hadamard transformation on n qubits
) Perform a onditional phase shift on the omputer, with every ompu-
tational basis state exept |0〉 reeiving a phase shift of −1
d) Apply the Hadamard transformation on n qubits.
3 The modied algorithm
To simplify the understanding of Grover's algorithm, we an assume that the
initial superposition is onstituted of 2 parts: the solution states and the non-
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solution states and represent the state as
|S〉 = cos θ|0〉 > +sin θ|1〉 (1)
where |0〉 represents the non-solution states and |1〉 represents the solution states
and
cos θ =
√
(N −M)
N
sin θ =
√
M
N
.
The Orale an be onsidered as a 2 × 2 matrix whih ips the phase of the
solution states. It an be written as :
O =
(
1 0
0 −1
)
.
At the end of eah Grover iteration (Grover iteration is a phase ip of the
solution states, followed by an inversion of all states about the mean), the initial
state gets rotated by an angle of 2θ in a diretion suh that it moves loser to the
solution states. In other words, eah Grover iteration inreases the probability
of the solution states (simultaneously dereasing the probability of the non-
solution states). Therefore, the orret solution an be measured with a high
probability after a ertain number of Grover iterations. Essentially, a partiular
Grover iterator redistributes the probability among the possible states in two
steps. First it ips the phase of the solution states and then inverts about
the mean. In this proess, the probability of nonsolution states gets redued
and the redued probability is added to those of the solution states. Here an
important question arises: Is it essential to invert the states about mean? The
answer is no! Atually, the essential ondition is unitarity of the operation.
When M is unknown, then this one of the unitary operation through whih
we an redistribute probability aording to the requirement and onserve the
total probability. So when M is unknown the state represented by (1) has to
be rotated by 2θ in eah step. But if we know the, value of M (i.e. we know
θ), then we an introdue an unitary operation whih vanishes the probability
of appearane of nonsolution states and uniformly distributes that probability
among all the solution states. This new unitary operation exploits the fat that
if M is known then the amount of rotation whih an map the initial state into
the solution state is known. Geometrially, these means an inversion about a
suitable point (instead of the inversion about the mean).
The equation to determine the number of iterations I required in onven-
tional Grover's algorithm is
θ + I(2θ) =
pi
2
. (2)
Now, instead of arrying out Grover's iteration large number of times, we pro-
pose arrying out the same ation in one step i.e. instead of rotating the urrent
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searh state by 2θ, we propose rotating it diretly by kθ where:
θ + kθ =
pi
2
(3)
i.e.
kθ =
pi
2
− θ. (4)
Thus, if we an rotate the urrent searh state (initial state) by kθ then we an
obtain the desired solution state in a single iteration. The time omplexity of
the proess is O(logN) (to reate Hadamard superposition).
A 2× 2 matrix that rotates a state vetor (represented by a 2× 1 matrix in
2 dimensions) by kθ an be written as:
(
coskθ −sinkθ
sinkθ coskθ
)
.
Replaing kθ by pi
2
− θ we get a new operator A dened as follows:
A =
(
sinθ −cosθ
cosθ sinθ
)
. (5)
To understand the physial meaning of this operation let us assume that the
rotation operation A is obtained as the orale operation O followed by another
operation (say X), i.e. XO=A. Solving the above equation, we get X as:
X =
(
sinθ cosθ
cosθ −sinθ
)
. (6)
The matrix X an be written in operator form as:
X := (sinθ|0〉+ cosθ|1〉) 〈0|+ (cosθ|0〉 − sinθ|1〉) 〈1|. (7)
Aording to our basi assumption the value of M and N are known. There-
fore, cosθ and sinθ are known and we an prepare the unitary operation X .
It is easy to hek that X is unitary and physially X : represents a quantum
gate whih auses an inversion about a point suh that the nonsolution state
probabilities are redued to zero. The X an be multiplied with O to produe
A, whih operates on |S〉as follows,
A : |S〉 = A :
(
cosθ
sinθ
)
=
(
0
1
)
. (8)
Thus, we are left only with solution states that an be obtained by performing a
measurement. Essentially, the modiation of the point of inversion redues the
time omplexity in our ase. But only if we know the total number of solutions
then we an hoose the suitable point of inversion.
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4 Time omplexity in various ases:
1. M (the number of solutions to the searh query) is known
Only 1 iteration is required to reah the solution state. The input is
prepared by applying appropriate number of Hadamard gates resulting in
equal superposition of N states. Thus, the total time omplexity would be
O(logN).
2. M is unknown but we an estimate an upper bound on the possible value
of M.
The algorithm suggested above an only be exeuted only for a partiular
value of M. Sine we are aware of the upper bound, measurement of the
register whih holds the answer (for a partiular value of M) is heked
to be orret. Thus, for eah value of M we are required to verify the
orretness of the answer provided by running the algorithm. The answers
obtained an be heked easily as stated in [6℄. This approah will lead to
a time omplexity of O(MlogN).
3. M is unknown and we annot estimate an upper bound on the possible
value of M.
An alternative approah an be adopted in this ase. Reently we have
given a proposal [7℄ to handle this ase using onurreny ontrol teh-
niques and marking. This proposal redues the omplexity to O(M +
logN).
5 Conlusion
This paper proposes a sheme to searh a database of N unordered items in
O(logN) when M is known. And in O(MlogN) when M is unknown but an
estimation of upper limit of M is possible. This improvement in omplexity is
onsiderable and it will be more prominent with the inrease of the size of the
database. There exist many appliations of Grover's algorithm. Thus, an im-
provement in Grover's searh will result in the improvement in time omplexity
of all these appliations. This is a speial ase of Grover's algorithm where time
omplexity is less than that of the onventional Grover's algorithm. There may
exist many similar speial ases of more general quantum searh problem where
omplexity is less. Thus the present study opens up a possibility to look at the
quantum searh problems from a new perspetive.
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