In this paper, we give useful and easy computable criteria for D ± 4 singularities of wave front surfaces. As an application, we study behaviors of singular curvatures of cuspidal edge which incident a D + 4 singularity.
Introduction
The main objective of this paper is to study the identification problem of map germs. It means that for a given map germ on the classification table, finding simple criteria which will describe which germ on the table a given germ is equivalent to. The classification problem for map germs of wave fronts in 3-space is considered by V. I. Arnol'd and V. M. Zakalyukin. They show the generic singularities of wave fronts R 2 → R 3 are the cuspidal edge and the swallowtail. Moreover, they show the generic singularities of one-parameter bifurcation of wave front surfaces are the cuspidal lips, cuspidal beaks, butterfly and D ± 4 singularities (see [1] ). In this paper, we shall study the recognition criteria for D ± 4 singularities. Simple criteria for the cuspidal edge and the swallowtail are given by M. Kokubu, W. Rossman, K. Saji, M. Umehara and K. Yamada and using them, study the local and global behavior of flat fronts in hyperbolic 3-space [12] . Moreover, using them, K. Saji, M. Umehara and K. Yamada introduced the singular curvature on the cuspidal edge and investigated its properties [16] . Furthermore, a simple criterion for the cuspidal cross cap is given in [2] . In [9] , general criteria for the cuspidal lips and the cuspidal beaks are given and the horo-flat surfaces in hyperbolic space are investigated. Furthermore, in [8] , criteria for the butterfly is obtained.
Recently, several applications of these criteria are considered in various situations [4, 9, 10, 13, 15] . These investigations show that simple criteria for general singularities of maps are convenient to consider applications of geometric objects with singularities. Criteria for higher dimensional A singularities of wave fronts and their applications are considered in [18] .
In this paper, we give criteria for the D ± 4 singularities of wave front surfaces. Since it only uses the informations of the Taylor coefficients of given germ, like as the former criteria, we would like to remark that the criteria (Theorem 2.4 and 2.3) might be useful to identify the D ± 4 singularities on explicitly parameterized maps.
1
This paper is organized as follows. In section 2, we state the main theorem. All part of section 3 is appropriated for the proof of the main theorem. In section 4, we give examples of criteria. In section 4, as an application, we consider the singular curvature of cuspidal edges which incident the D + 4 singularity. 
If one can take ϕ 2 to be the identity, the two map germs are called R-equivalent.
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All maps considered here are of class C ∞ .
Preliminaries and statement of main theorem
In this section, we introduce a notion of wave front and state the criteria. The framework of wave fronts introduced here are due to Arnol'd-Zakalyukin. The unit cotangent bundle T * 1 R n+1 of R n+1 has the canonical contact structure and can be identified with the unit tangent bundle T 1 R n+1 . Furthermore, we identify T 1 R n+1 to R n+1 × S n , where S n is the unit sphere of R n+1 . Let α denotes the canonical contact form. A map i : M → T 1 R n+1 is said isotropic if dim M = n and the pull-back i * α identically vanishes. An isotropic immersion i is called a Legendrian immersion. We call the map π • i the Legendrian map and the set W (i) = image π • i the wave front set of i, where, π : T 1 R n+1 → R n+1 be the canonical projection. Moreover, i is called the Legendrian lift of W (i). According to this framework, we define the notion of fronts as follows.
is an isotropic map (resp. a Legendrian immersion) (cf. [1] see also [12] ).
The isotropicity of L is equivalent to the following orthogonality condition:
where , is the Euclidean inner product. The vector field ν is called the unit normal vector field of the frontal f . The plane perpendicular to ν(p) is called the limiting tangent plane at p.
is called the signed area density function of f . where, f u 1 = ∂f /∂u 1 , for example. The set of singular points S(f ) of f coincides the zeros of λ.
be a frontal and p a non-degenerate singularity, then there exists a non-singular curve γ(t) :
Since p is a nondegenerate singular point, dimension of kernel ker(df γ(t) ) is equal to one. Thus we have a never vanish vector field η(t) along γ such that η(t) spans ker(df γ(t) ). We call η the null vector field. Introducing and using these terminology, in [12] , criteria for the cuspidal edge and the swallowtail are stated as follows. 
Now we shall state the criteria for the D ± 4 singularities. Since its appear as generic singularities of fronts (R 3 , 0) → (R 4 , 0), we first discuss fronts in the four space.
be a front and ν its unit normal vector.
The germ f at 0 is the 4-D (1) rank df (0) = 1.
If condition (1) is satisfied, we can take arbitrary linearly independent vectors ξ, η, τ ∈ T 0 R 3 such that ξ and η span ker(df ) 0 at 0, and τ ∈ T 0 R 3 transverse to ker(df ) 0 at 0. Denote ξ, η, τ ∈ X(R 3 ) as any extensions and define
where, ξf means the directional derivative with respect to ξ, for example.
(2) det Hess (ξ,η) λ(0) < 0 (resp. > 0), where λ is the signed area density function and the 2 × 2 matrix Hess (ξ,η) λ is the Hesse matrix with respect to ξ and η of λ.
The following theorem is the criteria for fronts in 3-space. (1) and (2) of
the second fundamental values of f .
Proof of the criteria
In this section we shall prove Theorem 2.3 and 2.4. Firstly, we show the conditions in these theorems do not depend on the choice of vector fields and coordinate systems. In the case of fronts in R 3 , if one changes coordinate system on the source space, λ is multiplied by a non-zero function. Furthermore, since λ is also multiplied by a nonzero function when one changes coordinate system on the target space and metric, the conditions of Theorem 2.4 do not depend on the choice of coordinate system on the source and target space and metric. We show the independence on the conditions in Theorem 2.3.
3.1. Independence on the vector fields on the source space. Here, we prove that the condition det Hess (ξ,η) λ 0 > 0 (resp. < 0) does not depend on the choice of vector fields. Let ξ, η, τ be extended vector fields in the Theorem 2.3.
Proof. Take new vector fields (τ ,ξ,η) as
where a * , b * , c * ( * = 1, 2, 3) are functions satisfying that a 1 = 0, b 1 = c 1 = 0 and b 2 c 3 − b 3 c 2 = 0 at 0. It is sufficient to prove that the independence on the determinant of the Hesse matrix det Hess (ξ,η) (λ) with respect toξ,η. Since dλ = 0, b 1 = c 1 = 0 at 0, we prove that the sign of Hess (ξ,η) and Hess (ξ,η) coincide. By a direct calculation, we haveξξ 
Thus it holds that
This proves the assertion.
Next, we prove that the independence on non-singularity about a map germ
Lemma 3.1. LetL,M ,N be some functions vanishes at the origin. Take two maps as Proof. This follows directly from a formula
JF is the Jacobi matrix of F .
Lemma 3.2. For some three maps f, g, h : (
If dh(0) = 0 then f at 0 is non-singular if and only if g at 0 is non-singular.
Proof. This also follows directly since df = dg + dh holds.
We show that the non-singularity of (L (ξ,η) , M (ξ,η) , N (ξ,η) ) does not depend on the choice of vector fields.
Proof. Take new vector fields (τ ,ξ,η) like as (3). Since
holds, where, b * , c * are functions ( * = 1, 2, 3) and ξf = f ξ for example, we have
Here,
3.2.
Independence on the coordinate systems and metrics on target space. We take a diffeomorphism Φ : (R 4 , 0) → (R 4 , 0). The unit normal vectorν forf = Φ•f to be taken as follows (see [2] )
Proof of independence on the sign of det Hess λ 0 . Let us denotẽ
Since the transversality does not depend on the choice of coordinate system,
holds, where α is a non-zero function, and X is a vector fields on R 4 along f perpendicular to ν. Let us assume that dλ(0) = 0, det Hess λ(0) = 0. Then we havẽ
The second term vanishes on the regular points, and the regular points are dense, by the assumption. Thus the second term is identically zero. Hence it holds that
By this formula, the sign of the determinant of Hesse matrix with respect to (ξ, η) coincides.
Proof of independence on non-singularity of (
By to prove Theorem 2.3, we may choose any vector field satisfying the condition and coordinate system on the target space.
3.3. Theory of Legendrian singularities. In this section, for the purpose, we briefly review on the theory of Legendrian singularities due to Arnol'd-Zakalyukin [1, 20] . The main tool to prove the criteria is the notion of generating families. This summarization is due to S. Izumiya (See [6, 9, 11] ). Izumiya applies this theory to the study of submanifolds, may have singularities, in the Minkowski space and investigate large number of differential geometric properties in the various situations (See [5, 7, 9, 11] for example).
Let
is an unfolding of g if g(q) = G(q, 0) holds. We say that G is a Morse family of hypersurfaces if the map germ
is non-singular, where (q, x) = (q 1 , . . . , q k , x 1 , . . . , x n ) and G q 1 = ∂G/∂q 1 , for example. In this case we have an (k − 1)-dimensional submanifold
and the map germ
is a Legendrian immersion germ. The fundamental result of Arnol'd-Zakalyukin [1, 19, 20] asserts that all Legendrian submanifold germs in T 1 R n are constructed by the above method. We call G a generating family of Φ G (Σ * (G)). In this case, the wave front set of Φ G (Σ * (G)) is
We also write W (Φ G ) = D G and call it the discriminant set of G. We now introduce an equivalent relation among Legendrian submanifold germs.
be Legendrian submanifold germs. Then we say that i and i ′ are Legendrian equivalent if there exists a contact diffeomorphism germ H :
Since the Legendrian lift i : (M, p) ⊂ (T 1 R n , p) is uniquely determined on the regular part of the wave front set W (i), we have the following property of Legendrian immersion germs: This result has been firstly pointed out by Zakalyukin [20] . We can interpret the Legendrian equivalence by using the notion of generating families. We denote by E n the local ring of function germs (R n , 0) → R with the unique
function germs. We say that G 1 and G 2 are P -K-equivalent if there exists a diffeomorphism germ Ψ :
is the pull back R-algebra isomorphism defined by Ψ * (h) = h • Ψ and G 1 E k+n is the ideal generated by G 1 in E k+n for example.
There is an algebraic condition that an unfolding to be K-versal.
is K-versal unfolding if the following equality holds.
One of the main results in the theory of Legendrian singularities is the following theorem: As a corollary of Proposition 3.3 and Theorem 3.5, we have the following proposition. Calculating the discriminant set of a K-versal
This is diffeomorphic to the image of a 4-D ± 4 singularity of fronts (R 3 , 0) → (R 4 , 0).
3.4.
Criteria for D ± 4 -type singularities of functions. In the criteria for A k singularities of fronts, the criteria for A k -type singularities of functions play the crucial role. In the case of the criteria for the D -type singularity, it should equivalent to the standard cubic form.
holds.
Proof. The formula (5) is the discriminant of the cubic equation j 3 ϕ = 0 with respect to [u, v] . By a standard method yields that it is the necessary and sufficient condition that j 3 ϕ is R-equivalent to u 3 ± uv 2 . Since u 3 ± uv 2 is R-3-determined, we have the lemma.
T. Fukui and J J. Nuño-Ballesteros have obtained the same condition that a function to be R-equivalent to u 3 ± uv
The uniqueness of versal unfolding holds as follows: Let Φ be a K-versal unfolding of D ± 4 -type singularities ϕ then any K-versal unfolding Φ ′ is P -K-equivalent to Φ.
Summerizing up the above argument, to show Theorem 2.3, it is sufficient to make a function ϕ and unfolding Φ, which is a Morse family, such that the discriminant set coincides the image of f and show ϕ has the D ± 4 -type singularity and Φ is a K-versal unfolding.
3.5. Unfolding and discriminant set. Let f : (R 3 , 0) → (R 4 , 0) be a front and ν be its unit normal vector. We assume that conditions in Theorem 2.3 (1), (2) and (3) are satisfied. In particular, rank df 0 = 1 holds, then by the implicit function theorem and coordinate changes on the source and target spaces, f can be written as
∂u, ∂v R = ker df 0 and {ν(0), ν u (0), ν v (0)} forms an orthonormal frame at 0. Let us denote W = (X, Y, Z, T ) the coordinate system on R 4 . Now we define functions Φ and 
Moreover, since f − W , e 4 = 0 and f T (0) = e 4 , four vectors {e 4 , ν, ν u , ν v } are linearly independent near the origin, where, e 4 = (0, 0, 0, 1). Thus it follows that f − W = 0. Hence we have W ∈ image f .
Since we assume that f to be a front, Φ is the Morse family of ϕ. By the assumption det Hess λ = 0, the regular points of f are dense. (1), (2) and (3) of Theorem 2.3 is satisfied. Let Φ and ϕ are as above. Here, we prove that ϕ has the D ± 4 -type singularity at the origin.
Proof. We calculate the third order differentials of ϕ. Since
it holds that
at the origin. On the other hand, identically f u , ν = f v , ν = 0 holds. Taking derivatives of these identities, we have the formulas f uu , ν = f uv , ν = f vv , ν = 0,
at the origin. Hence it follows that at the origin,
Now, {f t , ν u , ν v , ν} are linearly independent at 0, there exist functions a * , b * , c * ( * = 1, 2, 3, 4) such that
Note that by (7),
holds at the origin. By these formulas (7), (8) and (9), we have det Hess (∂u,∂v) λ = −∆ ϕ (∂u, ∂v).
3.7. Versality. Let us assume that the condition of Theorem 2.3. Here, we prove that Φ is the P -K-versal unfolding of ϕ.
Proof. Recall that Φ is the P -K-versal unfolding if the following equality holds.
In our situation, ∂Φ/∂X = ν 1 , ∂Φ/∂Y = ν 2 , ∂Φ/∂Z = ν 3 . Since f is front,
holds. On the other hand, ϕ has a D ± 4 -type singularity at 0 and u 3 ± uv 2 is R-
, it is sufficient to prove that
This is equivalent to
Note that it holds that
where e 4 = (0, 0, 0, 1). It follows that
at the origin. Now, we taking derivatives of identities f T , ν = f u , ν = f v , ν = 0, we have f T uu , ν + 2 f T u , ν u + f T , ν uu = f T uu , ν + f T u , ν u + f uu , ν T = 0 f T uv , ν + f T u , ν v + f T v , ν u + f T , ν uv = 0 f T uv , ν + f T u , ν v + f uv , ν T = f T uv , ν + f T v , ν u + f uv , ν T = 0 f T vv , ν + 2 f T v , ν v + f T , ν vv = f T vv , ν + f T v , ν v + f vv , ν T = 0 at the origin. Thus
holds at the origin. Hence the matrix (10) coincides
This is nothing but the Jacobian matrix of a map L (∂u,∂v) , M (∂u,∂v) , N (∂u,∂v) (t, u, v) := f u , ν u , f u , ν v , f v , ν v (t, u, v) :
This proves the result.
Here, Theorem 2.3 is proved.
holds, then the singular curvatures κ s (t) of γ(t) approaching to γ(0) from the both sides diverge. Moreover, they diverge having the opposite sign.
Proof. Sinceγ at 0 is A-equivalent to the germ (t 2 , t 3 , 0) at t = 0, the sign of 
