As AI systems become prevalent in high stakes domains such as surveillance, healthcare and education, researchers now examine whether and how these can be designed and implemented in a safe and responsible manner. However, the potential harms caused by systems to stakeholders in complex social contexts and how to address these remain subjects of controversial debate. In this paper, we confront the inherent normative uncertainty in debates about the safety of AI systems by considering how to imagine AI systems as public utilities. Using case studies, we first highlight ways in which normative uncertainty arises in specifying safety considerations, through the scoping of what harms deserve protection, across which conditions a system should protect against these harms through guaranteeing robustness, and what fail-safe procedures should kick in during calamities to secure sufficient resiliency.
We then consider various approaches to resolving normative uncertainty: (a) epistemicist approaches that aim to explicitly arbitrate and encode societal norms into a system, (b) semantically indeterminist approaches that dismiss the explicit comparison of norms and values, and (c) value pluralists approaches that aim to respect the situated and personal nature of norms and values. We * All authors contributed equally to this research. Permission to make digital or hard copies of part or all of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for third-party components of this work must be honored. For all other uses, contact the owner/author(s). AIES '20, February 7-8, 2020, New York, NY, USA © 2020 Copyright held by the owner/author(s). ACM ISBN 978-1-4503-7110-0/20/02. https://doi.org/10.1145/3375627.3375861 discuss how these orientations prioritize specific technical and nontechnical procedures throughout the problematization, featurization, optimization, and integration of AI systems into sociotechnical environments.
We then reconceive AI safety and fairness as public problems whose guiding principles entail multiple kinds of normative uncertainty simultaneously. Drawing from theories of democracy in the tradition of political philosophy, we model these forms of uncertainty in terms of the unresolved relationship between the abstract development principles articulated by stakeholders and practical procedures for problematization, featurization, optimization, and integration. These principles orient developers to the "neighborhoods of value" at stake, but not the "sidewalks" by which those neighborhoods are made sociotechnically livable, as this infrastructure is what developers and their regulators must envision, articulate, and refine over time. As public utilities, advanced AI systems will therefore require the development of a safety culture that is beholden to both the normative stakes of the application domain (as understood by stakeholders) as well as the operational success criteria of the system (as pursued by distinct development stages and responsible actors).
Next, we turn to the technical problem of vagueness and adopt Ruth Chang's theory of intuitive comparability to examine how hard choices manifest across distinct stages of AI system development and to understand what forms of judgment are needed to navigate these choices. Vagueness is encountered as a local tension between development tools that are procedurally comparable but normatively incommensurable. To have good judgment is to be able to orient the epistemic powers of system development towards the normative stakes of the domain. Developers do this by acknowledging, communicating and facilitating hard choices across direct and indirect stakeholders in a way that reflects their position in the development pipeline and that yields agonistic compromises that are necessary to make systems normatively acceptable.
Finally, we discuss how developers must propose these hard choices to community stakeholders as well as the other development stages, who are empowered through distinct forms of dissent to compel alternative choices, drawing on Elizabeth Anderson's work on the epistemic powers of democratic institutions. From this, we outline a framework of sociotechnical commitments to formal, substantive and discursive challenges (respectively addressing technology, values and politics) that address normative uncertainty across stakeholders, and propose the cultivation of related virtues by those responsible for development.
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