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右手系で設定する．カメラ座標系を §OV ¡XV YVZV とし，原点は両カメラ間の中
心とする．ロボット座標系におけるカメラ座標系の原点OV を (0;¡(K +H); G)と











Table 2.1: Parameter of mobile robot
Parameter[mm] H = 960; D = 800; r = 150
Camera Position[mm] K = 190; G = 190
Baseline Length/2[mm] E = 60























Fig. 2.1: Model of mobile robot
する．視空間座標はカメラ座標と密接な関係を持っている．左カメラの水平方向の
角度を ®L，右カメラの角度を ®R，上下方向の角度を ®Dとし，左右の画像に投影
されたシーン中の点 Pの座標をそれぞれ (XL; Y L)，(XR; Y R)とすると，輻輳角 °，
視線方向角 µ; ±で定義される点Pの視空間座標V = (°; µ; ±)T は (2.1)となる．ここ
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Fig. 2.2: Model of active stereo cameras
カメラ座標 (xv; yv; zv)から視空間座標 (°; µ; ±)へは，(2.2)で示される式によって変
換可能である．
° = tan¡1 ((xv + E)= ~zv)¡ tan¡1 ((xv ¡ E)= ~zv)
µ =
n
tan¡1 ((xv + E)= ~zv) + tan¡1 ((xv ¡ E)= ~zv)
o
=2















た，マーカーの配置は移動空間の線形近似精度が高くなるT (= G+M) = 560; Á = 0
の場所に設置してある．Fig.2.3の移動空間を視空間座標上に投影した図をFig.2.5
Table 2.2: Approximation region
300 · T · 700[mm]
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Fig. 2.3: Move space projected on the robot coordinates
に示す．Fig.2.5において，視空間と移動空間の間に線形変換の関係があるとみな
し，移動空間を (2.3)の線形式で近似する．ここで T 0,Á0は近似された並進移動距離
と回転角，Ai; Bi; Ci(i = 1; 2)は近似係数である．近似係数はTable 2.2の範囲にお













Fig. 2.4: World coordinates of humanoid robot
T 0 = A1° +B1µ + C1
Á0 = A2° +B2µ + C2 (2.3)
(2.3)の線形式による近似結果を視空間上に投影した図を Fig.2.6に示す．ここ
Table 2.3: Approximation coe±cient
Ai Bi Ci
i = 1 -97.34 0.000 209.1
i = 2 0.000 1.359 0.000
























Fig. 2.5: Move space projected on the binocular visual space
Fig.2.3の各格子点上における T の理想値と近似値，Áの理想値と近似値をマッ
ピングした図を，それぞれ Fig.2.7，Fig.2.8に示す．Fig.2.7は，輻輳角 (°)と視
線方向角 (µ)をパラメータとした移動並進距離 (T )の 3次元グラフを示す．そのグ
ラフ上には，近似前後のプロット図と T = 0の投影図を表している．Fig.2.8も同
様に視空間座標 (° ¡ µ)と回転角 (Á)の 3次元グラフを示し，近似前後のプロット図








































µ = 0のライン上で誤差が 0となり，両端に離れるにしたがって大きくなっていく．




(2.3)をまとめると (2.4)となる．ここで，T 0; Á0はそれぞれ近似された並進移動




T 0 = RMV +CM (2.4)


























































































f(XLM ¡XRM)¡ (XLd ¡XRd )g=f
f(XLM +XRM)¡ (XLd +XRd )g=2f
f(Y LM + Y RM )¡ (Y Ld + Y Rd )g=2f
1CCA (2.5)








ここで，uM = [ _T 0; _Á0]T， _T 0はロボットの並進速度， _Á0はロボットの回転速度を示
す．¸M は正の定数ゲイン，VM ;Vdはそれぞれ基準マーカーとターゲットの視空間




































仮想的に設置されたマーカーである．VG = (°G; µG; ±G)T を仮想マーカーの視空間座
15
標とすると，VGは (2.6)で示す線形式で計算できる．ここで，I = (I°; Iµ; I±)T は 3
× 1の定数ベクトルで，基準マーカーと仮想マーカーの視空間座標の差を示す．VM
は既知で，Iはロボットとターゲットとの目標距離に応じて決まる値である．








Fig. 2.9: Virtual marker
の代わりに仮想マーカーを用いた LVSの式を構築すると，(2.7)のようになる．
uM = ¡¸MRM (VG ¡ Vd)
= ¡¸MRM (VM ¡ Vd + I)
= ¡¸MRM
2664
f(XLM ¡XRM)¡ (XLd ¡XRd )g=f + I°
f(XLM +XRM)¡ (XLd +XRd )g=2f + Iµ








誤差ev = VM ¡ Vdを定義すると，誤差システムは，
_ev = M(T ) _T (2.8)
ここで， _evは微分された誤差システム，M(T )は 2.1.3節の移動空間Tから視空間
Vへのヤコビアン， _Tは微分された移動空間である．LVSでは，
uM = ¡¸MRM(VM ¡ Vd) (2.9)
であるから，閉ループ系のダイナミクスは次式で表せる．









(VM) = ¡¸MeTvM(T )RMev (2.12)
次に，U(VM )の閉領域­を次式で定義する．










マーカーは (Xv; Zv) = (0; 370)[mm]を設定している．図中の線は U0 の等高線を，
網掛け部分は d
dt
U(VM ) · 0の領域を示している．Fig.2.10より，線形近似を行っ
た領域よりも広い吸引領域が存在し，漸近安定が保証されることが分かる [29][30]．
























Fig. 2.10: Convergence stability of LVS for move control
シミュレーション
これまでのアルゴリズムを適用し，マーカーの位置はTable 2.1よりワールド座














































!L = ( _T 0 +D _Á0)=r
!R = ( _T 0 ¡D _Á0)=r (2.15)
計算されたそれぞれの値は DAボード (Interface製 PCI-3329)を介してそれぞれの
ドライバ (岡崎産業製PC-0143-2)に送ることによって車輪を制御している．モータ
20






期は 66[ms]，ゲイン ¸M は 1.0 とした．また，基準マーカーの視空間上の座標は
(20:3; 0:0; 0:0)T [deg]である．
2.2.3 LVSによる追従実験























Fig. 2.14: Trajectory of basis marker (LVS)
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Table 2.5: Value of I
Position of
virtual marker [mm] Value of I [deg]
500 (6:62; 0:0; 0:0)T
750 (11:16; 0:0; 0:0)T










Table 2.6: Convergence position and distance between target and robot
Position of Distance to


































































§OV ¡ XV YVZV 軸とし，原点は両カメラ間の中心とする．またロボット座標系に
おけるカメラ座標系の原点の位置を (0,-800,0)とする．
Table 3.1: Parameter of humanoid robot
Full Length[mm] H1 = 1000,F = 430,D = 830
Link Length[mm] L1 = 300,L2 = 300
Shoulder Position[mm] W = 200,G = 0.0,H2 = 650
Camera Position[mm] K = 300
Baseline Length/2[mm] E = 60
Robot coordinates[mm] R1 = 410,R2 = 142.5
アーム部










































Fig. 3.1: Humanoid robot model
なる．°は輻輳角，µ; ±はそれぞれ水平方向，垂直方向の視線方向角である．この式
は視空間座標がカメラ姿勢に依存する部分とカメラ座標に依存する部分の線形和で











(Y L + Y R)=2f
1CCA (3.1)
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ここで，Fig.3.3の a)は j0を 0[deg]に固定し，j1; j2を動かしたときのハンドの軌
跡を示している．ハンド位置は (3.3)に示される運動学を用いて計算する．
Table 3.2: Joint space
¡20 · j0 · 20; (deg)
40 · j1 · 80; (deg)
60 · j2 · 100; (deg)
x = L1 cos(j1) + L2 cos(j1 + j2) +W
y = ~z sin(j0) +K
29
z = ~z cos(j0) +G (3.3)
~z = L1 sin(j1) + L2 sin(j1 + j2)
Fig.3.3とFig.3.4を比較すると，デカルト座標と関節空間は非線形であることが






































Fig. 3.3: Joint space projected on the cartesion coordinates
















a)   Upper view b)   Side view


































j00 = A0° +B0µ + C0± +D0
j01 = A1° +B1µ + C1± +D1
j02 = A2° +B2µ + C2± +D2 (3.4)
30
ここで，j0i(i = 0 » 2)は近似した関節角，Ai; Bi; Ci; Di(i = 0 » 2)は近似係数を示
す．近似係数は，Table 3.2の領域の 10[deg]刻みの格子点のデータを用いて最小二
乗法で求めた．近似係数をTable 3.3に示す．(3.4)をまとめると (3.5)となる．こ
Table 3.3: Approximation coe±cient (arm control)
Ai Bi Ci Di
i = 0 -3.148 -0.1790 -0.9980 6.163
i = 1 -3.324 -1.651 0.5350 131.2
i = 2 8.691 1.051 -1.147 -70.70
こで，j0は近似された関節空間，RHは，3× 3の定数行列，DHは 3× 1のベクト
ル，VH はハンドの視空間座標を示す．
j0 = RHVH +DH (3.5)



























0 ¡ j0)2 + (j
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Table 3.4: SSD (arm control)
Cartesian space 6547.447
Binocular visual space 4370.436
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a)   Upper view b)   Side view





































































f(XLH ¡XRH)¡ (XLd ¡XRd )g=f
f(XLH +XRH)¡ (XLd +XRd )g=2f
f(Y LH + Y RH )¡ (Y Ld + Y Rd )g=2f
1CCA (3.7)
ここで，uHはマニピュレータの関節角速度，¸H(> 0)はゲイン，(XLH ; XRH),(Y LH ; Y RH )













誤差ev = V ¡ Vdを定義すると，誤差システムは，
_ev = M(j)_j (3.8)
ここで，M(j)は関節空間から視空間へのヤコビアン，_jは微分された関節空間であ
る．LVSでは，
u = ¡¸R(V ¡ Vd)であるから，閉ループ系のダイナミクスは次式で表せる．









(V ) = ¡¸eTvM(j)Rev (3.11)
次に，U(V )の閉領域­を次式で定義する．











ターゲットは (X;Z) = (450; 200)[mm]を設定している．図中の線はU0の等高線を，
灰色部分は d
dt




































Table 3.5: Parameter of work space
300 · Td · 500(mm)






り，目標物の視空間座標 (°d; µd)から目標物のカメラ座標上の移動空間座標 (Td; Ád)
への変換式は，(3.14)になる．
Td = D0°d + E0µd + F0
Ád = D1°d + E1µd + F1 (3.14)
ただし Tdはカメラ座標上での Z軸方向の距離，Ádは Z軸からX軸にかけての角度，




(3.14)と同様にして，マーカーの視空間座標 (°M ; µM)からマーカーのカメラ座標上
の移動空間座標 (TM ; ÁM)への変換式は，(3.15)で与えられる．
TM = D0°M + E0µM + F0
ÁM = D1°M + E1µM + F1 (3.15)
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Fig. 3.7: Work space






























































































" f(XLd ¡XRd )¡ (XLM ¡XRM)g=f













°M + f(XLd ¡XRd )¡ (XLM ¡XRM)g=f





























Fig. 3.8: Experimental system
いることでそれぞれを分離し認識している．カメラは SONY製EVI-D100を 2台用
い，それぞれのカメラから得られた画像を画像分割装置 (ビデオデバイス製TV250)










ラ座標の原点から，X軸方向 300[mm]，Y軸方向 1500[mm]，Z軸方向 100[mm]の位
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Fig. 3.11: Experiment result(Y coordinates)
41



























転中心 §N と肩との間の垂直方向の長さ，Gは首回転中心 §N と肩の間の奥行き方
向の長さである． Mは首回転中心§N とカメラ原点§Hとの奥行き方向の長さ， H










Table 4.1: Parameters of model
Link Length L1 = 450，L2 = 500
Camera Position W=365，K=345，G=0
Baseline Length/2 E=50
Neck Length H=165， M=60
Focal Length f=4.5



































Fig. 4.1: Model of humanoid robot
となる．
Vd = VM +
2664
f(XLd ¡XRd )¡ (XLM ¡XRM)g=f
f(XLd +XRd )¡ (XLM +XRM)g=2f
f(Y Ld + Y Rd )¡ (Y LM + Y RM )g=2f
3775 (4.1)
但し，X iM ; Y iM(i=L,R)はマーカーの画像座標，Vdは目標物の視空間座標 (°d; µd; ±d)T，
VM はマーカーの視空間座標 (°M ; µM ; ±M)T で既知とする．
この Vdを用いて (3.5)より，目標物へリーチングしたアーム関節角度 jdの変換
式は，(4.2)となる．この式を用いて，目標物の視空間座標Vdをアーム制御の線形
近似行列RH で近似変換した関節角度 jdを求める．
jd = RHVd +DH (4.2)






Table 4.2: Approximation coe±cient(arm control)
Ai Bi Ci Di
i = 0 -3.505 -0.6740 -1.023 13.53
i = 1 -3.622 -1.854 -0.7520 153.7












工 PA-10）を用い，肩の 2軸と肘の 1軸以外を 0[deg]に固定して 3軸マニピュレー
タとして使用した．カメラには SONY製EVI-G20を用いた．このカメラはVISCA























Fig. 4.2: Experimental system
¸Hは 1:0とした．ターゲットをロボット座標系の (290;¡295; 466)T に設置する（カ
メラ座標系では (140; 0; 800)T）．アームの手先位置は，手先がカメラ画像に入らな
い位置に設定する．具体的には，アーム関節角の初期値が j0を (5:93; 0:0; 150:83)T





















Fig. 4.3: Experimental condition


















































Fig. 4.4: Experimental result (only open-loop)


































Fig. 4.5: Experimental result
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Fig. 4.6: The situation of open-loop control
Fig. 4.7: The situation of changing from open-loop to LVS control
50
Fig. 4.8: The situation of LVS control
















































の原点は二つの車輪の中心かつ車軸上の点とする．カメラ座標系を§V (XV ; YV ; ZV )
軸とし原点をOV とする．またロボット座標系で (0,-1260,0)の位置にカメラ座標系
の原点がある．
Table 5.1: Parameter of humanoid robot
Total length H = 1400,F1 = 623,D1 = 725
Robot body length F2 = 600,D2 = 550
Camera position G = 300,K = 435,E = 275
Robot position R1 = 420,R2 = 140
(unit:mm)
カメラ部
ワールド座標系を§w(X 0; Y 0; Z 0)とし原点をO0とする．また，全方位カメラ画像
の縦方向をY軸，横方向をX軸とし画像座標 (X,Y)とする．ワールド座標系原点に
全方位カメラを置き (-10,0,10)に目標を置いた時の全方位カメラのモデルをFig.5.2
の a)に，カメラ画像を b)に示す．ここで，画像とモデルの目標のX 0座標が反転し
ているのは全方位カメラがミラーを使用しているためである．画像座標上のワール
ド座標 Z 0軸と画像座標 Y軸とのズレを全方位カメラのカメラ角度 ®とする時，³
をワールド座標系での全方位カメラから目標物までの方位角とすると，方位角 ³は
(5.1)となる．

























Fig. 5.1: Model of humanoid robot
³ 0 = tan¡1(
Yt
¡Xt )







方位角をそれぞれ ³ 0L，³ 0Rとすると，左全方位カメラ，目標物，右全方位カメラでな
す角度 °が輻輳角，目標物が正面にある場合とのズレの角度 µを視線方向角とする















ここで，®L，®R，³ 0L，³ 0Rの単位は共に (deg)とする．また，目標が後方にある場合
のモデルをFig.5.4に示す．ここで，図中の 2つの円の大きさは同じものとする．こ
の時，目標の視空間座標は (°b; µb)とする．Table 5.2に目標が後方にある場合の視
空間座標Vb = (°b; µb)T の範囲を示し，変換式を (5.3)に示す．
Table 5.2: View Space area(back target)
0 · °b · 180; (deg)

















































































XR = T sinÁ (5.5)

















Fig. 5.4: Stereo omnidirectional camera (back target)
Table 5.3: Approximation area
200 · T · 400，(mm)
¡180 < Á · 180，(deg)
行う．近似に用いる線形式を，(5.6)に示す．
T 0 = A0° +B0µ + C0
Á0 = A1° +B1µ + C1 (5.6)
ここで，T 0; Á0は近似した距離と角度，Ai; Bi; Ci(i=0,1)は近似係数を示す．近似係
数は，Table 5.3の領域で距離 T を 50[mm]，角度 Áを 10[deg]刻みで変化させたと
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Fig. 5.5: Movement space projected on the cartesian coordinates


























Table 5.4: Approximation coe±cient
Ai Bi Ci
i = 0 -114.399 0.0 351.819
i = 1 0.0 0.991 0.0
ここでu0は近似された移動空間，Rは 2× 2の定数行列，Cは 2× 1のベクトル，
V はロボットの視空間座標を示す．
u0 = RV +C (5.7)
u0 = [T 0; Á0]T













_u0 = R _V (5.8)
_u0 = [ _T 0; _Á0]T ; _V = [ _°; _µ]T



















³ 0RM ¡ ³ 0LM









³ 0Rd ¡ ³ 0Ld




³ 0RM ¡ ³ 0LM ¡ (³ 0Rd ¡ ³ 0Ld)
f³ 0RM + ³ 0LM ¡ (³ 0Rd + ³ 0Ld)g=2
#
(5.9)











_ubV = ¡¸R(VM ¡ Vb)
= ¡¸R
"
2(®R ¡ ®L) + ³ 0RM ¡ ³ 0LM + ³ 0Rd ¡ ³ 0Ld
f³ 0RM + ³ 0LM ¡ (³ 0Rd + ³ 0Ld)g=2
#
(5.10)






_ubV = ¡¸R(VM ¡ Vb)
= ¡¸R
Ã





2°M ¡ (³ 0RM ¡ ³ 0LM ¡ (³ 0Rd ¡ ³ 0Ld)



















されたマーカーである．VVM = (°VM ; µVM)T を仮想マーカーの視空間座標とする
と，VVM は (5.12)で示す線形式で計算できる．
VVM = VM + I (5.12)



















Fig. 5.8: Approximation result projected of visual space
_u0 = ¡¸R(VVM ¡ Vd)
= ¡¸R(VM ¡ Vd + I)
= ¡¸R
"
³ 0RM ¡ ³ 0LM ¡ (³ 0Rd ¡ ³ 0Ld) + I°







ルド座標上X軸-1000mmから 1000mm，Z軸-1000mmから 1000mmの範囲で 1mm



































Fig. 5.10: Virtual marker
範囲の吸引領域が存在し，漸近安定を保証していることが分かる．[29][30]
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Table 5.5: Target position (simulation)
X(mm) Y(mm) Z(mm)
Target1 0 1300 4000
Target2 3000 1300 3000
Target3 4000 1300 0
Target4 3000 1300 -3000
Target5 0 1300 -4000
Target6 -3000 1300 -3000
Target7 -4000 1300 0






カメラ座標系 ZV 軸方向 700mmの位置に黄色のマーカーが取り付けられており，
対象物に赤色の物，障害物に緑色の物を用いることでそれぞれを分離し認識してい
る．カメラはVstone製VS-C15N，VS-C15NRCをそれぞれ 1台用い，それぞれのカ
メラから得られた画像を画像分割装置 (ビデオデバイス製 TV250)で 1枚にまとめ，
画像処理装置 (HITACHI製 IP-5005bd)に送る．画像処理装置は画像を黄色，赤色，
緑色それぞれで二値化し分離する．二値画像の重心を特徴点として車輪での移動速































































































Table 5.6: Target position (experiment)
X(mm) Y(mm) Z(mm)
Target1 0 1000 2000
Target2 1500 1000 1500
Target3 2000 1000 0
Target4 1500 1000 -1500
Target5 0 1000 -2000
Target6 -1500 1000 -1500
Target7 -2000 1000 0

















Fig. 5.15: Movement control experiment model
70




























































































































































































































V (x)を連続な一次偏導関数をもつスカラー関数とする．­lは領域 V (x) < ｌの
一つの成分（連結成分）を表すことにする．­lは有界で­lの中では，
_V (x) · 0 (7.1)
と仮定する．Rを _V (x) = 0をみたす­lの点のすべてからなる集合とし，MをRの
なかの最大の不変集合とする．このとき­l のなかにある各解は t ! 1 のときM
に近づく．
証明
条件 (7.1)と ­lの定義は明らかに t = 0のとき ­lのなかから出発する解 x(t)は
すべての t > 0に対して­lのなかに留まることを意味している．
このとき V (x(t))は非増加かつ下から有界であるから t ! +1のとき V (x(t))は
極限 l0をもち，しかも l0 < lである．
連続性により x(t)の正の極限集合 ¡+の上では V (x) = l0 が結論される．よって，
¡+は­lのなかにあり，¡+上で _V = 0 である．
その結果として ¡+はRのなかにあり，また ¡+は不変集合であるから ¡+はMの
なかにある．x(t)は ­lのなかに留まっているから t ¸ 0 に対し有界であり，した
がって t!1 のとき x(t)!M である．（証明おわり）
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