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ABSTRACT
The Long-Short-Term-Memory Recurrent Neural Network
(LSTM RNN) is a state-of-the-art machine learning model
for analyzing sequential data. It, however, has low training
throughput and is limited by memory capacity when running
on GPUs. Our results from profiling the LSTM RNN-based
Neural Machine Translation (NMT) model reveal that the
feature maps of the attention layers form the major memory
bottleneck and the fully-connected layers form the runtime
bottleneck when training on a modern GPU. We identify the
key reason why the attention layers disproportionately con-
sume so much GPU memory: their computation exhibits an
O-shape (i.e. small input and output size, but large amounts
of intermediate values). We observe that the repetitive nature
of LSTM RNNs can be exploited to improve performance
of the fully-connected layers by better utilizing the GPU
memory hierarchy.
Based on these observations, we propose EcoRNN that
incorporates two optimizations that significantly reduce the
memory footprint and runtime. (1) Partial forward propa-
gation reduces the memory footprint by stashing the small
input values of the attention layers and then recomputing the
feature maps during the backward passes, instead of saving
them in memory. (2) Data layout optimization boosts runtime
performance of fully-connected layers by transposing the data
between row-major and column-major layout. It is transpar-
ent to programmers since EcoRNN automatically selects the
best implementation using model hyperparameters.
We integrate EcoRNN into MXNet and evaluate it on the
NMT and word-level language modeling task. On the NMT
model, EcoRNN halves the memory consumption without
losing any training accuracy or runtime performance. This
memory footprint reduction can be converted into a 1.5×
reduction in training time and energy consumption by training
with a larger batch size. On the word-level language modeling
task, EcoRNN improves the training throughput by up to
2× over the MXNet default implementation and 1.2× over
cuDNN, the state-of-the-art deep learning library.
1. INTRODUCTION
LSTM [24] RNN is one of the most important machine
learning models for analyzing sequential data today, having
applications in language modeling [69, 60], machine trans-
lation [4, 61, 6, 68], and speech recognition [17, 16]. De-
spite its importance, LSTM RNN training has been shown
to have much lower throughput on GPUs compared to other
types of networks such as Convolutional Neural Networks
(CNNs) [31, 5]. Previous analysis by Zhu et al. [71] also
suggests that LSTM RNN has low compute utilization and
is limited by GPU memory capacity. The reason for this
low utilization of LSTM RNNs compared with CNNs lies
in the difference between their high-level structure and the
types of dominant layers (operators) used in their computa-
tion. From a high-level perspective, the computation graph
of LSTM RNN exhibits a recurrent structure that processes
one input at a time, limiting the amount of model parallelism.
From a low-level perspective, LSTM RNNs and CNNs use
different sets of layers (operators) [27]. While CNNs ex-
tensively use convolutions, relu activations and poolings,
LSTM RNNs mostly use fully-connected layers, tanh/sig-
moid activations, and element-wise operations. These fun-
damental differences limit the applicability of prior work in
reducing memory footprint of CNN training (e.g., vDNN
[55], Gist [26]) in the context of LSTM RNNs.
In this work, we focus on LSTM RNN training, which
is different from inference in the following major ways: (1)
Compute: In training, there is an extra backward pass that
propagates gradients back from the loss layer. The perfor-
mance of training is characterized by throughput (number
of training samples processed per second) instead of latency
that is usually used in inference. Therefore, data samples
are usually batched together before feeding into the neural
networks [4, 61, 6, 68, 23, 32, 30]. (2) Memory: Because of
the large batch size required for efficient training on modern
GPUs, training tasks are usually limited by memory capacity
[55, 26, 71]. Although there is much research work that pro-
poses efficient compression techniques for inference [20, 21],
these footprint reduction techniques focus on weights, rather
than feature maps1 that, as we show later in Section 3.2,
dominate the memory footprint of LSTM RNNs (similar
observations are made in vDNN and Gist in CNNs [55, 26]).
To our best knowledge, there is no previous work that iden-
tifies the memory and runtime bottlenecks of LSTM RNNs.
Our work hence starts by performing a detailed analysis of
the memory consumption and runtime of the LSTM RNN-
based NMT model [4, 61, 6, 68]. Our major observations
are that (1) the feature maps of the attention layers are the
memory bottleneck, and (2) the fully-connected layers are
the runtime bottleneck. We leverage these two major obser-
vations to develop our optimized implementation of LSTM
RNN called EcoRNN that targets these memory and runtime
bottlenecks respectively.
1Feature maps are the intermediate results stored by the forward
pass to avoid recomputation during the backward pass, and the
workspace is the scratchpad needed by a layer to compute the result.
Please refer to Section 3.2 for more information.
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Our first optimization, partial forward propagation, tar-
gets the attention layers of the NMT model. We find that the
reason why the attention layers generate a large memory foot-
print (more than 50% of the total memory consumption as we
will show in Section 3.2) is that their computation exhibits an
O-shape: they have small input and output size but have large
intermediate values that require substantial storage. These
values are stored in main memory as feature maps and are per-
sistent throughout training. This dramatically increases the
overall memory consumption. However, such memory con-
sumption can be hidden if the input values, which are much
fewer, are saved instead. This comes at the cost of redoing
the forward propagation from the inputs to the intermediate
values. Our evaluation in Section 6.2 however shows that the
theoretical runtime overhead caused by this recomputation is
as low as 0.7% of the total runtime and is largely outweighed
by the benefit of reduced main memory data transfers. The
training performance therefore increases by 4%. This tech-
nique could also potentially require a large workspace for the
additional computation during backpropagation. To mitigate
this, we leverage a key characteristic of LSTM RNNs, where
computation can only be performed one time step at a time,
to effectively reuse the same workspace across all the time
steps. This significantly reduces the memory overhead for
the additional workspace.
Our second optimization, data layout optimization, targets
the fully-connected layers of LSTM RNNs. Data layout
optimization [28] is a compiler optimization technique that
improves performance by transposing the data between row-
major and column-major layout. However, as an optimization
that has NP-hard complexity, data layout optimization is diffi-
cult to be applied in general.2 But because the fully-connected
layers in LSTM RNNs have the same dimensions across all
time steps, this NP-hard problem can be reduced to a much
simpler problem that only requires one binary decision be-
tween row-major and column-major (i.e. we optimize only
for one fully-connected layer and the same layout is guaran-
teed to be empirically optimal for subsequent ones), making
it practical to be applicable in the context of LSTM RNNs.
Our EcoRNN incorporates the two optimizations described
previously. Partial forward propagation reduces the mem-
ory footprint by 2× under multiple hyperparameter settings
[71, 23], without introducing any loss in training accuracy or
performance. We leverage the reduced memory consumption
by training with a large batch size that cannot fit into the
GPU main memory in the baseline but can converge 1.5×
faster to the same quality on the validation dataset. Data lay-
out optimization reduces the runtime by up to 3× compared
with the MXNet’s own implementation and 1.5× compared
with cuDNN [45] on pure LSTM RNNs and up to 2× and
1.2× on the word-level language modeling task. It applies to
both training and inference as it speeds up both forward and
backward passes. Our runtime optimization is transparent to
users since we preserve the same programming interface and
different implementations of LSTM RNNs are automatically
selected based on our runtime microbenchmark analysis.
Our major contributions can be summarized as follows:
2For example, if we need to optimize N fully-connected layers and
each layer has a distinct set of input, weight and output dimensions,
then we need to consider 2N combinations of data layouts.
(1) Memory and Runtime Breakdown Analysis of the
NMT Training Model. We present a detailed breakdown
and analysis of how GPU memory is consumed and where
the runtime is spent in the NMT training tasks. Our profiling
results indicate that the feature maps of the attention layers
form the memory bottleneck and the fully-connected layers
form the runtime bottleneck.
(2) Lossless Memory Footprint Reduction without Per-
formance Loss. We use partial forward propagation for
the attention layers, which significantly reduces the memory
footprint by 2× under the hyperparameter setting provided
by Zhu et al. [71] without introducing any performance loss.
Instead, the performance improves by 4% (thanks to the re-
duced number of memory transactions). Additionally, we
show how to benefit from the footprint reduction by training
with a larger batch size that increases the speed for conver-
gence to the same quality by 1.5× on the validation dataset.
(3) Transparent Runtime Improvement. We apply data
layout optimization to the fully-connected layers of LSTM
RNNs which increases performance by up to 3× over the
machine learning framework implementation and 1.5× over
cuDNN on pure LSTM RNNs and up to 2× and 1.2× on
the word-level language modeling task. Data layout opti-
mization accelerates both the forward and backward passes,
and is hence applicable to both training and inference. This
optimization is transparent to the programmers: we have a
runtime microbenchmark that automatically selects the best
implementation depending on the hyperparameters provided.
(4) End-to-End Real System Performance Evaluation
and Generic Optimization Techniques. We show all eval-
uation results on commercially available GPUs. Our opti-
mization techniques are applicable across (1) different hy-
perparameter settings [71, 23], (2) state-of-the-art machine
learning frameworks (MXNet [7] and TensorFlow [1]), and
(3) multiple GPU hardware generations (Pascal [47], Volta
[52], and Turing [50]).
2. BACKGROUND: LSTM RNN
This section gives a short overview of LSTM RNNs and
their applications in word-level language modeling [69, 60]
and NMT [4, 61, 6, 68]. For simplicity, we ignore most of the
irrelevant algorithmic details and focus on the tensor shape
transformations across different layers.
Figure 1 shows a simplified view of a single-layer LSTM
RNN that reads through an input sequence i1∼T , where the an-
notations in square brackets denote tensor shapes. The layer
has a total number of T LSTM cells c1∼T , corresponding to
the input sequence length (e.g., in the context of language
modeling and machine translation, T denotes the number
of words per sentence). Each cell ct receives inputs from
two directions: (1) from the input it of the current time step,
and (2) from the hidden state of the previous cell. Both in-
puts are of dimension [B×H], where B stands for batch size
and H for hidden dimension, and they both go through a
fully-connected layer, which is defined by Equation (1):
Y = XW T +B,W : [4H×H],B : [4H] (1)
where X ,Y,W,B represent respectively input, output, weight,
and bias. The weight and bias are shared across the timeline.
After becoming 4× larger in terms of hidden dimension
(4× because LSTM cell has 4 nonlinear gates: input, forget,
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activation, output), it and ht enter the non-linear block of
the LSTM cell, which consists of slicing and element-wise
operations. The output of the LSTM cell is the hidden state
of the current time step, which is of dimension [B×H].
Figure 1: Left: A single-layer LSTM RNN that scans
through an input sequence. Right: Zoom-in view of a
LSTM cell. Both diagrams are simplified for clarity.
In summary, we notice that LSTM RNNs have the fol-
lowing three properties: (1) sequentially scanning the input
sequence, (2) repetitively doing the same computation across
all time steps (same here refers to tensor size), and (3) having
fully-connected layers that are asymmetric in terms of input
and weight matrix dimensions. As we will show in Section 4,
property (1) is important for partial forward propagation and
properties (2-3) are essential for data layout optimization.
2.1 Word-Level Language Modeling
Like CNNs [22], LSTM RNNs do not work independently.
They are usually coupled with other layers to complete the
training model. Word-level language modeling (Figure 2) [69,
60] is an application of LSTM RNN that extracts syntactic
and semantic information of a natural language from the given
corpus. Sentences of the training dataset are batched into a
tensor of shape [B×T ]. Upon entering the Embedding layer,
each word of the sentence is encoded into a hidden vector
of dimension H. The resulting tensor is fed to the LSTM
RNN as an input, which is the same as what we have shown
in Figure 1. The hidden states of the LSTM cell at all time
steps (each of which is of shape [B×H]) are concatenated
together into a tensor of dimension [B×T ×H], which is sent
to the Output layer to generate the perplexity loss. Perplexity
is used to quantify the training quality, and lower perplexity
means better quality of the language modeling.
Compared with other LSTM RNN-based models (e.g., the
machine translation model [4, 61, 6, 68] described below),
word-level language modeling uses a simpler model, and
therefore is used by machine learning practitioners for proto-
typing ideas that are related to LSTM RNNs [31, 33].
2.2 Neural Machine Translation (NMT)
The NMT model [4, 61, 6, 68] is a state-of-the-art LSTM
RNN-based model that contains three bulk parts which we
will introduce sequentially, namely Encoder, Decoder and
Attention. The Encoder part behaves the same as the word-
level language modeling training model up to the point where
the hidden states of LSTM RNN are concatenated together,
generating the encoder hidden state Hs, which is of dimen-
sion [B×T ×H]. The Encoder then passes its internal hidden
states to the Decoder, which decodes the target sentence one
word at a time. The Decoder decodes one target word into a
hidden state ht of dimension [B×H], which is also known as
a query. The query and encoder hidden state are then given
to the Attention layer, where they go through the following
procedures to generate the attention hidden state at : (1) an
attention scoring function compares the query with the
encoder hidden state, generating the attention scores (of
dimension [B×H])3, (2) the attention scores produce the at-
tention weights αts, which are also of dimension [B×H], (3)
a context vector ct (of dimension [B×H]) is computed as the
weighted average of the encoder hidden state, based on the
attention weights, (4) the query and context vector are con-
catenated together to generate the attention hidden state (of
dimension [B×H]), which will be further concatenated with
the embedded target word and sent to the next Decoder time
step. This process continues until the maximum sequence
length is reached. The decoded sequence is then sent to the
Output layer to generate the perplexity loss. In addition to
perplexity, machine translation toolkits also use BLEU score
to measure the translation quality on the validation dataset.
Unlike perplexity, higher BLEU score denotes better quality
and a BLEU score that is greater than 20 is considered to be
a decent score [23, 32, 30, 53].
This paper picks Sockeye, which is an NMT toolkit im-
plemented in MXNet [7] and known for its state-of-the-art
training results on multiple machine translation tasks [23],
as the primary target for optimization, but we will also show
that the same optimizations are applicable to TensorFlow [1].
3. MOTIVATION
3.1 CNN vs. RNN
The motivation behind our work is the training throughput
comparison between ResNet-50 [22], which is a CNN-based
model used for image classification, and NMT, which is an
LSTM RNN-based model, with respect to batch size. Fig-
ure 4(a) shows the correlation between training throughput
(measured as samples/s) and batch size for ResNet-50 (de-
tailed methodology in Section 6.1). We notice in Figure 4(a)
that the training throughput of ResNet-50 saturates as batch
size increases. Previous work by Zhu et al. [71] reveals the
reason: the GPU compute units have already been fully uti-
lized starting from batch size of 32 and therefore further
increasing the batch size yields little benefit on the training
throughput. However, the story is different in LSTM RNNs.
Figure 4(b) shows a similar graph for NMT. We observe that
(1) the training throughput of NMT increases linearly with
the batch size, and (2) the memory consumption of the train-
ing model goes up to the batch size of 128 where it hits the
GPU memory capacity wall on a modern 12 GB Titan Xp
GPU and cannot increase any further. From the comparison,
we draw the conclusion that, in LSTM RNN-based model,
performance is limited by the GPU memory capacity, and
hence this justifies why footprint reduction techniques (such
as the partial forward propagation technique described in
Section 4.1) can further increase the training throughput (as
we show in Section 6.2).
3.2 Memory Consumption Breakdown
3This is the place where our partial forward propagation takes place,
as will be shown later in Section 4.1.
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Figure 2: Word-Level
Language Modeling
Figure 3: NMT (LSTM RNN Encoder (Middle)-Decoder (Right) with Attention (Left) [32])
(a) ResNet-50 (b) NMT
Figure 4: (a) Training Throughput of ResNet-50 ver-
sus Batch Size (b) Training Throughput and Memory
Usage of NMT versus Batch Size
To better understand the reason behind NMT’s large mem-
ory footprint, we use the MXNet memory profiler [66] to
show the detailed memory breakdown. Our analysis is based
on two types of categories: (1) layer type (e.g., RNN, atten-
tion, output), and (2) data structure. Layer type corresponds
to what is shown in Figure 3, and data structure includes the
following four major categories:
(1) Placeholders: Each layer has a specific amount of
space that it reserves for input and output variables.
(2) Weights: Layers such as the fully-connected layer
(Equation 1) have parameters W,B that are optimized as train-
ing progresses. The term Weights in the context of memory
consumption is a generic term that includes W,B, their re-
spective gradients, and optimizer states.
(3) Feature Maps (a.k.a. Reserved Space [45]) are in-
termediate values reserved by the forward pass to avoid re-
computation during the backward pass. For example, con-
sider the tanh activation layer Y = tanh(X). Because Y ′ =(
1− tanh2(X)), tanh(X) is stored in the GPU main memory
as feature maps to be used during backpropagation.
(4) Workspace is the scratchpad of a layer to compute
the result. Compared with feature maps that are persistent
throughout training, workspace has the advantage of short
life-time and high re-usability, as the workspace can be imme-
diately freed or passed to other layers when a layer completes
its own forward or backward pass. However, workspace re-
quires exclusive access, i.e. there cannot be more than one
layer accessing the same workspace simultaneously.
Figure 5 shows the NMT memory consumption breakdown
using the hyperparameter setting provided by Zhu et al. [71],
with the left bar classifying memory consumptions by the
layer type and the right by the data structure. The striped
bar at the bottom is used to show the discrepancy between
the total amount of memory consumption that is reported by
Figure 5: NMT Memory Consumption Breakdown by
Layer Type (Left) and by Data Structure (Right)
the memory profiler versus the actual memory usage that is
shown by nvidia-smi [51]. Such discrepancy can be caused
by memory fragmentation or allocations by CUDA libraries
[70]. We conclude from the figure that feature maps of the
attention layers are the memory bottleneck of the NMT
model, as they consume 60% (5 GB) of the GPU memory.
3.3 Runtime Breakdown
Unlike the memory breakdown analysis in which the two
categorizations are orthogonal, in runtime profiling we show
two categories that are complementary to each other. By using
the nvprof tool [46], NVIDIA’s runtime profiling tool for
CUDA applications, we know that there are two contributing
factors to the GPU application runtime: (1) GPU Kernels,
and (2) CUDA APIs. GPU kernels are the execution time
of actual computation on the GPUs and CUDA APIs are the
API calls made by the CPU to manage GPU kernels (e.g.,
launching and synchronizing, which are know respectively
as cudaLaunch and cudaSynchronize calls).
Figure 6 shows the NMT runtime breakdown of one train-
ing iteration, with the left bar dissecting GPU Kernels and the
right CUDA APIs. In stark contrast to the claim made by Britz
et al. [6] that Softmax operations are the runtime bottleneck,
our profiling results reveal that Softmax operations only
take 1.2 ms (0.3%) of the total runtime. The real runtime
bottleneck of NMT training is fully-connected layers (we
argue that the runtime bottleneck of SequenceReverse is
an engineering issue and will discuss how we resolve it in
Section 5.1). The rest of the runtime goes into small compute
kernels that are invoked hundreds of times, with the most
significant kernel running for only 1.3 ms. This claim can be
further consolidated by the right bar on CUDA APIs. Because
of the many small kernels, the GPU spends more time in
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launching and synchronizing GPU threads rather than the
actual compute. However, the problem of tiny kernels is a
known limitation of the current machine learning frameworks
(including MXNet [8], Tensorflow [65] and PyTorch [67]).
Figure 6: NMT Runtime Breakdown by GPU Kernel
(Left) and by CUDA API (Right)
The same statements hold true even if we zoom from the en-
tire NMT model into the LSTM RNN part. Because cuDNN
[45], NVIDIA’s proprietary deep learning library, is closed-
source and limits innovations of machine learning practition-
ers in modifying the LSTM RNN algorithm [15], machine
learning frameworks such as MXNet and Tensorflow decide
to go for their own implementations [37, 63]. Although they
win great flexibility, they suffer from significant (up to 2×)
performance loss. Figure 7(a) shows the runtime profile com-
parison between MXNet default and cuDNN implementation
(which we will refer to as Default and CuDNN respectively)
by running on a 1-layer LSTM RNN with a batch size of 64
and hidden dimension of 512. It reveals the reason for such
performance loss: in the case of Default, almost equal amount
of time is spent on cudaLaunch calls and GPU kernels, and
this is because framework developers slice the computation of
“ f ” block, which is shown in Figure 1 and can be done using
one GPU kernel, into multiple small GPU kernels. Previous
work by Appleyard et al. [2], which mirrors an old implemen-
tation of LSTM RNN in cuDNN, manages to solve this issue
by manually fusing the kernels, but as cudaLaunch starts
being optimized, fully-connected layers start to dominate
the runtime. Figure 7(b) shows a more detailed breakdown
of the runtime spent on GPU kernels, in which the annota-
tions match the ones in Figure 1. Although we cannot know
exactly what cuDNN actually does under the hood because
it is closed-source, we can speculate from its kernel names
that CuDNN spends most of the runtime on fully-connected
layers, since sgemm is the kernel name used for matrix multi-
plication in cuBLAS [43], NVIDIA’s proprietary library for
linear algebraic subroutines.
(a) (b)
Figure 7: (a) Runtime Profile Comparison between
MXNet Default and CuDNN (b) Runtime Breakdown
of CuDNN GPU Kernels (names are abbreviated)
To summarize, we have shown that in NMT training fully-
connected layers are the runtime bottleneck, but they are
overwhelmed by the CUDA API overheads for launching
and synchronizing threads. By Amdahl’s law, we are only
able to see the benefits of optimizing fully-connected layers
after we get rid of such an overhead by, for example, manually
fusing small GPU kernels. Because fusing, in general case,
requires large engineering efforts in the NMT model, we
decide to evaluate our idea of optimizing fully-connected
layers (through the data layout optimization described in
Section 4.2) in the word-level language modeling task (results
are shown in Section 6.3).
4. ECORNN: KEY IDEAS
We have shown in the previous section that the feature
maps of the attention layers form the memory bottleneck and
the fully-connected layers form the runtime bottleneck. The
reason why the attention layers consume large amounts of
memory is because their computation has an O-shape: it has
small input and output size but large amount of intermediate
values. Because the intermediate values are stored by the
machine learning frameworks as feature maps, they signifi-
cantly increase the memory footprint. Our first insight is that
such memory consumption can be effectively reduced if the
inputs are stashed instead, and the intermediate values are
recomputed when needed in the backward pass. Our second
insight is that, because fully-connected layers in LSTM RNN
are asymmetric (as is shown in Equation 1), optimizing the
data layout of the weights and inputs can yield significant
performance benefit by improving cache utilization. Table 1
summarizes the optimization techniques with their target
problem and target layers.
Table 1: Summary of Optimization Techniques
Optimization Target Problem Target Layers
Partial Forward GPU Memory AttentionPropagation Capacity
Data Layout Opt. Runtime Fully-Connected
4.1 Partial Forward Propagation
4.1.1 O-Shape Operators
Our key idea of partial forward propagation starts from
the notion of O-shape operators. We say that a layer or
a composite of multiple layers exhibits an O-shape if they
have the following properties: they have small input(s) and
output(s), but large intermediate values in terms of storage
complexity. The storage complexity of a tensor T denotes the
amount of storage needed for T . O-shape operators have large
intermediate values that have to be stashed in the GPU main
memory as feature maps. Those feature maps significantly
increase the memory footprint, but such footprint can be
effectively reduced if we apply partial forward propagation,
which we will describe in Section 4.1.2 in more detail.
We notice that the attention scoring function, introduced
in Section 2.2 and highlighted in bold text, exhibits O-shape.
In terms of inputs, the query ht and encoder hidden state Hs
both have storage complexity O(B×H) at each time step (al-
though the tensor size of encoder hidden state is [B×T ×H],
it is identical across all the time steps, and therefore the aver-
age storage complexity is only O(B×H)). In terms of out-
puts, the storage complexity of attention scores is O(B×T ).
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However, because the query is unique at each time step, com-
paring it with the encoder hidden state will yield intermediate
values of storage complexity O(B×T ×H) (as those values
are no longer shareable across the time steps). Therefore,
summing the storage complexity of those intermediate values
gives us O(B×T 2×H), which is T times larger compared
with the encoder hidden state. Assuming that the hyperpa-
rameter set of (B = 128,T = 100,H = 512) is adopted [71]
and all the values are stored in FP32 format, then for each
intermediate value we need around 2.6 GB of the GPU main
memory. However, the attention scoring function does not
truly need this much memory. If we only consider its inputs
and outputs, we notice that the amount of storage needed is
only in the order of 26 MB, justifying that there is a room for
reduction in memory footprint.
4.1.2 Partial Forward Propagation
Figure 8: Comparison between Legacy Backpropaga-
tion (Left) and Partial Forward Propagation (Right) on
an O-Shape Operator
Figure 8 compares the legacy backward pass implementa-
tion of machine learning frameworks with partial forward
propagation on an O-shape operator, where the annotated
numbers show the sequence of operations that take place. In
the legacy approach, we compute the outputs based on the
input values in the forward pass, and store the intermediate
values as feature maps ( 1 - 4 ). During the backward pass, we
use the feature maps that are previously stored to propagate
the output gradients back to the inputs ( 5 - 7 ). In contrast,
in partial forward propagation we do not store the interme-
diate values as feature maps, instead, we stash the inputs,
pretending as if we have stored the feature maps ( 1 ). When
the backpropagation reaches the outputs of the current layer,
indicating the start of the backward pass, we forward propa-
gate the inputs once again to the intermediate values ( 7 - 8 ),
which we use to do the normal backward pass ( 9 - 10 ).
Although partial forward propagation can significantly
reduce the memory footprint, it can also degrade runtime
performance, since the forward propagation from the inputs
to the intermediate values is done twice ( 2 and 7 ). Luckily,
as we have shown in Section 3.3, all GPU kernels other than
fully-connected layers have relatively low runtime and their
recomputation has negligible effect on performance, as
long as 7 does not contain any fully-connected layers.
The previous observation by itself, however, is not enough,
as the increase in workspace created in 3 and 8 might signif-
icantly increase memory footprint. For example, consider T
kernels that run concurrently and all want to acquire the same
amount of workspace O(B×T ×H). Since all operators re-
quire exclusive access to the workspace, this will generate
a spike of O(B×T 2×H) in the memory footprint, which
is the same order as the feature maps footprint in the legacy
backpropagation. Luckily, thanks to the property of LSTM
RNN-based models that computation happens sequentially
along the timeline, the same workspace can be shared by
all the attention scoring functions in different time steps
while guaranteeing their exclusive access. Hence we only
need an extra O(B×T ×H) of workspace.
We conclude that partial forward propagation can be suc-
cessfully applied to attention scoring function to reduce mem-
ory footprint, because it satisfies the following three proper-
ties simultaneously: (1) the attention scoring function is an
O-shape operator, (2) the runtime overhead for recomputing
the intermediate values based on inputs is incremental, and (3)
the workspace created can be effectively reused sequentially
across all the time steps.
4.2 Data Layout Optimization
Data layout is a term that is used to specify how a piece
of data (e.g., a two-dimensional array of shape [M×N]) re-
sides in memory. A row-major data layout means that data
in the same row sits together in memory (A[i][ j] is adjacent
to A[i][ j+1]), and a column-major data layout indicates that
data in the same column is contiguous. The idea of data
layout optimization is that changing data layout (usually from
row-major to column-major or vice versa) can result in bet-
ter locality in the data access pattern, which yields better
cache utilization (hit rate), and further leads to faster memory
accesses and better runtime performance [28].
As an example, we show how data layout optimization
can potentially accelerate the performance of fully-connected
layers. Suppose that we have matrix W of dimension [2048×
512] and matrix X of dimension [64×512] and we want to
compare the runtime between matrix multiply Y = XW T and
Y T =WXT . This setup mimics the fully-connected layer of
an LSTM cell with batch size of 64 and hidden dimension of
512 (as is previously shown in Section 2). Although mathe-
matical intuition says that those two runtimes should by no
means be different from each other because XW T and WXT
are doing exactly the same amount of computation, actual
measurements disagree. Figure 9(a) is obtained by measuring
Y = XW T and Y T =WXT on a Titan Xp GPU [47], where
the Cache bars denote GPU L2-cache. The matrix multiply is
carried out using cuBLAS 8.0 [43]. We see that Y T =WXT is
almost twice as fast as Y = XW T under this parameter setting,
and the reason is that the former has better cache utilization.
(a) LSTM (b) GRU
Figure 9: Runtime (Left) and Hardware Utilization
(Right) Comparison between Y =XW T and Y T =WXT
with (a) mimicking an LSTM Cell and (b) a GRU Cell
We observe that in LSTM RNNs, fully-connected layers
usually have the following properties: (1) X , which is of di-
mension [B×H], often has more columns than rows, because
the batch size (ranging between 32-128 is usually smaller
than the hidden dimension (between 256-1024) [4, 61, 6, 68,
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23, 32, 30] (2) W , which is of dimension [4H×H], always
has more rows than columns. Because both matrices are
skewed, the compute behaviors of Y = XW T and Y T =WXT
are different from each other, and according to our measure-
ments, the latter usually performs better than the former in
terms of both cache utilization and runtime.
Although in this work we focus primarily on vanilla LSTM,
the fact that data layout optimization applies to fully-connected
layer rather than the “ f ” block in Figure 1 means that the
same idea applies equally well to different LSTM variants as
long as the 4 nonlinear gates are preserved (e.g., LSTM with
peephole connection [18, 14]), and potentially to other cell
types such as gated recurrent unit (GRU) [10]. Figure 9(b)
does similar analysis to Figure 9(a), except that W and X are
now of dimension 3072×1024 and 1024×64 respectively,
which mimics the fully-connected layer of a GRU cell with 3
nonlinear gates. We observe that Y T =WXT is 1.3× faster
than Y = XW T , which justifies the potential of data layout
optimization in GRU RNN case.
Despite being so powerful, data layout optimization is
hard to be applied in general case, because it is an NP-hard
problem. An exponential number of possibilities need to
be considered if the fully-connected layers to be optimized
are different in terms of matrix dimensions. However, since
in LSTM RNNs all computations are done repetitively, the
layout that achieves better runtime performance at one time
step will continuously be better across all the time steps,
therefore reducing the complexity of data layout optimization
to binary because we only need to optimize for one fully-
connected layer, making it applicable to LSTM RNNs.
We conclude that data layout optimization can be success-
fully applied to fully-connected layers in LSTM RNNs, be-
cause it satisfies the following two properties simultaneously:
(1) both the inputs and weights have non-symmetric matrix
dimensions, making Y = XW T different from Y T = WXT
in terms of cache utilization and runtime, and (2) the exact
same fully-connected layer is done repetitively across all time
steps, reducing the optimization complexity.
5. IMPLEMENTATION DETAILS
First, we optimize the SequenceReverse operator, which
has been shown in Figure 6 to be the runtime bottleneck, be-
cause its implementation has low data parallelism and there-
fore low GPU DRAM read and write throughput. Next, we
describe how we implement the partial forward propagation
and data layout transformation using high-level pseudo code
and shape transformation respectively.
5.1 Parallelizing SequenceReverse
SequenceReverse is an operator that reverses the input
data, which is of shape [B×T ×H], along the T dimension.
We observe from Figure 6 that SequenceReverse dominates
the runtime. The profiling results of nvprof [46] show the
reason: this operator is bounded by memory operations in
the MXNet implementation [39]. SequenceReverse only
has a main memory read throughput of 1 GB/s and write
throughput of 0.1 GB/s, indicating that the implementation
does not make use of data parallelism and does not benefit
from the GPU high-bandwidth memory (e.g., 550 GB/s in the
case of Titan Xp [47]). We notice that the reason is because
MXNet developers perform the sequence reverse sequentially
along the batch dimension [39], ruining the whole purpose of
using large batch sizes. We therefore come up with our own
implementation that parallelizes the sequence reverse across
samples within the same training batch.
5.2 Partial Forward Propagation
In Figure 8, we have shown visually how partial forward
propagation is different from the legacy backpropagation in
machine learning frameworks. In this section, we transcribe
Figure 8 into actual code.
Figure 10(a) shows the legacy implementation of back-
propagation, where (Non)Linear stands for (non-)linear
operators and *BW for backward subroutines. We observe that
a feature map of dimension O(B×T ×H) is allocated upon
every construction of the operator. Since by Figure 3 the
attention layer needs to be instantiated at every decoder time
step, it generates a total memory footprint of O(B×T 2×H),
which is the same as what we have shown in Section 4.1.
Figure 10(b) outlines our design of partial forward propaga-
tion. We start by declaring in the OperatorProperty class,
which, as its name suggests, is coupled with Operator to
define its property [38], that Operator needs a workspace
of size [B×T ×H] and that input values need to be stashed
as they are needed during the backward pass. The forward
pass is implemented similarly to the legacy one, except that
no values are stored during its execution. In the backward
pass, we acquire the input values and replay the forward pass
to obtain the real feature maps. The rest of the computation
proceeds in the same manner as the legacy one. In partial
forward propagation, we no longer need to allocate the fea-
ture maps, but instead need to create a temporary workspace
and stash the input values (i.e., the query and encoder hidden
state), both of which have storage complexity O(B×T ×H)
if summed over all the time steps. However, these are an
order of magnitude smaller compared with the feature maps
allocated in the legacy implementation.
The extra compute we do is the second statement in the
backward method of partial forward propagation. In the case
of attention layers, the Nonlinear operator is a composite of
broadcasting, layer normalization, and tanh activation [4, 3,
59, 62]. As we will see in Section 6.2, all those operators are
relatively cheap to recompute, with a theoretical maximum
overhead of 0.7% to the total runtime.
Figure 10: Pseudo Code of (a) Legacy Backpropagation
and (b) Partial Forward Propagation
5.3 Data Layout Optimization
The idea we have presented in Section 4.2 justifies why
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Figure 11: Autotuning
Microbenchmark
data layout optimization can be helpful in improving LSTM
RNN performance. We apply this optimization by transpos-
ing the input data from [B×T ×H] (as is shown in Figure 2)
into [T ×H×B] before feeding it into the LSTM RNN. Such
a transposition operation introduces almost no extra runtime
cost, because by Figure 1 the input data needs to become
time-major first to be sliced along the time dimension into
tensors of dimension [B×H] (or [H×B]). The problem is
therefore whether the data layout should be [T ×B×H] or
[T ×H×B]. Runtime measurements in most hyperparameter
settings recommend [T ×H×B] as a better choice, which
we use to implement LSTM RNN and show its performance
benefit in Section 6.3.
5.4 Framework Integration
We integrate our EcoRNN design into MXNet because we
hope that machine learning practitioners can benefit from it.
Implementations of EcoRNN propagate from the MXNet C++
core library to its Python interface, providing programmers
with the same interface at the Python level for attention lay-
ers and LSTM RNNs, but integrated with partial forward
propagation and data layout optimization respectively.
Because LSTM RNNs have multiple backend implementa-
tions (the Default implementation in machine learning frame-
work and CuDNN implementation), some LSTM RNN-based
models (e.g., Sockeye [58]) have an argument -fused or
other equivalents that indicate the switch between Default
and CuDNN, which hence require manual effort from both
the model users and model programmers side. In EcoRNN,
we make our design transparent by hiding such switching
from programmers’ perspective. To achieve this, we preserve
the same LSTM RNN layer interface and have a microbench-
mark that automatically selects between different backend
implementations, as is shown in Figure 11. Before the train-
ing starts, the microbenchmark runs a short experiment (in
the order of ms) comparing between three backends (Default,
CuDNN, and EcoRNN) based on the hyperparameters that
the programmers provide. It then selects the backend that has
the shortest runtime and uses it throughout all training itera-
tions. To serve as the fair judge, the microbenchmark must be
representative of the actual workload. We present the correla-
tion coefficient between the runtime on the microbenchmark
versus the actual training throughput in Section 6.3.1.
6. EVALUATION
6.1 Methodology
Infrastructure. All the experiments are done on a sin-
gle machine with Intel R© CoreTM i5-3570K [25] CPU and
NVIDIA Titan Xp [47] GPU (Pascal architecture with 12 GB
of GDDR5X memory) with CUDA 8.0 [44], cuDNN 6.0 [45],
and MXNet 0.12.1 [36]. For hardware sensitivity study, we
also use NVIDIA Titan V [52] (Volta architecture with 12 GB
HBM2 memory) and NVIDIA RTX 2080 Ti [50] (Turing
architecture with 11 GB GDDR6 memory) with CUDA 10
[48] and cuDNN 7.4 [49].
Applications. We evaluate our ideas of partial forward
propagation by training the Sockeye NMT toolkit [23] with
the IWSLT15 English-Vietnamese [34] dataset, using the hy-
perparameters from Zhu et al. [71] (and from Hieber et al.
[23] for hyperparameter sensitivity) and data layout optimiza-
tion by training on the word-level language modeling bench-
mark [41] with the PennTreeBank (PTB) [69] and Wikitext-2
[35] dataset4, using the hyperparameters from MXNet [42].
Baselines. We compare EcoRNN with two baseline imple-
mentations, namely the default implementation in the MXNet
framework [37] (referred to as Default) and the cuDNN im-
plementation [45] (referred to as CuDNN) that uses cuDNN
in the LSTM RNN parts of the network. We use the super-
script par_rev to denote implementations that use the parallel
SequenceReverse operator, as described in Section 5.1, and
refer to Defaultpar_rev as our main baseline and use it to nor-
malize our results. We also show comparison against the raw
baseline, denoted as Default.
Metrics. For partial forward propagation, we show (1)
training curves, (2) memory consumptions and (3) throughput
as the key metrics. We also show the power and energy con-
sumption in Section 6.2.3. The training curves are expanded
with respect to either the global step (number of training
batches) or the CPU wall clock time, both of which are de-
rived from Tensorboard [64]. Training curves use perplexity
to show the training quality and BLEU score [53] for the val-
idation quality. While lower perplexity means better training
quality, higher BLEU score means better validation results.
During the training, we periodically spawn a subprocess that
uses nvidia-smi [51] to query the total memory and power us-
age, and the overall memory and power consumption is taken
respectively as the maximum and average of those queries.
The throughput is reported as the average of the through-
put numbers given by MXNet speedometer [40]. For data
layout optimization, we show (1) runtime and (2) through-
put. We use the same approach to obtain the throughput, and
all runtime measurements that we do are averaged over 100
iterations that follow one iteration used for warmup.
6.2 Partial Forward Propagation
We start by verifying that partial forward propagation in-
deed reduces memory footprint without loss of accuracy. Fig-
ure 12(a) shows the training curve comparison versus global
step (number of training batches) between DefaultB=128,
Defaultpar_revB=128 and EcoRNN
par_rev
B=128 . The subscripts show the
batch size that the training curve is using. We choose the
batch size to be 128, because it is the maximum size that can
fit into the GPU memory in the baseline. We notice from
the figure that under the same batch size of 128, those three
implementations have almost completely overlapping train-
ing curves, justifying the correctness of our partial forward
propagation and parallel SequenceReverse optimizations.
Although all implementations have almost identical train-
ing curves, their memory consumptions are different. Fig-
ure 13(a) shows that EcoRNN only consumes around half of
4As we have shown in Section 6, the NMT model has the issue
of continuously launching and synchronizing small GPU kernels,
which, in general, requires manual efforts to resolve. We therefore
evaluate our idea on data layout optimization in the word-level
language modeling task, the training model of which consists of
almost pure LSTM RNNs.
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the Default’s memory footprint. Similar to Figure 5, we once
again perform memory consumption breakdown analysis on
the training model using the MXNet memory profiler (Sec-
tion 5) and the comparison is depicted in Figure 14. In terms
of layer type (Figure 14(a)), we see that the memory consump-
tion of the attention layers shrinks from 59% to 6%. In terms
of data structure (Figure 14(b)), there is a small increase of
the workspace from 0% to 3% but a large decrease of the
feature maps from 91% to 76%. Such comparison explains
where the memory footprint reduction comes from, and also
justifies the claims we have made in Section 4.1.
To make it even more exciting, the training throughput
increases (not decreases) by 4%. This is also reflected in
Figure 12(b), which shows the BLEU score curve on the val-
idation dataset, expanded by the CPU wall clock time. The
horizontal line shows the target BLEU score that is achieved
by the baseline implementation. We define the training time
as the time it takes for the validation curve to reach the apex,
and the annotations in Figure 12(b) show the relative train-
ing time of different implementations when compared with
the baseline. We observe that EcoRNN completes training
4% faster compared with the baseline under the same batch
size, indicating that EcoRNN halves the memory consumption
without introducing any performance loss.
We use nvprof [46] to profile the total number of DRAM
transactions of one training iteration and the result reveals the
reason for runtime improvement: as partial forward propaga-
tion reduces the memory footprint, it also decreases the total
number of memory transactions from 2.5×106 to 2.4×106
for one training iteration. Such decrease in memory trans-
actions outweighs the runtime overhead to recompute the
intermediate values in step 7 in Figure 8. While one might
argue this is due to the fact that we have a better hand-tuned
GPU kernels, nvprof runtime profile further shows that the
sum of steps 2 and 7 in Figure 8 only constitutes 1.5%
(0.8 ms) of the total runtime in one training iteration, indicat-
ing that the maximum theoretical performance overhead is
only 0.7% (0.4 ms) per training iteration.
Because Defaultpar_revB=128 already has a memory consumption
of around 9 GB when the batch size is 128, its batch size can
no longer be doubled. The situation, however, is different for
EcoRNN. Since it only consumes around 4.3 GB of memory,
EcoRNN’s training batch size can be further increased to 256,
producing the training curve EcoRNNpar_revB=256 . By training with
larger batches, we increase throughput by 1.3× and complete
the training 1.5× faster compared with the optimized Default.
We argue that the reason why it converges 1.5× faster (instead
of 1.3×) is because sometimes larger batch size has extra
benefits on convergence [57].
(a) Training Curve Perplexity (b) Validation Curve BLEU Score
Figure 12: (a) Perplexity on Training Dataset (b)
BLEU Score on Validation Dataset
(a) GPU Memory (b) Throughput
Figure 13: (a) GPU Memory Consumption and (b)
Throughput for Default and EcoRNN
(a) Layer Type (b) Data Structure
Figure 14: Memory Consumption Breakdown by (a)
Layer Type and (b) Data Structure
6.2.1 Comparison with cuDNN
Figure 15 shows the (a) memory consumption and (b)
throughput comparison between the baseline Defaultpar_revB=128 ,
CuDNNpar_revB=128 , and EcoRNN
par_rev
B=256 , with EcoRNN using batch
size of 256 and others using 128. We notice that CuDNN only
improves the training throughput by 8% when compared with
the baseline, but it exacerbates the memory consumption
by 7%, supporting our hypothesis that CuDNN focuses pri-
marily on runtime improvement and does not optimize for
memory consumption. We observe from Figure 15(a) that
EcoRNN outperforms CuDNN by 1.27× in throughput due to
its ability to fit larger batch size through the partial forward
propagation optimization.
(a) Memory Consumption (b) Throughput
Figure 15: (a) Memory Consumption and (b)
Throughput for Default, CuDNN, and EcoRNN
6.2.2 Sensitivity Studies
Hyperparameter Sensitivity. We carry out a sensitiv-
ity study on the memory footprint reduction under different
hyperparameter settings in the Sockeye NMT model. In Fig-
ure 16, we vary (a) the number of LSTM RNN layers and
(b) hidden dimension while keeping other hyperparameters
unchanged. The dashed lines in those figures are regions in
which the model no longer fits into the GPU main memory,
and therefore we can only estimate their memory consump-
tion by halving the batch size while doubling the memory
usage. We think this is a reasonable approximation because
we notice from Figure 3 that all tensor sizes scale linearly
with respect to batch size. We conclude from Figure 16 that
EcoRNN provides the ability to run more layers and increase
the hidden dimension size if needed. We further change our
hyperparameters more aggressively by adopting two sets of
hyperparameters proposed by Hieber et al. [23] that are com-
pletely different from ours on all hyperparameter settings
which they denote respectively as Groundhog and Best. Fig-
ure 17 compares the GPU memory consumption and through-
put under the Groundhog and Best settings, from which we
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draw the conclusion that EcoRNN is general enough to re-
duce memory footprints in multiple hyperparameter settings
without losing any performance.
(a) Number of RNN Layers (b) Hidden Dimension
Figure 16: Memory Consumption Sensitivity to (a) Num-
ber of LSTM RNN Layers and (b) Hidden Dimension
(a) Groundhog (b) Best
Figure 17: Memory Consumption and Throughput for
(a) Groundhog and (b) Best Hyperparameter Settings
Generality across Machine Learning Frameworks. We
check the codebase of TensorFlow [1], and PyTorch [54] and
do not see any form of partial forward propagation being
implemented. To further prove this, we use the TensorFlow
NMT [32] machine learning toolkit to train the same dataset,
and try to align all the hyperparameters settings. The total
memory consumption reported by nvidia-smi [51] is 8.4 GB
and the average training throughput is 561 samples/s, both
of which are around 10% different from the MXNet baseline
Default. This indicates that EcoRNN is also applicable to
NMT toolkits written in other frameworks.
GPU Hardware Sensitivity. We also perform the same
experiments on different GPU hardware beyond Titan Xp.
Figure 18 shows our experiment results on Titan V [52] and
RTX 2080 Ti [50]. When compared with Figure 13, we notice
that the relative training throughput improvement increases
from 1.3× to 1.5× and 1.4× respectively. Such an increase
in improvement indicates that similar or even higher benefits
from EcoRNN can be obtained on more advanced generations
of GPUs as they benefit even more from larger batch sizes.
(a) Titan V
(b) RTX 2080 Ti
Figure 18: Comparison between Default and EcoRNN
on (a) Memory Consumption and (b) Throughput
6.2.3 Power and Energy
We collect the power consumption by periodically query-
ing nvidia-smi [51], and compute the total energy spent on
training as power over time. Figure 19(a) shows the compar-
ison on power consumption between Default and EcoRNN,
where we see negligible difference between different training
configurations. This implies that the optimizations that we
propose have negligible effect on power consumption, and
because power is almost the same, the energy spent is propor-
tional to the training time, which makes EcoRNN 1.5× more
energy-efficient compared with the baseline.
(a) Power (b) Energy
Figure 19: Comparison between Default and EcoRNN
on (a) Power, and (b) Energy Consumption
6.3 Data Layout Optimization
To observe the pure benefits of EcoRNN for RNN layers,
we implement a microbenchmark that uses MXNet C++ inter-
face and only includes LSTM RNN layers (i.e. there are no
other layers such as embedding, attention, and output). We
traverse through the set of hyperparameters which is defined
as the Cartesian product of batch size B : {32,64,128}, hid-
den dimension H : {256,512,1024} and number of LSTM
RNN layers L : {1,2,3,4} (we keep the sequence length T
fixed at 50 as we observe in our experiments that runtime
always scales linearly with sequence length). Figure 20
shows the results of runtime comparison on pure LSTM
RNN between Default, CuDNN and EcoRNN. We observe
that EcoRNN is always significantly better than Default and
in most cases better than CuDNN on both the forward and
backward passes due to better cache utilization. Even in
a few cases where CuDNN slightly outperforms EcoRNN,
the difference is below 20%. We believe this happens when
CuDNN’s optimizations that are aimed at multi-layer LSTM
RNN outweigh the benefits of data layout optimization.
(a) B = 32,H = 256 (b) B = 32,H = 512 (c) B = 32,H = 1024
(d) B = 64,H = 256 (e) B = 64,H = 512 (f) B = 64,H = 1024
(g) B = 128,H = 256 (h) B = 128,H = 512 (i) B = 128,H = 1024
Figure 20: Runtime Comparison on Pure LSTM RNN
between Default, CuDNN and EcoRNN
We further show the performance benefits of EcoRNN
on the word-level language modeling benchmark. Figure 21
shows the training throughput on the (a) PTB [69] (b) Wikitext-
2 [35] dataset. We test on different sets of hyperparameters
that are provided by MXNet developers [42]. We observe
that, once again thanks to cache hit improvement, EcoRNN
has better training throughput compared with Default and
CuDNN in all but a few cases where the performance differ-
ence is minimal (within 20%). Besides, the microbenchmark
that we describe in Section 5.4 can avoid such performance
loss by falling back to the CuDNN backend when needed.
We now show the correlation between the runtime on the
microbenchmark versus the actual training throughput.
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(a) PTB (b) Wikitext-2
Figure 21: Training Throughput on the (a) PTB and (b)
Wikitext-2 Dataset under different Hidden Dimension
6.3.1 Autotuning Microbenchmark
As we discuss in Section 5.4, to avoid having the frontend
programmers manually switch between different backend
implementations, in EcoRNN we use a special autotuning
microbenchmark to automatically select between Default,
CuDNN and EcoRNN implementations by comparing the run-
time between those three backends before the training starts.
The microbenchmark only runs once for the entire training
and has runtime similar with pure LSTM RNNs (∼ 0.1 s
by Figure 20). To achieve this change transparently, the mi-
crobenchmark must reflect the actual training throughput. We
compute the correlation coefficient ρ between 1/T (where
T stands for the runtime on microbenchmark) and average
throughput measurements on the word-level language mod-
eling and the results are shown in Table 2. We observe that
the runtime on the microbenchmark is highly correlated with
the throughput in both the language modeling task of PTB
and that of Wikitext-2 and can therefore serve as an efficient
predictor for selecting the best backend implementation.
Table 2: Correlation Coefficient between 1/T and Average
Throughput on Multiple Datasets (1.0 is Maximum)
Dataset PTB Wikitext-2
ρ 0.971 0.950
7. RELATED WORK
In this work, we investigate the memory and runtime bot-
tleneck of the LSTM RNN-based NMT model and show
that the feature maps of the attention layers are the memory
bottleneck and fully-connected layers are the runtime bottle-
neck. We show two optimizations that target memory and
runtime bottleneck respectively. In stark contrast to previous
work on memory footprint reduction, EcoRNN halves the
memory consumption of the NMT model with no change in
the algorithm [33] or losing any performance [55, 56, 26].
Furthermore, we present how to actually benefit from the
memory footprint reduction by training with large batch size
that converges faster to the same validation score, which
is unseen in previous work [55, 56, 9, 26, 33, 19]. Unlike
cuDNN [45] that requires programmers to manually switch
to a different interface, the runtime optimizations of EcoRNN
are transparent to the programmers. We preserve the same
programming interface while performing automatic backend
selection underneath.
Generic Memory Footprint Reduction. vDNN [55] and
CDMA [56] fit large networks in the GPU memory by mov-
ing the data between CPU and GPU using offloading and
prefetching. The main shortcomings of those approaches are
(1) performance loss (15% on average [55]) and (2) intense
use of PCIe bus, which is critical in distributed training. Chen
et al. [9] proposes the idea of trading computation with mem-
ory consumption, which is similar in spirit to our technique on
partial forward propagation. However, our approach moves
beyond Chen et al.’s work by making the observation that run-
time in LSTM RNNs is not evenly distributed between layers
(as we have discussed in Section 3.3, element wise operations
are much faster compared to fully-connected layers). This
allows us to reduce memory footprint without performance
loss, whereas Chen et al. [9]’s work loses performance by
logN times, where N is the number of layers in the network.
CNNs and/or Inference. Gist [26] proposes lossless mem-
ory compression technique, but in the context of CNNs. Their
technique, however, is based on the fact that CNNs exten-
sively use relu activations. Because LSTM RNNs mostly use
tanh and sigmoid, their optimizations become inapplicable in
the context of LSTM RNNs. Prior works such as Deep Com-
pression [21] and EIE [20] also focus on footprint reduction
of weight parameters in inference models. However, even if
we ignore the fact that weight parameters are not frozen in
training, they only contribute around 5% of the total memory
consumption (as we have shown in Figure 5). Hence these
ideas have very limited applicability for training.
Algorithm Change. EcoRNN makes no changes to the
LSTM RNN algorithm. This stands in contrast to those ap-
proaches taken by machine learning researchers who try to
address the inefficiency of LSTM RNN from the algorithmic
perspective. On the memory side, Reversible RNN [33] and
Gruslys et al. [19]’s work try to reduce the memory footprint
of only the RNN portion of the model. However, as we can
infer from Figure 5, their work can only yield a maximum
footprint reduction ratio of 1.2× in the NMT model, and
it comes with a significant performance loss (30% in [19]).
On the runtime side, QRNN [5] and SRU [31] relieve the
burden on the recurrent connections to improve the model
parallelism. Those approaches are orthogonal to the data
layout optimization that we propose.
Persistent RNN. Persistent RNN reduces the number of
memory transactions by stashing weight parameters on chip
and therefore boosts the training throughput at small mini-
batch size [13, 29], but its implementation is closely tied
to the hardware, which makes it hard to be ported to new
GPUs and RNN cell types [11]. Also, its performance benefit
diminishes as the batch size increases [12, 29].
8. CONCLUSION
In this paper, we investigate the memory and runtime
bottlenecks of the LSTM RNN-based models. We propose
EcoRNN, a set of optimizations targeting memory footprint
reduction and runtime improvement of LSTM RNNs. On
the state-of-the-art machine translation model, we make use
of the presence of O-shape operators to reduce the memory
footprint by 2× with no performance or training accuracy
loss. On the word-level language modeling task, we have
an autotuning microbenchmark that automatically optimizes
data layout for higher cache utilization, and achieves up to
2× and 1.2× speedup compared with the machine learning
framework default implementation and cuDNN implementa-
tion respectively. We hope that EcoRNN would become an
efficient platform for further optimizations of LSTM RNN
models (and beyond) to deliver high performance for key
machine learning applications.
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