Abstract. We study the modified log-Sobolev inequality for a class of pure jump Markov processes that describe the interactions between brain neurons. In particular, we focus on a finite and compact process with degenerate jumps inspired by the model introduced by Galves and Löcherbach in [14].
Introduction.
We study properties of the model introduced in [14] by Galves and Löcherbach in order to describe the interaction activity between brain neurons. We focus in particular on finite networks of compact neurons taking values in the domain of the invariant measure. What is in particular interesting about this jump process is the degenerate character of the jumps, in the sense that after a particle spikes, it jumps to zero and so loses its memory. In addition, the spike probability of a specific neuron at any time depends on its actual position at that time and so depends on the past of the whole neural system since the last time this neuron had a spike.
The particular aim of the paper is to show the modified logarithmic Sobolev inequality for the model. In [19] Poincaré type inequalities were proven. There were two seperate cases that were examined. At first the case, where the initial configuration was a general one, and then the case where the initial configuration belonged to the domain of the invariant measure. In the current paper where we are restricted exclusively to the case where the initial configuration belongs to the domain of the invariant measure we will obtain the stronger modified log-Sobolev
The spiking activity of an individual neuron, can be modeled by a single point processes as in [7] , [12] , [13] , [14] , [16] and [18] , where the emphasis is put on describing the spiking time. Here however, we focus on modelling the interactions occurring between the neurons in the network through spikes, as in [17] , [9] , [10] , [8] , [20] , [21] and [3] .
To do this, for a network comprising of N > 1 neurons, we consider the Markov process X t = (X 1 t , ..., X N t ), representing the membrane potential of each neuron at time t ∈ R + . Then, for every t ≥ 0 and i = 1, ..., N, X t solves the following
where (N i (ds, dz)) i=1,...,N is a family of i.i.d. Poisson random measures on R + ×R + with intensity measure dsdz.
For any test function
N the generator of the process is given by
for some m > 0. Furthermore, we also assume the following conditions about the intensity function:
for some strictly positive constants c and δ.
1.2.
Modified log-Sobolev inequalities. We will widely use the following convention. For the expectation of a function f with respect to a measure ν we will write ν(f ) = f dν. We consider a Markov process (X t ) t≥0 which is described by the Markov semigroup P t f (x) = E x (f (X t )) and the associated infinitesimal generator L.
We define µ to be the invariant measure for the semigroup (P t ) t≥0 if and only if
We define the "carre du champ" operator by:
For the PJMP process defined as in (1.1)-(1.2) we then have
We are interested in studying the modified log-Sobolev inequality for the semigroup P t on a discreet setting (see [22] , [11] , [23] , [2] and [6] ). In [19] a Poincaré type inequalitiies was shown for the semigroup P t of the bounded process (1.1)-(1.2) as well as for the invariant measure. In the current paper, where again we focus exclusively on bounded neurons (i.e. m < ∞) we aim in strengthening the result for the semigroup. The method that we use, is based on the so called semigroup method which proves log-Sobolev and Poincaré inequalities for the semigroup P t (see [2] and [23] ), usually with a constant that depends on time t.
Before we proceed with the presentation of the results we will clarify a distinction on the dual nature of the initial configuration from which the process may start. This classification is based on the return probability to the initial configuration. We recall that the main mechanism of the dynamics dictates that the membrane potential of every neuron lies within some positive compact set and that whenever a neuron spikes, every other neuron jumps some length up, while the only movement downwards that is can do is to fall to zero when and only it spikes. Furthermore, in between spikes the neurons stay still. That implies that there is a finite number of possible configurations to which the membrane potential of the neural system can return after every neuron has spiked at least one time. This is the domain of the invariant measure µ of the semigroup P t . As a result, whenever an initial configuration does not belong to the domain of the invariant measure, after the process has entered the invariant domain it can never return back to the initial configuration. In [19] both the cases of initial configurations that belong and that do not belong to the domain of the invariant measure where considered. In the current work, we restrict ourselves exclusively to the cases where the initial configuration, and so, every configuration, belongs in the domain of the invariant measure.
The main result of the paper hollows.
Theorem 1.1. Assume the PJMP as described in (1.1)-(1.3). Then the following modified log-Sobolev inequality holds
where δ(t) is a polynomial of degree three.
It should be noted that the main hindrance in obtaining a log-Sobolev inequality, is down to the degenerate character of the jump process under study, since the loss of memory of the spiking neuron does not allow the translation property
used in [23] and [2] to show the relevant inequalities. The absence of the translation property implies that the inequalities Γ(P t f, P t f ) ≤ P t Γ(f, f ) and Γ(P t f, P t f ) ≤ P t Γ(f, f ) that are used to show Poincaré and log-Sobolev inequalities respectively do not hold. This is directly related with the Γ 2 criterion (see [4] and [5] ) which provides log-Sobolev and Poincaré inequalityies (see also [2] ). Still, a weaker property shown here proves the modified log-Sobolev inequality of the theorem.
proof of the inequality.
We start by showing some technical results.
Technical results.
We start by showing properties of the jump probabilities of the degenerate PJMP processes. Our process is restricted on the compact domain
Since we exclusively study configurations on the domain of the invariant measure µ, we write D, for the elements of D ′ that belong to the domain tof the invariant measure. Denote the probability the process starting from x to be at y after time t by
while the set of reachable positions of the process starting from x after time t as D x := {y ∈ D, π t (x, y) > 0}. One should observe that since there is not movement between two consecutive spikes, D x is finite. For any time s ∈ R + and x ∈ D, we denote by p s (x) the probability that starting at time 0 from position x, the process has no jump in the interval [0, s]. Then, if we denote φ(x) = j∈I φ(x j ), we have
Furthermore, for a given neuron i ∈ I denote by p i s (x) the probability that in the interval [0, s] only the neuron i spikes, and it does exactly one time. Then, for
is continuous, strictly increasing on (0, t 0 ) and strictly decreasing on (t 0 , +∞), for
The following two lemmata follow partly technics applied in [19] to show similar bounds, only that in the current paper, taking advantage of the restriction to configurations on the domain of the invariant measure, we obtain stronger results.
Lemma 2.1. Assume the PJMP as described in (1.1)-(1.3).There exists a positive constant C 1.1 such that for every u ≤ t
Proof. Since D is finite, there exists constant e > 0, such that for every x ∈ D, one has µ(x) > e > 0. Since, lim t→∞ π t (x, y) = µ(y) for every x, y ∈ D we conclude that there exists at > 0 such that, for every t ≥t, π t (x, y) > e for every x, y ∈ D.
We can then write
which proves the bound for every t ≥t. It remains to show the same result for the case t ≤t. Since u ≤ t we can write
for every t ≤t.
Lemma 2.2. Assume the PJMP as described in (1.1)-(1.3) .There exists a positive constant C 1.2 such that for every u ≤ t
for every t ≥ t 0 , as well as, for every t ≤ t 0 ∀y ∈ D x \ {∆ i (x)}.
Proof. We distinguish three separate cases. (A) t ≥t, (B) t 0 < t ≤t and (C) t ≤ t 0 . A) At first we examine the case t ≥t, wheret is as in Lemma 2.1. As in the previous lemma, for every t ≥t, we have π t (x, y) > e, which directly leads to the following bound π
for every t ≥t.
B)
We now study the case t 0 < t ≤t. Here we also distinguish over separate subcases.
B1) If p
, y), we can write Once more we will consider two subcases.
B2.1) At first assume that u ≤ t − s * . Then
B2.2) Now we consider the case where u ≥ t − s * . We can write
.
If we choose s = s * and s
where above we also use that since u ≤ t we have s ′ ≤ s * and so 1 − e −s ′ N φ(m) ≤ 1 − e −s * N φ(m) . To bound the right hand side, we need to bound
. Since s * ≤ t 0 , we obtain
where above we also used that φ(x) ≥ δ. One notices that when s * goes to zero we obtain a bound that depends on t 0 . Since the right hand side is bounded uniformly for every s * ≤ t 0 we obtain the desirable bound.
C) To finish the proof, it remains to consider the case where t ≤ t 0 and y = ∆ i (x). We will use (2.1) again. Since π t−s (∆ i (x), y) is continuous as a function of s and takes values π t (∆ i (x), y) > 0 and π 0 (∆ i (x), y) = 0 respectively for s = 0 and s = t, we deduce that there exists s * ∈ (0, t) ⊂ (0, t 0 ) such that p i s * (x) = π t−s * (∆ i (x), y) and we are back in the previous case, and so the desirable bound follows similarly to (B2.2).
modified log-Sobolev inequality.
We start by showing some useful lemmata that will be used to bound the entropy of the semigroup. Lemma 2.3. Assume the PJMP as described in (1.1)-(1.3) . If t − s ≥ t 0 , then
Proof. For π t (x, y) being the probability kernel of E x , we have P t f (x) = E x (f (x t )) = y π t (x, y)f (y). Then we can write
where in the last bound we used Jensen's inequality to pass the square inside the integral. Since for every z ∈ D the number of sites that cam be visited are finite, define d = max z∈D |D z |. If we use the Cauchy-Swartz inequality to bound the square of the sum we obtain
Since u ≤ t − s and t − s ≥ t 0 , we can now use Lemma 2.2 to bound the two fractions
. About the square of the generator L(f ) of f , we can write
where above we first divided with the normalisation constant
, since φ(x) ≥ δ, and then used Jensen's inequality to pass the square inside the sum. Putting all together we get
We now compute Ψ 2 . We will use again Cauchy-Swartz, but this time for the measure P t−s . For this we will write
We can bound (L(f )) 2 as we did in the computation of Ψ 1 and bound the fraction from Lemma 2.1, to get
One should notice that the upper bounds of Ψ 1 and Ψ 2 do not depend on the integration variable u appearing in II 1 . So, if we put everything together we finally obtain
where
Lemma 2.4. Assume the PJMP as described in (1.1)-(1.3). Then, for t − s < t 0 ,
Proof. We will work as in the previous lemma. Here however where t − s < t 0 , since the bounds from Lemma 2.2 do not hold for all y ∈ D we will break the sum in two parts as shown below.
We first calculate the first summand of (2.2). We can write
where above we divided with the normalisation constant
We can now apply the Holder inequality on the sum, so that
We now calculate the second summand of (2.2). For this term we will work similar to Lemma 2.3.
Since when y ∈ D, y = ∆ i (x) the bound from lemmata 2.1 and 2.2 still hold even when t ≤ t 0 , we can bound Θ 1 and Θ 2 exactly as we did in the previous lemma with Ψ 1 and Ψ 2 respectively, and so we eventually obtain
Combining the bounds for III 1 and III 2 proves the lemma.
Combining together Lemma 2.3 and Lemma 2.4 we get Corollary 2.5. For the PJMP as described in (1.1)-(1.3), we have
where c = 8t 2 0 MC 2 λ 2 and c(t) = 4t
Lemma 2.6. For the PJMP as described in (1.1)-(1.3), we have
where ξ :
Proof. By Dynkin's formula
For the first term on the right hand side of (2.3), if we use the Cauchy-Swartz inequality we have
Since P s P t−s = P t we get
We will now compute the second term in the right hand side of (2.3). From Jensen's inequality we have
from Cauchy-Swartz inequality and Lemma 2.1 we get
Furthermore, if we use once more Cauchy-Swartz inequality and the bound
So we can bound
From this and (2.5), we obtain the following bound for the second term on the right of (2.3)
f (x) where once more we used that P s P t−s = P t . From the last bound together with (2.4) and (2.3) we finally get
We have obtained all the technical results that we need to prove Theorem 1.1.
proof of Theorem 1.1:
We will work similar to [2] . Denote P t f (x) = E x f (x t ). If we define φ(s) = P s (P t−s f log P t−s f )) then, for every f ≥ 0
where above we used that for a semigroup and its associated infinitesimal generator the following well know relationships:
P s = LP s = P s L (see for example [15] ).
Since log a − log b ≤
Using this we get φ ′ (s) ≤ P s 1 P t−s f Γ(P t−s f, P t−s f ) (2.6) Then we have
If we use the Dynkin's formula
we get
In order to bound the second term above we will use the bound shown in Corollary 2.5
This together with (2.7) gives Γ(P t−s g, P t−s g)(x) ≤2Γ(f, f )(x) + 2c
φ(x i )Γ(f, f )(∆ i (x))+ + 2Mc(t)P t−s Γ(f, f )(x) f (x) P t−s (f (x)).
Combining the last with (2.6) leads to
P s Γ(f, f )(∆ i (x)) P t−s f (x) + + 2Mc(t)P s P t−s Γ(f, f )(x) f (x) .
We can use Lemma 2.6 to bound the first and second term as well as the the semigroup property P s P t−s = P t . We will then get
for α ′ (t) = 2Mc(t) + 2d(t), β ′ (t) = 2(cM + 1)d(t) and γ(t) = 2cMd(t). If we intergrate we finally get φ(t) − φ(0) =P t (f log f ) − P t f log P t f ≤ ≤α(t)P t Γ(f, f )(x) f (x) + β(t)
where α(t) = tα ′ (t), β(t) = tβ ′ (t) and γ(t) = tγ ′ (t).
