We present a technique called white-light diffraction tomography (WDT) for imaging microscopic transparent objects such as live unlabelled cells. The approach extends diffraction tomography to white-light illumination and imaging rather than scattering plane measurements. Our experiments were performed using a conventional phase contrast microscope upgraded with a module to measure quantitative phase images. The axial dimension of the object was reconstructed by scanning the focus through the object and acquiring a stack of phase-resolved images. We reconstructed the threedimensional structures of live, unlabelled, red blood cells and compared the results with confocal and scanning electron microscopy images. The 350 nm transverse and 900 nm axial resolution achieved reveals subcellular structures at high resolution in Escherichia coli cells. The results establish WDT as a means for measuring three-dimensional subcellular structures in a non-invasive and label-free manner.
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We present a technique called white-light diffraction tomography (WDT) for imaging microscopic transparent objects such as live unlabelled cells. The approach extends diffraction tomography to white-light illumination and imaging rather than scattering plane measurements. Our experiments were performed using a conventional phase contrast microscope upgraded with a module to measure quantitative phase images. The axial dimension of the object was reconstructed by scanning the focus through the object and acquiring a stack of phase-resolved images. We reconstructed the threedimensional structures of live, unlabelled, red blood cells and compared the results with confocal and scanning electron microscopy images. The 350 nm transverse and 900 nm axial resolution achieved reveals subcellular structures at high resolution in Escherichia coli cells. The results establish WDT as a means for measuring three-dimensional subcellular structures in a non-invasive and label-free manner.
A transparent object illuminated by an electromagnetic field generates a scattering pattern that carries specific information about its internal structure. Inferring this information from measurements of the scattered field, that is, solving the inverse scattering problem, is the fundamental principle that has allowed X-ray diffraction measurements to reveal the molecular-scale organization of crystals 1 and more recently, image cells with nanoscale resolution 2, 3 . The scattered field is related to the spatially varying dielectric susceptibility of the scattering object by a transformation that simplifies considerably and, more importantly, becomes invertible, when the incident field is only weakly perturbed by the presence of the object. In this regime, the first-order Born approximation 4 and the Rytov approximation 5 have been used to unambiguously retrieve the three-dimensional spatial distribution of the dielectric constant. Implementation of inverse scattering requires knowledge of both the amplitude and phase of the scattered field. This obstacle, known as the phase problem, has been associated with X-ray diffraction measurement throughout its century-old history (for a review, see ref. 6 ). In 1969, Wolf proposed diffraction tomography as a reconstruction method combining the X-ray diffraction principle with optical holography 7 . Unlike X-rays, light at lower frequencies can be used in phase imaging measurements, as demonstrated by Gabor 8 . In recent years, as a result of new advances in light sources, detector arrays and computing power, quantitative phase imaging (QPI), in which optical path-length delays are measured at each point in the field of view, has become a very active field of study 9 .
Whether involving holographic or non-holographic methods [10] [11] [12] [13] [14] [15] [16] , QPI presents new opportunities for studying cells and tissues non-invasively, quantitatively and without the need for staining or tagging [17] [18] [19] [20] [21] [22] [23] . Projection tomography using laser QPI has made use of ideas from X-ray imaging and enabled three-dimensional imaging of transparent structures [24] [25] [26] . More recently, this method has been applied to live cells [27] [28] [29] [30] . This type of reconstruction has a complex set-up because of the requirement to either scan the illumination angle or rotate the specimen about a fixed axis. As a result, this method is limited to shallow depths of field 31 . Importantly, without additional efforts such as synthetic aperture 30 and digital de-noising techniques 32 , laser light imaging is plagued by speckles, which ultimately limit the resolving power of the method 33 . To mitigate this problem, tomographic methods based on white light have also been proposed [34] [35] [36] . These approaches require a priori knowledge of the three-dimensional point spread function (PSF) of the instrument and ignore the physics of the light-specimen interaction. Despite these efforts, three-dimensional cell imaging is still largely restricted to confocal fluorescence microscopy, an invasive method 37 .
Here, we report on a new approach for label-free tomography of live cells and other transparent specimens, which we refer to as white-light diffraction tomography (WDT). WDT offers a high-performance, simple design, as well as suitability for operation in a conventional microscopy setting. Its main features can be summarized as follows. First, WDT is a generalization of diffraction tomography to broadband illumination. Second, WDT operates in an imaging rather than a scattering geometry. Note that this is a departure from the far-zone, angular scattering that is traditionally used in X-ray diffraction. When dealing with transparent objects, measuring the complex field at the image plane yields higher sensitivity than measuring in the far-zone 38 . Third, WDT is implemented using an existing phase contrast microscope with white-light illumination, and the three-dimensional structure is recovered by simply translating the objective lens, which scans the focal plane axially through the specimen. Because phase contrast microscopes are commonly used, the method shown here could be adopted on a large scale by non-specialists.
Tomographic reconstruction and resolution
It is known that the Rytov approximation is more appropriate for reconstructing smooth objects with respect to the wavelength of light, that is, for low-resolution imaging, and the Born approximation works better for imaging finer structures (see, for example, ref. 39, p. 485) . Accordingly, we use the latter here. Under the first-order Born approximation (Fig. 1a) with an incident plane wave U i ¼ A(v)e ib(v)z , we solve the forward scattered field U s in the wavevector space instead of using the traditional Green's function and Weyl's formula approach (see Methods and Supplementary Section b). In the transverse wavevector domain k ⊥ , U s can be expressed as
where b(v) = nb 0 (v), with n being the spatial average of the refractive index associated with the object, b 0 (v) ¼ v/c is the propagation constant (or the wavenumber) in vacuum, v is the angular frequency, x is the scattering potential of the non-dispersive object,
(See Supplementary Section b and, for an alternative derivation 7 .) The dispersion in the object is neglected, because most biological samples of interest here are weakly absorbing. This is true even for single red blood cells (RBCs). Even though haemoglobin absorbs strongly in blue, the overall absorption of visible light through a single RBC is very small. This is so because the absorption length of haemoglobin in a normal RBC is 10 mm in the blue (averaged over wavelengths of 400-500 nm) and 3 mm in the red (averaged over wavelengths of 600-750 nm) 40 , while the thickness of the cell is only 2-3 mm. More discussion on the dispersion effect through a RBC is presented in the Supplementary Section i.
Note that, throughout this Article, we use the same symbol for a function and its Fourier transform. To indicate the domain in which the function operates, we carry all the arguments explicitly; for example, f k ⊥ , z; v is the Fourier transform of f r ⊥ , z; t over r ⊥ and t. In conventional phase shifting interferometry, the crosscorrelation of the scattered and reference fields is measured as
Plane wave Scattered wave Scattering potential G 12 r ⊥ , z, t = kU s r ⊥ , z, t U * r z, t + t ( ) l at t ¼ 0, which is equivalent to integrating the cross spectral density over v. Knowledge of the spatial frequency response of our instrument, or coherent transfer function (see Supplementary Section c) S(k x , k y , k z ), allows us to write the main result of our calculation (that is, the solution to the inverse scattering problem) in terms of the measured data G 12 and the instrument function (or the coherent transfer function) S in the wavevector domain as
In practice, the operation in equation (2) requires regularization, as detailed in the Supplementary Section d. Transfer function S(k) is given by
where S is the optical spectrum of the imaging field as a function of the wavenumber and Q = b 2 − k Qualitatively, S has a physically intuitive behaviour (Fig. 1b-e) . Specifically, its dependence on z is related to the optical spectrum S(v) via a Fourier transform, meaning that a broader optical spectrum gives a narrower function, S(z). This relationship explains the inherent optical sectioning capabilities of the instrument. This type of optical gating, in which axial resolution is determined by the coherence properties of the illumination light, has been successfully applied in optical coherence tomography (OCT) of deep tissues 41, 42 . However, there are significant differences between WDT and OCT. In OCT, the cross-correlation G 12 is resolved over a broad delay range, which provides the depth dimension of the object. In WDT, the z-information is collected by scanning the focus through the object. Most importantly, in our method, the coherence gating works in synergy with the highnumerical-aperture (NA) optics and thus allows for high-resolution tomography. In other words, in WDT, coherence gating by itself would not work at zero NA and, conversely, high-NA gating would not work with monochromatic light.
We used broadband light from a halogen lamp and high-numerical-aperture objectives (×40/0.75 NA and ×63/1.4 NA), resulting in optical sectioning capabilities suitable for high-resolution tomography. Using high-NA objectives, polarization could play a role. However, for weakly scattering, isotropic objects, this effect is negligible. The function S(k x , k y , k z ) for our imaging system is illustrated in Fig. 1b,c. As expected, the width of the k z coverage increases with k x , indicating that the sectioning is stronger for finer structures or, equivalently, higher scattering angles. The structure of the object is recovered through a sparse deconvolution algorithm (see Supplementary Section d) . Figure 1d ,e shows the transverse and longitudinal cross-sections of the calculated and measured S(x, y, z), which determine the final resolution. Experimentally, S was measured by imaging a microsphere much smaller than the resolution of the system, as detailed in the Supplementary Section d. The measured and experimental functions show good agreement, with the measured function being slightly larger than the calculations predict (0.39 mm versus 0.35 mm transversely; 1.22 mm versus 0.89 mm longitudinally). This is expected, as the particle used for the measurement has a finite thickness that adds to the width of S.
Tomography of spiculated RBCs
After validating our WDT method using a polystyrene microbead sample (see Supplementary Section h), we first applied WDT to measure spiculated RBCs, known as echinocytes. This morphological abnormality is well documented and can be an indication of transitory stress (for example, osmotic stress) or a sign of a serious disease 21, 43 . We used this interesting three-dimensional morphology as a test sample and used a scanning electron microscopy (SEM) image and a confocal fluorescence microscopy image 44 as control imaging methods (Fig. 2a) . The sample was prepared as a blood smear on a glass slide, and phase images were measured using spatial light interference microscopy (SLIM), as described in the Methods. Unlike SEM and confocal microscopy, which require sample preparation steps such as metal deposition and fluorescence labelling (Calcein and DiI in Fig. 2a ), WDT is label-free and works without sample preparation. Furthermore, the irradiance at the sample plane in WDT is six to seven orders of magnitude lower than in confocal microscopy 16 , which provides a less harmful environment for the sample. Axial data (z-stack) were acquired in steps of 250 nm and a precision of 10 nm was ensured by the piezoelectric nosepiece. With the S(x, y, z) function computed for a ×40/0.75 NA objective, we performed the three-dimensional deconvolution based on the sparsity constraint 34, 45 (see Supplementary Section d). Figure 2a presents a SLIM projection image of an echinocyte and its corresponding deconvolved image, as well as an SEM image of a similar echinocyte. Sharper surface structures are observed for the RBC in the deconvolved image, as expected. Figure 2b shows the three-dimensional rendering of the raw z-stack images, as well as the corresponding deconvolution, as
Plane of focus a b c Figure 5 | Illustration of data acquisition. a, Optical sectioning in a phase contrast microscope, where an incident plane wave U i is scattered by an object x and the CCD measures the scattered field U s and the reference field U r . A detailed description of the SLIM model is provided in Supplementary Fig. 1 . b, Example of phase reconstruction using four different phase-shifted intensity images. Applied phase shifts for each image are indicated. c, Example of optical sectioning in SLIM is shown as the focus scans through the U2OS cell over a range of 13 mm (top). Red and black outlined regions are zoomed in to more clearly show the optical sectioning ability (bottom). The colour scheme represents the phase value, with red representing large phase values and blue representing small phase values. Movie 1) . Again, the protrusions in the cell membrane show more details in the deconvolved image. This result is more clearly demonstrated by investigating one slice from the tomogram, as shown in Fig. 2c , in which the empty space between spicules is revealed in greater detail after deconvolution.
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Tomography of Escherichia coli
We further applied our approach to image E. coli cells. We acquired a z-stack consisting of 17 slices with a step size of 280 nm. Figure 3a ,b shows the middle frame of raw data and the reconstructed z-stack. Upon deconvolution, the previously invisible protein helical subcellular structure of E. coli is resolved. These interesting structures have recently been investigated as a result of the development of high-resolution fluorescence microscopy techniques, with which the subcellular localizations of different proteins, such as the MinCD complex, FtsZ and MreB, are recorded. It has also been discovered that this helical structure is also related to lipopolysaccharides deposition 34, [46] [47] [48] . The three-dimensional rendering of this E. coli cell is shown in Fig. 3c . Only the bottom half of the cell is shown in the figure to emphasize the helical subcellular structure (Supplementary Movie 2). 
Tomography of HT29 cells
To study more complex subcellular structures, we imaged human colon adenocarcinoma cells (HT29), using a ×63/1.4 NA oil immersion objective. The z-stack, consisting of 140 frames, was acquired in 150 nm z-steps. More details on the deconvolution algorithm are presented in the Supplementary Section d. The results obtained on a cell that has recently divided are summarized in Fig. 4 . At the bottom of Fig. 4a ,b we show specific regions of interest in x-z and x-y cross-sections. An increase in resolution is apparent in both the longitudinal (left, red box) and transverse (right, yellow box) directions. We used the deconvolved z-stack to generate the three-dimensional rendering of the HT-29 cell. WDT, like other quantitative phase imaging techniques, does not provide specificity, so subcellular structures are selected using a combination of features, including shape and refractive index. For example, nucleoli have the highest refractive indices in the cell and the nuclear membrane surrounding them typically reveals the cell nuclei. Figure 4c (Supplementary Movie 3) presents a false-colour three-dimensional image of an HT-29 cell, in which we can clearly observe the subcellular structures (cell membrane in blue; nuclei in green; nucleoli in red). These areas are first chosen by thresholding based on the phase values (0.6 rad for nucleoli; 0.1 rad for membrane) and then detailed based on morphology.
Summary and discussion
Our study shows that using spatially coherent and temporally incoherent light, three-dimensional structure information can be retrieved unambiguously, simply by scanning the focus through the object of microscope. This type of reconstruction requires a new theoretical description of the interaction between a weakly scattering object and broadband light, which we present here for the first time. In essence, our theory generalizes Wolf's diffraction tomography 7 to white light and correctly predicts that the sectioning capability is the result of the combined effect of coherence and high-NA gating. As a result, we can calculate the imaging system's response (PSF) and quantify the resolution, which turns out to be 350 nm transversally and 890 nm axially. Solving scattering problems using a quantitative phase microscope-that is, measuring at the image plane instead of the far-zone-is a powerful new concept that allows us to acquire light scattering data from completely transparent objects with high sensitivity and dynamic range. In practical terms, WDT renders three-dimensional images of unlabelled cells in the traditional environment of an inverted microscope, allowing for cell imaging over an extended period of time. Indeed, in the Supplementary Section g, we show HeLa cell three-dimensional imaging with WDT over a period of 24 h. Accordingly, we anticipate that WDT will become a standard imaging modality in cell biology, complementing established technologies such as confocal microscopy.
Methods
Imaging. The specimen of interest was imaged with an inverted phase contrast microscope (Zeiss Axio Observer Z1) and white-light illumination. At the camera port, the microscope is equipped with a SLIM module, which renders quantitative phase images with subnanometre path-length sensitivity both spatially and temporally (see ref. 16 for details). To measure the axial dimension, the focal plane is scanned through the object by axially translating the objective lens (Fig. 5a) . At each z-position of the object, a charge-coupled device (CCD) records the interferogram between the scattered (U s ) and unscattered (U r ) fields. For a more detailed description of the SLIM module, see Supplementary Fig. 1 . The SLIM module introduces controllable phase shifts to U r in increments of p/2 such that a unique quantitative phase image is reconstructed from four intensity images, as shown in Fig. 5b and detailed in the Supplementary Section a. This acquisition process is repeated with an acquisition speed of 8 frames per second (f.p.s.), which translates to two quantitative images per second as the focus is scanned through the object by moving the objective lens, and the entire SLIM image z-stack is saved to disk for further processing. This acquisition speed is limited only by the detector frame rate and the refresh rate of the spatial light modulator. In the Supplementary Information we describe in detail the computer synchronization of data acquisition, as well as axial sampling and accuracy. Furthermore, we have previously demonstrated that SLIM can be used in parallel with other microscope imaging modalities such as fluorescence imaging, differential interference contrast, or bright-field 16, 22 . Therefore, combining these modalities with WDT can also be done in order to obtain three-dimensional high-resolution quantitative phase images with specificity. Because of its low exposure and phototoxicity, SLIM is capable of measuring over an extended period of time. Note that the environmental control is a standard accessory for the existing commercial microscope base. Accordingly, WDT can be used for four-dimensional imaging, with the fourth dimension being time. We provide more details on this capability in the Supplementary Section g.
It is clear from the raw z-stack data (Fig. 5c ) that optical sectioning is present in our quantitative phase images. However, to translate this phase information, which is a property of the optical field, into tomographic information, describing the object itself, we must develop a new inverse scattering theory to describe the white lightobject interaction. In essence, we extended the diffraction tomography calculations to white-light illumination and expressed the result in terms of the field crosscorrelation function, which is the measurable quantity. In the following, we provide the main steps in our derivation (a detailed derivation is provided in the Supplementary Section b).
Theory. As discussed in the Supplementary Section a, the measurable quantity in our phase shifting experiments is the temporal cross-correlation function G 12 between the scattered field U s and the reference plane wave field U r evaluated at the origin, that is, around the zero delay or t ¼ 0. G 12 is defined as
where the asterisk denotes complex conjugation and the angle brackets denote ensemble averaging. The generalized Wiener-Khintchine theorem 49,50 allows us to relate G 12 to the cross-spectral density, W 12 (r, v) ¼ kU s (r, v)U r * (r, v)l, via a simple Fourier transform. Therefore, the measured cross-correlation at zero time delay can be expressed as an integral of the cross spectral density over all angular frequencies:
To calculate the integral in equation (5), we first derive a solution for the scattered field, U s . The general scattering problem can be formulated by considering Fig. 1a . The Helmholtz equation, which describes the total field U, is given as
where b(v) = nb 0 (v), with n being the spatial average of the refractive index associated with the object ( n = kn r ( )l r ), which is assumed to be non-dispersive, b 0 (v) ¼ v/c is the propagation constant (or the wavenumber) in vacuum, v is the angular frequency, x is the scattering potential of the non-dispersive object (x(r) = n 2 r ( ) − n 2 ), and n is the inhomogeneous refractive index associated with the object. U can be written as the summation of the incident and scattered field,
ib(v)z is the incident wave (A(v) is the spectral amplitude of the incident field) and U s is the scattered wave, which is described by the reduced wave equation,
The right-hand side of equation (7) is due to the scattering from the object, which acts as a secondary light source. We use the first-order Born approximation (see, for example, section 13.1.2. in ref. 4) , which considers the scattering to be so weak, |U s (r,v)| , ,|U i (r,v)|, that the field inside the object remains essentially a plane wave. This is a reasonable approximation in the context of imaging cells. Under these circumstances, on the right-hand side of equation (7) we can replace U with
. Instead of using the traditional Green's function approach and Weyl's formula 7 , we solve this equation in the wavevector space (see chapter 2 in ref. 9 ). Thus, Fourier-transforming equation (7) with respect to r (see Supplementary Section b) , we obtain the solution for the scattered field in the k-domain,
is the transverse wavevector, and
The denominator in equation (8) can be decomposed into two terms, 1/[k z 2 q(v)] and 1/[k z þ q(v)], which correspond to the forward-scattering and back-scattering terms, respectively. Because our experiments are performed in transmission and we only measure forward-scattering waves, we retain the former term. We now take the inverse Fourier transform of equation (8) with respect to k z . We therefore obtain the forward scattering field as a function of transverse wavevector k ⊥ , axial distance z and angular frequency v:
Using the solution for U s from equation (9), we perform the integral in equation (5), which, after straightforward manipulations and change of variables (see Supplementary Section b), gives the following simple expression for the measured signal versus the transverse wavevector and axial distance,
where W v z represents a convolution operation along the axial dimension z, between the object scattering potential x and the instrument function S. More explicitly, the instrument function can be expressed as
Importantly, our theory uses no approximations on propagation (for example, no Fraunhoffer, or even Fresnel, approximations are used), which makes it suitable for high-resolution imaging. Figure S1a shows a schematic for the SLIM experimental setup, which is designed to be an add-on module to a commercial phase contrast microscope (Axio Observer Z1). This microscope has a motorized focus drive with a minimum step size of 10 nm and an F/0.55 motorized shutter that allows us precise z-scanning and illumination control. The back focal plane of the objective lens contains a thin metal annulus (phase ring) which provides a π/2 phase shift between the scattered and unscattered light. In SLIM, the image plane of the phase contrast microscope is first relayed and magnified through a 4f system (AC508-150-A1-ML 150mm doublet and AC508-200-A1-ML 200mm doublet, Thorlabs), and the back focal plane of the objective lens is imaged onto a programmable liquid crystal spatial light modulator (XY Phase Series Model P512 -635, Boulder Nonlinear Systems, Inc, USA), which is located in the Fourier plane of the second 4f system (AC508-300-A1-ML 300mm doublet and AC508-500-A1-ML 500mm doublet, Thorlabs). A desired ring pattern is projected onto the SLM, and is matched to the image of the ring on the SLM. In this manner the SLM is used to provide additional phase shifts of 0, π/2, π and 3π/2 between the scattered and un-scattered light. These four phase shifted interferograms are recorded at the image plane (at the focus of the second Fourier lens) using a CCD detector (AxioCam MRm, Zeiss). The SLM, CCD, and microscope are synchronized through a custom LabVIEW program. In SLIM we acquire 8 fps, which translates to 2 quantitative phase images (QPI) per second. This acquisition rate is limited by the frame rate of the CCD and the refresh rate of SLM. Therefore, for example, a z-stack of 100 slices can be obtained in 50 seconds. By using these four interferograms, the actual phase shift caused by the sample can be uniquely determined within a range of 2π. Any 2π ambiguities are corrected by Goldstein's unwrapping algorithm.
The broadband source (12V, 100W Hal, square filament, Zeiss) with a temporal coherence length of 1.2μm takes a significant role in increasing resolution since it does not suffer from speckle, and thus, improves the sensitivity (0.029nm temporal and 0.28nm spatial sensitivities). Also, since SLIM is built as an add-on module to a commercial microscope, it is possible to overlay SLIM with other microscopy modalities (e.g. epi-fluorescence, DIC). With these features, SLIM is capable of performing multimodal and functional studies [2] [3] [4] [5] [6] [7] [8] [9] . Furthermore, with the short coherence length and a high numerical aperture objective, SLIM provides excellent depth 2 m depth sectioning for a 63x/1.4NA objective) , which plays a large role in our reconstruction method. 
where s U and r U are the scattered and the reference (unscattered) field, respectively.
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We see from Eq. (a5) that the unknown quantity is the scattered field, s U . In the next section, we first derive an analytical solution for Us and then establish the relationship between the measurable quantity, 12  , and the 3D object structure of interest.
b. White light diffraction tomography (WDT)
The inhomogeneous Helmholtz equation, which describes the field U in a medium with index
where
is the wavenumber in vacuum. We re-arrange Eq. (b1) as 
Instead of employing the traditional Green's function approach and the angular spectrum representation (Weyl's formula), we solve for the scattered field directly in the wavevector space, using the 3D Fourier transformation. We first perform a 3D Fourier transform of Eq. (b5), which yields
, ,
In Eq. (b6), we used the shift theorem of Fourier transforms, namely,
, where the arrow indicates Fourier transformation. Note that, throughout the manuscript, we use the same symbol for a function and its Fourier transform but carry all the arguments explicitly, which clearly identifies the domain in which the function
From Eq. (b6), the scattered field s U is obtained immediately,
Next, we derive an expression for the field as a function of axial distance z, i.e., we arrange the terms such that a 1D inverse Fourier transform with respect to kz can be easily performed. Toward this end, we define a k  -dependent propagation constant,   First, the optical spectrum (Fig. S2 ) of the lamp (12V, 100W Hal, square filament, Zeiss) is measured at 3200K using a fiber optic spectrometer (Ocean Optics USB2000+ Fiber Optic Spectrometer). Since the spectrum is measured as   S  in air, we perform the Jacobian transformation introduced in the previous section to obtain the spectrum in terms of variable
Next through numerical calculations, this spectrum is resampled onto a 3D grid in spatial-frequency space (kx, ky, Q). For a 63x/1.4NA objective, each pixel in space corresponds to 45 nm and each z-slice is separated by 200 nm. Because of the quadratic relationship between Q and β, the resampling yields two duplicates of the spectrum. Therefore, the second of the two duplicates which appears at high Q is removed by applying a spatial low-pass filter with cutoff Q k   . Further filtering in Q is performed to incorporate the physical minimum and maximum value of Q and the maximum value, which is determined by the NA of the objective, Considering a weakly scattering phase object with very small absorption, where most of the useful information is contained in the phase image, it is reasonable to assume that the amplitude of the field is constant over the entire space. Therefore, the deconvolution can be performed on the phase term only,
The function that our algorithm minimizes is Using this approach, first a deconvolution of the measured point spread function is performed using the theoretical PSF corresponding to the 63x/1.4NA Oil Ph3 M27 objective. In the ideal case, the resolution gain should be very high so that the deconvolved PSF essentially reaches a spatial delta function. However, because of the differences between the measured PSF and theoretical PSF which comes from the lack of incorporation of errors and aberrations, the resolution gain is 1.39x in the transverse dimension (FWHM decreases from 398nm to 285nm) and 1.26x in the vertical dimension (FWHM decreases from 1218nm to 967nm). Figure S3 illustrates this increase in resolution.
For the red blood cell in Fig. 3 , which is measured with a 40x/0.75NA phase contrast objective, a new PSF is calculated for deconvolution and the deconvolution is performed on a zstack image of 128x128x100 pixels. The deconvolution process took approximately 5 minutes. The E. Coli cell reconstruction in Fig. 4 was obtained using the PSF for the 63x/1.4NA objective and a z-stack image of 128x128x17pixels, which took approximately 3 minutes for deconvolution. Due to the large size of the z-stack 640x640x140 for the HT29 cell in Fig. 5 , we first split the original z-stack into 5x5 smaller z-stacks (192x192x140), each padded with 32 zero-valued pixels on each side to increase spatial sampling. For each smaller z-stack, the sparse deconvolution is applied using the 63x/1.4NA PSF. Overall, the deconvolution process for all 25 stacks took approximately one hour. Then the center region (128x128x140) of each z-stack is obtained, renormalized, and stitched together to obtain the full deconvolved image. For Figs. 2b, 3b and 4c, specific color schemes are used so that the background of the image where the value of 0 corresponds to black. Then the 3D rendering is done in ImageJ with ImageJ 3D viewer plug-in using a sampling rate of 1. For Fig. 5c , each slice in the z-stack is false-colored depending on the spatial separation and the gray value of each structure and then merged back together to one z-stack. Again, 3D rendering is done in ImageJ with the ImageJ 3D viewer plugin using a sampling rate of 1.
SUPPLEMENTARY INFORMATION
f. Cell preparation and imaging E. coli MG1655 cells are cultured in Luria Broth and then sub-cultured by 100x dilution into commercial M9CA media with Thiamine (Teknova M8010) until they reach an optical density of ~0.2. The cells are then concentrated to an optical density of ~0.4 and 2 μL of the culture is pipetted onto a glass bottom dish (In Vitro Scientific D29-21-1-N) and covered by a 1mm thick agar slab (1.5% Agarose, M9CA media). In order to mitigate drying of the agar, 70 μL of H2O is carefully pipetted onto the edge of the dish, ensuring that it never makes contact with the sample. The dish is then covered with a circular coverslip to reduce the effects of evaporation.
Human colon adenocarcinoma (HT29) cells were cultured in DMEM (Sigma Aldrich) with 10% fetal bovine serum at 37°C with 5% CO2. A glass bottom dish was functionalized with collagen type I solution (100μg/mL) for 30 minutes at 37°C. The cells were plated on a glass bottom dish and fixed with 4% paraformaldehyde in PBS for 30 minutes prior to the imaging, which is performed in L-15 (Sigma Aldrich) with 30% fetal bovine serum to ensure the same optical properties of the media.
In order to control the environment while imaging live cells, an incubator (XL S1 W/CO2 kit, Zeiss) and a heating insert (P S1/Scan stage, Zeiss) were used.
g. WDT imaging for an extended time period
In order to show the capability of long-period measurement of WDT, here we show the result from imaging a HeLa cell using WDT. HeLa cells are prepared in a 35mm glass bottom dish (MatTek, P35G-1.0-14-C, uncoated) with Eagle's minimum essential medium (EMEM, ATCC, mixed with 10% fetal bovine serum (FBS, ATCC, 30-2020). This dish is then kept in the incubator (37°C, 5% CO2) in order for the cells to adhere to the dish and settle. Throughout imaging, the same environment is provided to the sample using the incubator (XL S1 W/CO2 kit, Zeiss) and a heating insert (P S1/Scan stage, Zeiss). SLIM measurement was performed every hour, taking a z-stack of 100 quantitative images each separated by 0.2 μm in depth. Figure S4a shows a z-stack taken at 2 hours into the measurement, represented by its sections through x, y, and z. This z-stack is then rendered using ImageJ 3D project module to record a 360° rotation of the cell in 3D (Fig. S4b) . The same measurement process was taken place every hour, capturing the cell over time for 24 hours. Importantly, the HeLa culture was kept on the stage of the microscope during this 24 hour period without being disturbed or dying because of the well-controlled environment. Figures S5, S6 and S7 show the images over time, taken at certain z-positions (indicated in the bottom figure of Fig.  S4a ) from 25 separate z-stacks. Notice that for each of these images, we can observe active movements of the cell, and even the increase in the number of nucleoli, which indicates the viability of the cell under this environment, therefore the capacity of WDT imaging over an extended period of time. h. WDT imaging of 1 μm polystyrene microbeads 1 μm polystyrene beads (Thermo Scientific™ 5000 Series Polymer Particle Suspensions, 5100A. nb = 1.59) immersed in microscope objective immersion oil (no = 1.516) is imaged using WDT. The sample is prepared by drying the aqueous suspension of 1μm polystyrene beads to evaporate the water on a glass cover slip, and then re-suspending the dry beads by applying the immersion oil on top of the dry beads, which is then covered by another cover slip. WDT imaging is done with 60 ms exposure time and 200 nm step size between each slice for 128 slices. The images are then reconstructed into quantitative phase images, and deconvolved using the PSF calculated using the WDT theory in order to obtain a quantitative phase tomogram. The phase tomogram is then converted to show the height, h, of the sample using the equation, Based on Eq. (i3), we compute the new PSF of the system, which now includes the effect of RBC dispersion and absorption. Figure S10 shows the cross-sections of calculated PSFs for the case without dispersion, S10a and S10b, and for the case with dispersion, S10c and S10d. To be consistent with the measurements, we applied threshold to the calculated PSF. Also, Fig. S10e and S10f show the transverse and longitudinal profiles through the center of the PSF, respectively.
The two PSFs are almost identical, with a very slight broadening caused by the dispersion. In the transverse dimension (Fig. S10e) , the FWHM of the PSF with dispersion is 0.272 μm, while the FWHM of the case without dispersion is 0.268 μm. In the longitudinal dimension (Fig. S10f) , the FWHM of the PSF with dispersion is 0.510 μm, while the FWHM of the case without dispersion is 0.499 μm. Therefore, we can conclude that the dispersion and absorption in single red blood cells has a negligible effect on the overall performance of the WDT system. This weak effect of dispersion through a RBC is expected. Since the illumination spectrum of the SLIM system only covers the radial frequency range roughly from Since the linear phase shift does not change the shape of the cross-correlation function, but just shifts it in time. Therefore, we can conclude that the dispersion through a RBC has negligible effect on the entire imaging system. 
j. Point spread function vs. numerical aperture in WDT
Another method to assess the validity of WDT is to see the relationship between the resolution and the numerical aperture (NA). In order to do so, point spread function (PSF) for many different values of numerical aperture is calculated. Figure S12a shows the point spread functions in x-z plane, numerically calculated using WDT theory for various NA values ranging from 0.1 to 2. It is clear that for higher NA, the resolution is higher not only in the transverse dimension, but also in the longitudinal dimension. Figure S12b 
