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ZETA DETERMINANT FOR DOUBLE SEQUENCES OF
SPECTRAL TYPE
M. SPREAFICO
Abstract. We study the spectral functions, and in particular the zeta func-
tion, associated to a class of sequences of complex numbers, called of spectral
type. We investigate the decomposability of the zeta function associated to
a double sequence with respect to some simple sequence, and we provide a
technique for obtaining the first terms in the Laurent expansion at zero of the
zeta function associated to a double sequence. We particularize this technique
to the case of sums of sequences of spectral type, and we give two applications:
the first concerning some special functions appearing in number theory, and
the second the functional determinant of the Laplace operator on a product
space.
1. Introduction
Let S = {λ} be a sequence of complex numbers. Under some mild requirements
on S, it is possible to define the zeta function associated to S by
(1) ζ(s, S) =
∞∑
λ∈S
λ−s,
where s is a complex variable, and the series in equation (1) converges in some
domain of the complex plane. For example, if S = N0 = {1, 2, . . .} are the positive
integers, then ζ(s, S) = ζR(s) is the Riemann zeta function, if S are the norms of
the integral ideals of a number field K, then ζ(s, S) = ζK(s) is the Dedekind zeta
function of K; in both cases the series in equation (1) converges if Re(s) > 1. If
S is the spectrum of the Laplace operator on a compact Riemannian manifold of
dimension m, then the series in equation (1) converges if Re(s) > m2 .
We introduced in [13] a class of abstract sequences of complex numbers, that we
called of spectral type, and we investigated the properties of the spectral functions
associated to the sequences of that class. In particular, we studied the expansion of
the zeta function at zero. In fact, it is well know that the determination of the value
of the derivative of the zeta function at zero is a major problem in various areas
of mathematics and theoretical physics. In number theory, it is related with the
ideal class number, while in analysis and geometry it is used in order to define the
functional determinant of a linear operator. In a series of related works [11, 12, 14,
15, 16], we studied various different applications of the approach introduced in [13].
In particular, in [12] and [14] some double sequences appeared, and we introduced
some techniques that allowed to tackle the expansion at zero of the associated zeta
functions. These techniques permitted to obtain very useful information in the
different problems analyzed in those works. This motivates the investigation of
2000 MATHEMATICS SUBJECT CLASSIFICATION: 11M41 (11M36).
1
2 M. SPREAFICO
a general purpose technique, that permits to deal with a large class of double or
even multiple sequences. This is the aim of the present work, that is structured as
follows. In Section 2, we review the definition of sequences of spectral type given
in [13], and we give some further properties of the zeta function associated to the
sequences of this type. In Section 3, we consider double (or multiple) sequences.
We define a criterium for decomposing a double sequence with respect to some
simple sequence of spectral type (Definition 3.1), and we prove our main result in
Theorem 3.9, where we give the expansion at zero of the zeta function associated to
a decomposable double sequence. In Section 4, we apply Theorem 3.9 to investigate
the case of sums of sequences of spectral type, namely zeta functions of the form
ζ(s, S(1) + S(2)) =
∑∞
m,n=1(λ1,m + λ2,n)
−s, where S(j) = {λj,m} are two sequences
of spectral type. We obtain in Theorem 4.8 the expansion of the zeta function
ζ(s, S(1)+S(2)) at zero. Beside the natural interest for studying this problem in zeta
regularization theory [2, 5, 9], motivations arise from different areas of mathematics
and theoretical physics. We discuss two applications in the last Section 5, the first
concerning some special functions appearing in number theory [18, 14], the second
the zeta determinant of the Laplace operator on a product manifold [3, 8].
2. Zeta invariants for sequences of spectral type
In this section, we recall from [13] (see also [17, 2, 9, 5] for other approach to zeta
regularized products) the definition of sequences of spectral type, and we generalize
some results of that work. Let S = {λn}∞n=1 be a sequence of non vanishing
complex numbers with unique accumulation point at infinity. We ordered S as
0 < |λ1| ≤ |λ2| ≤ . . . (if we need to include the number zero, we use the notation
λ0 = 0). The positive number
e = e(S) = limsupn→∞
logn
log |λn| ,
is called the exponent of convergence of S. We are only interested in sequences with
e(S) <∞. If this is the case, then there exists a least integer p such that the series∑∞
n=1 λ
−p−1
n converges absolutely. We assume e − 1 < p ≤ e, and hence we have
p = [e] (the integer part). The integer p is called the genus of the sequence S, and
we use the notation g = g(S) = p. The Weierstrass canonical product
p(z, S) =
∞∏
n=1
(
1 +
z
λn
)
e
Pg(S)
j=1
(−1)j
j
zj
λ
j
n ,
converges uniformely and absolutely in any bounded closed region of the complex
plane, and is an integral function of order g(S) which vanishes if and only if z = −λn
for some n. We call the open subset ρ(S) = C−S of the complex plane the resolvent
set of S. We define the Gamma function associated to S by the canonical product
Γ(z, S) = 1p(z,S) . For further convenience, we use the variable λ = −z for the
Gamma function, with the convention that the variable −λ is purely real on the
negative part of the real axes. When necessary, in order to define the branch of
analicity of a meromorphic function, the domain for λ will be some open subset of
C− [0,∞) in the complex plane. With this notation, for all λ ∈ ρ(S), the Gamma
functions is
(2)
1
Γ(−λ, S) =
∞∏
n=1
(
1 +
−λ
λn
)
e
Pg(S)
j=1
(−1)j
j
(−λ)j
λ
j
n .
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We introduce now the definition of sequences of spectral type. Conditions for a
sequence to be of spectral type can be found in [5] or [13].
Definition 2.1. Let S = {λn}∞n=1 be a sequence of non vanishing complex numbers
with unique accumulation point at infinity and exponent of convergence e(S) <∞.
We call S a sequence of spectral type (S-type) if the following conditions hold:
(1) there exist c > 0 and 0 < θ < π, such that the sequence S is contained in
the interior of the sector Σθ,c =
{
z ∈ C | | arg(z − c)| ≤ θ2
}
;
(2) the logarithm of the associated Gamma function has an asymptotic expan-
sion for large λ ∈ ADθ,c(S) = C− Σθ,c of the following form
log Γ(−λ, S) =
∑
α
Kα∑
k=0
aα,k(−λ)α logk(−λ) + o((−λ)αN ),
where {α} is a decreasing sequence of real numbers α0 > α1 > · · · > αN ≥
−∞, and k = 0, 1, . . . ,Kα ∈ N, for each α.
If N is finite, we call the number αN the order of the sequence S, and we use
the notation o(S). We say that S has infinite order if N is not finite, and we write
o(S) = −∞. We call the open set ADθ,c(S) the asymptotic domain of S.
Remark 2.2. The point λ = 0 belongs by definition to the domain of analicity of
Γ−1(−λ, S) for a sequence of spectral type, and log Γ(−λ, S) has a zero of order
g(S) + 1 at λ = 0.
We define some further spectral functions associated to a sequence S of spectral
type. The zeta function, defined by the uniformely convergent series
ζ(s, S) =
∞∑
n=1
λ−sn ,
for Re(s) > e(S), and by analytic continuation elsewhere, the heat function (t > 0)
(3) f(t, S) = 1 +
∞∑
n=1
e−tλn ,
and, for each non negative integer k, and λ ∈ ρ(S), the following functions
rk(λ, S) =k!
∞∑
n=1
 (−1)k
(λ− λn)k+1 +
g(S)−k−1∑
j=0
(
j + k
j
)
λj
λj+k+1n
 .
These spectral functions are clearly strictly related to each others (under some
general regularity’s assumptions). In particular the following complex integral
representations hold (see [11] and [13] Proposition 2.4). Here we use the nota-
tion Σθ,c =
{
z ∈ C | | arg(z − c)| ≤ θ2
}
, with c ≥ δ > 0, 0 < θ < π. We use
ADθ,c = C − Σθ,c, for the complementary (open) domain and Λθ,c = ∂Σθ,c ={
z ∈ C | | arg(z − c)| = θ2
}
, oriented counter clockwise, for the boundary.
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Lemma 2.3. For Re(s) > e(S),
f(t, S)− 1 = 1
2πi
∫
Λθ,c
e−λtr0(λ, S)dλ(4)
= − t
2πi
∫
Λθ,c
e−λt log Γ(−λ, S)dλ,(5)
ζ(s, S) =
1
Γ(s)
∫ ∞
0
ts−1(f(t, S)− 1)dt(6)
=
s
Γ(s)
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ log Γ(−λ, S)dλdt.(7)
Lemma 2.4. For all k,
rk(λ, S) = − d
k+1
dλk+1
log Γ(−λ, S).
Lemma 2.5. If k = g = g(S), then
rg(λ, S) = −g!ζ(g + 1, S − λ) = −g!
∞∑
n=1
(λn − λ)−g−1.
This is a uniformly convergent series and we can take the limit for λ→∞ that
is 0. This implies that r(λ, S) can not have a term like (−λ)m and consequently
log Γ(−λ, S) can not have a term like (−λ)m+1, with m ≥ g.
Lemma 2.6. Let S be a sequence with finite exponent contained in a positive sector
Σθ,c>0. Then the heat function associated to S has an asymptotic expansion of order
δ′ ≥ −∞ with respect to the asymptotic sequence (see for example [7] for definition)
{t−δ logl t}δ as t → 0+ if and only if the logarithmic Γ-function associated to S
has an asymptotic expansion of order α′ ≥ −∞ with respect to the asymptotic
sequence {(−λ)α logk(−λ)}α as λ→ ∞ uniformly in λ for λ ∈ B, where B is any
unbounded region contained in the complement of Σθ,c (and δ
′ = −∞ if and only if
α′ = −∞). The order δ′ and the coefficients in the expansion of the heat function
can be obtained from α′ and the coefficients in the expansion of the logarithmic
Gamma function, but not viceversa.
Even if many useful results hold for a generic sequence of S-type, we consider
here only sequence of a particular subclass as defined below (see also [1] Section 9).
Definition 2.7. A sequence of spectral type S is called regular if the coefficients
aα,k in the expansion of log Γ(−λ, S) vanish for all k 6= 0, 1.
Remark 2.8. Let S be a regular sequence of spectral type with o(S) = αN . Then,
log Γ(−λ, S) =
N∑
j=0
aαj ,0(−λ)αj +
N∑
j=0
aαj ,1(−λ)αj log(−λ) +O((−λ)αN ),
for large λ in ADθ,a(S), and where α0 > α1 > · · · > αN = o(S).
Remark 2.9. If S is a regular sequence of S-type, then α0 ≤ e(S), and α0 <
g(S) + 1.
We give now the main results on regular sequences of S-type in this context.
The first result follows from equation (6) and properties of special functions.
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Proposition 2.10. [13] Let S be a regular sequence of spectral type with finite expo-
nent and order αN . Then, the associated heat function has the following asymptotic
expansion for t→ 0+
f(t, S)− 1 =
N∑
j=0
1∑
k=0
cαj ,kt
−αj logk t+ o(t−αN ),
where: cαj ,0 =
1
Γ(−αj)
(
aαj ,0 + ψ(−αj)aαj ,1
)
, cαj ,1 = −
aαj,1
Γ(−αj) , and ψ is the Digam-
ma function.
Note that the equations among the coefficients given in Proposition 2.10 are
invertible provided αj 6∈ N; moreover, cαj ,1 = 0, whenever αj ∈ N. Note also that,
the formulas in Proposition 2.10 for the coefficients only hold for regular sequences
of spectral type. For a generic S-sequence, it is not true for example that the
coefficients cαj ,1 are null for αj a natural number.
Next, we give formulas for the zeta invariants of a regular sequences. This result
corresponds to the classical result for the functional zeta function of a differential
operator. See also Theorem 3.4, 3.6 of [5] for a further generalization to a larger
class of sequences.
Proposition 2.11. Let S be a regular sequence of spectral type of order αN . Then,
the associated zeta function is regular in the complex half-plane Re(s) > αN − ǫ
(positive small ǫ), up to a finite set of poles. The poles in the half plane Re(s) >
αN − ǫ are at most N + 1, are located at s = αN , αN−1, . . . , α0 ≤ e(S), and are of
order at most 2 with residues
Res2
s=αj
ζ(s, S) = − cαj ,1
Γ(αj)
(= 0, if αj ∈ Z) ,
Res1
s=αj
ζ(s, S) =
{
cαj,0
Γ(αj)
+ cαj ,1
ψ(αj)
Γ(αj)
, αj 6= 0,−1,−2, . . . ,−[|αN |],
(−1)−αj+1(−αj)!cαj ,1, αj = −1,−2, . . . ,−[|αN |],
Res0
s=αj
ζ(s, S) = (−1)αj (−αj)!cαj ,0, αj = −1,−2, . . . ,−[|αN |];
in particular, if αN ≤ 0, then s = 0 is a regular point with ζ(0, S) = c0,0
It is important to observe that all the formulas given Proposition 2.11 can be
written using exclusively the coefficients aαj ,k appearing in the asymptotic expan-
sion of the Γ-function. This follows from Proposition 2.10 or by direct computations
(see also Proposition 2.15 below).
Theorem 2.12. [13] If S is a regular sequence of spectral type of order αN ≤ 0,
then the associated zeta function is regular at s = 0, and near s = 0
ζ(s, S) = −a0,1 − a0,0s+O(s2).
We call a regular sequence of spectral type simply regular if the unique logarith-
mic terms appearing in the expansion of log Γ(−λ, S) are of the form (−λ)k log(−λ),
with integer k, and totally regular if also k ≥ 0. It is clear that the zeta function
of a simply regular sequence of order αN has at most simple poles for Re(s) ≥ αN .
It is also easy to see that, while there can be logarithmic terms in the expansion
of the heat function of a simply regular sequence, namely of the type tk log t, with
negative integer k, we have cαj ,1 = 0 for all αj for a totally regular sequence.
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Remark 2.13. When S is a totally regular sequence of spectral type with order αN
and genus g, the asymptotic expansion of the associated spectral functions reads:
log Γ(−λ, S) =
g∑
j=0
aj,1(−λ)j log(−λ) +
N∑
j=0
aαj ,0(−λ)αj + o((−λ)αN ),
f(t, S)− 1 =
N∑
j=0
cαj ,0t
−αj + o(t−αN ).
The main results concerning totally regular sequences are the following ones.
First, we have formulas that express the coefficients aαj ,k as functions of the co-
efficients cαj ,k and some particular values of the zeta function (Proposition 2.14).
Second, using the coefficients aαj ,k, we obtain a larger information on the values of
the residues of the associated zeta function (Proposition 2.15).
Proposition 2.14. Let S be a totally regular sequence of spectral type with order
αN and genus g. Then (recall αj ≤ g):
aαj ,0 =

Γ(−αj)cαj ,0 αj 6∈ Z or αj ∈ Z and αj ≤ −1,
(−1)αj
αj
(
1
αj !
cαj ,0 − Res0
s=αj
ζ(s, S)
)
αj ∈ Z and 0 < αj ≤ g,
−Res0
s=0
ζ′(s, S) αj = 0,
aαj ,1 =

0 αj 6∈ Z or αj ∈ Z and αj ≤ −1,
(−1)αj+1
αj !
cαj ,0 αj ∈ Z and 0 < αj ≤ g,
−Res0
s=0
ζ(s, S) = −c0,0 αj = 0.
Proof. We adapt here a technique introduced in [11]. Integrate g times with respect
to t in equation (6). We obtain
ζ(s, S) =
(−1)gs
Γ(s− g)
∫ ∞
0
ts−g−1
1
2πi
∫
Λθ,c
e−λt
(−λ)g+1 log Γ(−λ, S)dλdt,
Next, split the t-integral at t = 1. The t-integral
∫∞
1
is a regular function of s;
in the t-integral
∫ 1
0 , we change the contour to Λθ,−c−Cc, where Cc is a circle with
center at the origin and radius c, and the λ integration along Cc vanishes, since by
definition Res0
λ=0
e−λt
(−λ)g log Γ(−λ, S) = 0 (in fact log Γ(−λ, S) has a zero of order g+1
at λ = 0). Thus,
ζ(s, S) =
(−1)gs
Γ(s− g)
(∫ 1
0
ts−1
1
2πi
∫
Λθ,−c
e−λ
(−λ)g+1 log Γ(−λ/t, S)dλdt+ r(s)
)
,
where r(s) is regular for all s (Re(s) > αN − ǫ). We use the expansion of the
Γ-function and equations (18) and (19) in the appendix, in order to obtain
(8)
ζ(s, S) =
(−1)g+1s
Γ(s− g)
 N∑
j=0
1
Γ(g + 1− αj)
aαj ,0
s− αj +
N∑
j=0
ψ(g + 1− αj)
Γ(g + 1− αj)
aαj ,1
s− αj
+
N∑
j=0
1
Γ(g + 1− αj)
aαj ,1
(s− αj)2 + r(s)
 .
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By direct inspection of the above equation, since the zeta function can not have
double poles and S is totally regular, it follows that aαj ,1 = 0, whenever αj is not
an integer, or αj is an integer and αj ≤ −1 or αj ≥ g + 1. Now, if αj is not an
integer or it is an integer and αj ≤ −1 or αj ≥ g + 1, then the zeta function has a
pole at s = αj and
Res1
s=αj
ζ(s, S) =
(−1)g+1αj
Γ(αj − g)
aαj ,0
Γ(g + 1− αj) = −αj
sinαjπ
π
aαj ,0,
therefore, since by Propositions 2.10 and 2.11
Res1
s=αj
ζ(s, S) =
cαj ,0
Γ(αj)
= −αj sinαjπ
π
aαj ,0,
we obtain that aαj ,0 = Γ(−αj)cαj ,0. If αj is an integer and 0 ≤ αj ≤ g, using the
expansion for s near αj = k of
s(s−1)...(s−g)
Γ(s) =
s
Γ(s−g) in equation (8), we obtain
after some calculations
ζ(s, S) = (−1)k+1(s− k + k)
(
ak,1
s− k + ak,0 +O(s− k)
)
.
We distinguish two cases. First, if k = 0, then near s = 0
ζ(s, S) = −a0,1 − a0,0s+O(s2),
as in Theorem 2.12. Second, if 0 < k ≤ g, then near s = k,
ζ(s, S) = (−1)k+1k ak,1
s− k + (−1)
k+1kak,0 + (−1)k+1ak,1 +O(s− k),
and using Proposition 2.11, this completes the proof. 
Proposition 2.15. Let S be a totally regular sequence of spectral type with order
αN and genus g. Then, the associated zeta function is regular in the complex half-
plane Re(s) > αN − ǫ up to a finite set of at most N + 1 simple poles located at
s = αN , αN−1, . . . , α0.
Res1
s=αj
ζ(s, S) =
aαj ,0
Γ(αj)Γ(−αj) , αj 6= −[|αN |], . . . , g,
Res1
s=αj
ζ(s, S) =
{
(−1)αj+1αjaαj ,1, αj = 1, . . . , g,
0, αj = −[|αN |], . . . , 0,
Res0
s=αj
ζ(s, S) =

(−1)αj+1αjaαj ,0, αj = −[|αN |], . . . ,−1,
(−1)αj+1 (αjaαj ,0 + aαj ,1) , αj = 1, . . . , g,
−aαj,1 αj = 0.
We conclude this section with some properties of sums and multiplication by a
scalar of sequences of spectral type. All the proofs are straightforward, up to 2.18,
where we can use the Young inequality. Let S = {λn}n∈N0 be a sequence and y a
positive number. Denote by yS the sequence yS = {yλn}n∈N0 . Let n = (n1, . . . , nI)
be an integer vector. If Si = {λ(i),ni}ni∈N0 , i = 1, . . . , I, is a finite set of sequences,
we use the notation
∑I
i=1 S(i) for the sum of the sequences, namely the sequence{
λn =
∑I
i=1 λ(i),n1
}
n∈(N0)I
.
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Lemma 2.16. For any positive real y, S = {λn}n∈N0 is a sequence with finite
exponent e, genus g and spectral sector Σθ,c, if and only if yS is a sequence with
finite exponent e, genus g, and spectral sector Σθ,yc. S is of spectral type of order
αN if and only if yS is of spectral type of order αN ; S is regular, simply or totally
regular if and only if yS is regular, simply or totally regular respectively.
Lemma 2.17. If S(i) = {λ(i),ni}ni∈N0 , i = 1, . . . , I, is a finite family of sequences,
then
f
(
t,
I∑
i=1
S(i)
)
= 1 +
I∏
i=1
(f(t, S(i))− 1).
Lemma 2.18. If S(i) = {λ(i),ni}ni∈N0 , i = 1, . . . , I, is a finite family of sequences
of spectral type of finite exponents e(i), genus g(i), asymptotic domains ADθ(i),c(i) ,
and orders α(i),N(i) , then the sum sequence S =
∑I
i=1 S(i) is a sequence of spectral
type with exponent e(0) =
∑I
i=1 e(i), asymptotic domain ADθ,c, where θ = max(θ(i))
and c = min(c(i)), and order αN = max(α(i),N(i)).
Lemma 2.19. If S(i) = {λ(i),ni}ni∈N0 , i = 1, . . . , I, is a finite family of sim-
ply/totally regular sequences of spectral type, then the sum sequence S =
∑I
i=1 S(i)
is a simply/totally regular sequence of spectral type.
3. Spectral decomposition
The aim of this section is to obtain the main zeta invariants of double sequences.
It is clear that using multi indices the results extend to multiple sequences. Our
strategy to deal with double sequences is to define a class of double sequences that
can be decomposed as sums of simple sequences relatively to some fixed simple
sequence, in a suitable way. The double sequences of this class are said to be
spectrally decomposable, and are defined in the following Definition 3.1. The idea
of this type of decomposition was suggested by the results of Bru¨ning and Seeley
(in particular see [1]), and has already been applied with success in a number of
cases [12] [14] [15]. For the zeta function associated to spectrally decomposable
double sequences, we obtain conditions for regularity at s = 0 and a formula that
gives the values of ζ(0) and ζ′(0) (Theorem 3.9).
Let S = {λn,k}∞n,k=1 be a double sequence of non vanishing complex numbers
with unique accumulation point the infinity, finite exponent s0 = e(S) and genus
p0 = g(S). Assume if necessary that the element of S are ordered as 0 < |λ1,1| ≤
|λ1,2| ≤ |λ2,1| ≤ . . . . We use the notation Sn (Sk) to denote the simple sequence
with fixed n (k). We call the exponents of Sn and Sk the relative exponents of S,
and we use the notation (s0 = e(S), s1 = e(Sk), s2 = e(Sn)). We define relative
genus accordingly.
Definition 3.1. Let S = {λn,k}∞n,k=1 be a double sequence with finite exponents
(s0, s1, s2), genus (p0, p1, p2), and positive spectral sector Σθ0,c0 . Let U = {un}∞n=1
be a totally regular sequence of spectral type of order u′ ≤ 0 with exponent r0, genus
q, domain ADφ,d. We say that S is spectrally decomposable over U with power κ,
length ℓ and asymptotic domain ADθ,c, with c = min(c0, d, c
′), θ = max(θ0, φ, θ′),
if there exist positive real numbers κ, ℓ (integer), c′, and θ′, with 0 < θ′ < π, such
that:
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(1) the sequence S˜n = u
−κ
n Sn =
{
λn,k
uκn
}∞
k=1
has spectral sector Σθ′,c′ , and is a
totally regular sequence of spectral type of order ≤ 0 for each n;
(2) the logarithmic Γ-function associated to S˜n has an asymptotic expansion
for large n uniformly in λ for λ in ADθ,c, of the following form
log Γ(−λ, u−κn Sn) =
ℓ∑
h=0
φσh(λ)u
−σh
n +
L∑
l=0
Pρl(λ)u
−ρl
n log un + o(u
−r0
n ),
where σh and ρl are real numbers with σ0 < · · · < σℓ, ρ0 < · · · < ρL, the
Pρl(λ) are polynomials in λ satisfying the condition Pρl(0) = 0, ℓ and L
are the larger integers such that σℓ ≤ r0 and ρL ≤ r0, and σ0 and ρ0 satisfy
the condition u′ < min(σ0, ρ0 − 1).
We point out that the condition Pρl(0) = 0 is introduced in Definition 3.1 expres-
sely in order to avoid the dependence of the final result on the logarithmic terms.
More precisely, without this condition, the function A0,0(s), introduced in Lemma
3.5, would depend on the values of the coefficients of the polynomials Pρl(λ). As
a consequence, also the coefficients of the expansion of the zeta function at zero
given in Theorem 3.9 would depend on the coefficients of the Pρl(λ).
The proof of the following lemma is essentially based on standard properties of
double limits.
Lemma 3.2. The functions φσh (λ) appearing in Definition 3.1 have an asymptotic
expansion of order ≤ 0 for large λ in ADθ,c with respect to the asymptotic sequence
{(−λ)α logk(−λ)}α, k = 0, 1, where the unique logarithmic terms are of the form
(−λ)m log(−λ), with integer m such that m ≤ p2. The maximum order of the
polynomials Pρl(λ) is lower or equal to p2.
When S is a double sequence, we consider the general case where we do not know
an explicit expansion for log Γ(−λ, S), and hence we can not apply Theorem 2.12.
On the other side we suppose that we do know such expansions for the sequences
S˜n, and our aim is to use this information to obtain the result for S. We could write
log Γ(−λ, S) =∑∞n=1 log Γ(−λ, Sn), and use this decomposition in the formula (6)
for ζ(s, S). Then, we could proceed as in the proof of Proposition 2.14 using the
known information on the expansion of Sn, and eventually try to sum up on n.
This procedure does not work. The series in n may not converge. To overcome
this difficulty, the idea is to insert an s in the general term. In other words, we
decompose the zeta function as: ζ(s, S) =
∑∞
n=1 u
−κs
n ζ(s, u
−κ
n Sn) (see Lemma 3.4
below). The power κ is necessary to guarantee the existence of an asymptotic
expansion of log Γ(−λ, S˜n) for large n.
Lemma 3.3. Let S be spectrally decomposable over U as in Definition 3.1. Then,
there exist constants N , αN < · · · < α0, aαj ,k,n and bσh,αj ,k, with αN ≤ 0, such
that
log Γ(−λ, S˜n) =
N∑
j=0
1∑
k=0
aαj ,k,n(−λ)αj logk(−λ) + o((−λ)αN ),
for all n, and
φσh(λ) =
N∑
j=0
1∑
k=0
bσh,αj ,k(−λ)αj logk(−λ) + o((−λ)αN ),
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for all σh, for large λ uniformly in ADθ,c, and where aαj ,1,n = bσh,αj ,1 = 0 for all
αj 6= 0, 1, . . . , p2.
Proof. Since S˜n = u
−κ
n Sn is of spectral type for each n, we have that the sequences
of powers αj appearing in the asymptotic expansion of the Γ-functions are all upper
bounded by s1 (by Proposition 2.11). Hence, they can all only accumulate at −∞,
and hence we can collect them in a unique sequence {αj}Nj=0, starting at the bigger
non vanishing one and where αN is the smaller of the order of the S˜n. Notice also
that since the expansions of the log Γ(−λ, Sn) are all of order ≤ 0, it follows that
αN ≤ 0. For the domain, if the condition in Definition 3.1 are satisfied, all the S˜n
are contained in the positive spectral sector Σθ,c. The same argument works for the
φσh , and again we can reset αN to be the smaller of the orders and it will always be
negative or null. The condition on the coefficients follows from the point (1) (the
fact that S˜n is totally regular) of Definition 3.1 (see also Remark 2.13). 
Lemma 3.4. Let S be spectrally decomposable over U as in Definition 3.1. Then,
we have the following contour integral representation for the associated zeta function
ζ(s, S) =
s
Γ(s)
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ T (s, λ, S, U)dλ,
where
T (s, λ, S, U) =
∞∑
n=1
u−κsn log Γ(−λ, u−κn Sn).
Proof. By uniform convergence of the series, for Re(s) > s0, we can write
ζ(s, S) =
∞∑
n=1
u−κsn ζ(s, u
−κ
n Sn),
where
ζ(s, u−κsn Sn) = u
−κs
n
∞∑
k=1
λ−sn,k,
is well defined by the series since s0 ≥ s2. Now, applying equation (7) of Lemma
2.3 to ζ(s, u−κsn Sn), when Re(s) > s0 ≥ s1, s2, thanks to uniform convergence of
the integral, we obtain the thesis. 
Lemma 3.5. Let S be spectrally decomposable over U as in Definition 3.1. Then,
the function T (s, λ, S) can be extended analytically to the half plane Re(s) > −ǫ
(positive small ǫ) by the following formula for all λ ∈ ADθ,c,
T (s, λ, S, U) = P(s, λ, S, U) +
ℓ∑
h=0
φσh (λ)ζ(κs+ σh, U)−
L∑
l=0
Pρl(λ)ζ
′(κs+ ρl, U),
Moreover, the function P(s, λ, S, U) is regular in s for Re(s) > −ǫ and has the
following expansion for large λ uniformly in ADθ,c
P(s, λ, S, U) =
N∑
j=0
Aαj ,0(s)(−λ)αj +
p2∑
j=0
Aj,1(s)(−λ)j log(−λ) + o((−λ)αN ),
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where N is defined in Lemma 3.3 and the coefficients
Aαj ,0(s) =
∞∑
n=1
(
aαj ,0,n −
ℓ∑
h=0
bσh,αj ,0u
−σh
n
)
u−κsn , αj 6= 0, 1, . . . , p2,
A0,0(s) =
∞∑
n=1
(
a0,0,n −
ℓ∑
h=0
bσh,0,0u
−σh
n
)
u−κsn ,
Aj,0(s) =
∞∑
n=1
(
aj,0,n −
ℓ∑
h=0
bσh,j,0u
−σh
n −
L∑
l=0
pρl,ju
−ρl
n log un
)
u−κsn , 1 ≤ j ≤ p2,
Aj,1(s) =
∞∑
n=1
(
aj,1,n −
ℓ∑
h=0
bσh,j,1u
−σh
n
)
u−κsn , 0 ≤ j ≤ p2,
are regular functions of s for Re(s) > −ǫ.
Note that T and P are regular does not mean that ζ(s, S) is regular, just that
we need not to bother about the dependence on s coming from T .
Proof. We would like to expand T for large λ in order to proceed as in the proof
of Proposition 2.14. We could use the expansion of log Γ(−λ, u−κn Sn) for large λ to
get that of T . Unfortunately, this does not work for the following reason. When
we expand T and we perform the integrals in λ and t for each term, the resulting
functions have poles in s at s = 0 and the sum over n also gives a pole in the same
point, thus we get some terms with a double pole, and hence we can not use the
formula (6) to compute the derivative in s at s = 0. What we can do, is to split
in two terms, each one having only simple poles. We do this as follows. Since S is
spectrally decomposable over U with power κ, we have the expansion (observe that
log Γ(−λ, S˜n) = log Γ(−λuκn, Sn))
log Γ(−λ, S˜n) =
ℓ∑
h=0
φσh (λ)u
−σh
n +
L∑
l=0
Pρl(λ)u
−ρl
n log un + o(u
−K
n ).
This allows to split T in two terms
T (s, λ, S, U) = P(s, λ, S, U) +
ℓ∑
h=0
∞∑
n=1
φσh(λ)u
−κs−σh
n +
L∑
l=0
Pρl(λ)u
−κs−ρl
n log un
= P(s, λ, S, U) +
ℓ∑
h=0
φσh (λ)ζ(κs+ σh, U)−
L∑
l=0
Pρl(λ)ζ
′(κs+ ρl, U),
where
P(s, λ, S, U) =
∞∑
n=1
u−κsn
(
log Γ(−λuκn, Sn)−
ℓ∑
h=0
φσh(λ)u
−σh
n −
L∑
l=0
Pρl(λ)u
−ρl
n log un
)
.
Since, by Definition 3.1, the term in brackets in the above sum is O(u−r0−ǫn )
uniformly in λ for λ ∈ ADθ,c, it follows that
P(s, λ, S, U) <
∞∑
n=1
u−κs−r0−ǫn ,
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and hence P is regular when Re(κs + r0 + ǫ) ≥ r0, i.e. Re(s) ≥ − ǫκ . As κ > 0, P
is regular at s = 0, uniformly for λ in ADθ,c. Thus we can get the expansion of
P as follows. It is clear that the expansion for large λ of log Γ(−λ, Sn) gives that
of log Γ(−λuκn, Sn) (n fixed). Thus we can use the expansions given in Lemma 3.3.
Substituting in the definition of P we have
P(s, λ, S, U) =
∞∑
n=1
u−κsn
N∑
j=0
1∑
k=0
(
aαj ,k,n(−λ)αj logk(−λ)−
L∑
l=0
Pρl(λ)u
−ρl
n log un
−
ℓ∑
h=0
bσh,αj ,ku
−σh
n (−λ)αj logk(−λ)
)
+ o((−λ)αN ),
since the series defining P is uniformly convergent for Re(s) > s2,
P(s, λ, S, U) =
∞∑
n=1
u−κsn
N∑
j=0
(
aαj ,0,n(−λ)αj −
ℓ∑
h=0
bσh,αj ,0u
−σh
n (−λ)αj
)
+
∞∑
n=1
u−κsn
p2∑
j=0
(
aj,1,n(−λ)j log(−λ)−
L∑
l=0
Pρl(λ)u
−ρl
n log un
−
ℓ∑
h=0
bσh,j,1u
−σh
n (−λ)j log(−λ)
)
+ o((−λ)αN ),
writing (recall Pρl(0) = 0) Pρl(λ) =
∑Gρl
m=1 pρl,m(−λ)m, we have
L∑
l=0
Pρl(λ)ζ
′(κs+ ρl, U) =
G∑
m=1
(
L∑
l=0
pρl,mζ
′(κs+ ρl, U)
)
(−λ)m,
where G = max(Gρl) ≤ p2, and we set pρl,m = 0 for m > Gρl ; then
P(s, λ, S, U) =
∞∑
n=1
(
aαj ,0,n −
ℓ∑
h=0
bσh,αj ,0u
−σh
n
)
u−κsn (−λ)αj
−
∞∑
n=1
G∑
m=1
(
L∑
l=0
pρl,mu
−κs−ρl
n log un
)
(−λ)m
+
∞∑
n=1
p2∑
j=0
(
aj,1,n−
ℓ∑
h=0
bσh,j,1u
−σh
n
)
u−κsn (−λ)j log(−λ) + o((−λ)αN ).
This gives the coefficients stated in the thesis and since P(s, λ, S, U) is regular
at s = 0, this also shows that they are regular at s = 0. 
Lemma 3.6. Let S be spectrally decomposable over U as in Definition 3.1. Then,
near s = 0, we have the following representation for the zeta function
Γ(s)ζ(s, S) = γA0,1(s)−A0,0(s)− A0,1(s)
s
+ s
ℓ∑
h=0
Φσh(s)ζ(κs+ σh, U) + sr(s),
where r(s) is regular near s = 0 and
Φσh (s) =
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ φσh (λ)dλdt.
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Proof. Let Re(s) > s0. By Lemma 3.4
ζ(s, S) =
s
Γ(s)
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ T (s, λ, S)dλ.
Substituting the decomposition of T given by Lemma 3.5, we obtain
ζ(s, S) = ζ1(s) + ζ2(s) + ζ3(s),
ζ1(s) =
s
Γ(s)
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ P(s, λ, S, U)dλdt
ζ2(s) =
s
Γ(s)
H∑
h=0
ζ(κs+ σh, U)
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ φσh(λ)dλdt
ζ3(s) = − s
Γ(s)
L∑
l=0
Pρl(λ)ζ
′(κs+ ρl, U)
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ Pρl(λ)dλdt.
Now, ζ2(s) can immediately be written as stated in the thesis, while ζ3(s) van-
ishes by direct calculation (using the integral given in the appendix). For ζ1(s), we
can use the expansion given in Lemma 3.5 for P as follows. First, split the integral
(Re(s) > s0)
ζ1(s) =
s
Γ(s)
∫ 1
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ P(s, λ, S, U)dλdt
+
s
Γ(s)
∫ ∞
1
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ P(s, λ, S, U)dλdt.
For the second term, note that P is regular for Re(s) ≥ 0, thus we can extend
the s-domain to the non negative s-plane; also P diverges at most like a power
in ADθ,c, and hence the λ integral is bounded due to the presence of the e
−λt
(t > 0); eventually, the t integral is also bounded by the same factor for all s.
This means that the second term is the product of sΓ(s) with a function r1(s) that
is regular for all Re(s) ≥ 0. For the first term, we need to rewrite the contour
as Λθ,c = Λθ,−c − Cc. In the integral on the new contour Λθ,−c we can use the
expansion of P , the other gives
1
2πi
∫
Cc
e−λt
−λ P(s, λ, S, U)dλ = P(s, 0, S, U) = 0,
since T (s, λ, S, U) = 0 because log Γ(0, Sn) = 0 by definition, Pρl(0) = 0, and
φσh(0) = 0 since λ = 0 belongs to ADθ,c. We are left with
ζ1(s) =
s
Γ(s)
∫ 1
0
ts−1
1
2πi
∫
Λθ,−c
e−λt
−λ P(s, λ, S, U)dλdt,
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where we can use the expansion of P , given in Lemma 3.5. We obtain (use equations
(18) and (19) in the appendix)
ζ1(s) =− s
Γ(s)
N∑
j=0
Aαj ,0(s)
1
s− αj
1
Γ(1− αj) −
s
Γ(s)
1∑
j=0
Aj,1(s)
1
s− j
ψ(1− j)
Γ(1− j)
− s
Γ(s)
1∑
j=0
Aj,1(s)
1
(s− j)2
1
Γ(1− j) +
s
Γ(s)
r2(s),
with r2(s) regular near s = 0. Since by definition and Lemma 3.3, αN ≤ 0, near
s = 0 the only non vanishing terms are those with αj = 0, hence
ζ1(s) =
s
Γ(s)
(
−1
s
A0,0(s) +
1
s
γA0,1(s)− 1
s2
A0,1(s) + r3(s)
)
,
where r3(s) is regular near s = 0. Summing up we have the thesis. 
Lemma 3.7. The functions Φσh(s) have at most a double pole at s = 0.
Proof. Just proceed as in the proof of Lemma 3.6 and use the asymptotic expansion
given for φσh in Lemma 3.3. 
Remark 3.8. Note that ζ2(s) can have at most a simple pole at s = 0. In fact,
by definition ζ(s, U) has at most simple poles. On the other side, Φσh (s) has also
at most double poles, by the previous lemma, and this implies the statement, since
s
Γ(s) as a zero of order 2 at s = 0. Note also that we can not use the expansion
of φσh (λ) to compute the derivative of ζ2(s) at s = 0, since the remainder of such
an expansion would appear in ζ′2(0). We need explicit computation of the integral
defining the function Φσh(s) and an expansion of Φσh(s) near s = 0 at least up to
the constant term.
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Theorem 3.9. (Spectral decomposition lemma) Let the double sequence S be spec-
trally decomposable over U with power κ and length ℓ, then
Res1
s=0
ζ(s, S) =
1
κ
ℓ∑
h=0
Res2
s=0
Φσh(s)Res1
s=σh
ζ(s, U),
Res0
s=0
ζ(s, S) =
ℓ∑
h=0
Res2
s=0
Φσh (s)Res0
s=σh
ζ(s, U)−A0,1(0)
+
1
κ
ℓ∑
h=0
Res1
s=σh
ζ(s, U)
(
Res1
s=0
Φσh(s) + γ Res2
s=0
Φσh(s)
)
,
Res0
s=0
ζ′(s, S) =
1
κ
(
γ2
2
− π
2
12
) ℓ∑
h=0
Res2
s=0
Φσh(s)Res1
s=σh
ζ(s, U)
+
γ
κ
ℓ∑
h=0
Res1
s=0
Φσh(s)Res1
s=σh
ζ(s, U)+ γ
ℓ∑
h=0
Res2
s=0
Φσh(s)Res0
s=σh
ζ(s, U)
+
1
κ
ℓ∑
h=0
Res0
s=0
Φσh(s)Res1
s=σh
ζ(s, U)+ κ
ℓ∑
h=0
Res2
s=0
Φσh(s)Res0
s=σh
ζ′(s, U)
+
ℓ∑
h=0
Res1
s=0
Φσh(s)Res0
s=σh
ζ(s, U)−A0,0(0)−A′0,1(0).
Proof. Let s be in a small neighborhood of s = 0. Then, by Lemma 3.6
(9)
ζ(s, S) =
1
Γ(s)
(
γA0,1(s)−A0,0(s)− A0,1(s)
s
+ s
ℓ∑
h=0
Φσh(s)ζ(κs+ σh, U) + sr(s)
)
,
where r(s) is regular. We are able to expand ζ(s, S) near s = 0, using the expansions
of the single factors provided by the previous results. By Lemma 3.5 the functions
Ai,j(s) are regular near s = 0. By definition 3.1, the function ζ(s, U) has at most
simple poles, and therefore we have the expansion
ζ(κs+ σh, U) =
1
κ
Res1
s=σh
ζ(s, U)
1
s
+Res0
s=σh
ζ(s, U) + κRes0
s=σh
ζ′(s, U)s+O(s2),
near s = 0. By Lemma 3.7 and Remark 3.8, the functions Φσh(s) have at most a
pole of order 2 at s = 0, and therefore we have an expansion of the form
Φσh(s) =
Res2s=0 Φσh(s)
s2
+
Res1s=0Φσh(s)
s
+Res0
s=0
Φσh(s) +O(s).
Substituting these expansions and the classical expansion of 1/Γ(s) in equation
(9), after some calculations, we obtain the thesis. 
The result looks a bit hard as it stands, but this is a consequence of its large
generality. The main point is precisely that this result is very general and applies
in a very large number of cases. It turns out that in applications the explicit form
of the different terms becomes nicer and many simplifications arise, but in order to
cover the various situations the general setting is necessary.
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4. Sums of sequences of spectral type
Let Si, i = 1, . . . , I be a finite set of totally regular sequences of spectral type.
In this section we study the decomposition properties of the sum of these sequences
with respect to one of them, and applying Theorem 3.9 we obtain the expansion
of the zeta function associated to the sum of the sequences. By the results at the
end of Section 2 on the sum of sequences, it is clear that we can assume I = 2
without loss of generality. We will use the notation with a subscript index between
parenthesis X(i) to denote the sequence to which the quantity X is referred.
Let S(i) = {λ(i),ni}ni∈N0 , i = 1, 2, be two totally regular sequences of spectral
type of finite exponents s(i), genus p(i), asymptotic domains ADθ(i),c(i) , and orders
α(i),N(i) ≤ 0. We assume in this section that the λ(1),n1 are real. However, note
that all the results extend to the complex case with just minor modification in
the definitions of the asymptotic domains. The sum sequence S(0) = S(1) + S(2)
is a totally regular sequence of spectral type with exponent s(0) = s(1) + s(2),
genus p(0) = [s(0)], asymptotic domain ADθ(0),c(0) , where θ(0) = max(θ(i)) and
c(0) = min(c(i)), and order α(0),N(0) = min(α(i),N(i)) ≤ 0, by the results at the end
of Section 2. The proof of the following technical lemma is straightforward.
Lemma 4.1. Assume {bn}∞n=1 is a sequence of finite exponent and genus p, and a
is a real positive number, then
∞∑
n=1
p∑
j=1
(−1)j
j
aj
(
zj
(a+ bn)j
− (1 + z)
j
bjn
+
1
bjn
)
=
p∑
k=1
Epk(a)z
k,
where Epk(a) =
∑∞
n=1
(
(−1)k
k
ak
(a+bn)k
−∑pj=k (−1)jj (jk) ajbjn).
For example, if p = k = 1,
E11(a) =
∞∑
n=1
(
− a
a+ bn
+
a
bn
)
=
∞∑
n=1
a2
bn(a+ bn)
.
Theorem 4.2. Suppose that α(1),N(1) < −p(2) − 1, and that −α(2),N(2) ≥ s(1).
Then, the sequence S(0) = {λ(1),n1 + λ(2),n2}ni∈N0 is spectrally decomposable over
S(1), with power 1, finite length ℓ ≤ N(2), and asymptotic domain ADθ,c, θ = θ(0)
and c = min(c(0), c(1), 1 + c(2)/λ(1),1). The length ℓ is the larger integer such that
−α(2),ℓ ≤ s(1), where α(2),h are the powers of the terms of the expansion of the
Γ-function log Γ(−λ, S(2)).
Proof. As a double sequence, S(0) has finite exponents (s(0) = s(1) + s(2), s(1), s(2))
and genus (p(0) = [s(0)], p(1), p(2)). We prove that S(0) is spectrally decomposable
with respect to S(1). We need to check the requirements in Definition 3.1. We have
that U = S(1) is a totally regular sequence of spectral type of order u
′ = α(1),N(1) ,
with exponent r0 = s(1), genus q = p(1) and domain ADθ(1),c(1) , 0 < c(1) < λ(1),1.
Let S˜n1 = {λ−1(1),n1λn1,n2}n2∈N0 , where λn1,n2 = λ(1),n1 + λ(2),n2 . By Lemma 2.16,
S˜n1 is a totally regular sequence of spectral type with exponent s(2), genus p(2),
spectral domain ADθ(2),1+c(2)/λ(1),n1 , and order α(2),N(2) , for all n1. Thus we can
take c′ = 1 + c(2)/λ(1),1 and θ′ = θ(0) and the first half of requirement (1) of
Definition 3.1 is satisfied. Since α(i),Ni) ≤ 0 by assumption, the second half of
the requirement (1) is also satisfied. In order to verify that the requirement (2) is
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satisfied we proceed as follows. We can decompose the Γ-function associated to S˜n1
as:
log Γ(−λ, S˜n1) = −
∞∑
n2=1
log(1 + (1− λ)λ(1),n1
λ(2),n2
)
+
p(2)∑
j=1
(−1)j
j
((1 − λ)λ(1),n1)j
λj(2),n2
− log
(
1 +
λ(1),n1
λ(2),n2
)
−
p(2)∑
j=1
(−1)j
j
(λ(1),n1)
j
λj(2),n2
+
p(0)∑
j=1
(−1)j
j
(−λλ(1),n1)j
(λ(1),n1 + λ(2),n2)
j
−
p(2)∑
j=1
(−1)j
j
((1− λ)λ(1),n1 )j
λj(2),n2
+
p(2)∑
j=1
(−1)j
j
(λ(1),n1)
j
λj(2),n2

log Γ(−λ, S˜n1) = log Γ((1− λ)λ(1),n1 , S(2))− log Γ(λ(1),n1 , S(2))
−
p(0)∑
j=p(2)+1
(−1)j
j
∞∑
n2=1
λj(1),n1
(λ(1),n1 + λ(2),n2)
j
(−λ)j
−
p(2)∑
j=1
(−1)j
j
∞∑
n2=1
(
(−λλ(1),n1)j
(λ(1),n1 +λ(2),n2)
j
+
(1 − (1− λ)j)λj(1),n1
λj(2),n2
)
.
Applying Lemma 4.1, this gives
(10)
log Γ(−λ, S˜n1) = log Γ((1− λ)λ(1),n1 , S(2))− log Γ(λ(1),n1 , S(2))
−
p(2)∑
k=1
E
p(2)
k (λ(1),n1)(−λ)k,
where
E
p(2)
k (λ(1),n1)=

∑∞
n2=1
(
(−1)k
k
λk(1),n1
(λ(1),n1+λ(2),n2 )
k−
∑p(2)
j=k
(−1)j
j
(
j
k
)λj
(1),n1
λj
(2),n2
)
, k ≤ p(2),
(−1)k
k
∑∞
n2=1
λk(1),n1
(λ(1),n1+λ(2),n2 )
k , k > p(2),
are finite constants for each fixed λ(1),n1 . Next, recalling that
k
j+k
(
j+k
k
)
=
(
j+k−1
j
)
,
we can write
E
p(2)
k (−λ) =
(−1)k+1
k
(−λ)k
∞∑
n2=1
 (−1)k+1
(λ− λ(2),n2)k
+
p(2)−k∑
j=0
(
j + k − 1
j
)
λj
λj+k(2),n2
,
and hence (compare with Lemmas 2.4 and 2.5) we find that
(11) E
p(2)
k (λ(1),n1) =
(−1)k
k!
(
(−λ)k d
k
dλk
log Γ(−λ, S(2))
)∣∣∣∣
λ=−λ(1),n1
.
By hypothesis and Definition 2.1, there exists an expansion of log Γ(−λ, S(2)) for
large λ. This can be used to obtain the expansion of each of the terms appearing
in log Γ(−λ, S˜n1), as given in equation (10) (in particular also of the E
p(2)
k , using
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equation (11)). After some computations and using Remark 2.13, we have the
expansion for large λ(1),n1 (where the Kk,h,i are some constants)
log Γ(−λ, S˜n1)=
N(2)∑
h=0
(
a(2),α(2),h,0 ((1− λ)α(2),h − 1)−
p(0)∑
k=1
Kk,h,0(−λ)k
)
λ
α(2),h
(1),n1
+
p(2)∑
l=0
(
a(2),l,1(1− λ)l log(1− λ) −
p(0)∑
k=1
Kk,l,2(−λ)k
)
λl(1),n1(12)
+
p(2)∑
l=0
(
a(2),l,1
(
(1− λ)l − 1)−p(0)∑
k=1
Kk,l,1(−λ)k
)
λl(1),n1logλ(1),n1
+ o(λ
α(2),N(2)
(1),n1
).
Comparing this expansion with the one required at point (2) of Definition 3.1,
observing that the polynomial appearing in the logarithmic terms vanish at λ =
0, and observing that the following disequalities hold if the assumptions in the
hypothesis are satisfied (note that in the present case min(−α(2),0,−p(2) − 1) =
−p(2) − 1, see the beginning of Section 2):
α(1),N(1) < −α(2),0 < −α(2),h < −α(2),N(2) ,
α(1),N(1) < α(1),0 ≤ s(1) ≤ −α(2),N(2) ,
we deduce that all the requirements at point (2) of Definition 3.1 are satisfied if we
take as length of the decomposition the larger integer ℓ such that −α(2),ℓ ≤ s(1).
Note the value of κ = 1. This concludes the proof of the theorem. In particular,
note that equation (12) gives the functions φ, as shown in the next corollaries. 
Our next step is to find the explicit expression for the functions φσh and the
polynomials Pρl that we need in order to apply Theorem 3.9. This is done comparing
the formula in equation (12) with the expansion of log Γ(−λ, S˜n) given in point (2)
of Definition 3.1. For, it is convenient to analyze separately the three type of terms
appearing in equation (12). The terms of the first type are
N(2)∑
h=0
(
a(2),α(2),h,0 ((1− λ)α(2),h − 1)−
p(0)∑
k=1
Kk,h,0(−λ)k
)
λ
α(2),h
(1),n1
.
They can be compared with the terms
∑N
h=0 φσh (λ)u
−σh
n , and this gives the
identification of the indices: σh = −α(2),h, for h = 0, . . . , H = N(2). The terms of
the second type are
p(2)∑
l=0
(
a(2),l,1(1 − λ)l log(1− λ)−
p(0)∑
k=1
Kk,l,2(−λ)k
)
λl(1),n1 .
Again, these are of the type of
∑N
h=0 φσh (λ)u
−σh
n , and with h = p(2)− l, we have:
σh = −l = −(p(2) − h), for h = 0, . . . , H = p(2). The terms of the last type are
p(2)∑
l=0
(
a(2),l,1
(
(1− λ)l − 1)−p(0)∑
k=1
Kk,l,1(−λ)k
)
λl(1),n1logλ(1),n1 ,
and give terms of the type
∑L
l=0 Pρl(λ)u
−σh
n log un. Here we identify ρl = −(p(2)−l),
for l = 0, . . . , L = p(2). Also note that the polynomial Pρl(λ) vanish at λ = 0. This
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analysis suggests to split the functions φσh (λ) appearing in point (2) of Definition
3.1 as follows.
Notation 4.3. We will write
H∑
h=0
φσh (λ)u
−σh
n =
ℓ∑
h=0
φ˜−α(2),h (λ)u
α(2),h
n +
p(2)∑
l=0
φˆ−l(λ)uln,
with the identifications: σh = −α(2),h in the first sum on the right side, and σh =
h− p(2) = −l and φh−p(2) = φˆ−l in the last sum.
Using this notation and the previous analysis, we prove the following corollary.
Corollary 4.4.
φ˜−α(2),h (λ) = a(2),α(2),0 ((1− λ)α(2),h − 1)−
p(0)∑
k=1
Kk,h,0(−λ)k, 0 ≤ h ≤ ℓ,
φˆ−l(λ) = a(2),l,1(1− λ)l log(1 − λ)−
p(0)∑
k=1
Kk,l,2(−λ)k, 0 ≤ l ≤ p(2).
Corollary 4.5.
Φ˜−α(2),h (s) = a(2),α(2),h,0
Γ
(
s− α(2),h
)
sΓ
(−α(2),h) (= 0, if α(2),h ∈ N), 0 ≤ h ≤ ℓ,
Φˆ−l(s) = (−1)l+1l!a(2),l,1
Γ(s− l)
s
, 0 ≤ l ≤ p(2).
Proof. We compute the function Φσh(s) using Corollary 4.4 and the equations in
the appendix. Note that the second term in both φ˜σh (λ) and φˆσh(λ) gives no
contribution, since the contour does not involve the origin. Then, recalling the
definition given in Lemma 3.6, we have
Φ˜−α(2),h(s) = a(2),α(2),h,0
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ ((1 − λ)
α(2),h − 1) dλdt;
the integral of the constant term vanishes, and we compute the first integral using
equation (20) of the appendix. Note that the expansion at s = 0 is not uniform
in the parameters. Therefore, we must first compute the value of the function for
each possible allowed value of the parameters, and then obtain the expansion for
small s. By a similar argument using equation (21) of the appendix, we can also
compute
Φˆ−l(s) = a(2),l,1
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ (1− λ)
l log(1− λ)dλdt.

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Corollary 4.6. For 0 ≤ h ≤ ℓ, 0 ≤ l ≤ p(2),
Res0
s=0
Φ˜−α(2),h (s) =
{
0, α(2),h ∈ N,
ψ
(−α(2),h) a(2),α(2),h,0, α(2),h 6∈ N,
Res1
s=0
Φ˜−α(2),h (s) =
{
0, α(2),h ∈ N,
a(2),α(2),h,0, α(2),h 6∈ N,
Res2
s=0
Φ˜−α(2),h (s) = 0,
Res0
s=0
Φˆ−l(s) = −k(l)a(2),l,1,
Res1
s=0
Φˆ−l(s) = −ψ(l + 1)a(2),l,1,
Res2
s=0
Φˆ−l(s) = −a(2),l,1,
where k(l) = (−1)
l
2l!
(
π2
3 + ψ
2(l + 1) + ψ′(l + 1)
)
,
Proof. Using the expansion of Γ(s+ a) with a 6∈ −N and a ∈ −N respectively, we
obtain, near s = 0,
Φ˜−α(2),h (s) = a(2),α(2),h,0
1
s
+ ψ
(−α(2),h) a(2),α(2),h,0 +O(s),
and
Φˆ−l(s) = −a(2),l,1
1
s2
− a(2),l,1
ψ(l + 1)
s
− a(2),l,1k(l) +O(s).

The previous corollaries and the following lemma are the principal steps in the
proof of the main result of decomposition for the zeta function of a sum of two
sequences. In fact, they show that we can obtain all the necessary information
from the zeta functions of the summand sequences.
Lemma 4.7.
A0,0(s) =
∞∑
n1=1
− log Γ(λ(1),n1 , S(2)) + p(2)∑
j=0
a(2),j,1λ
j
(1),n1
log λ(1),n1
+
ℓ∑
h=0
a(2),α(2),h,0λ
α(2),h
(1),n1
)
λ−s(1),n1 ,
A0,1(s) = 0.
Proof. We use Lemma 3.5. By definition, we need the asymptotic expansion of
log Γ(−λ, S˜n1) for large λ. Such expansion can readily be obtained from equation
(12) at the beginning of the proof of Theorem 4.2. We get
log Γ(−λ, S˜n1) = log Γ((1 − λ)λ(1),n1 , S(2))− log Γ(λ(1),n1 , S(2))
−
p(2)∑
k=1
E
p(2)
k (λ(1),n1)(−λ)k −
p(0)∑
k=p(2)+1
E
p(2)
k (λ(1),n1)(−λ)k,
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where the E
p(2)
k (λ(1),n1) are finite constants. We just need the coefficients of the
constant and of the logarithmic terms, so there are not contributions from the last
two terms. Using the expansion given in Remark 2.13 for the first term, we obtain
log Γ(−λ, S˜n1) = − log Γ(λ(1),n1 , S(2)) +
p(2)∑
j=0
a(2),j,1λ
j
(1),n1
(1 − λ)j logλ(1),n1
+
p(2)∑
j=0
a(2),j,1λ
j
(1),n1
(1− λ)j log(−λ)
+
N(2)∑
h=0
a(2),α(2),h,0((1− λ)λ(1),n1 )α(2),h
+
p(2)∑
j=0
a(2),j,1λ
j
(1),n1
(1− λ)j log
(
1 +
1
−λ
)
+ o((−λ)α(2),N(2) ).
Thus the coefficient of the logarithmic term is a0,1,n1 =
∑p(2)
j=0 a(2),j,1λ
j
(1),n1
. To
get the one of the constant term is a bit harder. From one side, expanding
(1− λ)j log
(
1 +
1
−λ
)
=
j∑
m=0
(
j
m
)
(−λ)m
∞∑
k=1
(−1)k+1
k
(−λ)−k,
we see that the constant term of this part is
∑j
m=1
(
j
m
) (−1)m+1
m =
∑j
m=1
1
m .
On the other side, recalling the powers of the binomial, we see that the unique
contributions to the constant term of the term
∑N(2)
h=0 a(2),α(2),h,0((1−λ)λ(1),n1)α(2),h
in the expansion above are by the terms with positive integer exponents, namely
N(2)∑
h=0,α(2),h∈N
a(2),α(2),h,0λ
α(2),h
(1),n1
=
ℓ∑
h=0,α(2),h∈N
a(2),α(2),h,0λ
α(2),h
(1),n1
.
The reason for the equality is the following. First, notice that the sum over h is a
finite sum even when N(2) =∞. In fact, since the α(2),h form a decreasing sequence
with unique accumulation point at −∞, there can be at most a finite numbers of
non negative entries. Second, since s(1) is non negative, by the same reasoning as
in the proof of Theorem 4.2, we can restrict the sum to h ≤ ℓ.
Collecting all together, the complete constant term is
a0,0,n1 =− log Γ(−λ(1),n1 , S(2)) +
p(2)∑
j=0
a(2),j,1λ
j
(1),n1
log λ(1),n1
+
p(2)∑
j=1
a(2),j,1
j∑
m=1
1
m
λj(1),n1 +
ℓ∑
h=0,α(2),h∈N
a(2),α(2),h,0λ
α(2),h
(1),n1
.
The last contribution to the Ax,j as given in Lemma 3.5 comes from the coeffi-
cients in the expansion for large λ of the functions φσh (λ). Actually, we only need
the coefficients bσh,0,k. Using the formulas given in Corollary 4.4, and comparing
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with the formulas in Lemma 3.3, we obtain after some calculations
b˜−α(2),h,0,1 = 0, b˜−α(2),h,0,0 =
{ −a(2),α(2),h,0, α(2),h 6∈ N,
0 α(2),h ∈ N, 0 ≤ h ≤ ℓ,
bˆ−l,0,1 = a(2),l,1, bˆ−l,0,0 =
{ ∑l
m=1
1
ma(2),l,1 l ∈ N0,
0 l = 0.
0 ≤ l ≤ p(2).
Rearranging, we have
bσh,0,1 =
{
0 σh = −l 6∈ −N,
a(2),l,1 σh = −l ∈ −N,
bσh,0,0 =

−a(2),α(2),h,0 0 ≤ h ≤ N, σh = −α(2),h 6∈ −N,∑l
m=1
1
ma(2),l,1 0 ≤ l ≤ p(2), σh = −l ∈ −N0,
0 σh = −l = 0.
Substituting these values in the formulas of Lemma 3.5 we have the thesis. 
We give now the first terms of the expansion at s = 0 of ζ(s, S(0) = S(1) + S(2)).
Here the coefficients a(i),x,h and c(i),x,h are as in Remark 2.13.
Theorem 4.8. Suppose that α(1),N(1) < −p(2)−1, and −α(2),N(2) ≥ s(1). Then, the
zeta function associated to the sum sequence S(0) = {λn1,n2 = λ(1),n1+λ(2),n2}ni∈N0
is regular at s = 0 and
ζ(0, S(0)) = a(1),0,1a(2),0,1+
p(2)∑
j=1
(−1)j+1ja(1),−j,0a(2),j,1+
ℓ∑
h=0
a(1),−α(2),h,0a(2),α(2),h,0
Γ(−α(2),h)Γ(α(2),h)
=
ℓ∑
h=0
c(1),−α(2),h,0c(2),α(2),h,0,
ζ′(0, S(0)) = −
p(2)∑
l=0
a(2),l,1
(
ζ′(−l, S(1)) + (γ + ψ(l + 1))ζ(−l, S(1))
)
+
ℓ∑
h=0,α(2),h 6∈N
a(2),α(2),h,0
(
Res0
s=−α(2),h
ζ(s, S(1)) + (γ+ψ(−α(2),h)) Res1
s=−α(2),h
ζ(s, S(1))
)
+ log
∞∏
n1=1
e
−Pp(2)j=0 a(2),j,1λj(1),n1 log λ(1),n1−Pℓh=0 a(2),α(2),h,0λα(2),h(1),n1 Γ(λ(1),n1 , S(2)).
Proof. By Theorem 4.2, S(0) is spectrally decomposable over S(1) with length ℓ and
power κ = 1. Hence, we apply Theorem 3.9. By Corollary 4.6, Res2
s=0
Φ˜−α(2),h (s) = 0,
and by Proposition 2.15, Res1
s=−l
ζ(s, S(1)) = 0, therefore ζ(s, S(0)) is regular at s = 0.
Next, we use the formulas of Theorem 3.9 to compute ζ(0, S(0)) and ζ
′(0, S(0)).
Using the notation introduced in 4.3, Corollary 4.6, Lemma 4.7 and Proposition
2.15, we have
Res0
s=0
ζ(s, S) =−
p(2)∑
j=0
a(2),j,1ζ(−j, S(1)) +
ℓ∑
h=0
Res1
s=−α(2),h
ζ(s, S(1))a(2),α(2),h,0,
A further application of Proposition 2.15 gives the first formula stated in the the-
orem for ζ(0, S). The second formula in the theorem follows applying Proposition
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2.14 (see also the remarks below). The proceedure followed in order to obtain the
formula for the derivative is similar but much longer, and we omit the details. 
It is important to observe that, applying Propositions 2.14 and 2.15, the formulas
given in Theorem 4.8, can be written using only particular values or residues, i.e.
zeta invariants, of the zeta functions associated to the two sequences S(i). Explicit
formulas are given in the next corollary.
Corollary 4.9.
ζ(0, S(0)) =ζ(0, S(1))ζ(0, S(2)) +
p(2)∑
j=1
(−1)j
j
ζ(−j, S(1))Res1
s=j
ζ(s, S(2))
+
p(1)∑
l=1
(−1)l
l
ζ(−l, S(2))Res1
s=l
ζ(s, S(1))
+
ℓ∑
h=0,α(2),h 6∈Z
Γ(α(2),h)Γ(−α(2),h) Res1
s=−α(2),h
ζ(s, S(1)) Res1
s=α(2),h
ζ(s, S(2)),
ζ′(0, S(0)) =ζ(0, S(2))ζ
′(0, S(1))+
ℓ∑
h=0,α(2),h 6∈Z
Γ(α(2),h)Γ(−α(2),h) Res1
s=α(2),h
ζ(s, S(2))(
Res0
s=−α(2),h
ζ(s, S(1)) + (γ + ψ(−α(2),h)) Res1
s=−α(2),h
ζ(s, S(1))
)
+
p(1)∑
l=1
(−1)l
l
ζ(−l, S(2))
(
Res0
s=l
ζ(s, S(1)) + (γ + ψ(l))Res1
s=l
ζ(s, S(1))
)
+
p(2)∑
l=1
(−1)l
l
Res1
s=l
ζ(s, S(2))
(
ζ′(−l, S(1)) + (γ + ψ(l+1))ζ(−l, S(1))
)
− log
∞∏
n1=1
(
e
−Pp(2)
l=1
(−1)l
l
Res1
s=l
ζ(s,S(2))λ
l
(1),n1
log λ(1),n1
e
Pℓ
h=0,α(2),h 6∈Z
Γ(α(2),h)Γ(−α(2),h)Res1
s=α(2),h
ζ(s,S(2))λ
α(2),h
(1),n1
e
Pp(1)
l=1
(−1)l
l
ζ(−l,S(2))λ−l(1),n1 e
−Pp(2)
l=1
(−1)l
l
„
Res0
s=l
ζ(s,S(2))− 1lRes1
s=l
ζ(s,S(2))
«
λl(1),n1
e−ζ(0,S(2)) log λ(1),n1−ζ
′(0,S(2))
∞∏
n2=1
(
1 +
λ(1),n1
λ(2),n2
)
e
Pp(2)
j=1
(−1)j
j
λ
j
(1),n1
λ
j
(2),n2
.
The formulas in Theorem 4.8 and its corollary look quite complicate and present
an overweight in notation. This is a natural problem in very general zeta regular-
ization formalisms. However, these formulas contain in fact more information with
respect to the ones presented in Theorem 3.9, and this justifies the work that was
necessary to obtain them. We clarify this point in the following remarks, and with
two applications in the following Section 5. First, note the simple formula in the
theorem for the value of ζ(0, S(0)), where only the coefficients c(i),x,h of the asymp-
totic expansions of the heat functions of the two sequences (see Proposition 2.10)
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appear. This is a consequence of the fact that the value of ζ(s, S(0)) at zero is local,
and hence depends only on the expansion of the heat function f(t, S(0)) (by Mellin
transform). Second, as in Theorem 3.1, in all the formulas there are two types of
contributions (see Lemmas 3.4 and 3.5): those coming from the regular part, ζ1 of
Lemma 3.6, and those coming from the singular part, ζ2 and ζ3. However, in the
present case is characterized by two remarkable properties: first, s = 0 is a regular
point, and second, there are no regular contribution to ζ(0, S(0)). Both properties
are consequences of the fact that S(0) is defined as linear combination of two se-
quences of spectral type, and hence the coefficient a0,1,n1 of the logarithmic term of
log Γ(−λ, S˜n1) coincides with the sum of the coefficients bσh,0,1 of the logarithmic
terms of the functions φσh (λ) (see the proof of Lemma 4.7). This gives A0,1(s) = 0.
Third, by similar analysis, we distinguish in ζ′(0, S(0)) two contributions. The sin-
gular one, coming from ζ2 and ζ3, is given by the first two lines in the formula in the
theorem, and consists of two finite sums of products of the coefficients a(i),x,j of the
expansions of the logarithmic Gamma function of the two sequences (see Lemma
3.3) and/or particular values of the two zeta functions ζ(s, S(i)) (the conversion is
done using Proposition 2.15). This contribution decomposes completely on infor-
mation coming from the zeta functions of the two summand sequences. The regular
contribution has a more complicate description. It is the one in the last line of the
theorem, described more explicitely in the last four lines of the corollary, and has the
following analytic interpretation: it is a ’regularized’ double Weierstrass canonical
product, in the following sense. The inner product
∏∞
n2=1
defines a proper Weier-
strass product. Next, consider the sequence of functions log Γ(λ(1),n1 , S(2)). Then,
the sum
∑∞
n1=1
λ−s(1),n1 log Γ(λ(1),n1 , S(2)) is well defined provided that we subtract
all the divergent terms, namely all the terms in the expansion for large λ(1),n1 of
the logarithmic Gamma function that behave like nx1 with x ≥ −1. This is where
the outer product comes in, and the subtracted terms are those in the exponents.
They correspond bijectively to the terms appearing in the singular part.
5. Two applications
5.1. The Kronecker first limit formula for sequences of spectral type. In
this section we give an application to the study of some special functions appear-
ing in number theory. More precisely, we show how a classical formula of analytic
number theory, the Kronecker first limit formula, extends when the sequence of
the positive integer numbers is replaced by any totally regular sequence of spectral
type, and the Dedeckind eta function appearing in that formula is replaced by a
generalization that satisfies the same functional equation. As observed in the intro-
duction, this example is presented in a quite detailed way, with the aim of helping
the reader in understanding how to apply the results of the previous sections.
Recall that the Dedekind zeta function of a number field K is defined by
ζK(s) =
∑
a
n(a)−s,
where a varies over the integral ideals of K and n(a) denotes their absolute norm.
The Dedekind zeta function has an analytic continuation to the whole complex
plane with a simple pole at s = 1, satisfies a functional equation, and decomposes
into a finite sum ζK(s) =
∑
A ζA(s), where A runs over the ideal class group of
K. The Laurent expansion at s = 1 of ζA(s), is called the Kronecker first limit
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formula in the number field K, and the residue is independent of the ideal class A
chosen. This fact is at the basis of the analytic determination of the class number
of K. The evaluation of the finite part ρ(A) is great importance in analytic number
theory. Using the functional equation of ζA(s), we can reduce the Kronecker first
limit formula to the expansion at s = 0
(13) ζA(s) = ζA(0) + ζ
′
A(0)s+O(s
2),
that shows the importance of the evaluation of the derivative of the zeta function in
this context. The classical Kronecker first limit formula is the particular instance of
equation (13) when the field is an imaginary quadratic field. In this case, the zeta
function ζA(s) reduces to the following zeta function (up to some known factors),
called Eisenstein (or Epstein) zeta function
E(τ, s) = ys
∑
m,n∈Z
′|mτ + n|−2s,
where τ = x + iy with y > 0. Consider for simplicity the case x = 0. Then,
E(τ, s) = ysζ(s, y), where
(14)
ζ(s, 0, y) =
∑
m,n∈Z
′
(y2m2 + n2)−s
=2y−2sζR(2s) + 2ζR(2s) + 4ζ(s, S + y2S),
where S is the sequence {n2}∞n=1. This is a totally regular sequence of spectral
type of exponent e = 12 , genus g = 0, infinite order N = ∞, αN = −∞. For we
have asymptotic expansions both for the associated logarithmic Gamma function
and for the associated heat function (see [13] Section 3.1):
log Γ(−λ, S) =− log
∞∏
n=1
(
1− λ
n2
)
= − log shπ
√−λ
π
√−λ
=− π
√
−λ+ 1
2
log(−λ) + log 2π +O
(
e−2π
√−λ
)
,
f(t, S)− 1 =
∞∑
n=1
e−n
2t =
√
π
2
t−
1
2 − 1
2
+O
(
e−
1
t
)
.
From Remark 2.13 we obtain the indices αj =
1−j
2 , j = 0,∞, and
α0 =
1
2
α1 = 0
α2 = − 12 ,
and the coefficients 
cα0,0 = c 12 ,0 =
√
π
2
cα1,0 = c0,0 = − 12
cα2,0 = c− 12 ,0 = 0
cαj ,0 = c 1−j
2 ,0
= 0 j > 1.
Thus S is totally regular. Moreover (compare with Proposition 2.14)
aα0,0 = a 12 ,0 = Γ(−α0)cα0,0 = Γ(−
1
2 )c 12 ,0 = −π
aα1,0 = a0,0 = −ζ′(0, S)
aαj ,0 = a 1−j
2 ,0
= 0 j > 1,
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aα0,1 = a 12 ,1 = 0
aα1,1 = a0,1 = −ζ(0, S) = −c0,0 = 12
aαj ,1 = a 1−j
2 ,1
= 0 j > 1,
The associate zeta function is ζ(s, S) = ζR(2s), and hence: ζ(0, S) = ζR(0) =
− 12 , ζ′(0, S) = 2ζ′R(0) = − log 2π.
Next, consider the sum sequence S(0) = y
2S+S = S(1)+S(2). We have s(i) =
1
2 ,
p(i) = 0, so that s(0) = 1 and p(0) = 1. Since −∞ = α(1),N(1) < −p(2) − 1 = −1,
and ∞ = −α(2),N(2) > s(1) = 12 , it follows by Theorem 4.2 that S(0) is spectrally
decomposable over S(1). We deduce the length of the decomposition. Since:
h = 0 1 2 3 4 . . .
−α(2),h = − 12 0 12 1 32 . . .
so, in order to satisfy the condition: ℓ is the large integer such that −α(2),ℓ ≤ s(1) =
1
2 , we obtain ℓ = 2, and [|α(2),ℓ|] = [|α(2),2|] = 0. Proceeding as above, we easily
obtain the following information on the sequence S(1) = y
2S.
f(t, y2S)− 1 =
∞∑
n=1
e−y
2n2t =
√
π
2y
t−
1
2 − 1
2
+O(e−
1
t ),
so the unique coefficient that changes is c 1
2 ,0
=
√
π
2y . Also, ζ(s, y
2S) = y−2sζR(2s),
gives ζ(0, y2S) = ζR(0) = − 12 , ζ′(0, y2S) = −2ζR(0) log y+ 2ζ′R(0) = log y− log 2π,
Res0s=− 12 ζ(s, y
2S) = ζ(− 12 , y2S) = yζR(−1) = − y12 . We can now apply Corollary
4.9. After some calculations, we obtain
ζ(0, y2S + S) =
1
4
,
ζ′(0, y2S + S) = −ζ(0, y2S + S) log y2 − log η(iy, S),
where
η(iy, S) =
1√
2π
e
π
12y
∞∏
n=1
(
1− e−2πyn) ,
and the Kronecker first limit formula for the zeta function ζ(s, y) is:
ζ(s, y) = −1− 2 (log 2π + 2 log |ηD(iy)|) s+O(s2).(15)
The function η(τ, S) appearing the limit formula is (up to a constant) the well
known Dedekind eta function: η(τ, S) = 12πηD(τ), that satisfied to the functional
equation:
(16) ηD
(
− 1
τ
)
) =
√
τ
i
ηD(τ).
Remark 5.1. Note that the zeta function ζ(s, yS + S) gives the zeta function
associated to the Laplace operator ∆Ty on a torus S
1 × S1y (where S1y is the circle
of radius y) (compare with [8] Section 5).
Consider now the case where the sum sequence is S(0) = yS + S, with S some
generic totally regular sequence of spectral type and y some positive real number.
Then, ℓ = N(1) = N(2) = N , α(1),h = α(2),h = αh, p(1) = p(2) = g, and by Theorem
4.2, yS + S is spectrally decomposable over yS with finite length if αN < −g − 1.
Assuming that this is the case, we can perform the same analysis as above, and we
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obtain all necessary information on the indices, the coefficients, the length etc. A
tedious but straightforward application of the formulas of Corollary 4.9 gives
ζ′(0, S + yS) = −ζ(0, S + yS) log y − log η(i√y, S),
where we define the generalized Dedekind eta function by
η(i
√
y, S) =e
Pg
l=0 al,1(ζ
′(−l,S)+(γ+ψ(l+1))ζ(−l,S))yl
e
−Pℓh=0,αh 6∈N aαh,0
„
Res0
s=−αh
ζ(s,S)+(γ+ψ(−αh))Res1
s=−αh
ζ(s,S)
«
yαh
∞∏
n1=1
e
Pg
j=0 aj,1λ
j
n1
yj log yλn1+
Pℓ
h=0 aαh,0λ
αh
n1
yαh
∞∏
n2
(
1 +
λn1
λn2
y
)
e
Pg
j=1
(−y)j
j
λ
j
n1
λ
j
n2,
and reduces to the classical Dedekind eta function when S = {n2}∞n=1.
Summing up, we get the generalized Kronecker first limit formula for the zeta
function ζ(s, S + yS):
(17) ζ(s, S + yS) = ζ(0, S + yS)− (ζ(0, S + yS) log y + log η(i√y, S)) s+O(s2).
The formula in equation (17) is a striking result since, for any totally regular S-
sequence S, the new spectral function η(τ, S) satisfies precisely the same functional
equation (16) satisfied by the classical Dedekind eta function appearing in the
classical Kronecker first limit formula (15). In fact, the symmetry of the double
zeta function under twist of summation indices gives
ζ(s, S + yS) = y−sζ(s, S +
1
y
S),
and this implies that
ζ(0, S + yS) =ζ(0, S +
1
y
S),
ζ′(0, S + yS) =− ζ(0, S + 1
y
S) log y + ζ′(0, S +
1
y
S).
Substitution in equation (17) gives the following functional equation for the gen-
eralized eta function:
η
(
i
y
, S
)
= y2ζ(0,S+y
2S)η(iy, S),
to be compared with equation (16).
5.2. Zeta determinant of a product space. For a compact connected Riemann-
ian manifoldM , if Sp+∆M = {λn} is the positive spectrum of the metric Laplacian
∆M , the associate zeta function is defined by [10]
ζ(s, Sp+∆M ) =
∑
λ−sn ,
and the zeta determinant by
detζ∆M = e
−ζ′(0,Sp+∆M ).
In this section we answer the following question: given two compact connected
Riemannian manifolds M(1) and M(2), what is the relation between the zeta deter-
minant of the Laplace operator on the product space detζ(∆M(1)×M(2)) and those
of the factors detζ(∆M(i))? In order to answer this question, we first recall some
basic facts about spectral properties of operators on manifolds, zeta determinants
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and analytic properties of the other spectral functions. In particular, we state these
well known properties in the language of spectral sequences of Section 2.
Let M be a compact connected Riemannian manifold of dimension m. The
(negative of the) metric Laplacian ∆M has a positive real spectrum 0 < Sp+∆M =
{λ1 ≤ λ2 ≤ . . . } (plus the possible null eigenvalue if M has no boundary), whose
behavior for large n is known by the Weyl formula (see for example [4]). There is
a full asymptotic expansion for the trace of the heat operator for small t,
TrL2e
−t∆M = t−
m
2
∞∑
j=0
ejt
j
2 ,
where the coefficients depend only on local invariants constructed from the metric
tensor, and are in principle calculable from it (and all the coefficients of odd index
vanish if the manifold has no boundary). We can apply the method of Section 2 to
the sequence Sp+∆M . Using Propositions 2.10, 2.11, 2.14, 2.15 and Theorem 2.12,
we can prove the following results.
Proposition 5.2. The sequence Sp+∆M of the eigenvalues of the metric Laplacian
on a compact connected Riemannian manifold of dimension m, is a totally regular
sequence of spectral type, with finite exponent e = m2 , genus
g = [e] =
{
m
2 m even,
m−1
2 m odd,
spectral sector Σǫ,c, with 0 < c < λ1, asymptotic domain ADǫ,c, and infinite order.
We have the following formulas for the coefficients in the expansion of the heat
function αh =
m−h
2 , cm−h2 ,1
= 0,
cαh,0 = cm−h
2 ,0
=
{
eh, h 6= m,
em − dimker∆, h = m,
and we can write the expansion for the logarithmic Γ-function as
log Γ(−λ, Sp+∆M ) =(dimker∆− em) log(−λ)
+
[m/2]∑
j=1
(−1)j+1
j!
em−2j(−λ)j log(−λ) +
∞∑
h=0
am−h
2
,0
(−λ)m−h2 ,
where ((n) denotes the parity of n)
am−h
2 ,0
=

Γ
(
h−m
2
)
eh, (h) 6= (m) or (h) = (m) and h > m,
(−1)m−h2
eh
m−h
2
!
−Res0
s=m−h
2
ζ(s,Sp+∆M )
m−h
2
, (h) = (m) and h < m,
−ζ′(0, Sp+∆M ), h = m,
This allows to complete the information on the zeta function as follows.
Proposition 5.3. The zeta function ζ(s, Sp+∆M ) has an analytic continuation to
the whole complex plane up to simple poles at the values of s = m−h2 , h = 0, 1, 2, . . . ,
that are neither negative integers nor zero, with residues
Res1s=m−h2
ζ(s, Sp+∆M ) =
eh
Γ(m−h2 )
=

ah−m
2
,0
Γ(h−m2 )Γ(
m−h
2 )
, (h) 6= (m),
(−1)h−m2 +1 h−m2 ah−m2 ,1 (h) = (m),
Res0s=m−h2
ζ(s, Sp+∆M ) = (−1)h−m2 +1 h−m2 ah−m2 ,1 +
eh
m−h
2
!
, (h) = (m);
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the point s = −k = 0,−1,−2, . . . are regular points and
ζ(0, Sp+∆M ) = a0,1 = em − dimker∆,
ζ′(0, Sp+∆M ) = −a0,0,
ζ(−k, Sp+∆M ) = (−1)k+1kak,0 = (−1)kk!em+2k.
Let M(0) = M(1) ×M(2) be the product of two compact connected Riemannian
manifolds of dimension m(i) without boundary. The metric Laplacian ∆M(1)×M(2)
has real spectrum with positive part Sp+∆M(0) = {λn1,n2 = λ(1),n1 + λ(2),n2}′ni∈N.
Let proceed as in Section 4. By Proposition 5.2, both S(i) are totally regular
sequences of spectral type. They have exponents s(i) =
m(i)
2 , genus p(i) =
[m(i)
2
]
,
and infinite orders. This implies that the hypothesis of Theorem 4.2 are satisfied,
and consequently S(0) is spectrally decomposable over, say, S(1), with power κ = 1.
It also follows from the characterization of the length given in Theorem 4.2 and the
formulas for the coefficients αh =
m−h
2 , just after Proposition 5.2, that ℓ = m(0) =
m(1) +m(2). This means that we can apply Theorem 4.8 and/or Corollary 4.9 in
order to evaluate ζ(0, S(0) = Sp+∆M(1) + Sp+∆M(2)) and ζ
′(0, S(0) = Sp+∆M(1) +
Sp+∆M(2)). Since:
ζ(s, Sp+∆M(0)) = ζ(s, Sp+∆M(2)) + ζ(s, Sp+∆M(2)) + ζ(s, S(0)),
the following theorem follows.
Theorem 5.4.
detζ∆M(1)×M(2) = detζ∆M(1)detζ∆M(2)e
−ζ′(0,Sp+∆M(1)+Sp+∆M(2) ),
where ζ′(0, Sp+∆M(1) + Sp+∆M(2)) is given in Theorem 4.8 or in Corollary 4.9.
Note that a result for the zeta determinant using pure heat kernels methods is
also possible in this case. For in the case of a product manifold, one can write the
regular term in the Mellin transform of the heat function by adding and subtracting
the singular part of the integrand (see for example [6] Section 3). This approach
gives a formula for the regularized determinant involving, in the regular part, a finite
integral of some complicate function, and was used in in [3]. Since some derivative
of the logarithmic Gamma function Γ(−λ, S) is the Mellin Laplace transform of
the heat function (see the proof of Proposition 2.7 of [11] for details), the result
for ζ′(0, S(0)) given in Theorem 4.8 is an evaluation of the integrals appearing in
Section 3 of [3].
Example 5.5. Consider the product S11/y ×M , where S1r is the circle of radius r,
andM is a compact connected Riemannian manifold without boundary of dimension
m, with Sp+∆M = {λk}∞k=1. Let S(1) = {y2n2}∞n=1, and S(2) = Sp+∆M . Then,
s(1) =
1
2 , p(1) = 0, s(2) =
m
2 , and ζ(s, S(1)) = y
−2sζR(2s). Also Sp+∆S11
y
×M =
{y2n2 + λk}′k∈N,n∈Z, and S(0) = S(1) + S(2) = {y2n2 + λk}∞n,k=1. It follows that
ζ(s, Sp+∆S11
y
×M ) = ζ(s, Sp+∆M ) + ζ(s, Sp+∆S11
y
) + 2ζ(s, S(0)). The sequence S(0)
is decomposable over S(1) with length ℓ = m+ 1. We have h = 0, 1, . . . , ℓ = m+ 1,
and α(1),h =
1
2 , 0,− 12 , . . . ,−m2 . We apply the formula of Corollary 4.9. Since the
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unique pole of ζ(s, S(1)) is at s =
1
2 , ζ(s, S(1)) vanishes at negative integers, and
p(1) = 0, this gives
ζ′(0, S(0)) =ζ(0, S(1))ζ
′(0, S(2))
− 2πRes1
s= 12
ζ(s, S(1))
(
Res0
s=− 12
ζ(s, S(2)) + (γ + ψ(−
1
2
) Res1
s=− 12
ζ(s, S(2))
)
− log
∞∏
n2=1
e
−2πRes1
s=1
2
ζ(s,S(1))
√
λ(2),n2
e−ζ(0,S(1)) log λ(2),n2−ζ
′(0,S(1))
∞∏
n1=1
(
1 +
λ(2),n2
λ(1),n1
)
.
Since ζ(s, S(1)) = y
−2sζR(2s) (compare with Remark 5.1), this gives
ζ′(0, S(0)) =−
1
2
ζ′(0, Sp+∆M )− log
∞∏
k=1
(
1− e− 2πy
√
λk
)
− π
y
(
Res0
s=− 12
ζ(s, Sp+∆M ) + 2(1− log 2) Res1
s=− 12
ζ(s, Sp+∆M )
)
,
− log
∞∏
k=1
(
1− e− 2πy
√
λk
)
,
and then
detζ∆S11
y
×M
=
4π2
y2
e
2π
y
 
Res0
s=− 1
2
ζ(s,Sp+∆M )+(2−2 log 2)Res1
s=− 1
2
ζ(s,Sp+∆M)
!
∞∏
k=1
(
1− e− 2πy
√
λk
)2
.
This equation is important in theoretical physics, since it gives the quantistic
partition function at finite temperature T = y2π for a scalar field in the Euclidean
product space time S11/2πT ×M (see [8] and references therein).
6. Appendix
We give in this appendix explicit formulas for some tricky countour integrals
appearing in the text (see [12] for proofs). Here a is any real number.
(18)
1
2πi
∫
Λθ,−c
e−λ(−λ)adλ = − 1
Γ(−a) ,
(19)
1
2πi
∫
Λθ,−c
e−λ(−λ)a log(−λ)dλ = −ψ(−a)
Γ(−a) ,
(20)
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ
1
(1 − λ)a dλdt =
Γ(s+ a)
Γ(a)s
,
(21)
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ
log(1 − λ)
(1− λ)a dλdt =
Γ(s+ a)
Γ(a)s
(ψ(a)− ψ(s+ a)) ,
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(22)
∫ ∞
0
ts−1
1
2πi
∫
Λθ,c
e−λt
−λ log(1 +
√
1− λ)dλdt = − 1
2
√
π
Γ
(
s+ 12
)
s2
.
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