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ON THE QUANTUM FILTRATION OF THE KHOVANOV-ROZANSKY
COHOMOLOGY
HAO WU
Abstract. We prove the quantum filtration on the Khovanov-Rozansky link cohomology Hp with a
general degree (n + 1) monic potential polynomial p(x) is invariant under Reidemeister moves, and
construct a spectral sequence converging to Hp that is invariant under Reidemeister moves, whose E1
term is isomorphic to the Khovanov-Rozansky sl(n)-cohomology Hn. Then we define a generalization
of the Rasmussen invariant, and study some of its properties. We also discuss relations between upper
bounds of the self-linking number of transversal links in standard contact S3.
1. Introduction and Statements of Results
For n ≥ 2, Khovanov and Rozansky [11] defined an invariant for links in S3 known as the Khovanov-
Rozansky sl(n)-cohomology Hn, which is a Z⊕Z-graded vector space, where one of the Z-grading is the
cohomological grading, and the other comes from the degree of polynomials, and is called the quantum
grading. Its construction is based on matrix factorizations with potential from xn+1 associated to certain
planar diagrams. When n = 2, their theory is equivalent to the Khovanov homology defined in [10]. When
using a non-homogeneous potential, the cohomological grading remains a Z-grading, while the quantum
grading degenerates into a filtration, which we call the quantum filtration, and denote by F . The works of
Lee [13] and Rasmussen [18] show that it is interesting to study Khovanov-Rozansky cohomologies defined
using a non-homogeneous polynomial. In [9], Gornik studied the Khovanov-Rozansky cohomology with
the potential xn+1 − (n + 1)βnx. Recently, Rasmussen [19] proved that, for any polynomial p(x), the
Khovanov-Rozansky cohomology Hp with potential p(x) is invariant as a Z-graded vector space under
braid-like Reidemeister moves, where the Z-grading is the cohomological grading. However, it was not
known if the quantum filtration on Hp is invariant under Reidemeister moves except in the special case of
the sl(n)-cohomologyHn, i.e. when p(x) = x
n+1. The main goal of this paper is to prove the invariance of
the quantum filtration under Reidemeister moves. This makes Hp a much more interesting link invariant.
All the links in this paper are in S3. For minor technical convenience, we work over the base field C
and consider only monic potential polynomials (so that we can cite the results of Khovanov and Rozansky
[11] and Gornik [9] without reformulate and re-prove them.) Note that the arguments and calculations
in [11] remain true over C.
Theorem 1.1. For any
p(x) = xn+1 +
n∑
i=0
cix
i ∈ C[x],
the Khovanov-Rozansky cohomology Hp with potential p(x) is invariant under Reidemeister moves as a
finite dimensional Z-graded and filtered C-vector space, where the Z-grading is the cohomological grading,
and the filtration is the quantum filtration F .
Our method also gives us the following relation between the sl(n)-cohomology and the Hp cohomology,
which is a generalization of the corresponding result in [9].
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Theorem 1.2. For any
p(x) = xn+1 +
n∑
i=0
cix
i ∈ C[x],
there is a spectral sequence {Ek} converging to Hp with E1 = Hn. For each k ≥ 1, the Ek term of this
spectral sequence with its two gradings is invariant under Reidemeister moves.
The spectral sequence {Ek} behaves well under link cobodisms.
Theorem 1.3. For k ≥ 1, a link cobodism S from L0 to L1 induces, up to multiplication by a non-zero
scalar, a homomorphism
ΨS,k : Ek(L0)→ Ek(L1)
that shifts the first Z-grading of E∗,∗k by −(n− 1)χ(S).
It’s clear from the construction that the quantum filtration F on Hp(L) is bounded from above and
below for any link L. We define
gmaxp (L) = min{k | F
kHp(L) = Hp(L)},
gminp (L) = min{k | F
kHp(L) 6= 0},
i.e. the highest and lowest filtration levels of Hp(L). These are numerical link invariants. In view of
Theorem 1.2, we have the following easy corollary:
Corollary 1.4. gmaxxn+1(L) ≥ g
max
p (L) for any link L and any monic polynomial p(x) of degree n+ 1.
Proof. Let {Ek} be the spectral sequence in Theorem 1.2. Note that g
max
xn+1
(L) = max{i | Ei∗0 (L) 6= 0}
and gmaxp (L) = max{i | E
i∗
∞(L) 6= 0}. This implies the corollary. 
We also generalize the Rasmussen invariant s defined in [18].
Definition 1.5. For any knot K, and n ≥ 2, define the n-th order Rasmussen invariant sn by sn(K) =
1
2 (g
max
p (K) + g
min
p (K)), where p(x) = x
n+1 − (n+ 1)x.
By the definitions of sn and s, it is easy to see that s2(K) = −s(K) for any knot K, where K is the
mirror image of K. By generalizing the arguments in [18], we prove:
Theorem 1.6. Let p(x) = xn+1 − (n+ 1)x. Then, for any link L in S3,
gmaxp (L) ≥ (n− 1)χs(L),
where χs(L) is the slice Euler characteristic of L, i.e. the maximal Euler characteristic, χ(S), of an
oriented smoothly embedded compact surface F without closed components in D4 bounded by L.
Specially, |sn(K)| ≤ 2(n− 1)gs(K) for any knot K in S
3, where gs(K) is the slice genus of K.
Remark 1.7. After an earlier version of this paper was posted on arxiv.org, the author learned that
Andrew Lobb [14] gave a different proof of Theorem 1.6 without using the invariance of Hp.
It is proved in [22] that, for any transversal link L in the standard contact S3,
sl(L) ≤ − lim sup
n→∞
gmaxxn+1(L)
n− 1
,
where sl is the self-linking number, and L is the mirror image of L. We call the right hand side the
asymptotic Khovanov-Rozansky bound of the self-linking number. By Corollary 1.4 and Theorem 1.6,
we can see that it is sharper that the upper bound of sl(L) given by −χs(L) established by Rudolph
in [20]. Also, as explained in [22], the asymptotic Khovanov-Rozansky bound is sharper than the upper
bound eP (L) of the self-linking number established by Franks and Williams [7] and Morton [16] using the
HOMFLY polynomial P (L). These discussions plus Ferrand’s results from Section 7 of [6] give us:
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Proposition 1.8. The asymptotic Khovanov-Rozansky bound of the self-linking number is sharper than
both of the other two upper bounds, and can be arbitrarily sharper than either of them. That is, for any
N > 0, there are links L1 and L2, such that
−χs(L1) + lim sup
n→∞
gmaxxn+1(L1)
n− 1
> N
eP (L2) + lim sup
n→∞
gmaxxn+1(L2)
n− 1
> N
Proof. Straightforward. 
The proofs of Theorems 1.1, 1.2 and 1.3 are based on generalizations of methods developed by Kho-
vanov and Rozansky in [11, 12]. We assume the readers are somewhat familiar with these papers. Some
understanding of Rasmussen’s work in [19] would be useful too. In the treatment of slice Euler charac-
teristic and the generalized Rasmussen invariants, we will use techniques developed by Gornik [9] and
Rasmussen [18].
The rest of this paper is organized as following. In section 2, we recall the construction of the Khovanov-
Rozansky cohomology. Then we establish the MOY decompositions in section 3. Theorems 1.1, 1.2 and
1.3 are proved in section 4. Finally, in section 5, we discuss the generalized Rasmussen invariants and
prove Theorem 1.6.
Acknowledgments. The author would like to thank Mikhail Khovanov for many helpful discussions
and Bojan Gornik for answering some questions about [9]. He would like to thank Michael G. Sullivan
for his help on spectral sequences. He would also like to thank Marco Mackaay for helpful comments on
an earlier version of this paper.
2. The Khovanov-Rozansky Cohomology
2.1. Filtered modules over a graded commutative C-algebra. Let V be a C-linear space. A
filtration F on V is a sequence of subspaces {F iV }i∈Z such that
· · · ⊂ F iV ⊂ F i+1V ⊂ F i+2V ⊂ · · · ,⋃
i∈Z
F iV = V, and
⋂
i∈Z
F iV = 0.
We call (V,F) a filtered C-linear space, and, when there is no danger of confusion, we drop F from the
notation.
Definition 2.1. The filtration F is bounded from below if ∃i ∈ Z such that F iV = 0, and bounded from
above if ∃j ∈ Z such that F jV = V .
Definition 2.2. Let (V,F) be a finite dimensional filtered C-linear space. Then the filtered dimension
of V is defined to be the Laurent polynomial
∞∑
k=−∞
qk dim (FkV/Fk−1V ).
Definition 2.3. A commutative C-algebra R is said to be graded if there is a decomposition of C-linear
space
R =
∞⊕
i=0
Ri,
such that xy ∈ Ri+j whenever x ∈ Ri and y ∈ Rj . An element of Rj is called a homogeneous element of
degree j. For a non-zero element p ∈ R, deg p = j if p ∈
⊕j
i=0Ri and p /∈
⊕j−1
i=0 Ri. Define deg 0 = −∞.
Unless otherwise specified, all C-algebras in the rest of this section will be commutative and graded.
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A filtered module over a graded commutative C-algebra R is a pair (M,F), where M is an R-module,
and F is a filtration of the underlying C-space of M such that p ·F iM ⊂ F i+deg pM for any p ∈ R. When
there is no danger of confusion, we drop F from the notation. For an element x of M , we say deg x = i
if x ∈ F iM , but x /∈ F i−1M . ( Again, our convention is that deg 0 = −∞.) Clearly, the grading of R
induces a filtration on R, which makes it into a filtered R-module.
If M and N are filtered R-modules, then M ⊕ N , M ⊗ N and HomR(M,N) are also filtered with
filtrations given by
F i(M ⊕N) = F iM ⊕F iN ⊂M ⊕N
F i(M ⊗N) =
∑
j+k=i
F jM ⊗FkN ⊂M ⊗N
F iHomR(M,N) = {f ∈ HomR(M,N) | f(F
kM) ⊂ Fk+iM}
Definition 2.4. A homomorphism f : M → N of R-modules is called a filtered homomorphism if f ∈
F0HomR(M,N). More generally, we say deg f = i if f ∈ F
iHomR(M,N), but f /∈ F
i−1HomR(M,N).
(Again, deg 0 = −∞.)
f :M → N is an isomorphism of filtered modules if f is an isomorphism of the underlying R-modules,
and both f and f−1 are filtered maps.
We also need a notion of filtration shift.
Definition 2.5. LetM be a filtered R-module. ThenM{k} is the filtered R-module obtained by shifting
the filtration by k, i.e. F i+k(M{k}) = F iM .
Following are some technical results needed for later use.
Definition 2.6. Let M be a finitely generated free filtered R-module. (α1, · · · , αm) is called a special
basis for M if
(1) (α1, · · · , αm) is an R-basis of the underlying R-module M ;
(2) The canonical isomorphism
M ∼=
m⊕
i=1
R · αi
is an isomorphism of filtered R-modules, where the filtration on R · αi is given by
F j(R · αi) = (R · αi) ∩ F
jM.
Lemma 2.7. Assume that M is a finitely generated free filtered R-module, and (α1, · · · , αm) is a special
basis for M .
(1) For any i ∈ Z and f1, · · · , fm ∈ R,
∑m
k=1 fkαk ∈ F
iM if and only if fkαk ∈ F
iM , k = 1, · · · ,m;
(2) For any g ∈M∗ = HomR(M,R), deg (g) = max{deg g(αk)− degαk | k = 1, · · · ,m};
(3) If N is also a finitely generated free filtered R-module with a special basis, then M ⊕ N and
M ⊗R N have special bases too.
Proof. Straightforward. 
Definition 2.8. Let (M,F) be a filtered R-module. F is called faithful if
deg (r ·m) = deg r + degm,
for any non-zero elements r ∈ R, m ∈M . In this case, M is said to be a faithfully filtered R-module.
Lemma 2.9. If M and N are both faithfully filtered R-modules, then so is M ⊕N .
Proof. Straightforward. 
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Proposition 2.10. If M and N are finitely generated free faithfully filtered R-modules with spacial bases,
then the natural isomorphism HomR(M,N)
∼=
−→ N ⊗M∗ is an isomorphism of filtered modules.
Proof. Let F : HomR(M,N)
∼=
−→ N ⊗ M∗ be the natural isomorphism. Then F−1 : N ⊗ M∗ →
HomR(M,N) is given by
F−1(n⊗ f)(m) = f(m) · n, ∀ n ∈ N, f ∈M∗, m ∈M.
It’s easy to see that F−1 is a filtered homomorphism. It remains to check that F is also filtered.
Let (α1, · · · , αm) and (β1, · · · , βn) be special basis for M and N , and g : M → N a R-homomorphism
of degree d. Under these basis, we have
g(αi) =
n∑
j=1
gijβj , i = 1, · · · ,m.
Define fij : M → R by
fij(αk) =
{
gij , if k = i,
0, otherwise.
Then
F (g) =
m∑
i=1
n∑
j=1
βj ⊗ fij .
Note that
n∑
j=1
gijβj = g(αi) ∈ F
d+degαiN.
So
gijβj ∈ F
d+degαiN, ∀ i, j,
and
deg gij = deg gijβj − deg βj ≤ d+ degαi − deg βj .
Then
deg fij = max{deg fij(αk)− degαk | k = 1, · · · ,m}
= deg gij − degαi ≤ d− deg βj .
Thus, deg (βj ⊗ fij) ≤ d, ∀ i, j, and, therefore, degF (g) ≤ d. This shows F is also filtered. 
2.2. Filtered matrix factorizations. Again, let R be a graded commutative C-algebra. Fix an integer
n ≥ 2. Let w be an element of R with degw ≤ 2n + 2. A filtered matrix factorization over R with
potential w is a collection of two filtered free R-modules M0, M1 and two R-module homomorphisms
d0 :M0 →M1, d1 :M1 →M0, called differential maps, s.t.,
d0 ∈ Fn+1HomR(M
0,M1), d1 ∈ Fn+1HomR(M
1,M0)
d1d0 = w · idM0 , d
0d1 = w · idM1 .
We usually write such a matrix factorization M as
M0
d0−→M1
d1−→M0.
Following [11], we denote by M 〈1〉 the filtered matrix factorization
M1
−d1−−→M0
−d0−−→M1,
by M∗ the filtered matrix factorization
(M0)∗
(d1)
∗
−−−→ (M1)∗
(d0)
∗
−−−→ (M0)∗,
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by M− the filtered matrix factorization
M0
−d0−−→M1
d1−→M0,
and by M• the filtered matrix factorization (M
∗)−. Note that M 〈1〉, M
∗ have potential w, and M−, M•
have potential −w.
For filtered matrix factorizations M with potential w1 and N with potential w2, the tensor product
M ⊗N is the filtered matrix factorization with
(M ⊗N)0 = (M0 ⊗N0)⊕ (M1 ⊗N1),
(M ⊗N)1 = (M1 ⊗N0)⊕ (M1 ⊗N0),
and the differential given by signed Leibniz rule. It has potential w1 + w2.
If filtered matrix factorizationsM and N both have potential w, then the free R-module HomR(M,N)
is a Z2-complex
Hom0R(M,N)
d
−→ Hom1R(M,N)
d
−→ Hom0R(M,N),
where
Hom0R(M,N) = HomR(M
0, N0)⊕HomR(M
1, N1),
Hom1R(M,N) = HomR(M
0, N1)⊕HomR(M
1, N0),
and
d(f)(m) = dN (f(m))− (−1)
if(dM (m)), for f ∈ Hom
i
R(M,N).
Note that HomR(M,N) comes with a natural filtration, and d ∈ F
n+1HomR(HomR(M,N),HomR(M,N)).
For such M and N , a homomorphism of matrix factorization f : M → N is a cycle f ∈ Hom0R(M,N) =
HomR(M
0, N0)⊕HomR(M
1, N1), i.e. df = 0. We say that two homomorphisms f and g are homotopic,
denoted by f ∼ g, if ∃h ∈ Hom1R(M,N) such that f − g = dh. Denote by HomMF (M,N) the R-module
of homomorphisms of matrix factorization from M to N . Define HomHMF (M,N) = HomMF (M,N)/ ∼,
i.e. the R-module of homotopy classes of matrix factorization homomorphisms from M to N . Clearly,
HomHMF (M,N) = H
0(HomR(M,N), d).
Note that the filtration on Hom0R(M,N) descends onto HomMF (M,N) and HomHMF (M,N). We define
Hommf (M,N) = F
0HomMF (M,N),
and
Homhmf (M,N) = F
0HomHMF (M,N).
An element of Hommf (M,N) is called a filtered homomorphism of matrix factorizations. An element of
Homhmf (M,N) is a homotopy class containing a filtered homomorphism. A map f : M → N is said
to be an isomorphism of filtered matrix factorizations if f has an inverse f−1, and both f and f−1 are
filtered homomorphisms of matrix factorizations.
Let a and b be elements of R with a 6= 0 and deg (ab) ≤ 2n+ 2. Denote by (a, b)R the filtered matrix
factorization
R
a
−→ R{n+ 1− deg a}
b
−→ R,
where a, b act on R by multiplication. This matrix factorization has potential ab. When the graded
C-algebra R is clear from context, we drop it from the notation. For a1 · · · , ak, b1, · · · , bk ∈ R with ai 6= 0
and deg aibi ≤ 2n+ 2, i = 1, · · · , k, denote by

a1 b1
a2 b2
...
...
ak bk


R
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the tensor product of (a1, b1)R, (a2, b2)R, · · · , (ak, bk)R. This is a filtered matrix factorization with
potential
w = a1b1 + a2b2 + · · ·+ akbk.
Again, when R is clear from context, we drop it from the notation. It’s straightforward to check that

a1 b1
a2 b2
...
...
ak bk


•
=


a1 −b1
a2 −b2
...
...
ak −bk

 〈k〉 {−k(n+ 1) +
k∑
i=1
deg ai},
which has potential −w, where 〈k〉 means 〈1〉 〈1〉 · · · 〈1〉︸ ︷︷ ︸
k times
.
Proposition 2.11. Suppose M =


a1 b1
a2 b2
...
...
ak bk

 and N =


α1 β1
α2 β2
...
...
αl βl

 〈ε〉 are two filtered matrix factor-
izations with potential w constructed as above, where ε = 0, 1. Then there is an isomorphism of filtered
matrix factorization of potential 0
HomR(M,N)
∼=
−→ N ⊗M•.
Specially,
HomHMF (M,N) = H
0(N ⊗M•).
Proof. First, note that N ⊗ M• is a filtered matrix factorization with potential w − w = 0. So it is
indeed a Z2-complex. From the construction of M and N , we know that each of them admits a direct
sum decomposition in which every factor is a copy of R with some filtration shift. Then by Lemmas
2.7 and 2.9, the filtrations on M and N are faithful, and M and N admit special bases. So the natural
isomorphism F : HomR(M,N)
∼=
−→ N⊗M• is an isomorphism of filtered R-modules. It’s easy to check that
F commutes with the differential maps of these two chain complexes. This proves the proposition. 
Lemma 2.12. Let M be the filtered matrix factorization M0
d0−→ M1
d1−→ M0 over R with potential w.
For c ∈ C \ {0}, define Mc to be the matrix factorization M
0 cd0−−→M1
c−1d1−−−−→ M0. Then the potential of
Mc is w, and there is an isomorphism of filtered matrix factorizations M
∼=
−→Mc.
Proof. Define f :M →Mc and g :Mc →M by the following diagram. It is clear that f and g are filtered
homomorphisms and are inverses of each other.
M0
d0−−−−→ M1
d1−−−−→ M0yc−1id yid yc−1id
M0
cd0−−−−→ M1
c−1d1−−−−→ M0ycid yid ycid
M0
d0−−−−→ M1
d1−−−−→ M0

The next lemma is a slight generalization of Lemma 3.5 of [19]
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Lemma 2.13. Let M be the filtered matrix factorization M0
d0−→ M1
d1−→ M0 over R with potential w,
and Hi :M
i →M i, i ∈ Z2, filtered homomorphisms with H
2
i = 0. Define d˜i :M
i →M i+1, i ∈ Z2, by
d˜i = (idMi+1 −Hi+1) ◦ di ◦ (idMi +Hi),
and M˜ by
M0
d˜0−→M1
d˜1−→M0.
Then M˜ is also a filtered matrix factorization over R with potential w. And there is an isomorphism of
filtered matrix factorizations M
∼=
−→ M˜ .
Proof. Since Hi, i ∈ Z2, are filtered maps. It’s clear that d˜i ∈ F
n+1HomR(M
i,M i+1). Using H2i = 0,
it’s easy to check that d˜1d˜0 = w · idM0 and d˜
0d˜1 = w · idM1 . So M˜ is a filtered matrix factorization over
R with potential w. Consider the following diagram.
M0
d0−−−−→ M1
d1−−−−→ M0yid−H0 yid−H1 yid−H0
M0
d˜0−−−−→ M1
d˜1−−−−→ M0yid+H0 yid+H1 yid+H0
M0
d0−−−−→ M1
d1−−−−→ M0
Note that each square in the above diagram is commutative, and every vertical homomorphism is
filtered. This gives us a pair of filtered homomorphisms
F :M → M˜, G : M˜ →M.
Again, using H2i = 0, it’s easy to check that G ◦ F = idM and F ◦G = idfM . This proves the lemma. 
Corollary 2.14 (Twisting). Suppose a1, a2, b1, b2, k ∈ R satisfy ai 6= 0, deg aibi ≤ 2n+ 2, i = 1, 2, and
deg k ≤ deg a1 + deg a2 − 2n− 2. Then there is an isomorphism of filtered matrix factorizations(
a1 b1
a2 b2
)
R
∼=
−→
(
a1 + kb2 b1
a2 − kb1 b2
)
R
.
Proof. The filtered matrix factorization (
a1 b1
a2 b2
)
is given by
R
⊕
R{2n + 2− deg a1 − deg a2}
 
a1 b2
a2 −b1
!
−−−−−−−−−−−−→
R{n+ 1 − deg a1}
⊕
R{n+ 1 − deg a2}
 
b1 b2
a2 −a1
!
−−−−−−−−−−−−−→
R
⊕
R{2n+ 2 − deg a1 − deg a2}
.
The filtered matrix factorization (
a1 + kb2 b1
a2 − kb1 b2
)
is given by
R
⊕
R{2n+ 2 − deg a1 − deg a2}
 
a1 + kb2 b2
a2 − kb1 −b1
!
−−−−−−−−−−−−−−−−−→
R{n + 1 − deg a1}
⊕
R{n + 1 − deg a2}
 
b1 b2
a2 − kb1 −a1 − kb2
!
−−−−−−−−−−−−−−−−−−−−−−−→
R
⊕
R{2n + 2 − deg a1 − deg a2}
.
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Define
H0 :
R
⊕
R{2n+ 2− deg a1 − deg a2}
→
R
⊕
R{2n+ 2− deg a1 − deg a2}
and
H1 :
R{n+ 1− deg a1}
⊕
R{n+ 1− deg a2}
→
R{n+ 1− deg a1}
⊕
R{n+ 1− deg a2}
by
H0 =
(
0 0
k 0
)
, H1 =
(
0 0
0 0
)
.
Apply Lemma 2.13 to M =
(
a1 b1
a2 b2
)
and H1, H2. Then the corollary follows. 
Corollary 2.15 (Row operation). Suppose a1, a2, b1, b2, c ∈ R satisfy ai 6= 0, deg aibi ≤ 2n+ 2, i = 1, 2,
and deg c ≤ deg a1 − deg a2. Then there is an isomorphism of filtered matrix factorizations(
a1 b1
a2 b2
)
R
∼=
−→
(
a1 + ca2 b1
a2 b2 − cb1
)
R
.
Proof. The filtered matrix factorization (
a1 b1
a2 b2
)
is given by
R
⊕
R{2n + 2− deg a1 − deg a2}
 
a1 b2
a2 −b1
!
−−−−−−−−−−−−→
R{n+ 1 − deg a1}
⊕
R{n+ 1 − deg a2}
 
b1 b2
a2 −a1
!
−−−−−−−−−−−−−→
R
⊕
R{2n+ 2 − deg a1 − deg a2}
.
The filtered matrix factorization (
a1 + ca2 b1
a2 b2 − cb1
)
is given by
R
⊕
R{2n+ 2 − deg a1 − deg a2}
 
a1 + ca2 b2 − cb1
a2 −b1
!
−−−−−−−−−−−−−−−−−−−−−→
R{n+ 1 − deg a1}
⊕
R{n+ 1 − deg a2}
 
b1 b2 − cb1
a2 −a1 − ca2
!
−−−−−−−−−−−−−−−−−−→
R
⊕
R{2n + 2 − deg a1 − deg a2}
.
Define
H0 :
R
⊕
R{2n+ 2− deg a1 − deg a2}
→
R
⊕
R{2n+ 2− deg a1 − deg a2}
and
H1 :
R{n+ 1− deg a1}
⊕
R{n+ 1− deg a2}
→
R{n+ 1− deg a1}
⊕
R{n+ 1− deg a2}
by
H0 =
(
0 0
0 0
)
, H1 =
(
0 −c
0 0
)
.
Apply Lemma 2.13 to M =
(
a1 b1
a2 b2
)
and H1, H2. Then the corollary follows. 
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Let R be a graded commutative C-algebra with the grading given by
R =
∞⊕
i=0
Ri.
Assume that b is a homogeneous element of R. Then R′ = R/bR is also a graded C-algebra with grading
given by
R′ =
∞⊕
i=0
Ri/(Ri ∩ bR).
The following is the filtered version of Proposition 9 of [11].
Proposition 2.16. Let R be a graded C-algebra, and b a homogeneous element of R which is not a zero
divisor. Define R′ = R/bR and denote by P : R→ R′ the canonical projection. Let
M =


a1 b1
a2 b2
...
...
ak bk


R
be a matrix factorization of potential 0 such that ∃ i with 1 ≤ i ≤ k, bi = b and deg ai + deg b = 2n+ 2.
Then
M ′ =


P (a1) P (b1)
P (a2) P (b2)
...
...
P (ai−1) P (bi−1)
P (ai+1) P (bi+1)
...
...
P (ak) P (bk)


R′
is also a matrix factorization of potential 0. And there is an isomorphism of filtered C-spaces
H(M ′) ∼= H(M),
where H(M ′) and H(M) are the cohomologies of M ′ and M considered as Z2-complexes.
Proof. Let
Mˆ =


a1 b1
a2 b2
...
...
ai−1 bi−1
ai+1 bi+1
...
...
ak bk


R
Then
M ∼= Mˆ ⊗R (ai, b)R
= Mˆ0
ai−→ Mˆ1{n+ 1− deg ai}
b
−→ Mˆ0,
where Mˆ0 and Mˆ1 are two copies of Mˆ . Clearly, P : R → R
′ is a graded homomorphism and induces a
filtered projection Pˆ : Mˆ →M ′. Define F : M →M ′ by F |Mˆ1{n+1−deg ai} = 0 and F |Mˆ0 = Pˆ . It is easy
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to check that F is a filtered surjective chain map with kernel
kerF = N = bMˆ0
ai−→ Mˆ1{n+ 1− deg ai}
b
−→ bMˆ0,
which is a subcomplex of M .
Since b is not a zero divisor, the homomorphism R-modules ϕb : bR → R given by ϕb(br) = r is well
defined. Denote by 1ǫj the element 1 of the copy of R of Z2-grading ǫ in the matrix factorization
(aj , bj) = R
aj
−→ R{n+ 1− deg aj}
bj
−→ R.
Define a homomorphism h : N → N of R-modules by
h|Mˆ1{n+1−deg ai} = 0,
h(br1ǫ11 ⊗ · · · ⊗ 1
ǫi−1
i−1 ⊗ 1
0
i ⊗ 1
ǫi+1
i+1 ⊗ · · · ⊗ 1
ǫk
k ) = (−1)
Pi−1
j=1 ǫjr1ǫ11 ⊗ · · · ⊗ 1
ǫi−1
i−1 ⊗ 1
1
i ⊗ 1
ǫi+1
i+1 ⊗ · · · ⊗ 1
ǫk
k .
Then d|Nh+hd|N = idN , where d is the differential map of M . In particular, this means that H(N) = 0,
which implies that F induces an isomorphism F∗ : H(M) → H(M
′). Since F is filtered, so is F∗. To
prove the proposition, we need to show that F−1∗ is also filtered. For every cocycle α in M
′, there is
a cochain β in Mˆ0 such that F (β) = Pˆ (β) = α and deg β = degα. So F (dβ) = d
′F (β) = d′α = 0,
where d′ is the differential map of M ′. Therefore, dβ ∈ kerF = N , and dβ = dh(dβ) + hd(dβ) = dh(dβ).
h ∈ F−n−1HomR(N,N) since deg ai+deg b = 2n+2. But d ∈ F
n+1HomR(M,M). So deg h(dβ) ≤ deg β.
Now we have d(β − h(dβ)) = 0, F (β − h(dβ)) = α and deg(β − h(dβ)) ≤ deg β = degα. Note that
F−1∗ ([α]) = [β − h(dβ)]. This implies that F
−1
∗ is also filtered. 
Remark 2.17. Consider the special case of Proposition 2.16 when
(1) R′ is a graded subalgebra of R, and there exists a grading preserving direct sum decomposition
R = R′ ⊕ bR;
(2) a1, · · · , ai−1, ai+1, · · · , ak, b1, · · · , bi−1, bi+1, · · · , bk ∈ R
′.
Then, in the above proof, Mˆ0 =M
′⊕bMˆ0 as filtered R
′-modules. Let J :M ′ → Mˆ0 be the inclusion map
from this decomposition. We can choose that β = J(α) ∈ M ′0. From (2), we have dβ = J(d
′α) + aiβ,
where aiβ ∈ Mˆ1{n + 1 − deg ai}. But d
′α = 0 since α is a cocycle in M ′. So h(dβ) = h(aiβ) = 0.
Therefore, β − h(dβ) = β ∈ Mˆ0 is a cocycle in M , which is mapped to α by the projection F . This fact
will be used in later computations.
2.3. Matrix factorizations associated to planer diagrams. To construct the Khovanov-Rozansky
cohomology, one considers the planar diagrams Γ with the following properties:
(1) Γ consists of two types of edges: regular edges and wide edges. These edges intersect only at
their endpoints.
(2) Regular edges are disjoint from each other. Wide edges are disjoint from each other.
(3) Each regular edge is oriented, and contains at least one marked point. Open endpoints of regular
edges are marked.
(4) Each wide edge has exactly two regular edges entering at one endpoint, and exactly two regular
edges exiting from the other endpoint.
Following [19], we call such a planar diagram a graph.
In the rest of this section, we fix an integer n ≥ 2 and a polynomial
p(x) = xn+1 +
n∑
i=0
cix
i ∈ C[x].
Let Γ be a graph, and {x1, · · · , xm} the set of markings on Γ. Let R = C[x1, · · · , xm] be the Z-graded
polynomial ring with deg xi = 2. This grading induces a filtration F on R, and makes it into a filtered
R-module.
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✲xj xi
Figure 1. Lij
For an oriented regular arc Lij in Γ from the point marked by xj to the point marked by xi with no
marked interior points, let Cp(L
i
j) be the matrix factorization (πij , xi − xj)R given by
R
πij
−−→ R{1− n}
xi−xj
−−−−→ R,
where πij =
p(xi)−p(xj)
xi−xj
is a polynomial of degree 2n. The purpose of the filtration shift here is to make
Cp(L
i
j) a filtered matrix factorization.
✒
✻
■
✻
xi xj
xk xl
✻
E
Figure 2. Wide edge E
For a wide edge E, let xi, xj , xk, xl be the closest markings to E as depicted in Figure 2. (It is possible
that xi = xk or xj = xl.) Let g be the unique two-variable polynomial such that g(x+y, xy) = p(x)+p(y),
and
uijkl = u(xi, xj , xk, xl) =
g(xi + xj , xixj)− g(xk + xl, xixj)
xi + xj − xk − xl
,
vijkl = v(xi, xj , xk, xl) =
g(xk + xl, xixj)− g(xk + xl, xkxl)
xixj − xkxl
.
Note that uijkl and vijkl are polynomials in xi, xj , xk and xl of degrees 2n and 2n− 2, respectively.
Define Cp(E) to be the matrix factorization(
uijkl xi + xj − xk − xl
vijkl xixj − xkxl
)
R
{−1},
which is the tensor product of the matrix factorizations
R{−1}
uijkl
−−−→ R{−n}
xi+xj−xk−xl
−−−−−−−−−→ R{−1}
and
R
vijkl
−−−→ R{3− n}
xixj−xkxl
−−−−−−−→ R.
Again, the filtration shifts here make Cp(E) a filtered matrix factorization.
We define that
Cp(Γ) = (
⊗
Lij
Cp(L
i
j))
⊗
(
⊗
E
Cp(E)),
where Lij runs through all the regular arcs starting and ending at marked points with no marked interior
points, and E runs through all wide edges. Note that the potential of Cp(Γ) is w(Γ) =
∑
±p(x), where
x runs through all the open endpoints, and the sign is ”+” if the corresponding open endpoint is an exit,
and is ”−” if it’s an entrance.
When Γ is closed, i.e. with no open endpoints, one can see that w(Γ) = 0, and Cp(Γ) is a Z2-chain
complex. In this case, we denote by Hp(Γ) the cohomology of this chain complex. Note that the filtration
F on Cp(Γ) descends onto Hp(Γ). We call it the quantum filtration, and, again, denote it by F . More
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specifically, an element of Hp(Γ) is in F
kHp(Γ) if and only if it is represented by a cocycle in F
kCp(Γ).
The Z2-grading also descend onto Hp(Γ). For i ∈ Z2, denote by H
i
p(Γ) the R-submodule of Hp(Γ)
consists of elements with Z2-degree i. Note that, by Proposition 22 of [11], Hp(Γ) is independent of the
marked points on Γ, i.e., given two different markings of the same closed graph, both of which satisfy
the conditions of at the beginning of this subsection, then there is a canonical isomorphism of the two
cohomologies computed by these two sets of markings, which preserves the Z2-grading. By Proposition
2.16, this isomorphism also preserves the quantum filtration.
When p(x) = xn+1, let Cn(Γ) = Cxn+1(Γ), and, when Γ is closed, Hn(Γ) = Hxn+1(Γ). In this case, the
Z-grading on Cn(Γ) descends onto Hn(Γ), which is called the quantum grading, and induces the quantum
filtration F on Hn(Γ). We denote by H
i,k
n (Γ) the subspace of Hn(Γ) consists of homogeneous elements
of Z2-degree i and quantum degree k. (Note that Cn(Γ) is the matrix factorization C(Γ) defined in [11].)
For any f ∈ R, the map m˜(f) : Cp(Γ) → Cp(Γ) given by m˜(f)(X) = f · X commutes with the
differential of Cp(Γ). So, when Γ is closed, it induces a homomorphism m(f) : Hp(Γ) → Hp(Γ). The
following is a slight generalization of Proposition 2.3 of [9].
Lemma 2.18. Let Γ be a closed graph, and xi an marking on it. Then m(p
′(xi)) : Hp(Γ) → Hp(Γ) is
the zero homomorphism.
Proof. From Proposition 2 of [11], we know that, if a1, · · · , ak, b1, · · · , bk ∈ R satisfy a1b1 + · · ·akbk = 0,
and f is an element of the ideal I of R generated by a1, · · · , ak, b1, · · · , bk, then
m(f) :


a1 b1
...
...
ak bk

→


a1 b1
...
...
ak bk


is homotopic to the zero homomorphism. So we only need to check that p′(xi) is in the ideal I corre-
sponding to Cp(Γ). If xi is the only marking on a closed circle, then Cp(Γ) contains the factor (πii, 0).
In particular, p′(xi) = πii ∈ I. If xi is connected to another marking xj by a regular arc, then Cp(Γ)
contains the factor (πij ,±(xi − xj)). And
p′(xi) =
∂
∂xi
(p(xi)− p(xj)) =
∂
∂xi
((xi − xj)πij) = (xi − xj)
∂
∂xi
πij + πij ∈ I.
If xi is next to a wide edge, let xj , xk, xl be the other three markings near this wide edge. Without loss
of generality, assume xi and xj are the two exits of the wide edge. Then Cp(Γ) contains the factor(
uijkl xi + xj − xk − xl
vijkl xixj − xkxl
)
{−1}.
So
p′(xi) =
∂
∂xi
(p(xi) + p(xj)− p(xk)− p(xl))
=
∂
∂xi
(uijkl(xi + xj − xk − xl) + vijkl(xixj − xkxl))
= (xi + xj − xk − xl)
∂
∂xi
uijkl + uijkl + (xixj − xkxl)
∂
∂xi
vijkl + xjvijkl ∈ I
Note that one of these three premises is always true. This proves the lemma. 
Given a closed graph Γ, modify Γ by replacing each wide edge in it with a pair of parallel regular
edges, i.e., change from the right side of Figure 8 to the left side of Figure 8. We get a new graph consists
of disjoint circles. Denote by i(Γ) the Z2-number of circles in this new graph. The following proposition
is a generalization of Proposition 3.2 of [9].
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Proposition 2.19. Suppose that Γ is a closed graph with i(Γ) = i ∈ Z2, and p(x) is a monic polynomial
of degree n+ 1 in C[x]. Then Hi−1p (Γ) = 0, and, for each k ∈ Z, there is a C-linear isomorphism
φk : H
i,k
n (Γ)→ F
kHip(Γ)/F
k−1Hip(Γ).
Remark 2.20. Proposition 2.19 plays a key role in the construction of the spectral sequence in Theorem
1.2. It also implies that the filtered dimension of Hp(Γ) is equal to the graded dimension of Hn(Γ)
as defined in [11], and, therefore, allows us to use many results from [11] without repeating the actual
computation.
Proof of Proposition 2.19. Denote the Z2-complex Cp(Γ) by
M0
d0−→M1
d1−→M0.
Then M0, M1 are Z-graded. And, the grading is bounded from below. Also, since all elements of R have
even degrees, from the construction of Cp(Γ), we can see that the degrees of elements of M
0 have the
same parity, and the degrees of elements of M0 have the same parity, while these two parities differ by
n+ 1. For j ∈ Z2, dj has a decomposition
dj =
n∑
l=0
d
(l)
j ,
where d
(l)
j is a homogeneous R-homomorphism of degree n+ 1− 2j. Consider the homogeneous parts of
di ◦ di−1 = 0 and di−1 ◦ di = 0 of degree 2(n+ 1− l). It’s easy to see that∑
j+k=l, 0≤j,k≤n
d
(j)
i ◦ d
(k)
i−1 = 0, and
∑
j+k=l, 0≤j,k≤n
d
(j)
i−1 ◦ d
(k)
i = 0.
It is also clear that the Z2-complex Cn(Γ) is given by
M0
d
(0)
0−−→M1
d
(0)
1−−→M0.
First, we prove that Hi−1p (Γ) = 0. This is proved in [11] for the special case when p(x) = x
n+1, i.e.
we have Hi−1n (Γ) = 0. Now we prove it for a general p(x).
Let α ∈M i−1 with di−1α = 0. Write
α =
∞∑
k=−∞
αk,
where αk is a homogeneous element of degree g− 2k, αk = 0 for k < 0, and, since the Z-grading on M
i−1
is bounded from below, αk = 0 for k >> 1.
We construct by induction a sequence {βk}
∞
−∞ ⊂ M
i, such that βk is a homogeneous element degree
g − 2k − n− 1, βk = 0 for k < 0, and
αk =
n∑
l=0
d
(l)
i βk−l.
Of course, we have βk = 0 for k >> 1 since the grading on M
i is bounded from below. By definition
of αk and βk, the above equation is true for k < 0. Assume that we have found {βk}
m−1
−∞ ⊂ M
i so that
this equation is true for k < m. Let’s find βm. Consider the homogeneous part of di−1α = 0 of degree
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n+ 1 + g − 2m. We have that
0 =
n∑
l=0
d
(l)
i−1αm−l = d
(0)
i−1αm +
n∑
l=1
d
(l)
i−1αm−l
= d
(0)
i−1αm +
n∑
l=1
d
(l)
i−1
n∑
j=0
djiβm−l−j
= d
(0)
i−1αm +
2n∑
k=1
(
∑
l+j=k, 1≤l≤n, 0≤j≤n
d
(l)
i−1d
(j)
i βm−k)
= d
(0)
i−1αm −
n∑
k=1
d
(0)
i−1d
(k)
i βm−k = d
(0)
i−1(αm −
n∑
k=1
d
(k)
i βm−k).
Since Hi−1n (Γ) = 0, i.e. kerd
(0)
i−1 = Im d
(0)
i , there exists a homogeneous element βm of M
i of degree
g − 2m− n− 1 such that
αm −
n∑
k=1
d
(k)
i βm−k = d
(0)
i βm.
This completes the induction.
Now , we have
α =
∞∑
k=−∞
αk =
∞∑
k=−∞
n∑
l=0
d
(l)
i βk−l
=
n∑
l=0
d
(l)
i (
∞∑
k=−∞
βk−l) =
n∑
l=0
d
(l)
i (
∞∑
j=−∞
βj)
= di(
∞∑
j=−∞
βj).
This shows ker di−1 = Im di, i.e. H
i−1
p (Γ) = 0.
Next we establish that Hi,kn (Γ)
∼= FkHip(Γ)/F
k−1Hip(Γ). Let (ker d
(0)
i )k be the subspace of ker d
(0)
i
consisting of elements of degree k. Define φ˜k : (ker d
(0)
i )k → F
kHip(Γ)/F
k−1Hip(Γ) as following.
For α ∈ (ker d
(0)
i )k, construct by induction a sequence {αl}
∞
0 ⊂ M
i, such that α0 = α, αl is a
homogeneous element of degree k − 2l, and
l∑
j=0
d
(j)
i αl−j = 0, ∀ l ∈ Z,
where we use the convention that d
(j)
i = 0 for j > n. Note that αl = 0 for l >> 1 since the grading on
M i is bounded from below. The above equation is true for l = 0. Now assume that, for some m ≥ 1, we
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have found {αl}
m−1
0 such that the above equation is true for l < m. Let’s find an αm. Consider
d
(0)
i−1(
m∑
j=1
d
(j)
i αm−j) =
m∑
j=1
d
(0)
i−1d
(j)
i αm−j
= −
m∑
j=1
j−1∑
l=0
d
(j−l)
i−1 d
(l)
i αm−j
(set p = m− j + l) = −
m−1∑
p=0
p∑
l=0
d
(m−p)
i−1 d
(l)
i αp−l
= −
m−1∑
p=0
d
(m−p)
i−1 (
p∑
l=0
d
(l)
i αp−l)
(by induction hypothesis) = 0
But Hi−1n (Γ) = 0, i.e. kerd
(0)
i−1 = Im d
(0)
i . So there exists a homogeneous element αm of degree k − 2m
such that
d
(0)
i αm = −
m∑
j=1
d
(j)
i αm−j .
This completes the induction.
It is clear from the above construction of {αl}
∞
0 that
di(
∞∑
l=0
αl) = 0.
Now define
φ˜k(α) = [
∞∑
l=0
αl] ∈ F
kHip(Γ)/F
k−1Hip(Γ).
Note the sum here is in fact a finite sum. We need to check that φ˜k(α) is independent of the choice of
the sequence {αl}
∞
0 . This is easy. Let {α
′
l}
∞
0 another such sequence. Then
(
∞∑
l=0
αl)− (
∞∑
l=0
α′l) = (
∞∑
l=1
αl)− (
∞∑
l=1
α′l) ∈ F
k−1 ker di.
So
[
∞∑
l=0
αl] = [
∞∑
l=0
α′l] ∈ F
kHip(Γ)/F
k−1Hip(Γ).
Thus, φ˜k : (ker d
(0)
i )k → F
kHip(Γ)/F
k−1Hip(Γ) is a well defined homomorphism. Next, we compute
ker φ˜k. Let α ∈ ker φ˜k, i.e., for the above constructed sequence {αl}
∞
0 , we have
∞∑
l=0
αl = di−1β + γ,
where γ is a cocycle in Fk−1M i, and β ∈ M i−1. This equation implies that di−1β ∈ F
kM i. We claim
that we can choose β so that deg β ≤ k − n− 1. Assume that deg β = g > k − n− 1. Let β0 be the top
homogeneous part of β. Comparing the top homogeneous part in the above equation, we have d
(0)
i−1β0 = 0.
So there exists a homogeneous element θ ∈M i of degree g−n− 1 such that d
(0)
i θ = β0. Let β
′ = β−diθ.
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Then β′ also satisfies the above equation, and deg β′ ≤ deg β − 2. Repeat this process. Within finite
steps, we can find a βˆ with deg βˆ ≤ k − n− 1 and
∞∑
l=0
αl = di−1βˆ + γ.
Let βˆ0 be the homogeneous part of βˆ of degree k − n − 1. From the above equation, one can see
that α = α0 = d
(0)
i−1βˆ0. This shows α ∈ (Im d
(0)
i−1)k. So ker φ˜k ⊂ (Im d
(0)
i−1)k. On the other hand, if
α ∈ (Im d
(0)
i−1)k, then there is a homogeneous element µ ∈ M
i−1 of degree k − n − 1 with d
(0)
i−1µ = α.
Then
∞∑
l=0
αl = di−1µ+ λ,
where λ = −di−1µ +
∑∞
l=0 αl is a cocycle in F
k−1M i. This shows that α ∈ ker φ˜k. Thus, ker φ˜k =
(Im d
(0)
i−1)k, and φ˜k induces an isomorphism
φk : H
i,k
n (Γ) = (ker d
(0)
i )k/(Im d
(0)
i−1)k → F
kHip(Γ)/F
k−1Hip(Γ).

✲
Circle creation
✲
Circle annihilation
✲
■
❘ ❘
■
Saddle move
Figure 3. Graph Cobodisms
2.4. Graph cobodisms. We call the three operations depicted in Figure 3 graph cobodisms, and, fol-
lowing [11], define the corresponding homomorphisms as below.
Consider a circle ©. From Proposition 2.19, we have that H0p (©) = 0, and the filtered dimension of
H1p (©) is equal to the graded dimension of H
1
n(©), which equals [n] = q
1−n + q3−n + · · ·+ qn−3 + qn−1
from [11]. So the lowest non-zero filtration of H1p (©) is F
1−nH1p (©)
∼= C. This induces an injection
ι : C 〈1〉 → Hp(©) by the composition C
∼=
−→ F1−nHp(©) → Hp(©), where the second map is the
standard inclusion, and C 〈1〉 is a Z2-graded C-linear space with (C 〈1〉)
0 = 0 and (C 〈1〉)1 = C. ι induces
the homomorphism of Hp associated to circle creation, which is again denoted by ι. More specifically, for
any closed graph Γ, ι : Hp(Γ) 〈1〉 → Hp(Γ ⊔©) is given by the following composition:
Hp(Γ) 〈1〉
∼=
−→ Hp(Γ)⊗C C 〈1〉
id⊗ι
−−−→ Hp(Γ)⊗C Hp(©)
∼=
−→ Hp(Γ ⊔©).
From the filtered dimension ofH1p (©), we also have that F
n−1H1p (©) = H
1
p (©), and F
n−1H1p (©)/F
n−2H1p (©)
∼=
C. This induces a projection ε : Hp(©) → C 〈1〉 given by the composition Hp(©) = F
n−1Hp(©) →
Fn−1Hp(©)/F
n−2Hp(©)
∼=
−→ C 〈1〉, where the first map is the standard projection. ε induces the homo-
morphism of Hp associated to circle annihilation, which is again denoted by ε. More specifically, for any
closed graph Γ, ε : Hp(Γ ⊔©)→ Hp(Γ) 〈1〉 is given by the following composition:
Hp(Γ ⊔©)
∼=
−→ Hp(Γ)⊗C Hp(©)
id⊗ε
−−−→ Hp(Γ)⊗C C 〈1〉
∼=
−→ Hp(Γ) 〈1〉 .
Note that ι and ε are homomorphisms of degree 1− n.
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η ✲
■
❘
x1
x4
x2
x3
Γ0
❘
■
x1
x4
x2
x3
Γ1
Figure 4. Saddle Move
Consider the graphs depicted in Figure 4. In the rest of this paper, we will use dashed lines to indicate
where the saddle move is done. At the level of matrix factorization, the homomorphism associated to
this saddle move is η˜ : Cp(Γ0)→ Cp(Γ1) 〈1〉 defined by the vertical maps in the following diagram.
R
⊕
R{2− 2n}
„
pi14 x3 − x2
pi23 x4 − x1
«
−−−−−−−−−−−−→
R{1− n}
⊕
R{1− n}
„
x1 − x4 x3 − x2
pi23 −pi14
«
−−−−−−−−−−−−−−−→
R
⊕
R{2− 2n}y„ e123 + e124 1−e134 − e234 1 « y„ −1 1−e123 − e234 −e134 − e124 « y„ e123 + e124 1−e134 − e234 1 «,
R{1− n}
⊕
R{1− n}
„
x2 − x1 x4 − x3
−pi34 pi12
«
−−−−−−−−−−−−−−−→
R
⊕
R{2− 2n}
„
−pi12 x4 − x3
−pi34 x1 − x2
«
−−−−−−−−−−−−−→
R{1− n}
⊕
R{1− n}
where the first row is Cp(Γ0), the second row is Cp(Γ1) 〈1〉, and
eijk =
(xk − xj)p(xi) + (xi − xk)p(xj) + (xj − xi)p(xk)
2(xi − xj)(xj − xk)(xk − xi)
.
It’s straightforward to check that η˜ is a homomorphism of matrix factorizations of degree n − 1. When
the arcs involved are parts of two closed graphs, η˜ induces a homomorphism of cohomologies of degree
n− 1, which is denoted by η.
Remark 2.21. As in [11], the homomorphism η is defined only up to ± sign change. But this does not
affect the arguments in the rest of this paper.
Φ:
✻
Γ
η ✲
✻
Γ ⊔©
ε ✲
✻
Γ
Figure 5. Homomorphism Φ
Lemma 2.22. Let Γ be a closed graph, and Φ, Ψ the homomorphisms from Hp(Γ) to itself defined in
Figures 5, 6. Then Φ and Ψ are non-zero multiples of the identity map.
Proof. Denote by ↑ the part of Γ depicted in Figures 5 and 6. These figures define homomorphisms
ϕ : Cp(↑) → Cp(↑) and ψ : Cp(↑) → Cp(↑). Clearly, Φ and Ψ are homomorphisms on the cohomology
induced by the Z2-chain maps ϕ⊗ id and ψ⊗ id, where id is the identity map of the matrix factorization
associated to the part of Γ that is not depicted in Figures 5 and 6.
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Ψ:
✻
ι ✲
Γ
✻
Γ ⊔©
η ✲
✻
Γ
Figure 6. Homomorphism Ψ
From the definitions of η, ι and ǫ, one can see that ϕ and ψ are both filtered homomorphisms of matrix
factorizations. From Proposition 2.11, we know that
HomHMF (Cp(↑), Cp(↑)) = H
0(Cp(↑)⊗ Cp(↑)•)
= H0(
(
πij xi − xj
πij xj − xi
)
〈1〉 {n− 1})
= H1(©){n− 1}
In particular, we have
Homhmf (Cp(↑), Cp(↑)) = F
0HomHMF (Cp(↑), Cp(↑)) ∼= C.
So any filtered homomorphism of matrix factorization from Cp(↑) to itself is homotopic to a scalar multiple
of the identity map. To prove the lemma, we only need to check that ϕ and ψ are not homotopic to the
zero map. We can do this by explicitly computing the homomorphisms ϕˆ and ψˆ defined in the Figure 7.
ϕˆ:
x1
✲η
x1 x2
✲ε
x1
x1
ψˆ: ✲
ι
x1 x2
✲η
x1
Figure 7. Homomorphisms ϕˆ and ψˆ
We know that
Hp(©) ∼= (C[x1]/(p
′(x1))){1 − n},
which has the basis {1, x1, x
2
1, · · · , x
n−1
1 }, and
Hp(©⊔©) = Hp(©)⊗Hp(©) ∼= (C[x1, x2]/(p
′(x1), p
′(x2))){2− 2n},
which has the basis {xk1x
l
2 | 0 ≤ k, l ≤ n− 1}.
It is straightforward to check that, for k = 0, 1, · · · , n− 1,
ϕˆ(xk1) = ǫ(η(x
k
1)) = ǫ(−2x
k
1(e112 + e122))
= −ǫ(xk1(
∂π12
∂x1
+
∂π12
∂x2
))
= −ǫ(xk1(x
n−1
2 + nx
n−1
2 + terms with power of x2 less than n− 1))
= −(n+ 1)λxk1 ,
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where λ is a non-zero scalar coming from the definition of ǫ, and, similarly,
ψˆ(xk1) = η(ι(x
k
1)) = η(µx
k
1) = µx
k
1 ,
where µ is a non-zero scalar coming from the definition of ι.
This shows that ϕˆ and ψˆ are non-zero homomorphisms, and hence completes the proof. 
✻✻
Γ0
xi xj
xk xl
✲
✛
✒
✻
■
✻
xi xj
xk xl
✻
Γ1
Figure 8. Γ0 and Γ1
2.5. Khovanov-Rozansky homology. Let Γ0 and Γ1 be the two planar diagrams depicted in Figure
8. Then the matrix factorization Cp(Γ0) is(
πik xi − xk
πjl xj − xl
)
R
.
Explicitly, this is [
R
R{2− 2n}
]
P0−→
[
R{1− n}
R{1− n}
]
P1−→
[
R
R{2− 2n}
]
,
where
P0 =
(
πik xj − xl
πjl −xi + xk
)
, P1 =
(
xi − xk xj − xl
πjl −πik
)
.
The matrix factorization Cp(Γ1) is(
uijkl xi + xj − xk − xl
vijkl xixj − xkxl
)
R
{−1}.
Explicitly, this is [
R{−1}
R{3− 2n}
]
Q0
−−→
[
R{−n}
R{2− n}
]
Q1
−−→
[
R{−1}
R{3− 2n}
]
,
where
Q0 =
(
uijkl xixj − xkxl
vijkl −xi − xj + xk + xl
)
, Q1 =
(
xi + xj − xk − xl xixj − xkxl
vijkl −uijkl
)
.
Define χ0 : Cp(Γ0)→ Cp(Γ1) by the matrices
U0 =
(
xk − xj 0
a1 1
)
, U1 =
(
xk −xj
−1 1
)
,
and χ1 : Cp(Γ1)→ Cp(Γ0) by the matrices
V0 =
(
1 0
−a1 xk − xj
)
, V1 =
(
1 xj
1 xk
)
,
where a1 = −vijkl + (uijkl + xivijkl − πjl)/(xi − xk). These are homomorphisms of matrix factorizations
of degree 1, i.e., these commute with the differential maps and raise the filtration by 1. One can check
that
χ1χ0 = (xk − xj)idCp(Γ0), χ0χ1 = (xk − xj)idCp(Γ1).
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✻✻
Γ0 ✒■
P−
■ ✒
P+ ❥
1
✙
0
✯
1
❨
0
✒
✻
■
✻
✻
Γ1
Figure 9. Resolutions of a crossing
Let D be an oriented link diagram. We put markings {x1, · · · , xm} on D so that none of the crossings
is marked, and each arc between two crossings has a marked point. For each crossing in D, there are two
ways to resolve it as shown in Figure 9. A resolution of D is a planar diagram obtain from D by resolving
all the crossings of D. Together with the markings inherited from D, each resolution of D is a planar
diagram satisfying the conditions in Subsection 2.3.
For an arc Lij from xj to xi that contains no crossings and no other marked points, define Cp(L
i
j) as
above, and consider it as the chain complex
0→ Cp(L
i
j)︸ ︷︷ ︸
0
→ 0,
where Cp(L
i
j) has cohomological degree 0.
For a positive crossing P+ in D, let Γ0 and Γ1 be the two diagrams depicted in Figure 9. Define
Cp(P+) to be the chain complex
0→ Cp(Γ1){n}︸ ︷︷ ︸
−1
χ1
−→ Cp(Γ0){n− 1}︸ ︷︷ ︸
0
→ 0,
where Cp(P0){n− 1} has cohomological degree 0, and Cp(P1){n} has cohomological degree −1.
For a negative crossing P− in D, define Cp(P−) to be the chain complex
0→ Cp(Γ0){1− n}︸ ︷︷ ︸
0
χ0
−→ Cp(Γ1){−n}︸ ︷︷ ︸
1
→ 0,
where Cp(P0){1− n} has cohomological degree 0, and Cp(P1){−n} has cohomological degree 1.
Now define Cp(D) to be the chain complex
Cp(D) = (
⊗
Lij
Cp(L
i
j))
⊗
(
⊗
P
Cp(P )),
where Lij runs through all arcs in D starting and ending in marked points that contain no crossings and
no other marked points, and P runs through all the crossings of D.
There are two differential maps on Cp(D). One comes from the 0-potential matrix factorization
structure, which we denote by dmf . The other comes from maps χ0, χ1, which we denote by dχ. These
two differentials commute.
Disregarding the differential dχ on Cp(D), we have a decomposition of filtered 0-potential matrix
factorization
Cp(D) =
⊕
Γ
Cp(Γ){pΓ},
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where Γ runs through all resolutions of D, pΓ = (n − 1)w + cΓ,+ − cΓ,−, in which w is the writhe of D,
and cΓ,+ (resp. cΓ,−) is the number of wide edges in Γ from positive (resp. negative) crossings in D. For
a given Γ, all elements of Cp(Γ) have the same cohomological degree. The above decomposition gives us
the following decomposition of filtered C-linear spaces,
H(Cp(D), dmf ) ∼=
⊕
Γ
Hp(Γ){pΓ}.
dχ induces a differential map on the cohomology H(Cp(D), dmf ), which we still denote by dχ. Define
Hp(D) to be the cohomology
Hp(D) = H(H(Cp(D), dmf ), dχ).
Note that dχ is filtered under the quantum filtration. So Hp(D) inherits the quantum filtration from
H(Cp(D), dmf ), and Hp(D) admits a Z⊕Z2-grading, where the Z-grading is the cohomological grading,
and the Z2-grading comes from the cyclic chain complex (Cp(Γ), dmf ). The Z2-grading is trivial in the
sense that the cohomology is always concentrated on the Z2-degree equal to the Z2-number of components
of D. Also, similar to [11, 12], we have that Hp(D) is independent of the markings on D as long as none
of the crossings is marked, and each arc between two crossings has a marked point. (See [14] for more
details.)
As above, when p(x) = xn+1, we use the notation Hn(D) = Hxn+1(D).
2.6. The spectral sequence. Now we generalize Gornik’s construction in [9] to construct a spectral
sequence converging to Hp with E1-term equal to Hn.
Let D be a link diagram. Consider the quantum filtration F of the chain complex (H(Cp(D), dmf ), dχ).
By construction, it is bounded from below, and, by Lemma 2.18, it is also bounded from above. Let {Ek}
be the spectral sequence of this filtration, which, of course, converges to Hp(D). In particular, we have
Ei,j0 = F
iH−i−j(Cp(D), dmf )/F
i−1H−i−j(Cp(D), dmf ),
where H l(C, d) means the subspace of H(C, d) of elements of cohomological degree l, and the differential
on E0 is the one induced by dχ, which we denote by dˆχ. Denote by d
(0)
mf and d
(0)
χ the top homogeneous
part of dmf and dχ. By Proposition 2.19, there is an isomorphism
φ : H(Cp(D), d
(0)
mf )
∼=
−→ E0.
More specifically, for each pair (i, j), φ is an isomorphism
φ : Hi,j(Cp(D), d
(0)
mf )
∼=
−→ Ej,−i−j0 ,
where Hi,j(Cp(D), d
(0)
mf ) is the subspace of H(Cp(D), d
(0)
mf ) of elements of homological degree i and quan-
tum degree j. From the construction of φ, it is straightforward to check that the following square
commutes.
Hi,j(Cp(D), d
(0)
mf )
d(0)χ
−−−−→ Hi+1,j(Cp(D), d
(0)
mf )yφ yφ
Ej,−i−j0
dˆχ
−−−−→ Ej,−i−j−10
By definition, Ei,j1 = H
i+j(Ei,∗0 , dˆχ). So φ induces an isomorphism
φˆ : Hi,jn (D) = H
i,j(H∗,j(Cp(D), d
(0)
mf ), d
(0)
χ )
∼=
−→ Ej,−i−2j1 .
In short, we have E1 ∼= Hn(D).
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3. MOY Decompositions
Khovanov and Rozansky’s proof of the invariance of the sl(n)-cohomology under Reidemeister moves is
based on several direct sum decompositions of the graph cohomology that correspond to Murakami, Oht-
suki and Yamada’s recurrence relations of their graphic re-formulation of the SU(n)-HOMFLY polynomial
in [17]. Following Rasmussen [19], we call these direct sum decompositions the MOY decompositions. In
this section, we fix an integer n ≥ 2 and a monic polynomial p(x) = xn+1 +
∑n
i=0 cix
i, and establish the
MOY decompositions for the Hp cohomology.
✻
Γ1
x2
x1
✒
✻
❄
Γ
x2
x1
x3-
Figure 10. Γ1 and Γ
3.1. MOY decomposition I.
Proposition 3.1. Let Γ1 and Γ be two closed graphs that are identical except in the part depicted in
Figure 10. Then there is a direct sum decomposition of filtered C-linear space
Hp(Γ) 〈1〉 ∼=
n−2⊕
i=0
Hp(Γ1){2− n+ 2i}.
Proof. The proof is very similar to that of Proposition 29 of [11]. We only need to slightly generalize the
transformations used there, and make sure that the generalized transformations preserve the filtration.
Define filtered homomorphisms
α : Hp(Γ1){2− n} → Hp(Γ) 〈1〉
and
β : Hp(Γ) 〈1〉 → Hp(Γ1){n− 2}
by Figure 11.
α:
✻
Γ1
x2
x1
✲ι
✻
❄
Γ2
x2
x1
x3- ✲
χ0
✒
✻
❄
Γ
x2
x1
x3-
β:
✒
✻
❄
Γ
x2
x1
x3- ✲
χ1
✻
❄
Γ2
x2
x1
x3- ✲
ε
✻
Γ1
x2
x1
Figure 11. α and β
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Then, for 0 ≤ i ≤ n− 2, define a filtered homomorphism
αi : Hp(Γ1){2 + 2i− n} → Hp(Γ) 〈1〉 by αi =
i∑
k=0
i−k∑
l=0
(n− k + 1)cn−k+1m(x
i−l−k
1 x
l
3) ◦ α,
where ck is the k-th coefficient of p(x), in particular cn+1 = 1, and m(x
i−l−k
1 x
l
3) is the homomorphism
induced by multiplying xi−j−k1 x
j
3. Similarly, define a filtered homomorphism
βi : Hp(Γ) 〈1〉 → Hp(Γ1){2 + 2i− n} by βi = −β ◦m(x
n−i−2
3 ),
where m(xn−i−23 ) is the homomorphism induced by multiplying x
n−i−2
3 .
We have, for 0 ≤ i, j ≤ n− 2,
βj ◦ αi = −
i∑
k=0
i−k∑
l=0
(n− k + 1)cn−k+1β ◦m(x
n−j−2
3 ) ◦m(x
i−l−k
1 x
l
3) ◦ α
= −
i∑
k=0
i−k∑
l=0
(n− k + 1)cn−k+1ε ◦ χ1 ◦ χ0 ◦m(x
n−j−2
3 ) ◦m(x
i−l−k
1 x
l
3) ◦ ι
= −
i∑
k=0
i−k∑
l=0
(n− k + 1)cn−k+1ε ◦m(x1 − x3) ◦m(x
n−j−2
3 ) ◦m(x
i−l−k
1 x
l
3) ◦ ι
= −
i∑
k=0
(n− k + 1)cn−k+1ε ◦m(x
n−j−2
3 ) ◦m(x
i−k+1
1 − x
i−k+1
3 ) ◦ ι
=
i∑
k=0
(n− k + 1)cn−k+1ε ◦m(x
n−j+i−k−1
3 − x
i−k+1
1 x
n−j−2
3 ) ◦ ι
=
i∑
k=0
(n− k + 1)cn−k+1ε ◦m(x
n−j+i−k−1
3 ) ◦ ι
= ε ◦m(
i∑
k=0
(n− k + 1)cn−k+1x
n−j+i−k−1
3 ) ◦ ι
If i < j, then very term in the sum
i∑
k=0
(n− k + 1)cn−k+1x
n−j+i−k−1
3
has power less than n− 1. By the definition of ε and ι, we have βj ◦ αi = 0.
If i > j, then by Lemme 2.18, we have
m(
i∑
k=0
(n− k + 1)cn−k+1x
n−j+i−k−1
3 ) = m(x
i−j−1
3
i∑
k=0
(n− k + 1)cn−k+1x
n−k
3 )
= m(xi−j−13 (p
′(x3)−
n∑
k=i+1
(n− k + 1)cn−k+1x
n−k
3 ))
= −m(xi−j−13
n∑
k=i+1
(n− k + 1)cn−k+1x
n−k
3 )
= −m(
n∑
k=i+1
(n− k + 1)cn−k+1x
n−k+i−j−1
3 ),
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in which every term has power less than n− 1. This again implies βj ◦ αi = 0.
If i = j, then
i∑
k=0
(n− k + 1)cn−k+1x
n−j+i−k−1
3 =
i∑
k=0
(n− k + 1)cn−k+1x
n−k−1
3 ,
whose leading term is (n+1)xn−13 , and all other terms have power less than n−1. So βi ◦αi = λ(n+1)id,
where λ is a constant determined by the definitions of ε and ι, and is independent of i.
Thus, we have proved
βj ◦ αi = λ(n+ 1)δij idHp(Γ1){2+2i−n}.
Define
α˜ =
n−2∑
i=0
αi :
n−2⊕
i=0
Hp(Γ1){2− n+ 2i} → Hp(Γ) 〈1〉
β˜ =
1
λ(n+ 1)
n−2∑
i=0
βi : Hp(Γ) 〈1〉 →
n−2⊕
i=0
Hp(Γ1){2− n+ 2i}.
Then
β˜ ◦ α˜ = idLn−2
i=0 Hp(Γ1){2−n+2i}
.
But, from Proposition 2.19 and Proposition 29 of [11], we know that
⊕n−2
i=0 Hp(Γ1){2 − n + 2i} and
Hp(Γ) 〈1〉 have that same filtered dimension. So β˜ and α˜ are filtered isomorphisms that are inverses of
each other. 
■
✗❖
✒
✗❖
Γ
x1
x4
x2
x3
x6 x5- -
✒ ■
❖ ✗
Γ1
x1
x4
x2
x3
Figure 12. Γ1 and Γ
3.2. MOY decomposition II.
Proposition 3.2. Let Γ1 and Γ be two closed graphs that are identical except in the part depicted in
Figure 12. Then there is a direct sum decomposition of filtered C-linear space
Hp(Γ) ∼= Hp(Γ1){1} ⊕Hp(Γ1){−1}.
Proof. The proof of MOY decomposition II in [11] does not depend on the particular choice of the
potential polynomial there. So this proposition is already proved in [11]. We only need to check that the
transformations in that proof preserve the quantum filtration.
Let R be the polynomial ring over C generated by marking on Γ1. Then R˜ = R[x5, x6] is the polynomial
ring over C generated by marking on Γ. Let s1 = x5 + x6, s2 = x5x6 and Rˆ = R[s1, s2]. Then
R˜ = Rˆ⊕ x6 · Rˆ ∼= Rˆ⊕ Rˆ{2}.
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The factor of Cp(Γ) contributed by the part depicted in Figure 12 is
M˜ =


u1256 x1 + x2 − s1
v1256 x1x2 − s2
u5634 s1 − x3 − x4
v5634 s2 − x3x4


eR
{−2}.
Let
Mˆ =


u1256 x1 + x2 − s1
v1256 x1x2 − s2
u5634 s1 − x3 − x4
v5634 s2 − x3x4


Rˆ
.
Then there is a decomposition of filtered matrix factorization
M˜ = Mˆ{−2} ⊕ x6 · Mˆ{−2} ∼= Mˆ{−2} ⊕ Mˆ.
Let N be the matrix factorization associated to the part of Γ outside Figure 12. Using Proposition 2.16,
we can exclude s1 and s2, which gives
H(N ⊗R Mˆ) ∼= H(N ⊗R
(
u1234 x1 + x2 − x3 − x4
v1234 x1x2 − x3x4
)
R
) = Hp(Γ1){1}.
Thus
Hp(Γ) = H(N ⊗R M˜) ∼= H(N ⊗R Mˆ){−2} ⊕H(N ⊗R Mˆ) ∼= Hp(Γ1){−1} ⊕Hp(Γ1){1}.

■
❘
Γ1
x1 x2
x4 x3
❘
■
■
❘✒
✠
x1 x2
x4 x3
x5
x6
Γ
❘
■
Γ2
x1 x2
x4 x3
Figure 13. Γ1, Γ and Γ2
3.3. MOY decomposition III.
Proposition 3.3. Let Γ1 Γ2 and Γ be three closed graphs that are identical except in the part depicted
in Figure 13. Then there is a direct sum decomposition of filtered C-linear space
Hp(Γ) ∼= Hp(Γ2)⊕ (
n−3⊕
i=0
Hp(Γ1) 〈1〉 {3− n+ 2i}).
Our proof of this decomposition is different from that in [11], which is partially implicit and depends on
the homotopy splitting idempotents property. Instead, we give a completely explicit construction without
using the homotopy splitting idempotents property. To start, we prove the following lemma.
Lemma 3.4. Let Γˆ be the closed graph depicted in Figure 14. Then Hp(Γˆ) has a basis
{xi1x
j
2x
ǫ
3 | 0 ≤ i ≤ n− 1, 0 ≤ j ≤ n− 2, ǫ = 0, 1},
where the element xi1x
j
2x
ǫ
3 has quantum degree 2i+ 2j + 2ǫ− 2n+ 2.
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❘
■
❯
❑
x1
x2
x3
x4
Γˆ
Figure 14. Γˆ
Proof. Let R = C[x1, x2], and I be the ideal of R generated by {u1212, v1212}. Similar to the proof of
Proposition 3.3, we have
Cp(Γˆ) =


u1234 x1 + x2 − x3 − x4
v1234 x1x2 − x3x4
u3412 x3 + x4 − x1 − x2
v3412 x3x4 − x1x2


R[x3,x4]
{−2},
which is quasi-isomorphic to(
u1212 0
v1212 0
)
R
{−2} ⊕ x3 ·
(
u1212 0
v1212 0
)
R
{−2}.
It is easy to check that the cohomology of (
u1212 0
v1212 0
)
R
is isomorphic to (R/I){4 − 2n}. So Hp(Γˆ) ∼= (R/I ⊕ x3 · R/I){2− 2n}. By Lemma 2.18, we know that
p′(x1) and p
′(x2) act on Hp(Γˆ) as zero homomorphisms. So Hp(Γˆ) is generated as a C-linear space by
{xi1x
j
2x
ǫ
3 | 0 ≤ i, j ≤ n− 1, ǫ = 0, 1}.
But v1212 acts on Hp(Γˆ) as the zero homomorphism. Note that, as elements of Hp(Γˆ),
0 = v1212 = −(n+ 1)
n−1∑
l=0
xn−1−l1 x
l
2 + lower degree terms,
which implies that, as elements of Hp(Γˆ),
xn−12 = −
n−2∑
l=0
xn−1−l1 x
l
2 + lower degree terms.
From this and p′(x1) = 0, one can see that Hp(Γˆ) is generated as a C-linear space by
{xi1x
j
2x
ǫ
3 | 0 ≤ i ≤ n− 1, 0 ≤ j ≤ n− 2, ǫ = 0, 1}.
Using MOY I and II decompositions and the filtered dimension of Hp(©), one can easily check that
the filtered dimension of Hp(Γˆ) is [2][n][n − 1], where [k] =
qk−q−k
q−q−1 . This implies that the above set of
elements is indeed a basis for Hp(Γˆ). 
From the above proof, we know that F1−2nHp(Γˆ) = 0, F
2−2nHp(Γˆ) ∼= C, F
2n−2Hp(Γˆ) = Hp(Γˆ) and
F2n−2Hp(Γˆ)/F
2n−1Hp(Γˆ) ∼= C. We define homomorphism ι˜ : C→ Hp(Γˆ) by the composition
C
∼=
−→ F2−2nHp(Γˆ)→ Hp(Γˆ),
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where the second map is the standard inclusion, and define homomorphism ε˜ : Hp(Γˆ) → C by the
composition
Hp(Γˆ) = F
2n−2Hp(Γˆ)→ F
2n−2Hp(Γˆ)/F
2n−1Hp(Γˆ)
∼=
−→ C,
where the first map is the standard projection. Note that ι˜ and ε˜ are homomorphisms of degree 2− 2n,
and induce homomorphisms between the Hp cohomology of a graph and the Hp cohomology of the disjoint
union of that graph and Γˆ.
Now we define filtered homomorphisms F : Hp(Γ2) → Hp(Γ) and G : Hp(Γ)→ Hp(Γ2) by Figures 15
and 16.
F :
❘
■
Γ2
✲ι˜ ❘
■
❯
❑
Γ2 ⊔ Γˆ
✲
✛
1
2
✲η1 ⊗ η2 ❘
■
■
❘✒
✠
Γ
Figure 15. Definition of F , where η1 and η2 are homomorphisms associated to saddle
moves 1 and 2.
❘
■
Γ2
❘
■
❯
❑
Γ2 ⊔ Γˆ
✲
✛
✲ε˜G: ❘
■
■
❘
✒
✠
Γ
η3 ⊗ η4 ✲
3
4
Figure 16. Definition of G, where η3 and η4 are homomorphisms associated to saddle
moves 3 and 4.
Lemma 3.5. G ◦ F : Hp(Γ2)→ Hp(Γ2) is a non-zero multiple of the identity map.
Proof. Let Γ′ and Γ′2 be the parts of Γ and Γ
′
2 depicted in Figure 13. Then Figures 15 and 16 also
define filtered homomorphisms f : Cp(Γ
′
2) → Cp(Γ
′) and g : Cp(Γ
′) → Cp(Γ
′
2). Moreover, F and G are
homomorphisms of cohomologies induced by the chain maps f ⊗ id and g ⊗ id, where id is the identity
map of the matrix factorization associated to the part of Γ not depicted in Figure 13. By Proposition
2.11, it is straightforward to check that
HomHMF (Cp(Γ
′
2), Cp(Γ
′
2))
∼= Hp(© ©){2n− 2} ∼= (Hp(©)⊗Hp(©)){2n− 2}.
In particular, Homhmf (Γ
′
2,Γ
′
2)
∼= C, which means any filtered homomorphism from Cp(Γ
′
2) to itself is
homotopic to a multiple of the identity map. So g ◦ f is homotopic to a multiple of the identity map.
Thus, we only need to check that g ◦ f is not homotopic to the zero map. We do this by closing Γ′2 up
to a circle and computing the homomorphism Φ on the cohomology induced by g ◦ f in the special case.
Clearly, the homomorphism Φ is given by Figure 17.
Note that the composition (η3 ⊗ η4) ◦ (η1 ⊗ η2) is indeed a tensor product of homomorphisms. So we
can change the order in the composition, and get the equivalent definition of Φ given in Figure 18.
One can see that, in the second definition of Φ, the homomorphisms η1 ⊗ η2 and ε˜ commute. So we
get the third equivalent definition of Φ as depicted in Figure 19.
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✛
✲eι
✛
✲
✛
✲
✛
1
2
✲η1 ⊗ η2
✲
✛
❄
✻
3
4
✲η3 ⊗ η4
✛
✲
✛
✲
✛
✲eε
✛
✻
Φ
Figure 17. Definition of Φ
✛
✲eι
✛
✲
✛
❲
❖
3
4
✲η3 ⊗ η4
✛
✲
✛
✲
✛
1
2
✲η1 ⊗ η2
✛
✲
✛
✲
✛
✲eε
✛
✻
Φ
Figure 18. The second definition of Φ
✛
✲eι
✛
✲
✛
❲
❖
3
4
✲η3 ⊗ η4
✛
✲
✛
✲
✛
1
2
✲eε
✛
1
2
✲η1 ⊗ η2
✛
✻
Φ
Figure 19. The third definition of Φ
C ✲
eι
✲
✛
❲
❖
3
4
✲η3 ⊗ η4
✲
✛
✲
✛
x1
x2
x3
x4
x5
x6
✲eε
x5
x6
✻
ϕ
Figure 20. Definition of ϕ
For now, we disregard the outer circle in Figure 19, and consider the homomorphism
ϕ = ε˜ ◦ (η3 ⊗ η4) ◦ ι˜ : C→ Hp(© ©)
given by Figure 20. This is a homomorphism induced by a chain map ϕ˜ of degree 2− 2n. By Proposition
2.11, we have that
HomHMF (C, Cp(© ©)) ∼= Hp(© ©).
In particular, we have that
F2−2nHomHMF (C, Cp(© ©)) ∼= C.
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Denote by ιˆ : C→ Cp(©,©) the composition of the two ι-maps corresponding to the two circle creations.
This is a non-zero element of F2−2nHomHMF (C, Cp(© ©)). So ϕ˜ is homotopic to a multiple of ιˆ.
Next, we prove that ϕ 6= 0.
ϕ(1) = λ · ε˜ ◦ (η3 ⊗ η4)(1)
= λ · ε˜((−2) · (e115 + e155) · (−2) · (e336 + e366))
= λ · ε˜((
∂π15
∂x1
+
∂π15
∂x5
) · (
∂π36
∂x3
+
∂π36
∂x6
))
= λ · ε˜((n+ 1)2 · xn−11 · x
n−1
3 ),
where λ is a non-zero scalar given by the definition of ι˜, and, in the last step, we used the definition of ε˜.
As elements of Hp(Γˆ), x1, x2, x3, x4 satisfy x1 + x2 = x3 + x4 and x1x2 = x3x4. So
x23 − (x1 + x2)x3 + x1x2 = x
2
3 − (x3 + x4)x3 + x3x4 = (x3 − x3)(x3 − x4) = 0.
By induction, it’s easy to show that
xk3 =
xk1 − x
k
2
x1 − x2
x3 − x1x2
xk−11 − x
k−1
2
x1 − x2
.
Using this and the fact that p′(x1) = 0, one can easily check that
xn−11 · x
n−1
3 = x
n−1
1 x
n−2
2 x3 + terms with lower degrees.
Thus, by Lemma 3.4 and the definition of ε˜,
ε˜(·xn−11 · x
n−1
3 ) = ε˜(x
n−1
1 x
n−2
2 x3) = µ 6= 0,
where µ depends on the definition of ε˜. Thus, ϕ(1) = λµ(n + 1)2 6= 0. So ϕ is a non-zero multiple of ιˆ.
Then, from Proposition 2.22, we know that Φ is a non-zero multiple of the identity map, which implies
that G ◦ F is a non-zero multiple of the identity map. 
Next, following the construction in [11], we define a pair of homomorphisms
α˜ :
n−3⊕
i=0
Hp(Γ1) 〈1〉 {3− n+ 2i} → Hp(Γ)
and
β˜ : Hp(Γ)→
n−3⊕
i=0
Hp(Γ1) 〈1〉 {3− n+ 2i}.
First, we define by Figures 21 and 22 the homomorphisms
α : Hp(Γ1) 〈1〉 {3− n} → Hp(Γ)
and
β : Hp(Γ)→ Hp(Γ1) 〈1〉 {3− n}.
Then, for 0 ≤ i ≤ n− 3, define
αi : Hp(Γ1) 〈1〉 {n− 3− 2i} → Hp(Γ)
by
αi = m(x
n−3−i
5 ) ◦ α,
and
βi : Hp(Γ)→ Hp(Γ1) 〈1〉 {n− 3− 2i}
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■
❘
Γ1
x1 x2
x4 x3
✲ι
■
❘
Γ1 ⊔©
x1 x2
x4 x3
x5
x6
✲χ0 ⊗ χ0 ❘
■
■
❘✒
✠
x1 x2
x4 x3
x5
x6
Γ
✻
α
Figure 21. Homomorphism α, where the two χ0 maps are the one associated to the
two wide edges in Γ.
■
❘
Γ1
x1 x2
x4 x3
■
❘
Γ1 ⊔©
x1 x2
x4 x3
x5
x6
✲ε❘
■
■
❘✒
✠
x1 x2
x4 x3
x5
x6
Γ
✲χ1 ⊗ χ1
✻
β
Figure 22. Homomorphism α, where the two χ1 maps are the one associated to the
two wide edges in Γ.
by
βi = β ◦m(
i∑
k=0
(n− k + 1)cn−k+1
(x3 − x5)x
i−k+2
1 + (x5 − x1)x
i−k+2
3 + (x1 − x3)x
i−k+2
5
(x5 − x3)(x1 − x5)(x3 − x1)
),
where the big fraction is in fact a polynomial, and cn−k+1 is the (n− k+1)-th coefficient of p(x). Similar
to the computation in the proof of Proposition 3.1, we have that, for 0 ≤ i, j ≤ n− 3,
βi ◦ αj = ε ◦m(
i∑
k=0
(n− k + 1)cn−k+1x
n−k+i−j−1
5 ) ◦ ι = ν(n+ 1)δij id,
where ν is a non-zero scalar coming from the definitions of ι and ε. Now define α˜ =
∑n−3
i=0 αi and
β˜ = 1
ν(n+1)
∑n−3
i=0 βi. Then β˜ ◦ α˜ = id
Ln−3
i=0 Hp(Γ1)〈1〉{3−n+2i}
.
Lemma 3.6. β˜ ◦ F = 0 and G ◦ α˜ = 0.
Proof. Let Γ′1 and Γ
′
2 be the parts of Γ1 and Γ2 depicted in Figure 13. Then both β˜ ◦ F and G ◦ α˜
are induced by filtered matrix factorization homomorphisms between
⊕n−3
i=0 Cp(Γ
′
1) 〈1〉 {3 − n+ 2i} and
Cp(Γ
′
2). Using Proposition 2.11, it is easy to check that
HomHMF (Cp(Γ
′
1), Cp(Γ
′
2))
∼= HomHMF (Cp(Γ
′
2), Cp(Γ
′
1))
∼= Hp(©){2n− 2}.
In particular, this implies that
Homhmf (
n−3⊕
i=0
Cp(Γ
′
1) 〈1〉 {3− n+ 2i}, Cp(Γ
′
2))
∼= Homhmf(Cp(Γ
′
2),
n−3⊕
i=0
Cp(Γ
′
1) 〈1〉 {3− n+ 2i}) = 0.
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So any filtered matrix factorization homomorphisms between
⊕n−3
i=0 Cp(Γ
′
1) 〈1〉 {3 − n + 2i} and Cp(Γ
′
2)
is homotopic to the zero map. This implies that β˜ ◦ F = 0 and G ◦ α˜ = 0. 
Proof of Proposition 3.3. Define
F˜ = (F, α˜) : Hp(Γ2)⊕ (
n−3⊕
i=0
Hp(Γ1) 〈1〉 {3− n+ 2i})→ Hp(Γ),
G˜ = (κ ·G, β˜)T : Hp(Γ)→ Hp(Γ2)⊕ (
n−3⊕
i=0
Hp(Γ1) 〈1〉 {3− n+ 2i}),
where κ ∈ C satisfies κ ·G ◦ F = idHp(Γ2). Then, by the above arguments, we know that
G˜ ◦ F˜ = idHp(Γ2)⊕(
Ln−3
i=0 Hp(Γ1)〈1〉{3−n+2i})
.
From Proposition 31 of [11] and Proposition 2.19, we know thatHp(Γ) andHp(Γ2)⊕(
⊕n−3
i=0 Hp(Γ1) 〈1〉 {3−
n+2i}) have the same filtered dimension. So F˜ and G˜ are filtered isomorphisms that are inverses of each
other. This completes the proof. 
✻
✻
✒ ■
❖
❖ ✗
✗
✻
Γ1
x6 x5 x4
x3 x2 x1
x8
x9
x7
✻
✻✻
✻✻
Γ2
x6 x5 x4
x3 x2 x1
✻
✻
■✒
✗
✗❖
❖
✻
Γ3
x6 x5 x4
x3 x2 x1
x8
x9
x7
✻
✻ ✻
✻ ✻
Γ4
x6 x5 x4
x3 x2 x1
Figure 23. Γ1, Γ2, Γ3 and Γ4
3.4. MOY decomposition IV.
Proposition 3.7. Let Γ1,Γ2,Γ3,Γ4 be four closed graphs that are identical except in the part depicted in
Figure 23. Then there is an isomorphism of filtered C-linear spaces
Hp(Γ1)⊕Hp(Γ2) ∼= Hp(Γ3)⊕Hp(Γ4).
Similar to [11], we consider the matrix factorization associated to the planar diagram Γ that is identical
to Γ1,Γ2,Γ3,Γ4 except in the part depicted in Figure 24.
Since p(x)+ p(y)+ p(z) is symmetric in x, y, z, there is a unique three variable polynomial h such that
h(x+ y + z, xy + yz + zx, xyz) = p(x) + p(y) + p(z). Let
s1 = x4 + x5 + x6,
s2 = x4x5 + x5x6 + x6x4,
s3 = x4x5x6,
s4 = x1 + x2 + x3,
s5 = x1x2 + x2x3 + x3x1,
s6 = x1x2x3.
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■ ✻ ✒
x6 x5 x4
✒✻■
x3 x2 x1
Figure 24. Γ
Then define
a1 =
h(s1, s2, s3)− h(s4, s2, s3)
s1 − s4
,
a2 =
h(s4, s2, s3)− h(s4, s5, s3)
s2 − s5
,
a3 =
h(s4, s5, s3)− h(s4, s5, s6)
s3 − s6
,
b1 = s1 − s4 = x4 + x5 + x6 − x1 − x2 − x3,
b2 = s2 − s5 = x4x5 + x5x6 + x6x4 − x1x2 − x2x3 − x3x1,
b3 = s3 − s6 = x4x5x6 − x1x2x3.
Let R be the polynomial ring generated by the markings on Γ. The matrix factorization associated to
the part of Γ depicted in Figure 24 is
Υ =

 a1 b1a2 b2
a3 b3


R
{−3},
which has potential p(x4) + p(x5) + p(x6) − p(x1) − p(x2) − p(x3). Thus, Cp(Γ) has potential 0, and is
therefore a Z2-complex. Let Hp(Γ) be its cohomology. Proposition 3.7 follows from the lemma below.
Lemma 3.8.
Hp(Γ1) = Hp(Γ)⊕Hp(Γ4),
Hp(Γ3) = Hp(Γ)⊕Hp(Γ2).
Proof. We only prove that
Hp(Γ3) = Hp(Γ)⊕Hp(Γ2).
The other decomposition follows similarly. The proof is due to Rasmussen [19], which is more explicit
than Khovanov and Rozansky’s original approach in [11]. We only need to check the transformations in
Rasmussen’s proof preserve the quantum filtration.
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Let M be the matrix factorization associated to the part of Γ3 shown in Figure 23, and N the matrix
factorization associated to the part of Γ3 outside Figure 23. Let R = C[x1, · · · , x9]. Then
M =


u7821 x7 + x8 − x2 − x1
v7821 x7x8 − x2x1
u6937 x6 + x9 − x3 − x7
v6937 x6x9 − x3x7
u5498 x5 + x4 − x9 − x8
v5498 x5x4 − x9x8


R
{−3},
where
uijkl = u(xi, xj , xk, xl),
vijkl = v(xi, xj , xk, xl).
By Corollary 2.15, we have that
M ∼=


u7821 + x2v7821 x7 + x8 − x2 − x1
v7821 (x2 − x8)(x2 − x7)
u6937 + x3v6937 x6 + x9 − x3 − x7
v6937 (x3 − x9)(x3 − x6)
u5498 + x9v5498 x5 + x4 − x9 − x8
v5498 (x9 − x4)(x9 − x5)


R
{−3}.
Then, using Proposition 2.16, we exclude variables x1, x7 and x8, and get
Hp(Γ3) = H(N ⊗M)
∼= H(N ⊗

 v7821 (x2 + x9 − x4 − x5)(x2 + x3 − x6 − x9)v6937 (x3 − x9)(x3 − x6)
v5498 (x9 − x4)(x9 − x5)


R′
){−3},
where R′ = R/I and I = (x7 + x8 − x2 − x1, x6 + x9 − x3 − x7, x5 + x4 − x9 − x8). Note that R
′ is
isomorphic to the polynomial ring over C generated by all the marking on Γ3 except x1, x7 and x8. Now
apply Proposition 2.16 to the last row to eliminate x29, which gives
Hp(Γ3) ∼= H(N ⊗
(
v7821 (x3 − x6)x9 + x4x5 + (x2 − x4 − x5)(x2 + x3 − x6)
v6937 (x3 − x9)(x3 − x6)
)
R′′
){−3},
where R′′ = R′/(x9 − x4)(x9 − x5)R
′. Applying Corollary 2.15 again, we get(
v7821 (x3 − x6)x9 + x4x5 + (x2 − x4 − x5)(x2 + x3 − x6)
v6937 (x3 − x9)(x3 − x6)
)
R′′
∼=
(
v7821 (x3 − x6)x3 + x4x5 + (x2 − x4 − x5)(x2 + x3 − x6)
v6937 − v7821 (x3 − x9)(x3 − x6)
)
R′′
=M ′′.
Denote by M ′′ the last matrix factorization above. Let
b1 = (x3 − x6)x3 + x4x5 + (x2 − x4 − x5)(x2 + x3 − x6),
b2 = (x3 − x9)(x3 − x6).
Then M ′′ is
R′′
⊕
R′′{6− 2n}
0@ v7821 b2
v6931 − v7821 −b1
1A
−−−−−−−−−−−−−−−−−−−→
R′′{3− n}
⊕
R′′{3− n}
0@ b1 b2
v6931 − v7821 −v7821
1A
−−−−−−−−−−−−−−−−−−−−−→
R′′
⊕
R′′{6− 2n}
.
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Let R0 = C[x2 · · · , x6]. Then
R′′ = R0 ⊕ (x9 − x3)R0 = R0 ⊕ (x9 + x3 − x4 − x5)R0.
Using these two decompositions of R′′, we rewrite M ′′ as
R0
⊕
(x9 − x3)R0
⊕
R0{6− 2n}
⊕
(x9 + x3 − x4 − x5)R0{6− 2n}
 
A1 B2
A2 −B1
!
−−−−−−−−−−−−−→
R0{3− n}
⊕
(x9 − x3)R0{3− n}
⊕
R0{3− n}
⊕
(x9 + x3 − x4 − x5)R0{3− n}
 
B′1 B
′
2
A′2 −A
′
1
!
−−−−−−−−−−−−−→
R0
⊕
(x9 − x3)R0
⊕
R0{6− 2n}
⊕
(x9 + x3 − x4 − x5)R0{6− 2n}
,
where A1, A2, B1, B2, A
′
1, A
′
2, B
′
1, B
′
2 are 2 × 2 matrices with entries in R0 representing corresponding
linear maps (multiplications) in the previous diagram. Clearly, among these matrices, X and X ′ represent
the same linear map under different basis. Since x9 does not appear in b1, one can see
B1 = B
′
1 =
(
b1 0
0 b1
)
.
It is also easy to check that
B2 = B
′
2 =
(
0 y
z 0
)
,
where y = (x3 − x4)(x3 − x5)(x3 − x6) and z = x6 − x3.
Using the equation x29 = (x4 + x5)x9 − x4x5 in R
′′ repeatedly, we find polynomials α, β ∈ R0 with
degα ≤ 2n− 2, deg β ≤ 2n− 4 and v7821 = α+ (x9 − x3)β in R
′′. Then
A1 =
(
α −(x3 − x4)(x3 − x5)β
β α+ (x4 + x5 − 2x3)β
)
=
(
α yβ
z
β α+ qβ
)
,
where q = x4 + x5 − 2x3, y and z are defined above. After changing the basis, we have
A′1 =
(
1 q
0 1
)(
α yβ
z
β α+ qβ
)(
1 −q
0 1
)
=
(
α+ qβ yβ
z
β α
)
.
Similarly, there are polynomials γ, δ ∈ R0 with deg γ ≤ 2n − 2, deg δ ≤ 2n − 4 and v6931 − v7821 =
γ + (x9 + x3 − x4 − x5)δ in R
′′. Then
A2 = A
′
2 =
(
γ qγ + yδ
z
δ γ
)
.
Now use the fact that
(
A1 B2
A2 −B1
)(
B′1 B
′
2
A′2 −A
′
1
)
=


w 0 0 0
0 w 0 0
0 0 w 0
0 0 0 w

 ,
where w = p(x4) + p(x5) + p(x6) − p(x2) − p(x3) − p(x4 + x5 + x6 − x2 − x3) ∈ R0. Comparing the
(2, 1)-entries on both sides, we get b1β+ zγ = 0 in R0. But b1 and z are relatively prime. So there exists
a polynomial ρ ∈ R0 with deg ρ = deg β − 2 such that β = zρ and, therefore, γ = −b1ρ.
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Define
h0 :
R0
⊕
(x9 − x3)R0
⊕
R0{6− 2n}
⊕
(x9 + x3 − x4 − x5)R0{6− 2n}
→
R0
⊕
(x9 − x3)R0
⊕
R0{6− 2n}
⊕
(x9 + x3 − x4 − x5)R0{6− 2n}
,
h1 :
R0{3− n}
⊕
(x9 − x3)R0{3− n}
⊕
R0{3− n}
⊕
(x9 + x3 − x4 − x5)R0{3− n}
→
R0{3− n}
⊕
(x9 − x3)R0{3− n}
⊕
R0{3− n}
⊕
(x9 + x3 − x4 − x5)R0{3− n}
by
h0 =


0 0 0 0
0 0 0 0
−ρ 0 0 0
0 −ρ 0 0

 ,
h1 = 0.
Apply Lemma 2.13 on M ′′ and h0, h1. We get M
′′ ∼= Mˆ , where Mˆ is the filtered matrix factorization
R0
⊕
(x9 − x3)R0
⊕
R0{6− 2n}
⊕
(x9 + x3 − x4 − x5)R0{6− 2n}
dˆ0−→
R0{3− n}
⊕
(x9 − x3)R0{3− n}
⊕
R0{3− n}
⊕
(x9 + x3 − x4 − x5)R0{3− n}
dˆ1−→
R0
⊕
(x9 − x3)R0
⊕
R0{6− 2n}
⊕
(x9 + x3 − x4 − x5)R0{6− 2n}
with
dˆ0 =


α 0 0 y
0 α+ qβ z 0
0 qγ + yδ
z
−b1 0
δ 0 0 −b1


dˆ1 =


b1 0 0 y
0 b1 z 0
0 qγ + yδ
z
−(α+ qβ) 0
δ 0 0 −α

 .
So Mˆ ∼=M1 ⊕M2, where M1 is
R0
⊕
(x9 + x3 − x4 − x5)R0{6− 2n}
 
α y
δ −b1
!
−−−−−−−−−−−−→
R0{3 − n}
⊕
(x9 + x3 − x4 − x5)R0{3 − n}
 
b1 y
δ −α
!
−−−−−−−−−−−−→
R0
⊕
(x9 + x3 − x4 − x5)R0{6 − 2n}
,
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and M2 is
(x9 − x3)R0
⊕
R0{6 − 2n}
 
α + qβ z
qγ + yδ
z
−b1
!
−−−−−−−−−−−−−−−−−→
(x9 − x3)R0{3− n}
⊕
R0{3− n}
 
b1 z
qγ + yδ
z
−(α+ qβ)
!
−−−−−−−−−−−−−−−−−−−−−−→
(x9 − x3)R0
⊕
R0{6 − 2n}
.
It is easy to see that
M1 ∼=
(
α b1
δ y
)
R0
,
M2 ∼=
(
α+ qβ b1
qγ + yδ
z
z
)
R0
{2},
both of which have potential w = p(x4)+ p(x5) + p(x6)− p(x2)− p(x3)− p(x4 + x5+ x6 − x2− x3) ∈ R0.
And we have that
Hp(Γ3) ∼= H(N ⊗M1){−3} ⊕H(N ⊗M2){−3}.
Applying Corollary 2.15 and Lemma 2.12 on M2, we get
M2 ∼=
(
f (x2 − x4)(x2 − x5)
g x3 − x6
)
R0
{2} ∼=
(
f (x2 − x4)(x2 − x5)
−g x6 − x3
)
R0
{2},
where f = α+ qβ and g = qγ + yδ
z
+ (x2 + x3 − x4 − x5)(α+ qβ). Then deg f ≤ 2n− 2 and deg g ≤ 2n.
By Corollary 2.15, the matrix factorization associated to the part of Γ2 depicted in Figure 23 is
 u5421 x5 + x4 − x2 − x1v5421 x5x4 − x2x1
π63 x6 − x3


R0[x1]
{−1} ∼=

 u5421 + x2v5421 x5 + x4 − x2 − x1v5421 (x2 − x4)(x2 − x5)
π63 x6 − x3


R0[x1]
{−1}.
We apply Proposition 2.16 to exclude x1, and get Hp(Γ2) ∼= H(N ⊗M
′
2), where
M ′2 =
(
v5421 (x2 − x4)(x2 − x5)
π63 x6 − x3
)
R0
{−1},
which also have the potential w = p(x4)+ p(x5)+ p(x6)− p(x2)− p(x3)− p(x4+ x5+ x6− x2− x3) ∈ R0.
By Lemma 3.10 of [19], since (x2 − x4)(x2 − x5) and x6 − x3 are relatively prime, there exists a k ∈ R0
such that
f = v5421 + k(x6 − x3)
−g = π63 − k(x2 − x4)(x2 − x5).
It is easy to see that deg k ≤ 2n− 4. By Corollary 2.14, we have M2 ∼=M
′
2{3}, and therefore
Hp(Γ2) ∼= H(N ⊗M
′
2)
∼= H(N ⊗M2){−3}.
Define x1 = x4 + x5 + x6 − x2 − x3, and s1, · · · , s6 as above. One can check that b1 = s2 − s5. So, by
Corollary 2.15 and Lemma 2.12,
M1 ∼=
(
α s2 − s5
δ y
)
R0
∼=
(
α− x3δ s2 − s5
δ s6 − s3
)
R0
∼=
(
α− x3δ s2 − s5
−δ s3 − s6
)
R0
,
where deg(α− x3δ) ≤ 2n− 2, deg δ ≤ 2n− 4. We exclude x1 from Cp(Γ) by Proposition 2.16, and get
Hp(Γ) = H(N ⊗Υ) ∼= H(N ⊗M
′
1){−3},
where
M ′1 =
(
a2 s2 − s5
a3 s3 − s6
)
R0
,
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in which a2 and a3 are polynomials defined above with deg a2 = 2n− 2 and deg a3 = 2n− 4. Again, by
Lemma 3.10 of [19], since s2 − s5 and s3 − s6 are relatively prime, there exits l ∈ R0 such that
α− x3δ = a2 + l(s3 − s6)
−δ = a3 − l(s2 − s5),
which clearly implies that deg l ≤ 2n− 8. So, by Corollary 2.14, M1 ∼=M
′
1, and therefore
Hp(Γ) ∼= H(N ⊗M1){−3}.
Thus,
Hp(Γ3) ∼= H(N ⊗M1){−3} ⊕H(N ⊗M2){−3} ∼= Hp(Γ)⊕Hp(Γ2).

4. Invariance
4.1. Filtered chain complexes. Recall that F is a filtration of a C-linear chain complex (C, d) of F is
a filtration of the underlying C-linear space C, and d is a filtered linear map under F . The cohomology
of a filtered chain complex inherits the filtration. A chain map f is a filtered isomorphism (resp. quasi-
isomorphism) of filtered chain complexes if f is an isomorphism (resp. quasi-isomorphism) of chain
complexes, and f and f−1 (resp. f∗ and f
−1
∗ ) are both filtered homomorphisms. In this case, we said
that the two filtered chain complexes are isomorphic (resp. quasi-isomorphic).
Again, for the rest of this section, we fix an n ≥ 2 and a polynomial
p(x) = xn+1 +
n∑
i=0
cix
i ∈ C[x].
Clearly, for any link diagramD, the quantum filtration is a filtration of the chain complex (H(Cp(D), dmf ), dχ).
With the above MOY decompositions in hand, we prove Theorem 1.1 by showing Hp is invariant under
Reidemeister moves. The proof is close to that in [11], in which we will make repeated use of the following
Gaussian Elimination Lemma, which is the filtered version of Lemma 4.2 of [2].
Lemma 4.1 (Gaussian Elimination, [2]). Consider a filtered double chain complex I, that is I is filtered,
and both differentials of I are filtered C-linear maps. Assume that
I = · · · → C
0@ α
β
1A
−−−−−→
A
⊕
D
0@ φ δ
γ ε
1A
−−−−−−−−→
B
⊕
E
“
µ ν
”
−−−−−−−→ F → · · · ,
where the arrows give one of the differentials of I, and each Latin letter represents a filtered chain complex,
which give the other differential of I. If φ : A → B is also an isomorphism of filtered C-linear spaces,
then I is isomorphic to the filtered double chain complex
II = · · · → C
0@ 0
β
1A
−−−−−→
A
⊕
D
0@ φ 0
0 ε− γφ−1δ
1A
−−−−−−−−−−−−−−−→
B
⊕
E
“
0 ν
”
−−−−−−−→ F → · · · .
In particular, the filtered total complex of I is quasi-isomorphic to the filtered total complex of the filtered
double chain complex
III = · · · → C
β
−→ D
ε−γφ−1δ
−−−−−−→ E
ν
−→ F → · · · .
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Proof. Define maps f : I→ II and g : II→ I by
· · · −−−−→ C
0@ α
β
1A
−−−−−→
A
⊕
D
0@ φ δ
γ ε
1A
−−−−−−−−→
B
⊕
E
“
µ ν
”
−−−−−−−→ F −−−−→ · · ·
yid yid y0@ id φ−1δ
0 id
1A y0@ id 0
−γφ−1 id
1Ayid yid
· · · −−−−→ C
0@ 0
β
1A
−−−−−→
A
⊕
D
0@ φ 0
0 ε− γφ−1δ
1A
−−−−−−−−−−−−−−−→
B
⊕
E
“
0 ν
”
−−−−−−−→ F −−−−→ · · ·
yid yid y0@ id −φ−1δ
0 id
1A y0@ id 0
γφ−1 id
1Ayid yid
· · · −−−−→ C
0@ α
β
1A
−−−−−→
A
⊕
D
0@ φ δ
γ ε
1A
−−−−−−−−→
B
⊕
E
“
µ ν
”
−−−−−−−→ F −−−−→ · · ·
Using that the two differentials of I anti-commute, it is straightforward to check that f and g are iso-
morphisms of filtered double chain complexes. Since the cohomology of the total chain complex of
0→ A
φ
−→ B → 0 is 0, the standard projection and inclusion induce the quasi-isomorphisms between the
(filtered) total complexes of II and III. 
✻
D
❑
D−1
✕
D1
Figure 25. Reidemeister move I
4.2. Reidemeister Move I.
Proposition 4.2. Assume that D, D−1 and D1 are link diagrams that are identical except in the part
depicted in Figure 25. Then there are isomorphisms
Hp(D) ∼= Hp(D−1) ∼= Hp(D1)
that preserve both the cohomological grading and the quantum filtration.
✻
D
x2
x1
✻
❄
Γ0
x2
x1
x3-
✒
✻
❄
Γ1
x2
x1
x3-
Figure 26. D, Γ0 and Γ1
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Proof. Let Γ0 and Γ1 be planar diagrams that are identical to D except in the part depicted in Figure
26. Then (H(Cp(D−1), dmf ), dχ) is the total complex of
0→ H(Cp(Γ0), dmf ){1− n}
χ0
−→ H(Cp(Γ1), dmf ){−n} → 0,
where χ0 is the map associated to the wide edge in Γ1, and the other differential is from resolving all
other crossings of D−1. Since
Hp(©) = C[x3]/(p(x3)){1− n} =
〈
1, x3, x
2
3, · · · , x
n−1
3
〉
{1− n},
there is a decomposition of filtered chain complex
H(Cp(Γ0), dmf ){1− n}
= H(Cp(D), dmf )⊗C
〈
1, x3, · · · , x
n−2
3
〉
{2− 2n} ⊕H(Cp(D), dmf )⊗C
〈
xn−13
〉
{2− 2n}
∼= H(Cp(D), dmf )⊗C
〈
1, x3, · · · , x
n−2
3
〉
{2− 2n} ⊕H(Cp(D), dmf ).
From the proof of Proposition 3.1,
χ0|H(Cp(D),dmf)⊗C〈1,x3,··· ,xn−23 〉{2−2n}
: H(Cp(D), dmf )⊗C
〈
1, x3, · · · , x
n−2
3
〉
{2−2n} → H(Cp(Γ1), dmf ){−n}
is an isomorphism of filtered chain complexes. Applying the Gaussian Elimination Lemma (Lemma 4.1),
we get
Hp(D−1) ∼= Hp(D).
Similarly, (H(Cp(D1), dmf ), dχ) is the total complex of
0→ H(Cp(Γ1), dmf ){n}
χ1
−→ H(Cp(Γ0), dmf ){n− 1} → 0.
There is a decomposition of filtered chain complex
H(Cp(Γ0), dmf ){n− 1}
= H(Cp(D), dmf )⊗C 〈1〉 ⊕H(Cp(D), dmf )⊗C
〈
x3, · · · , x
n−1
3
〉
∼= H(Cp(D), dmf )⊕H(Cp(D), dmf )⊗C
〈
x3, · · · , x
n−1
3
〉
.
Again, from the proof of Proposition 3.1,
χ1 : H(Cp(Γ1), dmf ){n} → H(Cp(D), dmf )⊗C
〈
x3, · · · , x
n−1
3
〉
is an isomorphism of filtered chain complexes. Applying the Gaussian Elimination Lemma (Lemma 4.1),
we get
Hp(D1) ∼= Hp(D).

✻ ✻
D
❨✯
D1
✯❨
D2
Figure 27. Reidemeister move IIa
4.3. Reidemeister Move IIa.
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Proposition 4.3. Assume that D, D1 and D2 are link diagrams that are identical except in the part
depicted in Figure 27. Then there are isomorphisms
Hp(D) ∼= Hp(D1) ∼= Hp(D2)
that preserve both the cohomological grading and the quantum filtration.
✻ ✻
Γ00
x1
x4
x2
x3
❦✸
✗❖
Γ10
x1
x4
x2
x3
■
✗❖
✒
✗❖
Γ11
x1
x4
x2
x3
x6 x5- -
✒ ■
✻ ✻
Γ01
x1
x4
x2
x3
Figure 28. Local diagrams related to Reidemeister move IIa
Consider the planar diagrams Γ00,Γ01,Γ10,Γ11, which are identical to D except in the part depicted
in Figure 28. Clearly, Γ01 = Γ10. From Proposition 3.2, we have that
H(Cp(Γ11), dmf ) ∼= H(Cp(Γ10), dmf ){−1} ⊕H(Cp(Γ01), dmf ){1}.
Let P : H(Cp(Γ11), dmf )→ H(Cp(Γ01), dmf ){1} be the corresponding projection, and J : H(Cp(Γ10), dmf ){−1} →
H(Cp(Γ11), dmf ) the corresponding inclusion.
Lemma 4.4. Let χ0 : H(Cp(Γ01), dmf ) → H(Cp(Γ11), dmf ) be the χ0-map associated to the upper wide
edge in Γ11 and χ1 : H(Cp(Γ11), dmf ) → H(Cp(Γ10), dmf ) the χ1-map associated to the lower wide edge
in Γ11. (Both maps are of degree 1.) Then the homomorphisms
P ◦ χ0 : H(Cp(Γ01), dmf ){1} → H(Cp(Γ01), dmf ){1},
χ1 ◦ J : H(Cp(Γ10), dmf ){−1} → H(Cp(Γ10), dmf ){−1}
are isomorphisms of filtered chain complexes, where the differentials of these chain complexes are from
resolving all the crossing of these diagrams (outside Figure 28).
❘
■
❯
❑
x1
x2
x3
x4
Γˆ
❄❄
x1
x2
Γˆ′
Figure 29. Γˆ and Γˆ′
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Proof. Let Γˆ00, Γˆ01, Γˆ10, Γˆ11 be the local open graphs depicted in Figure 28. We claim that, when inter-
preted as homomorphisms of the Cp complexes of these local open graphs,
P ◦ χ0 : Cp(Γˆ01){1} → Cp(Γˆ01){1}
χ1 ◦ J : Cp(Γ10){−1} → Cp(Γ10){−1}
are homotopic to non-zero multiples of the identity maps, which implies the lemma. First, observe that
both homomorphisms are filtered. By Proposition 2.11,
HomHMF (Cp(Γˆ01), Cp(Γˆ01)) ∼= HomHMF (Cp(Γˆ10), Cp(Γˆ10)) ∼= Hp(Γˆ){2n− 2},
where Γˆ is depicted in Figure 29. But, by Lemma 3.4, the filtered dimension of Hp(Γˆ) is [2][n][n − 1],
where [k] = q
k−q−k
q−q−1 . This implies that
Homhmf (Cp(Γˆ01), Cp(Γˆ01)) ∼= Homhmf (Cp(Γˆ10), Cp(Γˆ10)) ∼= C,
which means any filtered homomorphisms of matrix factorizations from Cp(Γˆ01) (= Cp(Γˆ10)) to itself is
homotopic to a multiple of the identity map. So, to prove the lemma, we only need to show that the
above homomorphisms are not homotopic to the 0 map. We do this by showing that, after closing Γˆ11 to
Γˆ and Γˆ01, Γˆ10 to Γˆ
′ in Figure 29, the above homomorphisms induce non-zero maps of the cohomology.
According to Lemma 3.4, Hp(Γˆ) has the basis
{xi1x
j
2x
ǫ
3 | 0 ≤ i ≤ n− 1, 0 ≤ j ≤ n− 2, ǫ = 0, 1},
where the element xi1x
j
2x
ǫ
3 has quantum degree 2i+ 2j + 2ǫ− 2n+ 2. By a similar computation, Hp(Γˆ
′)
has the basis
{xi1x
j
2 | 0 ≤ i ≤ n− 1, 0 ≤ j ≤ n− 2},
where the element xi1x
j
2 has quantum degree 2i+ 2j − 2n+ 3.
By the construction of the decomposition Hp(Γˆ) ∼= Hp(Γˆ
′){−1} ⊕Hp(Γˆ
′){1}, we can see that, when
using the above bases,
J : Hp(Γˆ
′){−1} → Hp(Γˆ)
is given by J(xi1x
j
2) = x
i
1x
j
2, and
P : Hp(Γˆ)→ Hp(Γˆ
′){1}
is given by P (xi1x
j
2) = 0, P (x
i
1x
j
2x3) = x
i
1x
j
2.
By Remark 2.17 and the definition of χ1, it is easy to check that χ1(x
i
1x
j
2) = x
i
1x
j
2. So χ1 ◦ J(x
i
1x
j
2) =
xi1x
j
2 6= 0. This means χ1 ◦ J induces a non-zero homomorphism on the cohomology.
Similarly, by Remark 2.17 and the definition of χ0, one can check that
χ0(x
i
1x
j
2) = (x1 − x4)x
i
1x
j
2 = (x3 − x2)x
i
1x
j
2 = x
i
1x
j
2x3 − x
i
1x
j+1
2 .
Then it is easy to see that P ◦χ0(x
i
1x
j
2) = P (x
i
1x
j
2x3−x
i
1x
j+1
2 ) = P (x
i
1x
j
2x3) = x
i
1x
j
2 6= 0. (The case when
j = n − 2 needs slightly more work since xi1x
n−1
2 is not a base element. We can use v1212 = 0 = p
′(x1)
to convert it into a base element. See the proof of Lemma 3.4.) So P ◦ χ0 also induces a non-zero
homomorphism on the cohomology. 
Proof of Proposition 4.3. (H(Cp(D1), dmf ), dχ) is the total complex of
0→ H(Cp(Γ01), dmf ){1}
0@ f1
f0
1A
−−−−−−→
H(Cp(Γ11), dmf )
⊕
H(Cp(Γ00), dmf )
“
g1 g0
”
−−−−−−−−−→ H(Cp(Γ10), dmf ){−1} → 0.
By the above decomposition of H(Cp(Γ11), dmf ), this is isomorphic to
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0→ H(Cp(Γ01), dmf ){1}
0BB@
P ◦ χ0
f11
f0
1CCA
−−−−−−−−−→
H(Cp(Γ01), dmf ){1}
⊕
H(Cp(Γ10), dmf ){−1}
⊕
H(Cp(Γ00), dmf )
“
g10 χ1 ◦ J g0
”
−−−−−−−−−−−−−−−−→ H(Cp(Γ10), dmf ){−1} → 0.
Using Lemma 4.4, we apply Lemma 4.1 to the above chain complex twice, which gives a quasi-isomorphism
of filtered chain complexes
(H(Cp(D1), dmf ), dχ)→ (H(Cp(Γ00), dmf ), dχ) = (H(Cp(D), dmf ), dχ).
Hence, Hp(D) ∼= Hp(D1). Hp(D) ∼= Hp(D2) follows similarly. 
✲
✛
D
❑
❘
D1
Figure 30. Reidemeister move IIb
4.4. Reidemeister Move IIb.
Proposition 4.5. Assume that D and D1 are link diagrams that are identical except in the part depicted
in Figure 30. Then there is an isomorphism
Hp(D) ∼= Hp(D1)
that preserves both the cohomological grading and the quantum filtration.
❘
✠
✻
■
x1 x2
x4 x3
x5
x6
Γ01
❘
■
■
❘✒
✠
x1 x2
x4 x3
x5
x6
Γ11
■
✒
❄
❘
x1 x2
x4 x3
x5
x6
Γ10
❘
■
x1 x2
x4 x3
x5
x6
Γ00
❘
■
x1 x2
x4 x3
Γ
Figure 31. Local diagrams related to Reidemeister move IIb
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Proof. Let Γ,Γ00,Γ01,Γ10,Γ11 be planar diagrams that are identical to D except in the part depicted in
Figure 31. Then (H(Cp(D1), dmf ), dχ) is the total complex of
0→ H(Cp(Γ01), dmf ){1}
0@ f1
f0
1A
−−−−−−→
H(Cp(Γ11), dmf )
⊕
H(Cp(Γ00), dmf )
“
g1 g0
”
−−−−−−−−−→ H(Cp(Γ10), dmf ){−1} → 0.
Note that g0 : H(Cp(Γ00), dmf ) → H(Cp(Γ10), dmf ){−1} is induced by the χ0-map associated to the
left wide edge. By the proof of Proposition 3.1,
H(Cp(Γ00), dmf ) ∼= H(Cp(Γ10), dmf ){−1} ⊕H(Cp(Γ), dmf ){n− 1},
and the composition
H(Cp(Γ10), dmf ){−1}
J
−→ H(Cp(Γ00), dmf )
χ0
−→ H(Cp(Γ10), dmf ){−1},
is an isomorphism of filtered chain complexes, where J is the inclusion from the above decomposition,
and χ0 is the χ0-map associated to the left wide edge. By Lemma 4.1, (H(Cp(D1), dmf ), dχ) is quasi-
isomorphic to the total complex of
0→ H(Cp(Γ01), dmf ){1}
0@ f1
ε ◦ f0
1A
−−−−−−−−→
H(Cp(Γ11), dmf )
⊕
H(Cp(Γ), dmf ){n− 1}
→ 0,
where ε : H(Cp(Γ00), dmf ) → H(Cp(Γ), dmf ){n − 1} is defined in Subsection 2.4, and is clearly the
projection map from the above decomposition of H(Cp(Γ00), dmf ).
Again, by Proposition 3.1,
H(Cp(Γ01), dmf ){1} ∼=
n−2⊕
i=0
H(Cp(Γ), dmf ){3− n+ 2i}.
Note that f0 is induced by the χ1-map associated to the right wide edge. From the proof of Proposition
3.1, the composition
H(Cp(Γ), dmf ){n− 1}
J′
−→ H(Cp(Γ01), dmf ){1}
ε◦f0
−−−→ H(Cp(Γ), dmf ){n− 1},
is an isomorphism of filtered chain complexes, where J ′ : H(Cp(Γ), dmf ){n− 1} → H(Cp(Γ01), dmf ){1}
is the inclusion from the above decomposition of H(Cp(Γ01), dmf ){1}. Applying Lemma 4.1 again, we
get that (H(Cp(D1), dmf ), dχ) is quasi-isomorphic to the total complex of
0→
n−3⊕
i=0
H(Cp(Γ), dmf ){3− n+ 2i}
f1◦J
′′
−−−−→ H(Cp(Γ11), dmf )→ 0,
where
J ′′ :
n−3⊕
i=0
H(Cp(Γ), dmf ){3− n+ 2i} → H(Cp(Γ01), dmf ){1}
is the projection from the above decomposition of H(Cp(Γ01), dmf ){1}.
By Proposition 3.3,
H(Cp(Γ11), dmf ) ∼= H(Cp(D), dmf )⊕ (
n−3⊕
i=0
H(Cp(Γ), dmf ){3− n+ 2i}).
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Note that f1 : H(Cp(Γ01), dmf ){1} → H(Cp(Γ11), dmf ) is induced by the χ0-map of the left wide edge.
From the proof Proposition 3.3, the composition
n−3⊕
i=0
H(Cp(Γ), dmf ){3− n+ 2i}
f1◦J
′′
−−−−→ H(Cp(Γ11), dmf )
P ′
−→
n−3⊕
i=0
H(Cp(Γ), dmf ){3− n+ 2i},
where P ′ : H(Cp(Γ11), dmf ) →
⊕n−3
i=0 H(Cp(Γ), dmf ){3 − n + 2i} is the projection map from the above
decomposition of H(Cp(Γ11), dmf ), is an isomorphism of filtered chain complexes. Then, by Lemma 4.1,
(H(Cp(D1), dmf ), dχ) is quasi-isomorphic to the total complex of
0→ H(Cp(D), dmf )→ 0,
which is (H(Cp(D), dmf ), dχ). Thus, Hp(D1) ∼= Hp(D). 
✒✻■
D0
✒✻■
D1
Figure 32. Reidemeister move III
4.5. Reidemeister Move III.
Proposition 4.6. Assume that D0 and D1 are link diagrams that are identical except in the part depicted
in Figure 32. Then there is an isomorphism
Hp(D0) ∼= Hp(D1)
that preserves both the cohomological grading and the quantum filtration.
Proof. Let Γ and Γijk, i, j, k ∈ {0, 1}, be the planar diagrams identical to D0 except in the part depicted
in Figure 33. Then (H(Cp(D0), dmf ), dχ) is the total complex of
0 → H(Cp(Γ111), dmf ){3n}
d0
−−→
H(Cp(Γ011), dmf ){3n− 1}
⊕
H(Cp(Γ101), dmf ){3n− 1}
⊕
H(Cp(Γ110), dmf ){3n− 1}
d1
−−→
H(Cp(Γ001), dmf ){3n − 2}
⊕
H(Cp(Γ010), dmf ){3n − 2}
⊕
H(Cp(Γ100), dmf ){3n − 2}
d2
−−→ H(Cp(Γ000), dmf ){3n − 3} → 0,
where
d0 =

 η1η2
η3

 ,
d1 =

 ξ11 ξ12 0ξ21 0 ξ23
0 ξ32 ξ33

 ,
d2 =
(
ζ1 ζ2 ζ3
)
are filtered homomorphisms of chain complexes.
By Propositions 3.2 and 3.7,
H(Cp(Γ111), dmf ) ∼= H(Cp(Γ), dmf )⊕H(Cp(Γ100), dmf ),
H(Cp(Γ101), dmf ) ∼= H(Cp(Γ100), dmf ){−1} ⊕H(Cp(Γ100), dmf ){1}.
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✻
✻
✒ ■
❖
❖ ✗
✗
✻
Γ111
x6 x5 x4
x3 x2 x1
x8
x9
x7
✻
✻✻
✻✻
Γ010
x6 x5 x4
x3 x2 x1
✻
✻
■✒
✻
✗❖
❖
Γ101
x6 x5 x4
x3 x2 x1
x8 x7
✻
✻ ✻
✻ ✻
Γ100 = Γ001
x6 x5 x4
x3 x2 x1
✻ ✻
✻
✒ ■
✗
✻
Γ011
x6 x5 x4
x3 x2 x1
x7
✻
❖
❖ ✗ ✻
✻
✻ ✻
Γ110
x6 x5 x4
x3 x2 x1
x9
✻ ✻ ✻
Γ000
x6 x5 x4
x3 x2 x1
✻ ✻ ✻
✻
✻
✻
Γ
x6 x5 x4
x3 x2 x1
Figure 33. Local diagrams related to Reidemeister move III
Let J±1 : H(Cp(Γ100), dmf ){±1} → H(Cp(Γ101), dmf ) and P±1 : H(Cp(Γ101), dmf )→ H(Cp(Γ100), dmf ){±1}
be the inclusion and projection from the above decomposition of H(Cp(Γ101), dmf ). Then there is a fil-
tered homomorphism J ′ : H(Cp(Γ100), dmf )→ H(Cp(Γ111), dmf ) given by the composition
H(Cp(Γ100), dmf )
J−1
−−→ H(Cp(Γ101), dmf )
χ0
−→ H(Cp(Γ111), dmf ),
where χ0 is induced by the χ0-map associated to the wide edge on the right side. By Proposition 2.11,
Homhmf (Cp(Γ100), Cp(Γ100)) ∼= Homhmf (Cp(Γ100), Cp(Γ111)) ∼= C.
So J ′ is a multiple of the inclusion map J : H(Cp(Γ100), dmf ) → H(Cp(Γ111), dmf ) from the above
decomposition of H(Cp(Γ111), dmf ). Let χ1 : H(Cp(Γ111), dmf ) → H(Cp(Γ101), dmf ) be induced by the
χ1-map associated to the wide edge on the right side. Using χ1 ◦ χ0 = (x7 − x4)idH(Cp(Γ101),dmf ), it is
easy to check that P1 ◦ χ1 ◦ J
′ : H(Cp(Γ100), dmf ) → H(Cp(Γ100), dmf ) is a non-zero multiple of the
identity map. This implies that J ′ 6= 0 and P1 ◦ η2 ◦ J : H(Cp(Γ100), dmf ) → H(Cp(Γ100), dmf ) is an
isomorphism of filtered chain complexes. By Lemma 4.1, (H(Cp(D0), dmf ), dχ) is quasi-isomorphic to the
total complex of
0→ H(Cp(Γ), dmf ){3n} →
H(Cp(Γ011), dmf ){3n − 1}
⊕
H(Cp(Γ100), dmf ){3n − 2}
⊕
H(Cp(Γ110), dmf ){3n − 1}
→
H(Cp(Γ001), dmf ){3n − 2}
⊕
H(Cp(Γ010), dmf ){3n − 2}
⊕
H(Cp(Γ100), dmf ){3n − 2}
→ H(Cp(Γ000), dmf ){3n− 3} → 0.
By Lemma 4.4, the homomorphism ξ32 ◦ J−1 : H(Cp(Γ100), dmf ) → H(Cp(Γ100), dmf ) is an isomor-
phism of filtered chain complexes. So, by Lemma 4.1, (H(Cp(D0), dmf ), dχ) is quasi-isomorphic to the
total complex of
0→ H(Cp(Γ), dmf ){3n}
d′0
−−→
H(Cp(Γ011), dmf ){3n − 1}
⊕
H(Cp(Γ110), dmf ){3n − 1}
d′1
−−→
H(Cp(Γ001), dmf ){3n − 2}
⊕
H(Cp(Γ010), dmf ){3n − 2}
d′2
−−→ H(Cp(Γ000), dmf ){3n − 3} → 0,
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where
d′0 =
(
f1
f2
)
,
d′1 =
(
f3 f5
f4 f6
)
,
d′2 =
(
f7 f8
)
.
Similarly, (H(Cp(D1), dmf ), dχ) is quasi-isomorphic to the total complex of
0 → H(Cp(Γ), dmf ){3n}
d′′0
−−→
H(Cp(Γ011), dmf ){3n − 1}
⊕
H(Cp(Γ110), dmf ){3n − 1}
d′′1
−−→
H(Cp(Γ001), dmf ){3n − 2}
⊕
H(Cp(Γ010), dmf ){3n − 2}
d′′2
−−→ H(Cp(Γ000), dmf ){3n − 3} → 0,
where
d′′0 =
(
f ′1
f ′2
)
,
d′′1 =
(
f ′3 f
′
5
f ′4 f
′
6
)
,
d′′2 =
(
f ′7 f
′
8
)
.
Here, fi and f
′
i are filtered homomorphisms of filtered chain complexes for i = 1, 2, · · · , 8.
In the rest of this proof, we assume n ≥ 3. (The proof is easier when n = 2. In fact, when n = 2,
the Hp is either the Khovanov homology defined in [10] or Lee’s variant defined in [13], the invariance of
which have been established.)
Consider the filtered homomorphisms
fi, f
′
i : H(Cp(Z1), dmf )→ H(Cp(Z2), dmf ){−1}
from the above chain complexes. Let Zˆ1 and Zˆ2 be the parts of Z1 and Z2 visible in Figure 33. (These
are open graphs.) Then fi and f
′
i are induced by filtered matrix factorization homomorphisms
f˜i, f˜
′
i : Cp(Zˆ1)→ Cp(Zˆ2){−1},
in the sense that fi and f
′
i are the homomorphisms of cohomologies induced by chain maps
id⊗ f˜i, id⊗ f˜
′
i : (Cp(Z1), dmf )→ (Cp(Z2), dmf ){−1},
where id is the identity map of the matrix factorization associated to the part of Z1 outside Figure 33.
Using Proposition 2.11, one can check that
Homhmf (Cp(Zˆ1), Cp(Zˆ2)) ∼= C.
(Compare to Lemma 26 of [11].) So f˜i is homotopic to a multiple of f˜
′
i , and, hence, fi is a multiple of
f ′i . And, using the argument of the proof of Lemma 27 of [11], we get fi ◦ fj 6= 0, f
′
i ◦ f
′
j 6= 0, where
the domain of fi is the codomain of fj . Thus, for i = 1, 2, · · · , 8, there exists an λi ∈ C \ {0} such that
f ′i = λifi. And, using d
′ ◦ d′ = d′′ ◦ d′′ = 0, we have
λ1λ3 = λ2λ5, λ1λ4 = λ2λ6,
λ3λ7 = λ4λ8, λ5λ7 = λ6λ8.
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Now define a map F between the two reduced chain complexes by
H(Cp(Γ), dmf ){3n}
id
−→ H(Cp(Γ), dmf ){3n},
H(Cp(Γ011), dmf ){3n− 1}
⊕
H(Cp(Γ110), dmf ){3n− 1}
0@ λ1 0
0 λ2
1A
−−−−−−−−−−→
H(Cp(Γ011), dmf ){3n− 1}
⊕
H(Cp(Γ110), dmf ){3n− 1}
,
H(Cp(Γ001), dmf ){3n− 2}
⊕
H(Cp(Γ010), dmf ){3n− 2}
0@ λ1λ3 0
0 λ1λ4
1A
−−−−−−−−−−−−−→
H(Cp(Γ001), dmf ){3n− 2}
⊕
H(Cp(Γ010), dmf ){3n− 2}
,
H(Cp(Γ000), dmf ){3n− 3}
λ1λ3λ7id−−−−−−→ H(Cp(Γ000), dmf ){3n− 3}.
It is straightforward to check that F is an isomorphism of filtered chain complexes. Thus,
Hp(D0) ∼= Hp(D1).

Clearly, Theorem 1.1 follows from Propositions 4.2, 4.3, 4.5 and 4.6.
4.6. Invariance of the spectral sequence {Ek}. Next, we prove Theorem 1.2 by showing that the
spectral sequence {Ek} defined in Subsection 2.6 is invariant under Reidemeister moves.
Proof of Theorem 1.2. Let D1 and D2 be two link diagrams that differ by a Reidemeister move. In
the proofs of Propositions 4.2, 4.3, 4.5 and 4.6, we constructed an quasi-isomorphism of filtered chain
complexes
f : (H(Cp(D1), dmf ), dχ)→ (H(Cp(D2), dmf ), dχ).
By the definition of {Ek}, f induces Z⊕ Z-graded chain maps
fk : Ek(D1)→ Ek(D2).
Let dˆmf and dˆχ be the top homogeneous parts of dmf and dχ. Then the Khovanov-Rozansky sl(n)-
cohomology Hn with the potential polynomial pˆ(x) = x
n+1 is defined by
Hn(Di) = (H(Cp(Di), dˆmf ), dˆχ).
Specially, the above construction gives an quasi-isomorphism of Z⊕ Z-graded chain complexes
fˆ : (H(Cp(D1), dˆmf ), dˆχ)→ (H(Cp(D2), dˆmf ), dˆχ).
From Subsection 2.6, for i = 1, 2, there is an isomorphism of Z⊕ Z-graded chain complexes
φi : (H(Cp(Di), dˆmf ), dˆχ)→ E0(Di).
It is straightforward to check that the following square commutes.
(H(Cp(D1), dˆmf ), dˆχ)
fˆ
−−−−→ (H(Cp(D2), dˆmf ), dˆχ)yφ1 yφ2
E0(D1)
f0
−−−−→ E0(D2)
Thus, f0 is also an quasi-isomorphism. So f1 is an isomorphism of Z⊕ Z-graded chain complexes, which
implies that, for k ≥ 1, fk is an isomorphism of Z⊕Z-graded chain complexes. (See e.g. Mapping Lemma
5.2.4 of [21].) 
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4.7. Link cobodisms. A cobodism from link L0 to link L1 is a properly smoothly embedded oriented
surface S in S3 × [0, 1] such that ∂S = (−L0 × {0}) ⊔ (L1 × {1}), where −L0 is L0 with the opposite
orientation. A link cobodism is said to be elementary if it corresponds to either a Reidemeister move
or a Morse move (depicted in Figure 34). Any link cobodism admits a movie presentation, that is, a
decomposition into elementary cobodisms. Two movie presentations present the same cobodism if one
can be changed into the other by the movie moves depicted in Figures 59, 60 in [11]. (See [4, 5] for more
details.)
✲
Circle creation
✲
Circle annihilation
✲
■
❘ ❘
■
Saddle move
Figure 34. Morse moves
If a link cobodism S from L0 to L1 corresponds to a Reidemeister move, then define
Ψ˜S : H(Cp(L0), dmf )→ H(Cp(L1), dmf )
to be the quasi-isomorphism constructed in Subsections 4.2-4.5. If S corresponds to a Morse move, then
define
Ψ˜S : H(Cp(L0), dmf )→ H(Cp(L1), dmf ) 〈v1(S)〉 {(n− 1)χ(S)}
to be the homomorphism induced by the corresponding graph cobodism defined in Subsection 2.4, where
v1(S) is the sum of numbers of components of L0, L1. If (S1, S2, · · · , Sm) is a movie presentation of a
cobodism S from L0 to L1, where each Si is an elementary link cobodism, then define
Ψ˜(S1,S2,··· ,Sm) = Ψ˜Sm ◦ · · · ◦ Ψ˜S2 ◦ Ψ˜S1 : H(Cp(L0), dmf )→ H(Cp(L1), dmf ) 〈v1(S)〉 {(n− 1)χ(S)}.
Ψ˜(S1,S2,··· ,Sm) is a chain map that preserves the cohomological grading and the quantum filtration. So, it
induces a homomorphism
Ψ(S1,S2,··· ,Sm),k : Ek(L0)→ Ek(L1),
which shifts the first Z-grading by −(n− 1)χ(S).
Using results from [11], we prove Theorem 1.3 by showing that, when k ≥ 1, up to multiplication
by a non-zero scalar, Ψ(S1,S2,··· ,Sm),k depends only on the cobodism S not on the choice of the movies
presentation (S1, S2, · · · , Sm).
Proof of Theorem 1.3. Let (S1, S2, · · · , Sm) and (S
′
1, S
′
2, · · · , S
′
l) be two movie presentations of a link
cobodism S from L0 to L1. Consider the potential polynomial x
n+1. The above construction gives two
filtered chain maps
Ψ˜
(0)
(S1,S2,··· ,Sm)
: (H(Cp(L0), d
(0)
mf ), d
(0)
χ )→ (H(Cp(L1), d
(0)
mf ), d
(0)
χ ) 〈v1(S)〉 {(n− 1)χ(S)},
Ψ˜
(0)
(S′1,S
′
2,··· ,S
′
l
) : (H(Cp(L0), d
(0)
mf ), d
(0)
χ )→ (H(Cp(L1), d
(0)
mf ), d
(0)
χ ) 〈v1(S)〉 {(n− 1)χ(S)},
where d
(0)
mf and d
(0)
χ are the top homogeneous parts of differentials dmf and dχ of Cp(Li). Note that the
cohomologies of these chain complexes are the sl(n)-cohomologies of L0 and L1, and the homomorphisms
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induced by these chain maps are exactly the homomorphisms of the sl(n)-cohomologies induced by these
movies presentations. The following squares commute.
(H(Cp(L0), d
(0)
mf ), d
(0)
χ )
eΨ(0)
(S1,S2,··· ,Sm)−−−−−−−−−−→ (H(Cp(L1), d
(0)
mf ), d
(0)
χ )yφ0 yφ1
E0(L0)
Ψ(S1,S2,··· ,Sm),0−−−−−−−−−−−→ E0(L1)
,
(H(Cp(L0), d
(0)
mf ), d
(0)
χ )
eΨ(0)
(S′1,S
′
2,··· ,S
′
l
)
−−−−−−−−−→ (H(Cp(L1), d
(0)
mf ), d
(0)
χ )yφ0 yφ1
E0(L0)
Ψ(S′
1
,S′
2
,··· ,S′
l
),0
−−−−−−−−−−→ E0(L1)
,
where φi is the isomorphism from Subsection 2.6. Thus, Ψ(S1,S2,··· ,Sm),1 and Ψ(S′1,S′2,··· ,S′l),1 are the
homomorphisms of the cohomologies induced by Ψ˜
(0)
(S1,S2,··· ,Sm)
and Ψ˜
(0)
(S′1,S
′
2,··· ,S
′
l
). By Proposition 37 of
[11], there is a λ ∈ C \ {0} such that Ψ(S1,S2,··· ,Sm),1 = λΨ(S′1,S′2,··· ,S′l),1. Hence, for k ≥ 1,
Ψ(S1,S2,··· ,Sm),k = λΨ(S′1,S′2,··· ,S′l),k.

Remark 4.7. Clearly, the chain map Ψ˜(S1,S2,··· ,Sm) also induces a homomorphism from Hp(L0) to Hp(L1).
I expect that, up to multiplication by a non-zero scalar, this homomorphism is also independent of the
choice of the movie presentation (S1, S2, · · · , Sm). But the proof is probably harder since we can not use
the above shortcut in this situation.
5. Slice Euler Characteristic and Generalized Rasmussen Invariants
The goal of this section is to prove Theorem 1.6. Our proof is based on Gornik’s computations in
[9] and Rasmussen’s arguments in [18]. Since Gornik’s computations can be generalized to any monic
polynomial p(x) of degree n+ 1 whose derivative p′(x) has n distinct roots, our proof can be carried out
for any of such potentials. But, for simplicity, we work only with the potential polynomial xn+1−(n+1)x
and leave the general case to the readers. In the rest of this section, we fix n ≥ 2 and
p(x) = xn+1 − (n+ 1)x.
Lemma 5.1 ([9]). If Γ is a round circle, then Hp(Γ) ∼= C[x]/(x
n − 1), as a C-linear space, has a basis
{f0(x), f1(x), · · · , fn−1(x)}, where
fk(x) =
n−1∑
l=0
xle−
2klpi
n
i ∈ C[x]/(xn − 1),
and i is the imaginary unit.
The next 2 lemmas describe the effects of graph cobodisms on Hp.
Lemma 5.2. If Γ is a round circle, then
ι : C→ Hp(Γ),
ε : Hp(Γ)→ C
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are given by
ι(1) = λ
n−1∑
k=0
fk(x),
ε(fk(x)) = µe
2kpi
n
i,
where λ, µ ∈ C \ {0} come from the definitions of ι, ε, and fk(x) is the basis element defined in Lemma
5.1.
Proof. Straightforward. 
x1 x21
Γ
η1✲
η2
✛ 2x
Γ0
Figure 35. Saddle moves
Lemma 5.3. Let Γ and Γ0 be the two graphs depicted in Figure 35. Then Γ has the basis {fk(x1)fl(x2) | k, l =
0, 1, · · · , n− 1}, and Γ has the basis {fk(x) | k = 0, 1, · · · , n− 1}. If η1 and η2 are the two saddle moves
depicted in Figure 35, then
η1(fk(x1)fl(x2)) = nδklfk(x),
η2(fk(x)) = ne
− 2kpi
n
ifk(x1)fk(x2).
Proof. By the definition of η1,
η1(fk(x1)fl(x2)) = fk(x)fl(x) (∈ C[x]/(x
n − 1) ∼= Hp(Γ0)),
= (
n−1∑
r=0
xre−
2krpi
n
i)(
n−1∑
q=0
xqe−
2lqpi
n
i),
=
n−1∑
m=0
xme−
2kmpi
n
i(
m∑
r=0
e−
2r(k−l)pi
n
i) +
n−2∑
m=0
xm+ne−
2k(m+n)pi
n
i(
n−1∑
r=m+1
e−
2r(k−l)pi
n
i),
= (
n−1∑
m=0
xme−
2kmpi
n
i)(
n−1∑
r=0
e−
2r(k−l)pi
n
i),
= nδklfk(x).
Note that, for p(x) = xn+1 − (n+ 1)x,
eijk =
(xk − xj)p(xi) + (xi − xk)p(xj) + (xj − xi)p(xk)
2(xi − xj)(xj − xk)(xk − xi)
=
1
2
∑
a+b+c=n−1
xai x
b
jx
c
k.
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By definition of η2,
η2(fk(x)) = −2(e122 + e112)fk(x1),
= n(
n−1∑
c=0
xn−1−c1 x
c
2)(
n−1∑
r=0
xr1e
− 2krpi
n
i),
= n
n−1∑
m=0
xm1 e
− 2kmpi
n
i(
m∑
r=0
xn−1−m+r2 e
− 2k(r−m)pi
n
i) + n
n−2∑
m=0
xm+n1 e
− 2kmpi
n
i(
n−1∑
r=m+1
xr−m−12 e
− 2k(r−m)pi
n
i),
= ne−
2kpi
n
i(
n−1∑
m=0
xm1 e
− 2kmpi
n
i)(
n−1∑
q=0
xq2e
− 2kqpi
n
i),
= ne−
2kpi
n
ifk(x1)fk(x2).

Next, we recall Gornik’s definition of admissible states of a graph. Let Γ be a closed graph whose edges
are e1, · · · , em. We mark each edge ej of Γ by a single variable xj . Then Hp(Γ) is a C[x1, · · · , xm]-module.
By Lemma 2.18, the action of C[x1, · · · , xm] on Hp(Γ) factors through C[x1, · · · , xm]/(x
n
1−1, · · · , x
n
m−1).
A state of Γ is a function ϕ : {e1, · · · , em} → {0, 1, · · · , n− 1}. A state ϕ of Γ is called admissible if, at
every (double) wide edge in Γ, ϕ(e1) 6= ϕ(e2) and {ϕ(e1), ϕ(e2)} = {ϕ(e3), ϕ(e4)} where e1, e2 are the
two entering regular edges at this wide edge, and e3, e4 are the two exiting regular edges See Figure 6 of
[9].
For a state ϕ of Γ, define
Qϕ =
m∏
j=1
fϕ(ej)(xj) ∈ C[x1, · · · , xm]/(x
n
1 − 1, · · · , x
n
m − 1).
Theorem 5.4 (Theorem 4, [9]). For any state ϕ of Γ and α ∈ Hp(Γ), we have
α ∈ QϕHp(Γ) ⇐⇒ xjα = e
2ϕ(ej )pi
n
iα, ∀ j = 1, · · · ,m.
If a state ϕ is not admissible, then QϕHp(Γ) = 0. For each admissible state ϕ of Γ, the C-linear space
QϕHp(Γ) is 1-dimensional, and
Hp(Γ) =
⊕
ϕ
QϕHp(Γ),
where ϕ runs through all admissible states of Γ.
❑ ✕
Γ0
xi xj
xk xl
ξ0
ξ1
✲
✛
✒
✻
■
✻
xi xj
xk xl
✻
Γ1
Figure 36. A virtual crossing and a wide edge
To compute the Hp-cohomology of a link, Gornik [9] introduced a new type of singularities: virtual
crossings, which is depicted on the left side of Figure 36. Consider the two graphs in Figure 8. The
matrix factorization Cp(Γ0) is (
πil xi − xl
πjk xj − xk
)
R
.
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Explicitly, this is [
R
R{2− 2n}
]
P0−→
[
R{1− n}
R{1− n}
]
P1−→
[
R
R{2− 2n}
]
,
where
P0 =
(
πil xj − xk
πjk −xi + xl
)
, P1 =
(
xi − xl xj − xk
πjk −πil
)
.
The matrix factorization Cp(Γ1) is(
uijkl xi + xj − xk − xl
vijkl xixj − xkxl
)
R
{−1}.
Explicitly, this is [
R{−1}
R{3− 2n}
]
Q0
−−→
[
R{−n}
R{2− n}
]
Q1
−−→
[
R{−1}
R{3− 2n}
]
,
where
Q0 =
(
uijkl xixj − xkxl
vijkl −xi − xj + xk + xl
)
, Q1 =
(
xi + xj − xk − xl xixj − xkxl
vijkl −uijkl
)
.
Gornik also defined ξ0 : Cp(Γ0)→ Cp(Γ1) by the matrices
U0 =
(
xl − xj 0
a1 1
)
, U1 =
(
xl −xj
−1 1
)
,
and ξ1 : Cp(Γ1)→ Cp(Γ0) by the matrices
V0 =
(
1 0
−a1 xl − xj
)
, V1 =
(
1 xj
1 xl
)
,
where a1 = −vijkl + (uijkl + xivijkl − πjk)/(xi − xl). These are homomorphisms of matrix factorizations
of degree 1, i.e., these commute with the differential maps and raise the filtration by 1. One can check
that
ξ1ξ0 = (xl − xj)idCp(Γ0), ξ0ξ1 = (xl − xj)idCp(Γ1).
Consider a link diagram D. Let {K1, · · · ,Km} be the set of components of the link represented by D.
A state of D is a function
ϕ : {K1, · · · ,Km} → {0, 1, · · · , n− 1}.
Gornik explicitly constructed a basis for Hp(D) in [9]. Given a state ϕ of D, one resolves every crossing in
D into either pair of parallel arcs or a virtual crossing by the rules given in Figure 37. This gives a planar
diagramD0ϕ with only virtual crossings. Every componentK
0
j of D
0
ϕ is a circle with only virtual crossings,
whose Hp cohomology is clearly isomorphic to that of a round circle, i.e. Hp(K
0
i )
∼= C[xi]/(x
n
i − 1). So
Hp(D
0
ϕ)
∼= Hp(K
0
1 )⊗C · · · ⊗C Hp(K
0
l )
∼= C[x1, · · · , xl]/(x
n
1 − 1, · · · , x
n
l − 1),
where l is the number of components of D0ϕ. The state ϕ of D induces a state ϕ
0 of D0ϕ. Define
f0ϕ = fϕ0(K01 )(x1) · · · fϕ0(K0l )(xl) ∈ Hp(D
0
ϕ). Now change each virtual crossing in D
0
ϕ into a wide edge.
This gives a graph Γϕ, which is a complete resolution of D. Also, ϕ induces an admissible state ϕˆ of Γϕ.
Clearly, the ξ0 maps associated to these virtual crossings induce a homomorphism
Fϕ : Hp(D
0
ϕ)→ Hp(Γϕ) (⊂ H(Cp(D), dmf )).
Define fϕ = Fϕ(f
0
ϕ). It is straightforward to check that fϕ ∈ QϕˆHp(Γϕ).
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✻✻
Γ0
KqKp
KqKp
✒■
P−
■ ✒
P+ ❥
ϕ(Kp) 6= ϕ(Kq)
✙
ϕ(Kp) = ϕ(Kq)
✯
ϕ(Kp) 6= ϕ(Kq)
❨
ϕ(Kp) = ϕ(Kq)
✕❑
Γ′0
ξ0✲
✒
✻
■
✻
✻
Γ1
Figure 37. Resolutions of a crossing
Theorem 5.5 ([9]). For every state ϕ of D, fϕ is a cocycle in (H(Cp(D), dmf ), dχ). Moreover,
{[fϕ] | ϕ is a state of D}
is a C-linear basis for Hp(D). In particular, dimCHp(D) = n
m, where m is the number of components
of the link represented by D.
Next, we want to understand how elementary cobodisms, i.e. Reidemeister moves and Morse moves,
affect this basis. The effects of Morse moves are easy to understand. The following proposition follows
easily from Lemmas 5.2 and 5.3.
Proposition 5.6. Let S be an elementary link cobodism from D to D′, and Ψ : Hp(D) → Hp(D
′) the
homomorphism induces by S.
(1) If S corresponds to a circle creation, then any state ϕ of D induces n states ϕj, j = 0, 1, · · · , n−1,
of D′, where ϕj agrees with ϕ on components of D, and has value j on the new component, and
Ψ([fϕ]) = λ
∑n−1
j=0 [fϕj ] for some λ ∈ C \ {0}.
(2) If S corresponds to a circle annihilation, then any state ϕ of D induces a state ϕ′ of D′ which
agrees with ϕ on components of D′, and Ψ([fϕ]) = µϕ[fϕ′ ] for some µϕ ∈ C \ {0}.
(3) Assume that S corresponds to a saddle move. If the values of a state ϕ of D on the two strands
involved in the move are different, then Ψ([fϕ]) = 0. If the values of a state ϕ of D on the
two strands involved in the move are equal, including the case when the two strands belong to
the same component, then ϕ induces a state ϕ′ of D′ which agrees with ϕ on the unchanged
components, and takes the common value on the changed component(s), and Ψ([fϕ]) = νϕ[fϕ′ ]
for some νϕ ∈ C \ {0}.
Proof. Note that the homomorphism induced by a Morse move commutes with the ξ0-homomorphisms
used in the definition of fϕ. So we can do the Morse move before we change the virtual crossings into
wide edges. Clearly, Lemmas 5.2 and 5.3 are applicable to planar diagrams with only virtual crossings.
And the proposition follows. 
It is harder to determine the effects of Reidemeister moves on the basis of Hp given in Theorem 5.5.
We start by studying the admissible states of some special graphs.
First we consider the admissible states of Γˆ in Figure 38. For k, l ∈ {0, 1, · · · , n− 1} with k 6= l, define
ϕkl to be the state of Γˆ with ϕkl(e1) = ϕkl(e3) = k, ϕkl(e2) = ϕkl(e4) = l, and ϕ
′
kl to be the state with
ϕ′kl(e1) = ϕ
′
kl(e4) = k, ϕ
′
kl(e2) = ϕ
′
kl(e3) = l. These states are all the admissible states of Γˆ. From the
proofs of Proposition 3.2 and Lemma 3.4, we have that
Hp(Γˆ) ∼= C[x1, x2, x3, x4]/(u1212, v1212, x1 + x2 − x3 − x4, x1x2 − x3x4).
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❘
■
❯
❑
x1
x2
x3
x4
Γˆ
Figure 38. Γˆ
Define
fϕkl = fk(x1)fl(x2)fk(x3)fl(x4) ∈ C[x1, x2, x3, x4]/(u1212, v1212, x1 + x2 − x3 − x4, x1x2 − x3x4)(
∼= Hp(Γˆ)),
fϕ′
kl
= fk(x1)fl(x2)fl(x3)fk(x4) ∈ C[x1, x2, x3, x4]/(u1212, v1212, x1 + x2 − x3 − x4, x1x2 − x3x4)(∼= Hp(Γˆ)).
Lemma 5.7. fϕkl is a none-zero element of QϕklHp(Γˆ), and fϕ′kl is a none-zero element of Qϕ′klHp(Γˆ).
In particular, ∃λ ∈ C\{0} such that ε˜(fϕkl) = −λe
2(k+l)pi
n
i and ε˜(fϕ′
kl
) = λe
2(k+l)pi
n
i ∀ k, l ∈ {0, 1, · · · , n−1}
with k 6= l, where the homomorphism ε˜ : Hp(Γˆ)→ C is defined in Subsection 3.3.
Proof. By Lemma 2.18, xnj − 1 = 0 in Hp(Γˆ) for j = 1, 2, 3, 4. From this, it is easy to check that
xjfϕkl = e
2ϕkl(ej )pi
n
ifϕkl and xjfϕ′kl = e
2ϕ′
kl
(ej)pi
n
ifϕ′
kl
. So fϕkl and fϕ′kl are elements of QϕklHp(Γˆ) and
Qϕ′
kl
Hp(Γˆ). Since x1, x2, x3, x4 satisfy x1 + x2 = x3 + x4 and x1x2 = x3x4, we have
x23 − (x1 + x2)x3 + x1x2 = x
2
3 − (x3 + x4)x3 + x3x4 = (x3 − x3)(x3 − x4) = 0.
By induction, it’s easy to show that
xq3 =
xq1 − x
q
2
x1 − x2
x3 − x1x2
xq−11 − x
q−1
2
x1 − x2
.
Thus, for k, l ∈ {0, 1, · · · , n− 1} with k 6= l,
xq3fk(x1)fl(x2) = (
xq1 − x
q
2
x1 − x2
x3 − x1x2
xq−11 − x
q−1
2
x1 − x2
)fk(x1)fl(x2)
= (
e
2qkpi
n
i − e
2qlpi
n
i
e
2kpi
n
i − e
2lpi
n
i
x3 − e
2(k+l)pi
n
i e
2(q−1)kpi
n
i − e
2(q−1)lpi
n
i
e
2kpi
n
i − e
2lpi
n
i
)fk(x1)fl(x2).
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So, for k, l ∈ {0, 1, · · · , n− 1} with k 6= l,
fϕkl = fk(x1)fl(x2)fk(x3)fl(x4)
= (
n−1∑
q=0
e−
2qkpi
n
ixq3)fk(x1)fl(x2)fl(x4)
= (
n−1∑
q=0
e−
2qkpi
n
i(
e
2qkpi
n
i − e
2qlpi
n
i
e
2kpi
n
i − e
2lpi
n
i
x3 − e
2(k+l)pi
n
i e
2(q−1)kpi
n
i − e
2(q−1)lpi
n
i
e
2kpi
n
i − e
2lpi
n
i
))fk(x1)fl(x2)fl(x4)
= (
n−1∑
q=0
(
1− e
2q(l−k)pi
n
i
e
2kpi
n
i − e
2lpi
n
i
x3 − e
2lpi
n
i 1− e
2(q−1)(l−k)pi
n
i
e
2kpi
n
i − e
2lpi
n
i
))fk(x1)fl(x2)fl(x4)
=
n
e
2kpi
n
i − e
2lpi
n
i
(x3 − e
2lpi
n
i)fk(x1)fl(x2)fl(x4)
· · · (repeat the above steps for x4)
=
n
e
2kpi
n
i − e
2lpi
n
i
(x3 − e
2lpi
n
i)
n
e
2lpi
n
i − e
2kpi
n
i
(x4 − e
2kpi
n
i)fk(x1)fl(x2)
= −
n2
(e
2kpi
n
i − e
2lpi
n
i)2
(x3 − e
2lpi
n
i)(x1 + x2 − x3 − e
2kpi
n
i)fk(x1)fl(x2)
= −
n2
(e
2kpi
n
i − e
2lpi
n
i)2
(x3 − e
2lpi
n
i)(e
2kpi
n
i + e
2lpi
n
i − x3 − e
2kpi
n
i)fk(x1)fl(x2)
=
n2
(e
2kpi
n
i − e
2lpi
n
i)2
(x3 − e
2lpi
n
i)2fk(x1)fl(x2)
=
n2
(e
2kpi
n
i − e
2lpi
n
i)2
(x23 − 2e
2lpi
n
ix3 + e
4lpi
n
i)fk(x1)fl(x2)
=
n2
(e
2kpi
n
i − e
2lpi
n
i)2
((e
2kpi
n
i + e
2lpi
n
i)x3 − e
2(l+k)pi
n
i − 2e
2lpi
n
ix3 + e
4lpi
n
i)fk(x1)fl(x2)
=
n2
e
2kpi
n
i − e
2lpi
n
i
(x3 − e
2lpi
n
i)fk(x1)fl(x2).
Similarly, for k, l ∈ {0, 1, · · · , n− 1} with k 6= l,
fϕ′
kl
= −
n2
e
2kpi
n
i − e
2lpi
n
i
(x3 − e
2kpi
n
i)fk(x1)fl(x2).
According to Lemma 3.4, Hp(Γˆ), as a C-linear space, has the basis
{xi1x
j
2x
ǫ
3 | 0 ≤ i ≤ n− 1, 0 ≤ j ≤ n− 2, ǫ = 0, 1},
where the element xi1x
j
2x
ǫ
3 has quantum degree 2i + 2j + 2ǫ − 2n + 2. By the definition of ε˜, we have
that ε˜(xn−11 x
n−2
2 x3) = λ
′ ∈ C \ {0}, and the value of ε˜ on any other element in this basis is 0. Since
p(x) = xn+1 − (n+ 1)x, we have
v1212 = −(n+ 1)
n−1∑
l=0
xn−1−l1 x
l
2,
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which implies that, as elements of Hp(Γˆ),
xn−12 = −
n−2∑
l=0
xn−1−l1 x
l
2.
Using this and that xn1 = 1 in Hp(Γˆ), one can check that, for any k, l ∈ {0, 1, · · · , n− 1} with k 6= l,
fϕkl =
n2
e
2kpi
n
i − e
2lpi
n
i
(x3 − e
2lpi
n
i)fk(x1)fl(x2) = −n
2e
2(k+l)pi
n
ixn−11 x
n−2
2 x3 + lower degree terms.
Let λ = λ′n2 (∈ C \ {0}). Then ε˜(fϕkl) = −λe
2(k+l)pi
n
i and, similarly, ε˜(fϕ′
kl
) = λe
2(k+l)pi
n
i ∀ k, l ∈
{0, 1, · · · , n− 1} with k 6= l. 
To understand the effect of Reidemeister move III, we need to consider graphs with both double wide
edges, i.e. the usual wide edges, and triple wide edges, i.e. wide edges with three regular edges entering
in one end and three regular edges exiting at the other end. (See Figure 24.) A state for such a graph
is still a function from the set of all regular edges to {0, 1, · · · , n − 1}. We say that a state ϕ of such a
graph Γ is admissible if both of the following statements are true.
(1) At every double wide edge in Γ, ϕ(e1) 6= ϕ(e2) and {ϕ(e1), ϕ(e2)} = {ϕ(e3), ϕ(e4)} where e1, e2
are the two entering regular edges at this wide edge, and e3, e4 are the two exiting regular edges;
(2) At every double wide edge in Γ, ϕ(e1), ϕ(e2), ϕ(e3) are pairwise distinct and {ϕ(e1), ϕ(e2), ϕ(e3)} =
{ϕ(e4), ϕ(e5), ϕ(e6)} where e1, e2 and e3 are the three entering regular edges at this wide edge,
and e4, e5 and e6 are the three exiting regular edges.
For a graph Γ with double and triple wide edges, we mark each regular edge ej by a single variable xj .
For a state ϕ of Γ, define
Qϕ =
m∏
j=1
fϕ(ej)(xj) ∈ C[x1, · · · , xm]/(x
n
1 − 1, · · · , x
n
m − 1).
The following is a generalization of Theorem 5.4 (Theorem 4 of [9]).
Proposition 5.8. Let Γ be a closed graph with double and triples wide edges.
(1) For any state ϕ of Γ and α ∈ Hp(Γ),
α ∈ QϕHp(Γ) ⇐⇒ xjα = e
2ϕ(ej )pi
n
iα, ∀ j.
(2) If a state ϕ is not admissible, then QϕHp(Γ) = 0. For each admissible state ϕ of Γ, the C-linear
space QϕHp(Γ) is 1-dimensional.
(3)
Hp(Γ) =
⊕
ϕ
QϕHp(Γ),
where ϕ runs through all admissible states of Γ.
Proof. The proof of (1) is simple and identical to that of the corresponding statement in Theorem 4 of
[9]. And, similar to Gornik’s proof of that theorem, it is easy to see that (3) follows from (1) and (2). So
we only need to prove (2). We do this by inducting on the number of triple wide edges in Γ. If Γ has no
triple wide edges, then the statement is true from Gornik’s theorem. Assume the statement is true for
graphs with m− 1 triple edges, and Γ has m triple edges. Let ϕ be a state of Γ. Let E be a triple edge of
Γ. Replacing E by the three-double-wide-edge configuration in Figure 39, we get a graph Γ′ with m− 1
triple wide edges. By Proposition 3.3, there is a decomposition of R-modules
Hp(Γ
′) = Hp(Γ)⊕Hp(Γ
′′),
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✻
✻
✒ ■
❖
❖ ✗
✗
✻
Γ′
x6 x5 x4
x3 x2 x1
x8
x9
x7
✻ ✻ ✻
✻
✻
✻
Γ
x6 x5 x4
x3 x2 x1
✻
✻ ✻
✻ ✻
Γ′′
x6 x5 x4
x3 x2 x1
Figure 39. The replacement of a triple wide edge
where R is the polynomial ring generated by all the markings on Γ. Let J : Hp(Γ) → Hp(Γ
′) be the
inclusion from this decomposition, and P : Hp(Γ
′) → Hp(Γ
′′) the projection from this decomposition.
Then J is injective. Let ϕjkl be the state of Γ
′ that agrees with ϕ on the edges inherited from Γ and
ϕjkl(e7) = j, ϕjkl(e8) = k, ϕjkl(e9) = l. Using (1), it is easy to check that
J(QϕHp(Γ)) ⊂
⊕
j,k,l
QϕjklHp(Γ
′).
If ϕ(e1), ϕ(e2), ϕ(e3) are not pairwise distinct, then we can assume that ϕ(e2) = ϕ(e3). This can be
achieved by creating virtual crossings just outside the visible part of Γ in Figure 39 before replacing the
triple wide edge with the three double wide edges, which do not affect our argument. It is easy to see that
none of ϕjkl is admissible. So, QϕHp(Γ) = 0. Similarly, if ϕ(e4), ϕ(e5), ϕ(e6) are not pairwise distinct,
then QϕHp(Γ) = 0.
Assume ϕjkl is admissible for some j, k, l. Then
{j, k} = {ϕ(e2), ϕ(e3)},
l ∈ {j, ϕ(e1)} ⊂ {ϕ(e1), ϕ(e2), ϕ(e3)}.
Thus,
{ϕ(e4), ϕ(e5), ϕ(e6)} ⊂ {j, k, l, ϕ(e1)} ⊂ {ϕ(e1), ϕ(e2), ϕ(e3)}.
Similarly,
{ϕ(e1), ϕ(e2), ϕ(e3)} ⊂ {ϕ(e4), ϕ(e5), ϕ(e6)}.
This implies that QϕHp(Γ) = 0 if {ϕ(e1), ϕ(e2), ϕ(e3)} 6= {ϕ(e4), ϕ(e5), ϕ(e6)}. Now we can conclude
that QϕHp(Γ) = 0 if ϕ is not admissible.
Next, assume ϕ is admissible. After possibly introducing some virtual crossings before replacing the
triple wide edge with the three double wide edges, which does not affect our result, we can assume that
ϕ(e1) = ϕ(e6), ϕ(e2) = ϕ(e5), ϕ(e3) = ϕ(e4). Then ϕjkl is admissible if and only if l = ϕ(e1) = ϕ(e6),
k = ϕ(e2) = ϕ(e5), j = ϕ(e3) = ϕ(e4). So, J(QϕHp(Γ)) ⊂ QϕjklHp(Γ
′), where j, k, l are as above. From
the proof of Proposition 4.6, one can see that P factors through the χ1-map associated to the right wide
edge in Γ′. By Gornik’s computation, we have that P (QϕjklHp(Γ
′)) = 0. So QϕjklHp(Γ
′) ⊂ J(Hp(Γ)).
But Hp(Γ) =
∑
ψ QψHp(Γ), where ψ runs through all states of Γ. From the above argument, we know
that, if ψ 6= ϕ, then QψHp(Γ) is either 0, or mapped by J into some Qψ′Hp(Γ
′), where ψ′ is a state of Γ′
not equal to ϕjkl. This implies that QϕjklHp(Γ
′) ⊂ J(QϕHp(Γ)). So J(QϕHp(Γ)) = QϕjklHp(Γ
′). But J
is injective. This means QϕHp(Γ) ∼= QϕjklHp(Γ
′), which is 1-dimensional by induction hypothesis. 
With Lemma 5.7 and Proposition 5.8 in hand, we are ready to determine the effects of Reidemeister
moves.
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Proposition 5.9. If D and D′ are two link diagrams that differ by a Reidemeister move, then there is
a canonical 1-1 correspondence between the states of D and states of D′ such that, if ϕ and ϕ′ are states
of D and D′ corresponding to each other, and Ψ : Hp(D) → Hp(D
′) is the isomorphism induced by the
Reidemeister move, then ∃ λϕ ∈ C \ {0} with Ψ([fϕ]) = λϕ[fϕ′ ].
Proof. Since D and D′ differ by a Reidemeister move, there is natural 1-1 correspondence between the
components of D and D′. This induces the 1-1 correspondence between the states of D and D′, i.e.
corresponding states have equal values on corresponding components. To show that this correspondence
is compatible with the isomorphism induced by the Reidemeister move, we need to discuss the type of
the Reidemeister move involved.
Reidemeister Move I. (i) Assume D′ is D plus a positive kink. Then Ψ is induced by the composition
of the two homomorphisms in Figure 40, where the homomorphism J is the inclusion of H(Cp(D0), dmf )
into H(Cp(D
′), dmf ). Let K be the component of D containing the visible strand. Write k = ϕ(K). For
j = 0, 1 · · · , n− 1, let ϕj be the state of D0 that agrees with ϕ on components of D, and has value j on
the new circle. Then fϕ′ = J(fϕk). By Lemma 5.2, there exits λ 6= 0 such that
ι(fϕ) = λfϕ · (
n−1∑
j=0
fj(x)) = λ
n−1∑
j=0
fϕj .
From [9], J∗([fϕj ]) = 0 if j 6= k. (See, e.g., Figure 6 of [9].) Also Ψ([fϕ]) = J∗ ◦ ι∗([fϕ]) = λ[fϕ′ ].
✻
D
✲ι
✻
x
D0
✲J
❑
D′
Figure 40. Positive kink
(ii) Assume D′ is D plus a negative kink. Then Ψ−1 is induced by the composition of the homomor-
phisms in Figure 41, where P is the projection from H(Cp(D
′), dmf ) onto H(Cp(D0), dmf ). Define k and
ϕj as above. Then P (fϕ′) = fϕk . And, by Lemma 5.2, ε(fϕk) = µ
′fϕ for some µ
′ ∈ C \ {0}. Thus,
Ψ−1([fϕ′ ]) = µ
′[fϕ].
✕
D′
✲P
✻
x
D0
✲ε
✻
D
Figure 41. Negative kink
Reidemeister move IIa. Assume D
′ is D with a pair of canceling crossings created by a Reidemeister
IIa move. Recall that Ψ
−1 is induced by Gaussian elimination which eliminates the chain complexes
associated to graphs Γ01 Γ10 and Γ11 in Figure 42. Let the components of D containing the two visible
strands be K1 and K2, and K
′
1, K
′
2 the corresponding components of D
′. Consider a state ϕ of D. Write
k1 = ϕ(K1) and k2 = ϕ(K2). Then k1 = ϕ
′(K ′1) and k2 = ϕ
′(K ′2). If k1 = k2 and fϕ′ is an element of
H(Cp(Γ00), dmf ). By the definition of Ψ
−1, it’s clear that Ψ−1([fϕ′ ]) = fϕ.
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❨✯
D′
✻ ✻
D = Γ00
x1
x4
x2
x3
❦✸
✗❖
Γ10
x1
x4
x2
x3
■
✗❖
✒
✗❖
Γ11
x1
x4
x2
x3
x6 x5- -
✒ ■
✻ ✻
Γ01
x1
x4
x2
x3
Figure 42. Reidemeister move IIa
Next, we consider the case k1 6= k2. In this case, fϕ′ is an element of H(Cp(Γ11), dmf ). From Gornik’s
computation, see e.g. Figure 6 of [9], we have χ1(fϕ) = 0, where χ1 is the χ1-map associated to the lower
wide edge. By Lemma 4.4, this implies that fϕ ∈ H(Cp(Γ01), dmf ){1} in the decomposition
H(Cp(Γ11), dmf ) ∼= H(Cp(Γ10), dmf ){−1} ⊕H(Cp(Γ01), dmf ){1}.
Let χ0 be the χ0-map associated to the upper wide edge. Then χ0 admits the decomposition depicted in
Figure 43, where the vertical homomorphism is the obvious isomorphism. Let ϕ01 be the admissible state
of Γ01 that takes values k1 and k2 in the part of Γ01 depicted in Figure 43 as shown, and agrees with ϕ
′
everywhere else. From the decomposition of χ0, we have P ◦ χ0(fϕ01) = fϕ′ , where fϕ01 is the element
of H(Cp(Γ01), dmf ) associated to ϕ01, and P is the project of H(Cp(Γ11), dmf ) onto H(Cp(Γ01), dmf ){1}
from the above decomposition of H(Cp(Γ11), dmf ). Recall that P ◦ χ0 is the isomorphism we used to
eliminated the two copies of H(Cp(Γ01), dmf ){1} in H(Cp(D
′), dmf ). Thus, in the process of Gaussian
Elimination, fϕ′ is mapped to χ
′
1(fϕ01) ∈ H(Cp(Γ00), dmf ), where χ
′
1 is the χ1-map associated to the
lower wide edge. It is clear that χ′1(fϕ01) is a non-zero multiple of fϕ. (See Figure 6 of [9].) This implies
that Ψ−1([fϕ′ ]) = λ[fϕ] for some λ ∈ C \ {0}.
❘
ξ0
✒ ■
❑ ✕
Γ′01
k1
k1
k2
k2
■
✗❖
✒
✗❖
Γ11
k1
k1
k2
k2
k2 k1- -
✻∼=
✲χ0
✒ ■
✻ ✻
Γ01
k1
k1
k2
k2
Figure 43. Decomposing the χ0-map
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❘
✠
✻
■
x1 x2
x3
x5
Γ01
❘
■
■
❘✒
✠
x1 x2
x4 x3
x5
x6
Γ11
■
✒
❄
❘
x1 x2
x4
x5
Γ10
❘
■
x1 x2
x5
Γ00
❘
■
x1 x2
Γ
❘
■
x1
x3
D
❑
❘ D
′
x1
x3
Figure 44. Reidemeister move IIb
Reidemeister move IIb. Assume D
′ is D with a pair of canceling crossings created by a Reidemeister
IIb move. Then Ψ
−1 is induced by the Gaussian elimination that eliminates Γ00, Γ01, Γ10 and the⊕n−3
i=0 H(Cp(Γ), dmf ){3− n+ 2i} component of H(Cp(Γ11), dmf ) in the decomposition
H(Cp(Γ11), dmf ) ∼= H(Cp(D), dmf )⊕ (
n−3⊕
i=0
H(Cp(Γ), dmf ){3− n+ 2i}),
where Γ, Γ00, Γ01, Γ10 and Γ11 are depicted in Figure 44. Let the components of D containing the two
visible strands be K1 and K3, and K
′
1, K
′
3 the corresponding components of D
′. Consider a state ϕ of
D. Write k = ϕ(K1) and l = ϕ(K3). Then k = ϕ
′(K ′1) and l = ϕ
′(K ′3).
If k 6= l, then ϕ′ induces an admissible state ϕˆ′ of Γ11 such that ϕˆ
′(e1) = ϕˆ
′(e2) = ϕˆ
′(e6) = k,
ϕˆ′(e3) = ϕˆ
′(e4) = ϕˆ
′(e5) = l, where ej is the edge marked by xj . The projection
G : H(Cp(Γ11), dmf )→ H(Cp(D), dmf )
from the above decomposition of H(Cp(Γ11), dmf ) is defined in Figure 16. It is the composition of two
saddle moves followed by a ε˜-map. By Lemmas 5.3 and 5.7,
G(fϕ′) = λ
′ε˜(fϕ′
kl
)fϕ = λ
′′fϕ,
where fϕ′
kl
is the admissible state of Γˆ defined in Lemma 5.7, and λ′, λ′′ are non-zero complex numbers.
By its construction in Subsection 3.3, the projection
β˜ : H(Cp(Γ11), dmf )→
n−3⊕
i=0
H(Cp(Γ), dmf ){3− n+ 2i}
from the above decomposition of H(Cp(Γ11), dmf ) factors through the χ1-maps of the two wide edges.
From Gornik’s computation (see Figure 6 of [9]), β˜(fϕ′) = 0. This means that fϕ′ ∈ H(Cp(D), dmf )
in the above decomposition of H(Cp(Γ11), dmf ) and is a non-zero multiple of fϕ, which implies that
Ψ−1([fϕ′ ]) = λ
′′[fϕ].
If k = l, then ϕ′ induces an admissible state ϕˆ′ of Γ00 such that ϕˆ
′(e1) = ϕˆ
′(e2) = ϕˆ
′(e5) = k,
where ej is the edge marked by xj . Recall that, in the first step of the Gaussian elimination, we elimi-
nated H(Cp(Γ10), dmf ) and the
⊕n−2
i=0 H(Cp(Γ), dmf ){1− n+ 2i} component of H(Cp(Γ00), dmf ) in the
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decomposition
H(Cp(Γ00), dmf ) =
n−1⊕
i=0
H(Cp(Γ), dmf ){1− n+ 2i}.
So, after this reduction, fϕ′ is mapped to ε(fϕ′) in the remaining component H(Cp(Γ), dmf ){n − 1} =
xn−15 H(Cp(Γ), dmf ){1− n} of H(Cp(Γ00), dmf ). In the decomposition
H(Cp(Γ01), dmf ){1} =
n−2⊕
i=0
H(Cp(Γ), dmf ){3− n+ 2i} =
n−2⊕
i=0
xi5H(Cp(Γ), dmf ){3− n},
the top component xn−25 H(Cp(Γ), dmf ){3−n} is isomorphic to the remaining component x
n−1
5 H(Cp(Γ), dmf ){1−
n} of H(Cp(Γ00), dmf ) via the χ1-map of the right wide edge. This isomorphism is used to eliminate
these two components. Let ϕˆ′j be the state of Γ01 that agrees with ϕˆ
′ everywhere except ϕˆ′j(e5) = j. The
ϕˆ′j is admissible if and only if j 6= k. Use the fact that
xn−25 =
1
n
n−1∑
j=0
e−
4jpi
n
ifj(x5),
it is easy to check that
∑
j 6=k e
− 4jpi
n
ifϕˆ′
j
∈ xn−25 H(Cp(Γ), dmf ){3− n}, and
ε(fϕ′) = µχ1(
∑
j 6=k
e−
4jpi
n
ifϕˆ′j ),
where µ ∈ C \ {0}, and j runs through {0, 1, · · · , n − 1} \ {k}. So, after the second elimination, fϕ′ is
mapped to −µχ0(
∑
j 6=k e
− 4jpi
n
ifϕˆ′
j
) ∈ H(Cp(Γ11), dmf ), where χ0 is the χ0-map associated to the left wide
edge. Use the method in the proof of Lemma 3.6, one can check that β˜ ◦ χ0|xn−25 H(Cp(Γ),dmf){3−n}
= 0.
Then, χ0(
∑
j 6=k e
− 4jpi
n
ifϕˆ′
j
) ∈ H(Cp(D), dmf ) in the above decomposition of H(Cp(Γ11), dmf ). More
specifically, in this decomposition, χ0(
∑
j 6=k e
− 4jpi
n
ifϕˆ′j ) corresponds to the element
G(χ0(
∑
j 6=k
e−
4jpi
n
ifϕˆ′
j
)) ∈ H(Cp(D), dmf ).
Denote by η3, η4 the homomorphisms associated to the two saddle moves in the definition of G. Then
G(χ0(
∑
j 6=k
e−
4jpi
n
ifϕˆ′j )) = ε˜ ◦ η3 ◦ η4 ◦ χ0(
∑
j 6=k
e−
4jpi
n
ifϕˆ′j )
= ε˜ ◦ χ0 ◦ η3 ◦ η4(
∑
j 6=k
e−
4jpi
n
ifϕˆ′
j
)
= µ′ε˜ ◦ χ0(
∑
j 6=k
e−
4jpi
n
ifkj)fϕ,
where µ′ ∈ C \ {0}, fkj = fk(x1)fj(x5) ∈ Hp(Γˆ
′), and Γˆ′ is in depicted in Figure 45.
It is easy to see that
Hp(Γˆ) ∼= C[x1, x3, x5]/(u1515, v1515, (x3 − x1)(x3 − x5)),
Hp(Γˆ
′) ∼= C[x1, x5]/(u1515, v1515).
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❘
■
❯
❑
x1
x5
x3
x6
Γˆ
✻✻
x1
x5
Γˆ′
Figure 45. Γˆ and Γˆ′
By Remark 2.17 and the definition of χ0, we know that χ0 = m(x3 − x5) : Hp(Γˆ
′){1} → Hp(Γˆ). Thus,
from Lemma 5.7,
χ0(
∑
j 6=k
e−
4jpi
n
ifkj) =
∑
j 6=k
e−
4jpi
n
i(x3 − x5)fk(x1)fj(x5)
=
∑
j 6=k
e−
4jpi
n
i(x3 − e
2jpi
n
i)fk(x1)fj(x5)
=
1
n2
∑
j 6=k
e−
4jpi
n
i(e
2kpi
n
i − e
2jpi
n
i)fϕkj ,
where fϕkj is defined in Lemma 5.7. From that lemma,
ε˜ ◦ χ0(
∑
j 6=k
e−
4jpi
n
ifkj) = ε˜(
1
n2
∑
j 6=k
e−
4jpi
n
i(e
2kpi
n
i − e
2jpi
n
i)fϕkj )
= −
λ
n2
∑
j 6=k
e−
4jpi
n
i(e
2kpi
n
i − e
2jpi
n
i)e
2(k+j)pi
n
i
= −
λ
n2
∑
j 6=k
(e
2(2k−j)pi
n
i − e
2kpi
n
i)
=
λ
n
· e
2kpi
n
i 6= 0,
where λ is the non-zero scalar from Lemma 5.7.
Thus, G(χ0(
∑
j 6=k e
− 4jpi
n
ifϕˆ′j)) is a non-zero multiple of fϕ, which implies that Ψ
−1([fϕ′ ]) = λ
′[fϕ] for
some λ′ ∈ C \ {0}.
✒✻■
x2x3 x1
D
✒✻■
D′
x2 x1x3
Figure 46. Reidemeister move III
Reidemeister move III. Assume D and D′ deffer by a Reidemeister move III as depicted in Figure 46.
Let ϕ be a state of D, and ϕ(K1) = j, ϕ(K2) = k, ϕ(K3) = l, where Kj is the component of D marked
by xj . Then ϕ
′ is the state of D′ with ϕ′(K ′1) = j, ϕ
′(K ′2) = k, ϕ
′(K ′3) = l, where K
′
j is the component
of D corresponding to Kj .
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✻
✻
✒ ■
❖
❖ ✗
✗
✻
Γ111
x6 x5 x4
x3 x2 x1
x8
x9
x7
✻
✻✻
✻✻
Γ010
x6 x5 x4
x3 x2 x1
✻
✻
■✒
✻
✗❖
❖
Γ101
x6 x5 x4
x3 x2 x1
x8 x7
✻
✻ ✻
✻ ✻
Γ100 = Γ001
x6 x5 x4
x3 x2 x1
✻ ✻
✻
✒ ■
✗
✻
Γ011
x6 x5 x4
x3 x2 x1
x7
✻
❖
❖ ✗ ✻
✻
✻ ✻
Γ110
x6 x5 x4
x3 x2 x1
x9
✻ ✻ ✻
Γ000
x6 x5 x4
x3 x2 x1
✻ ✻ ✻
✻
✻
✻
Γ
x6 x5 x4
x3 x2 x1
Figure 47. Local diagrams related to Reidemeister move III
Recall that Ψ : Hp(D)→ Hp(D
′) is induced by the Gaussian eliminations that reduce (H(Cp(D), dmf ), dχ)
and (H(Cp(D
′), dmf ), dχ) to chain complexes (C, d
′) and (C, d′′) of the form
0→ H(Cp(Γ), dmf ){3n} →
H(Cp(Γ011), dmf ){3n − 1}
⊕
H(Cp(Γ110), dmf ){3n − 1}
→
H(Cp(Γ001), dmf ){3n − 2}
⊕
H(Cp(Γ010), dmf ){3n − 2}
→ H(Cp(Γ000), dmf ){3n− 3} → 0,
and the isomorphism between (C, d′) and (C, d′′) is given by
H(Cp(Γ), dmf ){3n}
id
−→ H(Cp(Γ), dmf ){3n},
H(Cp(Γ011), dmf ){3n− 1}
⊕
H(Cp(Γ110), dmf ){3n− 1}
0@ λ1 0
0 λ2
1A
−−−−−−−−−−→
H(Cp(Γ011), dmf ){3n− 1}
⊕
H(Cp(Γ110), dmf ){3n− 1}
,
H(Cp(Γ001), dmf ){3n− 2}
⊕
H(Cp(Γ010), dmf ){3n− 2}
0@ λ1λ3 0
0 λ1λ4
1A
−−−−−−−−−−−−−→
H(Cp(Γ001), dmf ){3n− 2}
⊕
H(Cp(Γ010), dmf ){3n− 2}
,
H(Cp(Γ000), dmf ){3n− 3}
λ1λ3λ7id−−−−−−→ H(Cp(Γ000), dmf ){3n− 3},
where λ1, · · · , λ7 are non-zero scalars.
If j = k = l, then fϕ and fϕ′ are multiples of the same non-zero element of H(Cp(Γ000), dmf ){3n− 3}.
So they are not affected by the Gaussian elimination, and the above isomorphism maps fϕ to a non-zero
multiple of fϕ′ . Thus, Ψ([fϕ]) = λ[fϕ′ ], where λ 6= 0.
If j = k 6= l, then fϕ and fϕ′ are multiples of the same non-zero element of H(Cp(Γ011), dmf ){3n− 1}.
So they are not affected by the Gaussian elimination, and the above isomorphism maps fϕ to a non-zero
multiple of fϕ′ . Thus, Ψ([fϕ]) = λ[fϕ′ ], where λ 6= 0. The case when j 6= k = l is similar.
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If j = l 6= k, then fϕ is a non-zero element of H(Cp(Γ101), dmf ){3n− 1}. Let ϕ100 be the admissible
state of Γ100 that agrees with ϕ outside the visible part of Γ100 in Figure 47 with ϕ100(e1) = ϕ100(e3) =
ϕ100(e4) = ϕ100(e6) = j and ϕ100(e2) = ϕ100(e5) = k, where ec is the edge marked by xc. Let f100 be a
non-zero element of Qϕ100Hp(Γ100). Then, similar to the proof of Reidemeister move IIa, we know that
fϕ is mapped to a non-zero multiple of
χ1 ◦ J(f100) + χ
′
1 ◦ J(f100) ∈ H(Cp(Γ011), dmf ){3n− 1} ⊕H(Cp(Γ110), dmf ){3n− 1}
after the Gaussian elimination, where χ1 and χ
′
1 are the χ1-maps associated to the upper and lower wide
edges of Γ111 and J : H(Cp(Γ100), dmf ){3n} → H(Cp(Γ111), dmf ){3n} is the inclusion map from the
decomposition
H(Cp(Γ111), dmf ){3n} ∼= H(Cp(Γ), dmf ){3n} ⊕H(Cp(Γ100), dmf ){3n}.
Let ϕ011,c be the state of Γ011 agrees with ϕ outside the visible part of Γ011 in Figure 47 with ϕ011,c(e1) =
ϕ011,c(e3) = ϕ011,c(e4) = ϕ011,c(e6) = j, ϕ011,c(e2) = ϕ011,c(e5) = k and ϕ011,c(e7) = c, and ϕ110,c be the
state of Γ110 agrees with ϕ outside the visible part of Γ110 in Figure 47 with ϕ110,c(e1) = ϕ110,c(e3) =
ϕ110,c(e4) = ϕ110,c(e6) = j, ϕ110,c(e2) = ϕ110,c(e5) = k and ϕ110,c(e9) = c. Clearly, ϕ011,c is admissible if
and only if c = k; ϕ110,c is admissible if and only if c = k. From Theorem 5.4,
χ1 ◦ J(f100) ∈ Qϕ011,kH(Cp(Γ011), dmf ){3n− 1},
χ′1 ◦ J(f100) ∈ Qϕ110,kH(Cp(Γ110), dmf ){3n− 1}.
Let f011 and f110 be non-zero elements of the 1-dimensional spaces H(Cp(Γ011), dmf ){3n − 1} and
Qϕ110,kH(Cp(Γ110), dmf ){3n− 1}. Then χ1 ◦ J(f100) + χ
′
1 ◦ J(f100) = µ1f011 + µ2f110, where µ1, µ2 ∈ C,
and (µ1, µ2) 6= 0 since χ1 ◦ J(f100) + χ
′
1 ◦ J(f100) is a cocycle of (C, d
′) and [χ1 ◦ J(f100) + χ
′
1 ◦ J(f100)]
corresponds to [fϕ] 6= 0 in the Gaussian elimination. From Gornik’s computation, see Figure 6 of [9], we
have d′(f011) 6= 0, d
′(f110) 6= 0. This implies that µ1 6= 0 and µ2 6= 0. Altogether, we have that, after the
Gaussian elimination, fϕ is mapped to µ1f011 + µ2f110, where µ1 6= 0 and µ2 6= 0. Similarly, after the
Gaussian elimination, fϕ′ is mapped to ν1f011 + ν2f110, where ν1 6= 0 and ν2 6= 0. Now use the fact that
d′(µ1f011 + µ2f110) = d
′′(ν1f011 + ν2f110) = 0 and(
λ1λ3 0
0 λ1λ4
)
◦ d′ = d′′ ◦
(
λ1 0
0 λ2
)
,
it is easy to see that λ1µ1f011 + λ2µ2f110 is a non-zero multiple of ν1f011 + ν2f110. This implies that
Ψ([fϕ]) = λ[fϕ′ ] for some λ ∈ C \ {0}.
If j, k, l are pairwise distinct, then ϕ induces an admissible state of Γ111, and fϕ ∈ H(Cp(Γ111), dmf ){3n}.
By Gornik’s computation, see Figure 6 of [9], χ′′1(fϕ) = 0, where χ
′′
1 is the χ1-map associated to the right
wide edge in Γ111. But the projection P
′′ : H(Cp(Γ111), dmf ){3n} → H(Cp(Γ100), dmf ){3n} from the
decomposition
H(Cp(Γ111), dmf ){3n} ∼= H(Cp(Γ), dmf ){3n} ⊕H(Cp(Γ100), dmf ){3n}
factors through χ′′1 : H(Cp(Γ111), dmf ){3n} → H(Cp(Γ101), dmf ){3n}. This means that fϕ ∈ H(Cp(Γ), dmf ){3n}
in the above decomposition. Let ϕˆ be the admissible state of Γ induced by ϕ. Then fϕ is a non-zero
element of QϕˆH(Cp(Γ), dmf ){3n}. Similarly, fϕ′ is a non-zero element of QϕˆH(Cp(Γ), dmf ){3n}. Ac-
cording to Proposition 5.8, QϕˆH(Cp(Γ), dmf ){3n} is 1-dimensional. So fϕ′ is a non-zero multiple of fϕ,
which implies that Ψ([fϕ]) = λ[fϕ′ ] for some λ ∈ C \ {0}. 
We are now ready to generalize Rasmussen’s arguments in [18]. Let S be a cobodism from link D
to link D′, and (S1, · · · , Sm) a movie presentation of S, where each Sj is an elementary link cobodism.
Let Dj−1 and Dj be the initial and terminal ends of Sj . In particular, D0 = D and Dm = D
′. Define
Sj = S1∪· · ·∪Sj , and Ψj = ΨSj ◦ · · · ◦ΨS1 . Sj is a cobodism from D = D0 to Dj . A component of Dj is
called evolved if it is a boundary component of a component of Sj that contains at least one component
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of D. A component of Dj is called created if it is not evolved. For k = 0, 1, · · · , n − 1, let ϕ
(k) be the
state of D whose value is k on every component of D. A state ψ of Dj is said to be compatible with
ϕ(k) if any two components of D⊔Dj contained in the same component of Sj have the same value under
the function ϕ(k) ⊔ ψ. In particular, if ψ is compatible with ϕ(k), then its value is k on every evolved
component of Dj . The following is a generalization of Proposition 4.1 of [18].
Proposition 5.10 (Compare with Proposition 4.1 of [18]). If S has no closed components, then
Ψj([fϕ(k) ]) =
∑
ψ
λψ,j [fψ],
where ψ runs through all states of Dj compatible with ϕ
(k), and each λψ,j is a non-zero scalar.
Proof. Define Ψ0 = id : Hp(D)→ Hp(D). We prove the proposition by induction on j. when j = 0, the
proposition is trivially true. Assume the proposition is true for j − 1. Consider Ψj = ΨSj ◦Ψj−1.
If Sj corresponds to a Reidemeister move, then, by Proposition 5.9, the proposition is clearly true for
j.
If Sj corresponds to a circle creation, then each state ψ of Dj−1 induces n states ψl of Dj , where
l = 0, 1, · · · , n − 1, and ψl agrees with ψ on components inherited from Dj−1, and takes value l on the
new component. Clearly, if ψ is compatible with ϕ(k), so is ψl, l = 0, 1, · · · , n− 1. Moreover, any state of
Dj compatible with ϕ
(k) is induced by a state of Dj−1 compatible with ϕ
(k). By Proposition 5.6, there
is a non-zero scalar λ such that
ΨSj ([fψ]) = λ
n−1∑
l=0
[fψl ].
Thus,
Ψj([fϕ(k) ]) =
∑
ψ
n−1∑
l=0
λλψ,j−1[fψl ],
where ψ runs through all states of Dj−1 compatible with ϕ
(k), and λψ 6= 0 ∀ ψ. Note that each state
of Dj compatible with ϕ
(k) appears exactly once in the above sum. The proposition for j follows in this
case.
If Sj corresponds to a circle annihilation, then every state ψ of Dj−1 induces a unique state ψ
′ of
Dj , which agrees with ψ on the unchanged components. Clearly, if a state ψ of Dj−1 is compatible
with ϕ(k), then the state ψ′ of Dj induced by ψ is also compatible with ϕ
(k). Moreover, any state of
Dj compatible with ϕ
(k) is induced by a state of Dj−1 compatible with ϕ
(k). If two different states of
Dj−1 compatible with ϕ
(k) induce the same state of Dj , then the circle being annihilated must be the
only boundary component of a component of Sj−1. Which means Sj has a closed component. This
contradicts the assumption that S has no closed components. Thus, different states of Dj−1 induce
different states Dj. By Proposition 5.6, for any state ψ of Dj−1, there exists a non-zero scalar µψ such
that ΨSj([fψ ]) = µψ[fψ′ ]. So
Ψj([fϕ(k) ]) = ΨSj(
∑
ψ
λψ,j−1[fψl ]) =
∑
ψ′
µψλψ,j−1[fψ′ ],
where ψ runs through all states of Dj−1 compatible with ϕ
(k), and ψ′ runs through all states of Dj
compatible with ϕ(k). The proposition for j follows in this case.
Finally, consider the case when Sj corresponds to a saddle move. Let K1 and K2 be the components
involved in the move. (It’s possible that K1 = K2.) Let ψ be a state of Dj−1. If ψ(K1) 6= ψ(K2),
then ΨSj([fψ ]) = 0. If ψ is compatible with ϕ
(k), and ψ(K1) = ψ(K2), then ψ induces a unique state
ψ′ of Dj compatible with ϕ
(k), which agrees with ψ on the unchanged components, and takes the value
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ψ(K1) = ψ(K2) on the changed components. Moreover, any state of Dj compatible with ϕ
(k) is induced
by a unique state ψ of Dj−1 compatible with ϕ
(k) with ψ(K1) = ψ(K2). By Proposition 5.6, for any state
ψ of Dj−1 with ψ(K1) = ψ(K2), there exists a non-zero scalar νψ such that ΨSj([fψ]) = νψ[fψ′ ], where
ψ′ is the state of Dj induced by ψ. So
Ψj([fϕ(k) ]) = ΨSj (
∑
ψ
λψ,j−1[fψl ]) =
∑
ψ′
νψλψ,j−1[fψ′ ],
where ψ runs through all states of Dj−1 compatible with ϕ
(k), and ψ′ runs through all states of Dj
compatible with ϕ(k). The proposition for j follows in this case. 
Theorem 1.6 follows from Proposition 5.10.
Proof of Theorem 1.6. Assume that L is a link in S3, and S is an oriented compact surface with no
closed components smoothly embedded in D4 bounded by −L and χ(S) = χs(L). After possibly a small
perturbation of S that fixes L, we delete a small disk in the interior of S, and get a link cobodism S0
from L to the unknot ©. Note that χ(S0) = χ(S)− 1. Let (S1, · · · , Sm) be a movie presentation of S
0,
and Ψ = ΨSm ◦ · · · ◦ ΨS1 . For k = 0, 1, · · · , n− 1, let ϕ
(k) be the state of L that takes value k on every
component of L, and ϕ
(k)
0 the state of © that takes value k on the only component of ©. Since S has
no closed components, © must be evolved from the components of L. This means that ϕ
(k)
0 is the only
state of © compatible with ϕ(k). By Proposition 5.10, Ψ([fϕ(k) ]) = λk[fϕ(k)0
], where λk ∈ C \ {0}. But
{[f
ϕ
(0)
0
], [f
ϕ
(1)
0
], · · · , [f
ϕ
(n−1)
0
]} is a basis for Hp(©). So Ψ : Hp(L) → Hp(©) is surjective. Let [f ] be a
non-zero element of Hp(©) of degree n− 1 = g
max
p (©), then there exists a non-zero element [f˜ ] of Hp(L)
such that Ψ([f˜ ]) = [f ]. But Ψ ∈ F−(n−1)χ(S
0)Hom(Hp(L), Hp(©)). So
n− 1 = gmaxp (©) = deg([f ]) ≤ deg([f˜ ])− (n− 1)χ(S
0) ≤ gmaxp (L)− (n− 1)χ(S
0),
and hence
gmaxp (L) ≥ (n− 1)χ(S
0) + gmaxp (©) = (n− 1)χ(S) = (n− 1)χs(L).
Next, consider the special situation when L = K is a knot. In this case, Ψ is an isomorphism since
Ψ : Hp(K) → Hp(©) is surjective and dimHp(K) = dimHp(©) = n. Let [f
′] be a non-zero element of
Hp(K) with deg([f
′]) = gminp (K). Then Ψ([f
′]) 6= 0, and
1− n = gminp (©) ≤ deg(Ψ([f
′])) ≤ −(n− 1)χ(S0) + deg([f ′]) = −(n− 1)χ(S0) + gminp (K).
So,
gminp (K) ≥ (n− 1)χ(S
0) + gminp (©) = (n− 1)(χ(S
0)− 1) = (n− 1)(χ(S)− 2).
Note that, in this case, S has only one boundary component and χ(S) = 1− 2gs(K), where gs(K) is the
slice genus of K. Therefore,
sn(K) =
1
2
(gmaxp (K) + g
min
p (K)) ≥ (n− 1)(χ(S)− 1) = −2(n− 1)gs(K).
Now reverse the orientation of S0, we get a cobodism −S0 of genus g from the unknot © to K. A movie
presentation of −S0 induces a homomorphism Φ : Hp(©) → Hp(K). Then Φ is also an isomorphism,
and Φ ∈ F−(n−1)χ(S
0)Hom(Hp(©), Hp(K)). We can argue as above to show that
n− 1 = gmaxp (©) ≥ (n− 1)χ(S
0) + gmaxp (K),
1− n = gminp (©) ≥ (n− 1)χ(S
0) + gminp (K).
So,
sn(K) =
1
2
(gmaxp (K) + g
min
p (K)) ≤ −(n− 1)χ(S
0) = −(n− 1)(χ(S)− 1) = 2(n− 1)gs(K).
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Thus,
|sn(K)| ≤ 2(n− 1)gs(K).

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