This work presents a new approach to Muller's ratchet, where Haigh's model is approximately mapped into a simpler model that describes the behaviour of a population after a click of the ratchet, i.e., after loss of what was the fittest class. This new model predicts the distribution of times to the next click of the ratchet and is equivalent to a Wright-Fisher model for a population of haploid asexual individuals with one locus and two alleles. Within this model, the fittest members of a population correspond to carriers of one allele, while all other individuals have suboptimal fitness and are represented as carriers of the other allele. In this way, all suboptimal fitness individuals are amalgamated into a single ''mutant'' class.
Introduction
Muller's ratchet is a random process that occurs in a finite population of asexual individuals. It corresponds to the repeated irreversible loss of the fittest class of individuals and results in degradation of the fitness of a population over time. It can arise from the combined effects of recurrent deleterious mutations, the effective absence of beneficial (back) mutations, the absence of recombination, and random genetic drift (Muller, 1964; Felsenstein, 1974) .
In a finite population there is inherent randomness in the contribution of different individuals to the next generation. When the set of individuals with the smallest number of mutations (the fittest class) makes no contribution to the next generation, it is lost from the population and one click of Muller's ratchet is said to have taken place. The next fittest class then becomes the fittest class. In the effective absence of both beneficial mutations and recombination, each click of Muller's rachet is irreversible. Clicks of the ratchet randomly occur, and lead to the mean fitness of the population decreasing over time. This process naturally leads to the expectation that asexual species persist for shorter times than broadly comparable recombining sexual species, in which parents of suboptimal fitness may produce offspring of higher fitness than either parent (Felsenstein, 1974; ).
Muller's ratchet is believed to be relevant to a variety of replicators that include: asexually reproducing organisms (Loewe In order to assess the relevance of Muller's ratchet, to any given biological system, it is necessary to determine the rate it predicts for the accumulation of deleterious mutations. There have been many approaches that attempt to do this (see, e.g., Söderberg and Berg, 2007; Rouzine et al., 2008; Etheridge et al., 2008 , and references in Loewe, 2006) . Models that can predict the operation of Muller's ratchet with reasonable accuracy, over a range of parameter values, are typically associated with one of two parameter regimes associated with different behaviours of the ratchet (Loewe and Hill, 2010) . One parameter regime covers the case where, at deterministic mutation selection balance (see Haigh, 1978) , the expected number of individuals in the fittest class is larger than unity, Muller's ratchet operates in a relatively slow regime that is characterised by a large mean time between clicks and also an appreciable level of variation in the time between clicks. The accumulation of mutations in a population occurs when the relatively improbable event that all individuals in the fittest class fail to contribute to the next generation. Under the slow regime, variants of Stephan et al.'s diffusion approximation of Haigh's stochastic treatment (of Haigh's model) produce the most accurate predictions for the ratchet's rate (Stephan et al., 1993; Stephan and Kim, 2002; Gordo and Charlesworth, 2000a, b; Etheridge et al., 2008) . The other parameter regime occurs when the expected number of individuals in the fittest class falls below unity. Muller's ratchet then operates in a relatively fast regime that is characterised by a quasi-continuous accumulation of mutations-which has been described as quasi-deterministic. Here clicks are expected to happen with near deterministic necessity before the system can equilibrate. In this regime the speed of the ratchet can be reasonably described by the models which deal with the lack of an approximate equilibrium between mutation and selection. This includes the work of Gessler (1995) , who employed simulation and analytical approaches to the problem and estimated how the distribution of mutations within a population differs from a Poisson distribution, and the more recent work of Rouzine et al. (2008) , who modelled the ratchet as a semi-deterministic combination of deterministic and stochastic processes associated with a travelling wave. No approximation, however, has yet been produced that accurately spans these two distinct regimes of operation.
In the present work we present an approach to Muller's ratchet that differs from previous approaches. A single click of the ratchet is treated as being describable by a simple Wright-Fisher model of random genetic drift (Fisher, 1922; Wright, 1931) . This entails truncating Haigh's model of Muller's ratchet (Haigh, 1978) and mapping it onto a Wright-Fisher model where just two mutational classes are used to represent all different types of individuals in a population. One of the mutational classes consists of the fittest individuals in a population; the other class is an amalgamation of all suboptimal fitness individuals. The resulting Wright-Fisher model of the ratchet takes the same form in all parameter regimes. It predicts the rate of the ratchet and allows many statistical properties to be numerically calculated, for a wide range of parameter values, without the need for simulation and hence without the associated statistical errors. This approach, however, does have some limitations and does have the potential for improvement-as we point out below. We view the approach presented here as a possible starting point for a uniformly valid model for the rate of Muller's ratchet.
The structure of this paper is as follows. We first introduce a somewhat general model for Muller's ratchet for an asexual haploid population. Next, a truncated version of this model is considered and parameters in the truncated model are explicitly related to parameters in Haigh's (1978) model of Muller's ratchet. In the remaining part of the paper the stochastic dynamics of the truncated model are analysed and properties of the time between clicks of Muller's ratchet are obtained in three different ways: (i) from the numerical solution of properties of a potentially large matrix associated with the Wright-Fisher model, (ii) from a diffusion approximation of the Wright-Fisher model, and (iii) from individual-based simulations of a full model of Muller's ratchet. These three approaches are compared with each another and with the previous approaches of Stephan and Kim (2002) , Gessler (1995) and Rouzine et al. (2008) .
The model presented in this work provides an estimate of the probability distribution for time intervals between clicks of the ratchet, and hence allows the determination of statistics of time intervals. Furthermore, under a wide range of parameter combinations, the model predicts the rate of accumulation of deleterious mutations from Muller's ratchet that lie within one order of magnitude of simulation results. These results include parameter combinations from the fast and slow regimes of operation of the ratchet described above. This work thus raises the possibility that a single theoretical approach may exist for predicting the rate of Muller's ratchet that accurately covers both parameter regimes.
General model
Consider a population of haploid asexual individuals with discrete generations, labelled t ¼0,1,2,y. The census point in a generation is taken to be the adult stage, after all selection has occurred and immediately prior to reproduction. Many other treatments, including Haigh's treatment (Haigh, 1978) , implicitly census immediately after birth of offspring, before viability selection has occurred (we discuss this further in Section 4 and in Appendix A).
The lifecycle of the population is Adults k asexual reproduction with mutation; k followed by the death of all adults Juveniles k viability selection and k number regulation Adults:
New mutations can occur at reproduction and we assume an individual can carry a maximum number of Q mutations. All mutations are assumed to deleteriously affect viability but have no effect on fertility, hence the expected number of offspring of an adult is independent of their mutational load.
In a finite population, where N adults are maintained each generation, the regulation of their number is assumed to occur by a non-selective ecological thinning process that occurs after viability selection has acted. It effectively corresponds to randomly picking N individuals from the population, without replacement, to constitute the adults of the next generation. The chance an individual is picked is independent of the number of mutations they carry.
The viability of a newly born individual is taken to be determined solely by the number of the mutations they carry (Haigh, 1978) . This feature allows us to collect the population into mutational classes. We use X k (t) to represent the proportion or relative frequency (henceforth abbreviated to frequency) of all adults carrying k mutations in generation t, where k¼0,1,y,Q. Since the X k (t) are frequencies they sum to unity at all times:
For a very large (i.e., effectively infinite) population, the changes of X k (t) over time are essentially deterministic in character. In such a case we can write
where X(t) denotes the vector X(t) ¼(X 0 (t),X 1 (t),X 2 (t),y, X Q (t)) and the function B k (X) incorporates the frequency changes of k-mutant adults that are caused by selection and mutation.
To derive the precise form of Eq. (1), let v j denote the relative viability of an individual with j mutations and let M k,j (Q) be the probability that an offspring has k mutations, given its parent had j mutations. Then the frequency of k-mutant offspring produced by adults of generation t is
X j ðtÞ. After selection, the frequency of these individuals is proportional to v k
We note that while Eq. (1) describes the change of frequencies over time of different mutational classes, it has the same mathematical form as a different model, namely a one locus haploid asexual population with Q different alleles. In this one locus model, alleles are denoted as A k , i.e., labelled by k where k¼0,1,y,Q. The quantity X k (t) then has the interpretation as the frequency of the k'th allele in generation t, while the v k characterise the viability of different alleles and the M k,j (Q) contain their probabilities of mutation.
Truncated model: Q ¼1
The analysis presented in this work is based upon a truncated model which is a simplification of the somewhat general model presented in the previous section. We shall proceed by introducing the truncated model and first describe the deterministic behaviour it exhibits when population size is effectively infinite. We then investigate the stochastic behaviour the model exhibits when population size is finite.
The truncated model follows from the model of Section 2 by restricting the number of mutational classes to two. We achieve this by taking Q¼ 1 in Eqs. (1) and (2). Since there are two mutational classes, the truncated model is mathematically equivalent to an effective model for asexual haploid individuals with one locus and two alleles, namely A 0 and A 1 .
The two mutational classes within the truncated model are as follows.
(i) The set of all adults that are mutation free constitute one mutational class. More generally, we take this mutational class to consist of all individuals in a population with the smallest number of mutations and hence the highest fitness and shall refer to it as the fittest class. We represent members of this class, within the effective one locus model, as carriers of the A 0 allele.
(ii) The set of all adults carrying any non-zero number of mutations make up the other mutational class. More generally, we take this mutation class to consist of all suboptimal fitness individuals in the population, i.e., all individuals carrying more mutations than members of the fittest class and shall refer to it as the suboptimal class. We represent its members, within the effective one locus model, as carriers of the A 1 allele. In this way all individuals, who carry more mutations than members of the fittest class, are amalgamated, into a single class.
The frequency of the fittest class in generation t is X 0 (t) while that of the suboptimal class is 1 À X 0 (t). The absence of back mutations means that in the truncated model, mutation is only in one direction: from the fittest class to the suboptimal class. Let m be the probability that an offspring of a mutation-free (i.e., fittest) adult has a non-zero number of mutations. Mutation is then characterised in the truncated model by the mutation rates M k,j (Q) of Eq. (2) being replaced by a truncated set of mutation rates, M k,j
, which have the form M
1,0 ¼ m and M 1,1
(1) ¼1. 
In the next section we relate the parameters in the truncated model to the parameters in Haigh's model of the ratchet (Haigh, 1978) .
Using the forms given above for M k,j (1) and v j in the truncated model, the terms of B k (X) (Eq. (2)), with Q¼1, are B 0 ðXÞ B 0 ðX 0 ,X 1 Þ and B 1 (X) ¼1 ÀB 0 (X) and these can be explicitly found. Because frequencies of the two mutational classes add to unity, we can eliminate X 1 in B 0 (X 0 ,X 1 ) and write this just as a function of X 0 , namely B 0 (X 0 ,1 À X 0 ). We thus define b(x)¼ B 0 (x,1 À x) and bðxÞ ¼ ð1ÀmÞx
It then follows from Eqs. (1), (3) and (4) that in an effectively infinite population, the frequency of the fittest class, X fittest (t), obeys the deterministic equation X fittest (t +1)¼b(X fittest (t)). When mos this equation has the equilibrium solution
In a large (effectively infinite) population, any non-zero frequency of the fittest class will approach the polymorphic equilibrium of Eq. (5).
As we next show, when relating m and s to parameters in Haigh's Model, the condition mos automatically emerges.
Relating parameters
In the standard model of Muller's ratchet (Haigh, 1978) , there is no upper limit to the number of mutations that an individual can carry, hence the parameter Q (introduced in Section 2) is infinite: Q ¼ 1. The mutations in Haigh's model have a Poisson distribution given by M ð1Þ k,j ¼ U ðkÀjÞ e ÀU =ðkÀjÞ! where U is the genomic mutation rate (the expected number of new deleterious mutations in a newly born offspring). Furthermore, the relative viability of individuals with k mutations is given by (1À s) k where the selection coefficient s lies in the range 0 to 1. A plausible way to relate parameters in the truncated model (which has Q¼1) and Haigh's model (which has Q ¼ 1) is to ensure that:
(i) the probability of the fittest class undergoing mutation is the same in each model;
(ii) the equilibrium frequency of the fittest class, in an infinite population, is the same in each model.
We note that the probability of mutation of the fittest class is m in the truncated model, and is 1ÀexpðÀUÞ in Haigh's model. We also note that in the truncated model, the frequency of the fittest class in adults, in an infinite equilibrium population, is given by Eq. (5), i.e., ðsÀmÞ=½sð1ÀmÞ. In Appendix A we show that in Haigh's model, the frequency of the fittest class in adults, in an infinite equilibrium population, is expðÀð1ÀsÞU=sÞ. Combining these results leads to m ¼ 1ÀexpðÀUÞ,
There are several points to note about these forms for m and s.
(a) When the genomic mutation rate, U, is small (U 5 1), the parameter m is also small and approximately equal to U. However, since U or U/s need not necessarily be small, the parameters m and s are not always small, and in some cases they may be close to unity.
(b) When the ratio U/s is large (U=s b 1), we have sC1ÀexpðÀUÞ and in this regime, s changes appreciably with U, but is quite insensitive to changes in s.
(c) From Eqs. (6) and (7), it follows that m=s ¼ 1ÀexpðÀU=sÞ, hence the above method of relating parameters in the two models automatically yields m=so1. This is the condition required for the truncated model to have a polymorphic equilibrium when population size is effectively infinite. If the condition m=so1
did not hold then the analogue of an error catastrophe (Maynard Smith, 1989, pp. 20-23) would occur in the truncated model, where the fittest class would not be present at equilibrium in an effectively infinite population.
There is an intuitive explanation why m=so1: In Haigh's model, the quantity s is a measure of how deleterious a single mutation is. However, there can be an indefinitely large number of deleterious mutations in Haigh's model, hence selection against deleterious mutations can become arbitrarily large and can always exceed the ''strength'' of mutation (U). It is thus natural that in the mapping from Haigh's model to the truncated model, the feature that ''selection is stronger than mutation'' directly manifests itself.
Time of loss of the fittest class
We now consider population number to be regulated at a finite value, via unspecified ecological processes, so that N adults are present in the population each generation. We assume that the number of offspring that are born and survive viability selection are sufficiently large ( bN) that both selection and mutation are essentially deterministic processes (with negligible variation around expected values). Given this, the principal place in the lifecycle where randomness occurs is the ecological thinning of the population to N individuals.
Thinning corresponds to sampling a population without replacement. However, given that a sample (of size N) is drawn from the much larger number of individuals that survive selection, thinning is well approximated by sampling with replacement. This means, in particular, that when the population size is finite, the truncated model can be treated as a WrightFisher model (Fisher, 1922; Wright, 1931) of haploid asexual individuals with one locus and two alleles. We shall perform a statistical analysis within the framework of such a model. This is equivalent to following the fates of a very large number of replicate populations and determining the probability distribution for the random time at which the frequency of the fittest class of adults vanishes.
We note that in any replicate population, the frequency of adults in the fittest class in generation t, namely X fittest (t), is a random variable that takes one of the particular values
In different populations, X fittest (t) may have different values. If X fittest (t) equals x n in a particular replicate population then there are n fittest individuals in that population and NÀ n individuals who carry more mutations than individuals in the fittest class. When the fittest class is lost, its frequency, X fittest (t), achieves the value zero, and a click of the ratchet is said to have taken place. Our approach to determining the distribution of times between clicks of the ratchet is non-standard since we describe the behaviour of a population immediately after a click of the ratchet. That is, immediately after the time where loss of (what was) the fittest class has occurred, and offspring of some suboptimal adults have just been promoted to the fittest class.
We measure time so that a click of the ratchet occurred immediately prior to time t ¼0. Thus in our approach, all replicate populations possess one or more individuals in the (newly promoted) fittest class at time t ¼0. There are then two processes that occur to the distribution (over all replicate populations) of the frequency of the fittest class.
The first process is relaxation over time of the distribution of the frequency of the fittest class. Immediately after a click of the ratchet, the distribution of the frequency of the fittest class will not have an equilibrium form. We assume, however, that this distribution relaxes to a characteristic form, and during the time of establishment of this characteristic form, a negligible fraction of all replicate populations lose the fittest class. This is a simplifying assumption that neglects the time of relaxation of the distribution of the frequency of the fittest class, compared with the mean time it takes to lose the fittest class. The characteristic form of the distribution of the frequency of the fittest class that is achieved after relaxation is termed a quasistationary distribution (Darroch and Seneta, 1965) . Formally, the quasistationary distribution can be defined as the equilibrium probability distribution of the frequency of the fittest class, when loss of the fittest class cannot occur.
The next process that occurs is loss of the fittest class. As time proceeds, loss of the fittest class occurs in some of the replicate populations, and this is signalled by the occurrence (and growth) of a spike in the distribution of the frequency of the fittest class at the value zero (i.e., at X fittest ¼0). The overall distribution of X fittest then has a spike at X fittest ¼0 and the distribution of non-zero values of X fittest has a quasistationary shape, albeit with a reduced amplitude. Fig. 1 illustrates this situation.
In many regards, the quasistationary distribution plays the role of an equilibrium distribution of all non-zero values X fittest .
In Appendix B, we give details of the stochastic loss of the fittest class in terms of a Wright-Fisher model. To determine the expected time of loss of the fittest class (and the relaxation time), 0 1 0 frequency of fittest class, x probability distribution Fig. 1 . The figure illustrates the distribution of the frequency of the fittest class, X fittest (t), over replicate populations. The figure was calculated from a WrightFisher model describing two mutational classes, namely the fittest class of adults and the class encompassing all suboptimal adults. The spike at x¼ 0 represents populations where the fittest class has been lost by generation t. As time progresses, the spike slowly grows in height, at the expense of the remainder of the distribution, which describes non-zero values of the frequency of the fittest class, and has a near quasistationary form. The part of the distribution describing non-zero values of the frequency has a height which slowly decreases over time, but apart from this maintains its shape.
we introduce a column vector v and a matrix w that originate in the Wright-Fisher model underlying the problem. The vector v contains the probabilities of transitions of non-zero values of X fittest to loss of the fittest class (i.e., to X fittest becoming zero); the matrix w contains the probabilities of transitions between all different non-zero values of X fittest (see Appendix B for details). The elements of v and w are given by
where b(x) is given in Eq. (4) and ð
The quasistationary distribution is a column vector, which we write asq. It contains the probabilities of all non-zero values of X fittest . The quasistationary distribution is straightforward to find, using numerical packages, since it is the right eigenvector of the matrix w associated with the largest eigenvalue; it is normalised to unity: P N n ¼ 1qn ¼ 1. The random time of loss of the fittest class, which is identified with the time of a click of the ratchet, is written as T click . This has a distribution which is shown in Appendix B to be approximately that of a geometric random variable. Such a distribution is the discrete analogue of an exponential distribution.
With a prime, 0 , denoting transpose of a matrix, and with t ¼1, 2, 3, y, the distribution of T click is approximately given by
. Such a distribution is fully characterised by its expected value, which is the mean time of loss of the fittest class, and this is given by
This result is intuitively reasonable. Loss of the fittest class occurs at a characteristic rate of v 0q which is determined by transitions of X fittest to the value zero, which are governed by the vector v of Eq. (9), and these transitions occur from the characteristic distribution of the problem, namely the quasistationary distribution,q.
The mean value of the relaxation time is given by T relax ¼ 1=lnðl 1 =l 2 Þ where l 1 and l 2 are eigenvalues of the matrix w of largest and next largest size. The eigenvalue l 1 is always positive (see Appendix B) and l 2 is assumed real and positive, and found to be so in all cases investigated.
Diffusion approximation
The expression given in Eq. (10) for E[T click ] is straightforward to evaluate using standard numerical methods. There are, however, practical limits on the largest population size that can be considered (determined by computer memory size). We present results from a diffusion approximation, since solving a diffusion equation is often more tractable than dealing with very large matrices. The diffusion approximation has been found to be of great utility in problems associated with random genetic drift (Kimura, 1964) .
In Appendix C we provide details of a diffusion analysis that captures all of the features present in Fig. 1 , namely a description of all values of the frequency of the fittest class, including the value zero, by ensuring that probability is conserved for all times (cf. McKane and Waxman, 2007) .
Under a diffusion approximation it is assumed that 1/N is a small parameter and both frequencies and time are approximated as continuous quantities. This results in the quasistationary distribution,q, being replaced by a probability density of a continuous random variable-which represents the frequency of the fittest class. We write this probability density as q(x).
A diffusion approximation leads to the time of loss of the fittest class, T click , having, approximately, an exponential distribution. The quantity ðv 0q Þ À1 , appearing in Eq. (10), is replaced in a diffusion approximation by 2N[q(0)] À 1 and the expected time of loss of the fittest class is
The diffusion analysis given in Appendix C yields an equation for q(x) that is numerically solved for q(0). Table 1 indicates that the diffusion results for E[T click ] typically differ by only a few percent from those of the Wright-Fisher model, with one exception: N¼100, U¼1 and s¼0.5. For these parameter values, gene frequency changes/generation are not small, and a diffusion approximation would not be expected to hold. However, even in this case, Wright-Fisher and diffusion results differ only by a factor $ 3 in the mean time of loss of the fittest class.
Individual-based simulations
In addition to the analysis already presented, we have also carried out individual-based simulations, employing methods described elsewhere (Loewe, 2006) . These were computed by Simulator005, Project 1 of evolution@home, a global computing system for evolutionary biology (Loewe, 2002 (Loewe, , 2007 . The simulated model is equivalent to the model of Haigh (1978) , with several extensions. In short, individuals have multiplicative fitness, discrete generations and the number of offspring produced in their lifetime is drawn from a Poisson distribution. The expected number of offspring is determined by the product of (i) the maximal reproductive capacity, (ii) an individual's multiplicative fitness and (iii) a density dependent thinning factor, which depends on the fitnesses of all individuals of the previous generation and a fixed carrying capacity of the habitat, which equals the expected value of population size. Additionally, each mutation causes a fixed reduction in viability, by a factor 1 À s, and the number of new mutations/generation is Poisson distributed, with expected value U. A click of the ratchet is recorded at the time when all individuals in the population have more deleterious mutations than the last recorded best class. The first click of a population is not used in click-time estimates, since the population may not be in a typical state at the time of this click. The click times reported here are effective click times, which we define as (click time)/(click size), where ''click size'' denotes the number of mutational classes that are skipped at a click. For most clicks, click size is 1, but for high mutation rates and low selection coefficients, larger click sizes do occur. During a simulation, properties of all ratchet clicks are recorded as a stream, which is also simultaneously evaluated to compute some descriptive statistics, such as the arithmetic mean of all effective click times, or the mean of various phases of a click. This mean is then treated as one ''single-run-result''. To obtain the values reported here, we considered the set of all such single-run-results that were available in the evolution@home database for that parameter combination. For each of these sets we report the arithmetic mean and the approximate 2.5% and 97.5% percentiles in Table 1 . Naturally, the percentiles for this distribution of averages are expected to be narrower than the corresponding percentiles for the distribution of individual click times themselves.
Comparison of results
In Table 1 we give results for the mean time between clicks of the ratchet, under: (i) the Wright-Fisher model, (ii) a diffusion analysis of this model, (iii) individual based simulations of a full The table also summarises key results from other approaches. The parameters N (¼N e ¼ effective population size), U (genomic deleterious mutation rate/individual/generation) and s (deleterious selection coefficient) determine all other columns, which contain results of the various approaches. Combinations of input parameters that lead to NexpðÀU=sÞ 4 1 (cf. Haigh, 1978) are marked with a ''+ ''. The column headings are as follows. E[T click ] gives the arithmetic mean of the effective number of generations between individual clicks that are expected under a Wright-Fisher/diffusion model or as observed in simulations. 2.5% P and 97.5% P denote the lower and upper percentiles P of the distribution of click times. Note that percentiles refer to the distribution of individual click times in the Wright-Fisher and Diffusion columns, as computed using Eq. (13), but in the Simulation column, the percentiles refer to the distribution of mean click times, where each mean is an average over all clicks observed during a single run. T relax gives the mean time required for the distribution of replicate populations to relax to a quasistationary distribution. ''Simulations'': the combined number of observed clicks; the number of simulation runs in which these clicks were observed are given in a separate column. The number of clicks per simulation was not constant but usually similar. ''Expect E 7 2SE'' : specify, approximately, the percentiles that would be expected in the two previous columns based on the observed E[T click ] and our theoretical result that the distribution of click times is approximately exponential. SG method and R method give the predicted click times in generations as computed by previous approaches, where (S) refers to Stephan's diffusion approximation, (G) to Gessler's simulation/analytic method and (R) to the travelling wave approximation of Rouzine et al. (2008, their equation 36) . We present the results of Stephan and Kim (2002) and Gessler (1995) in a strictly complementary manner; when NexpðÀU=sÞ4 1 we give the result of Stephan and Kim (2002) , and when NexpðÀU=sÞo 1 we give the result of Gessler (1995) . The notation ''Err'' indicates numerical errors that prevented the automated computation of results in our implementation. ''Error'': the error of magnitude (EoM) between the diffusion approximation of the Wright-Fisher model and the mean click time as observed in simulations. The quantity EoM is defined by log 10 (E½T click diffusion =E½T click simulation ). Each order of magnitude in discrepancies between predictions and observations is highlighted by one star (*).
model of Muller's ratchet and (iv) previous results. The results are illustrated in Fig. 2 , which compares the performance of the various approaches for a number of selected parameter combinations, and provides an overview of the results in Table 1 . In order to compare the predictions of the model introduced here with simulation results, the error of magnitude (EoM) is calculated. The EoM is a measure of agreement of quantities that cannot become negative, but can span many orders of magnitude (Loewe, 2007 ). An EoM of + 1 ( À 1) indicates that the model predictions for a click time are 10 times faster (10 times slower) than those observed in simulations.
The methods presented here are the first to generate reasonably accurate predictions across the slow and the fast regimes of Muller's ratchet (which correspond to parameter regions that are separated by the point where the expected number of individuals in the fittest class is unity). In Table 1 most of the mean click times obtained from our model are within one order of magnitude of simulated values (jEoMjo 1). The expected click times that overestimate the simulation click times belong to both Stephan's regime (data sets 1, 5, 17, 19, 21, 22, 29) and Gessler's regime (data sets 2, 3, 6, 8, 9, 11, 12, 15, 18, 21, 24, 27, 32, 33, 35, 36) .
We note that the approximations presented here provide more than just point estimates; they allow estimation of arbitrary percentiles. These often overlap with the percentiles of the set of mean effective click times observed in simulations, even though the latter percentiles are technically different from the analytical approximations, which give broader percentiles for the individual click times. (The simulations give the percentiles of the average click time, as observed in a simulation with many clicks.) This leads to the expectation that the simulated percentiles in Table 1 should be smaller than the analytically percentiles, which is indeed the case.
One prediction of Appendices B and C is that the click timeintervals of Muller's ratchet are approximately exponentially distributed. To our knowledge this prediction is new and we approximately test it using our simulation results. To this end, we compare two independent approximate estimates of 95% percentiles of the mean click time. One estimate predicts percentiles from an exponential distribution based on the mean click time observed in our simulation results and the number of observations. The other estimate observes percentiles from repeated simulations, where each simulation contributes one observation of mean click time. We assume that errors associated with estimating the mean follow a normal distribution, thus 95% percentiles can be approximated by twice the standard error SE. We derive SE predictions from the average number of observed clicks/simulation (see Table 1 ) and an estimate of the mean, which equals the standard deviation under the assumption of an exponential distribution. We thus have
where the corresponding quantities are reported in Table 1 . The predicted approximate 95% quantiles are often very close to results from simulations. Both values are usually correct within a factor of two, the only exceptions are the lower bounds in data sets 1 and 28, and the lower bounds in data sets 16 and 34 are borderline. Inaccuracies are probably due to noise and the fact that not all runs observed an equal number of clicks, rendering Eq. (12) only approximate. Previous observations of Muller's ratchet confirm our results. In a small meta-analysis we estimated the coefficient of variation (CV ¼ stdev/mean) from reported means, standard errors and numbers of observed clicks for previous simulation studies (Gordo and Charlesworth, 2001; Gessler, 1995; Stephan et al., 1993; Haigh, 1978; Charlesworth and Charlesworth, 1997) . Assuming that such an analysis is possible, we find that out of 165 reported parameter combinations that we analysed, 27 (or 16%) have CV 4 2 and 11 (or 7%) have CV o0:5. The resulting percentages are not substantially different from those in our results and again might say more about inherent noise and the difficulties of the estimation procedure than about true deviations. As a result, from this work we can conclude that the variance of the click time of Muller's ratchet is now reasonably well understood for a majority of parameter combinations and much easier to predict from a known mean click time than the mean itself. More detailed analyses of the minority of outliers might eventually reveal additional insights into the ratchet mechanism.
Discussion
In this work, we have presented a new approach to computing the speed of Muller's ratchet, by relating it to a one locus WrightFisher model for a haploid asexual population. Direct analysis of this model reduces to employing numerical linear algebra to solve a matrix equation. An approximate approach uses a diffusion approximation, based on the probability conserving diffusion approach of McKane and Waxman (2007) . Both approaches perform reasonably well over a broad range of parameters, as can be seen from comparisons with individual-based simulations of a somewhat full model of Muller's ratchet obtained from the evolution@-home global computing system (Loewe, 2006 (Loewe, , 2007 . Our theoretical results show that approximately the time intervals between clicks of Muller's ratchet are exponentially distributed. This finding is confirmed with reasonable accuracy by our simulations as well as a small meta-analysis of previous simulation results, and makes it possible to estimate the percentiles of click times of Muller's ratchet from the expected time between clicks, E[T click ]. We can compute P x [T click ], the x-th percentile of click time, from the known quantile function of the exponential distribution:
Since predicting the mean speed of Muller's ratchet is notoriously difficult, it would be very surprising if the approach presented here is capable of perfect predictions. Indeed, given the difficulties of predicting click times, which can vary over many orders of magnitude, it is surprising how often the approach presented agrees with simulations within one order of magnitude. There is generally very good agreement between the WrightFisher and its diffusion approximation. This makes it clear that the Wright-Fisher model is robust to the approximation of frequencies and time as continuous quantities, which is made under a diffusion approximation. Also, in the diffusion analysis the click time arises from the quantity 2N/q(0), where q(x) is the quasistationary distribution. Even in situations with very large times between clicks, (small q(0)), the close comparison of Wright-Fisher and diffusion results indicates that numerical errors are not a significant problem. We can go further and say that the high level of agreement of Wright-Fisher and diffusion results validate the diffusion approximation over a broad range of parameters.
The one locus model introduced here is defined in a parameter space of the mutation rate, m, and the selection coefficient, s.
The predictions, however, relate to a multilocus model whose parameter space is the genomic mutation rate, U, and the selection coefficient of deleterious mutations, s. The detailed predictions rely on the mapping between ðm,sÞ and (U,s). The mapping implicitly assumes a mutation-selection balance that is not obviously attainable in the fast (quasi-deterministic) regime of operation of the ratchet. There is thus the suspicion that different-perhaps more realistic-mappings between ðm,sÞ and (U,s) might improve the accuracy of the model. This suspicion is somewhat strengthened by the observation that estimates in the fast regime are typically larger than the simulation results, even though the results are correct within an order of magnitude. There may thus be room for further development in the mapping between the different models. However, some features suggested by the mapping do appear to be qualitatively correct. In particular, the property of Eqs. (6) and (7), that when the ratio of genomic mutation rate to selection coefficient is large (U=s b1), the selection coefficient of the one locus model, s, is approximately equal to 1ÀexpðÀUÞ, i.e., insensitive to changes in s. This Table 1 . The first three bars (for each parameter value) represent, respectively, the 2.5%, 50% and 97.5% percentiles of the click time-intervals estimated from the Wright-Fisher model using Eq. (13). The fourth bar gives the estimate from simulations, including a vertical bar to indicate the 2.5% and 97.5% percentiles of the mean click time intervals, as estimated from the simulations specified in Table 1 . We employ the results of Stephan and Kim (2002) and Gessler (1995) in a complementary manner to determine the fifth bar: when NexpðÀU=sÞ 4 1 we use the result of Stephan and Kim (2002) , and when NexpðÀU=sÞo 1 we use the result of Gessler (1995) . The sixth bar gives the result of Rouzine et al. (2008). behaviour suggests that in such a regime, the time between clicks of the ratchet is insensitive to the value of s and depends primarily on U. Such a feature can be seen to roughly hold in Table 1 when U=s \ 10.
There is also room for further improvement in our simplifying approximation, of neglecting the time of relaxation of the distribution of the frequency of the fittest class. This simplifying approximation is equivalent to the approximation of the distribution of the frequency of the fittest class, immediately after a click of the ratchet, by the quasistationary distribution. It may be possible to determine a more realistic form for this initial distribution, and hence obtain a more accurate distribution of times between clicks of the ratchet.
An approximate method is useful if its computational complexity remains within reasonable bounds. The solution of the Wright-Fisher model depends on numerically solving a matrix that grows with the square of population size. The resulting computing demands do place some limits the applicability of this method, however with modern packages (such as Matlab), calculation for the largest population size that we have considered here (10,000 individuals) takes approximately 30 min on a standard desktop computer. The complexity of simulations also grows with population size and simulations require many runs to accurately estimate the distribution of click times. The diffusion approximation may be a convenient half-way house, since it agrees closely with the Wright-Fisher results and can be rapidly computed for arbitrary values of N, U and s. For example, the time required for calculation of the diffusion result for data set 36 (the final row of the table) was around 20 s.
To summarise, we believe three advances have been made in this work. First, we have presented a simple model for Muller's ratchet that allows computation of the mean time between clicks, with reasonable accuracy, over both the slow stochastic and the fast quasi-deterministic regimes of operation of the ratchet. This makes it plausible that a single theoretical approach can be developed to determine the rate of the ratchet, to high precision, over all regimes of operation, which is an important goal in the theoretical development of integrated linkage theories in the population genetics of mutations (Loewe and Hill, 2010) . Second, this work allows the approximate estimation of percentiles of the distribution of click times of Muller's ratchet, based on the mean time between clicks. Lastly, the distribution of time intervals between clicks is approximately exponential. These last two points could facilitate better comparisons between analytical predictions and simulations.
The work presented here may be a reasonable starting point towards further theoretical understanding of the rate of Muller's ratchet.
A Wright-Fisher model determines the statistics associated with an infinite number of replicate populations. We write the probability that X fittest (t) has the value x n as F n (t). The quantity F 0 (t) is thus the probability that a population has no individuals in the fittest class by generation t. Equivalently, we can say that F 0 (t) is the probability that the fittest class has been lost from a population by generation t.
The dynamical ''Wright-Fisher'' rule connecting the distribution of the frequency of the fittest class in different generations is where F(t) is a column vector with N+ 1 elements and W is the matrix
A property of Eq. (14) that we shall shortly use is
This result holds for all t, and follows from
(which can be proved using the binomial theorem). Eq. (16) is a statement that the total probability of all possibilities (the occurrence of all possible values of X fittest (t)) is maintained by Eq. (14) and takes the value of unity in all generations.
B.2. Properties of the dynamics
It is convenient to go to a dynamical description where the probability of loss of the fittest class by generation t, namely F 0 (t), is treated separately to the probabilities of other values of X fittest (t) (cf. Waxman, 2009) . To obtain this description, we write the distribution F(t) in the form
Here the column vector f(t) contains the probabilities of all nonzero values of X fittest (t). The elements of f(t) are written as f n (t), with n running from 1 to N (i.e., n does not take the value zero).
In what follows, we use a prime, 0 , to denote the transpose of a matrix, and write a column vector of N ones as
We then use Eq. (16) to write F 0 ðtÞ ¼ 1À P N n ¼ 1 f n ðtÞ and express this as
Attention can now be focussed on f(t) which underlies the behaviour of F 0 (t). Proceeding, it may be verified that the matrix W can be written in the form
Here 0 is a column vector with N vanishing components, v is a column vector with N non-zero components given by v m ¼W 0,m where m runs from 1 to N (and does not take the value zero). The quantity w is an N Â N matrix with elements w n,m ¼W n,m , where n and m run from 1 to N (and also do not take the value zero). Eqs. (14), (18) and (21) 
The principal long time behaviour of f(t) is exponential decay, corresponding to an exponential decrease of the probability of obtaining any non-zero frequency of the fittest class. To see this, consider the probability of obtaining any non-zero value of the frequency of the fittest class, namely
Using a spectral decomposition of the matrix w (see, e.g., Eq. (G11) in Bulmer, 1994) , the leading large time behaviour of L 0 w t f (0) is determined by the eigenvalue of w of largest magnitude. We write this eigenvalue as l 1 and, since all elements of w are strictly positive, l 1 is positive by the Perron Frobenius theorem (see, e.g., Strang, 1988 
For large t, the quantity q(t) is guaranteed to approach the right eigenvector of the matrix w associated with the eigenvalue of largest magnitude (see, e.g., Eq. (G11) in Bulmer, 1994) . We write this eigenvector asq and
This vector is normalised to unity in the sense L 0q P N n ¼ 1qn ¼ 1. The vectorq, which is a probability distribution, is unambiguously defined (it is the right eigenvector of w associated with the largest eigenvalue) and is straightforward to numerically determine. In the genetic drift literature the distributionq has been referred to as a quasistationary distribution (Darroch and Seneta, 1965) or in a diffusion approximation, as an asymptotic conditional distribution (Ewens, 1965) and in a different context as a conditional probability distribution (Nisbet and Gurney, 1982) . Here the word ''conditional'' refers to conditioning on the nonabsence (or loss) of the fittest class.
The largest eigenvalue of the matrix w, namely l 1 , can be expressed in terms ofq. At large t, we replace q(t) in Eq. (25) 
B.3. Relaxation time
The characteristic time it takes q(t) (of Eq. (26)) to relax to the quasistationary distribution,q, is given by
where l 1 and l 2 are largest and next largest eigenvalues of the matrix w (l 2 is assumed real and positive, and found so in all cases considered). This form for T relax follows from a spectral decomposition (Bulmer, 1994) There is also a characteristic timescale in Haigh's model of Muller's ratchet, corresponding to the time, after a click of the ratchet, that it takes the expected numbers of individuals in different mutational classes to come close to their deterministic equilibrium values (Haigh, 1978) . However, this timescale is distinct from T relax , which is a relaxation time of the distribution of the frequency of just the fittest class; the timescale of Haigh is associated with the approximate approach to equilibrium of many different mutational classes.
B.4. Time to loss
The distribution of non-zero values of X fittest (0) is f(0); this distribution describes all non-zero values of the frequency of the fittest class immediately after a click of the ratchet. We shall take f(0) to coincide with the quasistationary distribution,q. This, we emphasise, is a simplifying assumption that neglects the time of relaxation of q(t) of Eq. (26) toq. Writing the random time of loss of the fittest class as T click , the simplifying assumption leads to T click having taking the value t with probability
which is a geometric distribution. It follows from Eq. (30) that the expected time to loss of the fittest class is
To establish Eq. (30), we note that since F 0 (t) is the probability that the fittest class contains no individuals by generation t, it means F 0 ðtÞ ¼ ProbfT click r tg. Hence for t ¼1, 2, y, the probability that T click takes the particular value t is Prob{T click ¼t}¼F 0 (t) ÀF 0 (t À1). Using Eqs. (23) and (24) 
Appendix C. Diffusion approximation
In this appendix we use a diffusion approximation of the one locus Wright-Fisher model used in this work to describe Muller's ratchet. This appendix may be omitted by readers who do not require an in-depth knowledge of the technical details of this approximation.
Under a diffusion approximation, frequencies are treated as continuous quantities, and this results in the distribution of the frequency of the fittest class being a probability density. Our analysis establishes the quasistationary distribution (see Appendix B) which is the characteristic description of non-zero values of the frequency of the fittest class.
C.1. Equation for quasistationary distribution
Let f fðx,tÞ denote the probability density, in a diffusion approximation, of the frequency of the fittest class; this is an approximation of the distribution F(t) appearing in Eq. (14). The equation obeyed by fðx,tÞ is the forward Kolmogorov diffusion equation (Kimura, 1964) 
The associated probability current density is jðx,tÞ ¼ À@½ð2NÞ
We seek a complete solution of the diffusion equation, similar to that obtained by McKane and Waxman (2007) , where probability is conserved at all times. We shall thus explicitly include a term associated with loss of the fittest class. Following the simplifying approximation made in Appendix B, we ignore the 
In this equation q(x) is the quasistationary distribution and F 0 (t) is the probability of loss of the fittest class from a population by time t. It follows that F 0 ðtÞdðxÞ is the probability density associated with loss of the fittest class. The other part of the solution, namely ½1ÀF 0 ðtÞqðxÞYðxÞ, describes all non-zero values of the frequency of the fittest class. This part of the solution maintains its shape-i.e., its dependence on x, apart from a time-dependent amplitude of 1À F 0 (t). The explicit presence of the step function, YðxÞ, in Eq. (33), incorporates the feature that q(x) is zero for x o0 but need not continuously vanish at x ¼0 (cf. McKane and Waxman, 2007) .
Distributions related to Eq. (33), that exclude the singular delta function term in Eq. (33), have been considered elsewhere (Ewens, 1965; Nisbet and Gurney, 1982) , in different contexts. As the following arguments show, the singular delta function term in Eq. (33) is essential to obtain the correct equation for q(x) and we know of no way, within a correct diffusion analysis, to avoid inclusion of this term.
We shall determine the probability of loss of the fittest class by time t, that is to say F 0 (t). As will become evident, this requires knowledge of the quasistationary distribution, q(x), which is the solution of the diffusion equation, Eq. (33), subject to the following conditions:
(a) All replicate populations possess the fittest class at time t¼0. Hence F 0 (0)¼0.
(b) No probability flows out of the x ¼1 boundary, hence q(x) has vanishing probability current density at x¼1.
(c) The zero frequency class is not included in the term ½1ÀF 0 ðtÞqðxÞYðxÞ. Hence q(x) does not contain a delta function at x¼0.
(d) The quasistationary distribution, q(x), is normalised to unity: R 1 0 qðxÞ dx ¼ 1, thereby ensuring that probability is conserved for all times (cf. McKane and Waxman, 2007) .
In the following calculations, properties of delta functions and step functions that we shall repeatedly use are xdðxÞ ¼ 0 and dYðxÞ=dx ¼ dðxÞ.
We proceed by substituting Eq. (33) 
The solution of this equation, satisfying condition (a) above (vanishing at t ¼0) is
This indicates that the time of loss of the fittest class, following from Eq. (33), is an exponentially distributed random variable. Thus, under a diffusion approximation, the mean time between clicks of the ratchet is E[T click ]¼2N/q(0). The quantity (2N) À 1 q(0) is the diffusion approximation of the Wright-Fisher result of Eq. (31), namely v 0q . The diffusion result for E[T click ] requires knowledge of q(0), which follows from knowledge of q(x).
The equation for q(x) follows by equating the terms on both sides of Eq. (34) that are coefficients of the step functions, and then using Eq. (35) to eliminate dF 0 (t)/dt. This leads to
which is a nonlinear eigenvalue equation, since the eigenvalue is proportional to q(0). Eq. (37) fully determines the quasistationary solution describing the problem, when subject to the conditions (b), (c) and (d) given above. We note that the normalisation condition R 1 0 qðxÞ dx ¼ 1 is required in this problem since Eq. (37) is explicitly nonlinear and this feature makes it unlike a standard (linear) eigenvalue problem, where the eigenvalue is independent of normalisation of the solution.
C.2. Numerical solution for q(x)
We have found that a successful way of proceeding is to derive and solve an integral equation for q(x). To this end, we introduce 
We have discretised this equation and then iterated it from an arbitrary initial choice of q(x) and have found that in all cases considered the iteration converges. The solutions for q(x) lead to a result for E[T click ] ¼2N/q(0) that is typically very close to the Wright-Fisher result, E½T click ¼ ðv 0q Þ À1 . While a possible approximation of Eq. (43) is qðxÞ C rðxÞ= R 1 0 rðyÞ dy, this is found to be valid in only about 20% of the parameter combinations appearing in Table 1 and is not pursued further here.
