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Uniqueness of absolute minimizers for L∞-functionals
involving Hamiltonians H(x, p)
Qianyun Miao, Changyou Wang, and Yuan Zhou
Abstract. For a bounded domain U ⊂ Rn, consider the L∞-functional involving a
nonnegative Hamilton function H : U × Rn → [0,∞). In this paper, we will establish
the uniqueness of absolute minimizers u ∈ W 1,∞
loc
(U) ∩ C(U) for H , under the Dirichlet
boundary value g ∈ C(∂U), provided
(A1) H is lower semicontinuous in U × Rn, and H(x, ·) is convex for any x ∈ U .
(A2) H(x, 0) = min
p∈Rn
H(x, p) = 0 for any x ∈ U , and
⋃
x∈U
{
p : H(x, p) = 0
}
is contained
in a hyperplane of Rn.
(A3) For any λ > 0, there exist 0 < rλ ≤ Rλ <∞, with lim
λ→∞
rλ =∞, such that
B(0, rλ) ⊂
{
p ∈ Rn | H(x, p) < λ
}
⊂ B(0, Rλ) ∀ λ > 0 and x ∈ U.
This generalizes the uniqueness theorem by [26, 27, 5] and [29] to a large class of Hamil-
tonian functions H(x, p) with x-dependence. As a corollary, we confirm an open question
on the uniqueness of absolute minimizers posed by [27]. The proofs rely on geometric
structure of the action function Lt(x, y) induced by H , and the identification of the
absolute subminimality of u with convexity of the Hamilton-Jacobi flow t 7→ T tu(x).
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1 Introduction
The study of calculus of variations in L∞, initiated by Aronsson [1, 2, 3, 4] in 1960’s, has
attracted great attentions by analysts in the past decades, see [26, 9, 18, 8, 15, 19, 27, 37,
38, 16, 36, 33, 21, 10, 22, 23, 5, 12, 34, 6, 7] and the references therein. For a bounded
domain U ⊂ Rn and a Hamiltonian function H : U × Rn → R+, the L∞-functional is
defined by
F∞(u,U) :=
∥∥H(x,Du(x))∥∥
L∞(U)
, u ∈W 1,∞loc (U).
From the studies on the model case H(x, p) = |p|2 (see [1, 2, 3, 4, 26, 17, 18]), it becomes
clear that absolute minimizer is the correct notion of minimizer for the minimization of
F∞(u,U) over W 1,∞loc (U). A function u ∈W 1,∞loc (U) is said to be an absolute minimizer for
H in U , if for all open set V ⋐ U , it holds that
F∞(u, V ) ≤ F∞(v, V ), whenever v ∈W 1,∞(V ) ∩ C(V ) and u
∣∣
∂V
= v
∣∣
∂V
.
To simplify the presentation, an absolute minimizer always refers to an absolute minimizer
for H in U , unless there is a confusion.
The existence of absolute minimizers with a given boundary value has been extensively
studied, see [9, 13] and the references therein. In particular, for any g ∈ C(∂U), Barron,
Jensen and Wang [9] have obtained the existence of absolute minimizers with boundary
value g, under the natural assumption that H(x, p) is lower semicontinuous in U × Rn,
and H(x, ·) is quasi-convex for all x ∈ U , that is, the set {p ∈ Rn|H(x, p) ≤ λ} is convex
for λ ∈ R and x ∈ U .
The issue of uniqueness of absolute minimizers with a given boundary value is much
more subtle. It has been established when the Hamilton function H(x, p) takes the forms
|p|2, H(p), or some special type H(x, p), see [26, 8, 27, 5, 29]. It is a challenging problem
to study the uniqueness of absolute minimizers for general Hamiltonian functions H(x, p).
When H(x, p) = |p|2, Jensen obtained in a seminal paper [26] the uniqueness of absolute
minimizers with any given boundary value g ∈ C(∂U) by identifying absolute minimizer
with ∞-harmonic function, that is, viscosity solution of the ∞-Laplacian equation:
(1.1) ∆∞u :=
n∑
i,j=1
uxiuxjuxixj = 0 in U.
The comparison principle is shown by [26] for absolute minimizers u, v ∈W 1,∞loc (U)∩C(U ):
(1.2) max
x∈U
(
u(x)− v(x)) = max
x∈∂U
(
u(x)− v(x)).
Alternative proofs of (1.2) were later found by Peres et al [32], and Armstrong and Smart
[6, 7]. It is readily seen that the uniqueness of absolute minimizers follows from (1.2).
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For general Hamiltonians H(p) with no x-dependence, the comparison principle (1.2)
for absolute minimizers was first established in [27] for H ∈ C2 and later by [5] for
H ∈ C0, under the assumption that H is convex, coercive (i.e., lim
|p|→∞
H(p) = ∞), and{
p ∈ Rn | H(p) = min
Rn
H
}
has no interior points. The approach by [27] is based on the
identification of absolute minimizers with viscosity solutions of the Aronsson equation:
(1.3) A∞[u] :=
n∑
i,j=1
Hpi(Du)Hpj (Du)uxixj = 0 in U.
While the approach by Armstrong, Crandall, Julin and Smart [5] utilizes convexity of the
Hamilton-Jacobi flow, first proven by [28] for H ∈ C2, and some new ideas by [6]. Without
assuming H ∈ C2(Rn), the approach based on the Aronsson equation from [26, 27] does
not seem to work. Moreover, as pointed out by [27] and [5], it is crucial for the uniqueness
that {p ∈ Rn | H(p) = 0} has no interior points. We should point out that when H(p) is
some norm on Rn, the uniqueness has been established by [19] and [8].
The uniqueness of absolute minimizers for general Hamiltonian functions H(x, p) with
x-dependence may fail: non-uniqueness of absolute minimizers was constructed by [27]
and [38] when H(x, p) = |p|2 + w(x), and w satisfies that {x ∈ U | w(x) = maxU w} 6= ∅
consists of finitely many points. In general, when H ∈ C2(Rn × Rn), lim
|p|→∞
H(x, p) = ∞
uniformly in x, and H(x, ·) is convex for x ∈ Rn, set
c0 := inf
φ∈C1(U)∩C(U )
sup
x∈U
H(x,Dφ(x)),
it was shown by [27] that for g ∈ C(∂U), there is a 1-1 map from the set of viscosity
solutions to the Hamilton-Jacobi equation:
(1.4) H(x,Du(x)) = c0 in U, u
∣∣
∂U
= g,
to the set of absolute minimizers for H in U . While equation (1.4) can have multiple
solutions for certain Hamilton functions H(x, p) and g ∈ C(∂U) (see Lions [31]).
In order to obtain uniqueness of absolute minimizers, with any boundary value g ∈
C(∂U), for general Hamiltonian functions H(x, p), additional assumptions on H(x, p) to
rule out the possibility of multiple solutions to (1.4) seem to be necessary. The following
conjecture was proposed by [27]:
Assume that H ∈ C2(U × Rn) ∩ C(U × Rn) satisfies
(1) H(x, ·) is convex for any x ∈ U , and
(2) 0 = H(x, 0) < H(x, p) for any 0 6= p ∈ Rn and x ∈ U .
Then, for any g ∈ C(∂U), there is a unique absolute minimizer u for H, with u∣∣
∂U
= g.
In this paper, we are able to confirm this conjecture. In fact, we will establish the
uniqueness of absolute minimizers for a large class of Hamiltonian functions H(x, p).
We will consider a class of nonnegative Hamiltonian functions H : U × Rn → R+
satisfying:
(A1) H is lower semicontinuous on U × Rn, and H(x, ·) is convex for all x ∈ U .
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(A2) H(x, 0) = min
p∈Rn
H(x, p) = 0 for every x ∈ U , and
⋃
x∈U
{
p ∈ Rn | H(x, p) = 0} is
contained in a hyperplane P ⊂ Rn.
(A3) There exist 0 < rλ ≤ Rλ <∞, with lim
λ→∞
rλ =∞, such that
B(0, rλ) ⊂
{
p ∈ Rn | H(x, p) < λ
}
⊂ B(0, Rλ) for λ > 0 and x ∈ U.
Now we state our main theorem.
Theorem 1.1. Assume that H : U × Rn → R+ satisfies (A1), (A2), and (A3). Then
(1.2) holds for every pair of absolute subminimizer u ∈ W 1,∞loc (U) ∩ C(U) and absolute
superminimizer v ∈ W 1,∞loc (U) ∩ C(U). Thus, for any g ∈ C(∂U), there exists a unique
absolute minimizer u ∈ W 1,∞loc (U) ∩ C(U), with u = g on ∂U . If, in addition, H ∈
C2(U × Rn) ∩ C(U × Rn), then there exists a unique viscosity solution u ∈ C(U) to
Aronsson’s equation:
(1.5)
n∑
i=1
Dxi(H(x,Du)) ·Hpi(x,Du) = 0 in U ; u = g on ∂U.
The assertion of uniqueness of viscosity solutions to Aronsson’s equation (1.5) in Theo-
rem 1.1 follows from that of absolute minimizers, since it has been proven by Yu [37] that
if H(x, p) ∈ C2(U × Rn) ∩ C(U × Rn) is convex and coercive in p-variable, uniformly in
x ∈ U , then any viscosity solution u ∈ C(U) to (1.5) is an absolute minimizer for H.
Theorem 1.1 extends the main result of [5], since (A1), (A2), and (A3) reduce to the
same assumptions as in [5] when H = H(p) (see Remark 1.4 below). When H(x, p) =
〈A(x)p, p〉, with A : U → Rn×n a symmetric uniformly elliptic matrix-valued measurable
function, the comparison principle (1.2) and the uniqueness of absolute minimizers, with
u = g on ∂U , has been established by [11] and [29]; while when H(x, p) satisfies H(x, p) =
|p|H(x, p|p|), (1.2) has been recently obtained by [25] by extending the approach in [6, 29].
As a corollary, we prove the following result, which answers the above question by [27].
Corollary 1.2. Assume that H ∈ C(U × Rn) satisfies
(i) H(x, ·) is convex for all x ∈ U , and
(ii) H(x, 0) = 0 < H(x, p) for any 0 6= p ∈ Rn and x ∈ U .
Then there exists a unique absolute minimizer u ∈ W 1,∞loc (U) ∩ C(U) with u = g on ∂U .
If, in addition, H ∈ C2(U × Rn), then there exists a unique viscosity solution u ∈ C(U)
to Aronsson’s equation (1.5).
Remark 1.3. This example suggests that (A2) is optimal, since it can’t be replaced by
(A2)weak: For any x ∈ U , H(x, 0) = minRn H(x, ·) = 0, and
{
p ∈ Rn | H(x, p) = 0
}
has
no interior points.
Example. Let U =
{
x ∈ R2 | 12 < |x| < 2
}
and H : R2 → R+ be a convex function
satisfying {
p ∈ R2 | H(p) = 0
}
= [−2, 2] × {0}.
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For x ∈ R2 \ {0}, let O(x) : R2 → R2 be the rotation mapping x|x| to (1, 0)
T . Set
H˜(x, p) = H(O(x)p), ∀ x ∈ U and p ∈ R2.
Then we have {
p ∈ R2 ∣∣ H˜(x, p) = 0} = { tx|x| ∣∣ t ∈ [−2, 2]
}
.
Hence H˜ satisfies (A1), (A2)weak and (A3), but not (A2). We want to show that the
uniqueness fails for absolute minimizers for H˜ in U . In fact, let
u(x) = |x| − 1
2
and v(x) =
2
5
(|x|2 − 1
4
) for x ∈ U.
Then u, v ∈ C(U) ∩ C2(U) satisfy that u∣∣
∂U
= v
∣∣
∂U
, and
Du(x) =
x
|x| and Dv(x) =
4
5
x for x ∈ U.
Hence we have that
H˜(x,Du(x)) = 0 = H˜(x,Dv(x)) for x ∈ U.
This yields that both u and v are absolute minimizers, with the same boundary value.
Thus the uniqueness for absolute minimizers fails.
We would like to make a remark on the relationship between (A3) and the uniform
coercivity of H in p-variable.
Remark 1.4. Assume that H(x, p) ∈ LSC (U × Rn) is convex in p and H(x, 0) =
minp∈Rn H(x, p) = 0. Then
(a) The following statements are equivalent:
(a1)
⋃
x∈U{p ∈ Rn|H(x, p) = 0} is bounded.
(a2) For any λ > 0, ∃ Rλ > 0 such that {p ∈ Rn|H(x, p) < λ} ⊂ B(0, Rλ) for all x ∈ U .
(a3) lim
|p|→+∞
H(x, p) = +∞ uniformly for x ∈ U .
(b) If, in addition, H ∈ C(U × Rn), then (A3) ⇔ (a3).
(c) There existsH ∈ LSC (U×Rn), that is convex in p andH(x, 0) = minp∈Rn H(x, p) = 0,
satisfying (a3) but not (A3).
Proof. (a) It is obvious that (a3) ⇒ (a1). We argue by contradiction that (a2) ⇒ (a3):
Suppose that (a3) were false. Then there exist N0 > 0, pi ∈ Rn, with |pi| → +∞, and
xi ∈ U → x∞ ∈ U such that H(xi, pi) < N0 for all i. By (a2), there exists RN0 < +∞ such
that |pi| ≤ RN0 for all i. This is impossible. We can also argue by contradiction that (a3)
⇒ (a2): Suppose that (a2) were false. Then ∃ λ0 > 0, pi ∈ Rn with limi→∞ |pi| = +∞,
and xi ∈ U such that H(xi, pi) < λ0. This clearly contradicts (a3). To see (a1) ⇒ (a3),
observe that (a1) yields that there exists R0 > 0 such that
⋃
x∈U
{
p : H(x, p) = 0
} ⊂
B(0, R0−1). Thus H(x, p) > 0 for all x ∈ U and p ∈ ∂B(0, R0). Since H ∈ LSC (U ×Rn),
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there exists (x0, p0) ∈ U × ∂B(0, R0) such that 0 < c0 = H(x0, p0) ≤ H(x, p) for all
(x, p) ∈ U × ∂B(0, R0). This, combined with the convexity of H(x, ·) and H(x, 0) = 0 for
x ∈ U , implies that
H(x, p) ≥ |p|
R0
c0, for all p ∈ Rn with |p| ≥ R0 and x ∈ U.
Therefore (a3) holds.
(b) It is obvious that (A3) implies (a3). To see that (a3) implies (A3), set
E(x, λ) =
{
p : H(x, p) < λ
}
for x ∈ U and λ > 0.
Since H ∈ C(U × Rn) is convex in p and H(x, 0) = 0, we see that E(x, λ) ⊂ Rn is a
bounded, convex open set, containing 0, for all x ∈ U . Then
0 < r(x, λ) = sup
{
r > 0 | B(0, r) ⊂ E(x, λ)
}
< +∞, ∀ x ∈ U.
Similar to the proof of Corollary 1.2 in section 6, we can prove that for any λ > 0,
r(·, λ) ∈ LSC (U). Hence rλ = min
x∈U
r(x, λ) exist and 0 < rλ < +∞. It is clear that
B(0, rλ) ⊂ E(x, λ) for all x ∈ U . To see that lim
λ→+∞
rλ = +∞, observe that for any λ > 0
there exist xλ ∈ U and pλ ∈ ∂B(0, rλ) such that rλ = r(xλ, λ) and H(xλ, pλ) = λ. If
lim
λi→∞
rλi = r∞ < +∞, then, by assuming xλi → x∞ ∈ U and pλi → p∞ ∈ ∂B(0, r∞) and
applying H ∈ C(U × Rn), we would have that +∞ = limλi→∞H(xi, pi) = H(x∞, p∞) <
+∞. This is impossible. Hence lim
λ→+∞
rλ = +∞ and (A3) holds.
(c) Let a ∈ LSC (U) be such that
a(x) ≥ 1, ∀ x ∈ U ; a(x) = 1, ∀ x ∈ ∂U ; lim
x∈U→x0∈∂U
a(x) = +∞,
and H(x, p) = a(x)|p| for x ∈ U and p ∈ Rn. It is readily seen that H ∈ LSC (U × Rn) is
convex in p and 0 = H(x, 0) = minRn H(x, p) for all x ∈ U , and satisfies (a3). However,
for λ > 0, we have that⋂
x∈U
{
p | H(x, p) < λ
}
=
⋂
x∈U
{
p | |p| < λ
a(x)
}
=
{
0
}
,
so that (A3) doesn’t hold.
Corollary 1.2 follows directly from Theorem 1.1, any H(x, p) given by Corollary 1.2
satisfies the conditions (A1), (A2), and (A3) of Theorem 1.1, see section 6 for the details.
To prove Theorem 1.1, we will employ some ideas by [5] and [6, 28, 29]. The first crucial
step to prove Theorem 1.1 is to establish the convexity criteria for absolute subminimizers,
namely, there is δ > 0 such that for any x ∈ U the map t 7→ T tu(x) is convex on [0, δ] for
any absolute subminimizer u ∈W 1,∞loc (U)∩C(U ), here T tu(x) is the Hamilton-Jacobi flow
induced by H(x, p). Some fundamental properties on absolute subminimizers are stated
in the following Theorem.
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Theorem 1.5. For a bounded domain U ⊂ Rn and u ∈ L∞(U), assume that H satisfies
(A1), (A2)weak , and (A3). If, in addition, H(x, p) is uniformly super-linear in p-variable:
(1.6) lim
|p|→+∞
H(x, p)
|p| = +∞, uniformly in x ∈ U,
then the following statements are equivalent:
(i) u is an absolute subminimizer for H in U.
(ii) u satisfies the comparison property with intrinsic cones from above in U .
(iii) u satisfies the convexity criteria in U.
(iv) u satisfies the pointwise convexity criteria in U.
Definitions of absolute subminimizers, comparison property with intrinsic cones from
above (or CICA), and (pointwise) convexity criteria will be given in section 2.
A few remarks on Theorem 1.5 are in order:
When H = H(p) ∈ C2(Rn), (i)⇒(ii) is proven in [24] and (ii)⇒(iii) is given by [28].
When H = H(p) ∈ Lip loc (Rn), Theorem 1.5 was proven by [5]. The idea of [5] relies
heavily on the concrete geometric structure of the induced action function Lt(x, y) =
tL
(y−x
t
)
(see also Lemma 3.11 below).
When H(x, p) satisfies (A1), (A2)weak , (A3), and (1.6), (i)⇒(ii) is essentially proved
by [14], and we will prove (ii)⇒(iii)⇒(iv)⇒(i) in section 5. To this end, we need to
study the geometric structures of H(x, p) and the corresponding action function Lt(·, ·)
via the family of intrinsic pseudo-distances {dλ}λ≥0, which may have its own interest, see
Theorem 3.6 and subsection 3.1. Such geometric structure plays important roles in the
proof of (ii)⇒(iii)⇒(iv)⇒(i). Comparing Theorem 3.6 for general H(x, p) with Lemma
3.11 for H = H(p) and Lemma 3.12 for H = 〈A(x) · p, p〉 in section 3.3, we will see that
the geometric structure of the action function induced by general H(x, p) is much more
complicated.
With section 3 at hand, we will establish the localization, semigroup and Lipschitz
properties of the Hamilton-Jacobi flow T tu(x) under (A1), (A2)weak , (A3), and (1.6), see
section 4 for the details.
In section 5, we prove Theorem 1.5 by establishing (i) ⇒ (ii) ⇒ (iii) ⇒ (iv) ⇒ (i). We
have to overcome several new difficulties due to the complicate geometric structures of
the action function Lt(·, ·) induced by H(x, p). Especially, in order to establish (ii)⇒(iii),
we have to prove the key inequality (5.5), with s ≥ 0, in order to obtain convexity of
the map t 7→ T tu for u ∈ CICA(U). Since u ∈ CICA (U) doesn’t necessarily imply
T su ∈ CICA(U), (5.5) for s > 0 doesn’t follow from (5.5) for s = 0. With the help of
Theorem 3.6 and a careful analysis of the Hamilton-Jacobi flow T tu, we manage to give
a direct proof of (5.5) for s > 0, which seems to be new even in the case H = H(p), see
section 5.2 for the details. The proof of (iii)⇒(iv) relies mainly on Theorem 3.6, see section
5.2. To prove (iv)⇒(i), we need to establish Lemma 5.4 on slope increasing estimate. It
is worthwhile mentioning that proofs for slope increasing estimate by [5, 27] rely on the
linearity of action function Lt(x, y) = tL
(y−x
t
)
. Since such a linearity may not be available
for the action function Lt(·, ·) associated with general H(x, p), a new argument for the
slope increasing estimate based on Theorem 3.6 was developed in section 5.3.
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The second crucial step to prove Theorem 1.1 is to establish the patching lemma,
Lemma 6.2, under (A1), (A2), (A3), and (1.6), for H(x, p). To prove Lemma 6.2, we
need to establish the approximation Lemma 6.3, whose proof relies on (A2) and a careful
analysis based on the lower semicontinuity of H. Notice that the example in Remark 1.3
shows that (A2) in Lemma 6.3 can not be relaxed to (A2)weak . Thanks to Lemma 6.3,
Theorem 3.6, and Lemma 5.4, and the utilization of intrinsic pseudo-distances {dλ}λ>0,
we can prove Lemma 6.2 by modifying the arguments by [5], see section 6.2 for the details.
Since Theorem 1.5, Lemma 6.1, and Lemma 6.2 all requires the condition (1.6), we can’t
directly apply Theorem 1.5 and Lemmas 6.1 and 6.2 to prove Theorem 1.1. However, as
shown by Lemma 6.3, Ha for any a > 1 satisfies (A1), (A2), (A3), and (1.6); while
Theorem 1.1 remains to be same if we replace H by Ha. Thus we can apply Theorem 1.5
and Lemmas 6.1, 6.2 to Ha for a > 1 to establish Theorem 1.1.
To end this section, we would like to make a few comments on regularity of absolute
minimizers or viscosity solutions to Aronsson’s equation. When H = |p|2, Savin [33] and
Evans and Savin [21] have established C1 and C1,α-interior regularity of infinity harmonic
functions respectively, and Wang and Yu [36] obtained the boundary C1-regularity for
n = 2; while Evans and Smart [22, 23] have proved the interior everywhere differentia-
bility of infinity harmonic functions, and Wang and Yu [36] have shown their boundary
differentiability provided g ∈ C1(∂U) for n ≥ 3. However, the C1-regularity for infin-
ity harmonic functions remains largely open. When H(p) ∈ C2(Rn) is convex, Wang
and Yu [35] have showed the C1-regularity of absolute minimizers for n = 2; while the
corresponding C1-regularity for n ≥ 3 remains open. When H(x, p) = 〈A(x) · p, p〉, with
A ∈ C1,1(Ω,Rn×n) symmetric and uniformly elliptic, the interior everywhere differentiabil-
ity of absolute minimizers was recently obtained by [34] for n ≥ 2; while the corresponding
C1-regularity is also open. We believe that the properties established in the paper, such
as Theorem 1.5, may be useful for the investigation of regularity of the Aronsson equation
for general Hamiltonian functions H(x, p).
2 Definitions and notions
In this section, we will assume that H(x, p) satisfies that assumptions (A1), (A2)weak and
(A3). Let Lip(U) denote the space of Lipschitz functions u : U → R, that is,
Lip(u,U) := sup
x,y∈U, x 6=y
|u(x)− u(y)|
|x− y| <∞.
Recall that u ∈ Lip(U) iff u ∈ W 1,∞(U), that is, u is differentiable almost everywhere
in U and its gradient Du is bounded in U . We say u ∈ Lip loc (U) (or u ∈ W 1,∞loc (U)
equivalently) if u ∈ Lip(V ) (or u ∈W 1,∞(V ) equivalently) for any open subset V ⋐ U .
Definition 2.1. (i) A function u ∈ Lip loc (U) is called an absolute subminimizer in U
for H, if for each V ⋐ U , v ∈ Lip(V )∩C(V ) satisfies v ≤ u in V , and v = u on ∂V , then
F∞(u, V ) ≤ F∞(v, V ).
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(ii) A function u ∈ Lip loc (U) is called an absolute superminimizer in U for H, if for each
V ⋐ U , v ∈ Lip(V ) ∩ C(V ) satisfies v ≥ u in V , and v = u on ∂V , then
F∞(u, V ) ≤ F∞(v, V ).
(iii) A function u ∈ Lip loc (U) is called an absolute minimizer in U for H, if it is both an
absolute subminimizer and an absolute superminimizer in U for H.
To introduce the property of comparison with intrinsic cones (also called as the com-
parison property with distance functions by [14]), we set, for every λ ≥ 0,
(2.1) Lλ(x, q) := sup
{p∈Rn: H(x,p)≤λ}
p · q, ∀ x ∈ U and q ∈ Rn.
For 0 ≤ a < b ≤ +∞, let γ : [a, b] → U be a Lipschitz curve, that is, there exists a
constant C > 0 such that |γ(s)− γ(t)| ≤ C|s− t| whenever s, t ∈ [a, b]. The Lλ-length of
γ is defined by
(2.2) ℓλ(γ) :=
∫ b
a
Lλ
(
γ(θ), γ′(θ)
)
dθ,
which is nonnegative, since Lλ(x, q) ≥ 0 for any x ∈ U and q ∈ Rn. For a pair of points
x, y ∈ U , the dλ-distance from x to y is defined by
(2.3) dλ(x, y) := inf
{
ℓλ(γ) | γ ∈ C(a, b;x, y;U )
}
,
where C(a, b;x, y;U ) denotes the space of all Lipschitz curves γ : [a, b] → U that joins x
to y, that is γ(a) = x and γ(b) = y. Since Lλ(x, ·) is positively homogeneous of degree one
for x ∈ U , a simple change of variables shows that dλ(x, y) is independent of the choices
0 = a < b ≤ +∞ in C(a, b;x, y;U ). It is not hard to verify that dλ is a pseudo-distance on
U :
(i) dλ(x, y) ≥ 0 for all x, y ∈ U , with the equality iff x = y; and
(ii) dλ(x, y) ≤ dλ(x, z) + dλ(z, y) for all x, y, z ∈ U .
However, since H(x, p) is not assumed to be an even function in p-variable, dλ(·, ·) may
not be symmetric, in general.
A function is called an intrinsic cone on U , if it is either dλ(x0, ·) + c or dλ(·, x0)+ c for
some λ ≥ 0, c ∈ R and x0 ∈ U . Notice that if U = Rn and H(x, p) = |p|2 for x, p ∈ Rn,
then dλ(x, y) =
√
λ|x − y| for all x, y ∈ Rn becomes the standard round cone function,
which was introduced by [18] (see also [38] and [24]).
Denote by USC (U) (or LSC (U) respectively) the space of all upper semicontinuous
(or lower semicontinuous, respectively) functions in U . Notice that C(U) = USC (U) ∩
LSC (U). We also set Cb(U) = C(U) ∩ L∞(U).
We now given the definition of comparison with intrinsic cones.
Definition 2.2. (i) A function u ∈ USC(U) enjoys the comparison property with intrinsic
cones from above in U for H, written as u ∈ CICA(U), if for every λ ≥ 0, c ∈ R, x0 ∈ U
and V ⋐ U ,
max
y∈V \{x0}
{
u(y)− (dλ(x0, y) + c)
}
= max
y∈∂(V \{x0})
{
u(y)− (dλ(x0, y) + c)
}
.
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(ii) A function u ∈ LSC (U) enjoys the comparison property with intrinsic cones from
below in U for H, written as u ∈ CICB (U), if for every λ ≥ 0, c ∈ R, x0 ∈ U and V ⋐ U ,
min
y∈V \{x0}
{
dλ(y, x0) + c+ u(y)
}
= min
y∈∂(V \{x0})
{
dλ(y, x0) + c+ u(y)
}
.
(iii) A function u ∈ C(U) enjoys the comparison property with intrinsic cones in U for
H, if u ∈ CICA (U) ∩ CICB(U).
Now, we introduce property of (pointwise) convexity (or concavity) criteria, which is an
extension of that [5] and [28] where H = H(p) was considered. To do it, we need to recall
the Hamilton-Jacobi flow. Let L be the Lagrangian corresponding to H or, equivalently,
the Legendre transform of H:
L(x, q) := sup
p∈Rn
{
p · q −H(x, p)
}
, x ∈ U and q ∈ Rn.
It follows directly from (A1) and (A2)weak that L is upper semicontinuous on U × Rn;
0 = L(x, 0) ≤ L(x, q) for all x ∈ U and q ∈ Rn; and L(x, ·) is convex on Rn for all x ∈ U .
If H satisfies (1.6), then it is not hard to show that L(x, q) < +∞ for all x ∈ U and
q ∈ Rn, and
(2.4) lim
|q|→∞
L(x, q)
|q| = +∞, uniformly in x ∈ U.
The action function Lt(·, ·), corresponding to L, is defined as follows: for all t > 0 and
x, y ∈ U ,
Lt(x, y) := inf
{∫ t
0
L
(
γ(θ), γ′(θ)
)
dθ
∣∣ γ ∈ C(0, t;x, y;U )}.
It is easy to see that for t > 0, Lt(x, x) = 0 for all x ∈ U , and 0 ≤ Lt(x, y) for all x, y ∈ U .
For t = 0, we set
L0(x, y) =
{
0 if x = y ∈ U,
+∞ if x 6= y ∈ U.
The action function Lt(·, ·) induces two Hamilton-Jacobi flows. For every u ∈ L∞(U),
x ∈ U and t ≥ 0, we define
T tu(x) := sup
y∈U
{
u(y)− Lt(x, y)
}
and Ttu(x) := inf
y∈U
{
u(y) + Lt(y, x)
}
.
It is clear that T 0u(x) = T0u(x) = u(x) for all x ∈ U , and
inf
y∈U
u(y) ≤ Ttu(x) ≤ u(x) ≤ T tu(x) ≤ sup
y∈U
u(y), ∀ x ∈ U and t ≥ 0.(2.5)
Employing Hamilton-Jacobi flows, we can define the convexity (or concavity) criteria
and the pointwise convexity (or concavity) criteria.
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Definition 2.3. (i) A function u ∈ Cb(U) enjoys the convexity criteria in U for H, if
for every V ⋐ U, there exists δ = δ(V ) > 0 such that the map t 7→ T tu(x) is convex on
t ∈ [0, δ(V )] for all x ∈ V .
(ii) A function u ∈ Cb(U) enjoys the concavity criterion in U for H, if for every V ⋐ U,
there exists δ = δ(V ) > 0 such that the map t 7→ Ttu(x) is concave on t ∈ [0, δ(V )] for all
x ∈ V .
For every u ∈ L∞(U) and x ∈ U , we set
(2.6) S+u(x) := lim sup
s→0
T su(x)− u(x)
s
and S−u(x) := lim inf
s→0
u(x)− Tsu(x)
s
.
It is clear that both S−u(x) and S+u(x) are non-negative for all x ∈ U .
Definition 2.4. (i) A function u ∈ Cb(U) ∩ Lip loc (U) enjoys the pointwise convexity
criteria in U for H if S+u ∈ USC(U), and for each x ∈ U , there exists δ(x) > 0 such
that the map t 7→ T tu(x) is convex on [0, δ(x)].
(ii) A function u ∈ Cb(U) ∩ Lip loc (U) enjoys the pointwise concavity criteria in U for H
if S−u ∈ LSC (U), and for each x ∈ U , there exists δ(x) > 0 such that the map t 7→ Ttu(x)
is concave on [0, δ(x)].
As already pointed by [5] for the case H = H(p), the condition that u ∈ Lip loc (U) and
S+u ∈ USC(U) is necessary to characterize the absolute subminimizers for H = H(x, p).
To end this section, we would like to point out that for any H satisfying (A1), (A2) (or
(A2)weak), and (A3), if we define a Hamiltonian Ĥ by
Ĥ(x, p) := H(x,−p), for x ∈ U, p ∈ Rn,
then Ĥ also satisfies A1), (A2) (or (A2)weak), and (A3). Furthermore, we have the follow-
ing.
Remark 2.5. (i) u ∈ USC (U) is an absolute superminimizer for H in U iff v := −u ∈
LSC (U) is an absolute subminimizer for Ĥ in U.
(ii) For all x ∈ U , λ ≥ 0 and q ∈ Rn, it holds that
L̂λ(x, q)
(
:= sup
{Ĥ(x,p)≤λ}
p · q) = Lλ(x,−q),
and
ℓ̂λ(γ̂)
(
:=
∫ b
a
L̂λ(γ̂(t), γ̂
′(t)) dt
)
= ℓλ(γ)
where γ̂(t) = γ(a+ b− t) for all t ∈ [a, b] and γ : [a, b]→ U is Lipschitz. Let d̂λ denote the
pseudo-distance of Ĥ (defined by (2.3) with H replaced by Ĥ). Then direct calculations
lead
d̂λ(x, y) = dλ(y, x), ∀ λ ≥ 0, x, y ∈ U.
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Hence u ∈ CICB(U) for H iff −u ∈ CICA (U) for Ĥ.
(iii) Denote by L̂t, T̂ t and T̂t the action function and the Hamilton-Jacobi flows associated
to Ĥ. Then it holds
L̂t(x, y) = Lt(y, x), ∀ t ≥ 0, x, y ∈ U.
Hence we have that for any u ∈ L∞(U),
T̂ t(−u)(x) = −Ttu(x) and T̂t(−u)(x) = −T tu(x), ∀ t ≥ 0, x ∈ U.
Therefore, u satisfies the concavity criteria for H iff −u satisfies the convexity criteria for
Ĥ.
(iv) Similar to (2.6), we can define Ŝ+u(x) (or Ŝ−u(x)) with T s (or Ts) replaced by T̂
s
(or T̂s). Then
Ŝ+(−u)(x) = −S−u(x) and Ŝ−(−u)(x) = −S+u(x), ∀x ∈ U.
In particular, S−u ∈ LSC (U) iff Sˆ+(−u) ∈ USC (U). Hence u satisfies the pointwise
concavity criteria for H iff −u satisfies the pointwise convexity criteria for Hˆ.
By Remark 2.5, we only need to work with absolute subminimizers, CICA (U), the
convexity criteria, and the pointwise convexity criteria for H.
3 Structure of action function by pseudo-distance
In this section, we will assume that H(x, p) satisfies that (A1), (A2)weak , (A3), and (1.6).
The main aim is to establish some geometric structure of Lt(·, ·) via the pseudo-distance
dλ, namely Theorem 3.6, which will play a crucial role in the proof of Theorems 1.5
and 1.1. Theorem 3.6 may have its own interest. In subsection 3.3, we also examize
the geometric structure of Lt(·, ·) for two special types of H(x, p): i) H(x, p) = H(p);
and ii) H(x, p) = 〈A(x)p, p〉 for a uniformly elliptic symmetric matrix-valued function
A : Ω→ Rn×n.
3.1 Elementary properties of Lt(·, ·)
For all x, y ∈ U , define the euclidean distance dU , subject to U , between x and y by
dU (x, y) := inf
{∫ 1
0
|γ′(θ)| dθ ∣∣ γ ∈ C(0, 1;x, y;U)}.
When U is convex, dU (x, y) = |x − y| for all x, y ∈ U ; when U is non-convex, if the line
segment joining [x, y] ⊂ U , then dU (x, y) = |x − y|; and dU (x, y) ≥ |x − y| for general
x, y ∈ U . For x ∈ U and λ, r > 0, define dU and dλ balls
BdU (x, r) =
{
y ∈ U | dU (x, y) < r
}
, Bdλ(x, r) =
{
y ∈ U | dλ(x, y) < r
}
,
and the euclidean ball B(x, r) =
{
y ∈ Rn : |y − x| < r}.
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Lemma 3.1. For all λ > 0, the following holds:
rλdU (x, y) ≤ dλ(x, y) ≤ RλdU (x, y), ∀ x, y ∈ U.(3.1)
In particular, for every λ > 0 and x ∈ U , if 0 < r ≤ dist (x, ∂U), it holds that
(3.2) BdU (x,
r
Rλ
) ⊂ Bdλ(x, r) ⊂ BdU (x,
r
rλ
).
Proof. It follows from (A3) that for all x ∈ U and p ∈ Rn, we have that
rλ|q| = sup
p∈B(0,rλ)
p · q ≤ Lλ(x, q) = sup
{H(x,p)≤λ}
p · q ≤ sup
p∈B(0,Rλ)
p · q = Rλ|q|.
Thus, for every γ ∈ C(0, 1;x, y;U ), we have that
rλ
∫ 1
0
|γ′(t)| dt ≤
∫ 1
0
Lλ(γ(t), γ
′(t)) dt ≤ Rλ
∫ 1
0
|γ′(t)| dt.
Taking infimum over all γ ∈ C(0, 1;x, y;U ), this yields (3.1).
Lemma 3.2. (i) For all x ∈ U and q ∈ Rn, we have that
(3.3) L(x, q) = sup
λ≥0
{
Lλ(x, q) − λ
}
.
(ii) For every t > 0 and x, y ∈ U , we have that
(3.4) Lt(x, y) ≥ sup
λ≥0
{
dλ(x, y)− λt
}
.
Proof. (i) follows directly from the definitions of L and Lλ:
L(x, q) = sup
p∈Rn
{
p · q −H(x, p)
}
= sup
λ≥0
sup
{H(x,p)≤λ}
{
p · q − λ
}
= sup
λ≥0
{
Lλ(x, q)− λ
}
.
(ii) From (i), for every λ ≥ 0 and γ ∈ C(0, t;x, y;U) it holds∫ t
0
L(γ(θ), γ′(θ)) dθ ≥
∫ t
0
(
Lλ(γ(θ), γ
′(θ))− λ) dθ ≥ dλ(x, y) − λt.
Taking infimum over γ ∈ C(0, t;x, y;U) and supermum over λ ≥ 0, this yields (3.4).
Define M : R+ → R+ by
(3.5) M(t) =
supλ≥0
(
rλ − λ
t
)
t > 0,
0 t = 0.
Then we have
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Lemma 3.3. The function M : R+ → R+ is monotone increasing, and lim
t→∞
M(t) = ∞.
There holds that
(3.6) L(x, q) ≥M(|q|)|q|, ∀ x ∈ U and q ∈ Rn,
and hence
(3.7) Lt(x, y) ≥M
(
dU (x, y)
t
)
dU (x, y), ∀ t > 0, and x, y ∈ U.
Proof. It is easy to see that M(t1) ≤M(t2) when 0 ≤ t1 ≤ t2. Moreover,
M(t) ≥ rt − t
t
= rt − 1→ +∞ as t→∞.
For x ∈ U and q ∈ Rn \ {0}, it follows from (A3) and (1.6) that
+∞ > L(x, q) = sup
λ≥0
(
Lλ(x, q)− λ
) ≥ sup
λ≥0
(
rλ|q| − λ
)
= |q| sup
λ≥0
(
rλ − λ|q|
)
=M(|q|)|q|.
In particular, M(|q|) < +∞ for q ∈ Rn. For t > 0 and x, y ∈ U , it follows from (3.4) that
Lt(x, y) ≥ sup
λ≥0
(
dλ(x, y)− λt
) ≥ sup
λ≥0
(
rλdU (x, y)− λt
)
=M
(
dU (x, y)
t
)
dU (x, y).
This implies (3.7).
Without loss of generality, we may assume that both Rλ and rλ are increasing functions
of λ ∈ R+. From Lemma 3.3, for every λ > 0 there exists aλ > 0 such that M(aλ) ≥ Rλ,
and we may assume that aλ is an increasing function of λ ∈ R+.
For x ∈ U and p ∈ Rn, denote the subdifferential of H(x, ·) at p by
∂pH(x, p) =
{
q ∈ Rn ∣∣ H(x, p′) ≥ H(x, p) + q · (p′ − p), ∀ p′ ∈ Rn}.
Now we have
Corollary 3.4. For any λ > 0 and x ∈ U , if H(x, p) = λ > 0 and q ∈ ∂pH(x, p), then
rλ ≤ |p| ≤ Rλ, p · q ≥ λ and λ
Rλ
≤ |q| ≤ aλ.
Proof. Since H(x, p) = λ, it follows from (A3) that
rλ ≤ |p| ≤ Rλ.
Since q ∈ ∂pH(x, p), it follows that
(3.8) λ ≤ λ+ L(x, q) = H(x, p) + L(x, q) = p · q.
Thus we have that |q| ≥ λRλ . By (3.8), we have that
M(|q|)|q| ≤ L(x, q) ≤ p · q ≤ |p||q| ≤ Rλ|q|.
This implies that M(|q|) ≤ Rλ and hence |q| ≤ aλ.
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Lemma 3.5. (i) For each t > 0, Lt(·, ·) is locally bounded on U × U .
(ii) For each pair of points z, x ∈ U , the map t 7→ Lt(z, x) is monotone decreasing on R+
and lim
s↑t−
Ls(z, x) = Lt(z, x) for all t > 0.
(iii) For each z ∈ U and t > 0, the map x 7→ Lt(z, x) is upper semicontinuous on U .
Proof. We divide the proof into several steps.
Step 1. First we want to show that for each pair of points z, x ∈ U , the map t 7→ Lt(z, x)
is monotone decreasing on R+. In fact, for every s < t and γ ∈ C
(
0, s; z, x;U
)
, set
γ˜(θ) = γ(θst ) for θ ∈ [0, t]. Then γ˜ ∈ C
(
0, t; z, x;U
)
. Since L(x, ·) is convex, we obtain
that ∫ s
0
L(γ(θ), γ′(θ)) dθ =
∫ t
0
L
(
γ˜(θ),
t
s
γ˜′(θ)
)s
t
dθ
≥
∫ t
0
L(γ˜(θ), γ˜′(θ)) dθ ≥ Lt(z, x),
this implies that Ls(z, x) ≥ Lt(z, x) by taking infimum over all γ ∈ C
(
0, s; z, x;U
)
.
Step 2. For each t > 0, b > 0, and z, x ∈ U with c := dU (z, x) ≤ b, there exists γ ∈
C(0, c; z, x;U ) such that |γ′(s)| = 1 for a.e. s ∈ [0, c]. Set γ˜(s) = γ( cst ) for s ∈ [0, t]. Then
γ˜ ∈ C(0, t; z, x;U), and |γ˜′(s)| = ct for a.e. s ∈ [0, t]. Therefore, we obtain that
Lt(z, x) ≤
∫ t
0
L
(
γ˜(s), γ˜′(s)
)
ds ≤ tC(b, t),
where
C(b, t) := sup
y∈U
sup
|q|≤b
L
(
y,
q
t
)
< +∞.
This shows that Lt(·, ·) is bounded on
{
(z, x) ∈ U ×U | dU (z, x) ≤ b
}
and hence (i) holds.
Step 3. For each pair of z, x ∈ U and t > 0, since Ls(z, x) is monotone decreasing w.r.t.
s > 0, for (ii) it suffices to show that for any ǫ > 0 there exists δ = δ(ǫ) > 0 such that
Ls(z, x) ≤ Lt(z, x) + ǫ, ∀ s ∈ (t− δ, t).
Let γ ∈ C(0, t; z, x;U) be such that
Lt(z, x) ≥
∫ t
0
L(γ(θ), γ′(θ)) dθ − ǫ
2
.
It is not hard to see that
Ls(z, x) ≤
∫ t
0
L
(
γ(θ),
t
s
γ′(θ)
)s
t
dθ.
Since γ′ ∈ L∞([0, t]) and L(w, q) is upper semicontinuous in U×Rn, we can find δ(w, q) > 0
such that
L
(
w˜,
q˜t
s
)s
t
≤ L(w, q) + ǫ
8t
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whenever s ∈ (t− δ(w, q), t), |w˜ − w| ≤ δ(w, q), and |q˜ − q| ≤ 2δ(w, q)
t
‖γ′‖L∞([0,t]).
Since γ([0, 1]) × γ′([0, t]) ⊂ U × Rn is compact, by a simple covering argument we can
find a δ > 0 such that for any s ∈ (t− δ, t), it holds that
L
(
γ(θ),
t
s
γ′t(θ)
)s
t
≤ L(γ(θ), γ′(θ)) + ǫ
8t
, a.e. θ ∈ [0, t].
This implies that Ls(z, x) ≤ Lt(z, x) + ǫ whenever s ∈ (t− δ, t). Hence (ii) holds.
Step 4. For t > 0 and z ∈ U , we argue by contradiction that Lt(z, ·) is upper semicon-
tinuous in U : For, otherwise, there exist ǫ0 > 0 and {xi}, {x0} ⊂ U , with xi → x0, such
that
Lt(z, xi) ≥ Lt(z, x0) + ǫ0.
Since there exists δ0 > 0 such that Lt(z, x0) + ǫ0 ≥ Lt−δ0(z, x0)− ǫ02 , we have that
Lt(z, xi) ≥ Lt−δ0(z, x0) +
ǫ0
2
.
Since Lt(z, xi) ≤ Lt−δ0(z, x0) + Lδ0(x0, xi), and
Lδ0(x0, xi) ≤ δ0 sup
z∈U
sup
|q|≤dU (xi,x0)
L(z,
q
δ0
) ≤ ǫ0
4
provided i is sufficiently large. Thus we obtain that
Lt−δ0(z, x0) ≤ Lt−δ0(z, x0)−
ǫ0
4
,
this is impossible.
3.2 A geometric structure theorem
For a family of sets {F t}t≥0, we set, for t > 0,
F<t :=
⋃
0≤s<t
F s; F≤t :=
⋃
0≤s≤t
F s; F>t :=
⋃
s>t
F s; and F≥t :=
⋃
s≥t
F s.
Our main theorem on the geometric structure of Lt(·, ·) is the following.
Theorem 3.6. For each λ > 0 and x ∈ U , there exists a family {Etλ(x)}t≥0 of subsets
of U , with E0λ(x) = {x} and E∞λ (x) =
{
y ∈ U : dU (x, y) = ∞
}
, satisfying the following
properties:
(i) For each t ∈ [0, ∞) and y ∈ Etλ(x), it holds that
(3.9) Lt(x, y) = dλ(x, y)− λt.
(ii) U ⊂ E<∞λ (x), and for each t ∈ [0, ∞), we have that
(3.10) Bdλ(x, λt) ⊂ E<tλ (x) ⊂ Bdλ(x, aλRλt).
Uniqueness of absolute minimizers 17
(iii) For each t ∈ (0, ∞), Etλ(x) is closed, E<tλ (x) is relatively open in U , and the relative
boundary of E<tλ (x) is contained in E
t
λ(x).
(iv) For all s, t ∈ [0, ∞) and every z ∈ Et+sλ (x), there exists a point y ∈ Etλ(x) such that
z ∈ Esλ(y), and
dλ(x, z) = dλ(x, y) + dλ(y, z).
To prove Theorem 3.6, we first need to establish Lemma 3.7 below. Before stating it,
we first point out that (U, dλ) enjoys the length space property:
For any λ > 0 and x, y ∈ U with dλ(x, y) <∞, there exists at least one γ ∈ C(a, b;x, y;U )
such that
(3.11) dλ(x, y) =
∫ b
a
Lλ(γ(t), γ
′(t)) dt.
In fact, let
{
γi
} ⊂ C(a, b;x, y;U ) be a minimizing sequence for dλ(x, y), i.e.,
lim
i→∞
ℓλ(γi) = dλ(x, y).
After a possible change of parametrization, we can always assume that, for all i ≥ 1,
(3.12) Lλ(γi(t), γ
′
i(t)) =
ℓλ(γi)
b− a , a.e. t ∈ [a, b].
Combining (3.12) with Lemma 3.1 yields that, for all i ≥ 1,
(3.13) |γ′i(t)| ≤
ℓλ(γi)
(b− a)rλ
(
≤ 1 + dλ(x, y)
(b− a)rλ
)
, a.e. t ∈ [a, b].
Therefore we may assume that there exists γ ∈ C(a, b;x, y;U ) such that after passing to a
subsequence, γi → γ in C([a, b]) and γ′i → γ′ weak∗ in L∞([a, b]). It follows directly from
the lower semicontinuity that dλ(x, y) = ℓλ(γ).
With this length space property of dλ, we can introduce the notion of dλ-length minimiz-
ing geodesic rays. A Lipschitz curve γ : [0, b] → U , b ∈ (0,∞], is a dλ-length minimizing
geodesic curve, if
(3.14) dλ(γ(s), γ(t)) =
∫ t
s
Lλ(γ(θ), γ
′(θ)) dθ = t− s, ∀ 0 ≤ s < t ≤ b.
In particular, if γ : [0, b]→ U is a dλ-length minimizing geodesic curve then
ℓλ(γ) =
{
b if b < +∞
+∞ if b = +∞.
Given a Lipschitz curve γ : [0, b) → U , b ∈ [0,∞), if the restriction of γ on each
subinterval [0, b′] ⊂ [0, b) is dλ-length minimizing, then γ(b) = lim
ǫ↓0
γ(b− ǫ) ∈ U exists and
γ can be extended to a dλ-length minimizing geodesic curve γ : [0, b]→ U . Since (U, dλ)
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enjoys the length space property, the union of the images of all dλ-length minimizing
geodesic curve with γ(0) = x equals to U .
Given x ∈ U and λ > 0, we call a dλ-length minimizing geodesic curve γ : [0, ℓλ(γ)]→
U , with γ(0) = x, as a dλ-length minimizing geodesic ray starting at x, if either ℓλ(γ) =
∞, or ℓλ(γ) < ∞ and γ cannot be extended to a dλ-length minimizing geodesic curve
γ˜ : [0, ℓλ(γ) + ǫ) → U for any ǫ > 0 (i.e., γ˜(s) = γ(s) for s ∈ [0, ℓλ(γ)]). We denote by
Γλ(x) the collection of all dλ-length minimizing geodesic rays γ starting at x. Since each
dλ-length minimizing geodesic curve starting at x is contained in a dλ-length minimizing
geodesic ray γ starting at x, the union of the images of all curves in Γλ(x) equals to U .
Lemma 3.7. For λ > 0, x ∈ U , and γ ∈ Γλ(x), there exist Cγ : [0, ℓλ(γ)] → R+ and
pγ : [0, ℓλ(γ)]→ Rn such that for a.e. θ ∈ [0, ℓλ(γ)], it holds that
(i) H(γ(θ), pγ(θ)) = λ and Cγ(θ)γ
′(θ) ∈ ∂pH(γ(θ), pγ(θ)).
(ii) rλ ≤ |pγ(θ)| ≤ Rλ and λ ≤ Cγ(θ) ≤ Rλaλ.
In order to prove Lemma 3.7, we recall Lemma 3.8 and Lemma 3.9, whose proofs can
be found in [15] and [14] respectively.
Lemma 3.8. For every u ∈ Lip(U) and Lipschitz curve γ : [a, b] → U , there exists a
function g : [a, b]→ Rn such that
d
dt
u(γ(t)) = g(t) · γ′(t),
whenever γ is differentiable at t, and
g(t) ∈
⋂
r>0
closed convex hull of Du(B(γ(t), r) \ N (u)),
where N (u) denotes the set of non-differentiable points of u.
Lemma 3.9. (i) For u ∈ Lip loc (U) and λ ≥ ‖H(·,Du)‖L∞(U), it holds that
(3.15) u(y)− u(x) ≤ dλ(x, y), ∀ x, y ∈ U.
(ii) If u : U → R satisfies (3.15), then u ∈ Lip(U) and ‖H(·,Du)‖L∞(U) ≤ λ. In
particular, for any x ∈ U it holds that
(3.16)
∥∥H(·,Ddλ(x, ·)∥∥L∞(U) ≤ λ.
Remark 3.10. For u ∈ Lip loc (U) and V ⋐ U , let λ ≥ ‖H(·,Du)‖L∞(V ). Then by the
same argument as in Lemma 3.9 (i), we also have that
u(y)− u(x) ≤ dλ(x, y)
for every x, y ∈ V whenever there exists a dλ-length minimizing geodesic curve γ in V
joining x to y such that γ \ {x, y} ⊂ V .
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Proof of Lemma 3.7. For γ ∈ Γλ(x) and 0 ≤ θ1 < θ2 ≤ ℓλ(γ), it holds that
dλ(γ(θ1), γ(θ2)) = θ2 − θ1.
Case 1: dλ(x, ·) is differentiable for all z ∈ U \{x}. By Lemma 3.9 (ii) and H ∈ LSC (U×
R
n), we have that H(z,Dzdλ(x, z)) ≤ λ for all z ∈ U \ {x}. Thus, for any 0 ≤ θ ≤ ℓλ(γ),
it holds that
dλ(x, γ(θ)) =
∫ θ
0
Dzdλ(x, γ(s)) · γ′(s) ds ≤
∫ θ
0
Lλ(γ(s), γ
′(s)) ds = dλ(x, γ(θ)).
This implies that
Dzdλ(x, γ(θ)) · γ′(θ) = Lλ(γ(θ), γ′(θ)) = 1 for a.e. θ ∈ [0, ℓλ(γ)].
Set pγ(θ) = Dzdλ(x, γ(θ)) for θ ∈ [0, ℓλ(γ)]. By the convexity of {p : H(γ(θ), p) ≤ λ},
we have that H(γ(θ), pγ(θ)) = λ and there exists Cγ(θ) > 0 such that Cγ(θ)γ
′(θ) ∈
∂pH(γ(θ), pγ(θ)) for all θ ∈ [0, ℓλ(γ)]. By (A3), we have that rλ ≤ |pγ(θ)| ≤ Rλ. Since
Cγ(θ)γ
′(θ)·pγ(θ) ≥ H(γ(θ), pγ(θ)) = λ, we have that Cγ(θ) ≥ λ. By Corollary 3.4, we have
that Cγ(θ)|γ′(θ)| ≤ aλ. This, together with |γ′(θ)| ≥ |pγ(θ)|−1, implies that Cγ(θ) ≤ aλRλ.
Case 2: u(·) := dλ(x, ·) is differentiable almost everywhere in U \{x}. Let N (u) ⊂ U \{x}
denote the non-differentiable set of u. By Lemma 3.8 there exists g ∈ [0, ℓλ(γ)] → Rn
such that
d
dt
u(γ(t)) = g(t) · γ′(t)
whenever γ is differentiable at t, and
(3.17) g(t) ∈
⋂
r>0
closed convex hull of Du(B(γ(t), r) \ N (u)), ∀ t ∈ [0, ℓλ(γ)].
Set pγ(t) = g(t) for t ∈ [0, ℓλ(γ)]. We need to show that
(3.18) H(γ(t), pγ(t)) ≤ λ, for all t ∈ [0, ℓλ(γ)].
Observe that H ∈ LSC (U × Rn) implies that for any ǫ > 0 there exists r > 0 such that
(3.19) H(γ(t), p) ≤ H(x, p) + ǫ,
whenever |x− γ(t)| ≤ r and |p| ≤ 2‖Du‖L∞(B(γ(t),r)) .
Choose p =
m∑
i=1
aipi for some positive integer m, where pi ∈ Du(xi), xi ∈ B(γ(t), r)
and |Du(xi)| ≤ ‖Du‖L∞(B(γ(t),r)) , ai ≥ 0 for 1 ≤ i ≤ m, and
m∑
i=1
ai = 1. Since H(γ(t), ·)
is convex and H(xi, pi) ≤ λ for 1 ≤ i ≤ m, it follows from (3.19) that
H(γ(t), p) ≤
m∑
i=1
aiH(γ(t), pi)
20 Q. Miao, C. Wang, and Y. Zhou
=
m∑
i=1
aiH(xi, pi) +
m∑
i=1
ai(H(γ(t), pi)−H(xi, pi))
≤ λ+ ǫ.
Sending ǫ to zero, this implies (3.18).
From (3.18), we have that
dλ(x, γ(θ)) =
∫ θ
0
pγ(t) · γ′(t) dt ≤
∫ θ
0
Lλ(γ(t), γ
′(t)) ds = dλ(x, γ(θ)), ∀ θ ∈ [0, ℓλ(γ)].
Hence
pγ(t) · γ′(t) = Lλ(γ(t), γ′(t)), for a.e. t ∈ [0, ℓλ(γ)].
From H(γ(t), pγ(t)) ≤ λ and the definition of Lλ(·, ·), we have that H(γ(t), pγ(t)) = λ for
almost all t. Now we can follow the same argument as above to find a function Cγ such
that Cγ(θ)γ
′(θ) ∈ ∂pH(γ(θ), pγ(θ)) and Cγ(θ) enjoys the desired properties.
With the help of Lemma 3.7, we prove Theorem 3.6 now.
Proof of Theorem 3.6. (i) For any given γ ∈ Γλ(x), define Dγ : [0, ℓλ(γ)]→ R+ by
Dγ(θ) =
∫ θ
0
1
Cγ(s)
ds,
where Cγ is given by Lemma 3.7. For t > 0, λ > 0, and x ∈ U , define the set Etλ(x) by
Etλ(x) :=
{
γ(D−1γ (t))
∣∣ γ ∈ Γλ(x) and max
θ∈[0,ℓλ(γ)]
Dγ(θ) ≥ t
}
.
Then (3.9) is equivalent to
(3.20) Lt(x, γ(D−1γ (t))) = dλ(x, γ(D−1γ (t))) − λt,
provided γ ∈ Γλ(x) and max
θ∈[0,ℓλ(γ)]
Dγ(θ) ≥ t.
From Lemma 3.2(ii), (3.20) holds if we can show that
(3.21) Lt(x, γ(D−1γ (t))) ≤ dλ(x, γ(D−1γ (t))) − λt.
It follows from Lemma 3.7 that for all θ ∈ [0, ℓλ(γ)] and p ∈ Rn, it holds that
H(γ(θ), p) ≥ H(γ(θ), pγ(θ)) + Cγ(θ)γ′(θ)(p− pγ(θ))
= λ+ Cγ(θ)γ
′(θ)(p− pγ(θ)).
Thus
L(γ(θ), Cγ(θ)γ
′(θ)) = sup
p∈Rn
{
p · Cγ(θ)γ′(θ)−H(γ(θ), p)
}
≤ Cγ(θ)γ′(θ) · pγ(θ)− λ = Cγ(θ)− λ.
Uniqueness of absolute minimizers 21
Set β(θ) = γ(D−1γ (θ)) for 0 ≤ θ ≤ t. Then we have that
β′(θ) = Cγ
(D−1γ (θ))γ′(D−1γ (θ)),
and hence
Lt
(
x, γ(D−1γ (t))
) ≤ ∫ t
0
L(β(θ), β′(θ)) dθ
=
∫ t
0
L
(
γ(D−1γ (θ)), Cγ(D−1γ (θ))γ′(D−1γ (θ))
)
dθ
=
∫ D−1γ (t)
0
L(γ(θ), Cγ(θ)γ
′(θ))Cγ(θ)
−1 dθ
≤
∫ D−1γ (t)
0
(
Cγ(θ)− λ
)
Cγ(θ)
−1 dθ
= D−1γ (t)− λDγ
(D−1γ (t)) = D−1γ (t)− λt.
This, combined with the fact that dλ
(
x, γ(D−1γ (t))
)
= D−1γ (t), implies (3.21).
(ii) For any given y ∈ Etλ(x), there exists γ ∈ Γλ(x) such that y = γ
(D−1γ (t)). Moreover,
it holds that dλ(x, y) = D−1γ (t) and hence Dγ(dλ(x, y)) = t, that is,∫ dλ(x,y)
0
1
Cγ(s)
ds = t.
This, together with Cγ(s) ≤ aλRλ, implies that
dλ(x, y) ≤ aλRλt.
Thus we obtain that Etλ(x) ⊆ Bdλ(x, aλRλt). Hence E<sλ (x) ⊂ Bdλ(x, aλRλs) for all s > 0.
On the other hand, if t > s > 0 and y ∈ Etλ(x), we have that
0 ≤ Lt(x, y) = dλ(x, y)− λt,
so that dλ(x, y) ≥ λt > λs. Hence we obtain that
Bdλ(x, λs) ⊂ U \ E≥sλ (x) = E<sλ (x).
(iii) To show that E≤tλ (x) is closed, let xi ∈ E≤tλ (x), and xi → x∞ ∈ U . Without loss of
generality, assume that x∞ 6= x. Then there exists ti ∈ (0, t] such that
dλ(x, xi)− λti = Lti(x, xi).
Moreover, it follows from the proof of (i) that for each i, there exists γi ∈ Γλ(x) such that
βi(θ) = γi
(D−1γi (θ)), 0 ≤ θ ≤ ti, satisfies βi ∈ C(0, ti;x, xi;U), xi = βi(ti), and
(3.22) Lt(x, xi) =
∫ ti
0
L
(
βi(θ), β
′
i(θ)
)
dθ = dλ(x, xi)− λti.
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It follows from Lemmas 3.1 and 3.7 that
rλ|βi(θ1)− βi(θ2)| ≤ dλ
(
βi(θ1), βi(θ2)
)
= dλ
(
γi
(D−1γi (θ1)), γi(D−1γi (θ2)))
=
∣∣D−1γi (θ1)−D−1γi (θ2)∣∣ ≤ ∥∥(D−1γi )′∥∥L∞([0,ti])|θ1 − θ2|
≤ ∥∥Cγi∥∥L∞([0,dλ(x,xi)])|θ1 − θ2| ≤ aλRλ|θ1 − θ2|
holds for any 0 ≤ θ1 < θ2 ≤ ti. Hence we conclude that
(3.23)
∥∥β′i(·)∥∥L∞([0,ti]) ≤ aλRλrλ .
Since x∞ 6= x, there exists i0 such that for i ≥ i0 it holds that
dλ(x∞, xi) <
1
2
dλ(x∞, x) and |xi − x∞| < 1
2
min
{
|x− x∞|, dist (x∞, ∂U)
}
.
This further implies that
dλ(x, xi) ≤ dλ(x, x∞) + dλ(x∞, x) and |x− xi| ≥ 1
2
|x− x∞|.
We claim that lim inf
i→∞
ti > 0. For, otherwise, there exists a subsequence tik such that
tik → 0. Since
dλ(x, xik) = Ltik (x, xik) + λtik ≥ Ltik (x, xik) ≥M
(dU (x, xik)
tik
)
dU (x, xik),
we obtain that
dλ(x, x∞) + dλ(x∞, x) ≥ 1
2
M
(dU (x, x∞)
2tik
)
dU (x, x∞)→∞ as k →∞,
this is impossible.
By taking a subsequence, we may assume that ti → t∞ ∈ (0, t]. We want to show that
(3.24) Lt∞(x, x∞) = dλ(x, x∞)− λt∞.
Since
Lti(x, xi) = dλ(x, xi)− λti → dλ(x, x∞)− λt∞ ≤ Lt∞(x, x∞),
it suffices to prove
lim inf
i→∞
Lti(x, xi) ≥ Lt∞(x, x∞).
Since s → Ls(·, ·) is monotone decreasing, we may assume that ti ≥ t∞. Let γi(θ) =
θx∞ + (1− θ)xi, θ ∈ [0, 1], be the line segment between xi and x∞. For 0 < δ ≤ 12 , define
(βi ∪ γi) ∈ C
(
0, t∞;x, x∞;U
)
by
(βi ∪ γi)(θ) =
{
βi((1 + δ)θ) θ ∈ [0, ti1+δ ],
γi
(
1+δ
(1+δ)t∞−ti
(θ − ti1+δ )
)
θ ∈ [ ti1+δ , t∞].
Uniqueness of absolute minimizers 23
Let i be sufficiently large so that |xi − x∞| ≤ δ and ti ≤ (1 + 12δ)t∞. Then we have that
Lt∞(x, x∞) ≤
∫ t∞
0
L((βi ∪ γi)(θ), (βi ∪ γi)′(θ)) dθ
=
1
1 + δ
∫ ti
0
L(βi(θ), (1 + δ)β
′
i(θ)) dθ
+
(1 + δ)t∞ − ti
1 + δ
∫ 1
0
L
(
γi(θ),
1 + δ
(1 + δ)t∞ − ti (x∞ − xi)
)
dθ
≤ 1
1 + δ
∫ ti
0
L
(
βi(θ), (1 + δ)β
′
i(θ)
)
dθ + C(t∞)δ,(3.25)
where
C(t∞) = t∞ sup
{
L(y, q) | y ∈ U, |q| ≤ 4
t∞
}
< +∞.
It follows from (3.23) that there exists a compact set K ⊂ U×Rn such that βi([0, ti]) ⊂ K
for all i ≥ 1. Since L ∈ USC(U ×Rn), L is uniformly upper semicontinuous in K. Hence
for any ǫ > 0, there exists δ > 0 such that
(3.26) L
(
βi(θ), (1 + δ)β
′
i(θ)
) ≤ L(βi(θ), β′i(θ))+ ǫ
holds for all i and θ ∈ [0, ti]. This implies∫ ti
0
L
(
βi(θ), (1 + δ)β
′
i(θ)
)
dθ ≤
∫ ti
0
L
(
βi(θ), β
′
i(θ)
)
dθ + tiǫ = Lti(x, xi) + tiǫ.
Putting this into (3.25), we obtain that
Lt∞(x, x∞) ≤ Lti(x, xi) + C(t∞)δ + tiǫ.
This clearly implies that lim inf
i→∞
Lti(x, xi) ≥ Lt∞(x, x∞).
Replacing ti by t, the closeness of E
t
λ(x) follows from the same argument as above.
Similarly, we can also prove that E≥tλ (x) is closed. Here, notice that if xi ∈ Etiλ (x) for
some ti ≥ t and xi → z for some z ∈ U , then ti is bounded. For, otherwise, we would
have that dλ(x, xi)− λti < 0 < Lti(x, xi). By the same argument as above, the closeness
of E≥tλ (x) follows.
Finally, the closeness of E≥tλ (x) implies that E
<t
λ (x) is relatively open in U . Due to
the relative closeness of E≤tλ (x), we conclude that the relative boundary of E
<t
λ (x) in U is
contained in Etλ(x).
(iv) For z ∈ Et+sλ (x), there exists γ ∈ Γλ(x) such that z = γ
(D−1γ (t + s)). Set y =
γ
(D−1γ (t)). Then it follows from the definition of Etλ(x) that y ∈ Etλ(x). Now we want to
show that z ∈ Esλ(y). To see this, first observe that
t+ s = Dγ
(D−1γ (t+ s)) = ∫ D−1γ (t+s)
0
1
Cγ(θ)
dθ
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=
∫ D−1γ (t)
0
1
Cγ(θ)
dθ +
∫ D−1γ (t+s)
D−1γ (t)
1
Cγ(θ)
dθ
= t+
∫ D−1γ (t+s)
D−1γ (t)
1
Cγ(θ)
dθ.
This implies that
(3.27)
∫ D−1γ (t+s)
D−1γ (t)
1
Cγ(θ)
dθ = s.
Define γ˜(θ) = γ
(D−1γ (t) + θ) for θ ≥ 0. Then
(3.28) γ˜(0) = y and γ˜
(D−1γ (t+ s)−D−1γ (t)) = z.
Now we claim that
(3.29) D−1γ˜ (s) = D−1γ (t+ s)−D−1γ (t).
In fact, by a simple change of variables, (3.27) gives∫ D−1γ (t+s)−D−1γ (t)
0
1
Cγ˜(θ)
dθ = s.
On the other hand, it follows from the definition that
s =
∫ D−1
γ˜
(s)
0
1
Cγ˜(θ)
dθ.
Combining these two identities yields (3.29), and (3.28) and (3.29) yield z ∈ Esλ(y).
Finally, since γ ∈ Γλ(x), we have that
dλ(x, z) = dλ
(
γ(0), γ(D−1γ (t+ s))
)
= D−1λ (t+ s)
= D−1γ (t) +
(D−1γ (t+ s)−D−1γ (t))
= D−1γ (t) +D−1γ˜ (s)
= dλ
(
γ(0), γ(D−1γ (t))
)
+ dλ
(
γ˜(0), γ˜(D−1γ (s))
)
= dλ(x, y) + dλ(y, z).
This completes the proof.
3.3 Two special types of Hamiltonians H(x, p)
In this subsection, we consider two special types of H(x, p) and examine their correspond-
ing geometric structures of the action function Lt(·, ·). For convenience, we assume that
U = Rn.
Case 1. H(x, p) = H(p) is independent of x ∈ Rn: H(p) is convex; H(p) ≥ H(0) = 0 for
all p ∈ Rn and {p ∈ Rn : H(p) = 0} has no interior points; and lim
|p|→+∞
H(p) = +∞.
We have the following Lemma, which was shown by [5]. Here we also sketch a proof.
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Lemma 3.11. Let H be given as in Case 1 above. Then for all t, λ > 0 and x, y ∈ Rn,
we have that dλ(x, y) = Lλ(y − x), and
(3.30) Lt(x, y) = max
λ≥0
{dλ(x, y)− λt} = tL
(
y − x
t
)
.
Consequently, Lt enjoys the linearity: if γ(θ) = x+ θt (y − x) for θ ∈ (0, t), then
Lθ(x, γ(θ)) = θ
t
Lt(x, y), ∀ θ ∈ (0, t).
In particular, it holds that
(3.31) Etλ(x) = x+ t
⋃
{H(p)=λ}
∂pH(p).
Proof. To see dλ(x, y) = Lλ(y − x), let γ(θ) = x + θ(y − x), θ ∈ [0, 1]. Then γ ∈
C(0, 1;x, y;Rn) and γ′(θ) = y − x. Hence we have that
dλ(x, y) ≤
∫ 1
0
Lλ
(
γ′(θ)
)
dθ = Lλ (y − x) .
On the other hand, for every γ ∈ C(0, 1;x, y;Rn), it follows from the convexity of Lλ(·)
that
Lλ (y − x) ≤
∫ 1
0
Lλ(γ
′(θ)) dθ = ℓλ(γ).
Taking infimum over all γ ∈ C(0, 1;x, y;Rn), this yields Lλ(y − x) ≤ dλ(x, y).
To see (3.30), take γ˜(θ) = x+ θt (y−x), θ ∈ [0, t], so that γ˜′(θ) = y−xt . Hence we obtain
that
(3.32) Lt(x, y) ≤
∫ t
0
L
(
γ′(θ)
)
dθ =
∫ t
0
L
(
y − x
t
)
dθ = tL
(
y − x
t
)
.
On the other hand, since H(p) is coercive, for y 6= x there is p∗ ∈ Rn such that
(3.33) L
(
y − x
t
)
+H(p∗) = p∗ · y − x
t
.
Denote λ = H(p∗). Then by Lemma 3.2 (ii) we have
(3.34) tL
(
y − x
t
)
= p∗ · (y − x)− tH(p∗) ≤ Lλ(y − x)− λt = dλ(x, y)− λt ≤ Lt(x, y),
which together with (3.32) gives (3.30).
It follows from (3.33) and (3.34) that y ∈ Etλ(x) iff there exists p∗ ∈ Rn, withH(p∗) = λ,
such that
H(p) ≥ H(p∗) + y − x
t
· (p− p∗), ∀ p ∈ Rn.
This is equivalent to
y − x
t
∈ ∂pH(p∗). Hence y ∈ Etλ(x) iff y − x ∈ t
⋃
{H(p)=λ}
∂pH(p).
This yields (3.31).
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Case 2. H(x, p) = 〈A(x) · p, p〉, (x, p) ∈ Rn × Rn. Here A : Rn → Rn×n is symmetric,
lower semicontinuous, and there exists C ≥ 1 such that
(3.35) C−1|p|2 ≤ 〈A(x) · p, p〉 ≤ C|p|2, ∀ (x, p) ∈ Rn × Rn.
Lemma 3.12. Let H(x, p) satisfy the properties given in Case 2. Then for all t, λ > 0
and x, y ∈ Rn, we have that
(3.36) dλ(x, y) =
√
λd1(x, y),
(3.37) Lt(x, y) = max
λ≥0
{
dλ(x, y)− λt
}
=
1
4t
d21(x, y),
and
(3.38) Etλ(x) = ∂Bd1(x, 2
√
λt) = ∂Bdλ(x, 2t).
In particular, Lt enjoys the linearity: if γ : [0, t]→ Rn is a d1-length minimizing geodesic
curve joining x to y, then
(3.39) Lθ(x, γ(θ)) = θ
t
Lt(x, y), ∀ θ ∈ (0, t).
Proof. Observe that
Lλ(x, q) = sup
H(x,p)≤λ
p · q = sup
|p|2≤λ
p · (A− 12 (x)q) =
√
λ
∣∣A− 12 (x)q∣∣ = √λL1(x, q).
This yields (3.36). From (3.36), we see that
dλ(x, y)− λt =
√
λd1(x, y)− λt = −
(
d1(x, y)
2
√
t
−
√
λt
)2
+
d21(x, y)
4t
.
Hence we obtain that
max
λ≥0
{
dλ(x, y) − λt
}
=
d21(x, y)
4t
.
Observe that
L(x, q) = sup
p∈Rn
{
p · q − 〈A(x) · p, p〉
}
= sup
p∈Rn
{
p · (A− 12 (x)q)− |p|2
}
= sup
p∈Rn
{
− ∣∣p− 1
2
(A−
1
2 (x)q)
∣∣2 + 1
4
|A− 12 (x)q|2
}
=
1
4
∣∣A− 12 (x)q∣∣2.
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Let γ ∈ D(0, t;x, y;U) be a ℓ1-length minimizing geodesic curve, with constant speed
d1(x,y)
2t . Since
1
4
〈A−1(γ(s)) · γ′(s), γ′(s)〉 =
(d1(x, y)
2t
)2
, a.e. s ∈ [0, t],
we have that
Lt(x, y) ≤
∫ t
0
1
4
A−1(γ(s))γ′(s) · γ′(s) ds = d
2
1(x, y)
4t
.
This, combined with Lemma 3.2 (ii), implies (3.37).
It follows from the above argument that y ∈ Etλ(x) iff
1
4t
d21(x, y) =
√
λd1(x, y)− λt,
or, equivalently, √
λ =
1
2t
d1(x, y).
This implies that y ∈ Etλ(x) iff d1(x, y) = 2
√
λt. Hence (3.38) is proven.
Motivated by Lemma 3.12 and Lemma 3.13, we would like to pose
Question 3.14. Assume H : U × Rn → R+ satisfies (A1), (A2)weak, (A3), and (1.6),
(a) is it true that Lt(x, y) = supλ>0(dλ(x, y)− λt) for all possible t > 0, x, y ∈ U?
(b) does Lt enjoy the linearity (3.39) along all dλ-length minimizing curve γ in U?
4 Basic properties of Hamilton-Jacobi flows
In this section, we will assume that H(x, p) satisfies (A1), (A2)weak , (A3), and (1.6). For
r > 0, set
Ur :=
{
x ∈ U | dist(x, ∂U) > r
}
.
4.1 Localization of T tu
Lemma 4.1. For each r > 0, there exists a0(r) ≥ 2 such that for all t ∈
(
0, ra0(r)
)
, x ∈ Ur
and y ∈ B(x, t), we have
Lt(x, y) = inf
{∫ t
0
L(γ(θ), γ′(θ)) dθ
∣∣ γ ∈ C(0, t;x, y;B(x, a0(r)t))}.(4.1)
Proof. For x ∈ Ur, 0 < t < r2 , and y ∈ B(x, t), since γ(θ) = x+
θ
t
(y − x) : [0, t]→ U joins
x to y, we have that
(4.2)
Lt(x, y) ≤
∫ t
0
L
(
x+
θ
t
(y − x), 1
t
(y − x)
)
dθ ≤ t sup
z∈U r
2
sup
|q|≤1
L(z, q) := tC(r) < +∞.
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For any a ≥ 2, t < ra , z /∈ B(x, at), y ∈ B(x, t), and 0 < s < t, it follows that |y − z| > at2 .
By Lemma 3.3, we have
Ls(x, z) ≥M
( |z − x|
s
)
|z − x| ≥ saM(a),
and
Lt−s(z, y) ≥M
( |y − z|
t− s
)
|y − z| ≥ a(t− s)
2
M(
a
2
).
Observe that there exists a0 = a0(r) ≥ 2 such that a2M(a2 ) > C(r)+1 whenever a ≥ a0(r).
If γ ∈ C(0, t;x, y;U) satisfies
Lt(x, y) + t ≥
∫ t
0
L(γ(θ), γ′(θ)) dθ,
then we must have that γ([0, t]) ⊂ B(x, a0(r)t). For, otherwise, γ([0, t])∩(U\B(x, a0t)) 6= ∅
and there exists s∗ ∈ (0, t) such that γ(s∗) /∈ B(x, a0t). Hence we obtain
Lt(x, y) + t ≥
∫ t
0
L(γ(θ), γ′(θ)) dθ
=
∫ s∗
0
L(γ(θ), γ′(θ)) dθ +
∫ t
s∗
L(γ(θ), γ′(θ)) dθ
≥ Ls∗(x, γ(s∗)) + Lt−s∗(γ(s∗), y)
≥ s∗aM(a) + (t− s∗)a
2
M(
a
2
) > t(C(r) + 1).
This contradicts to (4.2). Hence (4.1) holds.
Lemma 4.2. (i) For any α, r > 0, there exists η0 = η0(α, r) > 0 such that if 0 < t < η0,
then
T tu(x) = sup
y∈B(x,r)
{
u(y)− Lt(x, y)
}
, ∀ x ∈ Ur,(4.3)
whenever osc U u ≤ α.
(ii) For every K,α, r > 0, there exists aK ≥ 2 such that if 0 < t < min
{
η0(α,
r
2),
r
aK
}
,
then
T tu(x) = sup
y∈B(x,aK t)
{
u(y)− Lt(x, y)
}
, ∀ x ∈ Ur,(4.4)
whenever osc U u ≤ α and Lip
(
u,U r
2
) ≤ K.
Proof. (i) For any r, α > 0, choose a sufficiently small η0 = η0(α, r) > 0 so that
M
( r
η0
)
>
α
r
+ 1.
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Then for any 0 < t < η0, x ∈ Ur and y ∈ U \B(x, r), we have
u(y)− Lt(x, y) ≤ u(y)− tM
(∣∣y − x
t
∣∣)∣∣y − x
t
∣∣
≤ u(y)− rM( r
η0
)
≤ u(y)− (α+ r)
< u(y)− osc
U
u− r
< u(x) ≤ T tu(x).
This implies (4.3).
(ii) If osc u ≤ α and Lip(u,U r
2
) ≤ K, then by (i) we have that, for x ∈ U r
2
and
t < η0(α,
r
2),
T tu(x) = sup
y∈B(x, r
2
)
{
u(y)− Lt(x, y)
}
.
Let aK ≥ 2 be such that M (aK) > K. If 0 < t < min
{
η0(α,
r
2),
r
aK
}
, x ∈ Ur, and
y ∈ B(x, r2 ) \B(x, aKt), then we have
u(y)−Lt(x, y) ≤ u(y)− tM
(∣∣y − x
t
∣∣)∣∣y − x
t
∣∣
≤ u(y)− u(x)−M (aK) |x− y|+ u(x)
≤ ( Lip(u,U r
2
)−K)|x− y|+ u(x)
< u(x) ≤ T tu(x).
This implies (4.4).
Remark 4.3. From Lemma 4.2, we can see that if u ∈ C(U) then
lim
t↓0
T tu = lim
t↓0
Ttu = u
uniformly on any compact subset of U. In fact, for each compact set K ⋐ U , r ∈
(0, 12 dist (K,∂U)) and 0 < t < η0( osc Ur u, r), we have
u(x) ≤ T tu(x) ≤ sup
B(x,r)
u.
The uniform convergence of T tu(x) to u(x) on K, as t → 0, follows directly from the
uniform continuity of u on K̂ :=
{
x ∈ U | dist(x,K) ≤ 12 dist (K,∂U)
}
.
4.2 Semigroup property of T tu
Lemma 4.4. For u ∈ L∞(U) and t, s > 0, it holds that
T t+su(x) = T t(T su)(x), ∀ x ∈ U.(4.5)
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Proof. First, we claim that for any x, y, z ∈ U ,
(4.6) Lt+s(x, y) ≤ Lt(x, z) + Ls(z, y).
In fact, let α ∈ C(0, t;x, z;U) and β ∈ C(0, s; z, y;U). Define γ : [0, t+ s]→ U by
γ(θ) =
{
α(θ) 0 ≤ θ ≤ t,
β(θ − t) t ≤ θ ≤ t+ s.
Then γ ∈ C(0, t+ s;x, y;U), and∫ t+s
0
L(γ(θ), γ′(θ)) dθ =
∫ t
0
L(α(θ), α′(θ)) dθ +
∫ s
0
L(β(θ), β′(θ)) dθ.
Taking infimum over all such curves α and β, this yields (4.6). By the definition of T tu
and (4.6), we have
T t(T su)(x) = sup
z∈U
{
T su(z)− Lt(x, z)
}
= sup
z,y∈U
{
u(y)− Ls(z, y) − Lt(x, z)
}
≤ sup
y∈U
{
u(y)− Lt+s(x, y)
}
= T t+su(x).
To prove the opposite direction of the inequality, recall from the definition of T t+su that
for any ǫ > 0 there is a point y ∈ U such that
T t+su(x) ≤ u(y)− Lt+s(x, y) + ǫ.(4.7)
By the definition of Lt+s(·, ·), there is a γ ∈ C
(
0, t+ s;x, y;U
)
such that
Lt+s(x, y) ≥
∫ t+s
0
L(γ(θ), γ′(θ)) dθ − ǫ.
Set z = γ(t) and define β(θ) = γ(θ + t) for θ ∈ [0, s]. Set α(θ) = γ(θ), θ ∈ [0, t]. Then
α ∈ C(0, t;x, z;U), and β ∈ C(0, s; z, y;U). It follows that
Lt+s(x, y) ≥
∫ t
0
L(α(θ), α′(θ)) dθ +
∫ s
0
L(β(θ), β′(θ)) dθ − ǫ ≥ Lt(x, z) + Ls(z, y)− ǫ.
Hence we obtain
T t+su(x) ≤ u(y)− Lt(x, z) −Ls(z, y) + 2ǫ
≤ (T su)(z)− Lt(x, z) + 2ǫ
≤ T t(T su)(x) + 2ǫ.
Sending ǫ→ 0, this implies
T t+su(x) ≤ T t(T su)(x).
Thus (4.5) is proven.
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4.3 Lipschitz continuity of (t, x) 7→ T tu(x)
Lemma 4.5. For each K,α, r > 0, set
η1(K,α, r) := min
{
η0(α,
r
2
),
r
aK
,
r
a0(r)
}
,
where a0(r) is given by Lemma 4.1 and η0(α,
r
2), aK are given by Lemma 4.2. If u : U → R
satisfies osc U u ≤ α and Lip(u,U r
2
) ≤ K, then the map (t, x) 7→ T tu(x) is Lipschitz
continuous on [0, η1(K,α, r)] × Ur.
Proof. We divide it into three steps.
Step 1. If 0 ≤ s < t < η1(K,α, r) and x ∈ Ur, then
(4.8) 0 ≤ T tu(x)− T su(x) ≤ C(K,α, r)|t − s|.
To see this, observe that, by Lemma 4.2,
T tu(x) = sup
y∈B(x,aK t)
{
u(y)− Lt(x, y)
}
.
Now we consider two cases of s.
Case a: s = 0. It follows T su(x) = u(x). Since Lt(x, y) ≥ 0, we have
0 ≤ T tu(x)− T su(x) ≤ sup
y∈B(x,aK t)
{
u(y)− u(x)
}
≤ aKKt
so that (4.8) holds.
Case b: 0 < s < t. Then there exists a point z ∈ B(x, aKt) such that
T tu(x) ≤ u(z) − Lt(x, z) + |t− s|.(4.9)
Since t < ra0(r) , there exists a Lipschitz γ : [0, t]→ B(x, a0(r)t) joining x to z such that
Lt(x, z) ≥
∫ t
0
L(γ(θ), γ′(θ)) dθ − |t− s|.
Since ∫ t
0
L(γ(θ), γ′(θ)) dθ ≥ Ls(x, γ(s)) + Lt−s(γ(s), z),
we then obtain
Lt(x, z) ≥ Ls(x, γ(s)) + Lt−s(γ(s), z) − |t− s|.
Substituting this into (4.9), we arrive at
T tu(x) ≤ u(z)− Ls(x, γ(s)) − Lt−s(γ(s), z) + 2|t− s|
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= u(γ(s))− Ls(x, γ(s)) + u(z)− u(γ(s))− Lt−s(γ(s), z) + 2|t− s|
≤ T su(x) + u(z)− u(γ(s))− Lt−s(γ(s), z) + 2|t− s|.
Since γ(s) ∈ B(x, a0(r)t) ⊂ U r
2
, we have that
|u(z)− u(γ(s))| ≤ K|z − γ(s)|.
By Lemma 3.1, there exists λK > 0 such that
dλK (γ(s), z) ≥ K|z − γ(s)|.
Hence we have that
dλK (γ(s), z) ≥ u(z)− u(γ(s)).
This and Lemma 3.2 (ii) imply that
Lt−s(γ(s), z) ≥ dλK (γ(s), z) − λK |t− s| ≥ u(z)− u(γ(s))− λK |t− s|.
Hence we obtain that
0 ≤ T tu(x)− T su(x) ≤ (2 + λK)|t− s|,
this yields (4.8).
Step 2. For 0 < t < η1(α,K, r) and x, y ∈ Ur, it holds that
(4.10) |T tu(x)− T tu(y)| ≤ C(K,α, r)|x − y|.
Without loss of generality, assume that T tu(x) < T tu(y). It suffices to show
(4.11) T tu(x) ≥ T tu(y)− C(K,α, r)|x − y|.
We consider two cases separately.
Case c: y /∈ B(x, t). From step 1, it holds that
T tu(y) ≤ u(y) + (2 + λK)t ≤ u(y) + (2 + λK)|x− y|.
On the other hand, it is easy to see that
T tu(x) ≥ u(x) ≥ u(y)−K|x− y|.
Hence we obtain that
T tu(x) ≥ T tu(y)− (2 + λK +K)|x− y|,
this implies (4.11) and hence (4.10).
Case d: y ∈ B(x, t). Set s = t−|y−x| > 0, and let γ(θ) = x+θ(y−x)/(t−s), θ ∈ [0, t−s],
be the line segment between x and y. Then γ([0, t − s]) ⊂ B(x, t) joins x to y. Since
t− s = |x− y| and t < r2 , we have
Lt−s(x, y) ≤
∫ t−s
0
L
(
γ(θ), γ′(θ)
)
dθ ≤ sup
z∈U r
2
,|q|≤1
L(z, q)|x − y| ≡ C(r)|x− y|.
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By the definition of T su(y), there exists z ∈ U such that
T su(y) ≤ u(z)− Ls(y, z) + |x− y|.
Since Lt(x, z) ≤ Lt−s(x, y) + Ls(y, z), we have that
Ls(y, z) ≥ Lt(x, z)− C(r)|x− y|,
and hence
T su(y) ≤ u(z) − Lt(x, z) + (1 + C(r))|x− y| ≤ T tu(x) + (1 + C(r))|x− y|.
By step 1, we have
T tu(y)− (2 + λK)|x− y| ≤ T su(y).
Putting these two inequalities together yields
T tu(x) ≥ T tu(y)− (3 + C(r) + λK)|x− y|.
This implies (4.11) and (4.10).
Step 3. For s, t ∈ [0, η1(K,α, r)] and x, y ∈ Ur, it follows from both step 1 and step 2 that
|T tu(x)− T su(y)| ≤ |T tu(x)− T tu(y)|+ |T tu(y)− T su(y)|
≤ C(K,α, r)(|x − y|+ |t− s|).
This completes the proof of Lemma 4.5.
5 Proof of Theorem 1.5
This section is devoted to the proof of Theorem 1.5, which asserts the equivalence be-
tween absolute subminimality, comparison with intrinsic cones from above, convexity, and
pointwise convexity. Throughout this section, H(x, p) satisfies (A1), (A2)weak , (A3), and
(1.6). We will prove (i)⇒(ii), (ii)⇒(iii), (iii)⇒(iv), and (vi)⇒(i).
5.1 Absolute subminimality implies CICA
Proof of i) ⇒ ii). We argue by contradiction. Suppose that u ∈ C(U) is an absolute
subminimizer but u /∈CICA(U). Then there exist an open connected V ⋐ U , x0 ∈ U \ V ,
and λ > 0 such that
(5.1) u(x) > dλ(x0, x) in V ; u(x) = dλ(x0, x) on ∂V.
Since u is absolute subminimizing, we have that
(5.2)
∥∥H(·,Du)∥∥
L∞(V )
≤ ∥∥H(·,Ddλ(x0, ·))∥∥L∞(V ) ≤ λ,
where we have used Lemma 3.9 (ii) in the last inequality (see also [14] Proposition 2.10).
For x1 ∈ V , let γ ∈ Lip([0, 1], U) be a dλ-length minimizing curve joining x0 to x1. Then
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there exists θ0 ∈ (0, 1) such that p0 = γ(θ0) ∈ γ([0, 1]) ∩ ∂V , and γ : [θ0, 1] → U is a
dλ-length minimizing curve joining p0 to x1, with γ((θ0, 1]) ⊂ V . It follows from Remark
3.10 that
u(x1)− u(p0) ≤ dλ(p0, x1).
Since u = dλ(x0, ·) on ∂V , we have u(p0) = dλ(x0, p0). Hence we have
u(x1) ≤ dλ(x0, p0) + dλ(p0, x1).
On the other hand, from the choice of p0 we have
dλ(x0, x1) = dλ(x0, p0) + dλ(p0, x1).
Therefore we would have
u(x1) ≤ dλ(x0, x1).
This contradicts to (5.1).
5.2 CICA implies convexity criteria
Lemma 5.1. Suppose that u ∈ CICA (U). Then u ∈ C(U) ∩ Lip loc (U).
Proof. Since u ∈ USC (U), to see u ∈ C(U) it suffices to show u ∈ LSC (U), that is,
Ol := {x ∈ U : u(x) > l} is open for each l ∈ R. For l ∈ R and x ∈ Ol, assume that
u is not constant on some neighborhood of x. Set δ := 13 dist (x, ∂U). There exists a
sufficiently large λ > 0 such that
0 < max
B(x,2δ)
u− l ≤ rλδ.(5.3)
Choose a sufficiently small η ∈ (0, δ) so that
max
y∈B(x,η)
dλ(y, x) < u(x)− l.(5.4)
We want to show that u(y) > l whenever y ∈ B(x, η). For, otherwise, there exists
y∗ ∈ B(x, η) and u(y∗) ≤ l. If z ∈ ∂B(x, 2δ), then it holds that
dλ(y∗, z) ≥ rλ|y∗ − z| ≥ rλ(2δ − η) > rλδ ≥ max
B(x,2δ)
u− l.
This implies that
u(z) ≤ l + dλ(y∗, z) on ∂
(
B(x, 2δ) \ {y∗}
)
.
Since u ∈ CICA(U), it follows that
u(z) ≤ l + dλ(y∗, z), ∀ z ∈ B(x, 2δ),
and hence
u(x) ≤ l + dλ(y∗, x),
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this contradicts to (5.4). This implies that Ol is open for all l ∈ R and hence u ∈ LSC (U).
To prove u ∈ Lip loc (U), let r > 0, by the continuity of u on U , we have that osc Ur u <
∞. Choose λ > 0 such that osc Ur u ≤ rλr2 . For any x ∈ U2r, we have that B(x, r2) ⊂ Ur,
and
u(y)− u(x) ≤ osc
Ur
u ≤ rλr
2
≤ dλ(x, y), ∀ y ∈ ∂B(x, r
2
).
Since u ∈ CICA(U), this yields
u(y)− u(x) ≤ dλ(x, y), ∀ y ∈ B(x, r
2
).
Hence u ∈ Lip(Ur).
Now we are ready to prove (ii)⇒(iii). The proof relies heavily on Theorem 3.6. In
contrast with [5], it is unknown that for V ⋐ U , u ∈ CICA(U) implies T tu ∈ CICA (V )
for general Hamiltonians H(x, p). The proof involves a subtle application of u ∈ CICA (U)
and some deep analysis of the structure of Hamilton-Jacobi flows.
Proof of (ii)⇒(iii). Let u ∈ CICA (U). By Lemma 5.1, we may assume that u ∈ Lip loc (U)
and osc U u < ∞. For r > 0, set α = osc U u and K = Lip(u,U r
2
). By Lemma 4.5, there
exists η1(α,K, r) > 0 such that the map (s, x) 7→ T su(x) is Lipschitz on [0, η1(α,K, r)]×Ur .
Denote by C(K,α, r) > 0 the corresponding Lipschitz constant. Let aC ≥ 1 be such that
M(aC) ≥ RC . Set
η(K,α, r) :=
1
8
min
{
η1(K,α, r), η0(α,
r
4
),
r
4aC
}
.
Now we need
Claim 1. For s ∈ [0, η(K,α, r)), h ∈ (0, η(K,α, r)), and x ∈ U2r, it holds that
S+(T su)(x) ≤ T
s+hu(x)− T su(x)
h
.(5.5)
Assume Claim 1 for the moment. For x ∈ U2r, from Lemma 4.5 the map t 7→ T tu(x)
is Lispchitz on [0, η1(α,K, r)]. Then we have (see also [5, p.426]) that for all s, t ∈
[0, η(K,α, r)) and s < t,
d
dτ
∣∣∣
τ=s
[
T tu(x)− T τu(x)
t− τ
]
=
1
t− s
[
−S+(T su)(x) + T
tu(x)− T su(x)
t− s
]
≥ 0
whenever the map τ 7→ T τu(x) is differentiable at s. This shows that the map t 7→ T tu(x)
is convex on [0, η(K,α, r)) for all x ∈ U2r. Hence (iii) holds.
Proof of Claim 1. We first observe that for every x ∈ U2r,⋃
{w∈B(x, r
2
)}
⋃
{λ<C}
E<2ηλ (w) ⊂ B(x, r).
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In fact, if y ∈ Etλ(w) for some w ∈ B(x, r2 ), t < 2η and λ < C, then
dλ(w, y) = Lt(w, y) + λt > Lt(w, y).
It follows that dU (w, y) < 2aCη. For, otherwise, we would have
Lt(w, y) ≥M
(
dU (w, y)
t
)
dU (w, y) ≥M
(
2aCη
t
)
dU (w, y) ≥ RCdU (w, y) ≥ dλ(w, y).
Therefore, by aCη <
r
4 and |w − x| < r2 , we obtain
Etλ(w) ⊂ U \
{
y ∈ U : dU (w, y) ≥ 2aCη
}
= B(w, 2aCη) ⊂ B(x, r).
Given s ∈ [0, η), h ∈ (0, η), and x ∈ U2r, set
(5.6) λ :=
T s+hu(x)− T su(x)
h
≤ C.
We may assume λ > 0. For, otherwise, S+(T su)(x) = 0 ≤ λ. Choose a sufficiently small
σ0 ∈ (0, η − s) so that for all σ < σ0, it holds
(5.7) min
{
M
( r
4σ
) r
4
, M
(
λh
σRλ
)
λh
Rλ
}
≥ sup
z∈B(x, r
2
)
Ls(x, z) + λ.
For σ < σ0 and s+ σ < η < η0(α,
r
4), it follows from Lemma 4.2 that
T s+σu(x) = sup
z∈B(x, r
4
)
{
u(z)− Ls+σ(x, z)
}
.
(5.5) follows, if we can show that for an arbitrary ǫ > 0,
u(z)− Ls+σ(x, z) ≤ T su(x) + λσ + λǫ for all z ∈ B(x, r
4
).(5.8)
Indeed, (5.8) yields that
T s+σu(x) ≤ T su(x) + λ(σ + ǫ).
Sending ǫ→ 0, this implies that T s+σu(x) ≤ T su(x) + λσ and hence
S+(T su)(x) ≤ lim sup
σ→0
T s+σu(x)− T su(x)
σ
≤ λ.
To show (5.8), recall from the definition of λ given by (5.6) that for all z, w ∈ U ,
u(z) ≤ T su(x) + λh+ Ls+h(x, z) ≤ T su(x) + λh+ Ls(x,w) + Lh(w, z).
If w ∈ B(x, r2) and z ∈ Ehλ(w) ⊂ B(x, r), then we have
(5.9) u(z) ≤ T su(x) + Ls(x,w) + dλ(w, z).
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It is clear that (5.9) also holds when z = w. In particular, (5.9) holds on ∂
(
E≤hλ (w)\{w}
)
.
Since u ∈ CICA(U), we conclude that (5.9) holds for all z ∈ E≤hλ (w).
For σ < σ0 and z ∈ B(x, r4), there is γ ∈ C
(
0, s + σ;x, z;U
)
such that
Ls+σ(x, z) ≥
∫ s+σ
0
L(γ(θ), γ′(θ)) dθ − λǫ,
and hence
(5.10) Ls+σ(x, z) ≥ Ls(x, γ(s)) + Lσ(γ(s), z) − λǫ.
It turns out that |z − γ(s)| < r4 . For, otherwise, Lemma 3.3 and (5.7) imply that
Lσ(γ(s), z) ≥M
(
dU (z, γ(s))
σ
)
dU (z, γ(s)) ≥M
( r
4σ
) r
4
≥ Ls(x, z) + λ ≥ Ls+σ(x, z) + λ.
This contradicts to (5.10). Thus γ(s) ∈ B(x, r2). Similarly, we also have z ∈ Bdλ(γ(s), λh).
For, otherwise, we have
dU (z, γ(s)) ≥ dλ(γ(s), z)
Rλ
≥ λh
Rλ
,
and hence
Lσ(γ(s), z) ≥M
(dU (z, γ(s))
σ
)
dU (z, γ(s)) ≥M
( λh
σRλ
)λh
Rλ
≥ Ls(x, z) + λ ≥ Ls+σ(x, z) + λ.
This also contradicts to (5.10). By Theorem 3.6, we know that Bdλ(γ(s), λh) ⊂ E<hλ (γ(s)).
Therefore we have z ∈ E<hλ (γ(s)). Take w = γ(s), (5.9) holds on E≤hλ (γ(s)). Thus we
arrive at
u(z) ≤ T su(x) + Ls(x, γ(s)) + dλ(γ(s), z).
This, together with (5.10) and Lσ(γ(s), z) ≥ dλ(γ(s), z) − λσ, yields that
u(z)− Ls+σ(x, z) ≤ T su(x)− Lσ(γ(s), z) + λǫ+ dλ(γ(s), z) ≤ T su(x) + λσ + λǫ.
Hence (5.8) follows.
5.3 Convexity criteria implies pointwise convexity criteria
Proof of (iii)⇒(iv). Suppose that u ∈ C(U) is bounded and satisfies the convexity criteria.
To show u also satisfies the pointwise convexity criteria, it suffices to prove that S+u ∈
USC(U) and u ∈ Lip loc (U).
Since for any r > 0, there exists 0 < δ = δ(r) < r2 such that t 7→ T tu(x) is convex on
[0, δ] for any x ∈ Ur, it follows that for any x ∈ Ur, S+t u(x) :=
T tu(x)− u(x)
t
: (0, δ] → R+
is a monotone nondecreasing function. Thus
S+u(x) = lim
t→0+
S+t u(x)
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exists for all x ∈ Ur and is a upper semicontinuous function in Ur. Since r > 0 is arbitrary,
we conclude that S+u ∈ USC(U).
To see u ∈ Lip(Ur), first observe that
λ := sup
x∈Ur
sup
0<t≤δ
T tu(x)− u(x)
t
= sup
x∈Ur
T δu(x)− u(x)
δ
≤ 2
δ
‖u‖L∞(U r
2
).(5.11)
Hence
(5.12) u(y)− u(x) ≤ λt+ Lt(x, y), ∀x, y ∈ Ur, 0 < t ≤ δ.
It follows from (5.12) and Theorem 3.6 that
(5.13) u(y)− u(x) ≤ dλ(x, y), ∀ x ∈ U2r and ∀ y ∈ E<δλ (x).
Since Bdλ(x, λδ) ⊂ E<δλ (x), (5.13) yields
(5.14) u(y)− u(x) ≤ dλ(x, y), ∀ x ∈ U2r and ∀ y ∈ Bdλ(x, λδ).
This and Lemma 3.9 (ii) imply that u ∈ Lip(U2r), and∥∥H(·,Du)∥∥
L∞(U2r)
≤ λ.
Hence, by (A3) we conclude that there exists Cr > 0 such that∥∥Du∥∥
L∞(U2r)
≤ Cr.
This completes the proof.
5.4 Pointwise convexity criteria implies absolute subminimality
To prove (iv)⇒(i), we need the following Lemmas.
Lemma 5.2. For α > 0, K > 0 and r > 0, let η0(α,
r
2) > 0 and aK be given by
Lemma 4.2. Assume that Lip(u,Ur/2) ≤ K and osc U u ≤ α. If x ∈ U2r, s < r2 , and
λ ≥ ‖H(·,Du)‖L∞(B(x,s)) and λ > 0, then for 0 < t < min
{
η0(α,
r
2),
r
aK
, srλ2RλaK
}
and
y ∈ B(x, s4 ), there holds
(5.15) T tu(y)− u(y) ≤ λt.
Proof. By Lemma 4.2, when 0 < t < min
{
η0(α,
r
2),
r
aK
}
and x ∈ Ur, we have
T tu(y)− u(y) = sup
z∈B(y,aK t)
{
u(z)− u(y)− Lt(y, z)
}
.
For each s < r2 and x ∈ Ur, if t < srλ2RλaK and y ∈ B(x,
s
2), then we have
B(y, aKt) ⊂ Bdλ(y, aKtRλ) ⊂ B
(
y,
aKtRλ
rλ
) ⊂ B(y, s
2
) ⊂ B(x, s).
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Notice that for every z ∈ B(y, aKt), there is a dλ-length minimizing geodesic curve γ join-
ing y to z, which is contained in Bdλ(x, aK tRλ) ⊂ B(x, s). Since ‖H(·,Du)‖L∞(B(x,s)) ≤ λ
and λ > 0, it follows from Lemma 3.9 and Remark 3.10 that
u(z) − u(y) ≤ dλ(y, z),
and hence
u(z)− u(y)− Lt(y, z) ≤ u(z)− u(y)− dλ(y, z) + λt ≤ λt.
This implies (5.15).
Lemma 5.3. For u ∈ Lip loc (U), with osc U u <∞, and any open set V ⋐ U , we have
(5.16) sup
x∈V
S+u(x) =
∥∥H(x,Du)∥∥
L∞(V )
.
Proof. For every x ∈ V, Lemma 5.2 yields
S+u(x) = lim sup
t→0
T tu(x)− u(x)
t
≤ ∥∥H(·,Du)∥∥
L∞(V )
.
For the opposite direction of the inequality, it suffices to prove that H(x,Du(x)) ≤ S+u(x)
whenever u is differentiable at x ∈ V . Suppose that u is differentiable at x ∈ V . Then for
every p ∈ Rn and sufficiently small t > 0, we have
T tu(x)− u(x)
t
= sup
y∈U
[
u(y)− u(x)
t
− 1
t
Lt(x, y)
]
≥ u(x+ tp)− u(x)
t
− 1
t
Lt(x, x+ tp).
We claim that
(5.17)
1
t
Lt(x, x+ tp) ≤ L (x, p) + ǫp(t),
where ǫp(t) → 0 as t → 0. In fact, let γ(θ) = x + θp, θ ∈ [0, t]. Then by the upper
semicontinuity of L we have
1
t
Lt(x, x+ tp) ≤ 1
t
∫ t
0
L (x+ θp, p) dθ ≤ sup
z∈B(x, t|p|)
L(z, p) ≤ L(x, p) + ǫp(t),
where ǫp(t)→ 0 as t→ 0. Applying (5.17), we arrive at
T tu(x)− u(x)
t
≥ u(x+ tp)− u(x)
t
− L(x, p)− ǫp(t).
Sending t→ 0, this yields that
S+u(x) ≥ Du(x) · p− L(x, p).
Taking the supremum over all p ∈ Rn, we conclude that
S+u(x) ≥ sup
p∈Rn
{
Du(x) · p− L(x, p)
}
= H(x,Du(x)).
This completes the proof.
40 Q. Miao, C. Wang, and Y. Zhou
The following lemma on the increasing slope estimate plays a key role in the proof of
“iv) ⇒ i)”. It is an extension of [5, Lemma 4.6] where H = H(p) is assumed. Since the
approach of [5, Lemma 4.6] doesn’t seem to be applicable to the case that H(x, p) has
x-dependence, we provide a different argument.
Lemma 5.4. Assume that u ∈ Lip loc (U), with osc U u < ∞, satisfies the pointwise
convexity criteria. If x, y ∈ U and 0 < t < δ(x) satisfy
T tu(x) = lim
yi→y
{
u(yi)− Lt(x, yi)
}
,(5.18)
then
T tu(x)− u(x)
t
≤ S+u(y).(5.19)
Proof. For ǫ > 0 and 0 < s < t, there exist γi ∈ C
(
0, t;x, yi;U
)
such that
Lt(x, yi) ≥
∫ t
0
L(γi(θ), γ
′
i(θ)) dθ − sǫ.
This implies that
Lt(x, yi) ≥ Lt−s(x, γi(t− s)) + Ls(γi(t− s), yi)− sǫ.
Hence it holds that
Ls(γi(t− s), yi) ≤ Lt(x, yi)− Lt−s(x, γi(t− s)) + sǫ.(5.20)
From (5.20) and (5.18), we obtain
T su(γi(t− s))− u(γi(t− s))
≥ u(yi)− Ls(γi(t− s), yi)− u(γi(t− s))
≥ [u(yi)− Lt(x, yi)]− [u(γi(t− s))− Lt−s(x, γi(t− s))]− sǫ
≥ T tu(x)− T t−su(x)− 2sǫ.
Since u satisfies the pointwise convexity criteria, we have
T t−su(x) ≤ s
t
T 0u(x) +
t− s
t
T tu(x) =
s
t
u(x) +
t− s
t
T tu(x).
Hence we obtain
T su(γi(t− s))− u(γi(t− s))
s
≥ T
tu(x)− u(x)
t
− 2ǫ.(5.21)
By the upper semicontinuity of S+u, there exists r = rǫ ∈ (0, dist (y, ∂U)) such that
sup
z∈B(y,r)
S+u(z) ≤ S+u(y) + ǫ.(5.22)
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Let s0 > 0 be such that
(5.23) M
( r
8s0
)r
8
> sup
z∈B(y, r
8
)
Lt(x, z) + sǫ.
We claim that for every s ∈ (0, s0) and sufficiently large i, γi(t − s) ∈ B(y, r4). For,
otherwise, there exists a sufficiently large i such that |yi − y| ≤ r8 , but γi(t− s) /∈ B(y, r4).
In particular, γi(t− s) /∈ B(yi, r8 ). By Lemma 3.3 and (5.23), this yields
Ls(γi(t− s), yi) ≥M
( |yi − γi(t− s)|
s
)
|yi − γi(t− s)| ≥M( r
8s
)
r
8
> Lt(x, yi) + sǫ.
This contradicts to (5.20). From Lemma 5.2 and Lemma 5.3, we know that if s ∈ (0, s0)
is sufficiently small and i is sufficiently large, then
(5.24)
T su(γi(t− s))− u(γi(t− s))
s
≤ ‖H(x,Du)‖L∞(B(y,r)) + ǫ = sup
z∈B(y,r)
S+u(z) + ǫ.
Combining (5.24) with (5.21) and (5.22), we obtain
T tu(x)− u(x)
t
≤ S+u(y) + 4ǫ.(5.25)
This yields (5.19).
Now we are ready to prove (iv)⇒(i).
Proof of (iv)⇒(i). We argue by contradiction. Suppose that u were not an absolute
subminimizer. Then there exist V ⋐ U and v ∈ Lip loc (V ), such that u ≥ v in V , u = v
on ∂V , and
λ :=
∥∥H(·,Dv)∥∥
L∞(V )
< µ :=
∥∥H(·,Du)∥∥
L∞(V )
.
By Lemma 5.3, this yields that
λ = sup
x∈V
S+v(x) < sup
x∈V
S+u(x) = µ.
Select l ∈ (λ, µ) and define
E :=
{
x ∈ V : S+u(x) ≥ l
}
.
Since S+u is upper semicontinuous, E is compact and E ∩ V 6= ∅. It is readily seen that
there exists x∗ ∈ E ∩ V such that
u(x∗)− v(x∗) = max
E
(u− v) =: m.(5.26)
Since u satisfies the pointwise convexity criteria, the map t 7→ T tu(x∗) is convex on the
interval [0, δ(x∗)] for some δ(x∗) > 0. By Lemma 5.2, if t > 0 is sufficiently small then
T tv(x∗)− v(x∗)
t
< l.(5.27)
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By Lemma 4.2 and Lemma 3.5 (iii), there exists y∗ ∈ B
(
x∗,
1
2 dist (x∗, ∂V )
) ⊂ V such that
T tu(x∗) = lim
yi→y∗
{
u(yi)− Lt(x∗, yi)
}
.(5.28)
From Lemma 5.4, we have
S+u(y∗) ≥ T
tu(x∗)− u(x∗)
t
≥ S+u(x∗) ≥ l.(5.29)
Hence y∗ ∈ E. On the other hand, by (5.27), (5.29) and (5.28), we have
v(y∗) = lim
i→∞
v(yi) ≤ T tv(x∗) + lim
i→∞
Lt(x∗, yi)
< lt+ v(x∗) + lim
i→∞
Lt(x∗, yi)
≤ T tu(x∗)− u(x∗) + v(x∗) + lim
i→∞
Lt(x∗, yi)
= lim
i→∞
u(yi)− u(x∗) + v(x∗) + lim
i→∞
(
T tu(x∗)− [u(yi)− Lt(x∗, yi)]
)
= u(y∗)− u(x∗) + v(x∗).
Hence
u(y∗)− v(y∗) > u(x∗)− v(x∗) = m.
This contradicts to y∗ ∈ E and (5.26). The proof is now complete.
6 Proof of Theorem 1.1 and Corollary 1.2
In this section, we will prove both Theorem 1.1 and Corollary 1.2. In order to prove
Theorem 1.1, we need two lemmas. The first one is a generalization of the stationary
point lemma by [5], where H = H(p) is independent of x. The proof follows essentially
from [5, Lemma 2.7] with the action function tL
(y−x
t
)
in [5] replaced by the general action
function Lt(x, y) defined in this paper. We leave the details to the readers.
Lemma 6.1. Assume that H satisfies (A1), (A2)weak , (A3), and (1.6). Let α, r > 0, and
f, g ∈ C(Ur) with osc U f, osc U g ≤ α. Assume that for some 0 < t < η0(α, r),
T tf(x) + Ttf(x)− 2f(x) ≥ 0 ≥ T tg(x) + Ttg(x)− 2g(x), ∀ x ∈ U2r.(6.1)
Then either
max
Ur
(f − g) = max
Ur\U2r
(f − g),(6.2)
or there exists x ∈ U2r such that
f(x) = T tf(x) = Ttf(x) and g(x) = T
tg(x) = Ttg(x).(6.3)
The second one is a patching lemma.
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Lemma 6.2. Assume that H satisfies (A1), (A2), (A3), and (1.6). If u ∈ Lip loc (U) ∩
C(U) satisfies the pointwise convexity criteria, then there exists a family of functions
{uσ}σ>0 such that
(i) for every σ > 0, uσ ∈ Lip loc (U) ∩ C(U), uσ = u on ∂U and uσ ≤ u on U .
(ii) uσ → u uniformly on U as σ → 0.
(iii) for every σ > 0, uσ satisfies the pointwise convexity criteria.
(iv) for every x ∈ U and σ > 0, S+uσ(x) ≥ σ.
The proof of Lemma 6.2 will be given by in the subsection 6.1, which is based on careful
analysis of properties of H(x, p), dλ(x, y), and Lt(x, y). We would like to point out that
Lemma 6.2 has been proven by [5, Lemma 5.1] when H = H(p) has no x-dependence.
Since Hamiltonian functions in Theorem 1.1 are assumed to satisfy (A1), (A2), (A3),
but not (1.6), we can’t directly apply Theorem 1.5, Lemma 6.1 and Lemma 6.2 to prove
Theorem 1.1. To overcome this, we need an elementary lemma.
Lemma 6.3. (i) For any nonnegative H ∈ LSC (U × Rn), u ∈ W 1,∞loc (U) is an absolute
subminimizer (or super minimizer) for H iff it is an absolute subminimizer (or super
minimizer) for Ha for any a ∈ (1,+∞).
(ii) If H : U × Rn → R+ satisfies (A1), (A2), and (A3), then for any a ∈ (1,+∞), Ha
satisfies (A1), (A2), (A3), and (1.6).
Proof. (i) is obvious from the definition of absolute subminimizer (or superminimizer). To
see (ii), first observe that (A3) yields that
B(0, r1) ⊂
⋃
x∈U
{
p : H(x, p) ≤ 2} ⊂ B(0, R3).
This, combined with H(x, 0) = 0 and convexity of H(x, ·) for x ∈ U , further implies that
H(x, p) ≥ 2, ∀ x ∈ U, p ∈ ∂B(0, R3).
Applying the convexity of H(x, ·) again, we obtain that
2 ≤ H(x,R3 p|p|) ≤ (1− R3|p| )H(x, 0) + R3|p|H(x, p) = R3|p|H(x, p)
for any x ∈ U and p ∈ Rn \B(0, R3). Therefore we have that
(6.4) H(x, p) ≥ 2
R3
|p|, ∀x ∈ U, p ∈ Rn with |p| ≥ R3.
This yields that for any a ∈ (1,+∞),
(6.5) Ha(x, p) ≥ ( 2
R3
)a|p|a, ∀x ∈ U, p ∈ Rn with |p| ≥ R3.
Hence Ha satisfies (1.6). It is easy to see that Ha also satisfies (A1), (A2), and (A3).
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Proof of Theorem 1.1. It follows from Lemma 6.3 that, after replacing H by Ha for any
a > 1, we may simply assume that H satisfies, in addition to (A1), (A2), and (A3),
the uniform coercivity condition (1.6). Since u ∈ C(U) is an absolute subminimizer, it
follows from Theorem 1.5 that u satisfies the pointwise convexity criteria. Let {uσ}σ>0 ⊆
Lip loc (U)∩C(U) be a family of approximation functions of u given by Lemma 6.2. From
the equivalence between pointwise convexity and convexity property, for any r > 0 there
exists δ = δ(r, σ) > 0 such that the map t 7→ T tuσ(x) is convex on [0, δ] for all x ∈ U2r. It
follows that when t > 0 is sufficient small and 0 < h < t, it holds
T 2tuσ(x)− T tuσ(x)
t
≥ T
t+huσ(x)− T tuσ(x)
h
≥ T
tuσ(x)− uσ(x)
t
≥ T
huσ(x)− uσ(x)
h
, ∀ x ∈ U2r.
Sending h to zero, this implies
(6.6) T 2tuσ(x) + uσ(x)− 2T tuσ(x) ≥ 0, ∀ x ∈ U2r,
and
(6.7)
T 2tuσ(x)− T tuσ(x)
t
≥ S+T tuσ(x) ≥ S+uσ(x) ≥ σ, ∀ x ∈ U2r.
On the other hand, since v ∈ C(U) is an absolute superminimizer for H, Remark 2.5
implies that vˆ = −v is an absolute subminimizer for Hˆ(x, p) = H(x,−p). By Theorem
1.5, v satisfies the convexity criteria for Hˆ. Let {vˆσ}σ>0 ⊆ Lip loc (U) ∩C(U) be a family
of approximation functions to vˆ given by Lemma 6.2 for Hˆ. Then we may assume that
t 7→ Tˆ tvˆσ(x) is convex on [0, δ) for all x ∈ U2r. As above, we obtain that when t > 0 is
sufficiently small, it holds
(6.8) Tˆ 2tvˆσ(x) + vˆσ(x)− 2Tˆ tvˆσ(x) ≥ 0, ∀ x ∈ U2r,
and
(6.9)
Tˆ 2tvˆσ(x)− Tˆ tvˆσ(x)
t
≥ S+Tˆ tvˆσ(x) ≥ S+vˆσ(x) ≥ σ, ∀ x ∈ U2r.
Set vσ = −vˆσ. Then Tˆ svˆσ(x) = −Tsvσ(x) for any s > 0 and x ∈ U . It follows from (6.8)
and (6.9) that
(6.10) T2tvσ(x) + vσ(x)− 2Ttvσ(x) ≤ 0, ∀ x ∈ U2r,
and
(6.11)
T2tvσ(x)− Ttvσ(x)
t
≤ −σ, ∀ x ∈ U2r.
By Lemma 4.4, T tT tuσ(x) = T
2tuσ(x), and by the definition of T
t and Tt we have that
TtT
tuσ(x) ≥ uσ(x). Hence (6.6) yields that
T tT tuσ(x) + TtT
tuσ(x)− 2T tuσ(x) ≥ 0, ∀ x ∈ U2r.
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Similarly, by (6.10) we have
TtTtvσ(x) + T
tTtvσ(x)− 2Ttvσ(x) ≤ 0, ∀ x ∈ U2r.
Applying Lemma 6.1 with f = T tuσ(x) and g = Ttvσ(x), we conclude that either
max
Ur
(T tuσ − Ttvσ) = max
Ur\U2r
(T tuσ − Ttvσ),(6.12)
or there exists a point x0 ∈ U2r such that
T tuσ(x0) = T
2tuσ(x0) = TtT
tuσ(x0), Ttvσ(x0) = T
tTtvσ(x0) = T2tvσ(x0).(6.13)
It follows from (6.7) and (6.11) that (6.13) doesn’t hold. Hence (6.12) holds. Sending
t→ 0, σ → 0, r → 0 in the order, (6.12) implies, with the help of Remark 4.3, that
max
U
(u− v) = max
∂U
(u− v).
In particular, there is a unique absolute minimizer with boundary value g ∈ C(∂U). The
proof is complete.
Proof of Corollary 1.2. It suffices to verify that every Hamiltonian function H(x, p) in
Corollary1.2 satisfies (A1), (A2) and (A3) of Theorem 1.1.
It is obvious that H(x, p) satisfies (A1). (A2) also holds, since⋃
x∈U
{
p : H(x, p) = 0
}
=
{
0
}
.
To see that H satisfies (A3), first observe that since for each x ∈ U , H(x, ·) is convex and
H(x, p) > 0 for each p ∈ Sn−1, we have that H(x, tp) is strictly increasing with respect to
t ∈ [0,+∞) and lim
t→∞
H(x, tp) =∞. Hence for any λ > 0 and x ∈ U ,
E(x, λ) :=
{
p ∈ Rn : H(x, p) < λ}
is a bounded convex set, which has a non-empty interior part and contains 0. For each
λ > 0 and x ∈ U , define
r(x, λ) := sup
{
r > 0 | B(0, r) ⊂ E(x, λ)
}
, R(x, λ) := inf
{
R > 0 | E(x, λ) ⊂ B(0, R)
}
.
It is well-known that
0 < r(x, λ) ≤ R(x, λ) < +∞, ∀ λ > 0, x ∈ U.
Now we need
Claim. For any λ > 0, i) r(·, λ) is lower semicontinuous on U ; and ii) R(·, λ) is upper
semicontinuous on U .
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To see it, let {xi} ⊂ U and x0 ∈ U be such that lim
i→∞
xi = x0. For a given λ > 0,
we want to show r0 := lim inf
i
r(xi, λ) ≥ r(x0, λ). We may assume that there exist a
subsequence {xik} ⊂ {xi} such that lim
k
r(xik , λ) = r0. By the definition of r(xik , λ),
there exists pk ∈ Rn \ {0} such that |pk| = r(xik , λ) and H(xik , pk) = λ. Assume that
lim
k
pk = p0. Since H ∈ C(U × Rn), it follows that |p0| = r0 and H(x0, p0) = λ. Since
H(x0, ·) is convex and H(x0, 0) = 0, it follows that for any t > 1, H(x0, tp0) ≥ tλ > λ.
By the definition of r(x0, λ) we then have r(x0, λ) ≤ r0. Similarly, we can show that
R0 := lim sup
i
R(xi, λ) ≤ R(x0, λ).
It follows from the Claim that for any λ > 0, there exist x1, x2 ∈ U such that
rλ := r(x1, λ) = min
x∈U
r(x, λ), Rλ := R(x2, λ) = max
x∈U
R(x, λ).
It is clear that 0 < rλ < Rλ, and
B(0, rλ) ⊂
⋂
x∈U
E(x, λ) ⊂
⋃
x∈U
E(x, λ) ⊂ B(0, Rλ).
To see lim
λ→∞
rλ = +∞. We argue by contradiction. For, otherwise, there exists λi → ∞
such that lim
λi→∞
rλi = r∞ < +∞. This implies that there exist xi ∈ U and pi ∈ Rn with
|pi| = rλi such that H(xi, pi) = λi. After passing to a subsequence, we may assume that
xi → x∞ for some x∞ ∈ U , and pi → p∞ for some p∞ ∈ Rn with |p∞| = r∞. Since
H ∈ C(U × Rn), we arrive at H(x∞, p∞) = +∞. This is impossible. Hence H satisfies
(A3) of Theorem 1.1.
6.1 Proof of the patching lemma
In order to prove Lemma 6.2, we need the following approximation result. We point out
that this is the only place of the whole paper that we need to use (A2), instead of (A2)weak.
Lemma 6.4. Assume that H(x, p) satisfies (A1), (A2), (A3), and (1.6). For any ǫ > 0,
there exists λ = λ(ǫ) > 0 such that if u, v ∈ C(U) satisfy u = v on ∂U , and
sup
x∈U
{
S+u(x) + S+v(x)
}
≤ λ,(6.14)
then
(6.15) max
U
|u− v| ≤ ǫ.
Proof. From (A2) and (A3), there exists a hyperplane P ⊂ Rn such that
Σ0 :=
⋃
x∈U
{
p : H(x, p) = 0
} ⊂ P
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is a compact set containing 0. Let q ∈ Rn be a unit normal of P . It follows that p · q = 0
for all p ∈ Σ0. Hence
(6.16) L0(x,±q) = 0, ∀ x ∈ U.
We claim that for any ǫ > 0, there exists λ = λ(ǫ) ∈ (0, 1) such that
max
{
Lλ(x, q), Lλ(x,−q)
}
<
ǫ
2 diam (U)
, ∀ x ∈ U.(6.17)
Assume (6.17) for the moment. For any x ∈ U , set rx := inf
{
r > 0 | x+ rq /∈ U}. Then
rx ≤ diam (U) and yx := x± rxq ∈ ∂U. By (6.14) and Lemma 5.3, we have
sup
z∈U
S+u(z) =
∥∥H(x,Du)∥∥
L∞(U)
< λ.
Hence, by Lemma 3.9 we have
u(yx)− u(x) ≤ dλ(x, yx), ∀x ∈ U.
Let γ(t) = x+ t(yx − x) = x+ trxq, t ∈ [0, 1], be the line segment joining x to yx. Then
γ([0, 1)) ⊂ U and hence (6.17) implies that
dλ(x, yx) ≤
∫ 1
0
Lλ(γ(t), γ
′(t)) dt ≤ rx sup
t∈[0,1]
Lλ(γ(t), q) ≤ rx ǫ
2 diam (U)
≤ ǫ
2
.
In particular, it holds that u(yx) − u(x) ≤ ǫ2 for x ∈ U . Switching the role of x and
yx and applying (6.17) with −q, we also obtain u(x) − u(yx) ≤ ǫ2 for x ∈ U . Hence
|u(x) − u(yx)| ≤ ǫ2 for x ∈ U . Similarly, it also holds that |v(x) − v(yx)| ≤ ǫ2 for x ∈ U .
Since u(yx) = v(yx) for x ∈ U , we obtain (6.15).
We prove (6.17) by contradiction. It suffices to show (6.17) when the left hand side
is replaced by Lλ(x, q). Suppose it were false. Then there exists ǫ0 > 0 such that for
λi → 0+ there exists xi ∈ U so that
Lλi(xi, q) = max
{H(xi,p)≤λi}
p · q > ǫ0
2 diamU
.
Thus there exists pi ∈ Rn such that
H(xi, pi) ≤ λi and pi · q > ǫ0
4 diamU
.
This and (A3) imply
ǫ0
4 diamU
≤ |pi| ≤ R1.
Assume xi → x¯ and pi → p¯ as i→∞. Then x¯ ∈ U , and
ǫ0
4 diamU
≤ |p¯| ≤ R1.
By the lower semicontinuity of H, we have that H(x¯, p¯) = 0. But, on the other hand, it
holds
p¯ · q > ǫ0
4 diamU
.
This contradicts to (6.16). The proof is now complete.
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Proof of Lemma 6.2. For any σ > 0, set
Vσ :=
{
x ∈ U | S+u(x) < σ
}
.
By the upper semicontinuity of S+u, Vσ is open. For x ∈ Vσ, let P(x) denote the set of
finite ordered lists [x0 = x, x1, . . . , xN ] ⊂ Vσ such that
(i) xN ∈ ∂Vσ, and
(ii) for each i = 0, . . . , N−1, there is a dσ-length minimizing geodesic curve γxi,xi+1 joining
xi to xi+1, with γxi,xi+1 \ {xi, xi+1} ⊂ Vσ. Here N is a positive integer.
Define vσ : V σ → R by
vσ(x) = sup
{
u(xN )−
N−1∑
i=0
dσ(xi, xi+1)
∣∣ [x = x0, . . . , xN ] ∈ P(x)
}
, x ∈ Vσ,(6.18)
and uσ : U → R by
uσ(x) =
{
vσ(x) if x ∈ Vσ,
u(x) if x ∈ U \ V σ.
We want to show that {uσ}σ>0 satisfies all the desired properties. It is divided into two
claims.
Claim 1. vσ ≤ u in Vσ, vσ = u on ∂Vσ, and vσ ∈ C(Vσ).
Proof of Claim 1. For x ∈ Vσ, let [x0 = x, ..., xN ] ∈ P(x). By Lemma 5.3, we have
‖H(·,Du)‖L∞(Vσ) = sup
x∈Vσ
S+u(x) ≤ σ.
Hence by Lemma 3.9 and Remark 3.10, we have
u(xN )− u(x) =
N−1∑
i=0
(u(xi+1)− u(xi)) ≤
N−1∑
i=0
dσ(xi, xi+1),
this implies that vσ(x) ≤ u(x). When x ∈ ∂Vσ , since [x] ∈ P(x), it follows that vσ(x) ≥
u(x). Hence vσ(x) = u(x) on ∂Vσ.
To show that vσ is continuous on Vσ, let x, y ∈ Vσ be such that there exists a dλ-length
minimizing geodesic curve γx,y ⊂ Vσ joining x to y, which exists as long as |x − y| is
sufficiently small. For any ǫ > 0, choose [x0 = x, . . . , xN ] ∈ P(x) such that
(6.19) vσ(x)− ǫ ≤ u(xN )−
N−1∑
i=0
dσ(xi, xi+1).
Then [y0, y1, . . . , yN+1] := [y, x, . . . , xN ] ∈ P(y). Hence,
vσ(y) ≥ u(xN )− dσ(y, x)−
N−1∑
i=0
dσ(xi, xi+1) ≥ vσ(x)− ǫ− dσ(y, x).
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Since ǫ > 0 is arbitrary, we conclude that
(6.20) vσ(x)− vσ(y) ≤ dσ(y, x) ≤ RλdU (x, y),
provided x, y ∈ Vσ has sufficiently small |x−y|. It follows from (6.20) that vσ is continuous
on Vσ. Since u ∈ C(U), vσ = u on ∂Vσ and vσ ≤ u on Vσ, the continuity of vσ on Vσ
follows from the lower semicontinuity of vσ on ∂Vσ when approaching from Vσ. In fact, for
y ∈ ∂Vσ, let yj ∈ Vσ such that yj → y as j →∞. Let xj ∈ ∂Vσ such that
dσ(yj , xj) = min
z∈∂Vσ
dσ(yj, z).
Then xj → y. For each j, there exists a dσ-length minimizing geodesic curve γyj ,xj joining
yj to xj, with γyj ,xj \ {xj} ⊂ Vσ. From (6.20) and vσ = u on ∂Vσ , we have
u(xj) = vσ(xj) ≤ vσ(yj) + dσ(yj, xj),
this yields that lim inf
j→∞
vσ(yj) ≥ u(y) = v(y).
Claim 2. For any x ∈ Vσ and sufficiently small t > 0,
(6.21) T tuσ(x)− uσ(x) = σt;
and, for any x ∈ U\Vσ and sufficiently small t > 0,
(6.22) T tuσ(x) = T
tu(x).
Proof of Claim 2. To see (6.21), for x ∈ Vσ let 0 < r < dist (x, ∂Vσ) be such that
B(x, r) ⊂ Bσ(x,Rσr) ⊂ Vσ. By Lemma 4.2, there exists t0 = t0( osc U uσ, r) > 0 such that
if 0 < t < t0 then
T tuσ(x) = sup
y∈B(x,r)
{
vσ(y)− Lt (x, y)
}
.
For each y ∈ B(x, r), there is a dλ-length minimizing geodesic curve γx,y ⊂ Vσ joining x
to y. Hence (6.20) holds for any y ∈ B(x, r). This, combined with Lemma 3.2 (ii), implies
that
T tuσ(x) ≤ sup
y∈B(x,r)
{
dσ(x, y) + vσ(x)− Lt (x, y)
}
≤ vσ(x) + σt = uσ(x) + σt.(6.23)
On the other hand, we can choose t > 0 so small that Theorem 3.6 (ii) and (iii) imply
that ∂E<tσ (x) ⊂ B(x, r). Fix a small ǫ > 0, and select [x0 = x, . . . , xN ] ∈ P(x) such
that (6.19) holds. It is clear that there is a point y∗ ∈ γxj∗ ,xj∗+1 ∩ ∂E<tσ (x) for some
j∗ ∈ {0, 1, . . . , N − 1}. Then [y∗, xj∗+1, . . . , xN ] ∈ P(y∗) and it follows that
vσ(y∗) ≥ u(xN )−
N−1∑
i=j∗+1
dσ(xi, xi+1)− dσ(y∗, xj∗+1).
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From this inequality and (6.19), we deduce
vσ(y∗)− vσ(x) + ǫ ≥
j∗∑
i=0
dσ(xi, xi+1)− dσ(y∗, xj∗+1).
Since y∗ ∈ γxj∗ ,xj∗+1 , which is dσ-length minimizing, it follows that
dσ(xj∗ , xj∗+1)− dσ(y∗, xj∗+1) = dσ(xj∗ , y∗).
Thus we have
vσ(y∗)− vσ(x) + ǫ ≥ dσ(xj∗ , y∗) + dσ(xj∗−1, xj∗) + · · · + dσ(x, x1) ≥ dσ(x, y∗).
From Theorem 3.6, we have that y∗ ∈ ∂E<tσ (x) ⊆ Etσ(x). Hence we obtain
T tuσ(x)− uσ(x) + ǫ ≥ vσ(y∗)− vσ(x)− Lt(x, y∗) + ǫ
≥ dσ(x, y∗)− Lt(x, y∗) = σt.(6.24)
Since ǫ > 0 is arbitrary, (6.21) follows from (6.23) and (6.24).
For (6.22), since T tu ≥ T tuσ follows from u ≥ uσ, it suffices to prove T tu(x) ≤ T tuσ(x)
for x ∈ U\Vσ. For x ∈ U\Vσ, since u enjoys the pointwise convexity criteria, the map t 7→
T tu(x) is convex on the interval [0, δ(x)] for some δ(x) > 0. Choose 0 < r < dist (x, ∂U)
and 0 < t < min {η0 ( osc U uσ, r) , δ(x)} . There exist y ∈ B(x, r) and yi ∈ B(x, r) such
that yi → y as i→∞, and
T tu(x) = lim
yi→y
{
u(yi)− Lt(x, yi)
}
.
By the increasing slope estimate (5.19), we have
S+u(y) ≥ T
tu(x)− u(x)
t
≥ S+u(x) ≥ σ.
This implies that y ∈ U\Vσ. Since uσ(y) = u(y) and both uσ and u are continuous at y,
we have
T tu(x) = lim
yi→y
{
u(yi)− Lt(x, yi)
}
≤ lim sup
yi→y
{
uσ(yi)− Lt(x, yi)
}
+ lim
yi→y
{
uσ(yi)− u(yi)
}
= lim sup
yi→y
{
uσ(yi)− Lt(x, yi)
}
≤ T tuσ(x).
This clearly implies (6.22).
For x ∈ Vσ, (6.21) implies that S+uσ = σ; while for x ∈ U \ Vσ, (6.22) implies that
S+uσ(x) = S
+u(x) ≥ σ. This yields (iv). From (6.20) and Lemma 3.9 (ii), we have that
vσ ∈ Liploc(Vσ) and
H(x,Dvσ(x)) ≤ σ for a.e. x ∈ Vσ.
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By (A3), this implies that |Dvσ(x)| ≤ Rσ for a.e. x ∈ Vσ. This, combined with u ∈
Liploc(U), implies that uσ ∈ Liploc(U). This together with Claim 1 then implies (i).
Since S+u(x) ≤ σ and S+uσ(x) = σ for x ∈ Vσ, Lemma 6.4 implies that for every ǫ > 0
there exists σ = σ(ǫ) > 0 such that∥∥u− uσ∥∥L∞(U) = ∥∥u− uσ∥∥L∞(Vσ) < ǫ.
In particular, uσ → u uniformly in U , as σ → 0. This gives (ii).
Finally, for every x ∈ U, the convexity of the map t 7→ T tuσ(x) follows from (6.21)
when x ∈ Vσ; and (6.22) when x ∈ U \ Vσ. Moreover, it follows from Claim 2 and the
upper semicontinuity of S+u in U that S+uσ is also upper semicontinuous. Therefore uσ
satisfies the pointwise convexity criteria (iii). The proof is now complete.
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