The potential to predict cotton yields up to one month before planting in the southeastern United States is assessed in this research. To do this, regional atmospheric variables that are related to historic summer rainfall and cotton yields were identified. The use of simulations of those variables from a global circulation model (GCM) for estimating cotton yields was evaluated. The authors analyzed detrended cotton yields ) from 48 counties in Alabama and Georgia, monthly rainfall from 53 weather stations, monthly reanalysis data of 850-and 200-hPa winds and surface temperatures over the southeast U.S. region, and monthly predictions of the same variables from the ECHAM 4.5 GCM. Using the reanalysis climate data, it was found that meridional wind fields and surface temperatures around the Southeast were significantly correlated with county cotton yields (explaining up to 52% of the interannual variability of observed yields), and with rainfall over most of the region, especially during April and July. The tendency for cotton yields to be lower during years with atmospheric circulation patterns that favor higher humidity and rainfall is consistent with increased incidence of disease in cotton during flowering and harvest periods under wet conditions. Cross-validated yield estimations based on ECHAM retrospective simulations of wind and temperature fields forced by observed SSTs showed significant predictability skill (up to 55% and 60% hit skill scores based on terciles and averages, respectively). It is concluded that there is potential to predict cotton yields in the Southeast by using variables that are forecast by numerical climate models.
Introduction
Climate variability is a major source of production risks in agriculture. According to Ibarra and Hewitt (1999) , the majority of crop failures in the United States are associated with either a lack of or an excess of rainfall. Climate variability is also associated with other sources of production risks, such as yield losses to pests and diseases. High temperature, humidity, and rainfall can create a favorable environment for fungal diseases (Fraisse et al. 2006) .
One way to reduce agricultural vulnerability to climate variability is through the use of skillful seasonal climate forecasts. If farmers know what the next cropping season's climate will be, they may be able to adjust their management to increase yield or income, increase efficiency of agricultural inputs, and decrease chemical losses to the environment. Yield prediction based on climate forecasts could be used to evaluate options available for management and marketing of the next crop (Hansen 2002 (Hansen , 2005 Ingram et al. 2002; Jagtap et al. 2002; Nelson et al. 2002; Phillips et al. 2002; Podestá et al. 2002) . However, to realize this potential use of climate forecasts, farmers need to know how reliable they are and how the use of the forecasts will change their risks. One method that is gaining increasing attention is the use of global (or regional) circulation models (GCMs or RCMs) . Previous research has demonstrated the use of GCM/RCM climate forecasts to predict crop yields through empirical relationships. These methods, for example, develop statistical crop yield models using sea surface temperatures (SSTs), probability-weighted historical analogs, stochastic disaggregation of GCM climate outputs (Hansen and Indeje 2004) , or regional climate patterns (Hansen et al. 1998; Hsieh et al. 1999; Challinor et al. 2003) .
Another approach is to link process-based crop models with seasonal climate forecasts. When daily GCM/ RCM outputs are used, temporal downscaling is not necessary and the outputs can be used directly (Challinor et al. 2005; Marletto et al. 2005; Shin et al. 2006) or adjusted in some way before using them as input to crop models (Ines and Hansen 2006; Baigorria et al. 2006) . However, when GCM/RCMs forecasts are summarized as monthly values, these must be disaggregated to daily values to match inputs needed by the crop models. For example, monthly raw or corrected GCM/RCM outputs are used with weather generators to producedaily weather data needed by crop models (Baigorria 2007; Baigorria et al. 2007b; Cantelaube and Terres 2005) .
A GCM integrates the influences of global SSTs on climate, thus it may have the potential to predict largescale circulation patterns that influence local rainfall and crop yields (Higgins et al. 1998; Davis et al. 1997; Stahle and Cleaveland 1992) . In cases where a direct relationship is well established between a meteorological variable (rainfall in monsoon climates for instance) and crop yields, it is possible to use it for forecasting purposes (Challinor et al. 2003) . However, such rainfall-crop yield relationships are not always available. Therefore, it may be necessary to analyze climate and crop yield variability together to better understand physical and biological process teleconnections.
Cotton is one of the most important crops grown across the southeast United States. Its production was valued at $455 million in 2002 in Alabama and Georgia (USDA National Agricultural Statistics Service 2004 1 ). In the last 30 yr, cotton cultivation increased by 800 000 ha in the United States. Much of this increase occurred in the Southeast where yields have also increased during this period. U.S. cotton exports have more than doubled in the last 5 yr (Goodman 2004) . However, annual cotton yields and total production in Alabama, Florida, and Georgia have varied considerably during the last 30 yr (see Fig. 1 for Alabama and Georgia trends). Figure 2 shows the locations and average yields of counties that have produced cotton consistently during the last 30 yr in these states.
Cotton yields can be decreased both by drought conditions and by diseases associated with wet and humid conditions during the six-to eight-week flowering window, and during the boll maturity period. Hardlock of cotton is a yield-reducing disease mainly associated with the fungus Fusarium verticillioides (Mailhot et al. 2005; Marois et al. 2002 Marois et al. , 2005 that causes fibers to bond into a hard shape instead of fluffing out as the boll matures (Jost et al. 2005) . In 2002, hardlock reduced yield by about 50% in the Florida Panhandle (about $20 million in losses). Boll rot, also associated with wet and humid conditions, is caused by a complex of fungal and bacterial pathogens colonizing the cotton fiber during boll opening and harvesting periods (Jost et al. 2005; Marois et al. 2002) . The most critical periods when drought reduces yield are (i) before and during bloom, reducing the number of fruiting branches and flowers, and (ii) during boll maturation when drought causes the highest losses of cotton yield and quality (Jost et al. 2005) .
The overall goal of our research is to evaluate the potential use of numerical climate forecasts from a GCM to estimate yields of summer crops in the South-east. The main question addressed in this paper is whether a GCM, forced with SSTs, can be used to forecast rainfall and cotton yields. Specific objectives are to (i) evaluate the influence of regional atmospheric patterns on local rainfall and cotton yields, and (ii) evaluate the potential use of a GCM, ECHAM version 4.5, for estimating those regional atmospheric patterns and associated variability in cotton yields at a county scale in the Southeast.
Methods

a. Data
1) COTTON YIELD
From 1970 through 2004, the National Agricultural Statistics Service (http://www.nass.usda.gov/) of the U.S. Department of Agriculture reported 211 counties in the states of Alabama (67), Florida (16), and Georgia (128) that produced cotton. From this database, cotton yield data from 48 counties with significant cotton production area (35-yr average ranging from 1500 to 22 000 ha) from Alabama and Georgia were selected (Fig. 2) . Lack of distinction in the production records between irrigated and rain-fed areas is a source of uncertainty, as irrigation makes the crop less sensitive to seasonal variability in rainfall.
Many nonclimatic factors influence cotton yield trends, including changes in varieties, technology (e.g., shifts between rainfed and irrigated production), soil quality, and market influences on input use and intensity of production. Analysis of cotton time series data must first account for such trends. We assumed that climatic influences on cotton yield generally occur at a higher frequency than nonclimatic influences. We used a low-pass spectral smoothing filter (Press et al. 1989 ) that removed a linear trend, applied a Fourier transformation, removed low-frequency variations, and then applied the inverse Fourier transformation and linear trend to obtain annual yield residuals (Fig. 3) . Although the choice of smoothing period is subjective, we used a 10-yr smoothing period based on unpublished experience with many crop datasets, thus avoiding removal of annual fluctuations in yield associated with climate variability. Cotton yield residuals were calculated as
2) CLIMATE This study used three climate datasets: daily rainfall from 53 weather stations (Fig. 2 ) in the Southeast (National Climatic Data Center; http://www.ncdc. noaa.gov/oa/ncdc.html), monthly reanalysis data (2.5°ϫ 2.5°resolution) of mean surface temperature and wind fields at 850 and 200 hPa (Kalnay et al. 1996) , and monthly ECHAM retrospective simulation data (ϳ2.8°ϫ 2.8°resolution) for the same climate variables (Roeckner et al. 1996) . All data corresponded to the period from April to September, which covers most of the cotton growing season in the Southeast. The retrospective simulation data from ECHAM 4.5 for this period was obtained during February-March of each year. The reanalysis and ECHAM 4.5 data were obtained from the International Research Institute for Climate and Society (http://iridl.ldeo.columbia.edu/).
Initial conditions in ECHAM 4.5 were sets of selfconsistent model fields that came from integrations of so-called atmospheric assimilation initial states, which are a combination of model data (D. DeWitt, IRI, 2006, personal communication) . The average of an ensemble of 24 model integrations was used. For these integrations the model initial conditions were generated slightly differently for two sets of members: (i) members 1 to 8 were run by perturbing the initial atmospheric state and then spinning up the model for about six years to equilibrate the land surface model soil moisture; and (ii) members 9 to 24 were run using data from one of the previous realizations after adding atmospheric noise at about December 1949 to allow the models to diverge before January 1950, at which time their retrospective predictions started. These simulations are not predictions because they used SST observations after the fact instead of predicted SSTs. They represent an upper bound on forecast skill since we can never achieve perfect SST forecasts.
The period from 1970 through 2004 was used in this study to avoid long-term trends in rainfall detected in the Florida Panhandle, southeastern Alabama, and part of southwestern Georgia during the convective rainy season (Baigorria et al. 2007a) . Monthly rainfall totals for each weather station were calculated from daily values. The yearly April-June and July-September allweather-station average is shown in Fig. 3. 3) SUMMARIZING DATA BY PRINCIPAL COMPONENTS Principal component (PC) analysis is an effective way of summarizing correlated, multivariate spatial data. PCs are orthogonal linear transformations of a multivariate dataset. PCs were computed in our study in a sequence that successively minimizes the residual variance remaining after removing higher-order PCs. Using this approach, the first PC explained the greatest portion of temporal variance, and therefore captured the dominant mode of the interannual variability. The transformation matrix consists of eigenvectors of the correlation matrix, where the sum of the squared yearly weights is 1 (Wilks 2006; Hair et al. 1998) . Calculating PCs from the correlation rather than covariance matrix avoids the tendency for the first few eigenvectors to give the highest weights to locations having the largest variances (Wilks 2006) . The first principal component (PC1) was used to spatially aggregate the time series of cotton yields from the 48 counties. Similarly, using the time series of observed rainfall from the 53 stations in the study region, a PC1 was computed that spatially aggregates rainfall. Each PC had 35 weighted values corresponding to years 1970 through 2004. These time series of PC weights represent the filtered interannual variability of the spatially aggregated cotton yields and rainfall, capturing most of the spatial variance of the original variables. For gridded atmospheric variables in the reanalysis and GCM datasets, up to three principal components were used. Similar to cotton yield and rainfall, each of the PCs computed from these two datasets contained 35 weighted values. FIG. 3 . Annual variability in cotton yield residuals (gray bars) averaged over all counties and annual variability of rainfall amounts averaged across all weather stations: total rainfall in April, May, and June (AMJ); and total rainfall in July, August, and September (JAS). Pearson correlation between cotton yield residuals and April, May, and June rainfall was 0.3561, significant at the 0.05 probability level. Pearson correlation between cotton yield residuals and July, August, and September rainfall was 0.32 and not significant.
b. Association between cotton yield and climate
Simple correlations between the first PCs of observed monthly rainfall during the April to October growing season and county cotton yield residuals were evaluated. Spatial correlation patterns between regional climate variables and spatially aggregated cotton yield residuals were then examined. Monthly variables from the reanalysis data for each grid cell were averaged for April to June and for July to September, the early and late portions of the growing season. The growing season was split for three reasons. First, weather conditions that favor early vegetative growth are different than those that favor flowering, boll formation, and maturation. Second, unpublished diagnostics (A. Barnston, IRI, 2005, personal communication) indicate that the ENSO influence on rainfall in the region reverses between the two periods. Finally, aggregating climate data into 3-month periods reduces the risk of spurious relationships and artificial skill. Correlations between PC1 of cotton yield residuals and each grid cell of the reanalysis climate variables were examined for spatial patterns that might suggest causal mechanisms.
Because PC1 of cotton yield residuals was significantly correlated with PC1s of wind fields in the upper troposphere (200 hPa) and surface temperatures, further analyses focused on these two variables. Wind fields (200 hPa) and surface temperatures were respectively averaged for the five detrended highest cotton yield years (1982, 1984, 1985, 1991, and 1994 ) and the five lowest yield years (1977, 1980, 1990, 2000, and 2002) . These composites were used to identify major differences in climate patterns associated with large yield differences. The 5-yr sample size (29% of the available period) was arbitrary. However the sample was large enough to identify pattern repetitions and small enough to focus only on the extreme events. To produce anomaly grids, climatological averages were subtracted from the eight composites: April-June and July-September winds and temperatures corresponding to the highest-and lowest-yielding years.
After identifying circulation patterns, initial analysis of the PCs of upper-troposphere wind and surface temperature for April-June and July-September identified the first and third PCs of 200-hPa meridional winds and the first PC of surface temperatures for July-September as the best predictors of the first PC of cotton yield residuals. Next, cotton yield residuals were estimated by canonical correlation analysis (CCA) using the 35-yr period. Also referred to as a double-barreled PC analysis, CCA is a statistical technique that identifies a sequence of pairs of patterns in two multivariate datasets, and build sets of transformed variables by projecting the original data onto these patterns (Wilks 2006) .
PCs of the regional temperature and circulation fields from reanalysis data were used to estimate the PC1 of cotton and county yield residuals by leave-oneout cross-validation CCA using the leading CCA mode (Efron and Gong 1983; Efron and Tibshirani 1993; Krzanowski 1987) . Two jackknife validation analyses (Efron and Gong 1983; Gong 1986 ) were performed to confirm the reliability of the leave-one-out crossvalidation procedure. These jackknife validation analyses used 60% and 70% of the data for calibration whereas the remaining 40% and 30%, respectively, were used for validation.
After determining that correlation between yield residuals and rainfall from a weather station was strongest in July, we used the same CCA procedure to investigate the relationship between local station precipitation and regional atmospheric circulation patterns. Composite grids of upper-tropospheric wind and surface temperature anomalies for the five wettest (1973 , 1979 , 1989 , 1991 , and 2003 1969 , 1975 , 1979 , 1988 , and 1994 for July-September) and five driest years (1977 ( , 1986 ( , 1988 ( , 1993 ( , and 2000 1972 , 1981 , 1983 , 1990 , and 1993 for July-September) were prepared, just as we did for the years with the highest and lowest cotton yields.
c. Assessing potential cotton yield predictability
After analyzing the association between cotton yields and regional atmospheric circulation patterns described above, the same CCA procedures were used with GCM outputs, instead of reanalysis data, to evaluate the potential predictability of cotton yield residuals. To do this, monthly retrospective simulations of meridional winds at 200 hPa and surface temperatures during JulySeptember for the same 35-yr period were taken from ECHAM version 4.5 results. Cotton yield residuals were estimated by CCA. PCs of the regional temperature and circulation fields from ECHAM 4.5 using leave-one-out cross-validation analysis (Efron and Gong 1983; Efron and Tibshirani 1993; Krzanowski 1987) were used as predictors.
d. Analysis of predictability
Analyses of predictability were performed at each county by comparing the yearly observed cotton yield residuals with both yearly estimated cotton yield residuals (calculated by using reanalysis data and ECHAM 4.5 data). Predictability measures based on continuous predictands were Pearson's correlation (R), Spearman's correlation (R rank ), mean-square error (MSE), and a goodness-of-fit index (GFI) defined as the simple average of R across all counties. Measures based on categorical predictands were the hit score and hit skill score (Murphy 1993 Hit score and hit skill score were computed using three categorical classes (terciles) and also using two categorical classes. The category boundaries for terciles were at the 33.3 and 66.6 percentiles to create belownormal, normal, and above-normal categories. The boundary for two categories was the average across the 35-yr period. The hit skill score ranges between Ϫ100% (total lack of predictability beyond chance) and 100% (maximum predictability).
Results and discussion
a. Association between cotton yield and climate
The highest and lowest detrended cotton yields did not occur in the wettest and driest years (Fig. 3) . The regional atmospheric variables having the highest correlations with cotton yields were meridional winds at 200 hPa and surface temperatures. Figure 4 shows the spatial pattern of correlations between regional climatic variables and detrended cotton yields. Positive values of meridional winds at 200 hPa (southern winds) were favorable to crop yields, while negative values of meridional winds at the same altitude (northern winds) were unfavorable (Fig. 4a) . Changes in wind direction were related in part to the location of the western sector of the North Atlantic Subtropical Anticyclone (Davis et al. 1997; Sahsamanoglou 1990; Klein 1957) . Low temperatures were favorable to crop yield, while high temperatures were unfavorable (Fig. 4b) . Figure 5a shows wind anomalies in the upper troposphere and SST during the highest and lowest cotton yield years. In the highest cotton yield years, observed wind anomalies were from east to west in April-June, while in the lowest-yielding years, wind anomalies were from west to east. During July-September, wind anomalies changed from southeast during the highest cotton yield years, to northeast for the lowest cotton yield years, which is consistent with the previous correlations (Fig. 4a) .
Temperature and humidity from where the winds came also help us characterize the relationships between regional climate patterns and cotton yields. During July-September, wind anomalies during the highest cotton yield years came from lower-than-normal SSTs in the Gulf of Mexico and the nearby Atlantic Ocean coast (Fig. 6) . During the lowest cotton yield years, wind anomalies came from higher-than-normal SSTs in the Gulf of Mexico near the surface (850 hPa), and from the Great Lakes and the northern Atlantic Ocean coast in the upper troposphere (200 hPa).
From July to September, rainfall in the study area is dominated by convection triggered by warm ground surfaces and thus has low spatial correlation (Baigorria et al. 2007a) . Depending on temperature and humidity of the air mass, advection can either intensify or decrease convective rainfall. In the highest cotton yield years, air with lower-than-normal temperatures carried from the Gulf of Mexico and the nearby Atlantic Ocean coast has higher density than normal, resulting in increased subsidence of the upper air mass. This subsidence is unfavorable to convective cloud formation. During the lowest cotton yield years, air with warmerthan-normal temperatures from the Gulf of Mexico near the surface and from the Great Lakes and northern Atlantic Ocean coast in the upper troposphere has lower density than normal, increasing the convective activity in the study area. Although low altitude advection is from a water source in both cases, differences in airmass temperature result in different absolute humidity. This means that during the lowest cotton yield years, warmer-than-normal conditions are associated with increased water available for condensation in the canopy of the crop. This difference in humidity influences two important cotton diseases in this region, hardlock and boll rot. These fungal diseases infect cotton during the six-to eight-week flowering window and during boll maturity, which occurs around July to September in the Southeast. The inverse relationship between surface temperature and the PC1 of cotton yield (Fig. 4b) supports this hypothesis.
For 74% of the counties, station rainfall showed the strongest association with cotton yields (GFI ϭ 0.485) in July (Table 1) . Fewer counties showed significant yield correlations with rainfall in August or September, maybe due to later planting dates. Because irrigation usually decreases the dependency of crops on rainfall, we suspect that the five counties with nonsignificant correlations between cotton yields and rainfall in any month may have had a high percentage of fields under irrigation. In the Southeast, cotton is usually planted between early April and late May. Early planting dates ensure enough rainfall during the cropping season, but with higher risk of diseases during the rainy season of July-September, especially during highly active hurricane seasons.
Among all regional atmospheric variables that we considered, meridional winds at 850 hPa showed the highest correlations with July rainfall. The area shown in Fig. 7 was used in the CCA for estimating July rainfall.
During the five years with highest July rainfall, observed wind anomalies came from the southwest (Fig.   5b ). During the years with lowest July rainfall, wind anomalies came from the northeast for both April-June and July-September. These patterns are different from the ones shown during the highest and lowest years of cotton yields (Fig. 5a) . The relationship between wind direction and rainfall regimes agree with the annual migration of the subtropical anticyclone over the North Atlantic (Stahle and Cleaveland 1992; Davis et al. 1997) . Analyses (not shown) revealed that cotton yields were not explained by 850-hPa meridional winds. We therefore selected meridional winds at 200 hPa and surface temperatures as atmospheric predictors of cotton yields. 
J O U R N A L O F A P P L I E D M E T E O R O L O G Y A N D C L I M A T O L O G Y
b. Potential cotton yield predictability
About 47% of the interannual variability of the cotton yield PC1 was explained by PCs of the regional temperature and circulation fields when using leaveone-out cross-validation analysis. Similar estimates were obtained using the jackknife validation procedure. The jackknife procedure explained about 56% and 53% of the interannual variability using 60% and 70% of the data for calibrations, respectively. The leave-one-out cross-validation and both jackknife validation results were significant at the 0.01 probability level. Figure 8 compares detrended cotton yields with cross-validated estimates based on upper-troposphere wind and surface temperature fields from reanalysis and from ECHAM 4.5 data, for averages across counties, and for the best-and the worst-estimated counties. Reanalysis data provided reasonable predictability ( p Ͻ 0.01) of average yields across counties (Fig. 8a ) and for the best-estimated county (Fig. 8b) . The one notable exception, 1977, was one of the most severe droughts in the last 50 yr in the southeast United States. The average cotton yield was relatively low (ranked 46th out of 48 counties) in the best-estimated county 
Correlations between the PC1 of the observed July rainfall and July-September meridional winds at 850 hPa. Box indicates the geographical domain of the predictor.
FIG. 8.
Comparison of annual variability in observed detrended yield with estimated detrended yield using predictors from reanalysis data (a) mean over all counties, (b) bestestimated county (Laurens, GA), and (c) worst-estimated county (Clay, GA), and from the ECHAM 4.5 retrospective simulation (d) mean over all counties, (e) best-estimated county (Laurens), and (f) worst-estimated county (Sumter, GA). The Pearson correlation R is in each panel with two asterisks denoting significance at the 0.01 probability level and NS denoting nonsignificance.
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(Laurens, Georgia), while the highest-yielding county (Clay, Georgia) showed the weakest predictability from reanalysis variables. This is consistent with our speculation that climate-based yield predictability is weaker in counties with greater proportion of cultivated areas under irrigation, but data are not available to test this. Differences in soils, management or climate may also account for the differences in yields. There is a weak tendency for higher correlations to be associated with lower average yields. Using reanalysis data, meridional winds in the upper atmosphere combined with surface temperatures during July-September explained up to 52% of the total yield variability in specific counties (Table 2 ). In 47 of the 48 counties, R was statistically significant (67% and 31% of the counties were statistically significant at p ϭ 0.01 and 0.05, respectively). Values of R and R rank were similar, suggesting that the climate drivers were not influenced seriously by extreme data (e.g., hurricanes). In all cases, cotton yield predictability as measured by hit skill scores was better than chance. The spatial distribution of a hit skill score based on terciles (Fig. 9) is likely related to the variations in irrigation or other management factors among counties.
Although rainfall in April and June was not a useful predictor of cotton yields, zonal (west-east) winds at 200 hPa did explain part of the April rainfall variability in the Southeast (GFI ϭ 0.309), during the time when most of the summer crops are planted.
Yields averaged across counties also showed significant predictability ( p Ͻ 0.01) from atmospheric fields simulated by ECHAM 4.5 (Fig. 8d) . However, in absolute terms, the number of counties with significant predictability levels decreased. Based on the Pearson correlation, the percentage of counties with predictability significant at the 0.01 probability level decreased from 67% to when using reanalysis to 23% using the ECHAM 4.5 data. At the 0.05 probability level, the percentage of counties increased from 31% to 35% for the same comparison (Table 2 and 3). As expected, the predictability of yields from using GCM outputs was lower than that based on the reanalysis data. This is as a result of the uncertainties of the GCM predictions of the specific geographical domain and intensity of the atmospheric patterns.
Based on hit skill scores, predictability was still better than chance except in one county. The hit scores using terciles ranged between 69.7% (Pulaski, Georgia) and 30.3% (Crisp, Georgia) and between 54.5% (Pulaski) and Ϫ9.1% (Crisp) for the hit skill score (Table 3) . Hit scores for predicting yields in two categories ranged from 81.3% (Dooly and Ben Hill, Georgia) to 53.6% (Mitchell, Georgia), and the hit skill score ranged from 60.0% (Dooly and Ben Hill) to 7.7% (Lawrence and Lauderdale; Table 3 ).
Using ECHAM 4.5 data, we were unable to estimate the low yields observed in 1977, 1980, and 1986 . Regional atmospheric variables from reanalysis data also did not estimate the low yield associated with the 1977 drought (Fig. 8) . The correlation ranking of counties differed between estimations based on ECHAM 4.5 and estimations based on reanalysis (Tables 2 and 3 ). Predictability of cotton yields in individual counties tended to be weaker than that of the average yields across counties (R ϭ 0.51), with correlations ranging from 0.52 in Laurens County to 0.18 in Sumter County, both in Georgia (see Figs. 8d, e, f) . Observed yields in Sumter County showed lower mean and higher interannual variability than the all-county average.
Our ability to estimate cotton yields was not directly related to our ability to estimate rainfall amounts using reanalysis data. Comparisons between Figs. 9a and 10 show that while the best cotton yields estimates were in central and eastern Georgia (Fig. 9) , the best July rainfall estimates were in central and eastern Alabama and northwestern Georgia (Fig. 10) . Although meridional winds at 850 hPa estimated July rainfall better than winds at 200 hPa, meridional winds near the surface did not contribute significantly to predictability of cotton yields. This supports the hypothesis that cotton yields were affected not only by rainfall but also by variables such as temperature and humidity affecting cotton diseases as previously explained (Fig. 6) . The predictability of cotton yields in this study is related to predictable conditions affecting rainfall and humidity both through their effect on drought stress and stress caused by diseases associated with wetness. Water availability, as influenced by the amount and frequency of precipitation, is particularly important during anthesis and boll maturation, especially in sandy soils with low water retention. Irrigation during these critical periods usually increases yields (Jost et al. 2005; Marois et al. 2004) ; however, the same amount of water applied as rainfall may increase the risk of diseases due to leaf wetting and transmission by raindrop splash. These contrasting effects of water on cotton production make it difficult to forecast yield directly from seasonal rainfall totals alone, as found by Challinor et al. (2003) for groundnut in India. These results demonstrate the potential use of a GCM to simulate regional atmospheric features (upper-tropospheric winds and surface temperatures) that could then be used to predict cotton yields in the Southeast. However, the ECHAM 4.5 simulations were not true predictions because the model was forced with observed, not predicted SSTs. The cotton yield results therefore represent an upper bound of predictability from the GCM forced with SST boundary conditions. Assessing operational predictability of cotton yields with a GCM will require additional studies in which SSTs are predicted, possibly comparing various methods for predicting them.
Conclusions
Specific atmospheric circulation patterns that favor high humidity, temperature, and rainfall during summer months are associated with low cotton yields in the southeast United States, consistent with the tendency of humid conditions and wet foliage to favor increased incidence of diseases during flowering and maturation. Up to 52% of the interannual variability of cotton yield in specific counties was explained from observed meridional winds at 200 hPa and surface temperatures. The same climate predictors were significantly correlated with April and July rainfall in most of the study area. Although rainfall during this period is highly relevant to summer crops, we showed in this study that the use of the GCM simulations to estimate cotton yields was not based entirely on its ability to simulate local rainfall, and yields were not related to rainfall early in the growing season.
Cotton yield estimates from ECHAM 4.5 forced by observed SSTs in this study represented an upper bound of predictability using this GCM. Although the predictability of yields using this GCM was lower than that based on reanalysis data, 58% of the counties showed statistically significant ( p Ͻ 0.05) potential predictability. Categorical measures of yield predictability exceeded chance in 98% of the counties. There are physical and biological relationships between cotton yield and regional atmospheric circulation patterns and surface temperatures. However, evaluation of the predictability of cotton yields that can be obtained operationally will require evaluation of the output of the GCM forced by SSTs that are forecast at the same lead time.
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