Conventional solar adaptive optics uses one deformable mirror (DM) and one guide star for wave-front sensing, which seriously limits high-resolution imaging over a large field of view (FOV). Recent progress toward multiconjugate adaptive optics indicates that atmosphere turbulence induced wave-front distortion at different altitudes can be reconstructed by using multiple guide stars. To maximize the performance over a large FOV, we propose a solar tomography adaptive optics (TAO) system that uses tomographic wave-front information and uses one DM. We show that by fully taking advantage of the knowledge of three-dimensional wave-front distribution, a classical solar adaptive optics with one DM can provide an extra performance gain for high-resolution imaging over a large FOV in the near infrared. The TAO will allow existing one-deformable-mirror solar adaptive optics to deliver better performance over a large FOV for high-resolution magnetic field investigation, where solar activities occur in a twodimensional field up to 60 00 , and where the near infrared is superior to the visible in terms of magnetic field sensitivity.
Introduction
The study of two-dimensional solar fine structures requires high-resolution imaging over a large field of view (FOV). One of the future developments of the solar adaptive optics is multiconjugate adaptive optics (MCAO). For a MCAO system, several deformable mirrors (DMs), each conjugated to a different height above the telescope aperture, are used so that the atmospheric turbulences at different altitudes can be corrected for high-resolution imaging over a large FOV [1] [2] [3] [4] [5] . Recently, using five laser guide stars, the Gemini MCAO System (GeMS) successfully demonstrated the feasibility to deliver high-resolution imaging over a large FOV over 60 00 [6] . Although MCAO is a promising technique for atmospheric turbulence correction, nighttime MCAO is difficult to perform, since multiple laser guide stars are needed for tomographic wave-front sensing. To accurately reconstruct the turbulence profile at different altitudes/heights for a MCAO system, generally at least three to five laser guide stars are needed. The sun is a natural target for extended object wave-front sensing, and any number of "guide stars" could be made from a two-dimensional structure image.
Two different MCAO techniques exist, and both deploy multiple DMs conjugated on different heights. One is the layer-oriented approach [7] . The layeroriented MCAO was initially introduced for nighttime observations, in which each wave-front sensor (WFS) and its associated DM are conjugated to a specific height above the telescope; the other is the star-oriented MCAO, in which a number of guide stars are used by several WFSs, and the wave-front profile at different heights can be reconstructed via the tomography approach [3] and the reconstructed global wave-front information can be used to control DMs. Until now, solar layer-oriented MCAO has not yet been demonstrated in practice. The solar groundlayer AO (GLAO) can be viewed as a layer-oriented MCAO system that deploys one DM only. Rimmele et al. [8] tested a solar GLAO correction with the NSO Dunn Solar Telescope: they used a WFS conjugated to the ground and averaged the wave-front distortions over a 42 00 × 42 00 FOV, and the wave-front data were used to control the DM conjugated to the ground. The experiment was, however, unsuccessful. Kellerer [9] further pointed out that fields of several arc minutes in diameter are required to attenuate the signal from layers above 2-3 km altitude, which excludes the solar layer-oriented approach for GLAO systems, at least with current technology.
Current solar MCAO experiments exclusively use the star-oriented approach. The height distribution of the turbulence profile can be determined via tomographic wave-front sensing. To verify the MCAO concept for solar high-resolution imaging, two prototypes are being developed: one for the 0.7 m Dunn Solar Telescope at the NSO [10] , and the other with the VTT and GREGOR [11] .
A sunspot or active region may extend up to ∼60 00 . Flares can occur unannounced anywhere in the extended FOV. Flare trigger mechanisms operate rapidly and on the smallest spatial scales, and their location within the FOV is difficult to predict. Diffraction-limited imaging over a FOV of ∼60 00 is required in these cases [12] . To achieve such a challenging goal, several DMs are needed for a solar MCAO system. For example, the MCAO for the planned 4 m European Solar Telescope (EST) requires us to achieve a Strehl ratio of S 0.3 for the r 0 7 cm seeing over a FOV of 60 00 in visible wavelengths. To achieve such a Strehl ratio over the large FOV, the design uses five DMs and 7-19 guide stars [13] .
Due to the complexity of the MCAO, there is no solar MCAO in routine operation until now. In this publication, we propose a simple solar adaptive optics system called tomography adaptive optics (TAO), which deploys one DM only, and it fully takes advantage of the three-dimensional wave-front information derived from multiple guide stars, so that the best DM profile can be found to correct the turbulence induced wave-front over a large FOV. We show that our star-oriented TAO can deliver good performance in the near-infrared (NIR) J and H bands, and can be used in the NIR to replace MCAO that requires several DMs. Our TAO is different from the solar GLAO, in that a GLAO system cannot reconstruct the three-dimensional wave-fronts, and therefore its performance may be limited. By fully taking advantage of the knowledge of the threedimensional turbulence distribution reconstructed by the WFS, the DM in our TAO can be conjugated to a best-conjugated height, which will provide a further performance improvement. We noted that the concept of laser tomographic AO (LTAO) was proposed for nighttime astronomy [14] , which requires the use of both laser and NGSs, and it has not involved the best-conjugated height. In Section 2, we discuss how to calculate the three-dimensional seeing profile that is critical for the TAO performance estimation. The numerical simulations of our TAO performance in the visible and NIR are presented in Section 3. Further discussions are presented in Section 4. We achieve our conclusions in Section 5.
Three-Dimensional Turbulence Profiles
To reconstruct the seeing profile at different heights, a number of guide stars are needed. At present, a detailed three-dimension solar turbulence profile is not available, and very little work has been published for characterizing the profile as a function of height. Because of the lack of seeing profile data, current solar MCAO simulations [13] use nighttime seeing data to estimate the MCAO performance [15] , which is not acceptable for the TAO simulation, where only one DM is used and is thus very sensitive to the seeing profile distribution. Measurements of scintillation of sunlight with a linear array of detectors have been shown to be sensitive to the height distribution of turbulence contributions [16] [17] [18] . However, because of the integration of contributions to scintillation over the large solid angle subtended by the solar disk, an array of detectors with fairly large baseline is needed to achieve sensitivity up to a height of only 500 m [17] . To measure the threedimensional solar turbulence profiles, Scharmer and van Werkhoven [19] proposed a technique called S-DIMM+. This system, however, has not been used in practice for site survey to generate a seeing profile that can be used quantitatively for solar MCAO performance simulations. The S−DIMM+ was recently used by Kellerer et al. [20] to measure the turbulence profile at the BBSO. Unfortunately, the data they collected can only be used statistically to construct four layers of the turbulence distribution [21] , which cannot yield accurate results when applied for the TAO simulations.
A general equation that can statistically describe the turbulence profile of a site will be very useful for the TAO as well as MCAO performance simulations. To calculate the turbulence profiles of different sites with different seeing conditions, we use the equation recommended by the team of ATST site survey [22] . That is, the overall solar turbulence profile can be approximated as a sum of a HufnagelValley and an extra term that accounts for the daytime boundary layer. For the turbulence at the height h above the telescope aperture, the so-called Hufnagel-Valley boundary (HVB) model can be used to calculate the turbulence profile of a solar site [22] : 
where A HV is the amplitude, and z is the site altitude above sea level. The Fried parameter [23] is used to quantity the seeing condition, and is associated with the turbulence profile C 2 n as r 0 0.423 2π
where λ is the wavelength and ϕ is the zenith angle. For simplification, we assume ϕ 0°. That is, the evaluation is done along the zenith direction. ATST site survey measured the seeing Fried parameter of six locations, including lake, island, and continental sites, of which are La Palma (Canary Islands), Sacramento Peak (New Mexico), BBSO (California), and Haleakala (Hawaii) [24] . All the sites have an annual-average seeing around r 0 7.0 cm. At a site, seeing conditions are variable over the year and they are in general better in summer and worse in winner. For example, while the BBSO delivers a seeing r 0 5.5 cm with an isoplanatic angle of 2 00 in winter, in the summer the seeing is r 0 9.1 cm with an isoplanatic angle of 6 00 at the 0.55 μm wavelength [20] , which indicates that the BBSO has an annualaverage seeing r 0 ≈ 7.0 cm and an annual-average isoplanatic angle of 4 00 . The BBSO experience can be summarized as follows: most of the turbulences are concentrated on four layers, the ground layer (0-500 m), the extended ground layer (1-2 km), the boundary layer (3-7 km), and the tropopause (≥8 km). The distributions of the Fried parameter for the summer (winter) are 12 4 (8 1) cm, 23 8 (13 2) cm, 32 11 (16 2) cm, and 70 28 (32 5) cm for the ground layer r 1 , extended ground layer r 2 , boundary layer r 3 , and tropopause r 3 , respectively. This yields an annual-average Fried parameter distribution of 10 2.5 cm, 18 5 cm, 24 6.5 cm, and 51 15 cm for the ground layer r 1 , extended ground layer r 2 , boundary layer r 3 , and tropopause r 3 , respectively.
A crucial parameter for the turbulence calculation is the isoplanatic angle, which can be used to characterize the distribution of the turbulence profile. For a fixed seeing parameter r 0 , a large isoplanatic angle indicates that more turbulence is concentrated on the ground with a small height h. In the extreme case, if all turbulence is located on the ground exactly on the telescope aperture, one has an infinite isoplanatic angle. According to Roddier [25] , for a discrete seeing distribution, the isoplanatic angle can be calculated as
Since the BBSO seeing test is the only site test that delivers the Fried parameter r 0 , isoplanatic angle, and limited seeing profile (four layers), and the average seeing Fried parameter r 0 is exactly consistent with the ATST site survey [22] , in this paper we will use the BBSO data to reconstruct our 10-layer seeing profile from Eq. (1) for our TAO simulations. The BBSO seeing test delivers an annual-average seeing r 0 7 cm and an average isoplanatic angle of 4 00 , respectively. The ground layer (0-500 m) has a Fried parameter r 1 12 4 mm. Since mountain sites such as the Sacramento Peak and BBSO typically have an altitude of 2000-3000 m, the altitude z in Eq. (2) is assumed to be 3000 m in our numerical simulation. Based on Eqs. (3) and (4), we can solve for the three unknown parameters A HV , A B , and h 0 . Note that Eq. (3) can be split into two individual equations: one for the overall Fried parameter r 0 and the other for the ground-layer seeing r 1 . The three equations yield A HV 0.245, A B 1.9203 × 10 −15 and h 0 640 m. Here, we assume that the turbulence profile is discrete and consists of 10 layers, which is good enough for our one-DM simulations, in which the WFS only needs to reconstruct an equivalent layer for DM correction on a specific height (i.e., on ground or best-conjugated height, respectively; see next section for details). From Eq. (3), we can also calculate the discrete seeing parameter r 0 h at different height h at the average seeing condition, with the results listed in Table 1 , in which the overall Fried parameter r 0 is equal to 7.0 cm and the isoplanatic angle is equal to 4 00 at the 0.55 μm wavelength. The above approach allows the seeing profile listed in Table 1 to exactly match the Fried parameter r 0 , the isoplanatic angle θ 0 , and the ground layer r 1 . In fact, it also matches the extended ground layer very well. For example, at the extended ground layer the Fried parameter r 2 at the average seeing condition calculated from the Table 1 seeing profile is 23 cm, which falls in the BBSO's site measurement data of 18 5 cm.
In a similar way, we also calculate the seeing profile at the bad seeing condition in the winter (with r 0 5.5 cm, isoplanatic angle of 2 00 , and the ground-layer Fried parameter r 1 8 1 mm), and at the good seeing condition in the summer 9.1 cm (with r 0 9.1 cm, isoplanatic angle of 6 00 , and the ground-layer Fried parameter r 1 12 4 mm), with the results listed in Table 1 also. These 10-discrete-layer seeing profiles exactly match the Fried parameter r 0 , the isoplanatic angle θ 0 , and the ground-layer Fried parameter r 1 ; they also well match the extended ground layer r 1 . For the summer (winter) seeing condition, our discrete seeing profile delivers an extended ground layer of r 1 23 (12) cm, which perfectly matches the BBSO site measured data.
The constraints for the overall seeing parameter, the isoplanatic angle, and the ground-layer seeing are crucial for the calculation of the turbulence profile that may dramatically affect the results of TAO numerical simulation. Our simulations indicated that without these constraints, correct performance evaluations cannot be guaranteed. Tyson stated that a HVB model can be used to calculate the day turbulence profile of any site, if the two parameters of the overall seeing parameter and isoplanatic angle are known or constrained [26, 27] . However, Tyson's HVB seeing profile model has not included the boundary scale height factor h 0 , and cannot accurately match the ground seeing profile of actual site test data, which makes the simulations less reliable.
Performance Simulation

A. Tomography Algorithm
For a conventional adaptive optics (CAO) system, only one guide star and one DM are used, and the correction of the CAO is efficient only in a small FOV, which is limited by the isoplanatic angle. In recent years, MCAO has been used for wide-field correction. For a MCAO system, wide-field atmospheric turbulence compensation is accomplished by means of multiple DMs that apply phase/wavefront adjustments in two or more planes optically conjugate to the distinct ranges along the propagation path. The information to drive these DMs is obtained from WFS measurements of multiple guide stars via a tomographic wave-front reconstruction algorithm [28] .
Since the minimization of the residual phase variance maximizes the image quality in the considered direction, the minimum-mean-square-error (MMSE) estimator that minimizes the mean residual phase variance of the guide stars in the FOV of interest is widely used in MCAO performance estimations [29, 30] . As described by Fusco et al. [30] , there is a link between the MMSE approach and the tomographic reconstruction of the turbulence volume, and they show that the MMSE approach consists of a full tomographic reconstruction of the turbulence volume followed by a projection onto the DMs accounting for the considered FOV of interest.
One of the key issues for the MCAO is the tomographic wave-front reconstruction [30, 31] . Ragazzoni et al. [3] analytically demonstrated that the tomographic wave-front can be reconstructed by using multiple guide stars via the so-called modal tomography approach. DMs conjugated on appreciated altitudes can then be used to correct the wave-front retrieved from these guides stars. In our recent numerical simulations [32] , the modal tomography approach is adopted to implement tomographic wave-front reconstruction, which confirmed that the tomographic wave-front can be reconstructed reliably by using multiple guide stars. Our simulation results also showed that six guide stars are required for an accurate wave-front reconstruction in the case of three equivalent turbulence layers, and only three guide stars are needed in the case of two equivalent layers. More advanced theories were developed by Johnston and Welsh [2] and Ellerbroek [33] , and, further, by Fusco et al. [34] . In these studies, the statistics of the tomographic wave-front were taken into account. They estimate the wave-front distribution in a few equivalent layers, and these layers are then assumed to be corrected by the corresponding number of DMs. In the case in which the atmosphere is composed of a very large number of turbulent layers, only a few guide stars are needed for the MCAO wave-front correction. Femenía and Devaney [35] demonstrated that using three natural guide stars (NGSs), a 2-DM MCAO system can deliver good performance over a FOV up to 60 00 in diameter in the NIR K band.
In addition to in the spatial domain, MCAO performance estimations based on minimum residual phase variance can also be made in Fourier domain [29, 36] . The maximum Strehl ratio of the corrected starlight image is achieved by minimizing the residual phase variance, and the residual phase variance is minimized if each of the Fourier components in its power spectrum is minimized [36, 31] . This approach typically neglects aperture edge effects [37] . However, it enables rapid analysis of MCAO performance, and is sufficiently accurate for many applications, including the TAO preformation simulations in the NIR.
The above discussions regarding MCAO can also be applied to our TAO, except only one DM is used. In this case, tomographic wave-front information can be measured or reconstructed from multiple guide stars by a Shack-Hartmann (S-H) WFS. The reconstructed tomographic wave-front information is used to control the DM optimized for wave-front corrections over a relatively large FOV, which is based on finding the minimum residual phase variance in the FOV of interest. This is different from the CAO, in which only a guide star is used, and it cannot reconstruct the tomographic wave-fronts and thus cannot be optimized for a high-resolution imaging over a large FOV.
B. Simulation Software
Five well-recognized simulation codes exist, which can be used to analyze our TAO performance. The PAOLA (38) , an analytic modeling code, was developed at the National Research Council of Canada's Herzberg Institute of Astrophysics (NRC-HIA) and is now used by many research groups. CIBOLA (Covariance-Including Basic Option for Linear Analysis) [38] , a MATLAB-based simulation code, is also an analytical modeling tool that combines and extends features of PAOLA and prior analytical models for tomographic wave-front reconstruction and MCAO. The Arizona Analytic Code, an IDLbased analytic GLAO simulation tool, was developed by Tokovinin [39] . The Arizona Monte Carlo Simulation Code is a Monte Carlo code and was developed at the University of Arizona [40] . The Durham AO simulation platform [41] is also a Monte Carlo code, and was developed at Durham University (UK). These codes were thoroughly tested and compared to one another to ensure a high degree of confidence in the results [37] . In general, the two Monte Carlo codes generally predict somewhat worse performance than the three analytic codes, presumably because of the inclusion in the Monte Carlo simulations of a great range of physical effects, but their simulation results are in excellent agreement [37] . The software we used for the TAO simulation is the CIBOLA, which is written by Dr. Ellerbroek, and is a software package available from the Center for Adaptive Optics (http://cfao.ucolick.org/). CIBOLA is a code for relatively rapid MCAO modeling using linear system methods in the spatial-frequency domain, with details discussed by Ellerbroek [38, 42] . The software we used optimizes for the minimum of the mean residual phase variance, which is a function of DM actuator command vector a, and is given by
where
While W ϕ is a symmetric, semi-positivedefinite matrix that defines a norm on the vector space of phase space, H x and H a are the influence matrices that describe the impact of phase disturbance x and DM actuator command a on the output wave-front ϕa. To speed up the MCAO performance simulation process, Ellerbroek [42] used the spatialfrequency domain approach that is relatively computationally efficient but still account for many of the interactions between the fundamental error sources (such as the WFS and DM sampling errors) in the MCAO, with enough accuracy. The MCAO performance can be evaluated in terms of the Strehl ratio, residual wave-front error, and point spread function (PSF). The spatial-frequency domain performance of the CIBOLA was intensively compared with the traditional spatial domain approach. Performance estimates for MCAO systems may be obtained in 1-2 orders of magnitude less time than needed when detailed simulations or analytical models in the spatial domain are used, with a relative discrepancy of ∼5% for typical sample problems [42] . CIBOLA was also used for the MCAO performance evaluation for the future 4 m EST [13] .
Nighttime adaptive optics uses a point-source guide star for wave-front sensing. Solar wave-front sensing uses a S-H WFS. The wave-front gradient or slope vector at each subaperture of the lenslet array is solved by the cross-correction calculation of a two-dimensional pattern over a FOV. For the TAO, each subfield with a size around 8 00 × 8 00 can be viewed as a guide star. That is, it is considered as a pointsource star, so that we can use the CIBOLA for the solar TAO simulations. At average seeing, the isoplanatic angle is 4 00 in the 0.55 μm. The isoplanatic angle is wavelength scalable, and it is 11 00 and 15 00 in the J and H bands, respectively. Therefore, the finite size of the solar guide star is negligible and can be viewed as a point source at least in the NIR, since the size of the subfield falls in the isoplanatic angle.
C. Performance at Average Seeing Condition
A CAO system deploys one DM and only measures the wave-front from one "guide star"; thus it cannot reconstruct the three-dimensional wave-front profile and cannot find the best DM shape to correct the tomographic wave-fronts over a large FOV. The tomographic wave-fronts can be reconstructed by using multiple guide stars [3] , which can be done by using a S-H WFS and was verified by our numerical simulation [32] . Based on the turbulence profile from Table 1 , we will be able to simulate the TAO performance, in which the tomographic wave-fronts are measured by a WFS by using several guide stars, and the measured wave-fronts are fed to a DM for wave-front correction. The telescope we use for the performance simulation has an aperture size of 1.6 m, which represents the current largest operational solar telescope, such as the McMP at Kitt Peak and the NST at BBSO. We assume that a S-H WFS with 7 cm subaperture projected on the telescope aperture is used for wavefront sensing in the 0.55 μm visible, which exactly matches the average seeing parameter r 0 . Increasing the subaperture number can reduce the wave-front sampling error. But this will not be practical, since a smaller subaperture may not be able to resolve fine solar granule structures for wave-front sensing. The DM also has an actuator space of 7 cm projected on the telescope aperture, which matches the WFS and will have a small DM fitting error for the correction of turbulence induced wave-front distortion. We also assume that the TAO correction frequency is fast enough so that the correction delay is negligible. Since there are enough photons for solar wave-front sensing and a low-noise camera is available, we further assume both photon and read-out noises are excluded in the simulation. To fully sample a FOV, four guide stars are used, and they are distributed in an optimized field of view (OFOV), in which one guide star is located on the center of the OFOV and the remaining are uniformly located, as shown in Fig. 1 . This arrangement ensures good performance for both the on-axis as well as the off-axis positions in the field. In the following subsections, we will simulate the TAO performance in the visible as well as the NIR J and H bands, at the average seeing condition using the seeing data from Table 1.
Optimization for the Visible
Diffraction-limited imaging in the visible can answer critical questions for solar astrophysics. For example, Hα and Ca II 854.2 nm spectral lines can be used for spectroscopic observations of the solar chromosphere, which will address important questions regarding the dynamics of the quiet inter-network chromosphere and solar flares [43] [44] [45] .
Using the software CIBOLA, we can evaluate the performance of the TAO in terms of the Strehl ratio (SR). The goal is to find the best performance over the OFOV, which is done by minimizing the residual phase variance from the four guide stars. Table 2 lists results of the numerical simulation at the 0.55 μm visible wavelength. The DM is optically conjugated on the telescope aperture, and has a zero conjugated height. The SR is calculated as an annulus average value around an imaging FOV up to 60 00 in diameter. For comparison, we also provide the SR of the CAO that uses only one guide star and has a zero OFOV, with best SR at the on-axis field position
00 OFOVs, respectively. Please note the difference between the OFOV and the imaging FOV. The OFOV is defined as the FOV for wave-front sensing and is the field that needs to be optimized, while the imaging FOV is simply a field used to show the imaging performance, and it can be any size. In the visible simulation, the imaging FOVs have a maximum size up to 60 00 . From the simulation result, it is clear that the TAO with the 30 00 OFOV delivers a better SR for off-axis field position than that of the CAO with zero OFOV, at a cost with a lower SR of 0.152 for the on-axis position. The 30
00
OFOV delivers a poor performance over the entire OFOV with a SR between 0.152 and 0.022. Of course, its performance is further worse over the entire 60 00 imaging FOV. The 60 00 OFOV delivers an unacceptable performance with a SR lower than 0.031 over the entire imaging FOV, and should be avoided in the visible wavelengths, where the residual wavefront error is still too large for high-resolution imaging and the gain for the off-axis FOV is very limited. This may explain why current solar GLAO systems with a relatively large wave-front sensing FOV deliver poor performance. Surprisingly, the CAO with a 0 00 OFOV delivers a well-balanced SR in the imaging FOV for the on-axis as well as the off-axis positions.
In a summary of the simulation in the visible, wave-front sensing with a small FOV is, in general, superior to that with a large FOV, and a large wavefront sensing FOV should be avoided. In a separate study, Kellerer [6] concluded that current technology excludes the solar GLAO. Our simulation further confirmed that the residual wave-front error induced by high-altitude turbulence is still too large in the visible, which results in a low SR, and which makes any one-DM system impossible to optimize over a large FOV.
Optimization for the Near-Infrared J and H Bands
Solar activities are dominated by magnetic fields, and high-resolution imaging in the NIR J and H bands plays a critical role for the investigation of the weak magnetic field. While work using visible spectral lines tends to find kG fields [46, 47] , observational studies based on the infrared spectral lines can find the magnetic field strength below 1 kG [48, 49] . The best-known advantage of the infrared is its great sensitivity to magnetic field observations. This is because the Zeeman splitting Δλ B , of a magnetically sensitive spectral line, is proportional to λ 2 g eff , where g eff is the effective Landé factor of the transition. Recently, Ramsauer et al. [50] undertook an infrared survey and published a large number of potentially useful spectral lines between 1.0 and 1.8 μm.
If we move to wavelengths in the NIR, the TAO will deliver a different picture. First, we evaluate the TAO performance in the 1.25 μm J band. We use CIBOLA to evaluate the same TAO with the same specifications for the visible, except the wavelength is changed to 1.25 μm and the imaging FOV is extended up to 120 00 . The results of the numerical simulation are shown in Table 3 , in which the DM is conjugated on the telescope aperture, i.e., with a zero conjugated height. Comparing Tables 2 and 3 , it is clear that Strehl ratios for 1.25 μm increase dramatically, which benefits from the small residual wave-front error and the longer wavelength in the NIR. The CAO that uses only one guide star delivers a Strehl ratio of 0.960, compared to 0.812 in the visible. The Strehl ratio for the CAO drops quickly, on off-axis positions in the imaging FOV. But it still delivers an acceptable performance for an imaging FOV up to 36 00 in diameter (with a Strehl ratio of 0.164). Now, the TAO with 30 00 OFOV delivers good performance both on-axis and off-axis over a large imaging FOV. The TAO with 60 00 OFOV delivers better overall performance over the on-axis and off-axis imaging FOV, and it delivers good performance over an imaging FOV up to ∼60 00 (with a Strehl ratio between 0.458 and 0.185). Continuously increasing the OFOV does not help much. At 120 00 OFOV, the on-axis performance drops dramatically, while the off-axis Strehl ratio does not have very much improvement. Obviously, the 60 00 FOV is a good choice for the TAO wave-front sensing.
The performance of the TAO can be further improved by moving the DM to a best-conjugated height, where most turbulence is located and can be effectively corrected by the DM. With knowledge of the global seeing profile, we are able to find the best-conjugated height, which is done by shifting the DM's conjugated height and evaluating the TAO performance accordingly at each height. Figure 2 shows the numerical simulation result for the on-axis field Strehl ratio as a function of DM conjugated height for the 60 00 OFOV. From this plot, it was found that the best-conjugated height is located at 1100 m, with 100 m sampling step accuracy. The Strehl ratio in any position over the entire 60 00 OFOV is also improved in the best-conjuagted height (see Tables 3 and 4 
for comparison). However, the on-axis
Strehl ratio has the most significant change and is used to find the best-conjugated height. Table 4 and Fig. 3 show the results of the numerical simulation for the 1.25 μm NIR, with the DM conjugated to the 1100 m best height. For comparison, the CAO with zero OFOV and zero DM conjugated height is still listed in the table. Compared with the CAO, the TAO with a large OFOV received a bigger gain, and delivers excellent performance for an imaging FOV up to ∼60 00 . Now, the TAO with the 120 00 OFOV also delivers good performance over the entire and 120 00 OFOVs all receive a significant Strehl ratio gain both on-axis and off-axis over a large FOV. Again, the 60 00 OFOV is a good choice for the TAO wave-front sensing.
The best DM conjugated height can also be calculated analytically with the mean turbulence height H, in the first order for a quick estimation. When there is a single layer of turbulence, H is the height of that layer. For a turbulence profile C 2 n h, the mean turbulence height can be calculated as [51] 
which leads to the relation θ 0 0.314cos ϕr 0 ∕H;
where the zenith angle ϕ is assumed to be zero. For θ 0 4 00 and r 0 7 cm (at 0.55 μm), a mean turbulence height of H 1128 m is yielded, which is in good agreement with the 1000 m from the numerical simulation.
Although the best-conjugated height can be calculated using Eq. (6) or Eq. (7), the conjugated height found with the numerical simulation is a better solution. This is because a DM cannot effectively correct the turbulence layers that are far away from the DM conjugated altitude. Therefore, in the rest of this article, we will only use the numerical simulation to find the best-conjugated height.
H band imaging is also important for solar NIR magnetic investigation. Table 5 shows the results of the numerical simulation for the 1.65 μm wavelength, with the DM conjugated on the telescope aperture with zero height. Now, the TAOs with OFOVs from 30 00 to 120 00 all deliver good performance over the entire imaging FOV up to 60 00 . The 60
00
OFOV is still best for the wave-front sensing, since it delivers an excellent Strehl ratio (better than 0.353) in the entire imaging FOV up to 60 00 . Again, the TAO performance can be further improved by conjugating the DM to the best-conjugated height. Table 6 and Fig. 4 show the results of the numerical simulation for the 1.65 μm wavelength, with the DM conjugated to the 1000 m bestconjugated height. Again, the best-conjugated approach provides a significant improvement for the Strehl ratio for the on-axis and off-axis positions in the imaging FOV for that with a large OFOV. The TAOs with a OFOV from 30 00 to 120 00 all deliver good performance over the entire 60 00 imaging FOV, while the 120 00 OFOV delivers excellent overall Strehl ratio in the entire 120 00 imaging FOV (with a Strehl ratio better than 0.249 over the entire imaging FOV).
Since the TAO is optimized for the minimum residual phase variance of the guide stars, to evaluate the TAO gain, we propose a merit function (MF), which is the ratio of the CAO phase variance to that of the TAO in the same guide star FOV positions,
where N is the number of total guide stars, and it is 4 for our case. i is the index of the ith guide star. σ i 2 is the residual phase variance of the ith guide star of the TAO. σ 0 i 2 is the residual phase variance of the ith guide star of the CAO. Of course, for a CAO, the WFS only uses the on-axis guide star that is located at the center of the FOV (see Fig. 1 ). However, the residual wave-front error for the other three guide stars in the wave-front sensing FOV can be calculated for the CAO. Since the four guide stars are uniformly located in the FOV and are used for the TAO optimization, which optimizes for the minimum residual phase variance of all four of these guide stars, they can be used to evaluate the TAO performance gain, by comparison to the corresponding residual phase variance in the CAO. The residual phase variance σ 2 of each guide star is related to the Strehl ratio as SR e −σ 2 . Using the defined MF, we calculate the TAO gain with the data from Tables 4 (J band) and 6 (H band), with results listed in Table 7 . Compared with the CAO, the TAO provides a gain between 1.31 and 1.75, depending on the OFOV size. The reduction of the residual phase variance over the OFOV implies that the tomographic wave-front information indeed provides a performance improvement for the TAO. For the same OFOV, the gain is almost identical for the J and H bands. It is clear that the TAOs with an OFOV of 30 00 and 60 00 deliver almost the same gain, while the gain for the 120 00 OFOV is reduced, indicating that an OFOV with a size between 30 00 and 60 00 is a good choice.
D. Performance at Bad Seeing Condition
It is interesting to see the TAO's performance at different seeing conditions. The seeing condition is generally bad in the winter. Using the seeing profile from Table 1 , we also calculate the TAO Strehl ratios at the bad seeing condition with a Fried parameter and an isoplanatic angle of 5.5 cm and 2 00 , respectively. The Strehl ratios of the TAO at the 1.25 μm J band are shown in Table 8 , in which the DM is conjugated at the best-conjugated height of 800 m. Again, the Strehl ratios of the CAO are also shown for comparison. The TAOs with OFOVs of 30 00 and 60 00 can deliver a Strehl ratio ∼0.2 at 24 00 imaging FOV, which is lower than that at the average seeing condition, but is still much better than the 0.117 Table 6 . Strehl ratio of the CAO at the same imaging FOV. The TAO with the 120 00 OFOV delivers further lower Strehl ratios and is not recommended for the TAO wave-front sensing, although it delivers a relatively uniform Strehl ratio over the entire 48 00 image FOV.
As estimated, Strehl ratios are better at longer wavelengths. Table 9 shows the Strehl ratios of the TAO at the 1.65 μm H band. Again, the DM is conjugated at the best-conjugated height, and the Strehl ratios of the CAO are also shown for comparison. Now, the TAO with the 30 00 OFOV delivers a Strehl ratio ∼0.201 at the 48 00 imaging FOV, and the TAO with the 60 00 OFOV delivers a Strehl ratio ∼0.222 at the 60 00 imaging FOV. The TAO with the 120 00 OFOV still delivers a lower, but uniform, Strehl ratio over the entire 60 00 image FOV. In a summary from Tables 8 and 9 , both 30 00 and 60 00 OFOVs are optimal solutions for the TAO wave-front sensing.
Because of the bad seeing condition in the winter, the TAO delivers worse performance than that in the average seeing condition. Nevertheless, it is still able to deliver a Strehl ratio better than 0.22 over the entire imaging FOV 60 00 in the 1.65 μm H band, and a Strehl ratio better than 0.20 over the entire imaging FOV 24 00 in the 1.25 μm J band, which is much better than the CAO for large FOV imaging.
E. Performance at Good Seeing Condition
In the summer, good seeing is available. Again, using the seeing profile from the Table 1 , we calculated the TAO Strehl ratios at the good seeing condition with a Fried parameter and an isoplanatic angle of 9.1 cm and 6 00 , respectively. The Strehl ratio of the TAO at the 1.25 μm J band is shown in Table 10 , in which the DM is conjugated at the best-conjugated height of 900 m. The TAOs with OFOVs of 30 00 , 60 00 , and 120 00 all deliver a Strehl ratio better than 0.291 at the 60 00 imaging FOV, which is much better than that at the average seeing condition. Now, the TAO with the 120 00 OFOV delivers overall good performance over the entire 120 00 imaging FOV. If we move to the longer wavelength 1.65 μm H band, the TAO delivers excellent performance for all OFOVs in the imaging FOV up to 120 00 , as shown in Table 11 . Now, even the CAO delivers good performance for an imaging FOV up to 60 00 . In fact, because of the good seeing and large isoplanatic angle, the TAO can deliver good performance at any conjugated height between 0 and 900 mm.
F. Performance with Future 4 m Telescopes
Until now, we have evaluated the TAO performance with a 1.6 m telescope. Future solar telescopes should have an aperture diameter up to 4 m. For such a large aperture, it will be a great challenge to correct the atmospheric turbulence over a large FOV in the visible with a MCAO that will need several DMs. It will be interesting to investigate the TAO performance in the NIR with such a large solar telescope. Using the seeing data at the average seeing condition from Table 1 , we have conducted the estimated TAO performance at the 1.25 μm J band at the bestconjugated height. This is achieved by simply changing the telescope aperture from 1.6 to 4 m. Table 12 shows the Strehl ratios at 1.25 μm. Comparing Tables 4 and 12 , it is clear that the performance of both TAO and CAO is degraded with the 4 m telescope, because of the large aperture size. Now, the 60 00 OFOV still delivers the best overall performance with a Strehl ratio of 0.23 at 48 00 imaging FOV, compared with the Strehl ratio of 0.054 for the CAO at the same FOV position.
The estimated performance at the 1.65 μm H band is shown in Table 13 . At the 60 00 OFOV, the TAO delivers a Strehl ratio better than 0.339 over the entire 60 00 imaging FOV. In fact, due to the longer wavelength, the TAO delivers good performance with an OFOV between 30 00 and 60 00 , while the 60 00 OFOV is still the best, in terms of the overall performance over the 60 00 imaging FOV.
Discussion
The simulations we conducted until now are based on star-oriented tomographic wave-font reconstruction, in which several guide stars are used for tomographic wave-front sensing. Current nighttime MCAO techniques can be divided into two categories:
star-oriented (SO) [52] and layer-oriented (LO) [53] systems, both using several guide stars and several DMs for tomographic wave-front sensing and correction, respectively. For a nighttime MCAO system, several S-H WFSs are needed, each for one guide star. The GLAO concept has been proposed as a solution for improving uniformly the quality of wide-field images, typically 10 arc min [54] , in which several guide stars and thus several WFSs are used. For this reason, GLAO systems aim at compensating for the boundary layer of the atmosphere, which is at the same time the location of most of the atmospheric turbulence and the layer for which correction remains valid on a wide FOV. Because of the extreme low SRs, the performance of GLAO is typically evaluated by the full width at half-maximum (FWHM) of the PSF, and accordingly GLAO is used only as a seeing improvement technique [55, 39] . The GLAO can be viewed as the simplest of the LO MCAO systems, since only one DM is used. In GLAO, WFSs are conjugated to the ground and the wave-front sensing is done by simply averaging all wave-fronts from all guide stars [54] . Current solar GLAO, which targets for the seeing improvement over a large FOV, requires a WFS FOV larger than several arc minutes in diameter, which is not implementable at least based on the current technique, because of the challenge of wave-front sensing over such a large FOV [9] . As a result, solar GLAO has not been demonstrated in practice. Our TAO uses the same technique with the star-oriented MCAO, except only one DM is used. Another significant difference among the TAO, nighttime LO GLAO, and MCAO is that the TAO only needs one WFS, in which all guide stars can be imaged in each WFS subaperture. In order to define the conditions in which the LO approach is equivalent to other linear reconstruction schemes, a simplified analysis was conducted by Diolaiti et al. [56] . It is found that this approach is equivalent to an optimum one, under certain assumptions. That is, if the FOV weighting function is a sum of delta functions, one for each guide star, the correction is optimal: in this case the LO approach coincides with the SO classical one. If this is the case, the simulations of our TAO can also be applied to a solar LO AO system, in which only one WFS and one guide star are needed. In this scenario, a FOV with a size of ∼40 00 × 40 00 will be used as a guide star for the solar LO AO system, and no tomographic wave-front reconstruction is needed; a solar CAO can be used for this purpose, without any change, and the wave-front sensing in the 40 00 × 40
00
FOV is done by the solar cross correlation, which automatically finds the WFS slope vectors for the AO correction loop. Since such a large WFS FOV is needed, the WFS CMOS camera can only sample the FOV at a low sampling scale, such as 1 00 ∕pixel, which requires that cross-correlation calculation must be able to provide subpixel accuracy-a technique that was demonstrated by our recent experiences [57, 58] . This will dramatically simplify the development of a solar high-angular solution imaging system over a large FOV up to 60 00 × 60 00 in the NIR. The results of our recent LO solar AO experiences [57, 58] , which used a WFS FOV of 30 00 × 30 00 and showed good correction in the NIR and not the visible, are in good agreement with the TAO simulations discussed in this paper.
Current BBSO site test using the S-DIMM+ technique can only deliver four layers of the turbulence profile. Further increasing the measured height resolution is critical not only for the TAO, but also for MCAO systems with future 4 m solar telescopes that may need up to 5 DMs [13] . A technique called slope detection and ranging (SLODAR) that uses S-H WFSs to measure the turbulence profile was proposed for nighttime astronomy in the past [59, 60] . This technique has reached a degree of maturity exhibiting reasonable agreement when used together in campaigns ( [61] , Cerro Tololo campaign). Recently, an improved version called generalized SLODAR was presented by Goodwin et al. [62] , which can provide an improvement on the nominal height resolution by a factor of 3, and is a potential technique for future solar turbulence profile measurement with high precision.
Conclusions
We proposed a solar TAO system, which uses only one DM and fully takes advantage of the threedimensional wave-front information measured by the WFS. Based on the recent site seeing test on the BBSO, we generated turbulence profiles that can be used for TAO performance simulations. Our numerical simulations showed that the TAO cannot deliver acceptable performance over a large imaging FOV in the 0.55 μm visible, since the residual wavefront error is still too large. However, the one-DM TAO can deliver good performance in wavelengths in the NIR J and H bands. We showed that there is a best-conjugated height where most of the turbulence is concentrated and can be effectively corrected, if the DM is optically conjugated to that altitude. At the best-conjugated height, the TAO performance can be further improved over a large FOV. In the average seeing condition, the TAO can provide good performance in the NIR for an imaging FOV up to 60 00 . We also showed that the best DM conjugated height can be found by numerical simulation. We demonstrated that a wave-front sensing OFOV between 30 00 and 60 00 is beneficial to the TAO for high-resolution imaging over a large imaging FOV on the order of 60 00 . Since only one DM is needed, the TAO is simple to implement. By simply replacing the WFS, an existing solar adaptive optics system can be adopted as a TAO system, and can be used for high-spatial-resolution and highly sensitive magnetic investigations in the NIR over a large FOV.
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