Plant morphological data are an important basis for precision agriculture and plant phenomics. The three-dimensional (3D) geometric shape of plants is complex, and the 3D morphology of a plant changes relatively significantly during the full growth cycle. In order to make high-throughput measurements of the 3D morphological data of greenhouse plants, it is necessary to frequently adjust the relative position between the sensor and the plant. Therefore, it is necessary to frequently adjust the Kinect sensor position and consequently recalibrate the Kinect sensor during the full growth cycle of the plant, which significantly increases the tedium of the multiview 3D point cloud reconstruction process. A high-throughput 3D rapid greenhouse plant point cloud reconstruction method based on autonomous Kinect v2 sensor position calibration is proposed for 3D phenotyping greenhouse plants. Two red-green-blue-depth (RGB-D) images of the turntable surface are acquired by the Kinect v2 sensor. The central point and normal vector of the axis of rotation of the turntable are calculated automatically. The coordinate systems of RGB-D images captured at various view angles are unified based on the central point and normal vector of the axis of the turntable to achieve coarse registration. Then, the iterative closest point algorithm is used to perform multiview point cloud precise registration, thereby achieving rapid 3D point cloud reconstruction of the greenhouse plant. The greenhouse tomato plants were selected as measurement objects in this study. Research results show that the proposed 3D point cloud reconstruction method was highly accurate and stable in performance, and can be used to reconstruct 3D point clouds for high-throughput plant phenotyping analysis and to extract the morphological parameters of plants.
Introduction
The phenotype of a plant is determined or affected by genetic and environmental factors, and the structure, composition, and physical, physiological, and biochemical traits and properties of the plant reflect these factors during growth and development and at maturity [1] . Plant phenotypic data are an important basis for analyzing the relationship between genotype, environment, and phenotype. Plant phenotyping techniques severely lag behind research needs and have become a bottleneck that limits the development of molecular crop breeding and functional plant genomics [2] [3] [4] . With the rapid development of sensor and spectral imaging technologies, automated plant phenotyping can now be achieved by computer graphic and image processing. Thus, studying this technique is of great significance to the realization of the high-throughput, precise, and automated phenotyping of greenhouse plants [5, 6] .
Greenhouse environments are controllable. High-throughput greenhouse plant phenotyping systems are key instruments for analyzing the relationship between genes, the environment, and phenotypes, and are important tools for accelerating the development of molecular crop breeding and functional plant genomics. Extensive research has been conducted to investigate the three-dimensional (3D) geometric morphological phenotyping of greenhouse plants. Sensor technologies, including monocular vision, stereoscopic vision, depth cameras, laser scanning, two-dimensional (2D)/3D laser lidar, X-ray computed tomography (CT), and magnetic resonance imaging (MRI), have primarily been used to measure the 3D geometric morphologies of plants.
Monocular vision requires fixed measurement conditions in conjunction with a measurement model, and it can only achieve limited 3D morphological plant phenotyping [7, 8] . Thus, monocular vision has relatively low applicability. Multiview reconstruction techniques based on monocular vision mainly include space carving [9] , visual structure from motion system techniques [10, 11] , multiview photogrammetry [12, 13] , and multicamera synchronous reconstruction [14] . However, these techniques require many angles of view (AOVs) for measurement and are unable to meet the reconstruction efficiency requirement for high-throughput plant phenotyping. Line laser [15, 16] and 2D light detection and ranging scanning have also been used to reconstruct 3D point clouds of plants [17] . However, these techniques are unable to meet the requirement of high-throughput plant phenotyping. X-ray CT and MRI can be used to achieve single-view reconstruction of 3D plant structures and are mainly used to phenotype plant root systems in soil [18] . Stereoscopic vision [19, 20] , depth camera (Kinect sensor or TOF camera) [21] [22] [23] [24] [25] , and 3D laser lidar [26] [27] [28] sensors can only capture two-and-a-half-dimensional (2.5D) depth images at a single angles of view (AOV). Kinect sensor-based 3D plant reconstruction can be divided into single-view [29] [30] [31] and multiview reconstruction [32] [33] [34] , the latter mainly using the iterative closest point (ICP) algorithm [24, 25] . However, we first need to solve the problem regarding the rough registration of multiview point clouds, otherwise ICP cannot be used for accurate registration. Plants are 3D nonrigid structures with complex 3D geometric morphologies and sheltered leaves and fruits. As a result, true 3D images of plants cannot be captured, and the 3D reconstruction of plants cannot be achieved at a single AOV. Instead, multiview stereo reconstruction is required for plants [35] [36] [37] [38] [39] . Therefore, rapid multiview registration is key to achieving the high-throughput 3D phenotyping of greenhouse plants.
In this study, a high-throughput 3D rapid greenhouse plant point cloud reconstruction method based on autonomous Kinect v2 sensor position calibration is proposed for the 3D phenotyping of greenhouse plants. This method mainly addresses the issue of rapid multiview 3D point cloud registration. Two calibration labels are affixed to the single-axis precision turntable. Two red-green-blue-depth (RGB-D) images are acquired by a Kinect v2 sensor. The central point and normal vector of the axis of rotation of the turntable are calculated automatically. The coordinate systems of RGB-D images captured at various AOVs are unified based on the central point and normal vector of the axis of the turntable to achieve coarse registration. Then, the ICP algorithm is used to perform fine multiview point cloud registration [24, 25, 40] , thereby achieving rapid 3D point cloud reconstruction of the greenhouse plant. Greenhouse tomato plants (GTPs) were selected as the measurement objects in this study. The accuracy of 3D point cloud reconstruction was quantitatively analyzed based on the Hausdorff distance between the reconstructed and manually measured point clouds. In addition, the errors in the 3D morphological reconstruction of the measurement objects were also analyzed. This study provides theoretical and technical support for the high-throughput 3D morphological measurement of greenhouse plants.
Materials and Methods

Structure and Principle of the Measurement System
The high-throughput greenhouse plant phenotyping system consists mainly of an imaging chamber, a light-emitting diode (LED) light source, a precision turntable, a Kinect v2 sensor, a dual-axis Agronomy 2019, 9, 596 3 of 23 slider, a controller, and a graphic workstation. The imaging chamber is made of aluminum section bars and has internal dimensions of 180 (length) × 120 (width) × 160 cm (height) . The internal sides and bottom of the imaging chamber are covered with matte white films. The LED light source consists of two Philips LED bulbs (6400 K, 70 W). The precision turntable has dimensions of 31.4 cm (length) × 21.4 cm (width) × 6 cm (height), a disk diameter of 20 cm, a rotation range of 360 • , and a transmission ratio of 180:1. The turntable operates via a turbine and worm driving mechanism and is driven by a 57BYG stepper motor. In addition, the turntable has a resolution of 0.0005 • and a positioning accuracy of 0.01 • . The phenotyping system is equipped with a Kinect v2 sensor, which consists of a color camera and a depth sensor. In addition, the Kinect v2 sensor captures RGB images at 1920 px × 1080 px and 30 frames per second (fps), depth images at 512 px × 424 px and 30 fps, and IR images at 512 px × 424 px. Moreover, the Kinect v2 sensor has a horizontal AOV of 70 • , a vertical AOV of 60 • , and the detection range was 0.50-4.50 m. The dual-axis slider, driven by a 57BYG stepper motor, has a positioning accuracy of 0.1 mm, a bearing capacity of 100 N, a horizontal range of 80 cm, and a vertical range of 80 cm. In the phenotyping system, an HW-36MT-3PG programmable logic controller is used, which consists of 36 input/output channels, of which 20 are input channels and 16 are output channels. The controller has three built-in PG speed-up/speed-down high-speed pulse output channels with a maximum frequency of 100 kHz and an RS232C communication interface. The graphic workstation has an Intel Xeon E5-1620 V4 4C/3.5 GHz processor, a Windows 10 Professional System, 32 GB of error-correcting code random-access memory, and an NVIDIA Quadro P2000 5G graphics card. There is a hybrid programming software environment on the workstation, consisting of Visual Studio 2015 and MATLAB 2017a. High-throughput greenhouse plant phenotyping system software was developed using the Kinect v2 Software Developer Kit and C + + wrapper functions for the Microsoft Kinect v2. Figure 1a ,b respectively show a color image and a depth image of a plant captured by the Kinect v2 sensor. Figure 1c shows a photograph of the precision turntable at the bottom of the imaging chamber. The turntable surface is covered by a blue film, to which two circular calibration labels with a diameter of 5 cm (one yellow and one red) are affixed.
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Step 1: Initialization parameters are set, which mainly include the Kinect sensor position (the dual-axis slider initializes the measuring height and distance of the Kinect sensor in the Y-axis and Z-axis directions, respectively); the internal parameters of the Kinect sensor including the main point coordinates (cx, cy) and focal length (fx, fy); the region of interest bounding box including the horizontal X-axis, vertical Y-axis, and depth Z-axis; and the number of AOVs for 3D reconstruction of the plant (VN). Step 2: Kinect sensor self-calibration: (i) an initial RGB-D image of the turntable is first captured, and then another RGB-D image is captured after rotating the turntable by 180°; (ii) an RGB-D image is converted to a 3D point cloud; (iii) the coordinates of the point clouds of the yellow and red calibration labels on the turntable surface are identified at the two AOVs; (iv) the barycenter of each calibration label is calculated; (v) the coordinates of the central point and the normal vector The working principle of the high-throughput greenhouse plant phenotyping system is as follows.
Step 1: Initialization parameters are set, which mainly include the Kinect sensor position (the dual-axis slider initializes the measuring height and distance of the Kinect sensor in the Y-axis and Z-axis directions, respectively); the internal parameters of the Kinect sensor including the main point coordinates (c x , c y ) and focal length (f x , f y ); the region of interest bounding box including the horizontal X-axis, vertical Y-axis, and depth Z-axis; and the number of AOVs for 3D reconstruction of the plant (V N ). Step 2: Kinect sensor self-calibration: (i) an initial RGB-D image of the turntable is first captured, and then another RGB-D image is captured after rotating the turntable by 180 • ; (ii) an RGB-D image is converted to a 3D point cloud; (iii) the coordinates of the point clouds of the yellow and red calibration labels on the turntable surface are identified at the two AOVs; (iv) the barycenter of each calibration label is calculated; (v) the coordinates of the central point and the normal vector of the axis Agronomy 2019, 9, 596 4 of 23 of rotation of the turntable are calculated. Step 3: 3D reconstruction of the GTPs: (i) RGB-D images of the plant area captured at multiple AOVs based on V N ; RGB-D images of the plant are captured at various AOVs one by one; after an image is captured at each AOV, the precision turntable is rotated by 360 • /V N . (ii) Based on the internal parameters of the Kinect sensor, the RGB-D images captured at various AOVs are converted to a 3D point cloud. (iii) The 3D point cloud is then subjected to a bounding box treatment (the selected plant area) and an outlier removal treatment (iv) Based on the coordinates of the central point of the turntable's axis of rotation, a displacement transformation is performed on the point cloud at each AOV; the central point of the turntable's axis of rotation is moved to the origin (0, 0, 0) of the coordinate system of the Kinect sensor. (v) Based on the normal vector of the turntable's axis of rotation, a rotation transformation is performed on the point cloud at each AOV, and thus the coordinate systems of the point clouds at various AOVs are unified. (vi) The point clouds at various AOVs are registered sequentially using the ICP algorithm. (vii) The 3D point cloud is down-sampled. Finally, a 3D point cloud is reconstructed for the GTP.
Step 4: The morphological parameters of the GTPs are calculated: (i) the characteristic parameters of the GTPs including the height (H), the maximum width (W), the point cloud number (N P ), and the area of the canopy projected in the horizontal plane (S XOZ ) are calculated; (ii) according to the calibration model, the characteristic parameters of the GTPs are calculated, including the canopy volume (V) and fresh weight (FW).
Autonomous Calibration of the Kinect Sensor Position
The 3D morphology of a plant changes relatively significantly during the full growth cycle. As a result, it is necessary to frequently adjust the Kinect sensor position and consequently recalibrate the Kinect sensor during the full growth cycle of the plant, which significantly increases the tedium of the multiview 3D point cloud reconstruction process. Rapid multiview 3D point cloud registration is key to achieving the 3D point cloud reconstruction of plants. In this study, the point clouds of plants at various AOVs are acquired by single-axis rotation. We propose an autonomous Kinect sensor position calibration method. This method can be used to achieve rapid, coarse multiview point cloud registration. In addition, the ICP algorithm is employed to achieve fine multiview point cloud registration. Thus, the rapid reconstruction of the 3D point clouds of greenhouse plants is achieved. This method meets the cyclic, high-throughput 3D morphological measurement requirement for plants, and significantly simplifies the 3D point cloud reconstruction process.
The autonomous Kinect sensor position calibration method is as follows. An initial RGB-D image of the turntable is first captured (at the 0 • position), and another RGB-D image is captured after rotating the turntable by 180 • (at the 180 • position). The two RGB-D images are then each converted to a 3D point cloud, as shown in Figure 2a ,e, respectively. Based on the point cloud color threshold, the coordinates of the point clouds of the red and yellow calibration label areas are determined. Figure 2b ,c show the identified red and yellow calibration label areas, respectively, when the turntable is at the 0 • position. Figure 2f ,g show the identified red and yellow calibration label areas, respectively, when the turntable is at the 180 • position. Figure 2d ,h show rendered images depicting the identification of the calibration labels when the turntable is at the 0 • and 180 • positions, respectively. The coordinates of the barycenter of the point cloud of each calibration label are calculated. The coordinates of the barycenters of the point clouds of the red and yellow calibration labels are denoted by R 1 (x, y, z), Y 1 (x, y, z) and R 2 (x, y, z), Y 2 (x, y, z), respectively. On this basis, the coordinates of the central point of the optical axis of rotation of the turntable are calculated: M (a 0 , b 0 , c 0 ) = mean (R 1 , R 2 , Y 1 , Y 2 ); in addition, the normal vector (cross(M − R 1 , M − Y 1 )) of the axis of rotation of the turntable is also calculated. After normalization, the normal vector P of the optical axis is obtained: P = (a, b, c), as shown in Figure 2i . Step 1: The point cloud at each AOV, pointCloudi, is first translated by M(a0, b0, c0), and the central point of the axis of rotation is translated to the origin (0, 0, 0) of the coordinate system of the Kinect sensor, as shown in Equation (1). Step 2: pointCloudi is rotated, and the normal vector of the axis of rotation is rotated to the Y-axis. Specifically, the normal vector P(a, b, c) of the axis of rotation is first rotated around the X-axis by −α° to the XOY plane and then rotated around the Z-axis by β° to the Y-axis, that is, the following operation is performed: P × Rx(−α) × Rz(β), as shown in Figure 3 . Rx(−α) and Rz(β) are then calculated using Equations (2) and (3), respectively. Then, based on the actual angle of the turntable at each AOV, the angle γ° by which the axis of rotation is counterrotated is determined, and the counterrotation matrix Ry(γ) is then determined as shown in Equation (4). The following rotation operation is performed on pointCloudi: pointCloudi × Rx(−α) × Rz(β) × Ry(γ). The point cloud at the initial AOV, pointCloud1, is the reference point cloud, which will not be counterrotated around the Y-axis. Figure 2i shows the coordinates of the initial point cloud of the turntable. Figure 2j Step 1: The point cloud at each AOV, pointCloud i , is first translated by M(a 0 , b 0 , c 0 ), and the central point of the axis of rotation is translated to the origin (0, 0, 0) of the coordinate system of the Kinect sensor, as shown in Equation (1). Step 2: pointCloud i is rotated, and the normal vector of the axis of rotation is rotated to the Y-axis. Specifically, the normal vector P(a, b, c) of the axis of rotation is first rotated around the X-axis by −α • to the XOY plane and then rotated around the Z-axis by β • to the Y-axis, that is, the following operation is performed:
, as shown in Figure 3 . R x (−α) and R z (β) are then calculated using Equations (2) and (3), respectively. Then, based on the actual angle of the turntable at each AOV, the angle γ • by which the axis of rotation is counterrotated is determined, and the counterrotation matrix R y (γ) is then determined as shown in Equation (4). The following rotation operation is performed on pointCloud i :
The point cloud at the initial AOV, pointCloud 1 , is the reference point cloud, which will not be counterrotated around the Y-axis. Figure 2i shows the coordinates of the initial point cloud of the turntable. Figure 2j 
Here, pointCloud i is the point cloud at the i th AOV; (x n , y n , z n ) are the coordinates of the point cloud; n is the number of point clouds; M(a 0 , b 0 , c 0 ) are the point coordinates of the turntable's axis of rotation; pointCloud' i is the point cloud at the i th AOV that has been subjected to a displacement transformation; R x (−α) is the rotation matrix by which the axis of rotation is rotated to the XOY plane; R z (β) is the rotation matrix by which the axis of rotation is rotated to the Y-axis; R y (γ) is the rotation matrix by which each AOV is rotated around the Y-axis with respect to the initial AOV; P(a, b, c) is the normal vector of the axis of rotation; and pointCloud" i is the point cloud at the i th AOV after the coordinate systems are unified. 
Here, pointCloudi is the point cloud at the i th AOV; (xn, yn, zn) are the coordinates of the point 
Experimental and Data Analysis
To validate the proposed 3D point cloud reconstruction method, GTPs were selected as the measurement objects. Sixty GTPs cultivated from 15 March to 30 June 2019 were selected. These GTPs were 36.30-157.12 cm in height and 21.11-88.47 cm in width. The Kinect sensor captured 12 RGB-D images of each measurement object at AOV intervals of 30 • . The H, W, V, and FW of each GTP were manually measured. The 3D point cloud reconstruction accuracy data for the GTPs were analyzed using the following method. The reference point cloud model of each GTP was scanned by an Artec Eva handheld 3D scanner (scanning accuracy 0.1 mm), and the 3D point cloud model was preprocessed by Artec studio software. Because the scanned point cloud model and the reconstructed point cloud model are in different 3D coordinate systems, they need to be aligned to the same 3D coordinate system before the reconstruction quality evaluation. In this study, the 3D scanning model was used as the target object, and the reconstruction model was used as the active object. The key feature points Agronomy 2019, 9, 596 7 of 23 were selected manually, and the coordinate systems of the two point cloud models were aligned. Based on the 3D scanned model, the reconstruction accuracy of the GTP point cloud models was analyzed. During the plant point cloud reconstruction experiment, the Kinect sensor was placed in 11 positions. In addition, different reconstruction views were combined, as shown in Table 1 . The reconstruction method included three angles of view (V 3 ) and four angles of view (V 4 ), which was based on the reconstruction results of standard Styrofoam balls; the detailed analysis can be found in Appendix A. Statistical data included the distribution frequency of the set of distances (H RS ) between the reconstructed and reference point clouds of each GTP, the Hausdorff distance (HD) between the reconstructed and reference point clouds as shown in Equations (6) (7) (8) , and the average (H avg ) of the HD set as shown in Equation (9), the standard deviation (SD) and coefficient of variation (CV) of the multiview measurement results including the H, W, N P , S XOZ , and V, as well as the coefficient of determination (R 2 ), root-mean-square error (RMSE), and the relative average deviation (RAD) of the manual measurement results of the H, W, V, and FW. 
Results and Discussion
Reconstruction of GTP 3D Point Clouds
To examine the performance of the proposed 3D point cloud reconstruction method, 60 GTPs were selected as measurement objects. RGB-D images of each GTP were captured at AOV intervals of 30 • . On this basis, a 3D point cloud of each GTP was reconstructed, and four morphological parameters, namely, H, W, V, and FW, were calculated. In addition, the H, W, V, and FW of each GTP were also manually measured. Moreover, 3D point clouds were reconstructed in a combination of different reconstruction views, as shown in Table 1 . The errors in the morphological parameters were statistically calculated, and the accuracy of the point cloud reconstruction of the GTPs was analyzed.
As shown in Figure 4 , a GTP 3D point cloud model was reconstructed from the RGB-D images of three views. The reconstruction process includes five main steps: point cloud preprocessing, point cloud coarse registration, point cloud precise registration, plant canopy area selection, and point cloud down sampling. Point cloud preprocessing: First, based on the internal parameters of the Kinect sensor including the main point coordinates (c x , c y ) and focal length (f x , f y ), the RGB-D images at viewing angles of 0 • , 120 • , and 240 • were converted into 3D point cloud images. The bounding box method was used to set the processing ranges of the horizontal X-axis, the vertical Y-axis, and the deep Z-axis, and the plant area was selected. The three-dimensional point cloud maps of 0 • , 120 • , and 240 • are shown in Figure 4a -c, respectively. Point cloud coarse registration: According to the Kinect s self-calibrated rotation axis center coordinate M and rotation matrix of R x and R z , the 3D point cloud maps of 0 • , 120 • , and 240 • were displaced, the center point coordinates were subtracted from all point cloud coordinates, and the point cloud coordinates after the displacement were multiplied by R x and R z . The 3D point cloud at a 0 • viewing angle was selected as the reference coordinate system, and the point cloud coordinates at 120 • and 240 • were multiplied by R y and reversely rotated around the Y axis by 120 • and 240 • . The 3D point cloud maps of 0 • , 120 • , and 240 • after the normalization of the point cloud coordinate system are shown in Figure 4d Figure 4i ; the RGB point cloud map is shown in Figure 4j . Point cloud down-sampling: Because there was a small amount of overlap in the multiview point cloud registration, the 3D point cloud was down-sampled by a 3D mesh filter, and the down-sampling result with a 3D mesh threshold of 5 mm is shown in Figure 4k . Figure  4i ; the RGB point cloud map is shown in Figure 4j . Point cloud down-sampling: Because there was a small amount of overlap in the multiview point cloud registration, the 3D point cloud was down-sampled by a 3D mesh filter, and the down-sampling result with a 3D mesh threshold of 5 mm is shown in Figure 4k . The multiview RGB-D images were used to reconstruct the 3D point cloud of the GTP, and the RGB-D images from different viewing angles around the Y-axis resulted in different coordinates of the reconstructed point cloud. The reconstruction results for the three views of V3-1, V3-2, V3-3, and V3-4 are shown in Figure 5a and blue. The reconstruction results for the four views angles of V4-1, V4-2, and V4-3 are shown in Figure 5e -g, with the point clouds of the four views represented by red, yellow, blue, and gray. The point cloud depth map is shown in Figure 5h . 
Accuracy Analysis of Point Cloud Reconstruction of the GTPs
To quantitatively describe the accuracy of 3D point cloud reconstruction of the GTPs, the distribution of the HRS set of each of the 60 GTPs was statistically analyzed. Figure 6 shows the distribution 
To quantitatively describe the accuracy of 3D point cloud reconstruction of the GTPs, the distribution of the H RS set of each of the 60 GTPs was statistically analyzed. Figure 6 shows the distribution of the H RS sets of the GTPs numbered T25, T29, T48, and T56. Figure 7a and blue. The reconstruction results for the four views angles of V4-1, V4-2, and V4-3 are shown in Figure 5e -g, with the point clouds of the four views represented by red, yellow, blue, and gray. The point cloud depth map is shown in Figure 5h . 
Calculation Method of 3D Point Cloud Morphological Characteristics
According to the GTPs' 3D cloud model, a calculation method was established for the H, W, S XOZ , and V of the tomato canopy, and the calculation errors were compared with the values of the manual measurement. The H refers to the height of the tomato canopy, which is the vertical distance from the highest point of the plant to the upper surface of the cultivation pot. Due to the displacement of the 3D point cloud, the coordinates of the center of the rotary table are (0, 0, 0), so the maximum value of the Y-axis reflects the total height of the plant, as shown in Figure 8a , and the equation for calculating the H of the plant is shown in Equation (10) . The morphology of the tomato's canopy is complex, and the width of the canopy from different views varies greatly, but the W of the canopy is unique and constant. The W refers to the maximum distance between the two points of the projection boundary on the horizontal XOZ plane. According to the Graham algorithm [41] , the set of convex points on the XOZ plane was searched, as shown in Figure 8b , to calculate the W of the convex point set as the W of the canopy. The calculation equation is shown in Equation (11), and the connecting line for the W is shown in Figure 8b . Based on multiview RGB-D 3D reconstruction, the change of the initial reference point cloud would affect the projection morphology of the canopy point cloud on the XOY and YOZ planes, but the projection of the tomato canopy on the XOZ horizontal plane was not affected by the initial point cloud view. The XOZ horizontal plane projection boundary enclosing area is an invariant feature quantity, and the projection boundary enclosing area was calculated as shown in Equation (12) .
Here, H is the canopy height of the plant, cm; Y max is the maximum value on the Y-axis of the point cloud coordinates (cm); H flowerpot is the height of the cultivation pot (cm); W is the maximum width of the canopy (cm); S XOZ is the projection area of the canopy on the XOZ plane (cm 2 ); m is the number of convex vertices; x i is the x coordinate of the ith vertex; x j is the x coordinate of the jth vertex; z i is the z coordinate of the ith vertex; z j is the z coordinate the jth vertex; x i + 1 is the x coordinate of the i + 1th vertex; and z i + 1 is the z coordinate of the i + 1th vertex. and the connecting line for the W is shown in Figure 8b . Based on multiview RGB-D 3D reconstruction, the change of the initial reference point cloud would affect the projection morphology of the canopy point cloud on the XOY and YOZ planes, but the projection of the tomato canopy on the XOZ horizontal plane was not affected by the initial point cloud view. The XOZ horizontal plane projection boundary enclosing area is an invariant feature quantity, and the projection boundary enclosing area was calculated as shown in Equation (12) . The 3D shape of a tomato canopy is complex. The method of the outer envelope convex volume cannot accurately describe the canopy volume. The large spaces in the convex volume will affect the accuracy of the volume measurement. This study established a method for the calculation of the canopy volume of a tomato plant, with the circumscribed cuboid of the tomato canopy divided into several cube voxels [42, 43] . According to the voxel precision, the number of lattices of the X, Y, and Z axes of the cuboid could be determined. The 10 × 10 × 10 voxel division diagram is illustrated in Figure 8c . First, the displacement operation of the canopy point cloud coordinates was performed. The minimum coordinates X min , Y min , and Z min were respectively subtracted from the X, Y, and Z triaxial coordinates. Based on Equations (13)-(15), the cuboid was divided into voxels, and the 3D array of the voxels was initialized, with the initial value of each voxel being 0. According to Equation (16), the voxels of the point cloud were searched, and the voxel containing the point cloud was labeled as 1. The number of voxels containing the point cloud was counted, and the canopy volume was obtained based on the voxel precision. N x = (X max − X min )/voxel (13) 
Here, X max , Y max , and Z max are the maximum values on the X-axis, Y-axis, and Z-axis of the canopy point cloud coordinates, respectively (m); X min , Y min , and Z min are the minimum values on the X-axis, Y-axis, and Z-axis of the canopy point cloud coordinates, respectively (m); N x , N y , and N z are the number of divided grids for the X-axis, Y-axis, and Z-axis, respectively; n is the number of point clouds; (x i , y i , z i ) are the point cloud coordinates; (G Nx , G Ny , G NZ ) is the number of 3D voxels; voxel is the voxel precision (m); and V is the canopy volume (m 3 ).
The point cloud down-sampling method (3D box filter threshold) and the voxel precision of the 3D point cloud model directly affect the accuracy of the tomato canopy volume. In this study, the point cloud model was down-sampled using 3D box filters of 2, 3.3, 5, and 8 mm, as shown in Figure 9a -d. At the same time, the point cloud model was connected to the outer cuboid for meshing, and 3D voxel models with voxel accuracies of 2 × 2 × 2 mm 3 , 3.3 × 3.3 × 3.3 mm 3 , 5 × 5 × 5 mm 3 , and 8 × 8 × 8 mm 3 were established. The voxels of the point cloud were searched, and the voxels containing point clouds were labeled. As shown in Figure 9e -h, the number of voxels containing point clouds was counted, and the canopy volume was obtained based on the voxel precision.
In this study, the actual volume of the tomato canopy was measured by the water immersion method. The measurement method was as follows: pour some water into a graduated cylinder, record the initial liquid volume V 0 , and then completely immerse the tomato canopy below the liquid surface and record the liquid volume V 1 again. V 1 − V 0 is the actual measured volume V of the tomato canopy.
the voxel precision (m); and V is the canopy volume (m 3 ).
The point cloud down-sampling method (3D box filter threshold) and the voxel precision of the 3D point cloud model directly affect the accuracy of the tomato canopy volume. In this study, the point cloud model was down-sampled using 3D box filters of 2, 3.3, 5, and 8 mm, as shown in Figure  9a -d. At the same time, the point cloud model was connected to the outer cuboid for meshing, and 3D voxel models with voxel accuracies of 2 × 2 × 2 mm 3 , 3.3 × 3.3 × 3.3 mm 3 , 5 × 5 × 5 mm 3 , and 8 × 8 × 8 mm 3 were established. The voxels of the point cloud were searched, and the voxels containing point clouds were labeled. As shown in Figure 9e -h, the number of voxels containing point clouds was counted, and the canopy volume was obtained based on the voxel precision. In this study, the actual volume of the tomato canopy was measured by the water immersion method. The measurement method was as follows: pour some water into a graduated cylinder, record the initial liquid volume V0, and then completely immerse the tomato canopy below the liquid surface and record the liquid volume V1 again. V1 − V0 is the actual measured volume V of the tomato canopy.
Error Analysis of the Calculation Method of the 3D Point Cloud Morphological Features
According to the above calculation method of the 3D point cloud morphological features, the tomato point cloud model was reconstructed by measuring three views of V3 and four views of V4, with various view combinations for each measurement method, as shown in Table 1 . Under different measurement modes, the SD and CV of the H, W, SXOZ, and NP morphological values were statistically analyzed. The CV and R 2 of the calculated tomato canopy volume V under different measurement methods and different voxel precisions with the actual measured volume were statistically analyzed. 
According to the above calculation method of the 3D point cloud morphological features, the tomato point cloud model was reconstructed by measuring three views of V 3 and four views of V 4 , with various view combinations for each measurement method, as shown in Table 1 . Under different measurement modes, the SD and CV of the H, W, S XOZ , and N P morphological values were statistically analyzed. The CV and R 2 of the calculated tomato canopy volume V under different measurement methods and different voxel precisions with the actual measured volume were statistically analyzed. Figure 10a -d shows the values of H, W, S XOZ , and N P for the canopies of 60 GTPs calculated by different measurement methods.
As shown in Table 2 , in the V 3 measurement mode, for the 60 GTPs, H ranged from 18.73 to 131.13 cm, the average value (AVG) of SD was 0.37 cm, and the AVG of CV was 0.62%. In the V 4 measurement mode, H ranged from 18.74 to 130.35 cm, the AVG of the SD was 0.30 cm, and the AVG of CV was 0.50%. In the V 3 measurement mode, for the 60 GTPs, W ranged from 24.12 to 85.71 cm, the AVG of SD was 1.76 cm, and the AVG of CV was 3.25%. In the V 4 measurement mode, W ranged from 23.92 to 86.56 cm, the AVG of the SD was 1.57 cm, and the AVG of CV was 2.93%.
As shown in Table 2 , in the V 3 measurement mode, for the 60 GTPs, S XOZ ranged from 246.79 to 2771.60 cm 2 , the AVG of SD was 71.24 cm 2 , and the AVG of CV was 5.30%. In the V 4 measurement mode, S XOZ ranged from 264.69 to 2926.02 cm 2 , the AVG of SD was 64,030 cm 2 , and the AVG of CV was 4.54%. In the V 3 measurement mode, N p ranged from 2882.25 to 65,448.00, the AVG of SD was 947.44, and the AVG of CV was 3.83%. In the V 4 measurement mode, N p ranged from 3489.67 to 84,132.00, the AVG of SD was 1042.10, and the AVG of CV was 3.06%.
The statistical data show that for the tomato morphological parameters calculated by the V 4 measurement method, the mean values of the SD and CV of H, W, S XOZ , and N P were smaller than those calculated by the V 3 measurement method, and the performance of the calculation of the morphological parameters was more stable. In this study, the actual volume of the tomato canopy was measured by the water immersion method. The measurement method was as follows: pour some water into a graduated cylinder, record the initial liquid volume V0, and then completely immerse the tomato canopy below the liquid surface and record the liquid volume V1 again. V1 − V0 is the actual measured volume V of the tomato canopy.
According to the above calculation method of the 3D point cloud morphological features, the tomato point cloud model was reconstructed by measuring three views of V3 and four views of V4, with various view combinations for each measurement method, as shown in Table 1 . Under different measurement modes, the SD and CV of the H, W, SXOZ, and NP morphological values were statistically analyzed. The CV and R 2 of the calculated tomato canopy volume V under different measurement methods and different voxel precisions with the actual measured volume were statistically analyzed. Figure 10a-d shows the values of H, W, SXOZ, and NP for the canopies of 60 GTPs calculated by different measurement methods. In this study, the canopy volume V of the tomato plants was calculated using the V 3 and V 4 measurement modes with voxel precisions of 2, 3.3, 5, and 8 mm, as shown in Table 3 . Table 3 . GTP canopy volume calculation method.
Calculation Method for Canopy Volume
Reconstruction Method
Voxel Precision
Calculation Method for Canopy Volume
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Voxel Precision
As shown in Figure 11a , the MIN of the CV was 0.00% in the VB-4 mode, and the MAX of the CV was 14.76% in the VD-4 mode. The statistical results of tomato canopy volume variability showed that the range of the mean CV was 3.25%-5.53% by different calculation methods, and the correlation of the coefficient of variation was not significant. However, with the increase in the voxel precision, the maximum coefficient of variation showed a significant increasing trend. Figure 11a , the MIN of the CV was 0.00% in the VB-4 mode, and the MAX of the CV was 14.76% in the VD-4 mode. The statistical results of tomato canopy volume variability showed that the range of the mean CV was 3.25%-5.53% by different calculation methods, and the correlation of the coefficient of variation was not significant. However, with the increase in the voxel precision, the maximum coefficient of variation showed a significant increasing trend. As shown in Figure 11b , in reconstruction modes V3-1, V3-2, V3-3, V3-4, V4-1, V4-2, and V4-3, with the increase in the voxel precision, the R 2 between the calculation values and the actual measurement values of the volume of the tomato canopy had a significant increasing trend. For different voxel precisions, the R 2 mean values of VA, VB, VC, and VD and the actual measured volume values were 0.8252, 0.8927, 0.9442, and 0.9586, respectively. In reconstruction modes V3-1, V3-2, V3-3, V3-4, V4-1, V4-2, and V4-3, the R 2 mean values of the calculation values and the actual measurement values of the volume were 0.8999, 0.9049, 0.9099, 0.9052, 0.9057, 0.9083, and 0.9025, respectively. The statistical data showed that the calculated volume of the tomato canopy could be significantly affected by the voxel precision but not by the reconstruction method.
As shown in
Applicability Analysis of Geometrical Calculation Methods for Greenhouse Tomato Plants
To verify the applicability of the multiview RGB-D reconstruction method and the morphological feature parameter calculation method proposed in this study, the 3D point cloud reconstruction was performed on 60 GTPs, obtaining the RGB point cloud maps of the tomato plants As shown in Figure 11b , in reconstruction modes V3-1, V3-2, V3-3, V3-4, V4-1, V4-2, and V4-3, with the increase in the voxel precision, the R 2 between the calculation values and the actual measurement values of the volume of the tomato canopy had a significant increasing trend. For different voxel precisions, the R 2 mean values of VA, VB, VC, and VD and the actual measured volume values were 0.8252, 0.8927, 0.9442, and 0.9586, respectively. In reconstruction modes V3-1, V3-2, V3-3, V3-4, V4-1, V4-2, and V4-3, the R 2 mean values of the calculation values and the actual measurement values of the volume were 0.8999, 0.9049, 0.9099, 0.9052, 0.9057, 0.9083, and 0.9025, respectively. The statistical data showed that the calculated volume of the tomato canopy could be significantly affected by the voxel precision but not by the reconstruction method.
To verify the applicability of the multiview RGB-D reconstruction method and the morphological feature parameter calculation method proposed in this study, the 3D point cloud reconstruction was performed on 60 GTPs, obtaining the RGB point cloud maps of the tomato plants shown in Figure 12a As shown in Figure 11a , the MIN of the CV was 0.00% in the VB-4 mode, and the MAX of the CV was 14.76% in the VD-4 mode. The statistical results of tomato canopy volume variability showed that the range of the mean CV was 3.25%-5.53% by different calculation methods, and the correlation of the coefficient of variation was not significant. However, with the increase in the voxel precision, the maximum coefficient of variation showed a significant increasing trend. As shown in Figure 11b , in reconstruction modes V3-1, V3-2, V3-3, V3-4, V4-1, V4-2, and V4-3, with the increase in the voxel precision, the R 2 between the calculation values and the actual measurement values of the volume of the tomato canopy had a significant increasing trend. For different voxel precisions, the R 2 mean values of VA, VB, VC, and VD and the actual measured volume values were 0.8252, 0.8927, 0.9442, and 0.9586, respectively. In reconstruction modes V3-1, V3-2, V3-3, V3-4, V4-1, V4-2, and V4-3, the R 2 mean values of the calculation values and the actual measurement values of the volume were 0.8999, 0.9049, 0.9099, 0.9052, 0.9057, 0.9083, and 0.9025, respectively. The statistical data showed that the calculated volume of the tomato canopy could be significantly affected by the voxel precision but not by the reconstruction method.
To verify the applicability of the multiview RGB-D reconstruction method and the morphological feature parameter calculation method proposed in this study, the 3D point cloud reconstruction was performed on 60 GTPs, obtaining the RGB point cloud maps of the tomato plants The correlation between the actual measurement values of the plant canopy H and W and the Kinect measurement values is shown in Figure 13a ,b. The Kinect measurements of the plant canopy H and W could be calculated directly from the reconstructed point cloud, as shown in Equations (10) and (11) . As shown in Table 4 , in the V3 measurement mode, the MIN, MAX, and AVG of the R 2 between the Kinect measurement value and the manual measurement value of the canopy H of the plants were 0.9883, 0.9897, and 0.9890, respectively; the MIN, MAX, and AVG of the RMSE were 0.30, 10.88, and 3.15 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.41%, 18.05%, and 5.53%, respectively. The MIN, MAX, and AVG of the correlation coefficient R 2 between the Kinect measurement value and the manual measurement value of the canopy width W of the plants were 0.9519, 0.9658, and 0.9587, respectively; the MIN, MAX, and AVG of the RMSE were 0.31, 7.76, and 3.30 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.49%, 18.07%, and 5.60%, respectively. The correlation between the actual measurement values of the plant canopy H and W and the Kinect measurement values is shown in Figure 13a ,b. The Kinect measurements of the plant canopy H and W could be calculated directly from the reconstructed point cloud, as shown in Equations (10) and (11) . The correlation between the actual measurement values of the plant canopy H and W and the Kinect measurement values is shown in Figure 13a ,b. The Kinect measurements of the plant canopy H and W could be calculated directly from the reconstructed point cloud, as shown in Equations (10) and (11) . As shown in Table 4 , in the V3 measurement mode, the MIN, MAX, and AVG of the R 2 between the Kinect measurement value and the manual measurement value of the canopy H of the plants were 0.9883, 0.9897, and 0.9890, respectively; the MIN, MAX, and AVG of the RMSE were 0.30, 10.88, and 3.15 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.41%, 18.05%, and 5.53%, respectively. The MIN, MAX, and AVG of the correlation coefficient R 2 between the Kinect measurement value and the manual measurement value of the canopy width W of the plants were 0.9519, 0.9658, and 0.9587, respectively; the MIN, MAX, and AVG of the RMSE were 0.31, 7.76, and 3.30 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.49%, 18.07%, and 5.60%, respectively. As shown in Table 4 , in the V 3 measurement mode, the MIN, MAX, and AVG of the R 2 between the Kinect measurement value and the manual measurement value of the canopy H of the plants were 0.9883, 0.9897, and 0.9890, respectively; the MIN, MAX, and AVG of the RMSE were 0.30, 10.88, and 3.15 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.41%, 18.05%, and 5.53%, respectively. The MIN, MAX, and AVG of the correlation coefficient R 2 between the Kinect measurement value and the manual measurement value of the canopy width W of the plants were 0.9519, 0.9658, and 0.9587, respectively; the MIN, MAX, and AVG of the RMSE were 0.31, 7.76, and 3.30 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.49%, 18.07%, and 5.60%, respectively.
As shown in Table 4 , in the V 4 measurement mode, the MIN, MAX, and AVG of the R 2 between the Kinect measurement value and the manual measurement value of the canopy H of the plants were 0.9880, 0.9894, and 0.9887, respectively; the MIN, MAX, and AVG of the RMSE were 0.37, 10.75, and 3.20 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.37%, 18.47%, and 5.59%, respectively. The MIN, MAX, and AVG of the correlation coefficient R 2 between the Kinect measurement value and the manual measurement value of the canopy width W of the plants were 0.9516, 0.9752, and 0.9597, respectively; the MIN, MAX, and AVG of the RMSE were 0.43, 8.84, and 3.49 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.59%, 20.44%, and 6.47%, respectively.
In this study, a canopy volume and fresh weight measurement model was established. Based on the V 3 and V 4 measurement methods, the average values of the tomato canopy H, W, S XOZ , and V measured by Kinect were used as the input values, and the actual measured volume V of the canopy was used as the output to establish a multivariate stepwise regression model. In the V 3 measurement mode, the canopy volume and fresh weight could be calculated by the equations V 3 = 2.462 + 0.124 × V-0.114 × S XOZ and FW 3 = 6.576 + 0.106 × V-0.114 × S XOZ , with regression equation R 2 of 0.953 and 0.934, respectively. In the V 4 measurement mode, the canopy volume and fresh weight could be calculated by the equations V 4 = 48.886 + 0.054 × V-3.258 × W + 1.242 × H and FW 4 = −20.56 + 0.049 × V-0.081 × S XOZ + 1.069 × H, with regression equation R 2 of 0.955 and 0.939, respectively. As shown in Figure 14a ,b, in the V 3 measurement mode, the R 2 , RMSE, and RAD between the calculated values of the plant canopy V by the regression model and the manual measurement values were 0.9297, 23.95 cm 3 , and 9.77%, respectively. The R 2 , RMSE, and RAD between the calculated values of the plant canopy FW by the regression model and the manual measurement values were 0.9056, 20.24 g, and 10.62%, respectively. In the V 4 measurement mode, the R 2 , RMSE, and RAD between the calculated values of the plant canopy V by the regression model and the manual measurement values were 0.9205, 23.46 cm 3 , and 9.27%, respectively. The R 2 , RMSE, and RAD between the calculated values of the plant canopy FW by the regression model and the manual measurement values were 0.9108, 15.99 g, and 8.52%, respectively. As shown in Table 4 , in the V4 measurement mode, the MIN, MAX, and AVG of the R 2 between the Kinect measurement value and the manual measurement value of the canopy H of the plants were 0.9880, 0.9894, and 0.9887, respectively; the MIN, MAX, and AVG of the RMSE were 0.37, 10.75, and 3.20 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.37%, 18.47%, and 5.59%, respectively. The MIN, MAX, and AVG of the correlation coefficient R 2 between the Kinect measurement value and the manual measurement value of the canopy width W of the plants were 0.9516, 0.9752, and 0.9597, respectively; the MIN, MAX, and AVG of the RMSE were 0.43, 8.84, and 3.49 cm, respectively; and the MIN, MAX, and AVG of the RAD were 0.59%, 20.44%, and 6.47%, respectively.
In this study, a canopy volume and fresh weight measurement model was established. Based on the V3 and V4 measurement methods, the average values of the tomato canopy H, W, SXOZ, and V measured by Kinect were used as the input values, and the actual measured volume V of the canopy was used as the output to establish a multivariate stepwise regression model. In the V3 measurement mode, the canopy volume and fresh weight could be calculated by the equations V3 = 2.462 + 0.124 × V-0.114 × SXOZ and FW3 = 6.576 + 0.106 × V-0.114 × SXOZ, with regression equation R 2 of 0.953 and 0.934, respectively. In the V4 measurement mode, the canopy volume and fresh weight could be calculated by the equations V4 = 48.886 + 0.054 × V-3.258 × W + 1.242 × H and FW4 = −20.56 + 0.049 × V-0.081 × SXOZ + 1.069 × H, with regression equation R 2 of 0.955 and 0.939, respectively.
As shown in Figure 14a ,b, in the V3 measurement mode, the R 2 , RMSE, and RAD between the calculated values of the plant canopy V by the regression model and the manual measurement values were 0.9297, 23.95 cm 3 , and 9.77%, respectively. The R 2 , RMSE, and RAD between the calculated values of the plant canopy FW by the regression model and the manual measurement values were 0.9056, 20.24 g, and 10.62%, respectively. In the V4 measurement mode, the R 2 , RMSE, and RAD between the calculated values of the plant canopy V by the regression model and the manual measurement values were 0.9205, 23.46 cm 3 , and 9.27%, respectively. The R 2 , RMSE, and RAD between the calculated values of the plant canopy FW by the regression model and the manual measurement values were 0.9108, 15.99 g, and 8.52%, respectively. The H and W of the plant were directly measured. The statistical data show that the error of the H measurement was the smallest, followed by the W, and the performance of the V3 measurement mode was better than that of the V4 measurement mode. The three main views could basically cover The H and W of the plant were directly measured. The statistical data show that the error of the H measurement was the smallest, followed by the W, and the performance of the V 3 measurement mode was better than that of the V 4 measurement mode. The three main views could basically cover the entire canopy area. With the increase in the number of views, the probability of causing noise increased, resulting in an increase in the relative error of the direct measurement. The canopy volume and fresh weight of the plant were indirectly measured. The accuracy was affected by the measured values of the canopy morphological parameters of the plant and the calculation model. The relative errors were higher than those of H and W. Since the stepwise regression method was adopted in the calculation model, the inputs for the V 3 measurement mode included V and S XOZ , while the inputs of the V 4 measurement mode included V, S XOZ , and H. Therefore, the performance of the calculation 
Appendix A
In order to determine the angle interval and the number of views for the greenhouse tomato plants point cloud model reconstruction, the standard Styrofoam balls (SSBs) were selected as measurement objects. Four white SSBs with diameters of 30, 40, 50, and 60 cm were selected. The above 2.2 3D reconstruction method was used to reconstruct the SSBs point cloud model. The 3D point cloud reconstruction accuracy data for the SSBs were analyzed using the following method. During the SSBs point cloud reconstruction experiment, the Kinect sensor was placed in three positions (P 1 , P 2 , and P 3 ). In addition, three combinations of AOVs, namely, V 3 (0 • , 120 • , and 240 • ), V 4 (0 • , 90 • , 180 • , and 270 • ), and V 6 (0 • , 60 • , 120 • , 180 • , 240 • , and 300 • ) were used. Statistical data included the relative average deviation and coefficient of variation between the reconstructed and measured values of the diameter (D X ) in the horizontal (X-axis) direction, the diameter (D Y ) in the vertical (Y-axis) direction, the volume (Vol), the coverage (Cr) of the reconstructed point cloud, the distribution frequency of the set of distances (H RS ) between the reconstructed and reference point clouds of each SSB, the Hausdorff distance (HD) between the reconstructed and reference point clouds, and the average (H avg ) and standard deviation (H std ) of the HD set.
Here, Cr is the percentage of the surface area of the SSB covered by the reconstructed point cloud (%); S standardball is the surface area of the SSB (cm 2 ); and S HD is the point cloud surface area for which the distance between the scanned and reconstructed point clouds is less than 5.00% of the diameter of the SSB (cm 2 ). Figure A1a,b show an RGB color image and a depth image of an SSB, respectively. According to the 3D point cloud reconstruction process, 3D point clouds of the four SSBs with various diameters (30, 40, 50 , and 60 cm) were reconstructed based on images captured by the Kinect sensor in three positions (P 1 , P 2 , and P 3 ) and at three combinations of AOVs (V 3 , V 4 , and V 6 ). In addition, a reference point cloud consisting of 90,000 points was constructed for each of the four SSBs. Figure A1c shows the reference point cloud of the SSB with a diameter of 60 cm. the Kinect sensor in three positions (P1, P2, and P3) and at three combinations of AOVs (V3, V4, and V6). In addition, a reference point cloud consisting of 90,000 points was constructed for each of the four SSBs. Figure A1c shows the reference point cloud of the SSB with a diameter of 60 cm. Figure A2 shows the reconstructed 3D point clouds of the SSB and corresponding reconstruction accuracy analysis. Figure A2a shows the 3D point cloud of the SSB reconstructed based on RGB-D images captured at three AOVs (point clouds at 0°, 120°, and 240°, highlighted in red, yellow, and blue, respectively). The 3D point cloud was down-sampled using a 3D mesh filter. The 3D mesh threshold was set to 5 mm. Based on its outer boundary, the volume of the 3D point cloud of the SSB was calculated. As shown in Figure A2b , a set of distances (HSR) between the points of the reference and reconstructed point clouds of the SSB was calculated. When HSR < 5.00% of the diameter of the SSB, the point was considered to have been scanned by the sensor. In Figure A2c , the area of the SSB scanned by the sensor is marked. Based on Equation (6), the Cr of the reconstructed point cloud was calculated. Based on Equations (7)-(10), HD and HRS of the SSB were calculated, HRS as shown in Figure A2d . Figure A2 shows the reconstructed 3D point clouds of the SSB and corresponding reconstruction accuracy analysis. Figure A2a shows the 3D point cloud of the SSB reconstructed based on RGB-D images captured at three AOVs (point clouds at 0 • , 120 • , and 240 • , highlighted in red, yellow, and blue, respectively). The 3D point cloud was down-sampled using a 3D mesh filter. The 3D mesh threshold was set to 5 mm. Based on its outer boundary, the volume of the 3D point cloud of the SSB was calculated. As shown in Figure A2b , a set of distances (H SR ) between the points of the reference and reconstructed point clouds of the SSB was calculated. When H SR < 5.00% of the diameter of the SSB, the point was considered to have been scanned by the sensor. In Figure A2c , the area of the SSB scanned by the sensor is marked. Based on Equation (6), the Cr of the reconstructed point cloud was calculated. Based on Equations (7)-(10), HD and H RS of the SSB were calculated, H RS as shown in Figure A2d .
Similarly, Figures A2e-h and A2i-l show the 3D point clouds of the SSB reconstructed based on images captured at four and six AOVs, respectively, as well as corresponding reconstruction accuracy analysis. In Figure A2e , the four AOVs (0 • , 90 • , 180 • , and 270 • ) are highlighted in red, yellow, blue, and gray, respectively. In Figure A2i , the six AOVs (0 • , 60 • , 120 • , 180 • , 240 • , and 300 • ) are highlighted in red, yellow, blue, gray, orange, and sky blue, respectively.
To quantitatively describe the accuracy of SSB 3D point cloud reconstruction, the distribution of the H RS set of each of the SSBs with diameters of 30, 40, 50, and 60 cm and the corresponding point clouds reconstructed based on images captured by the Kinect sensor in three positions (P 1 , P 2 , and P 3 ) and at three, four, and six AOVs (V 3 , V 4 , and V 6 ) (a total of 36 combinations of measurement conditions) were statistically analyzed. The results are shown in Figure A3a . H RS s were categorized into five groups for statistical analysis, namely, 0 cm < H RS ≤ 0.2 cm, 0.2 cm < H RS ≤ 0.5 cm, 0.5 cm < H RS ≤ 0.8 cm, 0.8 cm < H RS ≤ 1.2 cm, and H RS > 1.2 cm. Figure A3b shows the metrics for assessing the accuracy of 3D point cloud reconstruction of SSBs, namely, HD and the average (H avg ) and standard deviation (H std ) of the H RS set. A comparison of the point clouds of the SSBs with diameters of 30, 40, 50, and 60 cm reconstructed based on images captured by the Kinect sensor in positions P 1 , P 2 , and P 3 at V 3 , V 4 , and V 6 and the corresponding respective reference point clouds shows that the average HDs were 2.77, 4.33, 5.41, and 6.38 cm, respectively; the average H avg s were 0.64, 0.93, 1.26, and 1.14 cm, respectively; the average relative H avg s were 2.13%, 2.33%, 2.52%, and 1.90%, respectively; and the average H std s were 0.41, 0.64, 0.79, and 0.72 cm, respectively. The statistical data show that the excessively large HDs were caused by the noise in the point clouds. However, based on H avg and relative H avg , the average distance between the reconstructed and reference point clouds of the SSBs was less than 1.26 cm, and the error in the reconstructed point clouds was less than 2.52%. A comparison of the point clouds of the SSBs reconstructed based on images captured at V 3 , V 4 , and V 6 and the corresponding reference point clouds shows that the average HDs were 4.68, 4.38, and 5.12 cm, respectively; the average H avg s were 0.98, 0.99, and 1.01 cm, respectively; and the average H std s were 0.62, 0.64, and 0.65 cm, respectively. A comparison of the point clouds of the SSBs reconstructed based on images captured by the Kinect sensor in positions P 1 , P 2 , and P 3 and the corresponding reference point clouds shows that the average HDs were 5.26, 5.29, and 3.81 cm, respectively; the average H avg s were 1.08, 0.95, and 0.95 cm, respectively; and the average H std s were 0.67, 0.64, and 0.61 cm, respectively. According to the statistical data, because Cr varied insignificantly between V 3 , V 4 , and V 6 and the reconstructed point clouds were down-sampled in the same way, the accuracy of point cloud reconstruction was not significantly affected by V N or by the Kinect sensor position. Figure A2 shows the reconstructed 3D point clouds of the SSB and corresponding reconstruction accuracy analysis. Figure A2a shows the 3D point cloud of the SSB reconstructed based on RGB-D images captured at three AOVs (point clouds at 0°, 120°, and 240°, highlighted in red, yellow, and blue, respectively). The 3D point cloud was down-sampled using a 3D mesh filter. The 3D mesh threshold was set to 5 mm. Based on its outer boundary, the volume of the 3D point cloud of the SSB was calculated. As shown in Figure A2b , a set of distances (HSR) between the points of the reference and reconstructed point clouds of the SSB was calculated. When HSR < 5.00% of the diameter of the SSB, the point was considered to have been scanned by the sensor. In Figure A2c , the area of the SSB scanned by the sensor is marked. Based on Equation (6), the Cr of the reconstructed point cloud was calculated. Based on Equations (7)-(10), HD and HRS of the SSB were calculated, HRS as shown in Figure A2d . Similarly, Figure A2e -h and Figure A2i -l show the 3D point clouds of the SSB reconstructed based on images captured at four and six AOVs, respectively, as well as corresponding reconstruction accuracy analysis. In Figure A2e , the four AOVs (0°, 90°, 180°, and 270°) are highlighted in red, yellow, blue, and gray, respectively. In Figure A2i , the six AOVs (0°, 60°, 120°, 180°, 240°, and 300°) are highlighted in red, yellow, blue, gray, orange, and sky blue, respectively.
To quantitatively describe the accuracy of SSB 3D point cloud reconstruction, the distribution of the HRS set of each of the SSBs with diameters of 30, 40, 50, and 60 cm and the corresponding point clouds reconstructed based on images captured by the Kinect sensor in three positions (P1, P2, and P3) and at three, four, and six AOVs (V3, V4, and V6) (a total of 36 combinations of measurement conditions) were statistically analyzed. The results are shown in Figure A3a . HRSs were categorized into five groups for statistical analysis, namely, 0 cm < HRS ≤ 0.2 cm, 0.2 cm < HRS ≤ 0.5 cm, 0.5 cm < HRS ≤ 0.8 cm, 0.8 cm < HRS ≤ 1.2 cm, and HRS > 1.2 cm. Figure A3b shows the metrics for assessing the accuracy of 3D point cloud reconstruction of SSBs, namely, HD and the average (Havg) and standard deviation (Hstd) of the HRS set. A comparison of the point clouds of the SSBs with diameters of 30, 40, 50, and 60 cm reconstructed based on images captured by the Kinect sensor in positions P1, P2, and P3 at V3, V4, and V6 and the corresponding respective reference point clouds shows that the average HDs were 2.77, 4.33, 5.41, and 6.38 cm, respectively; the average Havgs were 0.64, 0.93, 1.26, and 1.14 cm, respectively; the average relative Havgs were 2.13%, 2.33%, 2.52%, and 1.90%, respectively; and the average Hstds were 0.41, 0.64, 0.79, and 0.72 cm, respectively. The statistical data show that the excessively large HDs were caused by the noise in the point clouds. However, based on Havg and relative Havg, the average distance between the reconstructed and reference point clouds of the SSBs was less than 1.26 cm, and the error in the Table A1 summarizes the statistical morphological measurement error data for the point clouds of the SSBs reconstructed based on images captured by the Kinect sensor in positions P 1 , P 2 , and P 3 and at V 3 , V 4 , and V 6 . For the SSBs with diameters of 30, 40, 50, and 60 cm, the RADs for D Y were 2.96%, 2.49%, 1.99%, and 1.97%, respectively; the coefficients of variation (CVs) for D Y were 3.50%, 4.14%, 4.06%, and 4.76%, respectively; the RADs for D X were 2.01%, 1.63%, 1.40%, and 1.61%, respectively; the CVs for D X were 2.27%, 2.53%, 3.08%, and 4.42%, respectively; the RADs for Vol were 4.87%, 3.95%, 1.72%, and 5.02%, respectively; the CVs for Vol were 5.27%, 4.35%, 2.06%, and 5.18%, respectively; and the average Crs were 92.81%, 89.85%, 89.91%, and 86.42%, respectively. The statistical data show that the measurement error in D X was smaller than that in D Y and that the CV for D X was smaller than that for D Y . This measurement error occurred mainly because some areas of the top and bottom of each SSB were not scanned, as shown in Figure A2 . In addition, Cr decreased as the diameter of the SSB increased. Table A2 summarizes the RADs for D Y , D X , and Vol and average Cr of the point clouds of SSBs with diameters of 30, 40, 50, and 60 cm reconstructed based on images captured by the Kinect sensor in three positions (P 1 , P 2 , and P 3 ) and at three, four, and six AOVs (V 3 , V 4 , and V 6 ). For measurements taken at V 3 , V 4 , and V 6 , the RADs for D Y were 2.33%, 2.38%, and 2.34%, respectively; the RADs for D X were 1.52%, 1.42%, and 2.05%, respectively; the RADs for Vol were 4.14%, 4.00%, and 3.52%, respectively; and the average Crs were 85.45%, 90.17%, and 93.62%, respectively. The statistical data show that V N did not significantly affect the error in the morphological measurement of the point cloud, but Cr increased significantly as V N increased. For measurements taken in positions P 1 , P 2 , and P 3 , the RADs for D Y were 1.24%, 2.70%, and 3.12%, respectively; the RADs for D x were 1.30%, 1.31%, and 2.37%, respectively; the RADs for Vol were 3.32%, 4.16%, and 4.19%, respectively; and the average Crs were 87.10%, 87.60%, and 94.54%, respectively. The statistical data show that as the distance between the Kinect sensor and the measurement object decreased, Cr increased significantly, but the RADs for the morphological parameters also increased. Based on the above analysis, for measurements taken at V 3 , V 4 , and V 6 , the average Crs were 85.45%, 90.17%, and 93.62%, respectively. The greater the number of perspectives, the greater the coverage, but the lower the reconstruction efficiency. Because the SSB is an entity measurement object, and the tomato plant is only partially blocked under each perspective, V 3 and V 4 reconstruction methods were selected to reconstruct the greenhouse tomato plants.
