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Abstract
Wireless networked control systems for the Industrial Internet of Things (IIoT) require low latency
communication techniques that are very reliable and resilient. In this paper, we investigate a coding-free
control method to achieve ultra-low latency communications in single-controller-multi-plant networked
control systems for both slow and fast fading channels. We formulate a power allocation problem to
optimize the sum cost functions of multiple plants, subject to the plant stabilization condition and the
controller’s power limit. Although the optimization problem is a non-convex one, we derive a closed-
form solution, which indicates that the optimal power allocation policy for stabilizing the plants with
different channel conditions is reminiscent of the channel-inversion policy. We numerically compare
the performance of the proposed coding-free control method and the conventional coding-based control
methods in terms of the control performance (i.e., the cost function) of a plant, which shows that the
coding-free method is superior in a practical range of SNRs.
Index Terms
Low latency communication, optimal power allocation, wireless networked control system, coding-
free transmission, analog transmission.
I. INTRODUCTION
Driven by recent significant progress in wireless communications, networking, sensing, com-
puting, and control, as well as their applications in the Industrial Internet-of-Things (IIoT) [2],
wireless networked control systems (WNCSs) have attracted a lot of attention from both industry
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wanchun.liu@sydney.edu.au, yonghui.li@sydney.edu.au and branka.vucetic@sydney.edu.au). P. Popovski is with Department of
Electronic Systems, Aalborg University (email: petarp@es.aau.dk). Part of the paper has been accepted by Proc. IEEE Globecom
2019 [1].
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Fig. 1: A wireless networked control system (WNCS).
and academia [3]. In general, a WNCS consists of a dynamic unstable plant (e.g., a chemi-
cal/power plant, robot or unmanned aerial vehicle) to be controlled, sensor nodes that measure
and report the plant state, a remote controller that receives the sensors’ measurements and sends
control signals, and actuators that receive the commands to control the plant, as illustrated in
Fig. 1.
In the literature on WNCSs, there are various types of wireless communication system model-
ing. Assuming a communication system that is noiseless and has a limited data rate, the minimum
required data rate to stabilize the plant was obtained in [4]. Assuming an arbitrarily large data
rate, but independent and identically distributed (i.i.d.) packet dropouts, the stability conditions
in terms of the packet dropout probability were derived in [5] and the references therein.
In [6], a packet scheduling problem for multi-sensor transmissions was considered with random
packet dropouts. Most of these works (implicitly) rely on joint source-channel coding methods
for data transmissions in WNCSs. However, such coded data transmission methods introduce
latency in delay-sensitive WNCSs due to the source-channel coding blocklength. Furthermore, the
performance of a WNCS with practical coded transmissions including quantization and channel
coding remains largely unknown, making the optimal design of WNCS very challenging [3].
In this work, we consider a coding-free (or symbol-level analog) data transmission method for
WNCSs inspired by the existing works on coding-free communications [7–10]. To be specific,
the control signal generated by the controller is an amplitude-modulated-like analog signal, and
the actuator linearly scales the received control signal and applies it to the plant directly. The
symbol-level analog communication scheme has ultra-low latency and complexity compared to
conventional coding-based communications that send coded commands with many channel uses
and adopt complex decoding algorithms (e.g., maximum likelihood detection and decoding).
Certainly, analog communications cannot guarantee noiseless reception of the control data,
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3as there always exists a fundamental tradeoff between transmission latency and reliability in
communication systems [11, 12]. For a WNCS, only the long-term control performance of the
plant is of interest [3–5], thus, it is important to investigate whether the one using coding-free
transmission, which provides short transmission latency but noisy control signals, can beat the
one using coding-based transmission, which introduces longer latency but provides more accurate
control commands, in terms of the control performance of WNCSs. Moreover, for coding-free
communications, the performance analysis of the WNCS becomes tractable and hence enables
optimal design of the system.
It is worth mentioning that coding-free communications itself is not new and has been con-
sidered for different applications in addition to WNCSs. Inspired by the pioneering work [7]
proving the optimality of the coding-free scheme from an information-theoretic perspective where
both the information source and the channel are Gaussian, a number of related research works
emerged in recent years [8–10]. In [8], uncoded sensor’s measurements are sent to a fusion
center for remote state estimation. In [9], coding-free communications was adopted for effective
data fusion of a massive number of sensors in high-mobility sensing applications. In [10], a
coding-free communication scheme was proposed for fast data acquisition in the application of
edge computing/learning.
The main contributions of the paper are summarized as follows:
• We consider a WNCS and propose a joint digital-analog wireless control protocol, where a
digital header is preserved to support networking functions, and the data transmission for
plant control is analog.
• For the coding-free control process, we propose to jointly optimize the parameters of the
controller and the actuator to minimize the average cost function of the dynamic plant
subject to the transmission-power constraint of the controller. This is done for both slow
and fast fading channels. Although the original problem is non-convex, we derive the optimal
parameters in a closed-form. To the best of our knowledge, this problem has never been
considered in the literature.
• Furthermore, we formulate a novel optimal transmission power allocation problem among
multiple plants under the total transmission power constraint of the controller such that each
plant is stabilized and the sum cost functions of the plants is minimized as well.
• Our results show that the optimal power allocation policy is of a channel-inversion type,
i.e., we need to allocate more power for sending the control signal to the plant with a worse
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Fig. 2: Illustration of an M0-plant WNCS.
channel condition.
The remainder of this paper is organized as follows. Section II presents the proposed wireless
networked control system with coding-free data transmission. Sections III and IV investigate
the optimal coding-free control methods for single- and multi-plant networks, respectively,
under slow-fading channel. Section V investigates the optimal coding-free control methods for
single- and multi-plant networks, under fast-fading channel. Section VI numerically presents
the performance of the proposed coding-free control method. Finally, Section VII concludes the
paper.
II. SYSTEM MODEL
We consider a WNCS with a single controller and M0 remote plants each equipped with an
actuator to be controlled, as illustrated in Fig. 2. It is assumed that the plant states are perfectly
known by the controller, i.e., the sensors that measures the plant states are co-located with the
controller [13, 14].2 Based on the current plant states, the controller is able to generate and send
2Note that there are many applications where the sensors that measure the plants’ state and the controller are collocated.
For example, the controller observes the movement and location of automated guided vehicles (AGVs) and robots by using its
cameras (treated as sensors), see e.g., [15], and send control commands to the AGV or robots through wireless channels.
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5control signals to the M0 actuators simultaneously through M0 independent channels to control
the plants [16]. We assume that each plant has one real state (i.e., the forward velocity of a
mobile robot or the force of a robot gripper) to be controlled, i.e., a scaler system [17–19].3
A. Coding-Free Control Protocol
In general, the proposed coding-free control protocol consists of two phases: digital header
(DH) transmission and coding-free control process, as illustrated in Fig. 3. Before starting
each control process (i.e., sending control signals to the actuators so as to control the plants),
the controller needs to send a DH to each plant to perform networking functions, such as
identification and authentication to avoid the situation in which the plants received commands
from malicious transmitters.
Since the channel between the controller and an actuator can be in deep fading, only a set of
plants with good channel conditions are chosen by the controller for remote coding-free control.
The other plants can switch to a predetermined self-control mode, e.g., repeating the previous
control action, or predicting the control signal to be implemented based on the previous ones
(see [3, 20] and the references therein), and wait for the next control process. As the set of plants
for coding-free control are determined by the controller a prior, the control-mode information
of each plant is also contained in the DH to inform the plants before a control process. We
assume that a DH can be detected correctly by the corresponding plant, as it only contains a
few information bits.4 In practice, if a plant cannot detect the DH correctly, it can autonomously
switch to the self-control mode.
Note that the number of plants selected for coding-free control, M ≤ M0, may change in
different control processes depending on the corresponding channel conditions. The selection
criteria of the plants’ control modes will be given in Sections III, IV and V for single- and
multi-plant cases under slow and fast fading channels, respectively. In this work, we only focus
on the plants selected for coding-free control.
A control process contains T control symbols as illustrated in Fig. 3. At discrete time t ≤ T ,
where t can be treated as the symbol index, each plant state, xi(t) ∈ R,∀i ∈ {1, · · · ,M}, can
3A more general vector system is beyond the scope of the paper.
4Once a detection error occurs, we can do retransmission for the DH, which does not introduce much delay as the DH is
short.
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Fig. 3: Coding-free control protocol for plant i.
be obtained by the controller [13, 14], which then performs a multiple unicast over multiple
independent channels to send the control signal to each actuator. There is a common power
constraint, P0, for all transmission channels. The controller adopts a linear control policy [13],
and the control signal sent by the controller for plant i at time t is given by
vi(t) = Kixi(t), (1)
where the controller factor, Ki ∈ R, is a design parameter.
B. Wireless Communication Channels
We consider two types of channel models: slow-fading channel and fast-fading channel.
For the slow-fading channel case, the channel coefficient of the link between the controller and
actuator i, Hi ∈ C, is fixed during a DH and a control process due to the assumed long coherence
time. We assume that Hi can be perfectly known by the controller and the actuators, ∀i ∈
{1, · · · ,M0} [16, 21]. In this case, the controller controls the plants through parallel Gaussian
channels and aims for driving the plant state close to the steady state in the control process of
T symbols. This channel model is suitable for low-mobility industrial control applications. For
instance, the symbol time is 4 µs of the IEEE 802.11 standard. Since the typical Doppler shift
of a industrial automation factory is about 10 Hz [22], the typical channel coherence time is
about 100 ms. As each symbol carries one control signal, we have tens of thousands of control
actions within one channel coherence time, which will be illustrated in Sec. VI-A.
For the fast-fading channel case, the channel coefficient of the link between the controller
and actuator i, Hi(t) ∈ C, changes symbol by symbol and follows a Gaussian distribution.
We assume that the variances of the M0 channels, σ2h,i,∀i ∈ {1, · · · ,M0}, are known by the
controller and the actuators. Similar to the slow-fading case, the controller aims for driving the
plant state close to the steady state in the control process of T symbols with different channel
conditions. This channel model is suitable for high-mobility industrial control applications.
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7C. Control Action
As we adopt a coding-free transmission method, the implemented control signal by actuator i
is simply a linear mapping of the received control signal (i.e., a distortion of vi(t)), which is
given by
ui(t) =
Gi (Hivi(t) + zi(t)) , slow fadingGi (Hi(t)vi(t) + zi(t)) , fast fading (2)
where the actuator factor, Gi ∈ R, is a design parameter, and zi(t) is the receiver noise of actuator
i. Since both the transmitted and implemented control signals vi(t) and ui(t) are real signals, we
actually utilize one dimension of the complex channel for transmitting the control signal. Without
loss of generality, it is assumed that Hi and Hi(t) ∈ R for slow and fast fading channels, in the
rest of the paper, i.e., only one real channel is utilized for coding-free transmission.5 The noise
process zi(t) is an independent and identically distributed (i.i.d.) real Gaussian process with a
zero mean and variance σ2z .
D. Plant Under Control and Performance Metrics
The linear discrete dynamic process of the ith plant’s state is presented as (see e.g., [13])
xi(t+ 1) = Axi(t) + ui(t) + wi(t), (3)
where wi(t) is the plant disturbance, which is an i.i.d. real Gaussian process with zero mean and
variance σ2w. The real number A is the plant parameter and it is the same for all plants, though
the results obtained in the rest of the paper can be readily extended to settings with different plant
parameters. From (3), we see that the next plant state depends on the current state, implemented
control action and plant disturbance. Also, to avoid a trivial problem, we assume that the plant
is open-loop unstable by letting |A| > 1, i.e., the plant state grows unbounded in the absence of
control inputs, i.e., ui(t) = 0,∀t.
The sum cost of the M plants for the T time slots of the control process is defined as [13]
JT ,
1
T
T∑
t=1
M∑
i=1
E
[
(xi(t))
2] , (4)
5Note that a complex channel with two degrees of freedom can be fully utilized if each plant has two states to be controlled,
which will be investigated in our future work.
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8and the mean-square stability condition is
Jave , lim sup
T→∞
JT <∞. (5)
In other words, the M -plant system is stabilized by the remote controller if the long-term average
cost Jave is bounded.
In practice, a control process always has a certain deadline T , and the cost JT is always
bounded in this sense. However, the long-term stability condition (5) and the long-term cost Jave
are useful and commonly adopted in the literature see e.g., [4, 5]. This is because in the large T
scenario (i.e., in the order of a few hundred), if the condition (5) is satisfied, JT is quite close to
the long-term performance Jave; otherwise, JT is huge as
∑M
i=1 E
[
(xi(t))
2] grows exponentially
with time in the unstable scenario, which will be illustrated in Sec. VI-A.
Therefore, in what follows, we focus on the optimal design of the controller and actuator
factors, Ki and Gi, such that the long-term cost of the plants, Jave, is bounded and minimized
under the total power constraint of the controller.
III. SLOW-FADING-SINGLE-PLANT CASE: ANALYSIS AND OPTIMIZATION
In this section, we consider the optimal design problem of the single-plant case in slow-fading
channels, and hence drop out the plant index i in the following analysis.
Taking (1) and (2) into (3), the dynamic process of the plant state can be rewritten as
x(t+ 1) = Acx(t) +Gz(t) + w(t), (6)
where
Ac , A+GHK (7)
is the closed-loop plant parameter.
Taking expectation on both sides of (6), we have
E
[
x2(t+ 1)
]
= A2cE
[
x2(t)
]
+G2σ2z + σ
2
w. (8)
To make the long-term average cost Jave in (5) bounded, E [x2(t)] should be bounded when
t → ∞. From (8), it is clear that E [x2(t)] is bounded iff A2c < 1. Thus, the stability condition
of the plant in the sense of (5) is obtained as below.
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9Definition 1 (Stability condition in slow-fading channel). The plant (3) is closed-loop mean-
squared stable using the coding-free control method (1) and (2) iff
|Ac| < 1. (9)
Therefore, to stabilize the plant, it is assumed that A > 0, H > 0, G > 0 and K < 0 for
brevity in the rest of the paper without loss of generality.
From (6), it is straightforward that
x(t) = Atcx(0) +
t−1∑
j=0
At−1−jc (Gz(j) + w(j)) . (10)
As we consider the long-term performance of the closed-loop stable dynamic process, letting
t → ∞, we have Atcx(0) → 0 in (10), and the steady-state distribution of x(t) is zero-mean
Gaussian with the variance
E
[
x2(t)
]
=
G2σ2z + σ
2
w
(1− A2c)
, (11)
and hence
Jave = E
[
x2(t)
]
. (12)
From (1) and (11), the steady-state distribution of the controller signal, v(t), is also zero-mean
Gaussian with the variance
P , E
[
v2(t)
]
= K2
G2σ2z + σ
2
w
(1− A2c)
. (13)
In other words, P is the average transmission power of the controller. Thus, the controller-side
signal-to-noise ratio (SNR) for sending the control signal is
SNR , P/σ2z =
K2G2 +K2SSR
(1− A2c)
, (14)
where SSR , σ2w/σ2z .
Given the transmission-power limit of the controller, P0, the optimization problem is formu-
lated as
(S1) min
G,K
E
[
x2(t)
]
,
s.t. SNR ≤ γ0, and |Ac| < 1, (15)
where γ0 , P0/σ2z is the SNR constraint, and the first and second constraints are due to the
average transmission-power limit of the controller and the closed-loop stability requirement,
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respectively. It is clear that (S1) is not a convex problem as E [x2(t)] is not a convex function
of G and K. We solve (S1) as follows.
First, we analyze the feasibility condition of (S1). It can be proved that the minimum SNR
is equal to A
2−1
H2
, which is achieved when GK = −A2−1
AH
and K → 0, which also satisfies the
stability condition (9). Therefore, the feasibility condition of (S1) is
(A2 − 1)
H2
≤ γ0, (16)
and we see that there is no feasible solution of (S1), i.e., the plant cannot be stabilized by the
remote controller if the channel condition is bad, i.e., a small |H|. Thus, we have the following
selection criteria of the plant’s control mode.
Mode-Selection Criteria (Slow-fading-single-plant scenario). If (16) is satisfied, the plant is
controlled remotely by the coding-free control method. Otherwise, the plant switches to the
self-control mode.
Second, assuming that (16) is satisfied, we solve (S1) in two steps:
1) Fix Ac such that |Ac| < 1. We have
GK =
(Ac − A)
H
. (17)
Thus, the optimization problem can be written as
(S1-1) min
K
((
Ac − A
HK
)2
σ2z + σ
2
w
)/
(1− A2c) (18)
s.t. K2 ≤ 1
SSR
(
(1− A2c)γ0 − (Ac − A)2/H2
)
. (19)
It is easy to see that the optimal cost in (18) is minimized if the equality in (19) holds, and
the optimal parameters can be obtained as
J?ave=
H2γ0σ
2
w
H2γ0(1− A2c)− (Ac − A)2
,
G?=
1
K?
Ac − A
H
,
K? =−
√
1
SSR
((1− A2c)γ0 − (Ac − A)2/H2).
(20)
2) Find the optimal Ac. Based on Step 1), the problem (S1-1) can be written as
(S1-2) min
Ac
H2γ0σ
2
w
H2γ0(1− A2c)− (Ac − A)2
(21)
s.t. |Ac| < 1.
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Since the denominator of (21) has a quadratic form, the target function of (S1-2) is mini-
mized when
A?c =
A
(1 +H2γ0)
. (22)
Using the feasibility condition (16), it can be verified that |A?c | < 1 satisfying the constraint
of (S1-2).
Taking A?c into (20), we have the following results.
Theorem 1. In the slow-fading-single-plant scenario, the optimal cost of the plant and the optimal
controller and actuator factors for coding-free control are given as
J?ave =
σ2w
1− A?c
=
σ2w
1− A/(1 +H2γ0) ,
K? = −
√
1
SSR
γ0 (H2γ0 + 1− A2)
H2γ0 + 1
,
G? = AH
√
γ0SSR
(H2γ0 + 1)(H2γ0 + 1− A2) .
(23)
Remark 1. From Theorem 1, the norm of the optimal control and actuator factors, |K?| and
|G?|, monotonically increases and decreases with the channel power gain H2, respectively.
IV. SLOW-FADING-MULTI-PLANT CASE: OPTIMAL DESIGN
A. Joint Controller-Actuator Optimization
In this section, we consider a slow-fading-multi-plant case and investigate the controller power
allocation problem to stabilize the remote plants. Without loss of generality, we assume that
Hi ≥ Hj, ∀i < j.
Based on (S1), the optimization problem to minimize the sum cost of the M plants, is
formulated as
(S2) min
{Gi,Ki}
M∑
i=1
Jave,i (24)
s.t.
M∑
i=1
K2i
G2i + SSR
1− (A+HiGiKi)2 ≤ γ0 (25)
(A+HiGiKi)
2 < 1,∀i, (26)
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where Jave,i , σ2z
G2i+SSR
1−(A+HiGiKi)2 is the average cost of plant i. Similar to (16), the feasibility
condition of (S2) can be obtained as
M∑
i=1
(
A2 − 1)/H2i ≤ γ0. (27)
If (27) does not hold, the M plants cannot be stabilized simultaneously under the transmission
power limit, and we have the following selection criteria of the plant-control modes.
Mode-Selection Criteria (Slow-fading-multi-plant scenario). The controller selects the set of M
plants, i.e., plants 1, 2, · · ·M , for remote coding-free control by the channel coefficients, where
M ≤ M0 is the largest number of plants that satisfies (27). The remainder (M0 −M) plants
switch to the self-control mode.
In the following, we solve problem (S2) by assuming that (27) is satisfied with M > 0.
Although (S2) is not a convex problem, inspired by the solution of the problem (S1), we first
introduce the auxiliary variables γi, i = 1, ...,M , which convert (S2) into the following equivalent
problem:
(S2’) min
{Gi,Ki,γi}
M∑
i=1
σ2z
G2i + SSR
1− (A+HiGiKi)2 (28)
s.t. K2i
G2i + SSR
1− (A+HiGiKi)2 ≤ γi,∀i (29)
(A+HiGiKi)
2 < 1,∀i (30)
M∑
i=1
γi ≤ γ0 (31)
γi > 0, ∀i. (32)
In other words, γi is the controller’s allocated SNR for plant i. We see that problem (S2’) can
be converted into M independent problems with the same structure of (S1) when {γi} are given
and (A2 − 1)/H2i ≤ γi,∀i.
Therefore, (S2’) can be solved in two steps: 1) solving (S2’) with fixed γi, ∀i, by using the
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solution for problem (S1), and 2) optimizing {γi}, i.e.,
(S2’-1) min
Gi,Ki
Jave,i (33)
s.t. K2i
G2i + SSR
1− (A+HiGiKi)2 ≤ γi and (30) (34)
(S2’-2) min
{γi}
M∑
i=1
σ2w
1− A/(1 +H2i γi)
(35)
s.t.
M∑
i=1
γi ≤ γ0, (36)
(
A2 − 1)/H2i ≤ γi, ∀i. (37)
Since (S2’-2) is a convex problem, which can be solved by applying KKT conditions, we
have the following results.
Theorem 2. In the multi-plant scenario, the optimal sum cost of the plants and the optimal
controller and actuator factors are given by, respectively,
J?ave =
K∑
i=1
σ2w
1− A/(1 +H2i γ?i )
,
K?i = −
√
1
SSR
γ?i (H
2
i γ
?
i + 1− A2)
H2i γ
?
i + 1
,
G?i = AHi
√
γ?i SSR
(H2i γ
?
i + 1)(H
2
i γ
?
i + 1− A2)
,
(38)
where
γ?i = max
{ √
A
Hi
√
λ
+
A− 1
H2i
,
A2 − 1
H2i
}
, (39)
and λ > 0 is the unique real root of
∑M
i=1 γ
?
i = γ0.
Remark 2. From Theorem 2, it is interesting to see that the optimal control method allocates
the plant with a better channel condition Hi, with a lower transmission power, i.e., a smaller
γ?i . Therefore, the optimal power allocation policy for stabilizing multiple plants is of a channel-
inversion type.
To implement the optimal joint controller-actuator design method based on Theorem 2, the
controller needs to calculate M pairs of controller-actuator factors and broadcast the actuator
factors to the actuators of the the plants selected for coding-free control in the DH. To reduce
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the communication overhead of the actuator-factor transmissions, in what follows, we propose
and optimize two methods: 1) the actuator factors of each plant are identical and fixed and the
controller only optimizes the controller factors and 2) the controller factors of each plant are
identical and fixed and each actuator calculates the optimal actuator factor simply based on its
own channel coefficient.
B. Optimal Design with Identical Actuator Factors
We optimize the controller factors {Ki} under the setting that all the actuators have the same
fixed actuator factor G, while the channel coefficients of the wireless control channels can be
different. Thus, we have the following problem after some simplifications:
(S2-1) min
{K˜i}
M∑
i=1
σ2z(G
2 + SSR)
1− (A+HiK˜i)2
(40)
s.t.
M∑
i=1
K˜2i
1− (A+HiK˜i)2
≤ γ˜0, (41)
and (26),
where K˜i , KiG and γ˜0 , G
2γ0
(G2+SSR)
.
It can be easily proved that the left-hand side of the constraint (41) is minimized within the
stability region (26) when
K˜i = −A
2 − 1
AHi
,∀i. (42)
Taking (42) into (41), the feasibility condition of (S2-1) can be obtained as
M∑
i=1
A2 − 1
H2i
≤ G
2γ0
(G2 + SSR)
. (43)
If (43) does not hold, the M plants cannot be stabilized simultaneously under the transmission
power limit, and we have the following selection criteria of the plant-control modes.
Mode-Selection Criteria (Slow-fading-multi-plant scenario with identical actuator factors). The
controller selects the set of M plants, i.e., plants 1, 2, · · ·M , for remote coding-free control by
the channel coefficients, where M ≤M0 is the largest number of plants that satisfies (43). The
remainder (M0 −M) plants switch to the self-control mode.
Remark 3. Comparing this mode selection criteria (43) with (27) of the joint controller-actuator
design problem (S2), although the method of fixed actuator factors has a lower communication
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o
o
E[x2i (t)]
SNRi
K˜i
K˜i
− AHi −A
2−1
AHi
−A+1Hi −A−1Hi
Stability Region
Fig. 4: Illustration of E
[
x2i (t)
]
and SNRi versus K˜i.
payload for parameter exchanging, only a smaller number of plants can be stabilized simulta-
neously by the controller than the optimal joint-design method.
In the following, we solve problem (S2-1) with the assumption that the feasibility condition
(43) holds.
First, we analyze the problem (S2-1). Fig. 4 illustrates the functions E [x2i (t)], which is a scaled
version of the ith term in the target function (40), and SNRi, which is a scaled version of the ith
term in the constraint (41), in terms of K˜i. It can be proved that both the functions, E [x2i (t)] and
SNRi, are convex in terms of K˜i within the stability region (26), i.e., K˜i ∈
(
− (A+1)
Hi
,− (A−1)
Hi
)
,
the minimum value of the two functions are achieved at K˜i = − AHi and −A
2−1
AHi
, respectively, and
the functions are monotonic in the region K˜i ∈ [−A/Hi,−(A2 − 1)/(AHi)] , ∀i, as illustrated
in Fig. 4. Therefore, the optimal solution of (S2-1) is within this region (shaded in Fig. 4). Since
E [x2i (t)] and SNRi are minimized and maximized, respectively, when K˜i = − AHi , the summation
in (41) can be maximized as
∑M
i=1
A2
H2i
in the scenario that γ˜0 ≥
∑M
i=1
A2
H2i
, and the optimal design
parameters in this scenario are
K˜?i = −
A
Hi
,∀i. (44)
Now, we look at the scenario that γ˜0 <
∑M
i=1
A2
H2i
. In this scenario, it is clear that only the
first constraint in (41) is the active constraint in (S2-1) and the problem is convex. Using the
method of Lagrange multipliers, we can obtain the optimal K˜i as
K˜?i =
D −√4A2H2i λ′ +D2
2AHiλ′
,∀i, (45)
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where D = (1− A2)λ′ +H2i and λ′ > 0 is the unique real root of
∑M
i=1
(K˜?i )
2
1−(A+HiK˜?i )2
= γ˜0.
Proposition 1. When the actuator factors are fixed, i.e., Gi = G,∀i ∈ {1, · · · ,M}, the optimal
control factor of actuator i is given as
K˜?i =
−
A
Hi
γ˜0 ≥
∑M
i=1
A2
H2i
D−
√
4A2H2i λ
′+D2
2AHiλ′
, otherwise,
(46)
where D and λ′ are defined under (45).
Remark 4. From Proposition 1, it can be proved that the norm of the controller factor, |K˜?i |,
decreases with the increasing of |Hi|. In other words, a larger controller factor is applied to
control the plant with a smaller channel power gain.
C. Optimal Design with Identical Controller Factors
Now we investigate the optimal actuator factors {Gi} under the setting that the controller
applies the same fixed controller factor K for each plant. Thus, we have the following problem
after some simplifications:
(S2-2) min
{Gi}
Jave =
M∑
i=1
σ2z
G2i + SSR
1− (A+HiKGi)2
s.t. Jave ≤ σ
2
zγ0
K2
and (26),
which is a convex problem. The optimal parameter is obtained as
G?i =
Ei −
√
4A2H2iK
2SSR+ E2i
2AHiK
,∀i, (47)
where
Ei =
(
1− A2 +H2iK2SSR
)
, (48)
and the feasibility condition is
J?ave ≤ σ2w/K2. (49)
Therefore, we have the following results.
Mode-Selection Criteria (Slow-fading-multi-plant scenario with identical controller factors).
The controller selects the set of M plants, i.e., plants 1, 2, · · ·M , for remote coding-free control
by the channel coefficients, where M ≤ M0 is the largest number of plants that satisfies (49).
The remainder (M0 −M) plants switch to the self-control mode.
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Proposition 2. When the controller factors are fixed, i.e., Ki = K, ∀i ∈ {1, · · · ,M}, the optimal
actuator factor i is given in (47).
Remark 5. From Proposition 2, it can be proved that |G˜?i | decreases with |Hi|. In other words,
a larger actuator factor is applied to control the plant with a smaller channel coefficient.
V. FAST-FADING CASE: ANALYSIS AND OPTIMIZATION
In the fast-fading scenario, it is not practical to have full channel-state information (CSI) at
the controller nor the actuators, since the channel-estimation time for precise CSI is long and
comparable to the channel-coherence time. Thus, we investigate two cases:
1) Control without CSI. The CSI is unknown to neither the controller nor the actuators.
2) Control with partial CSI. Only the signs of the real channel coefficients are known to the
controller, and the actuators do not have any CSI.6
A. Single-Plant Case
Taking (1) and (2) into (3), the dynamic process of the plant state in the fast-fading case can
be rewritten as
x(t+ 1) = Ac(t)x(t) +Gz(t) + w(t), (50)
where Ac(t) , A + GKH(t). Since H(t), x(t), z(t) and w(t) are independent of each other,
we have
E
[
x2(t+ 1)
]
= E
[
A2c(t)
]
E
[
x2(t)
]
+G2σ2z + σ
2
w. (51)
To make the long-term average cost Jave in (5) bounded, E [x2(t)] should be bounded when
t → ∞. From (51), it is clear that E [x2(t)] is bounded iff E [A2c(t)] < 1. Thus, the stability
condition is obtained as below.
Definition 2 (Stability condition in fast-fading channel). The plant (3) is closed-loop mean-
squared stable using the coding-free control method (1) and (2) iff
E
[
A2c(t)
]
< 1. (52)
6Although the channel estimation method can be the same as the conventional pilot-based one [23], to estimate the sign of the
real channel, i.e., a binary detection process, the required phase for channel estimation is much shorter than that of the channel
coefficient. Also, the effect of the the sign-estimation error will be taken into account in our future work.
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1) Control without CSI: Since H(t) ∼ N (0, σ2h), we have
E
[
A2c(t)
]
=
∫ ∞
−∞
(A+GKH)2 exp
(
− x
2
2σ2h
)
1√
2piσ2h
dH
= A2 + (GK)2σ2h > 1.
(53)
Therefore, from the updating rule of the plant-state covariance (51), E [x2(t)] exponentially
increases with t, and thus the long-term average cost function (5) cannot be bounded.
Remark 6. In the fast-fading scenario, the plant cannot be stabilized by the remote controller
using the coding-free method in (1) and (2), if the CSI is unknown to neither the controller nor
the actuators.
In general, making |Ac(t)| less than one with a certain high probability is crucial for stabilizing
a remote plant. As A is greater than one, |Ac(t)| is absolutely greater than one if the sign of
GKH(t) is positive, while it may be less than one if the sign of GKH(t) is negative. Thus, it
is important to properly control the sign of GKH(t). Therefore, in the following, we investigate
whether the plant is stabilizable with a minimum available CSI, i.e., only the signs of the real
channel coefficients are known to the controller.
2) Control with Partial CSI: Since the controller knows the sign of the channel coefficient, the
controller factor can be designed as a function of the sign of the channel coefficient. Therefore,
we consider the following coding-free control method with partial CSI asG(t) = GK(t) = sgn(H(t))K, (54)
where sgn(·) is the signum function. In other words, G(t) and |K(t)| are fixed and do not change
with time, where G > 0 and K < 0 and are the same as the slow-fading case, while the sign
of the controller factor, i.e., K(t), changes with time and depends on the sign of the channel
coefficient. In this way, the term G(t)K(t)H(t) = GK|H(t)| is always non-positive.
Thus, we have
E
[
A2c(t)
]
= 2
∫ ∞
0
(A+GKH)2 exp
(
− x
2
2σ2h
)
1√
2piσ2h
dH
= σ2h(GK)
2 + 2
√
2
pi
σ2hA(GK) + A
2,
(55)
which is a quadratic function of GK. As E [A2c(t)] is independent of t, its time index is dropped
out in the following. When GK = −A
√
2
piσ2h
, E [A2c ] is minimized and equal to A
2
(
1− 2
pi
)
. If
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E [A2c ] ≥ 1, the plant cannot be stabilized as discussed earlier. Then, we can easily obtain the
following results.
Proposition 3. The plant cannot be stabilized by the remote controller using the coding-free
control method (54) with partial CSI, if
A2η ≥ 1, (56)
where
η = 1− 2
pi
≈ 0.3634. (57)
From Proposition 3, if |A| ≥ 1√
η
≈ 1.65, the plant cannot be stabilized no matter how large
the controller’s transmission power is. In practice, |A| is small and usually no larger than 1.5
(see e.g. [5, 16, 24]). Thus, we assume that |A| < 1√
η
in the following analysis.
Using the updating rule of the state variance (51), we further have
E
[
x2(t)
]
=
(
E
[
A2c
])t
E
[
x2(0)
]
+
t−1∑
j=0
(
E
[
A2c
])t−1−j (
G2σ2z + σ
2
w
)
.
(58)
As we consider the long-term performance of the closed-loop stable dynamic process, letting
t→∞ and using the stability condition that E [A2c ] < 1, we have
Jave = lim
t→∞
E
[
x2(t)
]
=
G2σ2z + σ
2
w
1− E [A2c ]
(59)
where E [A2c ] is given in (55). From (1) and (59), the average transmission power of the con-
troller is
P = K2
G2σ2z + σ
2
w
(1− E [A2c ])
. (60)
Similar to the slow-fading scenario, given the transmission-power limit of the controller, P0,
the optimization problem is formulated as
(F1) min
G,K
Jave =
G2σ2z + σ
2
w
(1− E [A2c ])
,
s.t. SNR = K2
G2 + SSR
(1− E [A2c ])
≤ γ0, (61)
E
[
A2c
]
< 1. (62)
Similar to problem (S1), SNR in (61) is minimized as
SNR =
A2 − 1
(1− A2η)σ2h
(63)
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when K → 0 and
GK = − A
2 − 1
A
√
2σ2h
pi
. (64)
To satisfy both the constraints (61) and (62), we can obtain the following mode-selection criteria.
Mode-Selection Criteria (Fast-fading-single-plant scenario). The plant is controlled remotely
by the coding-free control method if
A2 ≤ 1 + σ
2
hγ0
1 + ησ2hγ0
. (65)
Otherwise, the plant switches to the self-control mode.
Although (F1) is not a convex problem, similar to problem (S1), we solve (F1) by fixing GK
first and solving the optimal G and K, and then solving the optimal GK. We can obtain the
following results.
Theorem 3. In the fast-fading-single-plant scenario, the optimal cost of the plant and the optimal
controller and actuator factors for coding-free control are given as
J?ave =
γ0σ
2
w
(1− E [A2c ]?)γ0 − (U?)2
G? =
U?
K?
K? = −
√
1
SSR
((1− E [A2c ]?)γ0 − (U?)2)
(66)
where
U? = −
√
2
pi
σ2hAγ0
1 + σ2hγ0
(67)
E
[
A2c
]?
= σ2h(U
?)2 + 2
√
2
pi
σ2hAU
? + A2, (68)
B. Multi-Plant Case
Now, we investigate the optimal coding-free control for multiple plants in fast-fading channels
with partial CSI. We have the following optimization problem
(F2) min
{Gi,Ki}
M∑
i=1
Jave,i (69)
s.t.
M∑
i=1
K2
G2 + SSR
(1− E[A2c,i]) ≤ γ0, (70)
E
[
A2c,i
] ≤ 1,∀i, (71)
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where Jave,i , G
2σ2z+σ
2
w
1−E[A2c,i]
is the average cost of plant i, E
[
A2c,i
]
, σ2h,i(GK)2+2
√
2
pi
σ2h,iA(GK)+
A2, and σ2h,i , E [H2i ] is the average channel power gain of channel i. Without loss of generality,
we assume that σ2h,i ≥ σ2h,j, ∀i < j.
Similar to the slow-fading case, the mode-selection criteria is given as
Mode-Selection Criteria (Fast-fading-multi-plant scenario). The controller selects the set of M
plants, i.e., plants 1, 2, · · ·M , for remote coding-free control by the average channel power gains,
where M ≤M0 is the largest number of plants that satisfies
M∑
i=1
A2 − 1
(1− A2η)σ2h,i
≤ γ0. (72)
The remainder (M0 −M) plants switch to the self-control mode.
Following the same steps as (S2), we have the following results.
Theorem 4. In the fast-fading-multi-plant scenario, the optimal sum cost of the plants and the
optimal controller and actuator factors are given by, respectively,
J?ave =
M∑
i=1
γ?i σ
2
w
(1− E[A2c,i]?)γ?i − (U?i )2
G?i =
U?i
K?i
K?i = −
√
1
SSR
(
(1− E[A2c,i]?)γ?i − (U?i )2)
(73)
where U?i = −
√
2
pi
σ2h,iAγ
?
i
1+σ2h,iγ
?
i
, E
[
A2c,i
]?
= σ2h(U
?
i )
2 + 2
√
2
pi
σ2hAU
?
i + A
2 and
γ?i =
(A2 − 1) +
√
2
pi
Aσ2h,i√
λ′′
(1− ηA2)σ2h,i
, (74)
and λ′′ > 0 is the unique real root of
∑M
i=1 γ
?
i = γ0.
VI. NUMERICAL RESULTS
In this section, we numerically present the system performance of the proposed coding-free
control method for single- and multi-plant cases. Unless otherwise stated, we set A = 1.5,
σ2w = 0.1 [5], the noise power at the actuator σ
2
z = −40 dBm, the controller’s transmission-
power limit P0 = 20 dBm, the number of control symbols in a control process T = 500.
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Fig. 5: The plant state x(t) and the average cost function in term of the number of control symbols with different
closed-loop parameter Ac.
In Sections VI-A, VI-B and VI-C, we present results for the slow-fading case. We assume
Rayleigh block fading channel for evaluating the system performance that averages over multiple
control processes. For the coding-free control method, we use the optimal controller and actuator
factors in Theorems 1 and 2.
In Section VI-D, we present the results for the fast-fading case, and assume that the channel
varies symbol by symbol and follows a Gaussian distribution, and only the sign of the channel
coefficients are known to the controller. We use the coding-free control method presented in
Sec. V-A2 and apply the optimal controller and actuator factors in Theorems 3 and 4.
A. State Dynamics of a Single Plant
In Fig. 5, the plant state and the average cost of a single plant with different closed-loop plant
parameter Ac are plotted using (6) and (4), respectively, where the initial state x(0) = 5. In the
stable scenario, i.e., Ac < 1, we see that the plant state x(t) can be driven close to the steady
state with 100 control symbols, and the average cost Jt in (4) with t control symbols is quite
close to the long-term average cost Jave as long as t ≥ 500. Therefore, it is a good choice to
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DH uc(1) uc(t) uc(T − d+ 1)
Control Process of dT/de Control Commands
Each control signal is coded into d symbols
· · · · · ·
Fig. 6: Coding-based control protocol.
use the long-term cost as the system performance metric. In the unstable scenario, i.e., Ac > 1
and the stability condition (5) is not satisfied, we see that the average cost is too large to be
accepted when t > 100. Therefore, the long-term stability condition is still useful even when we
consider a control process with a finite horizon.
B. Performance Comparison: Coding-Free Control v.s. Coding-Based Control
We consider the single-plant case for performance comparison. For coding-based control
methods, we adopt Bose-Chaudhuri-Hocquenghem (BCH) codes and quadrature amplitude mod-
ulation (QAM) schemes, where the transmissions utilizes two degrees of freedom of the complex
channels. We use the maximum-likelihood method for signal detection and decoding. To be
specific, during the control process of T transmission symbols, the controller generates control
signals every d symbols, where d  T , as illustrated in Fig. 6. The control signal generated
at time t, uc(t), is first quantized into K bits and then converted into a N -bit sequence using
the BCH (N,K) code. Last, the bit sequence is modulated into d , dN/Le symbols using
the 2L-QAM scheme.7 Thus, the quantized control signal will be coded and transmitted to the
actuator in d symbols, and d is the transmission latency of the conventional coding-based control
method.
In this scenario, the optimal control signal before quantization is [13]
uc(t) =
−A
dx(t), t = 1, 1 + d, 1 + 2d, · · ·
0, otherwise.
(75)
7Note that it is still an open problem in the literature to optimally design the parameters {N,K,L}.
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Once received and decoded correctly, the detected control signal is implemented by the actuator
as in (3); if the detection fails, the actuator does not control the plant [5], i.e.,
u(t) =

u˜c(t− d+ 1), if successful detection at
t = 1 + kd, k ∈ N
0 otherwise,
(76)
where u˜c(t − d + 1) denotes the quantized control signal of uc(t − d + 1), and N denotes the
set of non-negative integers. Here, we only focus on the effect of the transmission latency and
reliability of the coding-based control on the system performance, and thus, we assume that the
quantizer does not introduce any distortion of the original control signal [5], i.e., uc(t) = u˜c(t).
That is to say what we obtain is, in fact, an upper bound on the performance of the coding-based
control method.
In Fig. 7, the average costs of a single plant with coding-free and practical coding-based
control methods and different transmission-power limits are plotted, where the average cost
Jave is simulated by running a control process with 500 symbols and taking average using (4),
and the channel coefficient is H = 0.01. The methods BCH(15,11)-16QAM and BCH(7,4)-
256QAM have the transmission latency of 4 symbols and 1 symbol, respectively, and the
methods BCH(15,11)-256QAM and BCH(7,4)-16QAM have the same transmission latency, i.e.,
2 symbols. In the high SNR regime, i.e., P0 > 20 dBm, we see that the average costs of the
plant with different coding-based control methods simply depend on the transmission latency, and
the coding-free method almost achieves the lowest average cost achieved by the coding-based
method, i.e., BCH(7,4)-256QAM. Also, we see that the coding-free method is optimal in the
practical range of transmission power, e.g., 6−20 dBm. In the low SNR regime, the coding-free
method results in an infinite cost of the plant with the power limit, however, the coding-based
methods, i.e., BCH(7,4)-16QAM and BCH(7,4)-256QAM, have bounded (yet large) average
costs. This implies that coding-based methods can be superior when the SNR is low.
C. Optimal Coding-Free Control of Multi-Plant Systems in Slow-Fading Channels
In Fig. 8, we plot the optimal allocated transmission power Pi, control factor Ki, actuator
factor Gi and the average costs of a two-plant system of the optimal coding-free control policy,
where H1 = 0.01 and H2 = 0.02. We see that it is not possible to stabilize both the plants when
the transmission-power limit, P0, is less than 6 dBm. When P0 > 6 dBm, the optimal allocated
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Fig. 7: The average cost of a single plant with the coding-free and coding-based control methods.
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Fig. 8: The optimal control parameters and costs of the plants of the coding-free control method with different
transmission-power limit in slow-fading channels.
power to each plant increases, while the optimal controller and actuator factors and the average
cost of each plant decreases with the increasing of the transmission-power limit P0. Also, we see
that although the plant with a worse channel condition, i.e., plant 1, is allocated with a larger
transmission power and has a larger actuator factor than that of plant 2, the average cost of
plant 1 is still larger than plant 2. Also, we see that the controller factor of plant 1 is larger and
smaller than plant 2 in the low (e.g., P0 < 8 dBm) and high SNR regimes, respectively.
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Fig. 9: The average number of plants under remote coding-free control versus the transmission-power limit, where
A = 1.1.
In Fig. 9, we consider Rayleigh fading channel for each plant with average channel power
gain 10−4, and plot the average number of plants chosen for coding-free control (i.e., average
M ) with different transmission-power limit P0 and number of plants M0 by running 106 channel
realizations (control processes) and calculating M using (27). We see that the average number
of plants in coding-free control is almost equal to the total number of plants M0 when the
transmission-power limit P0 ≥ 20 dBm.
D. Optimal Coding-Free Control of Multi-Plant Systems in Fast-Fading Channels
In Fig. 10, considering the fast-fading scenario, we plot the optimal allocated transmission
power Pi, control factor Ki, actuator factor Gi and the average costs of a two-plant system
of the optimal coding-free control policy, where the variances of the channel coefficients are
σ2h,1 = 10
−4 and σ2h,2 = 4 × 10−4, respectively. We see that it is not possible to stabilize both
the plants when the transmission-power limit, P0, is less than 11 dBm. When P0 > 11 dBm, the
optimal allocated power to each plant increases, while the optimal controller and actuator factors
and the average cost of each plant decreases with the increasing of the transmission-power limit
P0. Comparing with the slow-fading case in Fig. 8, although the general trend of the curves are
the same, the average costs of the plants in the fast-fading case are much higher than that in the
slow-fading case due to the fluctuation and uncertainty of the channel coefficients.
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Fig. 10: The optimal control parameters and costs of the plants of the coding-free control method with different
transmission-power limit in fast-fading channels.
VII. CONCLUDING REMARKS
We have proposed to use the coding-free control method with ultra-low latency for wireless
single-controller-multi-plant NCSs. Our results have shown that the optimal power allocation
policy for stabilizing the plants with different channel conditions, is a channel-inversion-like
strategy. Also, the coding-free control method can provide better control-system performance
than the conventional coding-based methods for a practical range of SNR. For future work, we
will consider the design of coding-free data transmission for multi-state plant systems.
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