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Robuste Auszeichnung Grammatischer Funktionen*
MANFRED KLENNER
Abstract
We introduce a robust and shallow approach for grammatical role labeling
(dependency labeling) where data-driven and theory-driven aspects are
combined in a principled way. A classifier provides empirically justified
weights, linguistic theory contributes well-motivated global restrictions,
both are combined under the regiment of optimization. The empirical re-
sults of our approach are promising. However, we have made idealized
assumptions (small inventory of dependency relations and treebank-derived
chunks) that clearly must be replaced by a realistic setting.
Keywords: Dependency Labeling, Grammatical Role Labeling, Integer
Linear Programming, Statistical Natural Language Processing, Subcat-
egorization
1. Einführung
Grammatische Funktionen sind für mindestens zwei große Grammatik-
theorien von zentraler Bedeutung: für die auch in der Computerlingui-
stik  große Klasse von Dependenzgrammatiken und Dependenzparser
(z. B. Foth et al. 2005, Schneider et al. 2004) und die in der Tradition der
generativen Grammatik stehende Lexical Functional Grammar (LFG,
z. B. Bresnan 2001, Butt et al. 1999), die in Form des ParGram-Projekts
(Butt et al. 2002), aber auch durch die Grammatikentwicklungsumge-
bung XLE (Kaplan et al. 2002) in der Computerlinguistik spürbar prä-
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sent ist. Die Strukturbeschreibung von Sätzen mittels funktionaler Infor-
mation ist aber nicht Selbstzweck, sondern dient  in einem Syntax-
First-Modell  als Vorstufe der semantischen Analyse (vgl. z. B. die glue
semantics der LFG, Dalrymple 1999). Für die anwendungsorientierte
Computerlinguistik ist diese Art der Strukturbeschreibung ebenfalls sehr
attraktiv, da sie Ergebnisse liefert, die oft schon recht nah am eigentli-
chen Extraktionsziel sind: etwa bei der Extraktion von Protein-Protein-
Interaktionen aus bio-medizinischen Texten, dem Relation Mining.
Extraktionserfolge sind bereits mit dem Abgreifen der Subjekte und Ob-
jekte relevanter Verben wie to bind und to activate zu erzielen (Rinaldi
et al. 2006). Gerade in solchen Anwendungen, bei denen es oft um die
Verarbeitung großer Textmengen geht, ist neben der Robustheit auch die
Geschwindigkeit relevant. Es ist darüber hinaus zu fragen, ob für solche
speziellen Extraktionsaufgaben eine vollständige Analyse, wie sie Depen-
denzparser oder große LFG-Grammatiken liefern, notwendig ist. Oft
reichen flache (engl. shallow) Verfahren  vorausgesetzt die Qualität
(Präzision, Ausbeute) ist hinreichend gut. Ein solches flaches Verfahren
soll im Folgenden vorgestellt werden.
Die Aufgabe besteht in der Auszeichnung von einfachen Phrasen (d. h.
Phrasen, die keine weiteren Phrasen enthalten  sogenannte Chunks)
mit grammatischen Funktionen (GF) (von nun an GF-Etikettierung). Es
wird dabei gefordert, dass jeder dieser Chunks inklusive der Verben
(außer dem Wurzelverb) eine grammatische Funktion zugewiesen be-
kommt. Auf diese Weise entsteht eine Baumstruktur, die sich von einem
regularen Dependenzbaum lediglich darin unterscheidet, dass sie nicht
auf die Ebene der lexikalischen Köpfe hinunterreicht, sondern ganze
Phrasen relationiert.
Die Auswahl der grammatischen Funktionen ist dabei von den Verben
im Satz abhängig. Betrachten wir ein Beispiel (vgl. Bsp. 1).
(1) a. [Jeder]S glaubt [Sorbas]I
b. [Jeder]S glaubt, [dass [Sorbas]S kommt]C.
c. [Sorbas]S glaubt [an ein gutes Ende]P .
d. [Sorbas]S glaubt [alles]D
Das Verb ,glauben‘ hat mindestens vier Subkategorisierungsrahmen. Da
es uns nicht auf den Phrasentyp (NP, PP usw.), sondern die grammati-
sche Funktion ankommt, spezifizieren wir den Rahmen (wie die LFG)
mittels grammatischer Funktionen. Wir verwenden im Artikel folgende
Abkürzungen: S  Subjekt, D  direktes Objekt, I  indirektes Objekt,
P  prapositionales Objekt (Komplement, kein Adjunkt), C  Komple-
mentsatz, J  Adjunkt, T  attributiver Modifikator (z. B. attributiv
gebrauchte PP).
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Die Etikettierungsaufgabe kann ohne ein Lexikon mit verbspezi-
fischen Subkategorisierungsrahmen nicht zufriedenstellend gelöst wer-
den. Mit Hilfe dieses Lexikons können Etikettierungen ausgeschlossen
werden, die vom jeweiligen Verb nicht subkategorisiert werden (z. B.
,Sorbas‘ als nicht erlaubtes Genitivobjekt von ,glauben‘). Die von uns
verwendeten Subkategorisierungsrahmen entstammen der automati-
schen Extraktion aus einem großen, maschinenlesbaren Verblexikon für
Deutsch als Fremdsprache (Griesbach & Uhlig 2001), das neben mor-
pho-syntaktischer Information auch sortale („semantische“) Informa-
tion enthalt. Die Konvertierung dieser lexikalischen Ressource und die
damit verbundenen Probleme und Erkenntnisse sind in Klenner (2006b)
beschrieben.1
Welcher Chunk welche grammatische Funktion realisiert, hängt nicht
nur vom Subkategorisierungsrahmen des Verbs ab, sondern auch vom
Phrasentyp der Chunks, ihrer Morphologie und der Syntax (Wortstel-
lung). Das hier vorgestellte Verfahren ist flach, d. h. es wird keine
vollständige Syntaxanalyse etwa anhand einer Phrasenstrukturgramma-
tik durchgeführt. Große Grammatiken für das Deutsche sind zwar mitt-
lerweile vorhanden, etwa für die LFG (Butt et al. 2002), oder aber in
Form sogenannter Treebank-Grammatiken, d. h. automatisch aus Baum-
banken extrahierte probabilistische kontextfreie Grammatiken (PCFG,
vgl. z. B. Schiehlen 2004). Wie bereits diskutiert sind vollständige Analy-
sen nicht in allen Anwendungskontexten nötig. Zudem ist das Parsen
mit Grammatiken oft sehr rechenintensiv (und daher langsam), wenn-
gleich hier in jüngster Zeit mit hybriden Ansätzen Fortschritte erzielt
worden sind (vgl. Foth & Menzel 2006). Statt eines Parsers soll vielmehr
ein sogenannter Chunker, d. i. ein Verfahren, das einen Satz in (meist
rudimentare) Phrasen (sog. Chunks, NPs oder PPs, aber auch Verben)
zerlegt, die benötigte Information über Phrasengrenzen und Phrasentyp
liefern. Für das Deutsche gibt es verschiedene Chunker, z. B. Chunkie
(Skut & Brants 1998), der die 50.000 Sätze des Tiger-Korpus (Brants
et al. 2002) in fünf Minuten verarbeitet. Um eine stärkere Fokussierung
auf das eigentlich interessierende Problem der GF-Etikettierung zu errei-
chen und die empirischen Ergebnisse nicht durch vom Chunker erzeugtes
Rauschen2 zu beeinflussen, wurde in der vorliegenden Arbeit ein perfek-
tes (d. h. anhand der Tiger-Baumbank simuliertes) Chunkerergebnis an-
genommen.
1. Ein anderes computerlinguistisches Lexikon, das auch Subkategorisierungsrahmen ent-
hält, ist IMSLex (Lezius et al. 2000).
2. Mit Rauschen (engl. noise) bezeichnet man (meist nicht beinflussbare) Störsignale, die
eine Messung (im vorliegenden Fall die Präzision usw.) beinträchtigen.
190 Manfred Klenner
Die morphologische Analyse erfolgt mit Gertwol (Lingsoft Oy 1994).
Dies liefert die (oft ambigen) Werte für Kasus, Numerus und Genus
einzelner Wörter. Mittels Unifikation kann die Morphologie für den gan-
zen Chunk ermittelt werden, aber auch hier bleiben oft Mehrdeutigkeiten
unaufgelöst. Zudem stehen nicht für alle Wortformen Gertwolanalysen
zur Verfügung. Mit anderen Worten, die vorhandenden Wissensquellen
sind meist nicht ausreichend (sondern unterspezifiziert, ambig, ver-
rauscht) um eine zweifelsfreie GF-Etikettierung zu erlauben. In solchen
Fällen ist es wünschenswert durch die Anwendung eines statistischen
Verfahrens die wahrscheinlichste Zuordnung treffen zu können.
Statistische Verfahren benötigen Trainingsdaten, anhand derer sie em-
pirische Präferenzen lernen können. Solche Präferenzen basieren auf
kontextuellen Merkmalen wie z. B. den morphologischen und syntakti-
schen Eigenschaften der auszuzeichnenden Chunks und Häufigkeiten,
mit denen bestimmte Eigenschaften und Klassen gemeinsam auftreten.
Im vorliegenden Fall bestehen die Trainingsdaten aus entsprechend an-
notierten Chunk-Chunk-Paaren (abgeleitet aus der Tiger-Baumbank),
denen als Klasse die zwischen ihnen bestehende grammatische Funktion
zugeordnet wurde. Auf diese Weise  durch Konvertierung der Tiger-
Baumbank in eine (partielle) Dependenzbaumbank  entstand ein soge-
nannter Gold Standard, der einerseits zum Training eines überwachten
(supervised) Lernverfahrens verwendet und andererseits zur Evaluierung
herangezogen werden konnte, wobei hierbei natürlich eine exklusive
Aufteilung des Gold Standard in Trainings- und Testdaten zugrunde ge-
legt wurde.
Die methodische Neuerung der vorliegenden Arbeit setzt hier an. Die
Ausgabe des von uns benutzten statistischen Verfahrens, Maximum-En-
tropie, liefert für jedes Chunk-Chunk-Paar einen Vektor, der angibt, mit
welcher Wahrscheinlichkeit das Paar welche grammatische Funktion rea-
lisiert. In herkömmlichen Ansätzen würde nun die wahrscheinlichste
Zuordnung ausgewählt werden. Da die (paarweisen) Klassifikationsent-
scheidungen aber voneinander unabhängig getroffen werden, kann es
passieren, dass z. B. die Subjektfunktion eines Verbs mehrfach vergeben
wird (etwa bei möglicher Nominativlesart von mehr als einem Chunk).
Globale Beschränkungen wie z. B. die Beschränkung auf ein Subjekt pro
Verb können bei solchen Ansätzen aus Modellierungsgründen nicht ein-
gefordert werden (vgl. Kapitel 2.4.). Die wahrscheinlichste grammatische
Funktion wird daher oft gar nicht erlaubt sein. In diesem Fall muss dann
die wahrscheinlichste erlaubte grammatische Funktion gesucht werden.
Tritt dieses Problem mehrfach auf (bei konkurrierenden Lösungen),
dann stellt sich die Frage nach der optimalen Auswahl. Dieses Koordina-
tionsproblem ist nicht mehr trivial lösbar und wird von uns mit dem
Optimierungsansatz Integer Linear Programming (ILP) gelöst.
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Der Artikel ist wie folgt aufgebaut. Zuerst diskutieren wir Klassifika-
tion als Methode einer anwendungsorientierten Computerlinguistik. Wir
stellen die von uns verwendete Klassifikationsmethode Maximum-Entro-
pie vor, beschreiben kurz die Generierung des Gold Standard aus der
Tiger-Baumbank und die linguistischen Merkmale, die den so gewonne-
nen Eingabevektoren zugrunde liegen. Wir diskutieren Modellierungs-
probleme traditioneller Klassifikatoren wie Maximum-Entropie und ins-
besondere daraus resultierende Inkonsistenzen. Im Hauptteil des Arti-
kels präsentieren wir unseren Lösungsvorschlag: eine Formalisierung der
GF-Etikettierung mittels des Optimierungsansatzes Integer Linear Pro-
gramming. Am Ende steht eine Evaluierung unseres zweistufigen Mo-
dells.
2. Klassifikation als Methode in der Computerlinguistik
2.1. Maschinelles Lernen und Statistische Sprachverarbeitung
In vielen Bereichen der Computerlinguistik dominieren heutzutage Ver-
fahren des maschinellen Lernens bzw. statistische Verfahren.3 Dem liegt
die Erkenntnis zugrunde, dass sich viele Probleme der automatischen
Sprachverarbeitung als Klassifikationsprobleme auffassen lassen, und
dass im Hinblick auf die stärkere Anwendungsorientierung der Compu-
terlinguistik und der damit verbundenen Probleme durch verrauschte
Daten robuste Verfahren benötigt werden, also statistische Ansätze im
weitesten Sinne. Attraktiv ist dabei  um ein Beispiel aus dem Bereich
des Parsings zu nennen  dass jedem Satz mindestens eine (partielle)
Analyse zugewiesen werden kann, und dass über der Menge der Analy-
sen eine Präferenzordnung mittels Wahrscheinlichkeiten definiert ist, so
dass die wahrscheinlichste Analyse abgegriffen werden kann. Für prakti-
sche Zwecke ist dies angesichts der massiven Ambiguität selbst recht
einfacher Sätze unerlässlich.
Zu den prominentesten Lernverfahren gehören Entscheidungsbaum-
lernen (Quinlan 2005) mit Einsatzgebieten z. B. im Wortklassen-Tagging
(Schmid 1994) und der Anaphernresolution (Ng & Cardie 2002), Maxi-
mum-Entropie etwa beim Parsing (Skut & Brants 1998) und Memory-
based Learning mit Verwendung beim Parsing (Kübler 2004) oder bei der
Etikettierung grammatischer Funktionen (Buchholz et al. 1999).
Die zu klassifizierenden Objekte sind Wortformen (Tagging), Anteze-
denz-Anapher-Kandidaten (Anaphernresolution), Zeichenketten (Par-
sing) und Chunk-Chunk-Paare (GF-Etikettierung). Die Klassen sind
entweder binär, etwa bei der Anaphernresolution, wo ein Kandidaten-
3. Einführungen in diese Disziplinen sind Mitchell (1997) und Manning & Schütze (1999).
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paar positiv (anaphorische Relation) oder negativ (keine anaphorische
Relation) markiert werden muss, oder aber es gibt viele spezielle Klas-
sen  wie z. B. bei der GF-Etikettierung, wo die grammatischen Funk-
tionen die Klassen sind. Ein Chunk-Chunk-Paar gehört dann einer be-
stimmten GF-Klasse an (oder nicht).
Solche quantitativen Methoden erfordern die Verfügbarkeit von vor-
klassifizierten Daten. In der Trainingsphase werden den Verfahren posi-
tive und meist auch negative Trainingsdaten gegeben, wobei es von den
verfügbaren Ressourcen abhängt, welche Objekteigenschaften zur Be-
schreibung der Trainingsbeispiele verwendet werden können. Bei der
Anaphernresolution etwa werden die Kandidaten hinsichtlich ihrer
grammatischen Funktion, morphologischen Eigenschaften usw., aber
auch hinsichtlich positionaler, d. h. nicht-linguistischer Merkmale wie
der Distanz in Phrasen und/oder Sätzen markiert. Diese Information
wird meist in Form von Vektoren abgelegt, was vor allem eins bedeutet:
An einer bestimmter Position der Objektbeschreibung steht immer die
gleiche Art von Information. Die Objektbeschreibung darf dabei auch
redundant sein, bzw. auf verschiedenen Abstraktionsebenen erfolgen und
es kommt auch nicht auf eine stark „theoriezentrierte“ Auswahl der Be-
schreibungsdimensionen an. Das Lernverfahren erkennt, welche Eigen-
schaften für die Klassifikationsaufgabe relevant sind. Dabei entstehen
oft unvermutete Korrelationen, so dass eine zu strikte Vorauswahl die
Erfolgschancen (z. B. die Präzision) eher vermindert.
Bei der Evaluierung kommen meist die aus dem Information Retrieval
stammenden Maße Präzision (precision), Ausbeute (recall) und das F-
Maß (F-measure) zum Einsatz. Die annotierte Datenmenge (der Gold
Standard ) wird im einfachsten Fall in ein Trainingsset (z. B. 80%) und
ein Testset aufgeteilt. Anhand des Trainingssets lernt der Klassifikator
die Zuordnung von Objekten zu Klassen, anhand des Testsets wird eva-
luiert.4
Im einfachsten Fall bedeutet erfolgreiches Lernen, dasjenige Attribut
zu finden, dessen Werteausprägungen die Beispielmenge am Besten in
(möglichst disjunktive) Klassen einteilt. Dies ist (etwas vereinfacht) der
Ansatz beim Entscheidungsbaumlernen. Bei den im vorliegenden Ansatz
verwendeten Maximum-Entropie-Modellen schließt das Lernen auch das
Bestimmen von Gewichten für bestimmte kontextuelle Merkmale ein.
Dies  sowie die im Rahmen dieser Arbeit zur GF-Etikettierung verwen-
deten Merkmale  soll im Folgenden erläutert werden.
4. Daneben gibt es methodisch viele weitere Vorgehensweisen: cross validation, leave one
out usw., vgl. Manning & Schütze (1999)
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2.2. Maximum-Entropie-Modellierung
Entropie ist ein Maß aus der Informationstheorie. Es charakterisiert den
Informationsgehalt von Nachrichten. Dabei wird eine Menge von Nach-
richten als Zufallsvariable aufgefasst, so dass jede Nachricht eine be-
stimmte Wahrscheinlichkeit hat. Die zur Berechnung der Entropie ver-
wendete Formel bestimmt die durchschnittliche Anzahl an Bits, die man
braucht, um eine Nachricht zu kodieren. Die Definition lautet (X be-
zeichnet die Zufallsvariable, x ein Zufallsereignis):
H(X)   
xX
log p(x)p(x)
Je kleiner die durchschnittliche Anzahl von Bits ist, desto geringer ist der
Neuigkeitswert oder Informationsgehalt einer Nachrichtenmenge. Neh-
men wir an, es gibt zwei Nachrichten, wobei die Wahrscheinlichkeit der
einen Nachricht 1 sei, es also sicher ist, dass (nur) diese Nachricht gesen-
det wird. Die Entropie H(X) ist dann 0 (log 1 * 1  log 0 * 0  0). Wir
wissen bereits vor dem Empfang der Nachricht, was ihr Inhalt sein wird
(man braucht 0 Bits um ihren Inhalt zu kodieren)  der Neuigkeitswert
ist daher 0. In unserem binären Beispiel wäre die Entropie maximal (hier
1), wenn jede Nachricht die Wahrscheinlichkeit 0.5 hätte. Maximum-
Entropie-Modelle gehen nun davon aus, dass, in Abwesenheit zusätzli-
cher Information, solche Modelle am besten (d. h. am plausibelsten)
sind, bei denen die Entropie maximiert, also kein Ereignis unberechtiger-
weise bevorzugt wird. Wenn man nicht weiß, wie groß die Wahrschein-
lichkeiten zweier Ereignisse sind, dann ist es besser, Gleichwahrschein-
lichkeit (und damit maximale Entropie) anzunehmen, als arbiträr ein
Ereignis zu bevorzugen (in unserem Beispiel etwa eine Wahrscheinlich-
keit > 0.5 zu vergeben).
Maximum-Entropie-Modelle für Probleme der Sprachverarbeitung
können aus vorklassifizierten Daten geschätzt werden.5 Gesucht ist ein
statistisches Modell, das bestimmten Ereignissen, hier Chunk-Chunk-
Paaren, Wahrscheinlichkeiten einer Klassenzugehörigkeit, hier gramma-
tische Funktionen, zuordnet. Die Ereignisse setzen sich meist aus vielen
Einzelbeobachtungen (technisch features) zusammen und Lernen besteht
im Bestimmen des Beitrags (Gewicht) der Einzelbeobachtungen zur
Klassifikationsentscheidung. In Abbildung 1 wird dies mathematisch ge-
fasst.
5. Vgl. Berger et al. (1996) für eine Einführung und Anwendung aus dem Bereich der
maschinellen Übersetzung.
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Beobachtungen werden durch Merkmalsvektoren (x→) repräsentiert. Ge-
sucht ist die Wahrscheinlichkeit p(x→, y), wobei y Element der Menge der
Klassen ist, im vorliegenden Fall sind dies die grammatischen Funktio-
nen. Der Ausdruck 1/Z dient der Normalisierung, er garantiert ein vali-
des statistisches Modell (alle Wahrscheinlichkeiten summieren sich auf
zu 1). fi (x
→, y) ist ein sogennanntes Feature, ai das ihm zugeordnete (und
aus den Trainingsdaten gelernte) Gewicht, K ist die Anzahl der Features.
Bei der Klassifikation eines Vektors x→ wird zunächst für jedes y die
Wahrscheinlichkeit p(x→, y) berechnet und schließlich dasjenige y mit der
größten Wahrscheinlichkeit als Klasse ausgewählt. Die Wahrscheinlich-
keit hängt von den Gewichten, ai, der einzelnen Features ab. Diese
Features kodieren Eigenschaften des Kontexts. Im Fall der GF-Etikettie-
rung sind dies morphologische, syntaktische und positionale Eigenschaf-
ten, z. B. die syntaktische Kategorie eines Chunks oder sein Kasus.
Abbildung 2 gibt ein Beispiel. Es beschreibt ein Feature fi , das den
Wert 1 hat, wenn als Kasus des Chunks cj im Vektor x
→ Nominativ einge-
tragen ist und der Vektor gleichzeitig zur Klasse Subjekt (S) gehört. Das
Gewicht, ai , solcher Features kann aus den Trainingsdaten bestimmt
werden, wo alle Chunk-Chunk-Paare vorklassifiziert vorliegen und die-
ses Feature mit einer bestimmten Häufigkeit, die sein Gewicht mitbe-
stimmt, auftritt. Es gibt verschiedene Algorithmen zur Bestimmung einer
solchen Maximum-Entropie-Verteilung, z. B. das Generalized Iterative
Scaling (siehe Manning & Schütze 1999).
fi (x
→, y)  1 if case (cj )  nom and y  S
0 else
Abb. 2: Beispiel für ein Feature
2.3. GF-Etikettierung mit Maximum-Entropie
Im vorliegenden Ansatz wird Maximum-Entropie dazu verwendet
Chunk-Chunk-Paare hinsichtlich der zwischen ihnen bestehenden gram-
matischen Funktion zu klassifizieren. Die Trainingsdaten für das zu ler-
nende Maximum-Entropie-Modell entstammen der Tiger-Baumbank so-
wie morphologischen Analysen mittels Gertwol (Lingsoft Oy 1994). Je-
des Chunk-Chunk-Paar wird in Form eines Vektors repräsentiert, dem
als Klassenlabel die zwischen den Chunks bestehende grammatische
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Funktion zugeordnet wird. Es werden innerhalb eines Satzes alle Paare
gebildet (inklusive der Verben). Falls zwei Chunks in keiner grammati-
schen Funktion stehen, was mehrheitlich der Fall ist, wird ein Nullklas-
sen-Label vergeben.
Die Benutzung solcher vorklassifizierter Daten setzt einen Gold Stan-
dard voraus, in unserem Fall im Prinzip eine Dependenzbaumbank des
Deutschen. Mit dem Tiger-Korpus liegt eine Baumbank vor, in der diese
Information bis zu einer bestimmten Granularität vorhanden ist. Diese
Ebene ist genau die von uns anvisierte Ebene der grammatischen Funk-
tionen von Verben inklusive der Adjunkte und Attributivmodifikatoren.
Bäume in der Tiger-Baumbank tragen syntaktische und funktionale
Label, die weitgehend den grammatischen Funktionen entsprechen. Hier
ein Beispielsatz und seine Repräsentation als Dependenzbaum im Gold
Standard: Konzernchefs lehnen den Milliardär als US-Präsidenten ab. Der








Konzernchefs ist ein „normales Nomen“ (,NN‘) und es ist das Subjekt
(,SB‘) des Verbs ablehnen. Obwohl die Subjekt-Relation zwischen dem
Nomen und dem Verb nicht direkt kodiert ist, ist sie doch anhand einfa-
cher struktureller Muster rekonstruierbar (hier: ein S-Knoten, der ein
,NN-SB‘ und ein ,VVFIN-HD‘ regiert). Die so extrahierte Dependenzre-
lation kann als Tripel dargestellt werden: <SB, NN-1-1, VVFIN-2-2>.
Das erste Element ist die Funktion, es folgen der abhängige Chunk (NN)
mit seiner Extension in Wortpositionen (1-1) und der Kopf (ebenfalls mit
Extension). Der gesamte Baum hat folgende Repräsentation (mit den




Die Extraktion einer solchen partiellen Dependenzbaumbank aus der
Tiger-Baumbank ist weitgehend trivial. Sie erfordert aber ein Segmentie-
ren der Phrasen, was nicht in jedem Fall möglich ist. Da wir an den
einzelnen grammatischen Relationen interessiert sind, müssen komplexe
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Phrasen in mehrere Teile aufspalten werden: in eine meist nicht explizit
vorhandene „Kopfphrase“ und sie modifizierende Restphrasen. Zum
Beispiel das Subjekt in Die Bestätigung der Meldung kommt bald muss
in Die Bestätigung und der Meldung aufgeteilt werden, wobei die
Subjektrelation von kommt mit Die Bestätigung besteht, und die Rela-
tion zwischen Die Bestätigung und der Meldung die eines Genitivattri-
buts ist. Probleme gab es bei komplexen Phrasen mit Einbettung, z. B.
das gestern (von der Regierung) verhängte Ausgangsverbot. Eine Segmen-
tierung in zwei Phrasen ist hier aufgrund der Diskontinuität nicht mög-
lich. Die entsprechenden Sätze (400) wurden entfernt.
Der Gold Standard erfasst für jedes Chunk-Chunk-Paar die syntakti-
schen Label der Chunks, deren Extension und die zwischen ihnen beste-
hende grammatische Funktion. Zum Aufbau der Trainingsdaten, i. e. der
Eingabevektoren, müssen weitere Merkmale fixiert werden, allein an-
hand der syntaktischen Kategorie kann noch nicht auf die grammatische
Funktion geschlossen werden.
Zum Trainieren des Maximum-Entropie-Klassifikators wurden die
Merkmale aus Abbildung 3 verwendet. Sie können ebenfalls aus der Ti-
ger-Baumbank extrahiert oder anhand von Gertwol bestimmt werden.
Einige positionale Merkmale kann man durch einfache Suche in der
Baumbank oder im Satz selbst fixieren, etwa die Anzahl der intervenie-
renden Satzzeichen. Die Merkmale ersetzen eine vollständige Syntaxana-
lyse; die Behauptung ist, dass sie zur Bestimmung der grammatischen
Funktionen ausreichen. Wie bereits erwähnt sind die morphologischen
Analysen oft mehrdeutig, z. B. bei Eigennamen, wo bis auf den Genitiv
alle Kasus möglich sind. Die Dimensionen der Vektoren sind so aufge-
baut, dass alle Gertwol-Analysen repräsentiert werden können. Generell
 das syntaktische Label der Chunks
 die Wortklasse der Köpfe der Chunks
 das Lemma der Köpfe der Chunks
 Person, Kasus, Numerus und Genus bei Nomen
 Kasus bei Präpositionen
 Numerus und Person bei Verben
 die Distanz der Kandidaten in Chunks
 der syntaktische Typ der intervenierenden Chunks
 die Anzahl der intervenierenden Verben zwischen den Kandidaten
 dieAnzahl von intervenierenden Satzzeichen zwischen denKandidaten
 die Richtung der Dependenzrelation
 ein Aktiv-Passiv-Flag
Abb. 3: Merkmalsdimensionen der Vektoren
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erhält der Maximum-Entropie-Klassifikator im Fall von ambigen Daten
alle Alternativen.
Aus den Merkmalsvektoren der Trainingsinstanzen lernt der Klassifi-
kator zwischen den Klassen zu unterscheiden, indem er die Gewichte des
Maximum-Entropie-Modells adjustiert. Angewandt auf die Testinstan-
zen liefert das Modell für jede Klasse die Wahrscheinlichkeit, mit welcher
zwei Chunks unter die Klasse fallen.
2.4. Klassifikation und globale Beschränkungen
Wie aus dieser Beschreibung der Rahmenbedingungen und Vorgehens-
weise solcher Klassifikatoren ersichtlich wird, ist die Art der Problemlö-
sung rein datengetrieben. Ein annotiertes Korpus führt mittels eines all-
gemeinen Lernverfahrens zu einem Klassifikator mit einer bestimmten
Funktionalität. Theorie kommt einzig in der Auswahl relevanter Merk-
male zur Objektbeschreibung ins Spiel. Präskriptive Bedingungen, also
Bedingungen, denen jede Lösung des Problems gehorchen muss, können
nicht integriert werden.
Betrachten wir das GF-Etikettierungsproblem. Eine Möglichkeit be-
steht darin (wie oben beschrieben), jede grammatische Funktion als
Klasse aufzufassen und jedes Chunk-Chunk-Paar einer dieser Klassen
zuzuweisen. Dies ist handhabbar, es gibt ausreichend Trainingsbeispiele,
da jeder Satz mindestens ein solches Paar (z. B. ein Verb und eine NP)
enthält. Pro Chunk-Chunk-Paar ist genau ein Klassifikationsschritt er-
forderlich: Der Klassifikator nimmt die Objektbeschreibung (den Vek-
tor) und liefert die (wahrscheinlichste) grammatische Funktion als
Klasse. Ein Problem, das bei dieser Art der Modellierung entsteht, ist
jedoch, dass die Klassifikationschritte voneinander unabhängig sind. Für
jedes Paar wird eine Klasse ermittelt, dann für das nächste usw. Es kann
dabei z. B. nicht mehr garantiert werden, dass jede grammatische Funk-
tion (eines Verbs) nur einmal, oder dass eine obligatorische grammati-
sche Funktion auch tatsächlich vergeben wird. Dies alles könnte man
mit folgender Modellierung gewährleisten: Klassen sind nicht die gram-
matischen Funktionen sondern die Subkategorisierungsrahmen. Statt 7
Klassen (Anzahl der verwendeten GF) gäbe es dann, je nachdem, zwi-
schen 20 und 30 Klassen (Anzahl unterschiedlicher Subkategorisierungs-
rahmen). Die Anzahl der Subkategorisierungsrahmen ist aber nicht das
Problem, da man ja die Auswahl durch die Verben im Satz auf deren
Rahmen einschränken könnte. Das Problem ist die Zuordnung von
Chunks zu Positionen im Rahmen. Im allgemeinen Fall könnte jeder
Chunk jede grammatische Funktion im Rahmen einnehmen. Bei einem
dreiwertigen Verb und  sagen wir  sechs NP-Chunks im Satz wären
das 6  5  4 Möglichkeiten. Das sind 120 Klassifikationsschritte vergli-
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chen mit (maximal) 7 im einfachen Fall (jeder Chunk ist entweder Sub-
jekt, Objekt usw. des Verbs). Subkategorisierungsrahmen scheiden daher
aus praktischen Erwägungen als Klassen aus, obwohl theoretisch eine
Modellierung, die konsistente Zuordnungen liefert, denkbar wäre.
Im vorliegenden Artikel wird gezeigt, wie die optimale Auswahl mittels
eines constraint-basierten Ansatzes, der auf einer numerischen Optimie-
rungsstrategie basiert, erfolgen kann. Er wird allerdings nicht im Sinne
einer Reparatur eingesetzt, sondern als selbständige Berechnungsebene
in einem kaskadierten Modell. Dabei fließt präskriptives theorie-bezoge-
nes Wissen in die Formulierung der Beschränkungen (engl. constraints)
ein. Die optimierte Lösung des Problems steht also unter der globalen
Kontrolle linguistischer Prinzipien. Die statistische Modellierung er-
folgt  wie bereits beschrieben  mit Maximum-Entropie. Die Ausgabe
des Maximum-Entropie-Klassifikators (ein Vektor mit Wahrscheinlich-
keiten für jede Klasse) wird als Gewichtung in einem linearen Gleichungs-
system verwendet, um unter Einhaltung globaler, linguistisch motivierter
Beschränkungen, eine optimale Lösung des GF-Etikettierungsproblems
zu erreichen.
3. GF-Etikettierung mit Integer Linear Programming
3.1. (Integer) Linear Programming
Linear Programming (Nemhauser & Wolsey 1999) ist die Bezeichnung
für eine Klasse von Algorithmen zur Lösung von Optimierungsproble-
men. Das zu lösende Problem muss dazu als lineares Gleichungssystem
repräsentiert werden. Die Spezifikation setzt sich aus einer zu opti-
mierenden (maximierenden oder minimierenden) Funktion (objective
function) und einer Reihe von Beschränkungen, denen die Lösung gehor-
chen muss, zusammen. In Abbildung 4 ist die allgemeine Form eines
solchen Gleichungssystems gegeben, wobei i  1, …, m und X1… Xn
Variablen, y1… yn , bi und ai1… ain Konstanten bezeichnen.
max : f (X1, …, Xn) : y1X1  …  ynXn

ai1X1  ai2X2  …  ain Xn  bi
Abb 4: ILP-Spezifikation
Die Aufgabe besteht in der Optimierung (hier Maximierung) der n-stelli-
gen Funktion f. Diese ist definiert als die Summe aller yiXi. Beim Linear
Programming kann eine Variable Xi eine beliebige rationale Zahl sein.
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Im Unterschied dazu sind beim Integer Linear Programming (ILP) die
Werte auf ganze Zahlen (engl. integer) beschränkt. Unter dieser Be-
schränkung wird das Lösen von Optimierungsproblemen NP-vollstän-
dig. Diese komplexitätstheoretische Einordnung ist grundsätzlich bei der
Anwendung von ILP zu berücksichtigen.
3.2. Binäre Klassifikation mit ILP
Klassifikationsprobleme können auf ganz unterschiedliche Art mit ILP
gelöst werden. Wir beschränken uns auf eine binäre Modellierung kom-
plexer Klassifikationsprobleme und zeigen wie logische Konnektoren in
ILP repräsentiert und zum Aufbau von Beschränkungen bei der Opti-
mierung eingesetzt werden können.
Gemäß unserer Festlegung auf binäre Klassifikation repräsentieren die
Xi aus Abbildung 4 binäre Klassenvariablen oder auch Indikatorfunktio-
nen. Erhält eine Variable den Wert eins, dann ist eine positive Klassifika-
tion erfolgt, eine null bedeutet eine negative. Die y1… yn sind Gewichte,
die den quantitativen Beitrag einer positiven Klassifikationsentscheidung
zur Optimierungsaufgabe repräsentieren. Je höher das Gewicht einer
Variable bei einer Maximierungsaufgabe, desto wahrscheinlicher ist ihre
Instantiierung (also Belegung mit dem Wert eins). Welche Indikatorva-
riablen instantiiert werden, hängt allerdings auch von den globalen Be-
schränkungen ab. Die Gewichte selbst können z. B. von einem statisti-
schen Modell stammen, wie in unserem Fall.
Betrachten wir das Problem der Auszeichnung grammatischer Funk-
tionen. Gegeben sei die Ausgabe eines Chunkers für einen Satz: ein oder
mehrere Verben, VB, und (NP- und/oder PP-) Chunks, CH. Sei CH
definiert als die Menge der Chunks vereinigt mit den Verben: VB ∪ CH.
Die Aufgabe beim Auszeichnen von grammatischen Funktionen besteht
dann darin, alle Paare CH  CH entweder mit einer gültigen gram-
matischen Funktion zu etikettieren oder sie unrelationiert zu belassen
(sprich: mit einer Nullklassenrelationierung zu versehen).
Dazu ein Beispiel. Gegeben sei der Satz Theo glaubt Anna. Chunk c1
sei Theo, Chunk c2 sei Anna (CH  {c1, c2}) und v1 sei glaubt (VB 
{v1}). Weiterhin gelte, dass glauben ein Subjekt und ein indirektes Objekt
subkategorisiert. Die Aufgabe besteht dann darin, für die Paare *c1, v1+
und *c2, v1+ zu bestimmen, welches die Subjekt- und welches die Objekt-
beziehung (unsere binären Klassen) repräsentiert. Bei n Klassenlabel und
m zu etikettierenden Instanzpaaren brauchen wir n m Indikatorvariab-
len. Den Namen der Indikatorvariable wollen wir so wählen, dass er
gleichzeitig die Abbildungsinformation trägt, die festschreibt, welche
Chunks in welcher grammatischen Relation stehen, falls die Indikatorva-
riable im Zuge der Optimierung den Wert eins erhält. Im vorliegenden
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(noch vereinfachten) Fall benötigen wir vier Variablen, deren Name sich
aus drei Teilen zusammensetzt: der grammatischen Funktion und den
beiden zu verknüpfenden Chunks. Die vier Möglichkeit sind: c1 und c2
können jeweils Subjekt oder indirektes Objekt von v1 sein. Die vier Va-
riablen hierfür sind: Sv1c1, Sv1c2, Iv1c2, Iv1c1. Die Variable Sv1c1 reprä-
sentiert also zum Beispiel die Klasse, die Theo (c1) als Subjekt (S ) dem
Verb glauben (v1) zuordnet. Diese Variablen entsprechen den Xi aus Ab-
bildung 4. Wir benötigen noch Gewichte, die  bei der Maximierung 
die Stärke einer bestimmten Klassifikationsentscheidung repräsentieren.
Nehmen wir für unser Beispiel willkürlich folgende Gewichte an:
wSv1c1  0.6 wSv1c2  0.4 wIv1c1 0.3 wIv1c2  0.7
Das Maximierungsproblem besteht dann in folgender linearer (Optimie-
rungs-) Gleichung:6
max : 0.6  Sv1c1  0.4  Sv1c2  0.7  Iv1c2  0.3  Iv1c1
Ohne Beschränkungen würde Maximierung hier bedeuten, dass alle Indi-
katorvariablen den Wert eins erhalten, denn die Summe aller Gewichte
bildet den maximalen hier erreichbaren Wert
(0.6  1  0.4  1  0.7  1  0.3  1  2).
Die linguistischen Beschränkungen sind folgende:
 jede subkategorisierte grammatische Funktion muss exakt einmal in-
stantiiert werden (bei obligatorischen Kasusrollen):7
Sv1c2  Sv1c1  1 und Iv1c2  Iv1c1  1
 jeder Chunk muss exakt einmal in einer grammatischen Funktion zu
einem anderen Objekt (hier dem Verb) stehen:
Sv1c1  Iv1c1  1 und Iv1c2  Sv1c1  1
Unter diesen Beschränkungen liefert:
0.6  Sv1c1  0.4  Sv1c2  0.7  Iv1c2  0.3  Iv1c1
dann den maximalen Wert, wenn Sv1c1  1 und Iv1c2  1 (und Sv1c2  0
und Iv1c1  0): 0.6  1  0.7  1  1.3.
Damit ist das Prinzip der binären Modellierung mit ILP erläutert. Die
Anwendung z. B. auf das GF-Etikettierungsproblem erfordert allerdings
die Festlegung weiterer Beschränkungen und eine Erweiterung der Varia-
6. Zusätzlich muss angegeben werden, dass 0 w Xi w 1 für alle i und dass die Xi ganze
Zahlen sind.
7. Doppelte Akkusativobjekte tragen spezielle Funktionslabel.
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blenbenennung. Bevor wir uns der Formalisierung des GF-Etikettierung-
Problems zuwenden, soll der Versuch unternommen werden, zu bestim-
men, welche „logischen Mittel“ uns ILP bei der Formulierung von Be-
schränkungen zur Hand gibt.
3.3. Die Logik von ILP (binärer Fall)
In der hier vorgestellten Variante entspricht eine ILP-Formalisierung ei-
ner aussagenlogischen Formalisierung. Relationen zwischen Objekten
werden mit binären (die Relation durch die Namenskonvention indizie-
renden) Variablen repräsentiert. Jede binäre Variable entspricht somit
einer Satzvariable im Sinne der Aussagenlogik. Damit ein Problem in
gewohnter Weise aussagenlogisch repräsentiert werden kann, müssen
nun noch die Äquivalente zu den logischen Konnektoren definiert wer-
den. Ein Unterschied freilich bleibt bestehen: Das Schlussverfahren ist
im Falle von ILP durch Gewichte gesteuert.
1. X1 ∨ .. ∨ Xn X1  ..  Xn  1
2. X1 ∨ .. ∨ Xn X1  ..  Xn  1
3. X1 ∧ .. ∧ Xn X1  ..  Xn  n
4. X1 → X2 X1  X2
5. X1 → X2 X1  X2
Abb. 5: Aussagenlogik und ILP
Exklusives Oder (∨) liegt vor, falls die Summe der Xi Indikatorvariablen
genau 1 ergibt (vgl. Zeile 1, Abb. 5). Die Disjunktion (∨) fordert, dass
mindestens ein (Wahrheits-) Wert eins ist. Eine konjunktive Verknüpfung
(∧) von Indikatorvariablen Xi bedeutet, dass jede einzelne den Wert eins
erhalten muss, bei n Variablen muss die Summe demnach n sein. Für die
Entsprechung des Konditionals (→) muss gelten, dass das Vorderglied
kleiner gleich dem Hinterglied ist, so dass im Falle, dass das Hinterglied
null ist, das Vorderglied ebenfalls null sein muss. Schließlich gilt für das
Bikonditional (↔), dass die verknüpften Variablen gleichgesetzt werden:
Wenn die eine null (eins) ist, dann auch die andere.
Im Kontext von ILP werden solche Aussagen dazu verwendet, eine
konsistente Lösung zu erzwingen. Die Wahrheitswerte (null oder eins)
der Variablen sind also nicht wie in der Aussagenlogik durch eine Bele-
gung (vor-) gegeben, sondern die Belegung wird aufgrund der Forma-
lisierung (Beschränkungen und Optimierungsfunktion) erst ermittelt.
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Genau das ist das Ziel der Formalisierung und gleichzeitig die Lösung
der Klassifikationsaufgabe: die Ermittlung, welche Klassen den Wert
eins erhalten.
3.4. Formalisierung
Wir verwenden in der Formalisierung folgende grammatische Funktio-
nen (basierend auf den Tiger-Kategorien): Subjekt (S ), direktes (i. e. Ak-
kusativ-) Objekt (D ), indirektes (i. e. Dativ-) Objekt (I ), Satzkomple-
ment (C ), Präpositionalkomplement (V ), Attributivmodifikator (T ).8
und Adjunkt (J )9 Die Optimierungsfunktion lautet:
(2) max : A  M  U  V
Dabei sind die Variablen A , M , U , V komplexe Formeln, die jeweils die
gewichtete Summe bestimmter Etikettierungsentscheidungen repräsen-
tieren.
A ist die gewichtete Summe aller Adjunktzuweisungen. M ist die ge-
wichtete Summe der Attributivmodifikationen, seien es PP (das Buch in
ihrer Hand) oder NP als Genitivattribut (der Mann der Professorin). U
ist die gewichtete Summe aller Nullrelationierungen zwischen Verben.
Verben können, müssen aber nicht, Komplemente anderer Verben sein.
Eine solche Zuweisung hängt vom Subkategorisierungsrahmen der Ver-
ben ab (d. h. ob eine Verbkomplementrolle existiert), aber auch von em-
pirischen, durch Gewichte repräsentierten Gegebenheiten im Satz (z. B.
Entfernung der Verben, intervenierende Satzzeichen usw.).
Zuerst soll V diskutiert werden, die gewichtete Summe aller GF-
Zuweisungen über alle Subkategorisierungsrahmen aller Verben eines
Satzes:









CH ist die Menge der PP-, NP- und Verb-Chunks eines Satzes s. Wir
verzichten auf Satzindizes aus Gründen der Lesbarkeit. Die Variablen in
diesen Gleichungen sind aber implizit an einen bestimmten Satz und
seine Chunkreihenfolge gebunden. VB ist die Menge der Verben. Rv ist
eine Menge mit Paaren, wobei jedes Paar eine grammatische Funktion
8. T subsumiert die Tiger-Relationen AG (Genitivattribut) und MNR (Postnominaler
Modifikator).
9. J subsumiert die Tiger-Relationen MO (Modifikator) und SBP (Passivsubjekt).
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und einen Verbrahmenindex darstellt. Auf diese Weise repräsentiert Rv
alle Subkategorisierungsrahmen eines Verbs v. Für das Verb glauben etwa
ergibt sich folgender Eintrag: R glauben  {*S, 1+, *I, 1+, *S, 2+, *C , 2+,
*S, 3+, *P, 3+, *S, 4+, *D, 4+}. Es gibt vier Subkategorisierungsrahmen,
z. B. fordert der erste ein Subjekt (S ) und ein indirektes Objekt (I ).
Die Variable Gfvc dient als Indikatorvariable, die die Zuweisung eines
Chunks (mit Chunkpositionsindex c) zu einer GF G eines Subkategori-
sierungsrahmens f eines Verbs (mit Positionsindex v) erfasst.
Gegeben der Satz [Jeder]S glaubt [Sorbas]I . Es liegen folgende Men-
gen vor: VB  {glaubt} und CH  {Jeder, glaubt, Sorbas}. Sei R 1 die
Menge der Subkategorisierungsrahmen des Verbs glauben (es gelte das
R glauben von oben). I 113, als Instantiierung von Gfvc mit G  I, f  1,
v  1 und c  3, repräsentiert dann die Zuweisung von Sorbas (dritter
Eintrag in CH) als indirektes Objekt (I ) des ersten Verbrahmens von
,glaubt‘ (erster und einziger Eintrag in VB). Die Formel V hat die Auf-
gabe unter Berücksichtigung der (noch zu formulierenden) Beschränkun-
gen, die Zuweisung von Chunks zu den grammatischen Funktionen eines
einzelnen Subkategorisierungsrahmens des Verbs zu maximieren, wGfvc
repräsentiert dabei das empirisch ermittelte Gewicht der Klassifikations-
entscheidung (Maximum-Entropie-Modell).
Ein Chunk kann aber auch als Attribut eines anderen (nicht-verbalen)









Wobei CH im Gegensatz zu CH keine Verben enthält. Tij indiziert, dass
ein Chunk mit Positionsindex j ein Chunk mit Positionsindex i attributiv
modifiziert. Die letzte Möglichkeit ist die Integration eines Chunks als







wJ ij  Jij
Wobei PP die Menge der PP-Chunks des Satzes ist.10 Bei der Adjunktbe-
stimmung ist kein Index für den Subkategorisierungsrahmen nötig. V,
M , U (siehe unten) und A konkurrieren bei der Anbindung von Chunks.
10. Auch NPs können eine Modifikatorenrolle einnehmen. Dies wurde in der vorliegenden
Formalisierung nicht berücksichtigt.
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Die empirisch ermittelte Gewichtung und die (noch zu definierenden)
Beschränkungen bestimmen, wer gewinnt.
Ziel der vorliegenden Formalisierung ist es, alle Chunks eines Satzes
(inklusive der Verben) in einer Struktur anzuordnen, die einem Depen-
denzbaum weitgehend entspricht. Der Unterschied liegt lediglich in der
Granularität: Es werden keine Dependenzrelationen unterhalb der Chunk-
ebene ermittelt (z. B. für Spezifikatoren). Das heißt, jeder Chunk mit
Ausnahme der Wurzelverben muss einen Kopf (hier: eine Kopfphrase)
erhalten. Als Wurzelverben bezeichnen wir das finite Verb (oder im Falle
z. B. einer Koordination die finiten Verben), das nicht von einem anderen
finiten Verb des Satzes regiert wird. In Theo hat gehofft, dass Anna ihn
liebt ist hat das (einzige) Wurzelverb, es wird von keinem anderen Verb
regiert, hingegen regiert es das finite Verb ,gehofft‘ und dieses regiert das
finite Verb liebt, die damit beide keine Wurzelverben sind. Wir müssen
in der ILP-Formalisierung demnach den Fall vorsehen, dass ein Verb
ungebunden bleibt. Formal gesehen ist ein Wurzelverb ein Verb j, das in
der Relation Uij zu allen anderen Verben i des Satzes steht. Da diese
Null-Relationierung Teil der Maximierungsaufgabe ist (die Einbindung
des Verbs als Komplement konkurriert mit dem Status, ein Wurzelverb







wU ij  U ij
Die bisherige Formalisierung (Formeln 2 bis 6) war der Maximierungs-
aufgabe gewidmet, d. h. welche Chunks stehen mit welchem Gewicht in
welcher grammatischen Relation. Ohne weitere Restriktionen würden,
wie oben bereits erläutert, alle Paare in einer grammatischen Funktion
stehen, da genau dies einen maximalen Wert ergeben würde. Dies verletzt
jedoch linguistische Beschränkungen (z. B. dass eine grammatische
Funktion pro Verb nur einmal belegt werden darf). Aus diesem Grund
werden nun Beschränkungen formuliert, die die Kombinationsmöglich-
keiten den linguistischen Erfordernissen anpassen.
3.5. Globale Beschränkungen
1) Jeder Chunk ist gebunden. Chunks aus CHmüssen entweder als Attri-
butivmodifikator, als Adjunkt oder als Verbkomplement gebunden sein.
Diese Beschränkung entspricht der logischen Verknüpfung exklusives
Oder, d. h. alle GF-Indikatorvariablen, die ein Chunk mit Positionsindex
j im Modifikatorindex (dem letzten Index einer Variable) enthalten, müs-
sen zu eins aufsummieren.












Gfvj  1, ∀j : 0 < j w |CH |
2) Jedes Verb ist gebunden. Relativ zu einem Verb i und dessen Menge
an Verbrahmen ist ein Verb j entweder Komplement (Relation C ), oder
es bleibt ungebunden. Ist es ungebunden, dann erhalt die Variable Uij
den Wert eins.
(8) U ij  
*C, f +Ri
Cfij  1, ∀i, j (i  j ) : 0 < i, j w |VB|
Dies schließt noch nicht aus, dass ein Verb j Komplement mehrerer Ver-
ben sein kann, auch schließt es nicht aus, dass das Komplement eines
Verbs i mehrfach gefüllt wird. Dies leisten die beiden folgenden Be-
schränkungen.
3) Ein Verb kann nur einmal Komplement sein. Ein Verb mit Positions-
index j darf höchstens eine Verbkomplementrolle eines Verbs i (gesehen






C fij w 1, ∀j : 0 < j w |VB |
4) Eine grammatische Funktion eines Verbs kann maximal einen Füller
haben. Hierfür führen wir eine Indikatorvariable Gfv ein (gegeben eine
grammatische Relation G, ein Verb v und ein Verbrahmen f ):




Gfv ist die Summe aller Zuweisungen eines Chunks c als grammatische
Funktion G des Verbs v. Dies darf maximal eins sein:
(11) Gfv w 1, ∀v, f, G : 0 < v w |VB | ∧ *G, f +  Rv
Um ein Beispiel zu geben: Das Subjekt (G  S ) des zweiten Verbrah-
mens (f  2) von glaubt (v 1) ist gemäß Gleichung 10 definiert als S21
 S211  S213 (1 und 3 sind Indizes für Jeder und Sorbas resp.). Glei-
chung 11 fordert dass S21 w 1. Falls dieser Verbrahmen als der korrekte
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ausgewählt wird, dann gilt: S21  1 (erzwungen durch entweder S211  1
oder S213  1).11
3.6. Subkategorisierung als globale Beschränkung
Bei der Auswahl genau eines Verbrahmens aus einer Menge von Verbrah-
men eines Verbs muss eine kohärente und konsistente Zuweisung von
Chunks zu grammatischen Funktionen gewährleistet werden. Wir wollen
z. B. nicht, dass ein Chunk c1 als Subjekt einem Verbrahmen f1 und ein
Chunk c2 als Objekt einem Verbrahmen f2 zugeordnet wird. Die Zutei-
lung muss kohärent (genau ein Verbrahmen) und konsistent (alle gram-
matischen Funktionen des Verbrahmens) sein.
Es gibt für dieses Problem eine einfache Lösung in dem von uns ge-
wählten Ansatz. Eine zusätzliche Indikatorvariable Ffv mit einem Subka-
tegorisierungsrahmen- und einem Verbindex wird eingeführt. Da genau




Ffv  1, ∀v : 0 < v w |VB |
Wobei NFv die Anzahl der Verbrahmen eines Verbs ist. Die Verbrahmen-
indikatorvariable gibt an, welches Verbframe aktiv ist. Aktiv bedeutet,
dass alle grammatischen Funktionen dieses Verb instantiiert wurden
(Konsistenz). D. h. die Verbrahmenindikatorvariable ist genau dann ak-
tiv, wenn jede einzelne grammatische Funktion eines Rahmens aktiv ist
und umgekehrt. Logisch entspricht dies dem Bikonditional. Hier die
ILP-Umsetzung:
(13) Ffv  Gfv, ∀v, f, G : 0 < v w |VB| ∧ *G, f +  Rv
Falls ein bestimmtes Gfv auf eins gesetzt wurde, dann ist Ffv ebenfalls
eins und alle anderen Gfv des selben Rahmens sind ebenfalls eins.
3.7. Evaluation
Das Tiger-Korpus (Version 1 mit 40.000 Satzen) wurde in ein Trainings-
set von 80% und ein Testset von 20% aufgeteilt. Aus den 32.000 Trai-
ningssätzen wurden etwa 700.000 Vektoren generiert. Jeder Vektor re-
präsentiert dabei zwei Chunks, die laut Gold Standard entweder in einer
11. Es gibt noch andere Beschränkungen, z. B. dass grammatische Relationen asymmetrisch
sind: Zwei Chunks können nicht gleichzeitig Kopf und Modifikator voneinander sein.
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bestimmten grammatischen Relation stehen oder aber nicht (Nullklassifi-
kation). Die hohe Anzahl von Vektoren erklärt sich dadurch, dass inner-
halb der Satzgrenzen erschöpfend alle Chunk-Chunk-Paare gebildet
wurden  die meisten davon sind negative Beispiele (Nullklassifikation).
Die Akkuratheit des Maximum-Entropie-Klassifikators auf den Test-
daten ist 87,46%. Dieses gute Resultat ist allerdings durch die Majori-
tätsklasse (Nullrelationierung) bedingt und daher irreführend. Die Hälfte
der Trainingsbeispiele sind Nullrelationierungen, der Klassifikator ist da-
her sehr gut im Erkennen dieser Klasse. Fehler in anderen, zahlenmäßig
geringeren Klassen, fallen in der Präzisionsberechnung kaum ins Ge-
wicht (etwa die PP-Komplemente von Verben). Berechnet man die Präzi-
sion für die grammatischen Funktionen ohne die Nullklasse, sind die
Resultate wesentlich schlechter. Die Präzision12 ist 62,73% bei einer Aus-
beute (Recall )13 von 85,76% (F-Maß14 ist 72,46%). Diese Performanz-
werte des Maximum-Entropie-Klassifikators dienen als untere Grenze
(lower bound oder auch baseline) des ILP-Modells.
Wir haben drei Experimente durchgeführt. Das erste diente dazu, eine
obere Grenze unseres Ansatzes zu fixieren. Dazu verwendeten wir ein
Orakelsetting, bei dem für jedes Verb der korrekte Subkategorisierungs-
rahmen vorgegeben wurde. Es musste dann nicht mehr entschieden wer-
den, was die korrekten grammatischen Funktionen des Verbs sind, son-
dern nur noch, welcher Chunk welche grammatische Funktion besetzt.
Zudem mussten die nicht von Verben regierten grammatischen Funktion
ausgewählt und belegt werden.
In den 8.000 Sätzen des Testsets gibt es 36.509 Instantiierungen gram-
matischer Funktionen. ILP hat unter diesen Versuchsbedingungen (Foracle
in Abb. 6) 37.137 grammatische Funktionen zugewiesen, 31.680 waren
korrekt. Die Präzision (insgesamt) ist 85,23%, die Ausbeute ist 86,77%
und das F-Maß ist 85,99%.
Foracle Fsel
Präzision Ausbeute F-Maß Präzision Ausbeute F-Maß
S (Subjekt) 91,4 86,1 88,7 90,3 80,9 85,4
V (direktes Objekt) 90,4 83,3 86,7 81,4 73,3 77,2
I (indirektes Objekt) 88,5 76,9 82,3 75,8 55,5 64,1
P (Präpositionalobjekt) 79,3 73,7 76,4 77,8 40,9 55,6
C (Komplementsatz) 98,6 94,1 96,3 91,4 86,7 89,1
A (Adjunkt) 76,7 75,6 76,1 74,5 72,3 73,4
M (Modifikator) 75,7 76,9 76,3 74,1 74,2 74,2
Abb. 6: Orakel versus freie Auswahl
12. i. e., wieviel Prozent der gefundenen Klassifikationsentscheidungen waren richtig.
13. i. e., wieviel Prozent der richtigen Klassifikationsentscheidungen wurden gefunden.
14. F-Maß  (2 * Präzision * Ausbeute) / (Präzision  Ausbeute).
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Die Ergebnisse der regierbaren grammatischen Funktionen (S hinun-
ter zu C ) sind gut, nur die Resultate für PP-Komplemente (P ) fallen ab
(F-Maß ist 76,4%). Die typischen (und erwartbaren) Fehler bei Foracle
sind: Die falschen Chunks wurden in Beziehung gesetzt oder für zwei
tatsächlich relationierte Chunks wurde aus der Menge der erlaubten
grammatischen Funktionen die falsche ausgewählt. Diese Probleme sind
nicht dem ILP-Ansatz inhärent, sondern sind Reflex des in Teilen schwa-
chen Maximum-Entropie-Modells (schlechte Diskriminationskraft). Ein
verbessertes statistisches Modell führt automatisch zu einer Verbesserung
der ILP-Ergebnisse. Foracle repräsentiert demnach eine obere Grenze
unseres Ansatzes als eine Funktion der Leistungsfähigkeit des zugrunde-
liegenden statistischen Modells. Die Anschlussfrage lautet: Wie nahe
kommt der Ansatz nach dem Wegfall des Orakels an die Grenze heran?
Die Präzision unter dieser Vorgabe (Fsel aus Abb. 6) liegt bei 81,8%,
der Recall ist 85,8% und das F-Maß ist 83,7% (vgl. das F-Maß von
Foracle: 85,99%). Dieses Ergebnis ist nahe an der oberen Grenze, ein
genauerer Blick auf die Tabelle zeigt aber auch, dass einige Klassen eher
schlechte Ergebnisse aufweisen (z. B. P ). Das Gesamtergebnis ist deswe-
gen recht gut, da die zahlenmäßig dominierenden Klassen wie S usw.
gute Ergebnisse haben.
Neben einer Evaluierung, die nach der Präzision einzelner grammati-
scher Funktionen fragt, können wir auch nach der Präzision bei der
Auswahl des korrekten Subkategorisierungsrahmens insgesamt fragen.
Zuerst etwas Statistik: Im Testset gibt es 23 Subkategorisierungsrahmen
mit 16.137 Instantiierungen. 15.239 davon sind Fälle, in denen das zu-
grundeliegende Verb mehr als einen Rahmen hat (nur hier haben wir ein
Selektionsproblem). Im Schnitt haben die Verben 3,5 Rahmen, das Verb
geben ist das Verb mit den meisten Rahmen (18 Rahmen, inklusive der
„subjektlosen“ Varianten bei Hilfsverbkonstruktionen, z. B. beim Per-
fekt). Die Präzision war 71,5%, d. h. der korrekte Verbrahmen wurde in
10.896 der 15.239 Fälle gefunden.
3.8. Verwandte Arbeiten
Es gibt noch relativ wenige Arbeiten mit ILP-Ansatz. Althaus et al.
(2004) haben es bei der Generierung zur Diskurslinearisierung eingesetzt
und Marciniak & Strube (2005) verwenden es zur Generierung kohären-
ter Wegbeschreibungen. In Riedel et al. (2006) wird ein Algorithmus zum
multilingualen Dependenzparsing mittels eines inkrementellen ILP-An-
satzes vorgestellt. Eine sehr prominente Anwendung ist das semantic role
labeling. Hier haben Punyakanok et al. (2004) Pionierarbeit geleistet. In
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Klenner (2005) wird ILP zur Argument-Extraktion aus Phrasenstruktur-
bäumen verwendet, während Klenner (2006a) die Vorläuferversion der
vorliegenden ILP-Formalisierung des GF-Etikettierungsproblems be-
schreibt und Klenner (2007) eine aktualisierte Zusammenfassung der Er-
gebnisse gibt.
Das Problem des semantic role labeling ist in mancher Hinsicht dem
GF-Etikettierungsproblem vergleichbar, insbesondere der Aufgabenstel-
lung des vorliegenden Papiers. So wird z. B. in Punyakanok et al. (2004)
verbspezifische Information verwendet, indem bestimmte Argument-
typen (schematisierte semantische Rollen  {A0, A1, …}), die ein Verb
nicht subkategorisiert, durch Beschränkungen ausgeschlossen werden.
Die Betrachtung bleibt jedoch eindimensional, es werden keine konkur-
rierenden Rahmen betrachtet.
Einer der erfolgreichsten Ansätze zum GF-Etikettierung ist Buchholz
et al. (1999). Es wird ein kaskadiertes Modell verwendet, das auf gelern-
ten Klassifikatoren basiert. Die Arbeit ist für das Englische und die Aus-
wahl an grammatischen Funktionen differiert stark von der hier ver-
wendeten. Es ist daher wenig aufschlussreich, die Empirie beider Ansätze
direkt zu vergleichen. Trotzdem mag die Gegenüberstellung die erreich-
ten Größenordnungen verdeutlichen: Das F-Maß von Buchholz et al.
(1999) für ihre „perfekten Daten“ (d. h. Verwendung der Penn Treebank
anstatt eines Chunkers) ist 83,5%, unsere Experimente liefern 83,7%.
4. Zusammenfassung
Es wurde ein zweistufiges Modell zur Auszeichnung grammatischer
Funktionen, bzw. zu einem flachen Dependenzlabeling vorgestellt. Ein
Maximum-Entropie-Modell diente der Bestimmung von Gewichten von
Klassifikationsentscheidungen, die dann in einem Optimierungsschritt
unter Berücksichtigung globaler Beschränkungen verrechnet wurden. Im
Brennpunkt stand dabei die Auswahl eines Subkategorisierungsrahmens
aus der Menge aller Rahmen eines Verbs. Die Hinzunahme von Informa-
tion birgt Risiken (Vergrößerung des Suchraums und Verschlechterung
der Ergebnisse), ist aber im Falle eines Erfolges ein wichtiger Schritt
zu einem besseren Verständnis der benötigten Problemlöseverfahren bei
komplexen Problemen der Sprachverarbeitung. Es wurde gezeigt, dass
globale Beschränkungen auch in flachen und daher oft effizienteren und
robusteren Verfahren erfolgreich eingesetzt werden können.
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