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Aslam and Rivest considered the problem of inferring the smallest edge-colored graph of 
degree bound k consistent with the sequence of colors seen in a walk of the graph. Using 
Church-Rosser properties of certain sets of rewrite rules, they gave a polynomial time 
algorithm for the case of k = 2. The straightforward implementation of their ideas results in 
an O(n 5) algorithm, where n is the length of the walk. In this paper, we develop their ideas 
further and give an O(n log n) algorithm for the same problem. We also show that if the 
degree bound k is greater than two, then the decision version of the problem is NP-complete, 
thus settling a conjecture of Aslam and Rivest. © 1994 Academic Press, Inc. 
1. INTRODUCTION 
Consider an undirected graph G = (V, E). Let Z be an alphabet of colors and let 
c: E ~ N be some arbitrary (not necessarily proper) edge-coloring or G. The output 
of a walk w in G is simply the sequence of edge-colors seen in the walk w. 
Aslam and Rivest [2] addressed the following problem: Given the output X of 
a walk and a degree-bound k, what is the smallest integer N such that there is an 
edge-colored graph on N vertices in which every vertex has degree at most k and 
such that X is the output of some walk in G ? 
Problems similar to this have been addressed for directed graphs before. For 
example, Rudich [10] developed an algorithm that constructs both a Markov chain 
and transition probabilities from binary output. Angluin [1] and Gold [6] have 
considered the problem of identifying the smallest automaton consistent with given 
input/output behavior. They show that the problem is, in general, NP-complete. 
More recently, Maruyama and Miyano [9] have shown that the smallest trees 
consistent with the output of a walk of length n can be inferred in O(n log n) time. 
Aslam and Rivest gave an efficient solution for the case of k = 2 in their problem. 
They showed that this case can be solved by applying a certain set of rewrite rules 
on the sequence X to obtain a canonical sequence X'. The smallest graph can then 
be inferred from the sequence X'. Quite remarkably, the rewrite rules satisfy the 
Church-Rosser or confluence property, which enables one to apply the rewrite rules 
in any order. In essence, this is the reason that the problem has a polynomial 
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time solution for the case of k=2.  Aslam and Rivest demonstrated that a 
straightforward implementation of their ideas would result in a time complexity of 
O(nS), where n is the length of the sequence X. 
We show that it is possible to do much better. First, we show that the canonical 
sequence X' can be obtained in O(n log n) time only. It must be noted here that 
Book's linear time algorithm [-4] for obtaining the irreducible normal form of an 
input string for a finite Thue system is not directly applicable in this situation. 
Basically, this is because the rules as defined here cannot be represented as a finite 
Thue system. Nevertheless, for a fixed sequence X, it is possible to restrict the 
system to an equivalent finite Thue system but at the expense of making the rewrite 
rules as long as the sequence X. Book's algorithm with suitable modifications can 
then be made to run in quadratic time. We avoid the details here since the 
algorithm presented in this paper accomplishes the same task in better time. 
Second, we show how a modification of the Knuth-Morr is -Pratt  string matching 
algorithm [-8] can be used to infer the smallest graph in linear time from the 
sequence X'. The overall complexity of our algorithm is therefore only O(n log n). 
The problem becomes much harder for k ~> 3. In fact, Aslam and Rivest conjec- 
tured that the appropriate decision version of the problem is then NP-complete. We 
show that this is true. 
The rest of this paper is organized as follows. Section 2 contains definitions and 
concepts used in later sections. Section 3 presents our algorithm for the case of 
k = 2. Section 4 has the NP-completeness proof for higher values of k. 
2. PRELIMINARIES 
We assume that the reader is familiar with some concepts of graph theory and 
formal language theory. The following is a partial list of definitions used in later 
sections. Terminology specific to any section is included in the section itself. 
We consider undirected graphs in this paper. We allow graphs to have multiple 
edges but not self-loops. An edge-coloring of a graph G = (V, E) is a function 
c: E ~ Z', where Z" is an alphabet of colors. A proper edge-coloring c is an edge- 
coloring which assigns distinct colors to edges sharing a common vertex. 
A walk is a sequence of edges el, e2, e~ .... , en such that e; shares one endpoint 
with ei_ 1 and the other endpoint: with ei+l, for 1 < i < n. It is sometimes convenient 
to describe a walk as a sequence of vertices v~, v2, v3, ..., vn+l, when ei is the unique 
edge joining vi and vi+l, fo r l  <<.i<~n. Here, v~ is the start vertex and vn+~ the end 
vertex of the walk. A walk is called a (linear) chain if no vertex appears more than 
once. A walk is called a cycle if the start vertex and end vertex are the same, but 
the other vertices appear exactly one. For edge-colored graphs with coloring e, we 
define the output of a walk w=el ,  e2 ..... e,, as the sequence c(el), e(e2) ..... c(en). 
Whenever convenient we view this sequence as the string e(el) c(e2)-..e(en). We 
say that an edge-colored graph G can be walked by a sequence of colors X if there 
is a walk w in G such that J( is the output of w. 
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If X is a finite alphabet, we denote the set of strings (including the empty string 
e) by X*; X + is X* -  {e}. If w is a string, the length of w is denoted Iwl. Thus 
I~1 =0; Lal = 1, for a~X; for w~X*, Iwal = Iwl + 1. If k is a non-negative integer, 
we use the notation (w) k to denote the string w repeated k times, using the conven- 
tion (w)°= e. Thus I(w)k[ = k-Iwl. The reverse of a string w = clc2...cn, denoted 
w R, is the string Gcn-~ ...c2cl. A prefix of w is a string clc2..'ci, for some i, 
1 ~< i ~< n, or the empty string e; a postfix of w is a string c~ ci+ ~ "''Cn, or the empty 
string e. 
A binary relation on X* is a subset of X* x X*. If R is binary relation, R* 
denotes the reflexive transitive closure of R. A string x is irreducible (with respect 
to a relation R) if there is no string y such that (x, y)~ R. We will deal with 
noetherian relations only, i.e., relations in which there is no infinite descending 
chain. For such relations, we adopt a simple definition of the Church-Rosser 
property: a relation R is Church-Rosser (or confluent) iff ¥ w, x, y ~ X*, (w, x)~ R, 
and (x, y) ~ R =*- 3z (x, z) ~ R* and (y, z) ~ R*. For a noetherian, confluent relation 
R and every string x in S*, there is a unique string y such that y is irreducible and 
(x, y)~ R*. This unique string is called the normal form or reduct of x (with respect 
to the relation R). 
3. INFERENCE OF DEGREE TWO BOUNDED GRAPHS 
3.1. Discussion 
If G is connected and every vertex has degree at most two, G is either a chain 
or a cycle. The graph inference problem can then be restated as: Given the output 
X of a walk, what is the smallest chain or cycle that is consistent with X? 
Any chain in which X can be an output of a walk can be converted to a cycle 
by merging the two endpoints. Therefore, it is clear that the smallest degree two 
bounded graph will always be a cycle. (There is one minor exception here: a chain 
consisting of a single edge cannot have its endpoints merged to form a cycle since 
we prohibit self-loops.) Nevertheless, it will aid the stepwise refinement of our 
algorithm to consider three different problems as follows: Let X be a given sequence 
of colors. 
P1. What is the smallest chain in which X is the output of an end-to-end 
walk, i.e., a walk which starts at the start vertex of the chain and ends at the end 
vertex? 
P2. What is the smallest chain in which X is the output of a walk (not 
necessarily end-to-end)? 
P3. What is the smallest cycle in which X is a walk ? 
3.2. The Problem P1 
Consider any output X of an end-to-end walk of a chain, for example, aaabccbbc. 
A chain consistent with this walk can be obtained by simply starting with an initial 
: a : a , a 
V0 V1 V 2 
: a , b ~ c _ c 
VO 1"1 V2 
: a ~ b , c  . 
1"0 V1 1"2 
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(c) 
Chains for the output aaabccbbc. 
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vertex v0 and adding a new vertex v;, i>  1, for every character in X. (See Fig. la.) 
Observe that we can obtain a smaller chain by collapsing the initial aaa substring 
as in Fig. lb. That is, the output X can be produced on this new chain by walking 
from v o to v 1, then back to Vo, then forward again to the end of the chain. Using 
the same idea of walking forward, backward, and forward again over the edges 
colored b and c, we obtain the chain of Fig. lc. 
More generally, a smaller chain can be obtained by applying the following 
length-reducing rule. 
RULE 1. If X is of the form pxxRxq, then set X to pxq. 
It is clear that some sequence of applications of Rule 1 will result in the smallest 
chain. Aslam and Rivest showed that any sequence of applications of Rule 1 until 
no longer applicable will result in the same final string. Essentially, this is what 
leads to a polynomial time algorithm for the problem. The following theorem is a 
more precise restatement of Aslam and Rivest's result. 
THEOREM 1. The relation R1 = {(pxxRxq, pxq): x~Z +, p, q~27"} is confluent. 
In other words, if Rule 1 is applied until no longer applicable, then X is the 
irreducible normal form of the given output sequence, and the smallest linear chain 
can then be obtained directly by "laying out" X. However, we need a stronger 
version of Theorem 1 for our purposes. Intuitively, we wish to apply Rule 1 using 
all possible substrings x of smallest possible length/. After this is done, we would 
like not to have to deal with strings of length ~< l again. The rationale for this 
approach is provided by the following theorem. 
Let I(X) denote the length of the smallest nonempty substring x such that X can 
be written as pxxRxq, for some p, q in 27*. If there is no such substring x, let I(X) 
be ~.  
THEOREM 2. I f  (X, Y) ~ R 1, then l(Y) >~ l(X). 
Proof If l(X) is infinite, then X is irreducible with respect to R1 and the 
theorem is vacuously true. So suppose that l(X) is finite and let x be any substring 
such that X= pxxRxq. We have to show that l(Y)>>, l(X), where Y= pxq. 
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FIG. 2. Illustrating Theorem 2. 
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Suppose not. That is, Y contains some substring yyRy, where l yl < l(X)<~ Ixl. 
Now if yy~y is a substring of xq or if it is a substring of px, then it is also a 
substring of X, a contradiction. So yyRy has a portion in all of p, x, and q. If yR 
"spans" the boundary of x, i.e., x = bc, where b is a postfix of yR (or x = cb, where 
b is a prefix of yR), then c is nonempty and Ic[ < l yl, lest yyRy occur in px (or in 
xq). But then the string c%c R occurs in X, a contradiction, since lel < lyl, but 
l y[ < I(X) and by definition l(J() <<, Icl. 
So yR must be a proper substring of x, say x = by%, where at least one of b and 
c, say c, is not empty and of length less than y. Since Y=pxq, there must be 
substrings a and d such that y = ab = cd, where a is a postfix of p and d a prefix 
of q. (See Fig. 2.) 
Therefore yR = dec R and x R = c%db R. Consequently, the substring cc% occurs in 
X, which is a contradiction since I(X) is supposed to be greater than [cl. | 
An application of Rule 1 on X reduces the length of X by at least 2/(X). It is 
convenient to think of this reduction in length as occurring due to the removal of 
the substring xRx from pxxRxq and concatenating the substrings px and q to form 
pxq. We will not formalize this notion further, but will accept it in what follows. 
DEFINITION. Let X = c1c2e3""Cn,  where  c1, c2, c3, ..., c n are  characters from an 
alphabet X. The character c~ reverses a substring of lengthj in X iff j <~ i <~ n- j  and 
e i j+ lc i _ j+2. . . c i=c i+ jc i+ j_ l  . . . c i+  1. 
Let Revt(X) denote the set {ci: ci reverses a string of length I in X}. 
It is clear that ReVz+l(X)_ Revl(X). We wish to show that an application of 
Rule 1 maintains this property. 
THEOREM 3. I f  (X~ Y) E R 1 then Rev/(r)(Y) ~_ Revl(x)(X). 
Proof By Theorem 2, I(Y)>~I(X), so by the above definition Revl(r)(Y)~ 
Revt(x)(Y). So it suffices to show that Rev,x)(Y)~ Revz(x)(X). 
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FIG. 3. Illustrating Theorem 3. 
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Suppose not. Let c i be a character that reverses a string of length l(X) in Y but 
not in 35. For concreteness, let Y=pxq and 35=pxxRxq for some x. Note that 
Ixf i> l(X). 
Now if ci is in the substring p or the substring q, then it must reverse a substring 
of length l(35) in 35 as well, but this is a contradiction. Also, c~ cannot be the last 
character in x since the last character everses the substring x in 35 and therefore 
the postfix of x of length l(X). Similarly, the postfix z of x consisting of the 
characters of x after ci must be of length less than l(35), lest ce reverse a string of 
length I(X) in 35 as well (refer to Fig. 3). 
Since Iz[ < l(X), it follows that c~ reverses a string of length [zl in 35. Also, the last 
character of z reverses a string of length Ixl in X and Ix[ > Izl. Hence x R has the 
prefix z R and the string zRzz R occurs in 35, a contradiction since Izl < l(X). | 
We need one final result before describing the algorithm: 
THEOREM 4. Let X = c ~ c2... c,. I f  c i and ck are distinct characters both of which 
reverse strings of length i in X and [ J -k[  <~ i, then l(X)<~ [ j -k [ .  
Proof Without loss of generality, let k<j  and consider the substring 
x = ek + 1 ..- cj.. Since j -  k ~< i, c i reverses x and ck reverses a string of length at least 
j - k .  Consequently, the substring xRxx R occurs in X and the theorem follows by 
noting that l(X)<~ Ix[ =j -k .  | 
We are now ready to describe the algorithm to obtain the irreducible normal 
form of a given string X= c 1 c2-.. cn with respect o R1. 
The algorithm works in phases. Initially, or during phase zero, every character in 
35 is marked "alive." During each subsequent phase i > 0, "alive" characters are 
processed from left to right. Intuitively, a character is "alive" if it reverses a string 
of length at least i at the end of phase i. The processing of an "alive" character can 
result in a reduction of the sequence X by applying Rule 1 to delete substrings. The 
processing can also cause an "alive" character to be marked "dead." A character c
that is "alive" at the beginning of phase i remains "alive" at the end of the phase 
only if it meets the following three conditions: 
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(a) c has not been deleted from X as the result of precessing an "alive" 
character to the left of c. 
(b) The character c reverses a string, say x, of length i. 
(c) After applying Rule 1 as often as possible using the string x, c still 
reverses x in the (possibly reduced) sequence X. More precisely, let k~>0 be the 
largest integer such that, at the beginning of phase i, X can be written as pxyxRs, 
where y = (xRx) k and c is the last character in px, for some p, s in 27*. By applying 
Rule 1 k times, we can delete the entire string y. If s = xt, for some t in 27", we can 
apply Rule 1 once more to delete xRx and set X to just pxt. In this case c no longer 
reverses x and is marked "dead." Else X is set to pxxRs, and c remains "alive" at 
the end of phase i. 
At the end of each phase i, we can assert hat in the reduced sequence X, the set 
of "alive" characters i Revi(X), and that l(X)> i. That is, the sequence X no longer 
contains any substring xxRx, with Ix[ ~< i. When we reach a phase with at most one 
"alive" character, Rule 1 cannot be applied any longer and X is the irreducible 
normal form. 
ALGORITHM (Obtaining the irreducible normal form of X). 
Phase 0: Mark all characters of X "alive." 
i+-- 1. 
while X still has more than one "alive" character do 
Phase i: 
Let c be the leftmost "alive" character in X. 
while c ¢ ~ do 
if c reverses a string of length i in X then 
Let px be the prefix of X ending at c, where x is of length i and p ~ S*. 
Let k~>O be the largest integer such that X=pxyxRs, y=(xRx) ~, for 
some s s 27*. 
X e-pxxRs (i.e., delete y from X). 
if s is of the form xt for some ts27* then 
X ~ pxt 
Mark c "dead." 
endif 
else Mark c "dead." 
endif 
c +- Next "alive" character in X (or ~ if none). 
endwhile 
i+- i+l  
endwhile 
TrmOR~M 5. Given a sequence X, the algorithm correctly finds the irreducible 
normal form of X with respect o the relation RI. 
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Proof The algorithm deletes only substrings of the form xRx from X when such 
a substring is preceded by x. By Theorem 1, it therefore suffices to show that Rule 
1 is no longer applicable. 
A straightforward proof by induction on i, the phase number shows that at the 
end of phase i: 
(a) Revi(X) is the set of"alive" characters in the (possibly reduced) sequence X. 
(b) l(X)>i. 
By (a) and Theorem 3, Revt~x)(X)~ Revi(X). Therefore we only need to show 
that the number of "alive" characters eventually becomes at most one. If cj and ck 
are distinct "alive" characters at the end of phase i, it follows by Theorem 4 that 
I J -  k l > i. If there are m "alive" characters at the end of phase i then i + (m - 1) 
(i + 1 ) + i ~< n. Hence m is at most L(n - i + 1 )/(i + 1 )_]. Consequently, the number 
of "alive" characters at the end of the Ln/2_]th phase is at most one. We need two 
distinct characters that reverse substrings of the same length in order to apply 
Rule 1. So we can conclude that the algorithm terminates in at most tn/21 phases 
with X containing the irreducible normal form of the input sequence. | 
The algorithm is easily implemented by maintaining the current value of X and 
the current set of "alive" characters in two doubly linked lists, Xlist and Alist, 
respectively. The j th  node in Alist contains a pointer to the j th  "alive" character, 
say c, during any phase. It also contains a pointer to the first character of the 
substring x of length i reversed by c and a pointer to the last character of the 
reversed substring xR. With these data structures, it can be seen that the ith phase 
can be implemented in time proportional to the number of "alive" characters at the 
beginning of the ith phase. Therefore, we have 
THEOREM 6. The irreducible normal form of X with respect o relation R1 can be 
obtained in O(n log n) time. 
Proof From the preceding discussion and from Theorem 5, it follows that the 
time complexity of the entire algorithm is bounded by ~/2 j  Number of alive 
characters at the beginning of phase i
Ln/2JLn--i+l j
~<n+ ~. i+1 " 
i=0 
The sum in this expression is O(nH(Ln/2J)), where H(k) is the kth harmonic series 
1 + 1/2 + 1/3 + ..- + 1/k = O(log k). The result follows. ] 
3.3. The Problem P2 
We now consider general walks on linear chains. That is, we do not require that 
the walk start at the start vertex of the chain or that it end at the end vertex. For 
example, baabccb is the output of a general walk on the chain of Fig. lc. We now 
have two new rules in addition to Rule 1 to reduce an output X of a general walk 
to an irreducible normal form: 
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RULE 2. If X is of the form xxRq, then set X to xRq. 
RULE 3. If X is of the form pxx R, then set X to px. 
Both rules are well motivated: Rule 2 deletes the portion of the output of the 
general walk due to walking from an interior vertex of the chain to the start vertex; 
Rule 3 deletes the portion of the output due to walking to some interior vertex 
after reaching the end vertex. Since the output must embed in the smallest chain 
somehow, it is clear that there is some order of applying Rules 1, 2, and 3 to X that 
will yield an irreducible normal form that represents the smallest linear chain on 
which X can be the output of a general walk. Again, Aslam and Rivest have shown 
that the order of applying the rules is unimportant. 
Let R1 be as defined before. Let R2= {(xxRq, xRq): x~Y,  +, q~Y,*}. Let R 3 = 
{ (pxx R, px): x ~ 27+, p ~ 27* }. Then the relation R -- R1 u R2 ~ R3 is actually not 
confluent even though each individual relation is. For example, if x is any string 
that is irreducible with respect to R such that [xl > 1, then both (xx R, x) and 
(xx R,x R) are in R and yet x vLx R and x and x R are irreducible. From the 
standpoint of the Problem P2, i.e., inferring the smallest chain on which a given X 
is the output of a walk, this particular kind of "counterexample" to confluence is 
totally benign--the chains obtained by "laying" out x and x R are isomorphic. 
Aslam and Rivest showed that this is the only kind of counterexample. Their result 
(Theorem 7 below) can be stated by first using the following intermediate definition. 
DEFINITION. A binary relation Q is confluent modulo reversal iff Vw, x, y ~ 27", 
(w ,x )~Q and (w, y )~Q=>3z (x ,z )~Q*  and ( (y , z )6Q*  or (y, zR)EQ*). 
THEOREM 7. Let R1, R2, and R 3 be as defined above. Then the relation R = 
R1 u R 2 u R a is confluent modulo reversal 
The form of Rules 2 and 3 makes it especially easy to modify the algorithm for 
obtaining the irreducible normal form with respect o R1 to one that will obtain the 
irreducible normal form (modulo reversal) with respect o R. All we need to do is 
to assume that the first "alive" character is an imaginary sentinel character placed 
to the left of X during any phase i. We assume implicitly that there is an imaginary 
string of length i to the left of the current string X that is reversed by the sentinel 
character, i.e., if the prefix of X of length i is x, then we assume that there is a string 
x R immediately to the left of X. The point is that Rule 2 now becomes just a special 
case of Rule 1. Similarly, we assume that there is an imaginary string yR 
immediately to the right of the string X that is the reverse of the postfix y of X of 
length i. We also assume that the last character of X is the last "alive" character 
during phase i. This makes Rule 3 a special case of Rule 1. Of course, these 
imaginary strings should not actually be concatenated during the execution of the 
algorithm: we just introduce special checks for the first and last "alive" characters 
and then apply Rule 1. We leave the details to the reader. Since these additional 
checks only add a constant amount of time to each phase, we have 
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THEOREM 8. The irreducible normal form (modulo reversal) of  a given sequence 
X with respect o the relation R can be obtained in O(n log n) time. 
3.4. The Problem P3 
We finally examine the inference of the smallest cycle from the given output X of 
a walk. Our approach to this problem is substantially different from that of Aslam 
and Rivest. We first preprocess X by applying Rules 1, 2, and 3 until they are no 
longer applicable to obtain the irreducible normal form X'. Our method hinges on 
the fact that the smallest cycle in which X can be embedded is the same as the 
smallest cycle in which X' can be embedded. It is relatively easy to infer this cycle 
from X' using a variant of a well-known string matching algorithm. It is convenient 
to introduce the following definition at this point. 
DEFINITION. A walk w = ex, e2 .... , e n in a degree two bounded graph changes 
direction if for some i, 1 <<.i~n, e;=e;+~. 
The following theorem gives the idea behind our approach. 
THEOREM 9. Let X be the output of a walk and let X'  be the irreducible normal 
form (modulo reversal) of  X with respect o R = R 1 w Rz w R3. Then 
(a) I f  C is any cycle on which there is a walk w' such that X' is the output of 
w', then w' does not change direction. 
(b) I f  ( X, Y) ~ R* then X can be walked on any cycle that Y can be walked on. 
(c) I f  C is a smallest cycle on which X can be walked, then X' can be walked 
on C. 
Proof of (a). Suppose, to the contrary, that there exists a cycle C and a walk 
w'=e l ,  e2 ..... e, such that for some i, 1 <<.i<<.n, e i=e i+ l  and such that X' is the 
output of w'. We consider three cases: 
Case 1. The least i such that ei=ei+~ satisfies n>>.2i and there is no j, 
i< j<2 i  such that e j= ej+ x. 
Case 2. The largest i such that e ;= ei+l satisfies n ~> 2(n - i )  and there is no 
j, n -2 i< j< i  such that e j=ej+ 1. 
Case 3. There exist i, j such that e; = ei+ 1 and ej = ej+ 1 such that 1 ~< 2 i -  j ~< 
i < j ~< 2 j -  i - n and there is no k, 2i - j ~< k ~ 2 j -  i - n such that ek = ek + 1. 
It can be seen that these cases are exhaustive. That is, if w' changes direction then 
at least one of these cases must be met. In Case 1, the prefix of X' of length 2i is 
of the form xx  R, a contradiction since X' is supposed to be irreducible with respect 
to R2. Similarly, Cases 2 and 3 contradict the fact that X'  is irreducible with respect 
to R3 and R1, respectively. 
Proof of (b). Let C be any cycle that a sequence Y can be walked on. Specifi- 
cally, let w' = el, e2 ..... en be a walk on C whose output is Y. Given X such that 
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(X, Y) e R, we construct a walk w of C such that X is the output of w. The proof 
then follows. 
The walk w is constructed in one of three ways, depending on whether (X, Y) is 
in RI, R2, or R3: for (X, Y) in R2, there is some string x such that X= xxRq and 
Y=xRq,  for some q in 22*. Let w'=e l ,  ez ..... e n and IxRI =i.  Then w is the walk 
el, el_ 1 . . . . .  e2, el, el, e2, . . . ,  e n. It can be verified that w is indeed a walk on C and 
that X is its output. The cases of (X, Y) in R1 or R 3 are handled in a similar 
manner. 
Proof of (c). Let w be a walk on C whose output is X. Using the walk w, we 
first construct a sequence X" for it such that the following three properties are 
satisfied: 
(i) (X, X") e R*, 
(ii) X" is the output of a walk w" on C, and 
(iii) w" does not change direction. 
When then use w" to construct a walk for X'. 
We use induction on the length of X to construct X". Suppose that a sequence 
X" satisfying properties (i)-(iii) can be constructed from all sequences X of length 
no greater than k, for some positive integer k. Now consider any sequence X of 
length k + 1. If the walk w (of which X is the output on the smallest cycle C) 
already satisfies (i)-(iii), we are done by simply letting X" be X and w" be w. 
Otherwise w changes direction. For concreteness, let w=el ,  e 2 . . . . .  e. and let the 
start and end vertices of w be s and t, respectively. By considering the way w 
progresses from s to t, we see that one of the following three cases must arise in 
order for w to change direction: 
(1) There is a vertex, say v, on C such that an initial portion of w starts from 
s and traverses the edges leading to v and then changes direction to traverse back 
to s. Moreover, this initial portion has only one change of direction, namely at v. 
(2) There is a vertex, say u, on C such that the walk w ends with a traversal 
of edges from t to u and then back from u to t. Moreover, this portion has only 
one change of direction, namely at u. 
(3) There are two vertices, say u and v, on C such that w contains a 
(sub)walk that traverses the edges on C from u to v, then back over the same edges 
on to u and then forward again over the same edges on to v. Moreover, this portion 
of the walk w has exactly two changes of direction, the first at v, and the second 
at u. 
In each of the above three cases, we consider the substring of X corresponding 
to the portion of w identified. In Case 1, the substring is of the form xx  R and X is 
of the form xxRq; in Case 2, the substring is of the form xx  R and X is of the form 
qxxt~; in Case 3, the substring is of the form xxRx and X is of the form pxxRxq, for 
some p, q in 22* and x in 27 +. We see that Rules2, 3, and 1 respectively are 
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applicable to reduce X to a new sequence Y and that there is a walk on C of which 
Y is the output. Since [YI < IXI = k+ 1, we can use the induction hypothesis to 
construct a sequence X" and a walk w" on C that satisfies properties (i)-(iii). 
Finally, we show that there is a walk w' on C of which X' is the output. To this 
end, we consider a sequence ~r of strings X0, X1, X2 ..... Xk, where Xo = X" and 
Xk = X' and each X;, 1 ~< i ~< k, is obtained from Xi_ 1 by an application of Rules 1, 
2, or 3. To simplify the proof, we assume that this sequence is obtained by giving 
priority to Rules 2 and 3 over Rule 1. That is, we assume that if X,. is obtained from 
Xe_ 1 by an application of Rule 1, then Rules 2 and 3 are not applicable on X~_ 1. 
(We remind the reader that the confluence (modulo reversal) of R = R1 w R2 u R3 
ensures that such a sequence can be obtained.) 
We use induction on i to construct a walk we on C for each Xi. Moreover, each 
such w; does not change direction. As a basis, observe that this claim is true for 
Xo=J(". Suppose that it is true for some i, O<<,i<k. Now Xe+x is obtained from 
X~ by applying one of Rules 1, 2, or 3. Consider Rule 2 first; i.e., suppose that 
X,.=xxRq, for some q in 27* and some x in 27+ and X,.+I =xRq. The walk w~+~ is 
constructed by simply deleting the first [xl edges from wi. The walk w~+ 1 is guaran- 
teed to have X~+ ~ as an output since w; does not change direction, and for the same 
reason wi+~ does not change direction either. A similar argument is used to deal 
with an application of Rule 3 to produce X,.+I from Xe. More interesting is the 
ease where Rule 1 is applied; here we show that there is a contradiction of the 
minimality of the length of C. 
From the way the sequence a is constructed, )(,.+1 is obtained from Xi only if 
Rules 2 and 3 are not applicable. Let X~=pxxRxq and X~+~ =pxq. Since X,. is the 
output of we, a walk on C, and since wi does not change direction, there is a string 
y of the same lengt~as C in 27 + with some prefix ~ such that Xe = (y)J)), for some 
positive integer j. Now if xxRx is a substring of y, say y = sxxRxt, then applying 
Rule 1 on Xek times gives the string Y= (sxt)k¢. Note that ~9 must be a prefix of 
sx, lest Rule 3 be applicable on X~. Consequently, Y can be walked on a cycle C' 
of length [sxtl < l Yl. By (a), X can also be walked on the same cycle but this is a 
contradiction since C was supposed to be the smallest cycle on which X could be 
walked. 
Again, if xx R is a substring of y but xxRx is not, let y = bcabbRcRa, where x = ab, 
for some b in 27+ and a, c in 27* (see Fig. 4 below). 
b c ab bRa R b c ab bRa R a 
X X R X X R 
FIG. 4. Illustrating Theorem 4. 
571/49/1-9 
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Note that 33 must be a prefix of beab, lest Rule 3 be applicable. Applying Rule 1 
on Xik times yields the string Y= b(eab)ky. Y can be walked a cycle of length 
Ibcabl < I Yl, which contradicts the minimality of the length of C. 
If neither xx R nor xxRx are substrings of y, then Rule 2 is applicable, which 
contradicts the construction of the sequence a. I 
Theorem 9 provides a way to find a smallest cycle C on which X can be walked; 
simply find a smallest cycle C' on which X' can be walked. Theorem 9 also supplies 
the idea for finding C' from X'. We find the smallest z with some prefix ~ such that 
X' can be written as (Z)k~, for some positive integer k and then "lay out" z around 
a cycle. Our objective is therefore to find this z given X'. We use the Knuth-  
Morris-Pratt algorithm for string matching [8] with a couple of modifications to 
achieve this. 
Given a pattern string p and a reference string s, the Knuth-Morris-Pratt 
algorithm reports the leftmost position in s, where p occurs as a substring of s, if 
it does occur as a substring at all. Our modifications are trivial and do not increase 
the time complexity of the algorithm beyond the original O([sl +]Pl) .  Specifically, 
we require that the algorithm 
(a) Report the second (rather than the first) position from the left of s where 
the pattern p occurs as a substring, and 
(b) Allow for "wildcard" characters (say *'s at the end of s, where * is not 
a character in the alphabet of s and p). That is, s may have a postfix of zero or 
more *'s and a * matches any character of p. 
It is a straightforward exercise to modify the Knuth-Morris-Pratt algorithm to 
accommodate (a) and (b). We leave the details to the reader. 
Given a string matching algorithm with the above modifications, we now show 
how to find the smallest z such that X' can be written as (z)k~ in just O([X'[) time. 
Let the reference string s consist of X' concatenated with as many *'s as the length 
of X'. Let the pattern string p be X' itself. Clearly, the first match of p in s occurs 
at the very first character of s, and the second match no later than the first *. In 
general, if y is any string such that X' can be written as (y)kf~, then the second 
match of p occurs no later than the (1 y| + 1)th position of X'. Conversely, if the 
second match of p occurs at position i in s, then X' can be written as (y)kp, where 
y is the prefix of X' of length i -  1. Therefore, the desired string z of smallest length 
is in fact the prefix of X' consisting of all characters to the left of the second match 
of p in s. We therefore have 
THEOREM 10. The smallest degree two bounded graph on which a given string X 
of length n is the output of a walk can be inferred in O(n log n) time. 
Proof By Theorem 7, the irreducible normal form X' with respect o R can be 
found in O(n log n) time. By Theorem 9 and the preceding discussion, the smallest 
cycle can be inferred from X' in O([X' I)= O(n) time. | 
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4. INFERENCE OF DEGREE k t> 3 BOUNDED GRAPHS 
4.1. Discussion 
We first consider the following decision problem for the case of k = 3. 
NAME : 3-Inference 
INSTANCE: A string X over ~*, where S is a finite alphabet of colors and a 
positive integer n. 
QUESTION: Does there exist a degree three bounded graph G = (V, E) such that 
IVI ~<n and X is the output of some walk in G? 
We show that 3-Inference is NP-complete in Section 4.2. We then consider the 
general k-Inference problem and some other extensions in Section 4.3. Our proof of 
NP-completeness of 3-Inference uses a reduction from 3-SAT, shown to be 
NP-complete in [5, 7]. 
NAME : 3-SAT 
INSTANCE: A set C= {C1, C2, C3 ..... Cm} of conjunctive normal form clauses 
over a set of Boolean variables U= {Ul, U2,...,Uq} such that ICe] =3 for all i, 
1 ~< i ~< m. (That is, Ci is a set of three literals, each of the form u or ~7, where u is 
an element of U.) 
QUESTION: Is C satisfiable? (In other words, does there exist a function z: 
U~ {true, false} such that for each clause ci, 1 ~< i~< m, there is either a literal u in 
ci such that v(u)= true or there is a literal ~ in ci such that v(u)= false?) 
Our transformation from 3-SAT is delicate and a little complicated; we therefore 
present a "bird's eye-view" of the technique before elaborating the details. 
Given an instance of 3-SAT, we must construct a string X and supply a positive 
integer n such that the following claim is satisfied: 
C is satisfiable if and only if X can be walked on a degree three bounded graph on 
no more than n vertices. 
We intend any smallest degree three bounded graph on which X can be walked 
to have a certain structure. Herein lies a fundamental difficulty: our choice of ]( and 
n alone must force all the structure required, but simply deriving X from the 3-SAT 
instance will not make this structure clear. In our proof, we follow an approach 
designed to make the exposition easier. We describe the structure desired and then 
present substrings of X used to enforce the structure. It should be noted that the 
enforcing actually happens only because the desired graph is to be degree three 
bounded and must have as few vertices as possible. We now describe the general 
layout of the target graph that X enforces. 
There is to be a central cycle R on q + m vertices, where q is the number of 
variables in U and m is the number of clauses in C. Gadgets (or subgraphs) for 
truth assignment of variables and for satisfaction testing of the clauses are attached 
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to the vertices of R. Refer to Fig. 5. Satisfaction testing gadgets H1, H2, H3 ..... H,~ 
correspond to clauses CI, C2, C3 ..... Cm in C. Each gadget Hi, 1 ~< i<~m, is a cycle 
on five vertices. Truth assignment gadgets G1, G2, G3 .... , Gq correspond to the 
variables Ua, u2, u3 ..... Uq in U. (These gadgets are much more complicated and 
Fig. 5 does not show edges internal to them, nor does it show edges connecting 
them to satisfaction testing gadgets.) The essential idea is to force a gadget Gi to 
occur in exactly one of two configurations that will correspond to an assignment of 
"true" or "false" to the variable ui, 1 ~< i ~< q. Figure 5 also shows some of the colors 
used in the general ayout. 
The glue that binds the entire concept ogether is the choice of X and the integer 
n. The initial portion of X is carefully constructed so that a smallest degree three 
bounded graph on which X can be walked must have at least n vertices and have 
the structure described. The final portion of X can then be traversed on the same 
graph if and only if all the clauses in C can be simultaneously satisfied. 
4.2. The 3-Inference Problem 
We use insight gained from the preceding discussion to prove the main theorem 
of this section. 
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THEOREM 11. 3-Inference is NP-complete. 
Proof It is easy to see that 3-Inference is in NP, since a non-deterministic 
algorithm need only guess a walk on an edge-colored, egree three bounded graph 
of no more than n vertices and then check in polynomial time that the given string 
X is indeed the output of the walk. 
To prove completeness, we use a reduction from 3-SAT. Let an arbitrary instance 
of 3-SAT be defined by a set of clauses C = { C1, C2, C3 ..... Cm } over a set of 
variables U= {ul, u2, u3 . . . . .  b/q}. We use this instance to construct a string X and 
specify a positive integer n to get an instance of 3-Inference. The following 
notational convention will be used in the remainder of this section: colors in the 
string X will be specified with subscripted Greek letters; substrings of X will be 
specified with subscripted Roman letters. 
As indicated in the preceding discussion, X will be constructed so as to force a 
certain structure on any smallest degree three bounded graph on it which it can be 
walked. Therefore X is conveniently partitioned into substrings according to the 
intended function. In particular, let X=SlS2S3S4, where each si, 1~<i~<4, is 
described below. 
(1) The substring S 1. Let sl = (al a2.. .  ~mfllfl2"'" flq)2, where each ct i, 1 <~ i <~ m, 
and fij, 1 ~< j ~< q, is a distinct color. (Rather than prespecifying the alphabet 27, we 
will just use as many distinct colors as required; that 27 is of size polynomial in the 
size of the 3-SAT instance follows simply from the fact the entire string X is of size 
polynomial in the size of the given 3-SAT instance.) The string sl uses a certain 
trick that will be a recurring theme in the entire proof: whenever a string of the 
form x 2 is presented, where x contains distinct colors, the smallest possible degree 
three bounded graph on which x 2 alone can be walked is a cycle on Ix[ vertices. 
Therefore, sl forces (if we are interested only in smallest possible graphs) a cycle R 
having (m + q) edges. Note that a walk whose output is Sl in R will end at the 
vertex whose two incident edges are colored aa and flq. Substring s2 picks up where 
S 1 leaves off. 
(2) The substring s2. We now force the gadgets H~, H 2, H3, ..., H m.  Each 
gadget He, 1 ~< i ~< m, is intended to be a cycle on five vertices, linked by an edge 
to the vertex of R incident on the two edges colored ~_  1 and a~. for 1 < i ~< m or 
the vertex incident on the edges colored flq and cq for i = 1. Accordingly, we let s~ = 
t 1 t2.. .  tin, where t i = ~11,i(~)2, i~)3, i~4. i])5, i~6, i)2171,i0~i, 1 <<. i <~ m. Here each 7j, i, 1 ~<j~< 6,
1 ~< i ~< m, is a distinct color not already used. Observe that the smallest degree three 
bounded graph on which sas2 can be walked requires (m + q) + 5m vertices, with a 
cycle R and m five-cycle gadgets Ha, HE, Ha .... , Hm, as desired. Moreover, a walk 
whose output is sas2 on such a graph will end at the vertex whose two incident 
edges are colored (~m and fla. Substring s3 picks up at this point. 
(3) The substring s3. We now force the gadgets Ga, G2, G3 . . . . .  Gq to correspond 
to each variable ul, u2, u3 .... ,/gq in U. Accordingly, let s3=r l r2r3 . . . rq ,  and 
consider a particular variable u,  Substring r~ forces the gadget Gi. 
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Let C(i, 1), C(i, 2) ..... C(i,j) be the clauses of C in which the variable Us appears, 
either as the literal us or as the literal ~s. Before presenting the substring rs, first 
consider the structure that Gs is intended to have. Gs is to contain 30j + 9 vertices, 
with 18j+4 vertices on an inner cycle and 12j+ 5 vertices on an outer cycle. Gs is 
to be connected to the central cycle R by means of a linking edge joining a vertex 
of the outer cycle to the vertex of R incident on edges colored fis-1 and fis if i > 1 
or ~m and fll if i= 1. This linking edge is to be colored fis. Besides this linking vertex 
of the outer cycle, the remaining 12j+ 4 vertices of the outer cycle are to be joined 
to 12j+4 vertices of the inner cycle by means of 12j+4 "cross" edges. We will 
construct he string rs carefully to enable a certain freedom in choosing the set of 
vertices of the inner cycle that will be incident on cross edges. More precisely, cross 
edges can exist in one of two configurations, and these configurations will 
correspond to a truth-setting of "true" or "false" to the variable u,  Finally, j ver- 
tices of the inner cycle will be joined to j of the clause gadgets H1,/-/2, n3, ..., nm 
through "clause satisfaction" edges. The following discussion elaborates the coloring 
scheme to be used for the different edges. 
(a) The outer cycle. The 12j+ 5 edges of the outer cycle are each to have a 
distinct color. We classify these edges as variable and terminator, according to their 
intended function. There are 12j variable edges, or 12 edges for each clause that 
variable u; appears in. These edges are arranged consecutively along the outer cycle: 
first come the 12 variable edges for clause C(i, 1), then the edges for clause C(i, 2), 
and so on. The 12 edges for clause C(i, k), 1 <<.k<~j, are to be colored Ps, k,1, Ps,~,2, 
Ps, k,3 . . . . .  Ps, k,12. The five terminator edges of the outer cycle are to be colored ffi,1, 
~s,2, ..., ~s,5. Refer to Fig. 6, which shows the coloring for all terminator edges and 
for the 12 variable edges for the clause C(i, 1). 
(b) The inner cycle. The 18j+4 edges of the inner cycle are classified as 
variable, clause, and terminator. There are 16j variable edges, 2j clause edges, and 
four terminator edges. We will use only 9j + 2 colors to color the edges of the inner 
cycle, using cross edges and the degree bound of three to force two distinct edges 
to have the same color. 
First, consider the four consecutive t rminator edges on the inner cycle. These are 
to be colored es, l and es,2 alternating. 
Next, consider the variable and clause edges. Together, there are 18./' of them on 
the inner cycle, with 16 variable edges and two clause edges for each clause that us 
appears in. The 16 variable edges for a particular clause C(i, k) are to be colored 
with eight colors Cs, k,1, ~)i,k, 2, ¢i,k, 3 . . . . .  ~)S,k, 8" The two clause edges are to be colored 
with the same color 2c(;,k). Note that the color of a clause edge depends only on 
the particular clause C(i, k), and not on the variable us. In other words, if variables 
Ua, Ub, and uc occur in the same clause Ca, then the inner cycles of the gadgets G,, 
Gb, and Gc will each have two clause edges colored 2ca. The 18 variable and clause 
edges are laid out in three pairs of sequences of three edges in the following 
manner: first come two sequences of three variables edges, with each sequence 
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FIG, 6. The outer and inner cycles of G i. 
colored ~b~.k, 1, ~bi, k,2, and ~bi, k,3. Second come two sequences of three edges, with 
each sequence colored ~b~,k,4, 2c(i,k), and ~b~,k,5. These two sequences contain the two 
clause edges. Finally, there are two sequences of three edges colored ~bl, k.6, ~b~,k,7, 
and ~be, k,8. Refer to Fig. 6, which shows the coloring for all terminator edges and for 
the 16 variable edges and two clause edges for the clause C(i, 1). Also shown in 
Fig. 6 are two special cross edges, colored q~,a nd ~/i,4, used to connect he inner 
cycle to the outer one at fixed vertices. 
(c) Cross edges. The 12j + 4 cross edges erve two purposes--first, they force G~ 
to be in one of two configurations, if it is to have the fewest vertices; second, they 
bolster the structure of the inner cycle by disallowing smaller graphs than the ones 
intended. We shall call one configuration of the cross edges TRUE and the other 
FALSE, to correspond to the truth-setting ofvariable u~. The cross edges are classified 
as variable and terminator, with 12 variable edges for each clause that u~ appears in 
and four terminator edges. Each cross edge has a distinct color not assigned before. 
In particular, consider the 12 variable cross edges shown in Fig. 7 to correspond 
to clause C(i, k). The colors used for these are Z;,k,1, X~,k,2, Zi,/~,3 ..... ;G.k,12. The four 
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terminator cross edges are colored with distinct colors t/i,1, q i,2, ~i,3, ~i,4" As noted 
above, the edges colored t/;,4 and ~/i,1 are used to anchor the inner cycle to the outer 
one and join identical vertices in the TRUE and FALSE configurations. The 
remaining two edges, colored qi,2 and ~h,3 are to form a six-cycle with one of the 
two pairs of consecutive terminator edges of the inner cycle colored e;,1 and e;,2 and 
the two edges of the outer cycle colored (~,1 and (i,2- 
The crucial point is this: there are paired sequences of edges with the same colors 
around the inner cycle. Substring r; will force either all the vertices of the inner 
cycle incident on the first sequence of edges or the second sequence of edges to be 
of degree three, if Gi is to have the smallest number of vertices. This is the reason 
we have exactly two possible configurations. 
(d) Clause satisfaction edges. There are j clause satisfaction edges that join Gi 
with the gadgets Hc(i,1), Hc(i,2), Hc(i,3) .... , Hc(~,j). These clause satisfaction edges 
serve two purposes--first, hey ensure that distinct gadgets Ga and G b corre- 
sponding to distinct variables Ua and Ub do not share a vertex. This is necessary 
because the two variables may appear in the same clause, say Ca, and hence the 
gadgets Ga and a b will each have two clause edges on the inner cycle colored 2c~. 
Although the substrings of s3 that enforce cross edges would ensure that two of 
these edges have degree three end vertices, the other two edges would be left with 
only degree two end vertices. This potentially allows two edges from the distinct 
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gadgets Ga and Gb to be merged into a single edge with degree three and vertices. 
However, a clause satisfaction edge will join one "free" degree two vertex from each 
gadget G a and Gb to a distinct vertex of Hc~ using a distinct color, thereby 
precluding this possibility. 
The second purpose of the clause satisfaction edges is, as the name indicates, to 
test the clauses for satisfaction. 
Consider any particular clause C(i, k), 1 <~ k <~j, that the variable ui appears in. 
There is a single clause satisfaction edge that joins a vertex, say u, in Hc(~,k ) with 
a vertex, say v, in Gi. This edge is to be colored V~,k, a color distinct from the others 
used. To determine the vertices u and v, assume an arbitrary but fixed ordering of 
the three literals in each clause Ca, C2, C3 .... , Cm. For concreteness, assume that 
C(i, k) is the clause Cd. Recall that Hc(i,k) is a cycle on five vertices with edges 
colored Y2,d, ~3,d, "", ])6,d" If the literal in Cd corresponding to u~ is in the first 
(alternately, second or third) position; then u is the vertex incident on the edges 
colored 72,d and 73,d (respectively, 73,a and ~)4,d or ])4,d and 75,d)- 
The vertex v in the inner cycle of Gg depends on whether the literal u~ or the 
literal zTi appears in Cal. Recall that in both TRUE and FALSE configurations, the 
inner cycle of G; has a sequence of edges colored ~i,k,4, 2c(~,k), and (~.k,5, where 
both end vertices of the edge colored 2C0. k ) do not have a cross edge of G; incident 
on them. Call these "free" vertices. Now if the literal u i appears in Cd, then v is the 
free vertex of G~ incident on the edges colored 2c(i,k) and ~b;,k,4; else if the literal /~i 
appears in Ca, then v is the free vertex incident on the edges colored 2c(e,k) and 
q~i,k,5- 
We are now ready to specify the substring s3 = r l r2" ' rq  intended to force sub- 
graphs G1, G2, G3 ..... Gq. Consider a particular i, 1 ~< i ~< q. We shall ensure that 
the walk of ri starts on the cycle R at the vertex incident on edges colored fl~_ 1 and 
fl~ if i > 1 and the vertex incident on edges colored e~ and fll if i = 1. Observe that 
this is true initially, i.e., for substring r 1 , at the end of the substring s2. We partition 
r~ into four substrings to appear in the order given: ri, outer, ri, i . . . . .  r~,~ ..... and 
ri,~t .... ; these will enforce, respectively, the outer cycle, the inner cycle, the cross 
edges, and the clause satisfaction edges of G~. 
The substring rl, outer is: 
6 i  (~i, 5 Pi, 1,1 Pi, 1,2 " " " Pi, 1,12 Pi, 2,1"'" Pi, 2,12 ' ' "  Pi, Z 1"'" Pi, j, 12 ~i, 1 ffi, 2 ~i, 3 ffi,4 )2. 
(Use Fig. 6 to follow the walk of this string.) Here j is the number of clauses of C 
in which ui appears. Note that the edge colored 6i links the outer cycle to the cycle 
R and that the distinct colors of the string ri, outer forces there to be a cycle of 12j + 5 
edges. 
The substring ri, i . . . .  picks up where ri, outer leaves off, i.e., at the vertex incident 
on terminator edges of the outer cycle colored ( i ,4 and ~;,5. Substring r;,i . . . .  is 
(~,4~/~,1(e~,2X,.,IX~,2 - ..Xi,jei, lei,2e~,l) 2. (Use Fig. 6 to follow the walk of this string.) 
Observe that we used a special cross edge colored r/~,l to move from the outer cycle 
to the inner cycle. Here each of the embedded strings X~,I, X~.2 ..... X,.j. in r;.inne r 
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force the 16 variable and two clause edges for each of the j clauses u; appears in. 
The string Xi,  k, 1 ~ k <~ j ,  is (~)i,k,l ~t,k,2~i,k,3) 2 (~i,k,n~c(i,k)~i,k,5) 2 (~)i,k,6~i,k,7~i,k,8) 2. 
At the end of ri, i . . . .  we cannot claim that the inner cycle is forced to be a "cycle," 
since colors are repeated in ri,~a .... potentially enabling edges intended to be distinct 
to actually be the same. The substring r~, ..... forces the cycle structure and G t to be 
in the TRUE or FALSE configuration. 
The substring r,',oross works as follows: it forces a walk to go from the outer cycle 
to the inner cycle, backwards and forwards. It starts by tracing to a fixed point on 
the outer cycle with the preliminary string: t/~,l~i,4ffi, 5. Now each set of 12 cross 
edges for each of the j clause are enforced. Consider the kth clause, C( i ,  k ) ,  in 
which variable u~ appears. The 12 cross edges here are enforced by the following 
nine substrings that appear one after the other in r~, ..... in the given order (use 
Fig. 7 to follow the walk of these strings): 
ri, cross, k, 1 = (Z i, k, l O i, k, l ~ i,k,2 O i, k,3 )~i,k, 4 P i, k,3 P i, k,2 P i, k, 1) 2 
ri, cross, k,2 = (Pi,  k, lZi, k,2(~i,k,1)~i,k,1) 2 
ri, eross, k,3 = P i, k,1 P i, k,2( P i, k,3 )(.i,k, 4 O i, k,3 Z i, k,3 ) 2 
r i, ...... k,4 -~ P i, k,3 P i, k, 4(Z i, k, 5 O i, k, 4 J'C( i,k ) O i, k, S Z i, k, 8 P i, k, 7 P i, k,6 P i, k, 5 ) 2 
r i,~ross, k, 5 = ( p i, k, S Zi, k,6gk i, k,1)~i,k,5 ) 2 
ri, cross,k,6 = Pi, k,5 Pi, k,6 ( Pi, k,7)~i,k,8~i,k, SZ~,k,7) 2 
rc  . . . . . .  k,7 = Pi, k,7 Pi&,8 (Xi, k,9 q~i&,60i, k,7 ~i,k,8 Zi, k, 12 Pi, k, 11 Pi, lc, 10 Pi, k,9) 2 
r i, . . . . . .  k,8 -~ ( P i, k,9 Zi, k, lOO i, k,6 Zi, k,9 ) 2 
r~ ....... k,9 = Pi, k,9 Pi, k, 10 ( Pi, k, 11 Zi, k, 12 Oi, k, 8 Xi, k, 11 )2 p i,k, 11 P i,k, 12" 
After all 12j cross edges are enforced, the substring r~, c . . . .  finishes off by 
"stitching" the terminator edges of the inner and outer cycles. This is achieved by 
the substring that terminates ri, cross, which is (~,1(;,2~h,2tb,3) a ~;,1 rl i ,4~i,l~i, j ,8~i,j ,8 
~i, 1~i, 4~i, 2~i, 3~i, 4(~i" 
Here cross edges colored ~/i,4 and r/;,~ anchor the inner cycle to the outer at fixed 
vertices, but the remaining cross edges are free to adopt one of two configurations. 
Also note that if ri,~ ....  had been walked on fewer than 18j+4 vertices, i.e., by 
walking some of the repeated sequences of colors, then we will require more than 
18j + 4 vertices to walk both r~,~ ....  and ri ...... if we are to maintain a degree three 
bounded graph. So we can now claim that the inner cycle has been enforced (as 
long as we are interested only in the fewest number of vertices necessary to walk 
r/,inne r and /'/,cross)" 
Clause satisfaction edges are enforced by r; m ..... which consists of j substrings 
that enforce edges for each clause C( i ,k ) ,  l<<.k<<.j. For concreteness, let 
C( i ,  k )  = Ca.  Then the kth substring of r;,o I.... can be written as (xyzzRyRxR) ,  where 
x,  y ,  and z are specified as follows: 
The string x is f l~f l i+ l " ' "  flqO~lOt2"''O~d]~l,d" This forces a walk to the five-cycle of 
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Hc: since the clause satisfaction edge is most conveniently enforced from there. 
The string y is 72,d, or 72,d73,d or 72,a73,d]:a,d, depending on whether the variable ui 
appears as the first, second, or third literal in Hc,, respectively. This brings us to 
the appropriate vertex for enforcing the clause satisfaction edge. The string z is 
either Vi, k~i,k,4~i,k, 4t~C(i,k)~i,k, 5~i,k, 6 or  ])i,k~i,k,5~i,k, 51~C(i,k)~i,k,4~i,k,3, depending on 
whether the literal u,. or the literal ~7~ appears in Cal. A few comments about z are 
in order. 
First, note that clause edges colored 2c(~,k) (or 2cd, they both refer to the same 
color) will appear in two other gadgets, say Ga and Gb, corresponding to the two 
other variables ua and Ub that are in Ca. However, the substring z has been 
constructed in such a way as to preclude a distinct pair of gadgets (say G; and G,) 
from sharing a clause edge. 
Next, note that walking string z may require an additional edge to be added 
besides the clause satisfaction edge. Specifically, consider the case of literal u~ 
appearing in Ca. If G~ is in the TRUE configuration, then walking z requires that 
we only add the clause satisfaction edge colored v;,k. However, if tT,. appears in Ca 
and G; is in the FALSE configuration, then an additional edge colored ~be,~, 5 must 
be added in order to maintain a graph with just n vertices. Figure 8 illustrates this 
point. The case of iT,. appearing in Ca is similar; we would need to add an additional 
edge besides the clause satisfaction edge if G~ is in the TRUE configuration. In 
~,k,1 
~i~3 
~' I  
~ '2  
~i,k'4 
/ 
I"I c(i,k) (~i,k,8 
TRUE 
~kl  
7~a 
7~a 
~' k lfl 
~'kl? 
~,k,1 
P~2 
q~4 
~Jc,5 
~6 
P~7 
q~,.8 
q~,9 
qx~o 
q.k.11 
q,k,12 
FALSE 
• (~i,k,3 
"¢:/ 
~i'~'~ 
FIG. 8. Edge added to walk string z in wrong configuration. 
~,4 
q~,,7 
q~,,8 
q.k.9 
Oij,.~o 
q,kA1 
q,k,12 
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either case, we shall say that Gi is in the "wrong" configuration for C d if an 
additional edge besides the clause satisfaction edge needs to be added to walk z; 
otherwise it is in the "right" configuration for Cd. The crucial point, to be used 
later, is that if Gi is in the wrong configuration for Cd, then both edges colored 2ce 
in G~ will have degree three end vertices. 
The postfix zRyRx R of the kth substring of ri, o~ .... forces a walk back to the vertex 
of R that the walk started from, in readiness for the (k+ 1)th substring. 
After we finish all four substrings r;,out~, r~,~,,~r, ri ....... and r;,~ ..... we terminate 
r~ with the color fli. This will prepare us for r~+l, unless i = q, in which case we are 
done with s3 and are ready for satisfaction testing of the clauses. 
Let us summarize what the string s~s2s3 has achieved thus far. In order to walk 
S~SzS3, a smallest degree three bounded graph must have a cycle R on (m +q)  
vertices, m five-cycles HI, H2, Ha, ..., Hm requiring 5m vertices, and finally q disjoint 
graphs Ga, G2, G3 .... , Gq. The graph G~ has 30ji + 9 vertices, where j~ is the number 
of clauses of C in which ug appears. So we need at least 6m + q + zq= 1 (30j,. + 9) 
vertices. Noting that 51q= 1J~ is 3m, we obtain a grand total of 10q + 96m vertices 
for the smallest degree three bounded graph that can walk s~s2s3. We let this 
number be the n required for the 3-Inference instance. 
Recall that the string s3 terminated at the vertex of R incident on flq and el. We 
are now in the right position for testing clauses C~, C2, C3, ..., Cm for satisfaction 
with the substring s4. 
(4) The substring s4. It is convenient to partition s 4 into rn substrings, where 
the dth substring will be used to test Ca for satisfaction. In general, we shall ensure 
that the dth substring will start at the vertex of R incident on edges colored Ca-1 
and ed if d is greater than one. The dth string is 71,dy6,aOc~2ce2c~Oce76,a71,dC~ . 
Here Ocd is a color distinct from all colors used so far. The prefix Yl,d76,d forces a 
walk to the only vertex of Hc~ that is still of degree two; this vertex is now forced 
to be of degree three with the edge colored Oce also being incident on it. The other 
end vertex of this edge depends on the variables, say u~, ub, and uc, that appear 
in Ca. If all three gadgets Ga, Gb, and Gc are in the wrong configuration for Cd, 
all six edges colored 2ca in the entire graph will have degree two end vertices. We 
will then be forced to add new vertices to be able to walk the dth substring of s4. 
However, if at least one of Ga, Gb, and Gc is in the right configuration, we have 
at least one edge colored 2ce in the graph with a degree tWO end vertex. This vertex 
can be made the other end vertex of the edge colored Oce, ensuring that the dth 
substring of s4 can be walked without adding extra vertices. 
In other words, if the entire string X= sis2s3s 4can be walked on a degree three 
bounded graph of n vertices, then the configurations of the gadgets G1, G2, 
G 3 . . . .  , Gq (TRUE or FALSE) will supply a truth-assignment for Ul, u2, u3 .... , Uq 
that will satisfy all the clauses C1, C2, Ca .... , Cm. Conversely, if there is a truth- 
assignment that satisfies C1, C2, C3 .... , Cm, we can set up the configuration of the 
gadgets G~, G2, G3, ..., Gq according to the truth-assignment and this will provide 
a degree three bounded graph of exactly n vertices on which X can be walked. | 
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4.3. Extensions 
Several extensions to the problem of minimal graph inference from walks are 
possible. Foremost, of course, is the case of the degree bound k being greater than 
three. This case is also shown to be NP-complete by a simple modification of the 
proof of Section 4.2. All that needs to be done is to prefix the string SlS2S3S4 with 
a string spr,. The purpose of Spre is to force a walk that will add extra edges and 
vertices to the basic graph targeted in the proof. The extra edges will all have 
distinct colors. Some of them will join the vertices of the basic graph to the extra 
vertices so as to increase the degree of every vertex in the basic graph by (k -  3); 
the others will ensure that all the extra vertices have degree exactly k. After 
adjusting n to reflect the extra vertices added, we can appeal to the proof of 
Section 4.2 to claim NP-completeness for the general k-Inference problem. We leave 
the details to the reader. 
The target graph in the proof of Section 4.2 did not have multiple edges. There- 
fore the k-Inference problem is NP-complete ven if multiple edges are prohibited. 
However, the construction of the 3-Inference instance from the 3-SAT instance 
made explicit use of the fact that the edge coloring of the target graph is not 
required to be proper. (This was necessary to walk the substring z used to force 
clause satisfaction edges in the wrong configurations.) We do not know if the 
k-Inference problem is still hard if the edge coloring is required to be proper. A 
complication here is that it may not be feasible to walk a given string X on any 
degree k bounded graph, even if the number of vertices is not restricted. We do note 
that the special case of k = 2 can still be handled using the technique of Section 3, 
to test for feasibility as well as to find the smallest feasible degree two bounded 
graph. 
Another extension is to drop the degree bound requirement. Aslam and Rivest 
have noted (through an example in [2]) that if there is no degree bound and 
multiple edges are not forbidden, then any output sequence X can be walked on 
just two vertices, even if proper edge coloring is required. If multiple edges are 
forbidden, the problem appears to be open. 
5. CONCLUDING REMARKS 
We have shown that it is possible to infer minimum consistent degree two 
bounded graphs from walks in O(n log n) time, where n is the length of the walk. 
Very recently, Aslam and RiPest have devised ifferent algorithms that match the 
O(n log n) time complexity shown in this paper. Refer to [3] for further details. We 
have also shown that the problem is NP-complete if the degree bound is greater 
than two. 
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