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Topological defects are distinctive signatures of liquid crystals. They profoundly affect the vis-
coelastic behavior of the fluid by constraining the orientational structure in a way that inevitably
requires global changes not achievable with any set of local deformations. In active nematic liquid
crystals topological defects not only dictate the global structure of the director, but also act as local
sources of motion, behaving as self-propelled particles. In this article we present a detailed analytical
and numerical study of the mechanics of topological defects in active nematic liquid crystals.
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I. INTRODUCTION
Active liquid crystals are nonequilibrium fluids com-
posed of internally driven elongated units. Examples of
active systems that can exhibit liquid crystalline order
include mixtures of cytoskeletal filaments and associated
motor proteins, bacterial suspensions, the cell cytoskele-
ton and even non-living analogues, such as monolayers
of vibrated granular rods [1]. The key feature that dis-
tinguishes active liquid crystals from their well-studied
passive counterparts is that they are maintained out of
equilibrium not by an external force applied at the sys-
tem’s boundary, such as an imposed shear, but by an
energy input on each individual unit. The energy fed
into the system at the microscopic scale is then trans-
formed into organized motion at the large scale. This
type of “reverse energy cascade” is the hallmark of ac-
tive systems. In active liquid crystals the large scale self-
organized flows resulting from activity further couple to
orientational order, yielding a very rich behavior. Novel
effects that have been predicted theoretically or observed
in simulations and experiments include spontaneous lam-
inar flow [2–4], large density fluctuations [5–7], unusual
rheological properties [8–10], excitability [11, 12] and low
Reynolds number “turbulence” [11–17].
Ordered liquid crystalline phases of active matter can
be classified according to their symmetry and to the na-
ture of the forces that the active units exert on the en-
vironment. Active particles are often elongated objects
with a head and a tail, hence intrinsically polar, such as
bacteria or birds. Such systems can order in states with
ferromagnetic (polar) order, where all units are on aver-
age aligned in a fixed direction. In this case the ordered
state is also a macroscopically moving state. Polar active
particles can also order in states with nematic or apolar
order, where the particles are aligned along the same axis,
but with random head/tail orientation. In this case the
ordered state has apolar or nematic symmetry: if the di-
rection of mean order is denoted by a unit vector n then
the ordered state is invariant under n → −n and has
zero mean velocity. Some active units are intrinsically
apolar, such as vibrated rods [7], melanocytes [18] and
some fibroblasts [19], and order in states with nematic
symmetry.
In addition to the distinction based on symmetry of
the ordered state, active systems can be further classi-
fied by the type of stresses or flows they impose on the
surrounding medium. These can be contractile, as in
actomyosin networks or in migrating cell layers, or ex-
tensile, as in suspensions of microtubule bundles or in
most bacteria [1]. In the context of swimming microor-
ganisms or artificial swimmers, units that exert exten-
sile forces on the surrounding fluid are known as push-
ers, while those that exert contractile forces are known
as pullers. Most bacteria are pushers, while the alga
Chlamydomonas is an example of a puller. The extensile
or contractile nature of active stresses affects the stability
of ordered states [20].
In this paper we focus on the rich dynamics of active
liquid crystals with nematic symmetry. We consider both
extensile [21, 22] and contractile [19] systems. Previous
work has highlighted the rich dynamics that arises in ac-
tive nematics from the interplay of activity, orientational
order and flow [2–4, 11, 12, 23]. More recently it was
suggested that topological defects play an important role
in mediating and driving turbulent-like active flows [14–
17, 21, 24].
Topological defects are inhomogeneous configurations
of the order field that provide a distinctive signature of
liquid crystalline order and have been extensively studied
in passive nematics. For passive nematics, defects may be
generated through boundary conditions, externally ap-
plied fields, or via sufficiently rapid quenches from the
disordered to the ordered state [25–27]. When the con-
straints are removed, or the system is given time to equi-
librate, the defects ultimately annihilate and the system
reaches a homogeneous ordered state that minimizes the
free energy. The structure of the topological defects is in-
timately related to the broken symmetry of the ordered
state and effectively provides a “fingerprint” of such a
symmetry. When the ordered state has ferromagnetic
(polar) symmetry, the lowest energy defect configurations
are the charge +1 vortices and asters (monopoles), while
in states with nematic symmetry charge ±1/2 defects,
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2known as disclinations, are possible [28] and have the
lowest energy. The structure of the topological defects
therefore provides an important tool for classifying the
broken symmetry of liquid crystalline states.
In active liquid crystals, in contrast to passive ones, de-
fect configurations can occur spontaneously in the bulk
and be continuously regenerated by the local energy in-
put, as demonstrated in experiments [18, 19, 21, 22].
While the aster and vortex defects that occur in polar
active systems [29, 30] have been studied for some time
[23, 31–33], the properties of defects in active nemat-
ics have only recently become the focus of experimental
and theoretical attention. Disclinations have been iden-
tified in monolayers of vibrated granular rods [7], in ac-
tive nematic gels assembled in vitro from microtubules
and kinesins [21], in dense cell monolayers [18, 19], and
in living liquid crystals obtained by injecting bacteria
in chromonic liquid crystals [22]. In bulk suspensions
of microtubule bundles the defects drive spontaneous
flows [21]. When confined at an oil/water interface, fur-
thermore, the same suspensions form a two-dimensional
active nematic film, with self-sustained flows resembling
cytoplasmic streaming and the continuous creation and
annihilation of defect pairs [21].
Recent work by us [24] and others [14–17, 34] has be-
gun to systematically examine the effect of activity on
the dynamics of disclinations in a nematic liquid crys-
talline film. We demonstrated that +1/2 disclinations in
active liquid crystals behave like self-propelled particles
with an active speed proportional to activity. The di-
rection of active motion is controlled by the extensile or
contractile nature of the active stresses. For certain rel-
ative orientations of pairs of defects of opposite strength
this self propulsion can overcome the equilibrium repul-
sive interaction among pairs of opposite-sign defects, al-
lowing for dynamical states with an average sustained
concentration of defect-antidefect pairs. In related work,
Thampi et al. [14] suggested that the mean distance be-
tween defects in these turbulent states may be strongly
correlated with the correlation length of fluctuations in
the flow velocity, and only weakly dependent on activity.
In the rest of this paper we first review the hydrodynamic
description of active nematics and the instabilities of the
homogeneous ordered state. In Section V we present the
results of a systematic numerical study of the various flow
regimes induced by activity. Each regime is characterized
in terms of flow patterns and defect proliferation. The
chaotic regime exhibits a steady number of defects that
persist in time. This is made possible by active flows
that drive directed motion of the comet-like +1/2 de-
fects, generating, for certain relative orientations of two
opposite sign defects, an effective repulsive interaction
between the pair. The mechanisms for this active defect
dynamics are analyzed in Sections III and IV, where we
discuss individual defect dynamics and pair annihilation
in active nematics, respectively. We conclude with a brief
discussion highlighting open questions.
II. ACTIVE NEMATODYNAMICS
A. Governing Equations
We consider a uniaxial active nematic liquid crystal
in two dimensions. The two-dimensional limit is appro-
priate to describe the experiments by Sanchez et al. [21],
where the microtubule bundles confined to a water-oil in-
terface form an effectively two-dimensional dense nematic
suspension, but also of considerable interest in its own
right. The hydrodynamic equations of active nematic liq-
uid crystals have been derived by coarse-graining a semi-
microscopic model of cytoskeletal filaments crosslinked
by clusters of motor proteins [35]. They can also simply
be obtained from the hydrodynamic equations of pas-
sive systems by the addition of nonequilibrium stresses
and currents due to activity [1, 3, 11, 12, 32, 36, 37].
We consider here an incompressible suspension where
the total density ρ of active bundles and solvent is con-
stant. The equations are formulated in terms of the
concentration c of active units, the flow velocity v of
the suspension and the nematic tensor order parameter
Qij = S (ninj − δij/2), with n the director field. The
alignment tensor Qij is traceless and symmetric, and
hence has only two independent components in two di-
mensions. The constraint of constant density ρ requires
∇·v = 0. The hydrodynamic equations are given by [11]
Dc
Dt
= ∂i
[
Dij∂jc+ α1c
2∂jQij
]
, (1a)
ρ
Dvi
Dt
= η∇2vi − ∂ip+ ∂jσij , (1b)
DQij
Dt
= λSuij +Qikωkj − ωikQkj + 1
γ
Hij , (1c)
where D/Dt = ∂t + v · ∇ indicates the material deriva-
tive, Dij = D0δij + D1Qij is the anisotropic diffusion
tensor, η the viscosity, p the pressure, λ the nematic
alignment parameter, and γ the rotational viscosity. Here
uij = (∂ivj + ∂jvi)/2 and ωij = (∂ivj − ∂jvi)/2 are the
strain rate and vorticity tensor, respectively, represent-
ing the symmetric and antisymmetric parts of the veloc-
ity gradient. The molecular field Hij = −δFLdG/δQij
embodies the relaxational dynamics of the nematic ob-
tained from the variation of the two-dimensional Landau-
de Gennes free energy FLdG =
∫
dAfLdG [28], with
fLdG =
1
2A tr(Q)
2 + 14C(trQ
2)2 + 12K|∇Q|2 , (2)
where K is an elastic constant with dimensions of en-
ergy. For simplicity we restrict ourselves here to the one-
elastic constant approximation to the Frank free energy:
i.e. equal bend and splay moduli. The coefficients A
and C determine the location of the continuous transi-
tion from a homogeneous isotropic state with S = 0 to a
homogeneous nematic state with a finite value of S given
by S =
√−2A/C (where we have used trQ2 = S2/2).
3We are interested here in a system where the transition
is driven by the concentration of nematogens, as is the
case for a fluid of hard rods of length ` which exhibits
an isotropic-nematic (IN) transition at a concentration
c? = 3pi/2`2 in two dimensions. Noting that A and C
have dimensions of energy density (in two dimensions),
we choose A = K (c? − c) /2 and C = Kc [12]. This
gives S = S0 =
√
1− c?/c0 in a homogeneous state of
density c0, so that S0 = 0 for c0 < c
? and S0 ≈ 1 for
c0  c?. The ratio
√
K/|A| defines a length scale that
corresponds to the equilibrium correlation length of order
parameter fluctuations and diverges at the continuous IN
transition [26]. Here we restrict ourselves to mean values
of concentration well above c?, where this equilibrium
correlation length is microscopic and is of the order of
the size ` of the nematogens, which will be used as our
unit of length in the numerical simulation. Finally, the
stress tensor σij = σ
r
ij+σ
a
ij is the sum of the elastic stress
due to nematic elasticity,
σrij = −λSHij +QikHkj −HikQkj , (3)
where for simplicity we have neglected the Eriksen stress,
and an active contribution, given by [1]
σaij = α2c
2Qij , (4)
which describes stresses exerted by the active particles.
The sign of α2 depends on whether the active particles
generate contractile or extensile stresses, with α2 > 0
for the contractile case and α2 < 0 for extensile sys-
tems. Activity yields also a curvature-induced current
given by the last term on the right hand side of Eq. (1a),
ja = −α1c2∇ · Q, that drives active units from re-
gions populated by fast moving particles to regions of
slow moving particles. The c2 dependence of the active
stress and current is appropriate for systems where activ-
ity arises from pair interactions among the filaments via
crosslinking motor proteins. The active parameters α1
and α2 will be treated here as purely phenomenological.
In microscopic models they are found to depend on the
concentration of active crosslinkers and on the consump-
tion rate of adenosine triphosphate (ATP) [38, 39].
B. Linear Stability
The hydrodynamic equations of an active nematic have
two homogeneous stationary solutions, with c = c0 and
v = 0. For c0 < c
? the homogeneous state is disordered
with S0 = 0. For c0 > c
? the homogeneous solution is
an ordered nematic state with S0 =
√
1− c?/c0. The
linear stability of the ordered state has been studied in
detail for the case of a L × L periodic domain [11, 12].
It is found that above a critical activity the homogenous
state is unstable to a laminar flowing state. This in-
stability corresponds to the spontaneous flow instability
well-studied in a channel geometry [2, 4, 40]. The crit-
ical activity value associated with the instability of the
FIG. 1: Schematic representation of the region where an ac-
tive nematic is linearly unstable to splay (green) and to bend
(gray) fluctuations in the plane of the alignment parameter λ
and the activity α = c20α2. The unstable regions are bounded
by the critical activity given in Eq. (5). Flow tumbling ex-
tensile nematic with |λ| < 1 are unstable to bend when ac-
tive stresses are extensile (α < 0) and to splay when active
stresses are contractile (α > 0). Conversely, strongly flow
aligning (|λ|  1) are unstable to splay when active stresses
are extensile (α < 0) and to bend when active stresses are
contractile (α > 0).
homogeneous state is given by [12]
α±2 = ±
4pi2K[2η + γS20 (1∓ λ)2]
γc20L
2S0 (1∓ λ) . (5)
For |α2| > |α+2 | the system is subject to spontaneous
splay deformations characterized by the instability of the
first transverse mode. For |α2| > |α−2 |, on the other hand,
the instability is determined by the first longitudinal
mode corresponding to bending deformations. Note that
the sign of α±2 depends both on the sign of the fraction
and the sign of the term 1∓λ in the denominator. Thus
flow-aligning nematics (|λ| > 1) are unstable to splay un-
der the effect of an extensile active stress (α2 < α
+
2 < 0)
and to bending under the effect of a contractile active
stress (α2 > α
−
2 > 0). Vice versa, flow-tumbling ne-
matics (−1 < λ < 1) are unstable to bending under the
effect of an extensile active stress (α2 < α
−
2 < 0) and
to splay under the effect of a contractile active stress
(α2 > α
+
2 > 0) (see Fig.1). In this paper we focus ex-
clusively on flow-tumbling systems and discuss both the
cases of extensile and contractile stresses.
C. Dimensionless Units and Numerical Methods
To render Eqs. (1) dimensionless, we scale distances by
the length of the active nematogens `, set by the criti-
cal concentration c?, stresses by the elastic stress of the
4nematic phase σ = K/`2 and time by τp = η`
2/K rep-
resenting the ratio between viscous and elastic stress. In
these dimensionless units we take α1 = |α2|/2 and we
introduce
α = α2c
2
0 , (6)
as the fundamental measure of active stress. This will
serve as the control parameter throughout this work.
The numerical calculations presented in Sec. IV and
V are performed via finite differences on a square grid of
2562 points. The time integration was performed via a
fourth order Runge-Kutta method with time step ∆t =
10−3. Except where mentioned otherwise, the numerical
calculations described in this section use the parameter
values D0 = D1 = 1, λ = 0.1, c0 = 2c
? (corresponding to
S0 = 0.707) and L = 20.
III. DYNAMICS OF AN ISOLATED
DISCLINATION
Topological defects are spatially inhomogeneous con-
figurations of the director field that cannot be trans-
formed continuously into a uniform state. In equilibrium
defects can occur upon quench from the disordered into
the ordered phase or upon application of external electric
or magnetic fields. Geometry or suitable boundary condi-
tions can also be used to generate and maintain defects in
the system. For instance in a spherical nematic droplet,
with boundary condition such that the director is normal
to the droplet surface, the equilibrium configuration con-
sists of a radial director field with a point defect at the
center of the droplet. In the absence of such constraints
or external fields and given enough time to equilibrate
defects of opposite sign always annihilate and the system
settles into a uniform equilibrium state [41, 42].
In two dimensions defects are point-like. The strength
of a disclination depends on how much the director field
rotates around the defect core in one loop. In two di-
mensions this can be expressed in terms of a single scalar
field θ representing the angle formed by the director
n = (cos θ, sin θ) with the horizontal axis of a Cartesian
frame. This gives ∮
dθ = 2pik , (7)
where the integral is calculated along an arbitrary con-
tour enclosing the defect. The integer k is called strength
of the defect and is analogous to the winding number
of vortex defects in polar systems. In two-dimensional
uniaxial nematics the lowest energy defect configurations
consists of half-strength disclinations with k = ±1/2. In
the presence of an isolated defect located at the origin, a
solution θ = θd that minimizes the energy (2) and satis-
fies the constraint (7) is given by
θd = kφ , (8)
with φ the usual polar angle. The corresponding energy
is given by
F = piKk2 log(R/a) + c , (9)
where R is the size of the system and a is the core ra-
dius, defined as the radius of the region in the immediate
proximity of the defect where the order parameter drops
from its equilibrium value to zero. The quantity c is
the contribution to the total energy due to the isotropic
defect core.
Point defects in nematic liquid crystals have several
particle-like features. Like charged particles, opposite-
sign defects attract and same-sign defects repel ([28] and
Sec. IV). It is well established that the dynamics of an
isolated disclination that evolves according to Eqs. (1)
can be cast in the form of an overdamped equation of
motion, given by
ζ
(
dr
dt
− v
)
= F , (10)
where r is the defect position, F is the net force acting
on the defect, due to interaction with other defects or
externally imposed perturbations, and v the local flow
velocity at the position of the defect, which includes both
external and self-generated flows. Finally, ζ is an effective
drag coefficient proportional to the rotational viscosity γ
in Eq. (1c) and possibly space-dependent.
In the absence of fluid flow an isolated disclination
moves only in response to an externally imposed distor-
tion and relaxes to the minimal energy texture θd given
in Eq. (8). Following Denniston [43], one can then set
θ = θd + θext, where θext expresses the departure from
the optimal defective configuration θd, and calculate the
energy variation with respect to a small virtual displace-
ment of the defect core. For small deformations, this
gives F = −2pikK∇⊥θext, with ∇⊥ = (−∂y, ∂x), and
ζ = piγk2
∫ ∞
Er
dxK21 (x)I1(2x) ≈ 226piγk2 , (11)
where K1 and I1 are Bessel functions and Er = γa|r˙|/K
is the Ericksen number at the length scale of the defect
core. The second equality in Eq. (11) implies a ≈ 0;
for finite core radius it introduces a dependence of the
effective friction ζ on the defect velocity. We refer the
reader to Refs. [43–45] for details.
The hydrodynamic coupling between the local orien-
tation of the director and the flow gives rise to a self-
generated flow, known as backflow, that in turn advects
the defect core. When the dynamics of the flow is much
faster than the orientational dynamics of the director,
and in the absence of external forces, one can neglect F
in Eq. (10) and calculate the flow velocity v from the
Stokes equation,
η∇2v −∇p+ f = 0 , ∇ · v = 0 , (12)
where f = fa+f e = ∇·(σa+σr) is the force arising from
the active and elastic stresses acting in the system. In the
5case of isolated defects this scenario is generally realistic
for η/γ  1 and even in a system containing multiple
defects this purely advective dynamics continues to hold
as long as the defects are sufficiently far apart (see Sec.
IV). The general case in which both v and F are non-zero
was discussed by Kats et al. [46].
In the remainder of this section we consider the regime
in which η/γ  1 and calculate the backflow due to
the stresses arising in the presence of isolated k = ±1/2
disclinations. Let us then consider a ±1/2 disclination
located at the origin of a circular domain of size R. The
domain might represent either the entire system or, more
realistically, the defect-free portion of the system sur-
rounding a given central defect. We will refer to this as
the range of a defect. Because of the linearity of the
Stokes equation, the solution of Eq. (12) can be writ-
ten as v = v0 + va + ve, where v0 is the solution of the
homogeneous Stokes equation, while va and ve are the
flows produced by the active and elastic force, respec-
tively. The solution can be expressed as the convolution
of the two-dimensional Oseen tensor with the force per
unit area,
vi(r) =
∫
dA′Gij(r − r′)fj(r′) , (13)
where Gij is the two-dimensional Oseen tensor [47], given
by
Gij(r) =
1
4piη
[(
log
L
r
− 1
)
δij +
rirj
r2
]
, (14)
with L a length scale adjusted to obtain the desired be-
havior at the boundary. Taking n = (cos kφ, sin kφ), with
k = ±1/2, and assuming uniform concentration and ne-
matic order parameter outside the defect core, the body
force due to activity can be calculated straightforwardly
as
fa = ∇ · σa = α
2r
{
xˆ k = +1/2 ,
− cos 2φ xˆ+ sin 2φ yˆ k = −1/2 ,
where, for simplicity, we have assumed S0 = 1 outside
the core. Using this in Eq. (13), and using (14), yields,
after some algebraic manipulation,
va+(r, φ) =
α
12η
{[3(R− r) + r cos 2φ] xˆ+ r sin 2φ yˆ} , (15a)
va−(r, φ) =
αr
12ηR
{[(
3
4
r −R
)
cos 2φ− R
5
cos 4φ
]
xˆ+
[(
3
4
r −R
)
sin 2φ+
R
5
sin 4φ
]
yˆ
}
. (15b)
A plot of these flow fields is shown in Fig. 2. Setting
v = va+(0, φ) in Eq. (10) we find that active +1/2 discli-
nations self-propel at constant speed along their symme-
try axis (xˆ in this setting), and their equation of motion
can be written as
ζ
dr+
dt
= v0xˆ , (16)
where v0 = αR/(4η). On the other hand, v
a
−(0, φ) = 0,
and so −1/2 disclinations are not propelled by the active
backflow, but rather move solely under the effect of the
elastic force produced by other defects. It is crucial to
notice that the self-propulsion speed v0 scales linearly
with the active stress α and so disclinations in contractile
(α > 0) and extensile (α < 0) active nematic suspensions
self-propel in opposite directions.
Equations (15) can be complemented with various
kinds of boundary conditions, which, however, have no ef-
fect on the qualitative features of the solution and, more
importantly, on the dynamics of the defects. To illus-
trate this point we consider a slippery interface, such
that vr(R,φ) = 0 and σ
a
rφ = −ξvφ(R,φ), where ξ is the
coefficient associated with the frictional force exerted by
the interface on the fluid. If the domain of Eq. (12) is
interpreted as a container, then ξ is the actual frictional
coefficient of the container wall. On the other hand, if
the domain is interpreted as the range of a defect, then
ξ ∼ ηh, where h is the thickness of the boundary layer be-
tween the ranges of neighboring defects. No-slip bound-
ary conditions can be recovered in the limit ξ →∞.
A solution v0 of the homogeneous Stokes equation en-
forcing the boundary conditions for the active backflow
induced by the +1/2 disclination can be found from the
following biharmonic stream function
ψ+ = (a1r + b1r
3) sinφ , (17)
with a1 and b1 constants. The corresponding velocity
field v0+ = (∂yψ,−∂xψ) is given by
v0+(r, φ) = [a1 + b1r
2(2− cos 2φ)] xˆ− b1r2 sin 2φ yˆ . (18)
Then, setting rˆ · v+(R,φ) = 0 and φˆ · v+(R,φ) =
−σa+rφ (R,φ)/ξ = α/(2ξ) sinφ, with v+ = v0+ + va+, and
6FIG. 2: Example of a +1/2 (left) and −1/2 (right) discli-
nation. The solid red lines are tangent to the director field
n = (cos θd, sin θd) with θd = kφ and k = ±1/2. The back-
ground shows the active backflow associated with the disclina-
tions and obtained by solving the Stokes equation (12) with
no-slip boundary conditions on a circle (dashed black line).
The intensity of the background color is proportional to the
magnitude of the flow velocity. The white streamlines are
given by Eq. (15).
solving for a1 and b1 yields
a1 = −αR
6η
+
α
4ξ
, b1 =
α
12ηR
− α
4ξR2
.
The associated self-propulsion speed v0 in Eq. (16) then
becomes
v0 = α
(
R
12η
+
1
4ξ
)
, (19)
or v0 = αR/(12η) in the no-slip limit. Thus, as an-
ticipated, incorporating the effect of the boundary only
changes the speed of the defects without altering their
dynamics. Similarly, in the case of a −1/2 disclination,
we can consider the biharmonic stream function
ψ− = (a3r3 + b3r5) sin 3φ , (20)
whose associated velocity field is given by
v0−(r, φ) =
[
r2(3a3 + 4b3r
2) cos 2φ− b3r4 cos 4φ
]
xˆ
− [r2(3a3 + 4b3r2) sin 2φ+ b3r4 sin 4φ] yˆ . (21)
Setting rˆ · v−(R,φ) = 0 and φˆ · v−(R,φ) =
−σa−rφ (R,φ)/ξ = α/(2ξ) sin 3φ and solving for a3 and b3
yields
a3 =
7α
240ηR
+
α
4ξR2
, b3 = − α
60ηR3
− α
4ξR4
.
Clearly this does not change the symmetry of the active
backflow, and thus negative-charge disclinations are sta-
tionary.
In summary, half-strength disclinations in active ne-
matic liquid crystals can be described as self-propelled
particles with overdamped dynamics governed by an
equation of the form (10). In the absence of external
forces, or forces due to interactions with other defects, the
disclination core is advected at constant speed by a self-
generated backflow, provided the dynamics of the flow is
faster then the relaxational dynamics of the director (i.e.
η/γ  1). As a result, positive disclinations travel along
their symmetry axis at speed v0 ∼ αR/η, while negative
disclinations are stationary and move only as a conse-
quence of their interaction with other disclinations. The
direction of motion is controlled by the sign of the activ-
ity α, which in turns depends on whether the system is
contractile (α > 0) or extensile (α < 0). Thus the comet-
like +1/2 disclination travels in the direction of its “tail”
in contractile systems and in the direction of its “head” in
extensile systems. We note that active curvature currents
in the concentration equation controlled by the parame-
ter α1 have a similar effect, as noted by Narayan et al.
in a system of vibrated rods [7] and recently investigated
by Shi and Ma through extensive numerical simulations
[48]. Such curvature driven currents control the dynam-
ics in systems with no momentum conservation, but are
very small in the regime discussed here.
Special attention should be devoted to the fact that the
self-propulsion speed v0 depends linearly on the range R
of a defect, this being defined as the defect-free portion
of the system surrounding a defect (and possibly coincid-
ing with the entire system). Although two-dimensional
hydrodynamics is known to be plagued with anomalies,
such as the Stokes paradox [49], this behavior does not
result solely from the two-dimensionality of the problem.
Point defects in three dimensions would also yield a simi-
lar behavior. To see this we note that the deviatoric part
of the Oseen tensor scales like r2−D, with D the space di-
mension. On the other hand, the active force fa = α∇·Q
always scales like r−1. The backflow velocity in D di-
mensions thus scales like va ∼ ∫ R
0
dDr r2−Dr−1 = R,
regardless of the space dimension. In three dimensions
disclinations are, however, line defects. In this case, de-
noting by ξd the persistence length of the disclinations,
i.e., the length scale over which these line defects can
be treated as straight lines, the length R controlling the
flow velocity induced by a +1/2 defect would scale as
R ∼ ξd log(L/a), with L the system size and a the core
radius. These results could also be obtained on the basis
of dimensional analysis by noting that va is always pro-
portional to α/η. Since α has dimensions of stress and
η has dimensions of stress over time, the resulting ve-
locity must also be proportional to a length scale. This
length scale was first noted experimentally by Sanchez et
al. [21] and investigated numerically by Thampi et al.
[14, 16]. It’s nature, however, remains elusive (see Sec.
V for further discussion on this matter).
The growth of the flow field generated by a defect at
large distances can also be cut off by a frictional force
fs = −ζsv as may arise from the fact that the nematic
film is confined at an oil/water interface [50]. Such a fric-
tional interaction with the subphase removes energy from
the flow at the length scale `s =
√
η/ζs, thus controlling
the decay of the velocity field. Finally, the limit where
7FIG. 3: Snapshots of a disclination pair shortly after the be-
ginning of relaxation. (Top) Director field (black lines) su-
perimposed on a heat map of the nematic order parameter
and (bottom) flow field (arrows) superimposed on a heat map
of the concentration for an extensile system with α = −0.8
(a),(c) and a contractile system with α = 0.8 (b),(d). In
the top images the color denotes the magnitude of the ne-
matic order parameter S relative to its equilibrium value
S0 =
√
1− c?/c0 = 1/
√
2. In the bottom images the color
denotes the magnitude of the concentration c relative to the
average value c0 = 2c
?. Depending on the sign of α, the
backflow tends to speed up (α > 0) or slow down (α < 0) the
annihilation process by increasing or decreasing the velocity
of the +1/2 disclination. For α negative and sufficiently large
in magnitude, the +1/2 defect reverses its direction of motion
(c) and escapes annihilation.
the friction dominates viscous forces corresponding to a
no-slip Hele-Shaw geometry has been discussed in detail
by Pismen [34]. In this case the flow generated by a single
disclination is found to decay as ∼ r−3 at large distances
from the defect.
IV. ANNIHILATION DYNAMICS OF DEFECT
PAIRS
In this section we discuss the annihilation of a pair of
oppositely charged disclinations. The study of the anni-
hilation dynamics of defect-antidefect pairs is a mature
topic in the liquid crystals field and has been subject to
numerous investigations [43, 44, 51–55]. In the simplest
setting [28], one considers a pair of k = ±1/2 disclina-
tions located at r± = (x±, 0) and separated by a distance
∆ = x+ − x− (Fig. 3). The energy of the pair is given
by
Epair = 2pik
2K log(∆/a) + 2c . (22)
Each defect experiences an elastic force of the form F± =
−(∂Epair/∂x±) xˆ and thus, in the absence of backflow,
Eq. (10) can be cast in the form
dx±
dt
= ∓ κ
x+ − x− , (23)
where κ = 2pik2K/ζ. This yields
d∆
dt
= −2κ
∆
, (24)
so that the distance between annihilating defects de-
creases as a square-root, ∆(t) ∝ √ta − t, with ta the
annihilation time. More precise calculations have shown
that the effective friction is itself a function of the de-
fect separation [44, 45], ζ = ζ0 log(∆/a), although this
does not imply substantial changes in the overall pic-
ture. This simple model predicts that the defect and
antidefect approach each other along symmetric trajec-
tories and annihilate at ∆(0)/2 in a time ta = ∆
2(0)/4κ.
The backflow produced by the balance of elastic and vis-
cous stresses [51, 55], as well as the anchoring conditions
at the boundary [52], can produce an asymmetry in the
trajectories of the annihilating defects or even suppress
annihilation when the defects are initially far from each
other or the anchoring is sufficiently strong.
To understand how activity changes the simple annihi-
lation dynamics described so far, we have integrated nu-
merically Eqs. (1) for an initial configuration of uniform
concentration and zero flow velocity, with two disclina-
tions of charge ±1/2 symmetrically located with respect
to the center of the box along the x−axis. Fig. 3 shows a
snapshot of the order parameter and flow field shortly af-
ter the beginning of the relaxation for both a contractile
and extensile system, with α = ±0.8 in the units defined
in Sec. II C.
In contractile systems active backflow yields a net
speed-up of the +1/2 defect towards its antidefect for
the annihilation geometry shown in Fig. 3b. In extensile
systems, with α < 0, backflow drives the +1/2 defect to
move towards its head, away from its −1/2 partner in
the configuration of Fig. 3b, acting like an effectively re-
pulsive interaction. If the initial positions of the defects
are exchanged, the behavior is reversed. The effective at-
traction or repulsion between oppositively charged active
defects is thus dictated by both the contractile or exten-
sile nature of the active stresses, which determines the
direction of the backflow, and the relative orientation of
the defects, as summarized in Fig. 4. This effect has been
observed in experiments with extensile microtubules and
kinesin assemblies [21] and can be understood on the ba-
sis of the hydrodynamic approach embodied in Eqs. (1).
In Fig. 5 we have reproduced from Ref. [21] a sequence
of snapshots showing a pair of ±1/2 disclinations moving
8FIG. 4: Schematic representation of the effective attrac-
tive/repulsive interaction promoted by the active backflow.
Depending on the sign of the active stress α, +1/2 disclina-
tions self-propel in the direction of their “tail” (contractile)
or “head” (extensile). Based on the mutual orientation of the
defects, this can lead to an attractive or repulsive interaction.
FIG. 5: Defect pair production in an active suspension of
microtubules and kinesin (top) and the same phenomenon
observed in our numerical simulation of an extensile nematic
fluid with γ = 100 and α = −2. The experimental pictures
are reprinted with permission from T. Sanchez et al., Nature
(London) 491, 431 (2012). Copyright 2012, Macmillan.
apart from each other together with the same behavior
observed in our simulations.
Figs. 6a and 6b show the trajectories of the active de-
fects, with the red and blue line representing the +1/2
and −1/2 disclination respectively. The tracks end when
the cores of the two defects merge. For small activity and
small values of the rotational viscosity γ, the trajectories
resemble those obtained for passive systems [51, 55]. At
large values of activity, however, the asymmetry in defect
dynamics becomes more pronounced, and when the ac-
tivity dominates over orientational relaxation, the +1/2
disclination moves independently along its symmetry axis
with a speed v0 ∼ αR/η (see Sec. III) whose direction is
dictated by the sign of α. This behavior is clearly visible
in Fig. 6c, showing the defect separation ∆(t) as a func-
tion of time. For γ sufficiently large, the trajectories are
characterized by two regimes. For large separation the
dynamics is dominated by the active backflow, and thus
∆˙(t) ∝ −α and ∆(t) ∝ −αt. Once the defects are about
to annihilate, the attractive force takes over, and the de-
fects behave as in the passive case with ∆(t) ∝ √ta − t.
This behavior can be understood straightforwardly
FIG. 6: Defect trajectories and annihilation times obtained
from a numerical integration of Eqs. (1) for various γ and
α values. (a) Defect trajectories for γ = 5 and various α
values (indicated in the plot). The upper (red) and lower
(blue) curves correspond to the positive and negative discli-
nation, respectively. The defects annihilate where the two
curves merge. (b) The same plot for γ = 10. Slowing down
the relaxational dynamics of the nematic phase increases the
annihilation time and for α = −0.8 reverses the direction of
motion of the +1/2 disclination. (c) Defect separation as a
function of time for α = 0.8 and various γ values. (d) An-
nihilation time normalized by the corresponding annihilation
time obtained at α = 0 (i.e., t0a). The line is a fit to the model
described in the text.
from the basic concepts of active defect dynamics dis-
cussed in Sec. III. Each defect in the pair travels in
space according to Eq. (10), with v given by v(x) =
va+(x−x+) +va−(x−x−) and v± given in Eqs. (15) plus
a suitable homogeneous solution of the Stokes equation
that enforces the periodic boundary conditions. Next,
we retain only the active contribution to the backflow
and replace the flow profiles by their constant values at
the core of the defect, with v+(x+) = v0xˆ ∝ −α and
v−(x−) = 0. This yields the following simple equation
for the pair separation
d∆
dt
= v0 − 2κ
∆
. (25)
This equation explicitly captures the two regimes shown
in Fig. 6(c) and described earlier. The solution takes the
form
∆(t) = ∆(0) + v0t− 2κ
v0
log
[
∆(t)− 2κv0
∆(0)− 2κv0
]
. (26)
The pair annihilation time ta is determined by ∆(ta) = 0
and is given by
ta = −∆(0)
v0
− 2κ
v20
log
[
1− v0
2κ
∆(0)
]
. (27)
9For passive systems (α = 0) this reduces to t0a =
∆2(0)/4κ. This predicts that the annihilation time, nor-
malized to its value in passive systems, ta/t
0
a, depends
only on ∆(0) v0/2κ ∼ αγ. Figure 6d shows a fit of the
annihilation times extracted from the numerics to this
simple formula. The model qualitatively captures the nu-
merical behavior. Note also that defects created a finite
distance ∆(0) apart will always separate provided the
activity and hence the magnitude of the self-propulsion
velocity exceeds a critical value vc0 = 2κ/∆(0).
V. DEFECT PROLIFERATION
Pair annihilation is the fundamental mechanism be-
hind defect coarsening in nematic liquid crystals [41].
Once this mechanism is suppressed by activity, as de-
scribed in Sec. IV, the coarsening dynamics is replaced
by a new steady state in which pairs of ±1/2 disclinations
are continuously produced and annihilated at constant
rate. The chaotic dynamics following from continuous
defect proliferation and annihilation results in turbulent
flow [14–17, 24]. In this section we describe the onset of
chaos and the proliferation of defects that are observed
from numerical solutions of Eqs. (1) upon varying the
activity parameter α and the rotational viscosity γ. As
initial configurations we take a homogeneous state with
the director field aligned along the x−axis and subject
to a small random perturbation in density and orienta-
tion. The equations were then integrated from t = 0 to
t = 2× 103τ (see Sec. II C for a description of units).
Fig. 8 summarizes the various regimes obtained by ex-
ploring the (α, γ)−plane: 1 ) a homogeneous, quiescent
ordered state (H); 2) a periodic flow marked by the emer-
gence of relaxation oscillations (O); 3) a non-periodic os-
cillatory flow characterized by the formation of “walls”
in the nematic phase and the unzipping of these walls
through the unbinding of defect pairs (W); 4) a chaotic
or “turbulent” state associated with a constant defect
density (T). The latter three regimes are described in
more detail in the following.
A. Relaxation Oscillations
As described in Refs. [11, 12], relaxation oscillations
occur in active nematics when |α| exceeds α±2 as the re-
sult of the competition of two time scales: the relaxation
τp = γ`
2/K of the nematic structure and the time scale
τa = η/|α| that controls the rate at which active stresses
are injected in the system. When τp < τa, the microstruc-
ture can relax to accommodate the active forcing and the
ordered state is stable. This is a quiescent state, with
uniform order parameter. Conversely, when τp > τa, the
relaxation of the nematic structure lags behind the injec-
tion of active stresses, yielding various dynamical states
with spatially and temporally inhomogeneous order pa-
rameter.
In this regime the dynamics consists of a sequence
of almost stationary passive periods separated by active
“bursts” in which the director switches abruptly between
two orthogonal orientations (Fig. 7b-d). During passive
periods, the particle concentration and the nematic order
parameter are nearly uniform across the system, there is
no appreciable flow, and the director field is either paral-
lel or perpendicular to the x direction (due to the initial
conditions). Eventually this configuration breaks down
and the director field rotates by 90◦. The rotation of
the director field is initially localized along narrow ex-
tended regions, generating flowing bands similar to those
obtained in active nematic films [2] (Fig. 7c). The tem-
porary distortion of the director field as well as the for-
mation of the bands is accompanied by the onset of flow
along the longitudinal direction of the bands, with neigh-
boring bands flowing in opposite directions. The flow
terminates after the director field rotates and a uniform
orientation is restored. The process then repeats.
Depending on whether the active stress fueling the os-
cillatory dynamics is contractile or extensile, the rota-
tion of the director occurs through an intermediate splay
or bending deformation. During bursts, the nematic or-
der parameter, otherwise equal to its equilibrium value,
drops significantly (Fig. 7a, black line). Without this
transient melting the distortions of the director field re-
quired for a burst are unfavorable for any level of activity.
The frequency of the oscillation is proportional to k2α,
where k = 2pi/L is the wave number of the longest-
wavelength mode to go unstable [11, 12]. In spite of the
strong elastic deformation and the dramatic drop in the
order parameter, this regime contains no unbound de-
fects.
B. Wall formation and unzipping
For larger values of activity the bend and splay defor-
mations of the director at the band boundaries become
large enough to drive creation of defect pairs, as shown
in Fig. 7e-g. The alignment of the bands again oscillates
between two orthogonal directions (x− and y−axis for
the initial condition used here), but the switching takes
place through an intermediate more complex configura-
tion with lozenge-shaped ordered regions. Defect pairs
then unbind and glide along the narrow regions separat-
ing two bands where elastic deformations and shear flows
are largest. These regions of high distortion and shear
rate are commonly referred to as “walls” in the liquid
crystals literature [56]. Movies displaying the dynamics
of wall unzipping and defect creation for both extensile
and contractile systems are included as Supplementary
Material.
The formation of walls and the “unzipping” of defects
along the walls by the creation of pairs of ±1/2 discli-
nations has being discussed in detail by Thampi et al.
[15] (see also Ref. [16] in this Themed Issue). Defect un-
binding along the walls relaxes both the excess elastic en-
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FIG. 7: Dynamical states obtained from a numerical integration of Eqs. (1) with γ = 20 and various values of activity for
an extensile system. (a) Average nematic order parameter versus time. The black line for α = −0.3 identifies the relaxation
oscillations regime with the labels (b), (c) and (d) marking the times corresponding to the snapshots on the top-left panel.
The red line for α = −0.8 indicates the non-periodic oscillatory regimes characterized by the formation of walls (e) and the
unzipping of walls through the unbinding of defect pairs: (f) and (g). The symbols • and 4 mark the positions of +1/2 and
−1/2 disclinations respectively. The blue line for α = −1.2 corresponds to the turbulent regime in which defects proliferate:
(h), (i) and (j). In all the snapshots, the background colors are set by the magnitude of the vorticity ω and the order parameter
S rescaled by the equilibrium value S0 = 1/
√
2, while the solid lines indicate velocity (top) and director field (bottom). Movies
displaying the time evolution of each state are included as the Supplementary Material.
ergy and the high shear stresses present in these regions,
where the nematic order parameter S is driven near zero.
For this reason wall formation and unzipping occurs of-
ten at the boundary between pairs of vortices of opposite
circulation (Fig. 9). In passive nematic liquid crystals
the strong bending deformation that leads to the forma-
tion of walls, and preceedes defect unbinding, requires
an external action, such as an applied electric field or
an externally imposed shear stress [57]. In active nemat-
ics, on the other hand, a similar complex spatiotemporal
dynamics occurs spontaneously, driven by the local in-
jection of active stresses, which are in turn balanced by
spontaneous distortions and flows as described in Sec-
tion II B. Wall formation and unzipping also combines
here with the oscillatory dynamics described in Section
V A to give rise to the periodic creation and annihilation
of topological defects that marks the transition to the
turbulent regime.
Oscillating band structures of the type observed here
are found in passive nematic fluids under externally ap-
plied shear flows and are precursors to rheochaos [58, 59].
They have been predicted theoretically [60] and observed
experimentally [61] in suspensions of wormlike micelles,
where the spatiotemporal dynamics is directly correlated
to shear banding [62] and to stress/shear fluctuations at
the shear band interface. In passive systems it has been
argued that the route to rheochaos depends on whether
the stress or the strain rate is controlled during the exper-
iment. It would be interesting to analyze in more detail
the route to chaos in this case.
C. Turbulence
At even higher activity the bands/walls structure be-
gins to bend and fold and the dynamics becomes chaotic,
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FIG. 8: Phase diagram showing the various flow regimes of an
active nematic obtained by varying activity α and rotational
viscosity γ for both contractile (α > 0) and extensile (α < 0)
systems. The dashed lines bounding the region where the
homogeneous ordered state (H) is stable are the boundaries
of linear stability given in Eq. (5). With increasing activity,
the system exhibits relaxation oscillations (O), non-periodic
oscillations characterized by the formation and unzipping of
walls (W), and turbulence (T).
FIG. 9: A magnification of the snapshot of Fig. 7f, showing
the creation of a +1/2 (•) and a −1/2 (4) defect pair along
a wall or α = −0.8 and γ = 20. The black arrows indicate
the flow velocity, while the background color is related with
the local vorticity. The wall is also the boundary between
a pair of vortices of opposite circulation. The flow field of
opposite-signed vortices adds at the wall, yielding a region of
high shear that promotes defect unbinding.
resembling that of a “turbulent” fluid, as displayed in
Fig. 7h-j and in the movies included as Supplementary
Material. The system reaches a dynamical steady state
where defect pairs are continuously created and annihi-
lated, but their mean number remains on average con-
stant in time. Due to topological charge conservation, at
any time the system contains an equal number of posi-
FIG. 10: Defects area fraction Npia2/L2 as a function of
the active Ericksen number Erα = αγL
2/(ηK) for contractile
(symbols in red tones) and extensile (symbols in blue tones)
systems. In both cases the area fraction saturates when the
activity increase is compensated by a drop of the order pa-
rameter which effectively reduces the injected active stress.
tive and negative defects. Unlike in equilibrium systems,
however, in active nematics it is possible for opposite-
charge defects of certain orientations to repel instead of
attracting (see Sec. IV). This allows the formation of
a defective steady state, with self-sustained flows and a
constant mean number of defects.
The defective dynamics observed in the system is simi-
lar to that obtained in a passive nematic subject to an ex-
ternally imposed shear or to electrohydrodynamic insta-
bilities [63]. In active nematics, however, defects are gen-
erated in the absence of any externally imposed forces or
constraints, as a result of the spontaneous distortion in-
duced by the active stresses. After formation the defects
are convected by the swirling flow and interact with one
another through distortional elasticity as well as hydro-
dynamically through the modifications the defects them-
selves induce on the flow field.
The sequence of flow regimes observed here is remi-
niscent of the evolution of the dynamics of sheared tum-
bling nematic polymers with increasing shear rate, known
as the Ericksen number cascade [64]. In a nematic film
sheared at a rate ˙ between two plates separated by a dis-
tance h, the Ericksen number Er provides a dimension-
less measure of the magnitude of viscous torques (∼ ˙)
relative to elastic torques arising from spatial gradients
in the average molecular orientation (∼ K/γh2), with
Er = ˙γh2/K. This suggest the definition of an active
Ericksen number Erα where the active stress α takes the
place of viscous stresses η˙. The active Ericksen number
is then defined as Erα = αγL
2/(ηK). With this defini-
tion, Erα can also be interpreted as the ratio of the time
scale τp = γL
2/K for the relaxation of an orientational
deformation of the nematic order on the scale of the en-
tire system to the time τa = η/α controlling the injection
of active stresses.
Fig. 10 shows a plot of the area fraction occupied by
defects as a function of the active Ericksen number Erα
for both extensile and contractile systems. The area frac-
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tion is defined as the relative area occupied by the core
of the defects, or Npia2/L2, with N the number of de-
fects. The core radius a resulting from the hydrodynamic
equations (1) is approximatively given by the size of the
boundary layer between the position of a defect, where
S = 0, and surrounding space, where S = S0. This is pro-
portional to the coefficient A in the Landau-de Gennes
free energy (2)
a =
√
K
|A| ≈
1√|c0 − c∗| ≈ ` . (28)
For larger activity the reduction of the nematic order
parameter due to the unbound defects compensates the
activity increase by effectively reducing the injected local
stress σa ≈ αS.
For the same magnitude of activity, extensile systems
contain a larger mean number of defects than contractile
ones. In both case defect pairs first unbind within the
walls, which are regions of large bend and splay defor-
mations in extensile and contractile systems, respectively.
As the system evolves toward the regime of chaotic dy-
namics, the walls begin to deform largely via bend defor-
mations in both systems [15, 16]. This asymmetry could
be because the severe splay deformations localized at the
walls lead to a more drastic reduction of the nematic or-
der parameter. Thus contractile flow-tumbling nematics,
whose spontaneous distortion involves mostly splay de-
formations, are effectively less active than flow-tumbling
extensile systems.
VI. DISCUSSION AND CONCLUSIONS
We have presented a detailed analytical and numerical
study of the mechanics of topological defects in active ne-
matic liquid crystals. Topological defects are distinctive
signatures of liquid crystals and profoundly affect their
viscoelastic behavior by constraining the orientational
structure of the fluid in a way that inevitably requires
system-wide (global) changes not achievable with any set
of local deformations. In ordered states of both passive
and active nematics, the topological defects are finger-
prints of the broken symmetry in the ordered state. In
particular, the presence of strength ±1/2 defects clearly
reveals the nematic nature of the orientational order, in
contrast to systems with polar (ferromagnetic) symme-
try where the lowest energy defects allowed have strength
±1. Active liquid crystals have the additional feature
that defects act as local sources of motion, behaving as
self-propelled particle-like objects (see Sec. III). The di-
rection of motion of the strength +1/2 defects provides,
furthermore, a clear signature of the extensile or contrac-
tile nature of the active stresses, as the comet-like posi-
tive defects are advected towards their head in extensile
systems and towards their tail in contractile ones. In pas-
sive liquid crystals defect dynamics is always transient, as
oppositely charged defects attract and eventually annihi-
late. In active nematics, on the other hand, the interplay
between active and viscous stresses, modulated by the
director geometry induced by the defects, enriches the
spectrum of defect-defect interactions by allowing for an
effective repulsion between defects and anti-defects (see
Sec. IV). For highly active systems this mechanism can
arrest the process of coarsening, leading to a state where
unbound pairs of defects are continuously created and an-
nihilated, but with their mean density constant in time
(see Sec. V). The chaotic dynamics originating from the
continuous defect proliferation and annihilation results
in spontaneous low Reynolds number turbulence, akin to
the so-called director turbulence seen in sheared polymer
and micellar nematics [64].
Several open questions remain concerning the defect
dynamics of active nematics. The defect area fraction
shown in Fig. 10 exhibits a crossover from growth at low
activity to saturation at high activity, but an understand-
ing of the length scales that control this behavior is still
lacking. Both our work and work by Thampi et al. [16]
suggest that the mean separation between defects in the
turbulent regime coincides with the typical vortex size,
but more work is needed to elucidate the behavior of this
length scale with activity over a wide range of param-
eters. While defect generation in sheared nematics has
been explained in terms of a simple rate equation that
balances creation and annihilation [64], a similar simple
model for active defects is still missing. On the basis of
numerics, Thampi et al. have suggested that the defect
creation rate should scale like the square of the activ-
ity [16], but no simple argument is available to under-
stand this counterintuitive result. Finally, an important
open question is the different behavior of extensile and
contractile systems apparent from Fig. 10. The turbulent
state of contractile systems is much less defective than
that of extensile ones, suggesting that for equal magni-
tude of the activity α, contractile nematics are effectively
“less active” than extensile ones.
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Appendix A: Active backflow of +1/2 disclinations
Finding the backflow produced by the positive disclination reduces to the calculation of the following integrals:
I1 =
∫
dA′
1
r′
(
log
L
|r − r′| − 1
)
, (A1a)
I2 =
∫
dA′
1
r′
(ri − r′i)(x− x′)
|r − r′|2 . (A1b)
To calculate the first integral, we can make use of the logarithmic expansion
log
|r − r′|
L = log
(r>
L
)
−
∞∑
n=1
1
n
(
r<
r>
)n
cos[n(φ− φ′)] , (A2)
where r> = max(|r|, |r′|) and r< = min(|r|, |r′|). The integral over the angle can be immediately carried out using
the orthogonality of trigonometric functions:
∫ 2pi
0
dφ′ cos[n(φ− φ′)] = δn0. The remaining radial integral can be then
straightforwardly calculated: ∫
dr′ log
(r>
L
)
= r −R+R log
(
R
L
)
. (A3)
Thus:
I1 = −2pi
[
r +R log
(
R
L
)]
.
To calculate the integral I2, we can make use of the fact that
ri − r′i
|r − r′|2 =
∂
∂ri
log |r − r′| . (A4)
Thus one can write
I2 = x
∂
∂ri
∫
dr′ dφ′ log |r − r′| − ∂
∂ri
∫
dr′ dφ′ x′ log |r − r′| . (A5)
The first integral is calculated by differentiating I1:
x
∂
∂ri
∫
dr′ dφ log |r − r′| = 2pixri
r
. (A6)
The second integral in Eq. (A5) can be calculated again with the help of the logarithmic expansion (A2):∫
dr′ dφ′ r cosφ′ log |r − r′| = −pi cosφ
∫ R
0
dr′ r′
r<
r>
= −pir cosφ
(
R− 2
3
r
)
, (A7)
where we have used again the orthogonality of trigonometric functions:∫ 2pi
0
dφ′ cosn(φ− φ′) cosmφ′ = pi cosmφδnm . (A8)
Thus, taking the derivative and combining with Eq. (A6), yields:
I2 =
4pi
3
xri
r
+ pi
(
R− 2
3
r
)
δix . (A9)
Adding together I1 and I2 and switching to polar coordinates gives:
vx =
α
12η
{[
3
(
3R
2
+ 3R log
L
R
− r
)
+ r cos 2φ
]}
, (A10a)
vy =
α
12η
r sin 2φ . (A10b)
Setting L = R√e and expressing everything in polar coordinates one finally gets Eq. (15a).
14
Appendix B: Active backflow of −1/2 disclinations
The calculation of the active backflow associated with a negative disclination reduces to the calculation of the
following integrals:
I3 =
∫
dA′
1
r′
(
log
L
|r − r′| − 1
)
[sin 2φ′ yˆ − cos 2φ′ xˆ] , (B1)
I4 =
∫
dA′
1
r′
ri − r′i
|r − r′|2 [(y − y
′) sin 2φ′ − (x− x′) cos 2φ′] . (B2)
The first integral can be calculated with the help of the logarithmic expansion (A2) as well as the orthogonality
condition (A8). This yields:
I3 =
1
2
pir
(
4
3
− r
R
)
(sin 2φ yˆ − cos 2φxˆ) . (B3)
To calculate I4 we can use again Eq. (A4). Thus:
I4 = y
∂
∂ri
∫
dr′dφ′ log |r − r′| sin 2φ′ − ∂
∂ri
∫
dr′dφ′ log |r − r′| y′ sin 2φ′
− x ∂
∂ri
∫
dr′dφ′ log |r − r′| cos 2φ′ + ∂
∂ri
∫
dr′dφ′ log |r − r′|x′ cos 2φ′ . (B4)
The first and third integral in Eq. (B4) are respectively the opposite of the y− and x−component of I3. The remaining
two integrals, can be calculated using Eq. (A2) and (A8). This gives:∫
dr′dφ′ log |r − r′| f±(r′, φ′) = −pi
2
[
r
(
R− 2
3
r
)
cosφ± 1
3
r2
(
6
5
− r
R
)
cos 3φ
]
, (B5)
where f+(r
′, φ′) = x′ cos 2φ′ and f−(r′, φ′) = y′ sin 2φ′. Combining I3 and I4 and switching to polar coordinates
finally gives Eq. (15b).
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