Predictive combinations of monitor alarms preceding in-hospital code blue events  by Hu, Xiao et al.
Journal of Biomedical Informatics 45 (2012) 913–921Contents lists available at SciVerse ScienceDirect
Journal of Biomedical Informatics
journal homepage: www.elsevier .com/locate /y jb inPredictive combinations of monitor alarms preceding in-hospital code blue events
Xiao Hu a,b,c,⇑, Monica Sapo c, Val Nenov c, Tod Barry e, Sunghan Kim a, Duc H. Do d, Noel Boyle d,
Neil Martin c
aNeural Systems and Dynamics Laboratory, Department of Neurosurgery, David Geffen School of Medicine, University of California, Los Angeles, United States
bBiomedical Engineering Graduate Program, Henry Samueli School of Engineering and Applied Science, University of California, Los Angeles, United States
cDepartment of Neurosurgery, David Geffen School of Medicine, University of California, Los Angeles, United States
dUCLA Cardiac Arrhythmia Center, David Geffen School of Medicine, University of California, Los Angeles, United States
eQuality Management Service, UCLA Ronald Reagan University Medical Center, Los Angeles, United States
a r t i c l e i n f oArticle history:
Received 4 October 2011
Accepted 9 March 2012
Available online 24 March 2012
Keywords:
Association rule mining
Alarms
Cardiac arrest
Code blue
Alarm fatigue1532-0464/$ - see front matter  2012 Elsevier Inc. A
http://dx.doi.org/10.1016/j.jbi.2012.03.001
⇑ Corresponding author. Address: 18-265 Semel, B
Avenue, Los Angeles, CA 90095, United States. Fax: +1
E-mail address: xhu@mednet.ucla.edu (X. Hu).a b s t r a c t
Bedside monitors are ubiquitous in acute care units of modern healthcare enterprises. However, they
have been criticized for generating an excessive number of false positive alarms causing alarm fatigue
among care givers and potentially compromising patient safety. We hypothesize that combinations of
regular monitor alarms denoted as SuperAlarm set may be more indicative of ongoing patient deteriora-
tions and hence predictive of in-hospital code blue events. The present work develops and assesses an
alarm mining approach based on ﬁnding frequent combinations of single alarms that are also speciﬁc
to code blue events to compose a SuperAlarm set. We use 4-way analysis of variance (ANOVA) to inves-
tigate the inﬂuence of four algorithm parameters on the performance of the data mining approach. The
results are obtained from millions of monitor alarms from a cohort of 223 adult code blue and 1768 con-
trol patients using a multiple 10-fold cross-validation experiment setup. Using the optimal setting of
parameters determined in the cross-validation experiment, ﬁnal SuperAlarm sets are mined from the
training data and used on an independent test data set to simulate running a SuperAlarm set against live
regular monitor alarms. The ANOVA shows that the content of a SuperAlarm set is inﬂuenced by a subset
of key algorithm parameters. Simulation of the extracted SuperAlarm set shows that it can predict code
blue events one hour ahead with sensitivity between 66.7% and 90.9% while producing false SuperAlarms
for control patients that account for between 2.2% and 11.2% of regular monitor alarms depending on
user-supplied acceptable false positive rate. We conclude that even though the present work is still pre-
liminary due to the usage of a moderately-sized database to test our hypothesis it represents an effort to
develop algorithms to alleviate the alarm fatigue issue in a unique way.
 2012 Elsevier Inc. All rights reserved.1. Introduction
Bedside monitors are ubiquitous in acute care units of modern
hospitals. However, they are often criticized for generating an
excessive number of false positive and false alarms [1–7]. Frequent
false positive alarms not only create annoying distractions but also
can cause alarm fatigue for bedside care givers so that attentions to
critical alarms are missed raising serious patient safety concerns
[8–12]. Indeed, recent mainstream reports have published cases
of avoidable patient deaths that were unfortunately related to
the alarm fatigue/desentization among bedside care givers [8].
Therefore, it is imperative to investigate different strategies to im-
prove patient monitor alarm generation and management.ll rights reserved.
ox 703919, 10833 Le Conte
310 794 2147.The issue of false alarms and false positive alarms has been well
studied. In a recent report [6], only 15% of alarms have been found
to be clinically relevant in a medical intensive care unit (ICU). In an
emergency room setting, it has been reported that only 0.7% of
alarms are true positives meaning that they have detected adverse
events and led to clinical interventions [5]. Similar ﬁndings regard-
ing a high percentage of clinically irrelevant alarms have been re-
ported in diverse ICU environments [1–4]. False positive alarms
can be caused either by false alarms due to noise and artifacts in
signals or by inappropriate alarming criteria that are too generic
and sensitive. Indeed, most of the threshold-based alarms despite
being true alarms are false positives [13]. Extensive research ef-
forts have been put into developing solutions to reduce the false
positive rate of monitor alarms [13]. Understandably, majority of
these efforts have been targeted at improving signal processing as-
pects of alarm generation with the hope that robust signal process-
ing can lead to fewer false alarms [14–19]. Reducing the false
positive rate beyond reducing the number of false alarms is more
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an acute care setting. Advanced pattern recognition of biomedical
signals has also been advocated as a method to create intelligent
alarms that are hopefully more speciﬁc without sacriﬁcing sensi-
tivity [20–24]. However, these studies are in research phase and
there is a demand to create annotated databases to evaluate differ-
ent intelligent alarm algorithms [25].
In the present work, we propose a different strategy to achieve a
better alarm generation process by directly analyzing raw alarm
messages from the monitors. A direct analysis of alarms has been
undertaken in existing studies but the focus has been on annotat-
ing individual alarms by trained observers to categorize them into
false and true positive alarms [1–6]. This effort indeed matches the
prevailing patient monitoring practice where care givers process
alarms one by one as they go off. Little time is available for them
to recall historical alarms and then manually associate them with
the current alarm to create a more holistic assessment of patients.
What is missed in this single-alarm practice is the ability to ac-
count for potential predictive patterns arising from a combination
of different single alarms. Therefore, we are proposing and testing
a method that is capable of mining a collection of monitor alarms
to search for frequent but also speciﬁc combinations of encoded
monitor alarms to predict certain adverse event. We have chosen
this event to be in-hospital code blue arrests but the developed
algorithm works not only for this choice of target events.
To the best of our knowledge, the present work is probably the
ﬁrst study in terms of directly mining patient monitor alarms.
However, some methods used here have been well studied in other
ﬁelds. A key technique is to ﬁnd frequent itemsets given a collec-
tion of alarm sequences from many patients. This technique is part
of a well known association rule mining algorithm [26]. Similar
techniques have been used in fault diagnosis to automate the pro-
cess of processing logs of computer-generated systems errors to
predict impending fault of a complex computer system [27]. Dis-
cretization of continuous variables is used in our method as well,
which is also a well studied topic [28,29]. Apart from these existing
methods that our proposed algorithm has leveraged, there are
additional and novel elements in our proposed algorithm that will
be the focus in next section.2. Materials and methods
2.1. A frequent itemset based alarm mining algorithm
Table 1 shows the composition of monitor alarms by using four
examples. A raw monitor alarm includes a unique alarm code as-
signed by the monitor manufactory, a textual label of the alarm
which is often uniquely mapped to the alarm code, an optional
polarity indicator that denotes whether a parametric alarm ex-
ceeds an upper bound (HI) or a lower bound (LO) threshold, an op-
tional value at which the preset alarm thresholds have been
crossed to trigger this alarm, and the timestamp when this alarmTable 1
Illustration of the composition of monitor alarms using four example alarms. Polarity is an
lower bound (LO) threshold.
Alarm Code Label Level
90 ART1 S Patient warning
Systolic arterial blood pressure at port #1 crosses the preset alarm lower bound at a
89 ART1 S Patient warning
Systolic arterial blood pressure at port #1 crosses the preset alarm upper bound at a
1 Asystole Crisis
An asystole alarm is trigged at the speciﬁed time point
190 NBP S Patient warning
Noninvasive systolic arterial blood pressure crosses the preset alarm upper bound atoccurs. There are four built-in levels of alarms as determined by
bedside monitors, which are usually set up by a unit-based policy.
These four levels are: crisis alarm, patient advisory alarm, patient
warning alarm, and system warning alarm.
Fig. 1 displays the ﬂowchart of the proposed alarm data mining
algorithm. To facilitate the subsequent discussion, a combination
of encoded raw alarms that co-occur within a temporal window
is termed a SuperAlarm pattern. The goal of our algorithm is to
construct a set of predictive SuperAlarm patterns from two collec-
tions of raw alarm data. As depicted in this ﬂowchart, the ﬁrst col-
lection (cases) consists of alarms that precede code blue events in
multiple patients. The second collection (controls) consists of
alarms from a set of control patients. These two collections go
through two different branches of processing. The case data are
used to ﬁnd SuperAlarm patterns occurring frequently within a
Tw-long window that immediately precedes code blue events.
The control data are used to ﬁlter out those SuperAlarm patterns
identiﬁed for code blue patients that have also occurred frequently
for control patients. This is achieved by sampling alarms for control
patients in consecutive windows of n-hour long starting from the
beginning of the monitoring to the end. Alarms thus samples are
assumed to be representative of the whole course of patient mon-
itoring. Within each window, alarms are sampled from a randomly
placed Tw-long segment. In this way, a false positive rate can be
readily computed for each SuperAlarm pattern during the training
phase. The algorithm also needs to discretize the value ﬁeld for
parametric alarms. The discretization algorithm [30] requires the
supply of both case and control data. Hence, alarms within the ﬁrst
2 h of monitoring are used to generate the discretization schema.
Having presented the general idea behind the mining algorithm,
we describe the individual processing blocks of this algorithm in
the following subsections.2.1.1. Alarm pre-processing
Due to the fact that a bedside monitor can have multiple input
ports to accommodate multiple monitoring modalities, the same
device can be plugged into any of those ports and results in differ-
ent labeling of the same alarm. In the example shown in Table 1,
the arterial line (A-line) was plugged into port #1 and hence
ART1 is part of the label. The ﬁrst pre-processing task is therefore
to make an alarm agnostic to the speciﬁed port number. In the sec-
ond pre-processing task, we treat the alarms from noninvasive de-
vices as equivalent to those from its invasive counterpart and
hence alarms from invasive and noninvasive blood pressure are
merged. Considering that the value of a measurement that triggers
an alarm can be good indicator of the severity of the alarm, we use
a discretization algorithm to further divide a given alarm with va-
lue ﬁeld into sub-codes. We call such a process a regular alarm
encoding. We have used a data-driven approach class-attribute
contingency coefﬁcient (CACC) [30]. This approach needs both case
data and control data to create a two-class discrimination problem
to ﬁnd the optimal discretization that will result in the best corre-indicator that denotes whether a parametric alarm exceeds an upper bound (HI) or a
Polarity Value Timestamp
LO 80 6/23/2011 14:50:11
value of 80 mm Hg at the speciﬁed time point.
HI 180 6/2/2011 4:30:11
value of 180 mm Hg at the speciﬁed time point.
N/A N/A 6/23/2011 5:20:10
HI 160 6/23/2011 11:50:11
a value of 160 mm Hg at the speciﬁed time point
Collect and Pre-
process Alarms
Build Alarm 
Encoding Schema
Encode Alarms
Find Frequent 
Itemsets of Alarm 
Combinations
ControlsCases
Coded Cases
Coded 
Controls
Collect alarms within a 
time window [Te-Tw Te]
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Fig. 1. Flowchart of the proposed monitor alarmmining algorithm. The input to the algorithm includes two training databases of alarms from cases and controls, respectively.
The output of the algorithm includes a SuperAlarm set and an alarm encoding schema.
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lection of raw alarms that co-occur within a speciﬁed time window
will be pre-processed as described above and the output will be an
array of alarm codes, each of which identiﬁes an individual raw
alarm.
2.1.2. Encoding alarm occurring frequency
A potentially important kind of information missing from the
above regular encoding is the number of repetitions of a particular
alarm within the given time window. We therefore introduce an
additional alarm encoding process after the regular encoding to ac-
count for the occurrence frequency for each alarm code. This re-
quires two additional steps to build the encoding schema: (1)
count the number of instances for each alarm code as encoded
by the regular encoding process per patient within the selected
time interval; (2) apply the CACC algorithm again to discretize this
number that will result in an expanded set of codes per each alarm
code. Then encoding a new raw alarm can be accomplished by
three additional steps: (1) Count the number of a given alarm code
within the collection; (2) Look up the encoding schema based on
the obtained count to replace the original alarm code with the cor-
responding occurrence-encoded codes for this alarm code; (3) In-
sert all occurrence-encoded codes that represent the occurrence
frequency lower than that of the current alarm. For example, if
an alarm has occurred ﬁve times and there are three levels of dis-
cretization for this alarm: (0,2], (2,4], (4,1], then an instance of
this alarm having occurred ﬁve times would automatically imply
that it is greater than 0 as well as greater than 2. Therefore, it is
necessary to insert the codes that corresponds to (0,2] and (2,4].
2.1.3. Find frequent alarm combinations preceding code blue events
We follow the idea in the classic association rule mining
algorithm by adopting the Apriori algorithm [26]. To facilitate amathematical description and implementation of this algorithm,
we adopt the matrix notation as proposed in [31]. First, a code ma-
trix is deﬁned: C = [ci,j]NpNc where ci,j is zero if the j th alarm code
(or its occurrence-encoded codes) for patient i is not present and is
one if this alarm code is present, Np and Nc are number of patients
and number of unique encoded alarm codes, respectively. The algo-
rithm starts with SuperAlarm pattern candidates that have only
one alarm code to form a probe vector: Probe = [ci]Nc1 where ci
is zero if the i th alarm code is not present in this SuperAlarm pat-
tern candidate. Testing whether a given SuperAlarm pattern candi-
date is frequent among code blue patients, the cardinality n for a
given code matrix can be ﬁrst calculated as C  Probe. For patients
whose alarms contain all the codes in Probe, this multiplication
will result in a number equal to the number of alarm code in the
Probe. Frequent alarm combinations are then deﬁned as those
which are present in at least certain percentage of the patients in
the training dataset, which is denoted as minimum support thresh-
old. After ﬁnding the SuperAlarm patterns with n = 1, we proceed
to form potential candidates with n = 2. These candidates have to
be formed from the alarm codes that have passed the Support test
when n = 1 (greater than minimum support threshold). Then each
candidate will form a Probe vector and be evaluated by a straight
forward matrix multiplication C  Probe. One can then repeat this
process by increasing the cardinality n of SuperAlarm pattern until
no more patterns meet the minimum support criterion.
2.1.4. Alarm subset ﬁltering algorithm: by closed itemset
One heuristic to control the size of the SuperAlarm set and
hence potentially avoid false positive SuperAlarm patterns is to re-
move those patterns that are included as part of longer patterns
with a hope to gain speciﬁcity without compromising sensitivity.
In particular, let Am = {a1, a2,   , am} and Bn = {b1, b2,   , bn} where
n <m, Am is a SuperAlarm pattern that has been retained, Bn as a
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both met.
 Given any bi; i ¼ 1;    ;n, an aj; j ¼ 1;    ;m can be found to be
equal to bi.
 There are no patients in the training data who have triggered Bn
but not Am.
Note, the above deﬁnition for ﬁltering SuperAlarms is equiva-
lent to closed itemset mining [32], which is a special form of asso-
ciation rule mining.
2.1.5. Alarm subset ﬁltering algorithm: by false positive rate
A SuperAlarm pattern is excluded from the ﬁnal SuperAlarm set
if this pattern’s false positive rate (FPR) as evaluated using the
training data is greater than a threshold. FPR is calculated as the
percentage of Tw-long windows from control patients in the train-
ing data set that trigger this pattern.
2.1.6. Online operation of SuperAlarm
To operate a SuperAlarm set in an online fashion, we assume
any new regular monitor alarm will trigger the evaluation of
SuperAlarm set by the following steps.
 Based on the time (Tn) of a new monitor alarm, ﬁnd the alarms
that fall within the period [Tn  Tw Tn] where Tw is the length of
the time window as used in ﬁnding the frequent combinations
of regular alarms.
 Encode these alarms using the coding schema determined in the
training phase.
 A SuperAlarm trigger is ﬁred if the following conditions are both
met
s Any combination of encoded alarms is part of the patterns in
the SuperAlarm set.
s The new alarms added at Tn are part of at least one matched
SuperAlarm pattern. This condition is required to avoid
repeatedly triggering of SuperAlarm solely based on the pre-
vious alarms.
Given a sequence of alarms from a patient, the above steps are
executed sequentially for all the qualiﬁed regular monitor alarms
(system warning alarms are not used) and thus simulate how a
SuperAlmar set would be used in real-time.
2.2. Evaluation of SuperAlarm
The ultimate evaluation of SuperAlarm is based on its online
performance. There are four parameters that will determine the
content of a SuperAlarm set. They include the length of the win-
dow (Win), value of the support (Sup), whether or not closed item-
set ﬁltering is enabled (Cls), and whether or not occurrence
frequency encoding is used (Occ). Therefore, ofﬂine analysis is
needed to investigate: (1) what parameters and their interactions
the SuperAlarm algorithm is sensitive to; (2) what the optimal
combination of algorithm parameters is.
To fulﬁll the needs described above, two independent data sets
are created in the present work. Alarms from a randomly selected
20% of code blue patients and 20% of control patients are ﬁrst re-
served for online testing. Then multiple random copies of a 10-fold
cross-validation (CV) data set are generated using the alarms from
remaining 80% of patients for ofﬂine analysis. Each copy is
generated by ﬁrst randomly permuting the array of study subject
identiﬁers of the remaining 80% of both code blue and control pa-
tients and then distributing the patients into 10 folds sequentially
according to the permuted study subject identiﬁers. More than one
copy of 10-fold CV sets is needed because a N-way analysis ofvariance (ANOVA) will be used to assess the sensitivity of Super-
Alarm to those algorithm parameters. Fig. 2 show the set-up of
the adopted alarm evaluation protocol.
2.2.1. Ofﬂine analysis
To obtain false positive rate at various steps in the ofﬂine anal-
ysis, we need to sample alarms from control patients instead of
using all alarms from them to make computation feasible. This is
done by randomly drawing one sample of alarms in each consecu-
tive 4-h window from the beginning of monitoring to the end. The
number of alarms drawn for each sample obviously depends on the
window length parameter (parameter Tw in Fig. 1).
A receiver operator characteristic (ROC) curve is generated for
each 10-fold CV data set following the conventional cross-
validation analysis. Given a selected set of algorithm parameters,
SuperAlarm mining algorithm is executed on the ﬁrst nine folds
of a 10-fold CV set to build a raw SuperAlarm set. By varying FPR
threshold, we can trim those SuperAlarm patterns that have a FPR
greater than the threshold and test the resulted SuperAlarm set
on the remaining fold to count the number of true positive (TP)
and the number of false positive (FP) hits. We repeat this process
for each of the10 folds and accumulate the number of TP and FP hits
at each threshold value. The true positive rate (TPR) is then simply
calculated as the total TP hits across the 10 folds of data divided by
the total number of code blue events and the false positive rate
(FPR) is calculated as the total FP hits divided by the total number
of control cases. A ROC curve can then be plotted by linking the
FPR and TPR pairs obtain at each threshold. It should be noted that
ﬁltering the raw SuperAlarm set is part of the training process and
hence the FPR of each SuperAlarmpattern is calculated based on the
nine folds of training data. This process is executed for each copy
of the 10-fold CV sets created at the beginning of the ofﬂine
experiment.
Based on a ROC curve, an operating point is picked by ﬁrst spec-
ifying the maximally tolerated FPR (FPRmax) and then the operating
point is determined at the location where the TPR is the maximized
while the corresponding FPR is below the speciﬁed FPRmax. The TPR
values at this operating point can be collected from the ROC curves
generated using different combinations of algorithm parameters
for all copies of 10-fold CV sets. These TPR values are then used
in a conventional full N-way ANOVA to assess the inﬂuence of
the algorithm parameters on TPR.
In addition to the N-way ANOVA, we also determine the optimal
combination of algorithm parameters for a given choice of FPRmax
to be the one with maximal TPR for a given FPRmax averaged over
all copies of 10-fold data sets.
2.2.2. Online analysis
The optimal algorithm combination as found in ofﬂine analysis
is used to conduct SuperAlarm mining again by coalescing a 10-
fold CV data set into a full training data set. The raw SuperAlarm
set thus identiﬁed is further ﬁltered out using the average FPR
threshold that determine the operating point for each of the copies
of 10-fold CV data sets. This ﬁnal SuperAlarm set is then applied to
the reserved test data set for an online simulation study and obtain
online performance metrics.
Two online metrics are designed. First, the SuperAlarm set will
be ﬁrst applied following the schema described in Section 2.1.6 to
all the alarms of code blue patients to calculate the online sensitiv-
ity that is a function of predictive horizon. This metric is deﬁned as
the percentage of code blue patients who have triggered Super-
Alarm within a Tp – long prediction horizon that immediately pre-
cedes the event. It is expected that the sensitivity will increase as
we extend the prediction horizon by increasing Tp. The second
metric is calculated as the ratio of hourly number of false Super-
Alarm triggers to that of the regular monitor alarms. Hence, the
ROC Analysis
ROC Analysis
ROC Analysis
ROC Analysis
ROC Analysis
Determine 
Operating Point
Determine 
Operating Point
Determine 
Operating Point
Determine 
Operating Point
Determine 
Operating Point
4-Way ANOVA
Find Optimal 
Algo Parameters
SuperAlarm 
Mining
Training
(80%)
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#1
10-fold 
#2
10-fold 
#3
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#4
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Operating Point
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Fig. 2. Block diagram of the adopted SuperAlarm evaluation protocol. Full data set is ﬁrst split into an independent training and testing set. The training data set is further
split into multiple (n = 5) copies of 10-fold cross-validation sets to facilitate an N-way analysis of variance of the inﬂuence of algorithm parameters on SuperAlarm
performance. Ultimate evaluation of SuperAlarm is done on the test data set using the SuperAlarm set identiﬁed using the training data set under the optimal algorithm
parameters.
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set within the context of alarm load from current monitors.
2.3. Patient data
Alarm data were extracted from a central repository of compre-
hensive data elements extracted from bedside monitors in UCLA
Ronald ReganMedical Center. This studywas approved by the UCLA
Institutional Review Board. These bedside monitors are distributed
across a neurosurgical ICU, cardiac observation unit, cardiothoracic
ICU, coronary ICU, hematology and stem cell transplant unit, med-
ical ICU, medical-surgical specialty unit, neuroscience and stoke
unit, liver transplant unit, and transplant surgical ICU. Continuous
waveform, vital signs at a 15-min interval, and alarms are continu-
ously archived into the repository using a commercial data acquisi-
tion system BedMasterEx™ equipped with 200 data acquisition
licenses. Hence, data from only up to 200 beds can be archived
simultaneously. The BedMasterEx™ system determines data from
which bed to be archived when a license becomes available. Quality
management service at UCLA Medical Center provides a list of code
blue events from April 2010 to October 2011. Using this list, we
were able to collect alarms for 223 code blue adult patients
(age >18 years).
In addition, control patients are determined by applying the fol-
lowing inclusion and exclusion criteria to patients admitted be-
tween April 2010 and October 2011 who were not coded nor
experienced an unplanned ICU transfer. The inclusion criteria
are: (1) Have the same APR DRG (All Patient Reﬁned Diagnosis Re-
lated Group) or Medicare DRG; (2) The age is within ± 5 years; (3)
Have the same gender; (4) Resided in the same unit during their
stay. These criteria were applied to ﬁnd as many as possible control
patients per each code blue patient. The total number of control
patients thus identiﬁed is 1768.3. Results
The results reported in this section are based on the following
setup of the experiment conditions. Four levels of window length
are assessed: 10 min, 30 min, 1 h, and 2 h. Four levels of minimum
support value for mining the frequent itemset are used: 0.05, 0.10,
0.15, and 0.25. Closed itemset ﬁltering and occurrence frequency
encoding are two binary choices. Hence, there are 64 combinations
of algorithm parameters in the N-way ANOVA. To obtain reliable
results, ﬁve copies of 10-fold cross-validation data sets are gener-
ated, which is equivalent to testing algorithm combination using
ﬁve random cross-validation experiments. This is enough to pro-
vide samples needed for a 4-way ANOVA while keeping the com-
putational cost minimum. The performance of SuperAlarm is
determined by its maximal true positive rate while satisfying a
user-speciﬁed maximal false positive rate, which is speciﬁed as
0.02, 0.05, 0.10, and 0.15. Therefore, four 4-way ANOVA analysis
has been conducted to obtain the following results.3.1. Case-control characteristics of alarms
The total number of alarms is 882,414 for 223 code blue pa-
tients and 3921,323 for 1768 control patients. The average moni-
toring time was 398.5 ± 524.0 h for the code blue patients and
249.5 ± 345.4 h for control patients. There were 33 patients who
had more than one code blue calls. In the present work, we only se-
lect alarms from the ﬁrst code blue call for analysis.
The distributions of alarms for code blue and controls patients
across the four alarms levels are: [2.18%, 11.40%, 70.16%, and
16.23%] and [1.50%, 10.75%, 69.56%, 18.19%], respectively. This
shows that crisis alarms account for less than 2.5% of all levels of
alarms for code blue and less than 2.0% for control patients. On
A B 
Fig. 3. Distribution of the major diagnostic category for the 223 code blue events (A) and 1768 control patients (B) across 26 categories (0–25).
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Fig. 4. Average hourly number of alarms of code blue patients and controls grouped
by the four levels of alarms as built in bedside monitors. Each of the nine bars
represents the average number of alarms of code blue patients within nine
consecutive 1-h periods preceding the code blue events.
Table 2
P values from conducting a 4-way analysis of variance (ANOVA) of the inﬂuence of
four algorithm parameters and their interactions on SuperAlarm performance, which
is calculated as the maximal true positive rate obtained for a given maximal false
positive rate (FPR). These parameters are window length (Win), minimum support
value (Sup), closed itemset ﬁltering (Cls), and occurrence frequence encoding (Occ).
Parameters and
Interactions
P value
FPR = 0.02 FPR = 0.05 FPR = 0.10 FPR = 0.15
Win 0.006 0.000 0.000 0.000
Sup 0.000 0.000 0.000 0.001
Occ 0.633 0.310 0.017 0.487
Cls 0.895 0.049 0.016 0.535
Win&Sup 0.000 0.000 0.000 0.000
Win&Occ 0.822 0.369 0.740 0.539
Win&Cls 0.698 0.195 0.005 0.100
Sup&Occ 0.297 0.901 0.118 0.614
Sup&Cls 0.013 0.000 0.013 0.141
Cls&Occ 0.925 0.286 0.239 0.350
Win&Sup&Occ 0.851 0.858 0.900 0.024
Win&Sup&Cls 0.596 0.063 0.048 0.001
Win&Occ&Cls 0.589 0.262 0.883 0.652
Sup&Cls&Occ 0.956 0.799 0.540 0.015
Win&Sup&Occ&Cls 0.987 0.710 0.934 0.398
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age is 61.1 ± 16.9 years for code blue patients and 63.6 ± 14.8 years
for controls. 58% of code blue patients and 66% of controls were
male. Cardiac and respiratory arrests accounted for 74% and 22%
of cases, respectively. The majority of code blue events occurred
in ICUs (68%) with 23% code blue events occurring in non-ICU
units, and 9% in other facilities including OR and interventional
suits. On the other hand, 67% controls were ICU patients and 33%
of them were from non-ICU units.
The distribution of code blue events and control patients across
26 different major diagnostic codes is shown in Panels A and B of
Fig. 3, respectively. MDC 0 is a code used to designate a number
of different diagnosis and procedure situations that are trans-
plant-related. This code accounts for the biggest number of code
blue patients. The second, the third, the fourth largest MDC code
for code blue are MDC 5, MDC 18, and MDC 4, which are related
to circulatory system, infectious situations, and respiratory system
respectively. For control patients, the largest cluster is also MDC 0
followed by MDC 5, 18, and 4.
The four solid lines in Fig. 4 display the average hourly number
of alarms per each of the four alarm levels for control patients
(using 10 randomly selected 1-h windows). The nine bars display
the average hourly number of alarms for code blue patients at nine
different time windows prior to the event. These nine windows are
all 1-h long, non-overlapped and placed consecutively prior to theevent starting at the time of the code blue events. Fig. 4 shows that
the code blue patients have a larger number of alarms and that the
number of alarms is the largest within the last hour leading to the
code blue event except for the patient advisory alarms.
3.2. Ofﬂine evaluation results
Table 2 lists the p values of 15 parameters and their interactions
from the 4-way ANOVA. It can be clearly seen that window length
(Win), support values (Sup), and their interaction are the three
most signiﬁcant factors. On the other hand, occurrence frequency
encoding and closed itemset ﬁltering have less inﬂuence on the
performance of SuperAlarm as they only affect performance under
certain choice of FPR thresholds and have larger p values.
Based on the ofﬂine evaluation results, we determine the opti-
mal algorithm parameters for a given FPR threshold and then use
the full training data to obtain the SuperAlarm set. Table 3 lists
the optimal parameters for each choice of FPR threshold, the total
number of SuperAlarm patterns, the total number of SuperAlarms
per each pattern length, and the average sensitivity obtained at the
speciﬁed FPR threshold. For example, a FPR threshold of 0.15 re-
sulted in the largest SuperAlarm set which also contains the lon-
gest SuperAlarm pattern (n = 6) and highest sensitivity
(0.65 ± 0.02). Interestingly, a FPR threshold of 0.1, instead of 0.02,
resulted in the smallest SuperAlarm set, which can be attributed
to a large support value used in the SuperAlarm mining. However,
a higher average sensitivity is always obtained at a higher FPR
threshold, irrespective of the size of the SuperAlarm set. Further-
Table 3
List of the optimal algorithm parameters found using four different false positive rate thresholds, the size of the resultant SuperAlarm sets, and their performance in terms of the
sensitivity for the given maximal false positive rate.
False positive rate
threshold
Window length
(min)
Support
value
Closed set
ﬁltering
Occurrence frequency
encoding
# of SuperAlarm
patterns
# of SuperAlarm patterns
per length
Sensitivity
(mean ± sd)
0.02 30 0.05 True True 143 [1,77,40,25] 0.44 ± 0.02
0.05 10 0.05 False False 97 [6,59,28,4] 0.53 ± 0.01
0.10 30 0.10 False False 29 [7,19,3] 0.63 ± 0.04
0.15 60 0.05 False True 658 [0150,335,148,24,1] 0.65 ± 0.02
Table 4
A list of the smallest SuperAlarms set found using the parameters in the third row of
Table 3. There are 29 SuperAlarm patterns including 7 patterns consisting of one code,
19 patterns consisting of two codes, and 3 patterns consisting of 3 codes. There are no
patterns found that consist of more than three codes.
Length of
patterns
SuperAlarm patterns
1 ASYSTOLE
VFIB/VTAC
V BRADY
PAUSE
ACC VENT
ART1 M LO28.5 37.5
ART1 M LO37.5 52.5
2 ASYSTOLE & VFIB/VTAC
ASYSTOLE & BRADY
ASYSTOLE & V TACH
ASYSTOLE & HR LO33.5 75.0
ASYSTOLE & SPO2 LO83.5 93.5
VFIB/VTAC & V TACH
VFIB/VTAC & SPO2 LO83.5 93.5
BRADY & V TACH
BRADY & SPO2 LO66.5 83.5
BRADY & SPO2 LO83.5 93.5
V TACH & VT > 2
V TACH & PVC < 43.5
V TACH & SPO2 LO66.5 83.5
V TACH & SPO2 LO83.5 93.5
HR LO33.5 75.0 & SPO2 LO66.5 83.5
HR LO33.5 75.0 & SPO2 LO83.5 93.5
SPO2 LO < 66.5 & SPO2 LO66.5 83.5
SPO2 LO < 66.5 & SPO2 LO83.5 93.5
ART1 D LO30.5 78.0 & ART1 S LO40.0 70.5
3 ASYSTOLE & VFIB/VTAC & V TACH
V TACH & SPO2 LO66.5 83.5 & SPO2 LO83.5 93.5
SPO2 LO < 66.5 & SPO2 LO66.5 83.5 & SPO2
LO83.5 93.5
0 1 2 3 4 5 6
60
65
70
75
80
85
90
95
S
en
si
tiv
ity
Time to Code Blue Event (hours)
FPR
max
 = 0.02
FPR
max
 = 0.05
FPR
max
 = 0.10
FPR
max
 = 0.15
Fig. 5. Sensitivity curves of four SuperAlarm sets obtained using the optimal
algorithm parameters under four different false positive ratio thresholds.
Table 5
List of online performance metrics for four SuperAlarm set identiﬁed under the
optimal algorithm parameters listed in Table 3. These metrics include the ratio of
number of false positive SuperAlarms between that of regular monitor alarms and the
sensitivity at three different prediction horizons.
False positive
rate threshold
Sensitivity False positive ratio (%)
1/2-h (%) 1-h (%) 2-h (%)
0.02 60.6 66.7 69.7 2.2 ± 4.3
0.05 72.7 78.8 81.8 4.7 ± 7.0
0.10 75.8 78.8 78.8 7.4 ± 9.0
0.15 87.9 90.9 90.9 11.2 ± 12.5
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been preferred as optimal parameters to be used for mining the
SuperAlarms.
As an example of a SuperAlarm set, Table 4 lists the full Super-
Alarm set as found using a FPR threshold of 0.1 under the algo-
rithm parameters listed in the 3rd row of Table 3.3.3. Online evaluation result of SuperAlarm from the optimal
conﬁguration
Fig. 5 displays the sensitivity functions using the four Super-
Alarm sets determined using the whole training data set under
the optimal parameters as determined in the ofﬂine analysis. In
addition, Table 5 lists the ratio of the number false positive Super-
Alarms to that of regular monitor alarms and the sensitivity ob-
tained at prediction horizons of 30 min, 1 h, and 2 h. It can be
seen from these results that a higher FPR threshold leads to a larger
sensitivity, especially at a shorter prediction horizon but also a lar-
ger false positive ratio for the SuperAlarm set. However, the largest
SuperAlarm set obtained under a FPR threshold of 0.15 achieves asensitivity of 90.9% at detecting code blue one hour ahead. Even
with this largest SuperAlarm set, the number of false alarms it
would raise for control patients only accounts for 11.2% of regular
monitor alarms.4. Discussion
This paper reports probably the ﬁrst systematic effort towards
mining the alarms from bedside monitors for predictive patterns
beyond what is represented in individual alarms. We have named
a collection of such patterns a SuperAlarm set representing the
essential idea of our approach, i.e., establishing patterns by combi-
nation of regular alarms. We hypothesize that a properly con-
structed SuperAlarm set can predict clinical end-points such as
code blue and that by doing so may provide innovative strategies
of alarm management to alleviate the alarm fatigue from excessive
number of false positive alarms. Although these hypotheses repre-
sent the long-term goal of our project, the present work with its fo-
920 X. Hu et al. / Journal of Biomedical Informatics 45 (2012) 913–921cus on the alarm mining technique has demonstrated the potential
of such an approach. Speciﬁcally, we have proposed an alarm min-
ing approach based on ﬁnding frequent combinations of individual
alarms speciﬁc to predict code blue events. We have systematically
studied the inﬂuences of various algorithm parameters on both the
ofﬂine and online performance metrics. It has been found that an
optimal SuperAlarm set can be formed based on ofﬂine data anal-
ysis and achieve reasonable online performance in terms of sensi-
tivity function and false positive rate ratio.
4.1. Algorithm aspects of the proposed approach
We have tested only the classic Apriori algorithm to ﬁnd the fre-
quent itemsets. A requirement of this algorithm is that a constant
minimum support threshold is used. It would be more logical that
one could afford a smallerminimumsupport threshold as the length
of a potential SuperAlarm pattern increases so that more speciﬁc
and hence longer SuperAlarm patterns will not be missed. There
are also alternative association rule mining algorithms that are
more computationally efﬁcient so that it can handle a larger data
set in future studies [33]. Furthermore, the current approach ignores
the order of the appearance of individual alarms when composing a
SuperAlarmpattern. Such informationmaybe important to increase
further the speciﬁcity of SuperAlarm. Several alternative potential
approaches to incorporate the order of alarms include hidden Mar-
kov models, which have been demonstrated with better perfor-
mance than itemset-based approach in predicting faults [34] and
sequential alarm patternmining approaches that have been applied
in mining alarms from telecommunication databases [35] and
chemical process [36]. Certainly, the adaption of these approaches
to address patient monitor alarms remains to be studied as there
are some key differences in terms of the problem setup. In these
existing alarm mining applications, chances of ﬁnding frequent
alarm itemsets or sequential patterns are larger than patient moni-
tors because less degree of individual variability is expected as com-
pared to the patientmonitor application. As a result, relatively small
support values (0.05–0.25) have been used in the present work. An-
other difference between patient monitoring and hardware system
monitoring is that course of patient treatment may have been al-
tered as a consequence of responding to alarms. As a consequence,
information such as duration of an alarm or time intervals between
alarms may be inﬂuenced by factors extrinsic to patient status, e.g.,
how prompt bedside clinicians’ respond to alarms.
According to the results reported in Table 3, enabling closed
itemset ﬁltering has only been picked once as part of the optimal
algorithm parameter conﬁguration given a speciﬁc FPR tolerance.
By construction, a closed itemset is a subset of a frequent set and
hence smaller. Our optimality criterion was to maximize the TPR
for a given FPR tolerance. Hence, if disabling closed itemset ﬁltering
can meet the prescribed FPR threshold, then the resultant Super-
Alarm set is more likely to achieve a higher TPR than the set from
enabling the ﬁltering. This may explain the observation that closed
itemset ﬁltering was not preferred in our experiment. However, we
should note that enabling closed itemset ﬁltering generally results
in a more concise set of SuperAlarm patterns and hence may im-
prove the clinical interpretability of the results. Because of this, this
option of the algorithm is important to end users.
Our approach is indeed an extension of the existing itemset-
based approach for alarm data mining because it can exploit occur-
rence frequency of alarms during the encoding process although
this factor has not been shown to be an inﬂuential one in the pres-
ent study. One would expect occurrence frequency of certain
alarms to carry useful information as there is an increase of num-
ber of alarms as approaching code blue events as shown in Fig. 4.
Therefore, further studies are needed to improve encoding meth-
ods of occurrence frequency.In addition to occurrence frequency, the order of alarms may be
also useful. It is acknowledged that such information has not been
explored in this work. However, we also feel that the incorporation
of ordering information may be more fruitful after the code blue
events are further reﬁned into cardiac and respiratory arrests be-
cause different types of arrest may imply different dynamics in
the evolvement of physiological states and hence different alarms
orders.
It should be also pointed out that we have used several heuris-
tics in our approach and that these heuristics are essentially of
greedy search nature because an optimal SuperAlarm set is con-
structed based on how individual pattern performs, e.g., FPR of
individual patterns is used to ﬁlter out less-speciﬁc ones. However,
the optimal SuperAlarm thus constructed may not be the optimal
solution among all possible ones.
4.2. Relation to other ways of addressing false positive alarms
The alarm mining approach is also complementary to existing
approaches that are based on robust signal analysis and pattern
recognition techniques to improve patient monitoring. One poten-
tial way of integrating these approaches is to utilize the alarmmin-
ing as a framework to include outputs from signal analysis and
pattern recognitions of physiological signals as alarms. This is be-
cause the proposed approach is not limited to alarms from moni-
tors. Indeed, there are known predictors of cardiac arrest that
can be derived from advanced ECG and rhythm analysis beyond
what is done by conventional monitors. It is anticipated that these
advanced aspects of further methodological development will
greatly beneﬁt from public database of ICU data as well [25,37] .
4.3. Clinical implications
It is known that less critical alarms account for majority of all
received alarms (97.82% and 98.50% for code blue and control pa-
tients, respectively in our data set) and they are prone to being af-
fected by noise and artifacts. As such, they are more likely to be
ignored by care givers. Hence, SuperAlarm concept might have
the potential to provide evidence-based indication that combina-
tions of even less critical alarms may be predictive of impending
or ongoing patient deteriorations and therefore demand attentions
that are currently mandated for critical alarms. Such a system may
mitigate the problem of alarm fatigue while minimizing the risk of
missing important precursory patterns in the sequence of alarms
for deteriorating patients. Due to the retrospective nature of this
study, it is impossible to know exactly whether any interventions
were delivered to the control patients that may have been trig-
gered by SuperAlarms. Therefore, a prospective study design is
needed to accurately assess the accuracy of a SuperAlarm set.
Achieving a safer and more effective patient monitoring de-
mands not only research of advanced algorithms to produce more
accurate alarms but also attentions to other soft aspects such as
human factors, usability, user training, and organizational changes
[7,38,39], which are outside the scope of the present work.5. Conclusion
It becomes imperative to innovate patient monitoring practice
to ensure patient safety. The present work proposes and evaluates
an alarm data mining algorithm to extract patterns formed as
alarm combinations that are predictive of adult code blue events.
The proposed algorithm leverages well-established frequent item-
set mining and information metric based discretization methods
and has been systematically evaluated through both cross-valida-
tion and the usage of independent test data set. The proposed ap-
X. Hu et al. / Journal of Biomedical Informatics 45 (2012) 913–921 921proach is shown to be inﬂuenced by some key algorithm parame-
ters and can extract predictive SuperAlarms that achieve a sensitiv-
ity between 66.7% and 90.9% in predicting code blue in one hour
while producing false SuperAlarms for control patients that ac-
count for between 2.2% and 11.2% of regular monitor alarms.
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