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We show that the uniformization of formal expansions (power series, in 
particular) is facilitated by the introduction of a certain class of transformations 
of the irregular part of the perturbation functions (“gauge” transformations). 
These transformations constitute an abelian group which leaves the perturba- 
tion functions, as a whole, invariant. An equation for the gauge function is 
constructed from two requirements: (1) the uniformity of the regularized 
expansion, and (2) the compatibility of the uniformized perturbation equations. 
I. INTRODUCTION 
Our ultimate purpose is to construct an explicit procedure for uniformizing 
formal expansions in a small parameter, E, in particular, formal power series 
in E. As a general framework for this construction, we adopt the technique of 
extension [l]. While it is easy to see that an appropriate extension always 
yields, in principle, a uniform representation, constructive techniques are 
limited to special classes of problems. Starts in the direction of a general 
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theory have been taken by using adjustable clock functions [2] and by con- 
sidering nested extensions [3]. In this paper, we show that the process of 
uniformization is made consistent with a given order by the use of certain 
“gauge functions” to be chosen so as to make the uniformized perturbation 
equations compatible. We then construct an equation for the gauge function 
and illustrate its use with simple examples. 
Several classical methods are available for uniformizing certain classes of 
formal expansions. Thus, Poincare expanded the phase as well as the 
amplitude of the lowest-order term in nearly periodic problems in order to 
regularize secular terms. More generally, Lighthill [4] expands the indepen- 
dent, as well as the dependent, variables to “stretch” a singular perturbation 
out of a region of physical interest. Bogolubov [5] and coworkers allow 
the constants that appear in a lowest-order theory to vary slowly. This is 
tantamount to constructing an expansion for the time derivative of the 
dependent variable. Kaplun [6] introduced several asymptotic expansions 
to be “matched” on suitable intersections. The method of time scales 
introduces partial differential equations to represent he slower variation of the 
unknown [I, 71. In spite of these powerful techniques, major problems 
remain unsolved. Thus, it has not been possible, as yet, to uniformize 
convincingly the three-body contributions to the nonequilibrium equations 
of statistical mechanics. It has equally been impossible to construct valid 
asymptotic expansions for quantum field theories, thereby leaving completely 
open the existence of such expansions. 
The technique that we propose here is based on the use of the “extensions” 
of the function for which we wish to obtain a uniform approximation [I, 21. 
This technique introduces a reparameterization of the lowest-order terms of 
the formal perturbation expansion. The freedom thus introduced is eliminated 
by imposing uniformity and compatibility requirements on the repara- 
meterized perturbation equations. It is clear that this general framework 
includes as special cases several of the techniques mentioned above [3]. 
A serious difficulty that arises in the calculation of a uniform representation 
is that of identifying correctly (in particular, compatibly) the nonuniform 
portion of the perturbation which is to be absorbed by an appropriate 
counterterm. The difficulties associated’with compatibility are exemplified in 
Section IIB. They were first noticed by Franck in the context of kinetic 
theory [8]. 
Our device of introducing gauge transformations alleviates this difficulty. 
We show in Section III, in fact, that the consistency of the process of 
uniformizing a formal expansion is more readily achieved by the introduction 
of appropriate gauge transformations of the irregular part of the perturbation 
functions. The gauge transformations “probe” the defining equations and 
help us to make the correct choice of the terms to be associated. These 
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transformations have the properties of a group. We will show, in Section IV, 
that the equations for the “gauge function” can be constructed in such a way 
that the perturbation equations are compatible with one another. In Section V, 
we discuss a simple example to illustrate our technique. Finally, in Section VI, 
we obtain a uniform asymptotic expansion of a 3 x 3 matrix exponential, 
using the technique of extension with gauge functions determined by 
compatibility conditions. 
II. FORMULATION OF THE GOVERNING EQUATIONS 
A general constructive procedure requires a precise formulation of the 
problem of uniformization. We start our discussion with such a formulation. 
To develop our technique in detail, it is useful to imagine that the function 
whose uniform representation we seek satisfies an appropriate equation. 
It is necessary then to start with a sufficiently general equation. Consider 
df/dt = s”[f, c] 
where 9 is a functional off ( i.e., it depends on arbitrary powers of V, f where 
x is a set of parameters that does not include either t or e) and f can have any 
number of components. It will also be understood that F can depend 
explicitly on X. The variable t is not necessarily one-dimensional (df/dt 
could, in fact, represent a FrCchet derivative). This differential equation is of 
sufficiently general form to include both the Liouville and Schroedinger 
equations. Other important equations of mathematical physics are also of the 
form Eq. (2.1), i.e., the BBGKY hierarchy of statistical mechanics, the 
Navier-Stokes equations, and the Boltzmann equation. An alternative way 
of writing Eq. (2.1) is the equation 
Of’ = &‘[f’,C] (2.2) 
where @ is a linear operator defined by an arbitrary function @ of the 
derivatives a/at and a/&. Equation (2.2) h as b een discussed extensively by 
Bogolubov. To see that Eq. (2.2) is equivalent to Eq. (2.1), introduce as new 
variables, {a}, the derivatives off’ with respect to t and form the vector f 
whose components are f’ and {a}. We then have a first-order system (with 
respect to t) that contains powers of df ‘jdt and possibly {z}. Solving alge- 
braically for a/at, we recover Eq. (2.1). 
We shall proceed by assuming a formal solution for Eq. (2.1) as an 
asymptotic expansion in E (not necessarily a power series). Nonuniformities 
in the first- and second-order terms of the direct (Taylor) expansion are then 
required to be uniformized by appropriately constructed counterterms 
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and by the use of appropriate uniformity requirements. The counterterms 
can be made to correspond to the clocks and stretching functions that arise 
when nested extensions are used, e.g., in the “double extension formula” [3]. 
We show that the major difficulty that arises in giving a general prescription 
for uniformizing power series (or, more generally, asymptotic representations), 
i.e., that of properly defining the “irregular part” of the function to be 
uniformized, can be overcome. The freedom that arises in defining the 
irregular part of the perturbation can be exploited to advantage by observing 
that the extended expansion must satisfy compatibility conditions. The 
compatibility conditions can be rewritten as equations that allow us to 
choose correctly the “good” part of f1 by appropriately restricting the 
gauge function. The method described here can be regarded as a general- 
ization of the constructive approach of Sullivan and Sandri [9]. 
A. The Problem of Unifmmization 
The uniformization problem can be defined in the following manner. 
Consider a function f (e, t) whose asymptotic representation for small E is 
required. A formal power series which need not be convergent or uniformly 
valid yields a representation for f 
f = f 0 + Ef 1 + FO(G) (2.3) 
where FO(h), to be read “of formal order h”, indicates the remainder of the 
formal expansion. If the first-order term becomes comparable to f0 in a 
region of interest, f O cannot be considered a useful approximation to f, and 
cf l is not a “uniformly” small correction off O. In this case, we say that f 1 
consists of a “good” part G and of a “bad” part B 
fl=G+B (2.4) 
where B is not uniformly bounded relative to f O. The uniformization problem 
is that of constructing a useful approximation to f, namely one whose 
correction remains uniformly small (i.e., B has been eliminated) throughout 
the region of interest. 
The uniformization is carried out as follows. As a consequence of the 
extension, terms appear in the modified perturbation function f1 in addition 
to those that constitute the result, f l, of the formal perturbation expansion; 
thus 
f1=G+B+9 (2.5) 
where the new terms 4 will be called “counterterms” because they are 
introduced for the purpose of cancelling the part off l that is not uniform 
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relative to f”. Regularization of the formal expansion is obtained (in first 
order) by setting 
B+#=o. (2.6) 
The result of an incorrect identification of B is that some of the conditions 
to be satisfied by f are violated. In particular, the meaningful, uniformly 
bounded parts off0 andfl are misrepresented, and we are left with a “good” 
f’ = G that together with f0 does not satisfy even approximately the 
conditions that definef, i.e., Eqs. (2.1) or (2.2). 
B. Example of the Compatibility Problem 
Consider the general linear case of Eq. (2.1) 
3f/Zt = (Ho t qf 
where H, and H1 are linear operators that do not commute. 
HoH1 - H,H, = [Ho ) Hl] # 0. 
Linear time scales analysis gives in lowest order 
afob = Ho f 
and, in first order, 
af" afl 
(2.7) 
(2.8) 
(2.9) 
q + K = HOP + f4f0- (2.10) 
In order to remove the secular contribution to f1 from Eq. (2.10), it is 
sufficient to set 
af ” - = HIjo. 
a71 
Equations (2.9) and (2.11) are not compatible; however, in fact, taking cross- 
derivatives, we find 
ay 
- = H,H,fO = H,H,fO. aTo aT1 (2.12) 
Therefore, we must have 
[Ho , f&l f” = 0. (2.13) 
This condition cannot be satisfied, in general, because f. depends on its 
initial value, which can be chosen arbitrarily. We thus see that the problem 
of compatibility of the time scale equation is closely related to the problem 
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of obtaining uniform expansions for the matrix exponential [lo]. The 
expansion of a 3 x 3 matrix exponential with noncommuting H, and Hr is 
obtained and discussed in detail in Section VI. 
III. GOOD FUNCTIONS AND GAUGE TRANSFORMATIONS 
In this section, we define and discuss the gauge functions with which we 
shall probe the requirements imposed by the general equation that is satisfied 
by the unknown functionf. In particular, we prove that they form an abelian 
group that leaves the perturbation function invariant. For simplicity, we 
confine our discussion to first-order theory. There is no difficulty of principles 
in extending the analysis to the complete expansion. 
A. Dejinition of “Good” Functions 
Consider the zero- and first-order terms of the direct perturbation 
expansion of Eq. (2.1), 
f = f” + cf’ + FO(3); (3.1) 
f O and f l are assumed to be defined throughout a region 01 in which we are 
interested to approximate f. The zero-order term is taken to mean the lowest 
nonvanishing term in the perturbation expansion, and cfl its perturbation. 
cf l is of formal order E for power series. It will be clear that using this example 
as an illustration does not confine the discussion to power series. We split f 1 
into two parts 
fl=G+B 
where the “good” part G satisfies 
(3.2) 
In contrast, B violates the requirement, Eq. (3.3). The limit Eq. (3.3) is 
well-defined if a uniform bound exists for G/fO, i.e., if there exists a finite 
number M such that 
I G/f0 I < M (3.4) 
for all points of physical interest (all points in a). The existence of the uniform 
bound of Eq. (3.4) will be taken to be the defining property of a first-order 
good function. This definition can be extended without difficulty to higher- 
order theory. 
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Clearly, the decomposition given in Eq. (3.2) is not unique since a “gauge 
function” r that satisfies 
I r/f” I G M (3.5) 
uniformly can always be added to or subtracted from fi, yielding a new 
decomposition of f1 into good and bad parts. In fact, 
G”=G+l- (3.6) 
is clearly a “good function” since both G and rare good functions. Similarly, 
B*=B-r (3.7) 
is a “bad function”. We can standardize our choice of the function r by 
introducing a “definite gauge,” i.e., by giving a definite decomposition of 
fi into good and bad parts at the start of the calculation. A simple “choice 
of gauge” corresponds to setting 
Go =f", B, zf'-f". (3.8) 
We call this gauge the “no-factorization gauge” for reasons that will become 
clear in the subsequent discussion. Without losing generality, we can then 
write for the good and bad parts off l 
G=fO+r, (3.9) 
B=fl-f"-r. (3.10) 
An alternative simple choice of gauge is given by 
G,’ = 0, Bo'zfl (3.11) 
which we call the “factorization gauge.” From Eqs. (3.8) and (3.11) we find 
immediately 
Go = G'+f"> B, = B,' -f" (3.12) 
which shows that f O itself is a gauge function. We can exploit the factor- 
ization gauge of Eq. (3.11) to write, without loss of generality, 
G=r (3.13) 
and 
B=fl-r (3.14) 
Only in very simple examples can the function I’ be set identically equal 
to zero. An important case in which the gauge function r cannot be taken 
COMPATIBILITY PROBLEM 489 
to vanish identically is in the derivation of the kinetic equation for any of the 
known gaseous regimes. In this case, I’ in the factorization gauge is the 
“transient” term that precedes the onset of the fully developed kinetic 
regime. This term corresponds to an explicitly known power law and 
represents a physical effect that cannot be eliminated by a mathematical 
transformation. 
B. The Group Properties of Gauge Transformation 
Clearly, there is always great freedom in the choice of gauge; the word 
“gauge” is, in fact, chosen in analogy with the transformation group that is 
associated with the electromagnetic potentials. There is no difficulty in 
showing that the transformations defined by Eqs. (3.6) and (3.7) form a 
group (y} = I?. Give a decomposition of f1 into good and bad parts and 
consider the transformation 
yl:G+G+r,, B-B--I; (3.15) 
where r, is a good function. We say that the function I’, generates the 
transformation yr and write r[y,] = r, . Clearly, the transformation yr 
leaves f l invariant. 
~~:fl=G+B-tfl. (3.16) 
If we now perform two successive gauge transformations, yr followed by 
y2 , we find 
yz 0 ~1: G - (G + r,) + r, , B - (B - r,) - r, . (3.17) 
Therefore, the gauge function 
r,, = r, + r2 (3.18) 
is also a good function, and it generates a gauge transformation. We, therefore, 
have the closure property, namely, yr E r and yZ E I’ implies 
Yz o YlE I-* (3.19) 
Furthermore, the abelian property holds since it is clear from Eq. (3.18) 
that the product of two gauge transformations is commutative. 
Yz o Yl = Y1° Y2 - (3.20) 
By considering three successive gauge transformations, it is easy to prove 
that the associative law is fulfilled. 
Y3 o (Y2 o Yl) = (Y3 o Y2) o Y1- (3.21) 
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It is clear that the identity transformation, I, is generated by the gauge 
function that is zero everywhere, 
I:G-tG, B + B. (3.22) 
Furthermore, the identity transformation commutes with any y E I?. 
Ioy=yoI=y. (3.23) 
We can now readily show that the inverse transformation corresponding 
to the transformation yi defined by Eq. (3.16) is generated by 
In fact, we have 
r[y,-‘] = -r, . (3.24) 
I? o y1 : G -+ (G + I-‘,) - rl = G, B + (B - PI) + r, = B, (3.25) 
whence 
Yl 
-10 y1 = y1 0 y;l = I. (3.26) 
We have thus shown that the gauge transformations form an abelian group. 
C. The Gauge Transformutions of dflldt 
The decomposition off l into good and bad parts yields a corresponding 
decomposition for 
P = df l/dt. (3.27) 
Let 
91 aG-p aB 
G, 
-= 
at at B’ (3.28) 
We clearly have, by differentiating f l = G + B, 
g-01 + FB’ = P-1. 
If we change the gauge by the transformation 
G=G*-l-, B=B”+I’, 
we see from Eq. (3.29) that 
(3.29) 
(3.30) 
and 
(3.31) 
(3.32) 
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A choice of gauge can thus be made either by a choice of the decomposition 
off 1 or by that of 9l. 
IV. THE UNIFORMITY AND COMPATIBILITY CONDITIONS 
We will now show that the uniformization of the perturbation function 
can be greatly facilitated by first making a definite choice of gauge and then 
using the compatibility conditions for the extended perturbation expansion 
to determine the function I’. Furthermore, in so doing, we guarantee a 
correct choice for the good part off l. The uniformity (or regularity) condition 
of the extended expansion reads, in fact, 
This requirement must be taken as primarily yielding an equation for the 
counterterm ajo/&, , i.e., for the “clock” and “stretching” functions that 
allow us to follow in a natural way the behavior of the main portion [f”] of 
the unknown. Since the perturbation theory result for f 1 is given by Eq. (3.2), 
the extended functionfr can be written as 
f+o) = Gko) + Wo) + 9 (4.2) 
where # is the counterterm generated by the extension. The functional 
form of G and B can be taken from the direct perturbation expansion. We 
emphasize, in fact, that the functional dependence off O and off l on the 
independent variables and on integration constants, which is known from the 
direct perturbation expansion, plays a crucial role in our construction of the 
uniform representation of f. The regularity condition, Eq. (4.1), can be 
satisfied by setting 
B(T,,) + # = 0 (4.3) 
whence, after regularization, 
r=G=G,“+r (4.4) 
where G,” is any choice of basic gauge. The function r is restricted by the 
compatibility conditions of the extended perturbation expansion as follows. 
We can always write the zero- and first-order equations of the extended 
expansion as 
afo/aro = 80 (4.5) 
af”/ihl = g”[Go” + I’] (4.6) 
409/32/3 -3 
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where only the relevant dependence has been shown for the functionals 
z” and @r. In first order we must, however, satisfy the compatibility 
requirement 
azf" azf0 -= 
aTo aT1 aT1 aTo (4.7) 
which, using Eqs. (4.5) and (4.6) reads 
g?=y 
a71 
= +=[G; + l-1. 
0 
(4.8) 
Equation (4.8) can now be considered as an equation restricting the choice 
of the function l? The compatibility condition can thus be envisioned as an 
equation for Fin analogy to regarding the uniformity condition as an equation 
for ap/aT1 . More precisely, the uniformity and compatibility conditions, 
Eqs. (4.1) and (4.2), are to be considered as equations that restrict simul- 
taneously the functions r and af”/aT1 . In this way both the good part of the 
perturbation and the “stretched” dependence of the main part of the unknown 
can be determined so as to satisfy the compatibility requirements of the 
expansion, thus guaranteeing a consistent uniformization procedure. 
V. A SIMPLE EXAMPLE 
To illustrate the theory discussed, we apply it to the example of slow 
exponential decay. We investigate several choices of gauge function for the 
slow exponential decay. 
We first show (Subsection A) that incorrect regularization results if the 
compatibility criteria are not applied; then (Subsection B) how compatibility 
can be used to yield the correct regularized result. 
We note that the functions 
1, e-At, cos At (5.1) 
are uniformly of O(1) for t > 0, h > 0. The parameter X may or may not be 
equal to E. The proofs that these functions are of O(1) are trivial. Thus, the 
functions given in Eq. (5.1) are candidates for gauge functions and are used 
in this context in the discussion below. 
A. Examples of Plausible but Incorrect Regularization 
Starting fromf = -cf, we find the time scale equations (TV = t, Tl = et) 
afyaTo = 0 (5.2) 
g + g = -fO* 
1 0 
(5.3) 
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Regularization can clearly be accomplished in several ways; for example, 
Case (a). 
?f” - = -.o + e-%. 
a71 
We can also include a clock function [2], thus 
We assume then that K depends on T,, only. 
Case (a) gives the exact answer upon integration, and corresponds to the 
zero gauge function. Case (b) is a special case of Case (c). We, thus, focus on 
this latter, differentiating Eq. (5.6) with respect to 7. and using Eq. (5.2) 
aK afo a .+, -----e . 
aTo ar, are 
Therefore, noting that, by virtue of Eq. (5.2),f” is 7. independent 
g = e--A70 
and, by integration, 
K = - i eeATOe 
From Eq. (5.6) it now follows that 
(5.7) 
(5-g) 
which gives 
(5.9) 
(5.10) 
where the symbol R indicates restriction to the trajectory G-~ = t, TV = eK(t). 
For E = A, this seems to resemble the correct regularized answer. However, 
the sign is wrong and, choosing h = -E, leads incorrectly to exponential 
growth. This is only due to the peculiar choice of gauge function. Using as 
gauge function another function of 0( 1) we find, for example, 
Case (d). ?f ” K- = -f” +sinXro. 
87, 
(5.11) 
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Differentiating Eq. (5.11), we have 
a’ af” -- a sin hT 
aTo aT1 =a70 O; 
therefore 
aR a 
- = - sin AT 
aT0 aTO 
0 
(5.12) 
(5.13) 
or 
k = sin A70 + C, (5.14) 
and, by integration, 
K = ;COSAT~ + /.L + CT, (5.15) 
where X and TV are absolute constants. More generally, if the T(T~) is the 
gauge function (which must be of order one, since f” is constant on the To 
scale, i.e., f” = O(l)), we have the case 
Case (e). k = r(T,). (5.16) 
Inserting Eq. (5.16) into Eq. (5.1 l), we find 
whence 
and with Eq. (5.15) 
(5.17) 
(5.18) 
f”=~COS~TO+~~+~cTO+c~ (5.19) 
or, with Eq. (5.18), 
f” = E 1” r(T,‘) dT; + E,h + ET8 + cl . (5.20) 
With Eq. (5.19) we have a significant distortion of the exponential e-‘$ since 
restriction gives 
f” !L ; cos At + e/l + Ect + Cl . (5.21) 
The behavior for large t is completely wrong even with the judicious choices 
P = 0, A=< 
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or 
I-L = 0, X = ie. 
The general regularization given in Eq. (5.20) is therefore clearly quite 
unsatisfactory. We shall show in the next subsection, however, that full use 
of the compatibility criteria eliminates this difficulty. 
B. Use of the Compatibility Conditions to Ensure Correct Regularixation 
A natural choice of gauge presents itself for this simple example. This 
choice is given by Eq. (5.30). With this choice, we show that the compatibility 
condition fixes uniquely the gauge function, provided this latter depends on 
T,, only. We start with 
df/dt = -ef. (5.22) 
The zero- and first-order perturbation theory results are 
f” = a 
fl = -f”t + b 
where a and b are constants. Single direct extension gives 
af@/aTo = 0 
afo afl 
ml)) T&- + F = -f”. 
1 0 
From Eq. (5.25) 
f” = a(rl). 
Decompose f l of Eq. (5.24) as 
f1 = G + B = -fat + b. 
Since (-f Ot) is a bad function, and b is good, we can write 
G=b+I’ 
B = -f Ot - T. 
Extension gives, from Eq. (5.26) 
(5.23) 
(5.24) 
(5.25) 
(5.26) 
(5.27) 
(5.28) 
(5.29) 
(5.30) 
f’(~o , 71) = (3~0, ~1) + Wo , TV) - 
) ato 
; W-0’) d’o’$ a71 (5.31) 
where 
+o 9 71) = %) + r(T,) (5.32) 
B(To, 71) = -T&l) - r(~,). (5.33) 
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Regularity requires 
0 = -ToU(TJ - r(T,) - 1 Jr K(T,‘) dT<\ y (5.34) 
We now show that we cannot satisfy (5.34) unless r = 0. Differentiate 
Eq. (5.34) with respect to T,, : 
0 = -U(T1) - g - K(T,) ffp. (5.35) 
Differentiating once more, we find 
a2r aK aa -- 
aTo 
=-----* 
ho aT1 
(5.36) 
Therefore r # 0 implies, since a depends on or only and I’ and K depend 
on 7s only, 
a+~) _ c 
-- 9 
aTI 
and 
a2qTo) _ c aKh) --- 
i3T,Z aT, 
where C is independent of both -rO and T1 . From Eq. (5.37) 
U(T1) = CT1 + c’. 
Equation (5.38) gives 
- ar(7,> zzz cK(T,,) + c”. 
aQ 
Substitution of (5.39) and (5.40) into Eq. (5.35) yields 
0 = CT1 - c’ + ci&,) + c” - CK(q,) 
which is valid for all 7,, and 7r . Therefore, equating powers of 7r 
c=o 
and consequently 
C” z C’ 
From Eq. (5.40) 
ar -c,, -= 
aTo 
(5.37) 
(5.38) 
(5.39) 
(5.40) 
(5.41) 
(5.42) 
(5.43) 
(5.44) 
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while K remains undetermined. Equations (5.37) and (5.42) now say that the 
counterterm vanishes. Thus, we have completed our proof that regularization 
is incompatible with r # 0. 
Setting r = 0, Eq. (5.34) gives 
K(T,) = constant (5.45) 
which can be chosen to be unity without loss of generality. Therefore 
U(Q) = e-%(O) (5.46) 
which is the regularized result. 
VI. A THIRD-ORDER SYSTEM 
In this section we consider the equation 
(6.1) 
where J2 and $2’ are 3 x 3 constant matrices. 
A. The Exact Solution and Its Uniform Expansion in E 
The exact solution can be written as 
or 
J(t) = @(Bt) V&-J) (6.2) 
J(t) = [P + m cos(Bt) - D sin(B)] . J(O). (6.3) 
This is an example of expansion of the matrix exponential [lo]. We have 
introduced 
as a vector that characterizes the 3 x 3 matrix lil = Q + ~0’ which can be 
thought of as the total magnetic field made up of a main part, fi, and a small 
perturbation, $?. The vector J(t) can be thought of as the linear momentum 
of a charged particle in the presence of the magnetic field B. Alternatively 
Eq. (6.1) can be viewed as a model for the flux of low-energy charged particles 
interacting with a turbulent plasma [ll]. B is the magnitude of 3 and 
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is a unit vector in the direction of the total field. The tensor 0 is given by 
Qj = Eijkh, . (6.6) 
The parallel and normal projection operators P and m are given by 
H zzz &j (6.7) 
and 
m = I - Gi. (6.8) 
The projection operators F’, N which appear later are defined in terms of fl, 
rather than P. 
The magnitude of the field B is given by 
B = 41 + 26(8 * /I’) + 8 
or, for E < 1, 
B = B, + eB1 + 2B, + O(c3) 
where 
B, = 1 
B, =/bf? 
B, = &(j? . N + B’). 
Notice that we can write 
(6.9) 
(6.10) 
(6.11a) 
(6.11b) 
(6.1 lc) 
where 
Bt = B,,T~ + B1~l + B2~2 + a+. (6.12) 
Tn = PT. (6.13) 
An extension of the perturbation solutions of Eq. (6.1) is possible in terms 
of these multiple linear time scales. On the other hand, the trigonometric 
functions of Bt in Eq. (6.3) cannot be expanded uniformly in E. Thus, 
we expect the extension to result in functions which depend on the sum given 
by Eq. (6.12). A s a result, we shall see that very careful attention must be 
paid to the initial conditions which are placed on the extended functions. 
Again, since the trigonometric functions of Eq. (6.3) cannot be uniformly 
expanded in E, the uniform asymptotic expansion of J(t) is obtained from -- 
the exact solution by expanding the unit vector 7i and then the tensors P, N, 
and B. The result is 
&> = g;&) + 4;(t) + ~2&t) + O(e3), 
where in leading order 
&t> = P + N cos Bt - f2 sin Bt] *b;(O), 
(6.14) 
(6.15) 
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in first order 
&(t) = [(r, + 2fl(p * N))(l - cos Bt) + rs sin Bt] *&O), (6.16) 
and in second order 
62w = NN + ,&(B’ - w - (P * B’XB . N) 
-(N.B)(B’.P)-(~.N.~)P](l -cosBt) 
+ [W - B’,(B, . J-3 + H-Q . P,tP - N) 
- (P * jT)(p * Q) - (Q - B,)(/P . P)] sin Bt} *J(O). (6.17) 
We have introduced the notation 
We note that 
[Q, r,] = -r, . 
The results of the linear time scales expansion will be compared with these 
expressions below. The crucial role of the compatibility conditions will 
become apparent. 
B. The Time Scale Treatment with Compatibility Condition 
Consider the extended function#(T,, , or , rs *.a) which is a function of the 
independent variables (7s , or ,~s +**) but which reduces to&t) when restricted 
to the trajectory 
T* = c*t (n = 0, I,2 -*). (6.18) 
Along the trajectory given by Eq. (6.18), we have 
Therefore, to second order in E, 
We expand I$ in powers of E as follows: 
$ = $0 + $1+ <2#2 + O(E3) 
(6.19) 
(6.20) 
(6.21) 
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and equate the coefficients of equal powers of E in Eq. (6.20). Thus, 
(6.22) 
(6.23) 
and 
aA aJo ah ~+.n.$p -y$-y$=+hJl. (6.24) 
0 2 
From Eq. (6.22) we have 
#o(To) = e-- *‘,co, T1>* (6.25) 
The dependence on the fastest time scale is indicated; dependence on slower 
time scales is implied for conciseness. From Eq. (6.23), using 
sz’ =(pS’)52-rr, (6.26) 
we obtain 
$i(TO) = e--R’o *$l(O, T1) + [r2 sin 7-o + r,( 1 - cos TV)] * ‘,(T~) 
- 70 [ + <B * p>fJ *go]. 
(6.27) 
It is therefore sufficient to set 
(6.28) 
in order to remove the secularity from &(-ro). Having done so, we find from 
Eq. (6.23) 
a61 
-g-tR.~l = w$-0 (6.29) 
0 
and from Eqs. (6.25) and (6.27) 
+ [r2 sin To + (rr + 26(/j’ ’ N))(l - cos TO)] .&O, 71). 
(6.30) 
Equation (6.28) is clearly compatible with Eq. (6.22). 
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The necessity of Eqs. (6.28) and (6.29) follows by the use of our gauge 
formalism. From Eq. (6.23) we obtain 
The compatibility of Eq. (6.31) with (6.22) requires 
and therefore 
Al(TO) = e-*Q * Al(O). (6.34) 
Substitution of this result into (6.32) yields Eq. (6.30) with the additional 
contribution --7,,&(ro). Since this contribution is secular, we must choose 
L&(O) = 0 which p roves that the results (6.28) through (6.30) are both 
necessary and sufficient. 
Notice from Eq. (6.30) that the second term in $r(~-~) has the correct form 
as compared with &(t) f rom the exact solution. There are considerable 
differences, however, between ;(*,,) and (b;(t). First, the trigonometric 
functions depend on 7. and not Bt; second, &O, TJ depends on or and all 
the other slower time scales, so it does not represent an initial condition at 
Bt = 0; third, we see that there is no analogue in &(t) to the first term of 
&(Q-~). We shall see now that it is absolutely necessary to include this term 
In order to make a compatible secularity removal from &(T~). We shall also 
find that this first term contains exactly the correct or dependence to allow 
us to write (b ( _ r 7. , TJ in terms of C&O, 0, TJ with the trigonometric functions 
depending on the first two terms of the expansion of BT, i.e., on B1~O + B,T, . 
The second-order momentum, $a, contains three parts. The first of these 
is a nonsecular part which, like the second term of Eq. (6.30), has the correct 
form as compared with C&(T) obtained from the exact solution. The second 
part is also nonsecular, and is analogous to the first term of Eq. (6.30). The 
third part is the secular part and is given by 
Sec&To) = - ToeenTo [ 
a@o(o? 9) “$do, 71) 
aT 
2 
-t aT1 
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In order to determine the correct grouping of terms in Eq. (6.35), we use 
the vector gauge function A, , producing 
and 
The arbitrary gauge function & can be determined by imposing compatibility 
on Eq. (6.36) and uniformity on (6.37). From Eqs. (6.28) and (6.36), we find 
az&o, 71) a2$doy 5) aA 
aT1 aT2 - aT2 aTl = aT1 
- - - (ig * /?)Q * Lx2 . 
Therefore 
$$-+(/+?)Q.J2=o 
1 
or 
/lf2(T1) = e Cg*B’)nT1 - &(o, T2). 
Substituting this expression in Eq. (6.37), we find 
;(o, T1) = Tld2(T1 , T2) + f-@‘b’)*T1 ‘;(o, 0) 
f [r2 sin@ * fi’) Tl - rl(cos(p ’ 0’) Tl - l)] ’ &o, 71). 
(6.38) 
(6.39) 
(6.40) 
(6.41) 
Thus, we must have (1’, = 0. Now, by operating on Eq. (6.36) with e-o’0 , 
we find 
aJo 1 ,,+Z(B’.N./3’)s.c&=o 
and 
&To , T1 , T2) = t?-1’2(8”N’4’)RT2 * &(T,, , T1 , 0). (6.43) 
Equation (6.42) has been constructed to be compatible with Eq. (6.28), and 
it is clearly also compatible with Eq. (6.22). 
We can now substitute Eq. (6.41) and the solution of Eq. (6.28) 
C&(T,, , T1) = f?-(“B’)RT16;0(T,, , 0) F-34) 
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into Eq. (6.30) to determine the pi dependence of& . We obtain 
From Eqs. (6.25), (6.43), and (6.44), we also find 
and finally, we have 
Comparing Eqs. (6.45), (6.46), and (6.47) with Eqs. (6.14), (6.15), and 
(6.16), we see that the method of linear time scales extension is clearly 
generating a uniformly valid expansion which can be made to agree with 
the exact solution to any degree of accuracy by going to the necessary order 
in E. 
The inclusion of arbitrary initial conditions on the $i was absolutely 
necessary. From Eq. (6.35) we can see that if r&O, T1) had been set equal 
to zero, the secularity removal would have been incompatible with the 70 
and T1 dependence of & . On the other hand, we have shown that no un- 
necessary freedom is ktroduced by the arbitrary initial conditions. The 
requirements of uniformity and compatibility are just sufficient to specify 
the necessary relationships between the initial conditions on the &i > 0) 
and 4, . 
VII. SUMMARY 
We have seen that in the process of uniformizing asymptotic expansions 
with the method of extension, the problem of determining compatible 
perturbation equations arises. A general method has been constructed for 
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solving this problem with the use of “gauge” transformations. We have then 
applied our method to the construction of a uniformly valid expansion for a 
matrix exponential of order 3. In this case we have found that the calculation 
of the required gauge functions is quite tractable. 
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