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Hairpin formations arise in biochemical processes and play an important role in DNA-
computing. We study language theoretical properties of hairpin formations and our new
results concern the hairpin completionHκ (L1, L2) of two regular languages L1 and L2 and
the iterated hairpin lengtheningHL∗κ (L) of any language L.
Assume that L1 and L2 belong to a certain variety of regular languages which satisfies a
mild closure property (being closed by a restricted concatenation), then eitherHκ (L1, L2)
is not regular or it belongs to the same variety as L1 and L2. This result applies, in particular,
to the class of first-order definable languages (which is the class of aperiodic or star-free
languages) and it applies to the class of first-order definable languages in two variables
with predicates< and successor+1 (i. e., languages in the variety LDA).
Furthermore, we solve an open question from Manea et al. [15]: we prove that regular
languages are closed under iterated hairpin lengthening. (This has been independently
shown in Manea et al. [16].) However, the result here is more precise: if L belongs to a
class of languages which satisfies a certain closure property with respect to locally testable
languages, then HL∗κ (L) belongs to the same class. This applies to the class of aperiodic
languages and many other classes. We also show that the variety DA is not closed under
the operation L → HL∗κ (L). For LDA the situation remains open.
© 2011 Elsevier B.V. All rights reserved.
0. Introduction
The study of hairpin formation in formal language theory is motivated by biological phenomena and the idea that
chemical reaction in our cells leads to a notion of DNA-computing or more general to a notion of natural computing.
The importance of DNA-computing and the very many deep connections between natural computing, computability in a
mathematical sense (Turing machines, finite automata) and formal language theory is beautifully exposed in the survey
article by Kari and Rozenberg [9] which appeared in 2008 in the Communications of the ACM. Hairpin formations in
formal languages were introduced in [3] and have been investigated in a series of papers [11,13,14,17–19], where also the
connection to biology is explained in full detail.
On a formal level, a DNA-strand can be seen as a word over the four letter alphabet {A,C,G, T}, where the letters stand
for the bases adenine, cytosine, guanine, and thymine, respectively. ByWatson–Crick base pairing, the complementary bases
A and T (resp.,G and C) can bond to each other via hydrogen bonds. Two strands can bond to each other if they have opposite
orientation and they are base-wise complementary, e. g., the strands ATGGT and ACCAT can bond.
The viewpoint in this paper is from the formal language side. Citing Schützenberger1 we would like to point out that in
contrast with the more usual approach, the motivation for this study is purely formal. Accordingly, we start with an arbitrary
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Fig. 1. Hairpin lengthening (resp. completion for γ2 = 1).
finite alphabet Σ which is endowed with an involution : Σ → Σ , i. e., we have a = a for all a ∈ Σ . We extend the
involution to words by a1 · · · an = an · · · a1, just like taking inverses in groups. (For theWatson–Crick complement we have
A = T, T = A, G = C, and C = G.)
A hairpin can be created with a word of the form γαβα, if α has a certain minimal length, |α| ≥ κ where κ is a small
constant. (In biochemistry κ ≥ 9 has been established, see [26].) Let us write γαβα = cm · · · c1aκ · · · a1βa1 · · · aκ , where ci
and aj are letters. Then the hairpin lengthening procedure may start by adding to the right letters c which bond, see Fig. 1.
More precisely, during the process we obtain words of the form
cm · · · c1aκ · · · a1βa1 · · · aκc1 · · · cj.
For j = m the word γαβαγ = cm · · · c1aκ · · · a1βa1 · · · aκc1 · · · cm is called the hairpin completion of γαβα. There is a
also a symmetric version of hairpin lengthening and hairpin completion starting with words of the form αβαγ by adding
the complementary letters to the left.
The new results in the paper concern the hairpin completionHκ(L1, L2) of two regular language L1 and L2 and the iterated
hairpin lengtheningHL∗κ(L) of a regular language L. (The formal definitions ofHκ(L1, L2) andHL∗κ(L) and other technical
terms are given below.)
We have shown in [6] see also [5,7] that it is decidable whether the hairpin completion Hκ(L1, L2) is regular or not. In
case it is regular, we can calculate a finite NFA accepting Hκ(L1, L2), hence we can calculate its syntactic monoid, too. In
case Hκ(L1, L2) is not regular, it is still an unambiguous linear context-free language (and we can calculate a generating
unambiguous linear context-free grammar), see [5,7]. The first main result in the paper shows a certain dichotomy. Assume
that L1 and L2 belong to a certain variety of regular languages which satisfies a mild closure property (being closed by a
restricted concatenation), then eitherHκ(L1, L2) is not regular or it belongs to the same variety as L1 and L2 (Theorem 2.3).
We show that the class of first-order definable languages (which is the variety of AP of aperiodic (or star-free) languages) as
well as the class of first-order definable languages in two variables with predicates < and successor +1 (i. e., languages in
the variety LDA) satisfy these closure properties (Corollary 2.8). The class of first-order definable languages in two variables
with the predicate< but without successor+1 (i. e., languages in the variety DA) does not satisfy these closure properties.
However, as this is only a necessary condition, it is open whether the dichotomy result can be extended to DA.
The hairpin lengthening HLκ(L1, L2) of languages L1 and L2 is introduced analogously to the hairpin completion. It is
known that the hairpin lengthening of regular languages is linear, but with an arbitrary high degree of ambiguity, in general,
see [7,10]. This may indicate that deciding regularity of the hairpin lengthening HLκ(L1, L2) could be more difficult than
for the hairpin completion. Actually, it is open whether regularity ofHLκ(L1, L2) is decidable.
The situation changes drastically if we switch to an iterated version. For the iterated versions it is more natural to
consider a single regular language L (e. g., L = L1 ∪ L2). It is not known how to decide whether the iterated version of the
hairpin completionH∗κ (L) is regular. Surprisingly, the corresponding question for the hairpin lengthening becomes trivial.
Corollary 3.3 shows that HL∗κ(L) is always regular! This solves an open question from [15]. (In the final preparation of
this paper we learned2 that this result has been independently obtained by Manea et al. [16].) Actually, Theorem 3.2 is
more precise: if L belongs to class of languages which satisfies a certain closure property with respect to locally testable
languages, then HL∗κ(L) belongs to the class. This applies to the variety AP and many other classes like the of languages
which are definable in the first-order fragment Σi[<,+1] for i ≥ 2 (Corollary 3.3). However, we also show that DA is not
closed under the operation L → HL∗κ(L), see Theorem 3.4. For LDA the situation remains open.
1. Preliminaries
We assume the reader to be familiar with the fundamental concepts of language theory, see e. g., [8]. In this section we
fix the notation we use within the rest of the paper and we give a brief introduction on varieties of formal languages and
first-order logics over words.
2 Florin Manea, personal communication.
V. Diekert, S. Kopecki / Theoretical Computer Science 429 (2012) 65–73 67
1.1. Words
By Σ we mean a finite alphabet of letters together with an involution , i. e., a bijection such that a = a for all a ∈ Σ .
A finite sequence of letters is a word, and a set of words is a language. We denote by the free monoid Σ∗ all words over
the alphabet Σ , by 1 we denote the empty word, and as usual, we let Σ+ = Σ∗ \ {1}. We extend the involution to words
by a1 · · · an = an · · · a1. Hence the monoid Σ∗ is a monoid with involution. For a language L, we let L = {w | w ∈ L}. The
notation Lmust not be confused with the set-theoretic complementΣ∗ \ L.
Let w ∈ Σ∗ be a word. The length of w is denoted by |w|. For w = a1 · · · an we have |w| = n if a1, . . . , an ∈ Σ . The
number of occurrences of a letter b ∈ Σ in w is denoted by |w|b = |{i | ai = b}|, the i-th letter is denoted by w[i] = ai,
and by w[i, j] we mean the sequence ai · · · aj (w[i, j] = 1 if j < i). If we can write w = xyz for some x, y, z ∈ Σ∗, then x, y,
and z are called prefix, factor, and suffix ofw, respectively. A prefix or suffix x of z is said to be proper if x ≠ z. For the prefix
relation we also use the notation x ≤ w if x is a prefix of w and x < w if x is a proper prefix of w. Note that if z is a suffix
of w, then z is a prefix of w or z ≤ w. If L ⊆ Σ∗ is a language, then we write x ≤ L, if for some w ∈ L we have x ≤ w. In
particular, x ≤ v+ means that x is a prefix of some word in v+, thus we can write x = (v1v2)kv1 for some v1 ≤ v and k ∈ N.
Let k ∈ N and w ∈ Σ∗. For |w| ≥ k, we define prek(w) = w[1, k] as the prefix of w of length k, sufk(w) =
w[|w| − k + 1, |w|] as the suffix of w of length k, and Fk(w) =

u ∈ Σk  ∃x, y : w = xuy as the set of factors of w of
length k.
A word w ∈ Σ∗ is called primitive if there is no word p ∈ Σ∗ and no i ≥ 2 such that w = pi. For every word w there
exists a unique primitive word p such that w = pi for some i ≥ 1; we say p is the primitive root of w. It is a basic fact that a
wordw is primitive if and only if 1 ≠ w2 ∉ Σ+wΣ+.
1.2. Varieties
We recall a few concepts about varieties. For a profound presentation of their rich theorywe refer to [22]. Let L be a formal
language, M be a monoid (resp. semigroup), and h : Σ∗ → M (resp. h : Σ+ → M) be a morphism. We say h recognizes L if
L = h−1(h(L)). By extension, we also sayM recognizes L if such a morphism exists.
Every language L ⊆ Σ∗ induces its syntactic congruence∼L⊆ Σ∗ × Σ∗ such that u ∼L v if and only if for all words x, y
we have xuy ∈ L ⇐⇒ xvy ∈ L. The syntactic monoid of L is the quotient monoid M(L) = Σ∗/ ∼L. It is obvious that M(L)
recognizes L and it is also well-known thatM(L) divides every monoidM which recognizes L. (A monoid N is a divisor ofM
if N is the morphic image of some submonoid of M .) Another well-known fact is that L is regular if and only if its syntactic
monoid is finite.
An element e of a semigroup M is called idempotent if e = e2. Given a finite semigroup M , we denote by ω some fixed
positive integer 1 ≤ ω ∈ N such that the power sω is idempotent for all s ∈ M .
A classV of finitemonoids is called a variety if it is closed under division and finite direct products. In particular, it contains
the empty product. Hence, the trivial monoid {1} belongs to every variety. By V(Σ)we denote the class of languages overΣ
whose syntactic monoid belongs to V. (Equivalently, a language L ⊆ Σ∗ belongs to V(Σ) if it is recognized by somemonoid
in V.) The class V(Σ) is also called a variety of languages. By definition, all varieties of languages are closed under finite
intersections, finite unions, and (set-theoretical) complementation. It is also clear that every variety is closed under left and
right quotients. For a word u, the left quotient of L is u−1L = {v | uv ∈ L} and the right quotient of L is Lu−1 = {v | vu ∈ L}.
Let us give some prominent examples for varieties. The variety of aperiodic monoids AP is given by all monoids M
that satisfies the equation sω = sω+1 for all s ∈ M . We also call a language aperiodic if its syntactic monoid is
aperiodic. The language class AP(Σ) has a huge number of different characterizations, some of them are star-free regular
expressions, counter-free automata, and first-order logic FO[<], see e. g., [20,22,24]. The star-free regular expressions are
regular expressions that do not use the Kleene star, but complementation is allowed. It follows from the characterization as
star-free sets that aperiodic languages are closed under concatenation.
The variety DA is given by all monoids M that satisfies the equation (st)ωs(st)ω = (st)ω for all s, t ∈ M . The variety of
languages DA(Σ) has many other different characterizations, e. g., it is given by unambiguous polynomials or it is given by
languages definable in first-order logic with two variables FO2[<], see [25] (or [4]) for a survey.
1.3. First-order logic over words
The atomic formulae in first-order logic are⊥ (false) and the predicates λa(x) (position x of a word is labelled by a), and
x < y (with the usualmeaning) for variables (or positions) x, y and a letter a ∈ Σ . A formula in first-order logic is a quantified
boolean combination of atomic formulae. The set of formulae in first-order logic is denoted by FO[<]. A formula is a sentence
if it does not contain free variables. If a wordw satisfies a sentence ϕ, we writew |= ϕ. Every sentence ϕ defines a language
L(ϕ) = {w ∈ Σ∗ | w |= ϕ}.
By FO2[<] we denote the set of first-order formulae which only use (and reuse) two variables and by FO2[<,+1] we
allow, in addition, the successor predicate x = y+ 1 for variables x, y. It is well-known that three variables already give the
expressional power of FO[<] and that, in this case, the successor predicate is redundant.
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As usual, for i ∈ N we mean byΣi[<,+1] the fragment of FO[<,+1] formulae which can be written in prenex normal
form with at most i blocks of either existential or universal quantifiers, where the first block is a (possibly empty) sequence
of existential quantifiers.
The variety (of semigroups) LDA is the class of semigroups S satisfying the equation
(esete)ωese(esete)ω = (esete)ω
for all elements s, t, e ∈ S with e = e2. A language L ⊆ Σ∗ is definable in first-order logic with two variables and successor
predicate FO2[<,+1] if and only if L \ {1} is recognizable by a semigroup in LDA. For a detailed discussion and further
characterizations of LDA see [1,12].
If Fdenotes a fragment of FO[<], then F(Σ)denotes the class of languages L(ϕ)whereϕ is a sentence in F. It iswell-known
that FO[<](Σ) = AP(Σ), FO2[<,+1](Σ) = LDA(Σ), and FO2[<](Σ) = DA(Σ). In particular, DA(Σ) ⊆ LDA(Σ) ⊆
AP(Σ).
1.4. Locally testable languages
Let 1 ≤ k ∈ N. A language L is called locally k-testable, if for all words u, v with u ∈ L, prek−1(u) = prek−1(v),
sufk−1(u) = sufk−1(v), and Fk(u) = Fk(v) we have v ∈ L, too. This means that membership in L can be tested by knowing
the prefix, suffix and all factors of length k. If L is locally k-testable, then it is locally ℓ-testable for all ℓ ≥ k, too. A language
L is called locally testable if it locally k-testable for some k ∈ N.
An easy exercise shows that locally testable languages are definable in the first-order fragment FO2[<,+1]. (This fact is
used in Lemma 2.5.) On the other hand, for a, b ∈ Σ we have a+ba+ ∈ FO2[<,+1](Σ), but a+ba+ is not locally testable for
a ≠ b. Indeed, if a locally testable language contains a+ba+ as a subset, then it contains infinitely many words from every
set a+ba+ · · · ba+, too.
2. Hairpin completion
Hairpin completions of a formal language arise in three different variants: the right-sided, left-sided, and two-sided hairpin
completion. We also refer to the first two cases as the one-sided hairpin completion. Here we use a slightly more general
definition from [6]workingwith two languages. Themain reason is that nowall three variants can be treated simultaneously.
Let κ be a small constant (e.g. κ = 9 as suggested above) and let L1 and L2 be formal languages. We define the hairpin
completion as
Hκ(L1, L2) = {γαβαγ | |α| = κ ∧ (γ αβα ∈ L1 ∨ αβαγ ∈ L2)} .
For a formal language L, the right-sided (left-sided) hairpin completion is given by Hκ(L,∅) (resp., Hκ(∅, L)) and the
two-sided hairpin completion is Hκ(L, L). For an iterated version we let H0κ (L) = L, Hnκ (L) = Hκ(Hn−1κ (L),Hn−1κ (L)) for
n > 1, andH∗κ (L) =

n∈NHnκ (L).
Example 2.1. Let a ≠ a, u = aa and v = aa, hence u = u but v ≠ v. The languages L1 = u+vu, L2 = uvu+, and L = L1 ∪ L2
are locally testable. The hairpin completions H2(L1,∅) =

ukvuℓ
 1 ≤ ℓ ≤ k and H2(∅, L2) = ukvuℓ  1 ≤ k ≤ ℓ are
not regular, butH1(L1, L2),H2(L, L) are regular, although not locally testable. We haveH1(L1, L2) = H2(L, L) \ Σ∗vΣ∗ =
u+vu+.
We consider the hairpin completion Hκ(L1, L2) of regular languages L1 and L2, only. It is known that Hκ(L1, L2) is
an unambiguous linear context-free language, but Hκ(L1, L2) is not necessarily regular. It is however decidable whether
the hairpin completion Hκ(L1, L2) is regular; and, in case it is regular, the syntactic monoid of Hκ(L1, L2) is effectively
computable, see [5–7] for proofs of these results. For a variety V we investigate the membership of Hκ(L1, L2) to V(Σ)
in case when L1, L2 ∈ V(Σ) and under the premise that Hκ(L1, L2) is regular. We will prove that, if L1 and L2 belong to
AP(Σ) (resp., DA(Σ)) andHκ(L1, L2) is regular, thenHκ(L1, L2) belongs to AP(Σ) (resp., DA(Σ)) as well.
However, the main result of this section, Theorem 2.3, is more general than this.
Definition 2.2. AvarietyV is called closed under restricted concatenation if it satisfies for every finite alphabetΣ the following
three conditions:
i. {1} ∈ V(Σ).
ii. aL ∈ V(Σ) and La ∈ V(Σ) for every a ∈ Σ and L ∈ V(Σ).
iii. p∗L ∈ V(Σ) and Lp∗ ∈ V(Σ) for every primitive word p ∈ Σ∗ and L ∈ V(Σ).
Note that if V is closed under restricted concatenation, then V(Σ) contains all finite languages and languages of the form
uΣ∗v for words u, v ∈ Σ∗. Also note that AP is closed under restricted concatenation (since p∗ is aperiodic for primitive p).
Later, in Lemma 2.6, we will prove that LDA is closed under restricted concatenation as well.
Theorem 2.3. Let V be a variety which is closed under restricted concatenation. If L1, L2 ∈ V(Σ), then either the hairpin
completionHκ(L1, L2) is not regular orHκ(L1, L2) ∈ V(Σ).
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Proof. We may assume that Hκ(L1, L2) is regular. We let Mi be the syntactic monoid of Li for i = 1, 2 and we let MH be
the syntactic monoid ofHκ(L1, L2). All three monoids are finite and we have to show thatMH belongs to V. The main result
of [6] shows that regularity ofHκ(L1, L2) is decidable. (Full proofs can be found in [5,7].) Moreover, ifHκ(L1, L2) is regular,
then the monoidMH can effectively be calculated. However, as a matter of fact, strictly speaking we do not need this result
since in our proofMH is finite by hypotheses.
Let h : Σ∗ → M1 × M2 be a morphism that recognizes both languages L1 and L2. For a word u, we denote by
[u] = h−1(h(u)) the equivalence class of uwith respect to L1 and L2. Clearly, [u] ∈ V(Σ) for every word u.
The outline of the proof is as follows. For every word π ∈ Hκ(L1, L2) we will define a language Lπ ∈ V(Σ) such
that π ∈ Lπ ⊆ Hκ(L1, L2). Moreover, we show that the set of languages {Lπ | π ∈ Hκ(L1, L2)} is finite. This implies that
Hκ(L1, L2) is given by the finite unionHκ(L1, L2) =π∈Hκ (L1,L2) Lπ ∈ V(Σ). Hence the theorem.
Let π = γαβαγ ∈ Hκ(L1, L2) such that |α| = κ and either γαβα ∈ L1 or αβαγ ∈ L2. In addition, we require that every
L1-prefix of π is a prefix of γαβα and that every L2-suffix of π is a suffix of αβαγ . In other words, the length of γ is chosen
minimal under all possible factorizations. (Here and in the following, an L1-prefix (L2-suffix) of a word π is a prefix (resp.,
suffix) of π which belongs to L1 (resp., L2).) By symmetry, we assume that γαβα ∈ L1. (The symmetry becomes transparent
by the factHκ(L1, L2) = Hκ(L2, L1).)
We need a key observation of [6]:
Lemma 2.4. LetHκ(L1, L2) be regular. There is a constant N = N(L1, L2) such that if γ is long enough (more precisely: |γ | > N),
then we have γ ∈ up+ and α ≤ p+, where p is primitive and |up| ≤ N.
In order to keep the paper self-contained we briefly repeat its proof from [6]:
Proof. LetAi be DFAs with ni states (i = 1, 2) such thatA1 accepts L1 and such thatA2 accepts L2. (Note that the DFAA2
corresponds to a DFA accepting L2 by reading words from right to left.) Define N = (n1n2)2, which is polynomial in the
sizes of A1 and A2. Now consider any word π = γαβαγ ∈ Hκ(L1, L2) such that |α| = κ , γαβα ∈ L1, every L1-prefix
of π is a prefix of γαβα, and every L2-suffix of π is a suffix of αβαγ . If |γ | > N we can factorize γ = uvw such that
1 ≤ |v| ≤ |uv| ≤ N and such that the following conditions hold:
(1) uv∗wαβα ⊆ L1.
(2) Every L1-prefix of uvkwαβαwvℓu is a prefix of uvkwαβα for all k, ℓ ∈ N.
(3) Every L2-suffix of uvkwαβαwvℓu is a suffix of αβαwvℓu for all k, ℓ ∈ N.
It is clear by the first condition that we have uvℓwαβαwvℓu for all ℓ ∈ N. Now consider ℓ large enough such that vℓ is
idempotent in the syntactic monoidMH . Hence, uvℓwαβαwvkℓu ∈ Hκ(L1, L2) for all k ∈ N. Let k be large enough such that
kℓ >
uvℓwαβ. By the second condition the longest L1-prefix is too short to create the hairpin completion uvℓwαβαwvkℓu,
hence there must be a long L2-suffix δηδµ ∈ L2 such that
uvℓwαβαwvkℓu = µδηδµ.
By the third condition we see that uvℓwα ≤ µδ. However, kℓ > uvℓwαβ implies µδ ≤ uv+. Hence wα ≤ v+. Since
γ is long enough we may adjust u and v such that γ ∈ uv+ and α ≤ v+. Replacing v by its primitive root, we obtain the
claim. 
In the following we let N be the value as it is given by Lemma 2.4. We fix n ≥ κ such that sn is idempotent for all
s ∈ M1×M2×MH . (IfMH is knownwe can calculate n, but this is not essential. We know that n exists as soon asHκ(L1, L2)
is regular.)
Resume the proof of Theorem 2.3 with π = γαβαγ ∈ Hκ(L1, L2) such that |α| = κ and γαβα ∈ L1 and such that every
L1-prefix of π is a prefix of γαβα and that every L2-suffix of π is a suffix of αβαγ .
Clearly for each γ we have π ∈ (γ αΣ∗α∩ L1)γ ∈ V(Σ). Therefore, if γ is not very long we define Lπ = (γ αΣ∗α∩ L1)γ .
In the following we assume that γ is very long. Very long means for us |γ | > 4nN , but the exact value is not important.
What we need is that Lemma 2.4 ensures the existence of words u, v, p such that
(1) |u|, |v|, and |p| are bounded by some constant and p is primitive.
(2) v = pn and both words, v and v are idempotent in the monoidsM1,M2, andMH .
(3) γ ∈ uv+ and α ≤ v.
(4) u ∈ Σ+vv.
The last assertion and the second condition ensure the following additional two conditions for all x, y ∈ Σ∗:
(5) If the longest L2-suffix (resp. L1-suffix) of some word in uv∗xy is the suffix y, then the longest L2-suffix (resp. L1-suffix)
is the suffix y for all words in uv∗xy.
(6) u ∼L uv and u ∼L vu for L = L1, L2,Hκ(L1, L2).
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From now on u and v are considered to be fixed words of constant length, and α is the prefix of v of length κ . Hence,
π ∈ uv+αβπαv+u. Let wπ ∈ (αΣ∗ ∩ Σ∗α) \ vαΣ∗ such that αβπα ∈ v+wπ . The word wπ is uniquely defined and we
have π ∈ uv+wπv+u.
We have π ∈ Hκ(L1, L2), therefore uv∗wπv∗u ⊆ Hκ(L1, L2) and, in particular, uwπu ∈ Hκ(L1, L2). Let us show that
wπv cannot be a prefix of a word in v+. By contradiction, assume that wπv = viv1 for a factorization v = v1v2 and i ≥ 1.
Hence, v = v2v1 andwπ = (v1v2)i−1v1. However, this leads us to uwπv = u(v1v2)iv1 = uvwπ ∈ L1, but uwπ is the longest
L1-prefix of uwπvu.
We distinguish two cases:
(1) If |wπ | < |vα|, we write wπv = xaz such that xa is not a prefix of v+. We have uv2xazu ∈ Hκ(L1, L2). We may use the
longest L1-prefix uvkwπ to build the hairpin for this word. Because α ≤ p+, we can use the same L1-prefix to build the
words uv2xazpℓu ∈ Hκ(L1, L2) for 0 ≤ ℓ < n. Hence, uxazp+u ⊆ Hκ(L1, L2) as well.
Define Zπ = zp+ ∩ [zv] ∈ V(Σ). Clearly, uxaZπu ⊆ Hκ(L1, L2). Let y ∈ Zπ and consider uvxayvℓu ∈ Hκ(L1, L2) for
ℓ ∈ N. The longest L1-prefix is a prefix of uvxay. Hence, for ℓ > |vxay|we must use a L2-suffix to build the hairpin. This
must be a suffix of vxayvℓu. (If the L2-suffix overlapswith u, then a L2-suffix ofπ would also overlapwith u.) Thus, we can
write uvxayvℓu = uµδνδµu such that |δ| = κ and δνδµu ∈ L2. As ℓ is large enough, µδ is a prefix of vℓ; hence, µδ has
to be a prefix of vx as well. This implies upkvxayvℓu ∈ Hκ(L1, L2) for 0 ≤ k < n. By pumping, up+vxayvℓu ⊆ Hκ(L1, L2)
and up+xayu ⊆ Hκ(L1, L2). Thus, up+xaZπu ⊆ Hκ(L1, L2) and we let Lπ = up+xaZπu ∈ V(Σ).
(2) For |wπ | ≥ |vα| we write wπ = xazπ such that xa is not a prefix of v+ and a ∈ Σ . Note that x may be chosen such
that |x| < |vα| since vα is not a prefix of wπ . DefineWπ = xa[zπ ] ∩ Σ∗α ∈ V(Σ). We have uv+Wπ ⊆ L1 ∩ Σ∗α and
uv+Wπu ⊆ Hκ(L1, L2). This implies (as above) uv2Wπpℓu ⊆ Hκ(L1, L2) for 0 ≤ ℓ < n and uWπp+u ⊆ Hκ(L1, L2).
Define Zπ = Wπp+ ∩ xa[zπv] ∈ V(Σ). Clearly, uZπv∗u ⊆ Hκ(L1, L2), because Zπp+ ⊆ Wπp+. As above, for each
xay ∈ Zπ we obtain upkvxayvℓu ∈ Hκ(L1, L2) for 0 ≤ k < n if ℓ is large enough. Hence, up+xayu ⊆ Hκ(L1, L2) and,
therefore, we let Lπ = up+Zπu ∈ V(Σ) and see that π ∈ Lπ ⊆ Hκ(L1, L2). 
As stated above, we intend to show that Theorem 2.3 applies to V = AP and to V = LDA. The following lemma states the
well-known fact that p∗ belongs to LDA(Σ) ⊆ AP(Σ), if p is a primitive word.
Lemma 2.5. If p is primitive, then p∗ is definable in FO2[<,+1] and hence it is in LDA(Σ).
Proof. If p is primitive, then p∗ is locally testable, hence p∗ ∈ FO2[<,+1](Σ) = LDA(Σ). 
The variety LDA(Σ) is not closed under concatenation, but we will show that it is closed under restricted concatenation.
For that we use a technical lemma:
Lemma 2.6. Let V ⊆ AP be an aperiodic variety where {1}, aL, La ∈ V(Σ) for all a ∈ Σ and L ∈ V(Σ). Assume that for all
primitive words p ∈ Σ∗ and L ∈ V(Σ)we have p∗L ∈ V(Σ) if L∩ pΣ∗ = ∅ and that we have Lp∗ ∈ V(Σ) if L∩Σ∗p = ∅. Then
V is closed under restricted concatenation.
Proof. Let L ∈ V(Σ) and p primitive. We need to prove that p∗L ∈ V(Σ) under the premise that p∗L′ ∈ V(Σ) for all
L′ ∈ V(Σ)where L′ ∩ pΣ∗ = ∅.
As L is aperiodic, there is an exponent n such that pn ∼L pn+1. For 0 ≤ i < n, we define languages Li = (L∩piΣ∗)\pi+1Σ∗
and we define Ln = L ∩ pnΣ∗. Obviously, L =i≤n Li. As pn ∼ pn+1, we see that p∗Ln = Ln ∈ V(Σ); therefore,
p∗L = Ln ∪

i<n
p∗Li.
We need to prove that p∗Li ∈ V(Σ) for i < n. Recall, that every variety is closed under quotients. We let L′i = p−iLi =
(p−iL) \ pΣ∗ ∈ V(Σ). As L′i ∩ pΣ∗ = ∅, we see that pi(p∗L′i) = p∗Li ∈ V(Σ). 
Proposition 2.7. The variety LDA is closed under restricted concatenation.
Proof. The language p∗L belongs to LDA(Σ), if p is primitive, then L ∈ LDA(Σ), and L∩ pΣ∗ = ∅. For example, one can use
the relativization technique for FO2[<,+1]-formulae to show this, see [24]. As LDA ⊆ APwe can use Lemma 2.6. 
With the observations made above and by Theorem 2.3 we conclude:
Corollary 2.8. Let V be the variety AP or LDA and let L1, L2 ∈ V(Σ). If the hairpin completion Hκ(L1, L2) is regular, then it
belongs to V(Σ) as well.
Example 2.1 shows that the statement of Corollary 2.8 does not hold for the variety of locally testable languages. Finally,
consider the varietyDA. It is well-known, that this class is not closed under restricted concatenation. Indeed, ab is primitive,
but (ab)∗a /∈ DA(Σ). More precisely, a language p∗ is in DA(Σ) if and only if p is a single letter fromΣ or p = 1. However,
Theorem 2.3 yields a sufficient condition, only. We state the following open problem:
Problem 2.9. Let L1, L2 ∈ DA(Σ) such that its hairpin completionHκ(L1, L2) is regular. Is it true thatHκ(L1, L2) ∈ DA(Σ),
too?
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3. Iterated hairpin lengthening
In this section we investigate the iterated hairpin lengtheningHL∗κ(L) of a language L. For this it is convenient to define
the hairpin lengthening with respect to a single underlying language L, only. Formally, the hairpin lengthening is defined as
HLκ(L) = {γ2γ1αβαγ1 | |α| = κ ∧ γ2γ1αβα ∈ L} ∪ {γ1αβαγ1γ2 | |α| = κ ∧ αβαγ1γ2 ∈ L}
and the iterated hairpin lengthening is defined as
HL∗κ(L) =

i≥0
HLiκ(L)
whereHL0κ(L) = L andHLiκ(L) = HLκ(HLi−1κ (L)) for i ≥ 1.
Let us also define the 1-bounded hairpin lengthening as
Lκ(L) =

wa
 a ∈ Σ ∧ ∃α ∈ Σκ : w ∈ L ∩Σ∗aαΣ∗α ∪ aw  a ∈ Σ ∧ ∃α ∈ Σκ : w ∈ L ∩ αΣ∗αaΣ∗
and its iterated variant as L∗κ(L) =

i≥0Liκ(L). Thus, in every lengthening step, we allow a word w to be extended to the
right or the left by only one letter. Clearly, L∗κ(L) ⊆ HL∗κ(L). In the non-iterated case, the bounded hairpin lengthening is
far more restrictive than the unbounded hairpin lengthening, e. g., the 1-bounded hairpin lengthening of a regular language
is obviously regular, whereas the (unbounded) hairpin lengthening of a regular language may be not. However, every word
wγ ∈ HLκ({w}) can be created in a series of successive lengthening steps where the word is extended by only one letter
in each step; thus, wγ ∈ L∗κ({w}) as well (see also [15,21]). Using induction we derive the following result, which forms
the foundation of our investigation.
Proposition 3.1. We haveHL∗κ(L) = L∗κ(L) for all languages L.
We write w →L w′ if w′ ∈ Lκ({w}), i. e., w′ can be obtained by extending w by one letter (to the right or to the left)
applying a hairpin lengthening. We havew→L w′ if and only if eitherw′ = aw and for α = preκ(w) and some β ∈ Σκ we
have βαa ∈ F2κ+1(w) orw′ = wa and for α = sufκ(w) and some β ∈ Σκ we have aαβ ∈ F2κ+1(w). Note that the factor β ,
in the equations above, ensures that the prefix (resp., suffix) α does not overlap with the factor αa (resp., aα). The operation
→∗L is defined as the reflexive and transitive closure of→L. Thus,
HL∗κ(L) = L∗κ(L) =

z
 ∃w ∈ L : w→∗L z .
The main result of this section is:
Theorem 3.2. Let L ⊆ Σ∗ be any language. Then we can write the iterated hairpin lengthening HL∗κ(L) as a finite union of
languages of the form
Uℓaℓ · · ·U1a1(L ∩W )b1V1 · · · bℓVℓ
where U1, . . . ,Uℓ, V1, . . . , Vℓ, W are locally testable and a1, . . . , aℓ, b1, . . . , bℓ ∈ Σ ∪ {1}.
More precisely: for each 1 ≤ κ ∈ N there is a finite index set S where to each element t ∈ S a list of locally (2κ + 1)-testable
languages U1,t , . . . ,Uℓt ,t , V1,t , . . . , Vℓt ,t , Wt and a list a1,t , . . . , aℓt ,t , b1,t , . . . , bℓt ,t ∈ Σ ∪ {1} is assigned such that for every
language L the hairpin lengtheningHL∗κ(L) is given by:
HL∗κ(L) = L∗κ(L) =

t∈S
Uℓt ,taℓt ,t · · ·U1,ta1,t(L ∩Wt)b1,tV1,t · · · bℓt ,tVℓt ,t .
Proof. There is somewordw0 ∈ L such thatw0 →∗L z. Wemay assumew0 ≥ 2κ (otherwise,w0 = z ∈ L asw0 cannot form
a hairpin). Let F1 = F2κ+1(w0) and choose u1 and v1 maximal such that F1 = F2κ+1(u1w0v1) andw0 →∗L u1w0v1 →∗L z. Let
w1 = u1w0v1. In case when z ≠ w1, either
(1) there is a2 ∈ Σ such that a2w1 →∗L z, for α = preκ(w1) and some β ∈ Σκ we have βαa2 ∈ F1, and a2pre2κ(w1) /∈ F1
or
(2) there is b2 ∈ Σ such thatw1b2 →∗L z, for α = sufκ(w1) and some β ∈ Σκ we have b2αβ ∈ F1, and suf2κ(w1)b2 /∈ F1.
We combine both cases and let a2, b2 ∈ Σ ∪ {1} such that |a2b2| = 1 (hence, a2 ∈ Σ ⇐⇒ b2 = 1). If a2 ∈ Σ , we
assume that condition 1 is satisfied and we let F2 = F1 ∪

a2pre2κ(w1)

; otherwise (b2 ∈ Σ), we assume that condition 2 is
satisfied and we let F2 = F1 ∪ {suf2κ(w1)b2}. Thus, in both cases, F1 ≠ F2 = F2κ+1(a2w1b2) andw1 →L a2w1b2 →∗L z.
Continuing inductively, we obtain words wi = uiaiwi−1bivi for i ≥ 1 until z = wℓ for some ℓ ≥ 0. Therefore, we may
factorize
z = wℓ = uℓaℓ · · · u1a1w0b1v1 · · · bℓvℓ
(where a1 = b1 = 1 are introduced to simplify the notation) such that for a list of factor sets F1, . . . , Fℓ ⊆ Σ2κ+1 and for
1 ≤ i ≤ ℓ
(1) |a1b1| = 0 and |aibi| = 1 for i ≥ 2,
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(2) Fi = F2κ+1(wi) and, in addition, F1 = F2κ+1(w0),
(3) if ai ∈ Σ , then Fi = Fi−1 ∪

aipre2κ(wi−1)

and if bi ∈ Σ , then Fi = Fi−1 ∪ {suf2κ(wi−1)bi}, yet in both cases Fi ≠ Fi−1,
(4) if ai ∈ Σ , for α = preκ(wi−1) and some β ∈ Σκ we have βαai ∈ Fi−1 and if bi ∈ Σ , for α = sufκ(wi−1) and some
β ∈ Σκ we have biαβ ∈ Fi−1,
(5) for x = preκ(aiwi−1) and every cα ∈ Fκ+1(uix) there exists β ∈ Σκ such that βαc ∈ Fi, and
(6) for y = sufκ(wi−1bi) and every αc ∈ Fκ+1(yvi) there exists β ∈ Σκ such that cαβ ∈ Fi.
Next, we use the factor sets to define a language for each of the factors u1, . . . , uℓ and v1, . . . , vℓ. For x, x′ ∈ Σ2κ and
F ⊆ Σ2κ+1 we define a regular language U(x′, F , x) such that u ∈ U(x′, F , x) if and only if x′ = pre2κ(ux) and for all
cαγ ∈ F2κ+1(ux) with |α| = |γ | = κ there is β ∈ Σκ such that βαc ∈ F . Now, let xi = pre2κ(wi) for 0 ≤ i ≤ ℓ
and Ui = U(xi, Fi, pre2κ(aixi−1)) for 1 ≤ i ≤ ℓ. By definition, xi = pre2κ(uiaixi−1) and condition 5 implies that for all
cαγ ∈ F2κ+1(uipre2κ(aixi−1))with |α| = |γ | = κ there is β ∈ Σκ such that βαc ∈ Fi. Therefore, ui ∈ Ui for 1 ≤ i ≤ ℓ.
Symmetrically, for y, y′ ∈ Σ2κ and F ⊆ Σ2κ+1, we define a regular language V (y, F , y′) such that v ∈ V (y, F , y′) if and
only if y′ = suf2κ(yv) and for all γαc ∈ F2κ+1(yv)with |α| = |γ | = κ there is β ∈ Σκ such that cαβ ∈ F . As above, we let
yi = suf2κ(wi) for 0 ≤ i ≤ ℓ and we see that vi ∈ Vi = V (suf2κ(yi−1bi), Fi, yi) for 1 ≤ i ≤ ℓ.
Furthermore, we will replacew0 by all words from L that contain all factors from F1 and have the same prefix and suffix
of length 2κ . For x, y ∈ Σ2κ and F ⊆ Σ2κ+1 we define the language W (x, F , y) such that w ∈ W (x, F , y) if and only if
w ∈ xΣ∗ ∩Σ∗y and F1 ⊆ F2κ+1(w). Obviously,w ∈ W = W (x0, F1, y0) and, by the observations above,
z ∈ Uℓaℓ · · ·U1a1(L ∩W )b1V1 · · · bℓVℓ.
Moreover, the languagesU1, . . . ,Uℓ, V1, . . . , Vℓ, andW are defined by the sets of factors F1, . . . , Fℓ ⊆ Σ2κ−1, the prefixes
x0, . . . , xℓ ∈ Σ2κ , the suffixes y0, . . . , yℓ ∈ Σ2κ , and a1, . . . , aℓ, b1, . . . , bℓ ∈ Σ ∪ {1}. As the sets F1, . . . , Fℓ are mutually
different, there is only a finite set S of tuples
t = (F1, . . . , Fℓt , x0, . . . , xℓt , y0, . . . , yℓt , a1, . . . , aℓt , b1, . . . , bℓt ),
each of these tuples induces a language
Lt = Uℓt ,taℓt ,t · · ·U1,ta1,t(L ∩Wt)b1,tV1,t · · · bℓt ,tVℓt ,t ,
Moreover, we can add the language L as a language L = L ∩W by setting ℓ = 0 andW = Σ∗. Thus every word inL∗κ(L)
is covered by (at least) one of those languages whenceL∗κ(L) ⊆

t∈S Lt .
Conversely, let F1, . . . , Fℓ ⊆ Σ2κ+1, x0, . . . , xℓ, y0, . . . , yℓ ∈ Σ2κ , and a1, . . . , aℓ, b1, . . . , bℓ ∈ Σ ∪ {1} satisfying for
2 ≤ i ≤ ℓ
(1) |a1b1| = 0 and |aibi| = 1,
(2) if ai ∈ Σ , then Fi = Fi−1 ∪ {aixi−1} and if bi ∈ Σ , then Fi = Fi−1 ∪ {yi−1bi}, yet in both cases Fi ≠ Fi−1, and
(3) if ai ∈ Σ , for α = preκ(xi−1) and some β ∈ Σκ we have βαai ∈ Fi−1 and if bi ∈ Σ , for α = sufκ(yi−1) and some β ∈ Σκ
we have biαβ ∈ Fi−1.
Observe that these are necessary conditions for every tuple t ∈ S that is constructed in the way given above and that the
definition is independent of L. Now, we define S to be the finite set of tuples satisfying these three conditions plus the tuple
where ℓt = 0 andWt = Σ∗. Note thatL∗κ(L) ⊆

t∈S Lt still holds.
As before, we let Ui = U(xi, Fi, pre2κ(aixi−1)), Vi = V (suf2κ(yi−1bi), Fi, yi), and W = W (x0, F1, y0) for 1 ≤ i ≤ ℓ.
Consider ui ∈ Ui, vi ∈ Vi, w0 ∈ W ∩ L, and wi = uiaiwi−1bivi for 1 ≤ i ≤ ℓ. We will prove wi ∈ L∗κ(L) for 0 ≤ i ≤ ℓ,
by induction; in addition, we need to prove Fi ⊆ F2κ+1(wi) where we let F0 = F1. For i = 0 this is plain and we may
assume i ≥ 1 and that the hypothesis holds for i − 1. If i = 1, then a1w0b1 = w0 ∈ L∗κ(L) and F1 = F0 ⊆ F2κ+1(a1w0b1).
Otherwise, Fi ⊆ F2κ+1(aiwi−1bi) ⊆ F2κ+1(wi) and wi−1 →L aiwi−1bi follows by the hypothesis Fi−1 ⊆ F2κ+1(wi−1) and
condition 2 and 3, respectively. Note that in any case, xi−1 is a prefix of wi−1. Recall that, by the definition of Ui, for all
cαγ ∈ F2κ+1(uipre2κ(aiwi−1)) with |α| = |γ | = κ there is β ∈ Σκ such that βαc ∈ Fi; hence aiwi−1bi →∗L uiaiwi−1bi. By
using a symmetric argument for vi, we conclude as desired
wi−1 →∗L aiwi−1bi →∗L uiaiwi−1bi →∗L uiaiwi−1bivi = wi.
Finally, verify that U1, . . . ,Uℓ, V1, . . . , Vℓ,W are indeed locally (2κ + 1)-testable languages. 
From Theorem 3.2 we deduce.
Corollary 3.3. Let C be a class of formal languages which is closed under taking finite unions and which is closed under
concatenation and intersection with locally testable languages. Then C is closed under iterated hairpin lengthening. In particular:
i. All classes in the Chomsky-hierarchy are closed under iterated hairpin lengthening. In particular, regular languages are closed
under iterated hairpin lengthening.
ii. The class of aperiodic languages is closed under iterated hairpin lengthening.
iii. The class of languages definable by the first order fragmentΣi[<,+1] for i ≥ 2 is closed under iterated hairpin lengthening.
We conclude this section by giving two examples of varieties which are not closed under iterated hairpin lengthening.
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Theorem 3.4. Let {a, a} ⊆ Σ with a ≠ a. Neither the variety of locally testable languages nor the variety DA(Σ) is closed under
iterated hairpin lengthening.
Proof. The first statement follows from a modification of Example 2.1.
In order to show that DA(Σ) is closed under iterated hairpin lengthening, consider the iterated hairpin lengthening
of the language L = {a, a}∗ aaaaa. As unambiguous polynomials are a characterization for the language class induced by
DA, L belongs to DA(Σ). Note that the suffix aaaaa of every word w ∈ L allows us to extend w with iterated hairpin
lengthening to the right by any word from {a, a}∗. Thus, we see that HL∗κ(L) = {a, a}∗ aaaaa {a, a}∗. Recall that every
monoidM ∈ DA satisfies (st)ωs(st)ω = (st)ω for all s, t ∈ M . IfHL∗κ(L)was in DA(Σ), then for some n ≥ 1 we would have
(aaa)na(aaa)n ∼HL∗κ (L) (aaa)n, but obviously, (aaa)na(aaa)n ∈ HL∗κ(L)whereas (aaa)n /∈ HL∗κ(L). 
In contrast to the hairpin completion, the situation the class LDA is remains unclear:
Problem 3.5. Let L ∈ LDA(Σ). Is it true thatHL∗κ(L) ∈ LDA(Σ), too?
4. Conclusion
The general picture is a follows: For the hairpin completion we know how to decide regularity for one step of the
operation, but we do not know how to decide the regularity of the iterated version. To date, for the hairpin lengthening the
opposite holds. We do not know how to decide regularity for one step of the operation, but the iterated version preserves
regularity. Thus, the most interesting problems are how to decide regularity of the iterated hairpin completion and how to
decide regularity of the (one-step) hairpin lengthening of regular languages. Of course, at present we cannot rule out that
one or both of these problems are undecidable.
Problems 2.9 and 3.5 are other problems showing promise to have a solution. In particular, we believe that Problem 2.9
might find a solution by using the fact that the variety DA is the class of unambiguous polynomials.
Wemay also consider the smallest varietyW, where for all L1, L2 ∈ W(Σ) eitherHκ(L1, L2) is not regular orHκ(L1, L2) ∈
W(Σ). This variety is contained in a variety called (R ∨ L) ∗ D (which has been shown to be decidable by Almeida and Escada
[2]). We conjecture that this is the smallest variety of the form V ∗ D containingW.
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