Stein's method is a method of probability approximation which hinges on the solution of a functional equation. For normal approximation the functional equation is a first order differential equation. The Malliavin calculus is an infinite-dimensional differential calculus whose operators act on functionals of general Gaussian processes. Nourdin and Peccati (2009) established a fundamental connection between Stein's method for normal approximation and the Malliavin calculus through integration by parts. This connection is exploited to obtain error bounds in total variation in central limit theorems for functionals of general Gaussian processes. Of particular interest is the fourth moment theorem which provides error bounds of the order E(F 4 ) − 3 in the central limit theorem for elements F of Wiener chaos of any order such that E(F 2 ) = 1. This paper is an exposition of the work of Nourdin and Peccati.
INTRODUCTION
Stein's method was invented by Charles Stein in the 1960's when he used his own approach in class to prove a combinatorial central limit theorem of Wald and Wolfowitz [37] and of Hoeffding [22] . The Malliavin calculus was developed by Paul Malliavin [25] in 1976 to provide a probabilistic proof of the Hörmander criterion (Hörmander [23] ) of hypoellipticity. Although the initial goals of Stein's method and the Malliavin calculus are different, they are both built on some integration by parts techniques. This connection was exploited by Nourdin and Peccati [28] to develop a theory of normal approximation on infinite-dimensional Gaussian spaces. They were motivated by a remarkable discovery of Nualart and Peccati [32] , who proved that a sequence of random variables in a Wiener chaos of a fixed order converges in distribution to a Gaussian random variable if and only of their second and fourth moments converge to the corresponding moments of the limiting random variable. By combining Stein's method and the Malliavin calculus, Nourdin and Peccati [28] obtained a general total variation bound in the normal approximation for functionals of Gaussian processes. They also proved that for {F n } in a Wiener chaos of fixed order such that E[F 2 n ] = 1, the error bound is of the order E[F 4 n ] − 3, thus providing an elegant rate of convergence for the remarkable result of Nualart and Peccati [32] . We call this result of Nourdin and Peccati [28] the fourth moment theorem.
The work of Nourdin and Peccati [28] has added a new dimension to Stein's method. Their approach of combining Stein's method with the Malliavin calculus has led to improvements and refinements of many results in probability theory, such as the Breuer-Major theorem [7] . More recently, this approach has been successfully used to obtain central limit theorems in stochastic geometry, stochastic calculus, statistical physics, and for zeros of random polynomials. It has also been extended to different settings as in non-commutative probability and Poisson chaos. Of particular interest is the connection between the Nourdin-Peccati analysis and information theory, which was recently revealed in Ledoux, Nourdin and Peccati [24] and in Nourdin, Peccati and Swan [31] .
This paper is an exposition on the connection between Stein's method and the Malliavin calculus and on how this connection is exploited to obtain a general error bound in the normal approximation for functionals of Gaussian processes, leading to the proof of the fourth moment theorem. It is an expanded version of the first four sections and of part of section 5 of Chen and Poly [13] , with parts rewritten and new subsections added.
STEIN'S METHOD

A general framework
Stein's method is a method of probability approximation introduced by Charles Stein [35] in 1972. It does not involve Fourier analysis but hinges on the solution of a functional equation. Although Stein's 1972 paper was on normal approximation, his ideas were general and applicable to other probability approximations.
In a nutshell, Stein's method can be described as follows. Let W and Z be random elements taking values in a space S and let X and Y be some classes of real-valued functions defined on S. In approximating the distribution
where L is a linear operator (Stein operator) from X into Y and f h ∈ X a solution of the equation
The error E Lf h (W ) can then be bounded by studying the solution f h and exploiting the probabilistic properties of W . The operator L character-izes L (Z) in the sense that L (W ) = L (Z) if and only if for a sufficiently large class of functions f we have
In normal approximation, where L (Z) is the standard normal distribution, the operator used by Stein [35] is given by Lf (w) = f ′ (w) − wf (w) for w ∈ R, and in Poisson approximation, where L (Z) is the Poisson distribution with mean λ > 0, the operator L used by Chen [10] is given by Lf (w) = λf (w+1)−wf (w) for w ∈ Z + . However the operator L is not unique even for the same approximating distribution but depends on the problem at hand. For example, for normal approximation L can also be taken to be the generator of the Ornstein-Uhlenbeck process, that is, Lf (w) = f ′′ (w)−wf ′ (w), and for Poisson approximation, L taken to be the generator of an immigrationdeath process, that is,
This generator approach, which is due to Barbour [2] , allows extensions to multivariate and process settings. Indeed, for multivariate normal approximation, Lf (w) = ∆f (w) − w · ∇f (w), where f is defined on the Euclidean space; see Barbour [3] and Götze [21] .
Examples of expository articles and books on Stein's method for normal, Poisson and other probability approximations are Arratia, Goldstein and Gordon [1] , Chatterjee, Diaconis, and Meckes [9] , Barbour and Chen [4] , Barbour, Holst and Janson [5] , Chen, Goldstein and Shao [12] , Chen and Röllin [14] , Diaconis and Holmes [19] , and Ross [34] .
Normal approximation
For normal approximation, the Stein equation is
where Z ∼ N (0, 1), and the characterization equation (Stein identity) for In many problems of normal approximation, the random variable W whose distribution is to be approximated satisfies this equation
where T 1 and T 2 are some random variables defined on the same probability space as W , and f is an absolutely continuous function for which the expectations in (2.5) exist. Heuristically speaking, in view of (2.4), W is "close" to N (0, 1) if T 1 is "close" to 1 and T 2 is "close" to 0. 
From this we obtain
where Here is a simple example of an exchangeable pair. Let X 1 , · · · , X n be independent random variables such that E[X i ] = 0 and Var(W ) = 1, where 
If h is absolutely continuous, then
The bounds in the proposition and their proofs can be found in Lemmas 2.4 and 2.5 of Chen, Goldstein and Shao [12] and in Lemma 2.2 of Chen and Shao [18] Assume that E W = 0 and Var(W ) = 1. From (2.3) and (2.5),
Different techniques have been developed for bounding the error term on the right side of (2.9). We will consider two special cases.
Case 1.
Assume that T 1 = 1. This is the case of zero-bias coupling. See Goldstein and Reinert [20] , and also Chen, Goldstein and Shao [12] . We will discuss this in greater details in the next subsection. Let h be absolutely continuous such that h ′ is bounded. From (2.9),
From this we obtain the following bound on the Wasserstein distance between L (W ) and N (0, 1).
where the X i , the ξ i and I are independent, E |ξ i | = γ i /2σ 2 i , and
It is more difficult to obtain a bound on the Kolmogorov distance between L (W ) and N (0, 1), namely sup x∈R |P (W ≤ x) − Φ(x)|. Such a bound can be obtained by induction or the use of a concentration inequality. For induction, see Bolthausen [6] . For the use of a concentration inequality, see Chen [11] and Chen and Shao [16] for sums of independent random variables, and Chen and Shao [17] for sums of locally dependent random variables. See also Chen, Goldstein and Shao [12] . For sums of independent random variables, Chen and Shao [16] obtained a bound of 4.1 γ i on the Kolmogorov distance. In the next subsection we will give a proof of a bound on the Kolmogorov distance.
Case 2. Assume that T 2 = 0. This is the case if W is a functional of independent Gaussian random variables as considered by Chatterjee [8] or a functional of Gaussian random fields as considered by Nourdin and Peccati [28] . In this case, (2.9) becomes
Let h be such that |h| ≤ 1. Then we obtain the following bound on the total variation distance between L (W ) and N (0, 1).
While Chatterjee [8] used a Poincaré inequality of second order to bound 2 Var(T 1 |W ), Nourdin and Peccati [28] deployed the Malliavin calculus. In the sections 3 and 4, we will discuss how the Malliavin calculus is used to bound 2 Var(T 1 |W ).
Berry-Esseen theorem
In this subsection, we will give a proof of the Berry-Esseen theorem for sums of independent random variables using zero-bias coupling and a concentration inequality. The notion of zero-bias was introduced in Goldstein and Reinert [20] .
Definition 2.2. Let W be a random variable with EW = 0 and
for all absolutely continuous function f for which the expectations exist.
As the equation (2.10) is proved by integration by parts (or by the Fubini theorem), W * always exist and is absolutely continuous with density
. However it is difficult to find coupling of W * with W , which is effective for normal approximation. In view of (2.4), an effective coupling should be such that W * − W is "close" to 0 if and only if W is "close" to N (0, 1).
where
Using this zero-bias coupling we prove the following Berry-Esseen theorem, which is Theorem 3.6 in Chen, Goldstein and Shao [12] .
where Φ is the N (0, 1) distribution function.
We first prove two propositions using the same notation as in Theorem 2.3 and in the preceding paragraph.
Proposition 2.4.
|P (W
Proof. From the defintion of zero-bias,
Let f x be the unique bounded solution of the Stein equation
Then, using the Stein equation (2.16), independence among the random variables, (2.8) and (2.12),
This proves Proposition 2.4.
The next proposition is a concentration inequality, whose proof is given in Lemma 3.1 in Chen, Goldstein and Shao [12] . Proposition 2.5. For i = 1, . . . , n and for a ≤ b, a, b ∈ R, we have
We now prove Theorem 2.3.
Proof. By Proposition 2.4, we have
Applying the concentration inequality in Proposition 2.5 and using independence among the random variables, we have
Combining (2.18) and (2.19), we prove Theorem 2.3.
MALLIAVIN CALCULUS
Preamble
In this paper, the work of Nourdin and Peccati will be presented in the context of the Gaussian process X = { ∞ 0 f dB t : f ∈ L 2 (R + )}, where (B t ) t∈R + is a standard Brownian motion on a probability space (Ω, F, P ) and L 2 (R + ) is the separable Hilbert space of square integrable real-valued functions with respect to the Lebesgue measure on R + . This Gaussian process is a centered Gaussian family of random variables with the covariance given by
There will be no loss of generality since problems of interest are of distributional nature and through an isometry these problems can be transferred to X.
More specifically, let Y = {Y (h) : h ∈ H} be a centered Gaussian process over a real separable Hilbert space H with the covariance given by
This implies that L (X) = L (Y ) and problems of distributional nature on Y can be transferred to X.
The material in this section can be found in Nourdin [27] and Nourdin and Peccati [29] .
Multiple Wiener-Itô integrals and Wiener chaos
Let B = (B t ) t∈R + be a standard Brownian motion on a probability space (Ω, F, P ), and let f ∈ L 2 (R p + ) where p is a positive integer. We define
where the sum is over all permutations σ of {1, 2, . . . , p}. The random variable I p (f ) is called the pth multiple Wiener-Itô integral. The closed linear subspace H p of L 2 (Ω) generated by , t 2 , . . . , t p ) .
where the sum is over all permutations σ of {1,
The following properties of the stochastic integrals I p (·) can be easily verified:
The multiple Wiener-Itô integrals are infinite dimensional generalizations of the Hermite polynomials. The kth Hermite polynomial H k is defined by
where f ⊗k ∈ L 2 (R k + ) is the kth tensor product of f with itself defined by
As in one-dimension where the Hermite polynomials form an orthogonal basis for L 2 (R,
e −x 2 /2 dx), the space L 2 (Ω) can be decomposed into an infinte orthogonal sum of the closed subsapces H p . We state this fundamental fact about Gaussian spaces as a theorem below.
Theorem 3.1. Any random variable F ∈ L 2 (Ω) admits an orthogonal decomposition of the form
, and f k ∈ L 2 (R k + ) are symmetric and uniquely determined by F .
Applying the orthogonality relation (3.3) to the symmetric kernels f k for F in the Wiener chaos expansion (3.6),
The random variables I k (f k ) inherit some properties from the algebraic structure of the Hermite polynomials, such as the product formula (3.8) below. To understand this we need the definition of contraction.
. . , p ∧ q}, the rth contraction of f and g, denoted by f ⊗ r g, is defined by
The contraction f ⊗ r g is not necessarily symmetric, and we denote by f ⊗ r g its symmetrization. Note that by the Cauchy-Schwarz inequality,
We state the product formula between two multiple Wiener-Itô integrals in the next theorem. 
Malliavin derivatives
Let B = (B t ) t∈R + be a standard Brownian motion on a probability space (Ω, F, P ) and let X = {X(h), h ∈ L 2 (R + )} where X(h) = ∞ 0 hdB t . The set X is a centered Gaussian family of random variables defined on (Ω, F, P ), with covariance given by
. Such a Gaussian family is called an isonormal Gaussian process over L 2 (R + ). We assume that F is generated by X.
Let S be the set of all cylindrical random variables of the form:
where n ≥ 1, g : R n → R is an infinitely differentiable function such that its partial derivatives have polynomial growth, and
In particular, DX(h) = h for every h ∈ L 2 (R + ). By iteration, one can define the mth derivative D m F , which is an element of L 2 (Ω, L 2 (R m + ) for every m ≥ 2, as follows.
For m ≥ 1, the domain of D m may be extended to D m,2 , the closure of S with respect to the norm · m,2 , defined by
The closure of S with respect to the norm · m,2 needs the closibility of the Malliavin derivative. Indeed, the closability is required to ensure that the limit of DF n does not depend on the choice of the approximating sequence F n .
A random variable F ∈ L 2 (Ω) having the Wiener chaos expansion (3.6) is an element of D m,2 if and only if the kernels
where (k) m is the falling factorial. In particular, any F having a finite Wiener chaos expansion is an element of D m,2 for all m ≥ 1.
The Malliavin derivative D, defined in (3.10), obeys the following chain rule. If g : R n → R is continuously differentiable with bounded partial derivatives and if
The domain D 1,2 can be described in terms of the Wiener chaos decomposition as
The derivative of F of the form (3.6) can be identified with the element of L 2 (R + × Ω) given by
(3.14) x) ) denotes the Wiener-Itô integral of order k−1 with respect to the k − 1 remaining coordinates after holding x fixed. Since the f k are symmetric, the choice of the coordinate held fixed does not matter.
As the operator D maps random variables in D 1,2 into the Hilbert space L 2 (Ω, L 2 (R + )) endowed with the inner product E u, v L 2 (R + ) and as D is closed, its adjoint, denoted by δ, exists and satisfies the following integration by parts formula. 15) when u lies in the domain Dom(δ) of δ. The adjoint δ is also called the
where c u is a constant depending only on u. More generally, if F ∈ D 1,2 and u ∈ Dom(δ) are such that the three expectations
The Ornstein-Uhlenbeck operator L is defined by the following relation
for F represented by (3.6). It expresses the fact that L is diagonalizable with spectrum −N and the Wiener chaos as eigenspaces. The domain of L is
There is an important relation between the operators D, δ and L. A random variable F belongs to D 2,2 if and only if F ∈ Dom (δD) (i.e. F ∈ D 1,2 and DF ∈ Dom δ). In this case,
The operator L −1 , which is called the pseudo-inverse of L, is defined as follows.
for F represented by (3.6). One can show by using (3.18) that
is well defined. As we can see in the next section, < DF, −DL −1 F > L 2 (R + ) plays a key role in the normal approximation for functionals of Gaussian processes.
CONNECTING STEIN'S METHOD WITH MALLIAVIN CALCULUS
As is discussed in Section 2, the Stein operator L for normal approximation is given by Lf (w) = f ′ (w) − wf (w) and the equation
holds for absolutely continuous functions f for which the expectations exist if and only if Z ∼ N (0, 1). Interestingly, this equation is nothing but a simple consequence of integration by parts. Since there is the integration by parts formula of the Malliavin calculus for functionals of general Gaussian processes, there is a natural connection between Stein's method and the Malliavin calculus. Indeed, integration by parts has been used in less general situations to construct the equation
which is Case 2 of (2.5) discussed in Subsection 2.3. Let us provide two examples below. 
If ρ is the density of N (0, 1), then h(w) = 1 and (4.2) reduces to (4.1).
Example 2. Let X = (X 1 , . . . , X d ) be a vector of independent Gaussian random variables and let g : R d → R be an absolutely continuous function. Let W = g(X). Chatterjee in [8] used Gaussian interpolation and integration by parts to show that W satisfies (4.2) with T = h(X) where
If d = 1 and g the identity function, then W ∼ N (0, 1), h(x) = 1, and again (4.2) reduces to (4.1).
As the previous example shows (see Chatterjee [8] for details), it is possible to construct the function h when one deals with sufficiently smooth functionals of a Gaussian vector. This is part of a general phenomenon discovered by Nourdin and Peccati in [28] . Indeed, consider a functional F of an isonormal Gaussian process
. By (3.20) and E[F ] = 0, we have
By the integration by parts formula (3.15),
and by the chain rule,
and F satisfies (4.2) with
If F is standard normal, that is,
which is the characterization equation for the standard normal distribution.
Now let f h be the unique bounded solution of the Stein equation (2.3) where h : R → R is continuous and |h| ≤ 1. Then f h ∈ C 1 and f ′ h ∞ ≤ 4 h ∞ ≤ 4, and we have
By an application of Lusin's theorem,
If, in addition, F ∈ D 1,4 , then DF, −DL −1 F H is square-integrable and
Thus we have the following theorem of Nourdin and Peccati [28] .
If F is standard normal, (4.4) implies that the upper bound in (4.5) is zero. This shows that the bound is tight.
THE FOURTH MOMENT THEOREM
The fourth moment phenomenon
The so-called fourth moment phenomenon was first discovered by Nualart and Peccati [32] who proved that for a sequence of multiple Wiener-Itô integrals {F n } of fixed order such that E[F 2 n ] → 1, the following are equivalent.
. Combining Stein's method with the Malliavin calculus, Nourdin and Peccati [28] obtained an elegant bound on the rate of convergence, which we will call the fourth moment theorem.
Theorem 5.1. Let F belong to the kth Wiener chaos of
Proof. This proof is taken from Nourdin [27] . Write
. By the equation (3.14), we have ·, x) ). Applying the product formula (3.8) for multiple integrals, we obtain
Letting f (F ) = F in the Stein identity (4.3), we obtain
Applying the orthogonality of the Wiener chaos and the formula (3.3),
By the product formula (3.8) again, we have
Applying the Stein identity (4.3), we have
This together with (5.2), (5.4) and the formula (3.3) yield
Comparing (5.3) and (5.6) leads to
Theorem 5.1 follows from (4.6).
As we have seen in the proof the Theorem 5.1, E[F 4 ] ≥ 3 always. Theorem 5.1 also implies the result of Nualart and Peccati [32] mentioned above. Without loss of generality, we assume that E[F 2 n ] = 1. The part of (ii) =⇒ (i) follows immediately from (5.1). For the part of (i) =⇒ (ii) (which actually is independent of Theorem 5.1), we observe that by the continuous mapping theorem, we have
By the hypercontractivity inequality (Nelson [26] ),
and the given condition ).
Quadratic variation of fractional Brownian motion
In this subsection, we consider an application of This B H is self-similar of index H and has stationary increments.
Consider the sum of squares of increments, Proof. We will give a sketch of the proof in Nourdin [27] . Consider the closed linear subspace H of L 2 (Ω) generated by (B H k ) k∈N . As it is a real separable Hilbert space, there exists an isometry ψ : H → L 2 (R + ). For any k ∈ N, define h k = ψ(B H k+1 − B H k ). Then for k, l ∈ N, we have 
where B = (B t ) t≥0 is a standard Brownian motion and I p (·), p ≥ 1, is the pth multiple Wiener-Itô integral with respect to B. Consequently, without loss of generality, we can regard F n,H as
Using the multiplication formula (3.8), we have
It can be shown that for H < In Nourdin and Peccati [30] , the bounds in (5.8) are applied to obtain the following improvement of (5.10) for H ∈ (0,
