ABSTRACT
2
Comparison of the results obtained by the different participants with the reference Nek5000 results shows good agreement. The comparisons also help to highlight issues with current modeling approaches.
The results of the study are very valuable in the design and licensing process for MYRRHA, a flexible fast-research reactor under design at SCK•CEN. It has wirewrapped fuel bundles cooled by Lead Bismuth Eutectic.
INTRODUCTION
Nuclear power plays an important role in power generation and produces about 16% of the total electricity worldwide. The rapidly growing energy demand suggests an persistent important role for nuclear power in the future energy supply, as outlined in the projections of the World Energy Outlook 2013 (IEA, 2013) . On a global scale, the accident at the Fukushima Daiichi nuclear power plant in Japan in March 2011 did have a minor effect on the future demand for nuclear power. Beyond fossil fuels, IEA (2013) calculates that nuclear power maintains at a 12% share of electricity generation globally by 2035, with expansion mainly occurring in Asia. In Europe, in the Vision Report (SNETP, 2007) of the Sustainable Nuclear Energy Technology Platform (SNETP), a large role is attributed to the deployment of fast reactors. The preferred option is the sodium cooled fast reactor with the lead cooled fast reactor as one of the two back-ups.
This clearly shows the importance of liquid metals in the development of future nuclear energy technologies. For an elaborate overview of the status of fast reactor development the reader is referred to IAEA, 2012.
Thermal-hydraulics is recognized as one of the key scientific subjects in the design and safety analysis of liquid metal cooled reactors. To solve thermal-hydraulic issues, nuclear engineers apply experiments, analytical and empirical correlations, system thermal hydraulics (STH) codes, or sub-channel codes. Additionally, Computational Fluid Dynamics (CFD) techniques are becoming more and more integrated in the daily practice 4 4 of the thermal-hydraulics researchers and designers. Roelofs et al. (2013b) summarize the status and the future challenges for CFD application to liquid metal cooled fast reactors.
They show that for many liquid metal fast reactor thermal-hydraulic issues, the validation of CFD techniques is and will always remain a key issue. In general, they show the simultaneous need for developments with respect to experiments including measurement techniques and numerical simulations. In fact, most liquid metal cooled fast reactor designs employ wire wraps as spacers between the individual pins in a rod bundle. Although many experiments have been performed in the past, Roelofs et al. (2013a) clearly demonstrate that CFD grade validation data is not available. New thermal-hydraulic experiments are under preparation now (in Germany and Italy) or under consideration (USA) to fill this gap. In order to gain confidence in their employed Reynolds Averaged Navier Stokes (RANS) approaches, the 5 partners in this collaboration compare their results from RANS approaches with data from high fidelity Large Eddy Simulations (LES) performed at ANL in a blind benchmark. Explanations of the various CFD modelling approaches can be found in Roelofs et al. (2013a) . These explanations basically show that Direct Numerical Simulations and LES can provide high fidelity reference data for comparison with more pragmatic RANS or hybrid approaches. The current paper describes the simulation efforts shared by the collaborating partners. Discrepancies or concerns with current prediction technologies will be identified. Furthermore, an experimental plan for validation will be then developed taking into account the concerns which emerged from this collaboration.
The study is part of the code validation and verification approach developed in the licensing process of the Multi-purpose hYbrid Research Reactor for High-tech Applications (MYRRHA), currently under design at SCK•CEN (Ait Abderrahim, 2012) .
MYRRHA is a flexible fast spectrum research reactor with wire-wrapped fuel bundles cooled by Lead Bismuth Eutectic. MYRRHA is identified as the European Technology Pilot Plant for the Lead Cooled Fast Reactor (LFR) which is one of the Generation IV reactor concepts (SNE-TP, 2010) .
Argonne performed several wire-wrapped analyses as part of the NEAMS initiative , Pointer et al. 2009 . In particular, a 7-pin wirewrapped simulation performed with the LES code Nek5000 has been performed. These calculations are used as the basis for a blind benchmark calculation between the collaborating partners.
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The present article summarizes the Nek5000 code (section on COMPUTATIONAL TOOLS), describes briefly the benchmark exercise (section on BENCHMARK EXERCISE) and presents the comparisons of the benchmark datasets (section on COMPARISONS RESULTS) to the Argonne high fidelity reference LES data. The results confirmed previous findings (the superiority of the k-ω SST model for this calculations) and highlighted the importance of consistent geometry in code-to-code comparisons.
COMPUTATIONAL TOOLS

SHARP suite
The SHARP , Mahadevan et al., 2014 project at Argonne is a multidivisional collaborative effort to develop a modern set of design and analysis tools for advanced nuclear reactors. SHARP is an integral part of the NEAMS RPL. With the SHARP suite, users construct complex virtual reactor models that accurately integrate the governing physics to evaluate the performance of the reactor in a wide variety of operational or accident scenarios. Alternatively, SHARP users may construct highly detailed component models using high-fidelity methods, which rely on few or no engineering models or approximations. The thermal-hydraulic high-fidelity component of SHARP is Nek5000 ), a high-order spectral 7 element code ideally suited for LES or direct numerical simulation (DNS) calculations. In LES, turbulence is only minimally modeled, and the model relies upon large-scale computing to simulate even the smallest scales of turbulence. In DNS, no modeling takes place at all.
The focus of SHARP has been in reproducing accurately the multi-physics behavior of the core of nuclear reactors, since it is within nuclear reactor cores that the suite has the highest potential of being applied to increase performance. In fact, an accurate prediction of local phenomena could give an accurate assessment of key design parameters, such as the peak temperature. A more reliable methodology to estimate parameters can lead to the reduction of arbitrary margins and the testing of new designs, and an overall increase in efficiency. In order for any methodology to be applied successfully, it needs to be thoroughly verified and validated.
NEK5000
The LES simulations at Argonne use the Argonne-based open source fluid/thermal simulation code, Nek5000, which has been designed specifically for transitional and turbulent flows in complex domains. Nek5000 is based on the spectral element method (SEM) (Deville, Fischer and Mund, 2002) , which is a high-order weighted residual technique that combines the geometric flexibility of finite elements with the rapid convergence and tensor-product efficiencies of global spectral methods. Globally, the SEM is based on a decomposition of the domain into E smaller subdomains (elements), The principal advantage of the spectral element method is that convergence is exponential in N, which implies that significantly fewer gridpoints per wavelength are required to accurately propagate a signal (or turbulent structure) over the extended times associated with high Reynolds number flow simulations. The advantage of this approach has been demonstrated in a recent study at NREL (Sprague, 2010), which showed that, for a given accuracy, turbulent channel flow simulations performed with 7th-order spectral elements require half as many gridpoints in each direction as comparable finitevolume-based simulations. Moreover Nek5000 has been validated on several type of flows and in particular rod bundle flows (Walker et al, 2014) .
The NREL study further showed that Nek5000 and the popular finite-volume code, OpenFOAM, have essentially the same cost per gridpoint over a wide range of processor counts implying that Nek5000 is an order of magnitude more efficient for this class of problems and requires one-tenth the computational resources for the same simulation result.
Temporal discretization is based on a high-order splitting that is 3rd-order accurate in time and reduces the coupled velocity-pressure Stokes problem to four independent elliptic solves per timestep: one for each velocity component and one for the pressure.
The velocity problems are diagonally dominant and thus easily solved by using Jacobipreconditioned conjugate gradient iteration. The pressure substep requires a Poisson 9 solve at each step, which is effected through multigrid-preconditioned GMRES iteration coupled with temporal projection to find an optimal initial guess. Particularly important components of Nek5000 are its scalable coarse-grid solvers that are central to parallel multigrid. The code features a fast direct solver that is optimal up to processor counts of P ≈ 10 4 , and fast algebraic multigrid for P = 10 5 and beyond. Counts of 15 GMRES iterations per timestep for billion-gridpoint problems are typical with the current pressure solver. Nek5000 scales extremely well on the BG/P and BG/Q architectures.
BENCHMARCK EXERCISE
The participants are collaborating on verification of numerical simulations pertaining to the flow in fuel pin bundles. These bundles typically incorporate spacers, such as wires or grids. Wire-wrapped pin bundles are notably used in liquid metal fast reactors. The presence of spacers complicates the flow considerably and the lack of detailed experiments makes the validation of CFD simulations problematic.
As part of the NEAMS Program, Argonne has performed several wire-wrapped analyses with Nek5000. The fuel assembly design of the proposed ABTR (Chang et al. 2006 ) was selected as the reference pin bundle geometry. The ABTR driver fuel assembly consists of 217 fuel pins arranged in a hexagonal bundle with wire-wrap spacers. Each fuel pin has an outer diameter (D) of 0.8 cm and a total height of 260 cm. The center-to-center pin pitch in the lattice is 0.908 cm. Each pin is spirally wrapped with a single 0.103-cmdiameter wire spacer with an axial wire wrap pitch (H/D) of 26.6. The pitch to diameter 10 ratio (P/D) is equal to 1.13494. Argonne used these dimensions to develop three 7-pin configurations and one 217-pin configuration for modeling, with the primary focus on the three 7-pin bundles.
The 7-pin configuration is shown in Fig. 1 . The pin pitch of 0.908 cm results in a spacing of 0.108 cm between the pins. The same spacing is maintained between the pins and the can wall, which has an inner flat-to-flat diameter of 2.59 cm (3.2375 D). Each pin, when viewed from above, is wrapped with a counter-clockwise spiral of wire. In the actual calculations, all dimensions are normalized by the pin diameter.
In the computational model, the wire is represented as embedded within the pin and smoothed (Fig. 2) . Several studies have been conducted on the effect of pin-wire contact modeling (Merzari et al., 2012) . While the effect of pin-wire contact has an impact on the peak surface temperature in conjugate heat transfer calculations, it has no significant impact on the global hydraulic effects. There are calculations planned with a signficiant reduction in filet radius.
A nominal gap of 0.005 cm is kept between each pin-wire ensemble and the other pins.
Two cases will be considered here based on the Reynolds number ( ! = !"#$ ) as shown in Table 1 and 2.
Note that in all LES, only a single wire span is simulated with periodic boundary conditions in the stream-wise direction. All simulations are isothermal. The benchmark problem was based on the simulations described, and three sets of comparisons were conducted on each simulation. 
COMPARISON RESULTS
The data produced by the Nek5000 simulation was compared to five other calculations:
three from NRG and two from UGent representing different computational and turbulence models:
1. NRG-1: computed using a k-ε cubic model; 2. NRG-2: computed using the k-ω SST model; 3. NRG-3: computed using a k-ε realizable model; 4. UGent-1: computed using the k-ω SST model; 5. UGent-2: computed using the k-ω SST model, with a more accurate surface representation;
The NRG calculations were all performed with STAR-CCM+ (Various authors, 2014) and two-layer All-y+ wall modeling. The submissions from UGent were conducted with an undisclosed commercial code. These five calculations have been performed without knowledge of the Argonne results. The comparisons made below are limited to a simple "error check." Errors for each of the three submissions were computed based on the following rms formula:
Where N is the number of points for each comparison and ! represents the value of the function that is being compared for the given submission.
The submission closest to the Argonne results is NRG-2 (computed using the k-ω SST model). This is apparent from Table 3 , which reports the error as a percentage of the bulk velocity. UGent-2 is also very close to Argonne's results, with occasionally better results than NRG-2. Overall UGent-2 showed some discrepancy at the higher Reynolds number. All other submissions performed better at the higher Reynolds number, but the k-ω SST model seems to perform better overall. The reason for this behavior, observed in previous Argonne studies , Pointer et al., 2009 , is unclear.
In the following a brief discussion of the detailed velocity profiles can be found (Fig. 9,   Fig. 10, Fig. 11) . The velocity is shown as a function of the curvilinear coordinate s normalized by the total wall-to-wall distance S. All velocity values are normalized by the bulk velocity U bulk . More velocity profiles can be found in . It is possible to notice how in the narrow gap region:
• No turbulence model is able to handle the flow in direct wake of the wire (Fig.   9a) , when compared to LES.
• Most turbulence models reproduce accurately the flow when the wire is not present or relatively far (Fig. 9b) .
• k-ω SST reproduces correctly the behavior in the immediate proximity of the wire while all other k-ε models underestimate it (Fig. 9c) .
In fact, the discrepancy between submission NRG-2 and the Argonne data is limited to the region immediately downstream of the wire, in its wake (simulations 1 and 2, streamwise-normal plane 2 at z=2H/5, sections A-A and B-B), or upstream of the wire when the Reynolds number is low (simulation 1, stream-wise-normal plane 1 at z=H/5, sections C-C and D-D),. The region in the wake of the wire, where shedding is likely to be present, is problematic to predict with traditional turbulence modeling. This is a region of considerable interest, since it is also the region where the peak cladding temperature is located (Merzari et al., 2012) .
Moreover, it should be noted that the non-dimensional profiles (Fig. 10) in the narrow gap region are nearly laminar in nature and different from traditional law of the wall profiles despite significant turbulence production in the region. All RANS models will be expected to have issues predicting correctly the flow in the region.
The diagonals show similar patterns (Fig. 11) . The streamwise velocity in the first portion of diagonal 1 at z/D=5.32 is more problematic for RANS models than the second part.
The first portion is in fact influenced by the presence of the wire in the vicinity of the plane. Figure 12 displays the cross velocity in diagonal 1. It is possible to notice how the distribution is less sensitive to code or turbulence model. The University of Gent submission UGent-1 is less accurate than the NRG counterpart (NRG-2) despite the use of the same turbulence model. This can be related to meshing issues encountered by the UGent team, which after being solved in submission UGent-2 led to better results, very close to NRG-2. The better results are related to the better representation of the surface (Fig. 13) .. It should also be noted that the UGent-2 results, which were submitted after the conclusion of the blind benchmark phase lead to a result significantly closer to the ANL results even in the proximity of the wire (Fig. 9) .
The errors for the cross-flow comparisons for all submissions and for section A-A to C-C are listed in Table 4 .
As with the previous comparisons, the k-ω SST model showed the best performance, but all turbulence models yielded reasonable predictions, confirming previous research , Pointer et al, 2009 showing that RANS-based modeling can be used to predict cross-flows with reasonable accuracy.
For submissions UGhent-2, and NRG-1, the error is roughly 1% for all channels, with discrepancies with the LES results clustered around the axial position where the wire crosses the sub-channel plane. In fact, despite the differences between the submissions, the cross flows predictions are very similar (Fig. 14, 15) , the predictions are not significantly affected by the Reynolds number.
CONCLUSIONS
The exercise described in this article has proven to be a useful venue for discussing and comparing results of CFD codes across the entire spectrum of fidelity used by the SHARP toolkit and commercial codes like StarCCM+.
Comparison of the results obtained by the three institutions has shown good agreement, at least for the cross-flow data. Direct comparisons for the local velocity yielded mixed results, with the only k-ω SST model (both the NRG and UGent submissions) slightly outperforming the other turbulence models and being the closest to Argonne's LES data.
This confirmed previous results, due to a better performance of k-ω SST in predicting the region in the proximity of the wire (while not in its wake). This should not be interpreted as a strong endorsement of the k-w SST model but rather an invitation to further investigate advanced turbulence modeling in this geometry., as more sophisticated modeling is likely to lead to better results.
Advanced turbulence modeling work will benefit from the data produced by this collaboration. High resolution experimental investigations are however necessary and are recommended for further modeling development. Experiments that investigate flow structures with a high level of resolution (PIV, LDV) in non-trivial wire-wrapped rod bundles are also needed to validate the present results.
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Moreover, an initial submission with k-ω SST from the UGent group and its subsequent modification demonstrated the sensitivity of CFD modeling simulations in this geometry on the surface description. This emphasizes the importance of conducting the simulations with accurate and consistent geometry and surface description, at a high level of detail.
OUTLOOK
MYRRHA ( Work presented in this paper will continue in both the NEAMS and SESAME projects, as part of the verification activities of the computational fluid dynamic simulation of liquid metal assemblies.
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