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Abstract 
This work provides a procedure and methodology for the design of an electro-
magnetic sensor based on induction due to ferromagnetic and pure electrically conduc-
tive hidden targets. The electromagnetic sensor is made of one or several excitation coils, 
which induce eddy currents in the target(s) and one or several sensing coils, which meas-
ure the target response. The latter signals are then processed to obtain the wanted prop-
erties of the target. Detection by induction at radio frequencies (medium frequencies) is 
famous for its relative simplicity, cost effective, and precise size discrimination but has 
disadvantages mainly in signal strength (especially for far hidden targets) and it is less 
effective in material discrimination in the case where multi-material targets are present. 
The presented methodology links three main design fields: excitation, sensor design, and 
post-processing. Its objective is to improve detection by induction in allowing for selec-
tivity in detection or the possibility to distinctively detect targets made of different ma-
terials. Implemented simulation models together with experimental verification led to a 
highly improved procedure in target feature discrimination. Features are defined here 
as: size, depth, location, and even material of the target(s). A forward model helped in 
linking the physical aspects of the defined targets to mathematical parametrized equa-
tions that contributed easily in a flexible discrete inverse model for both transient (pulse 
induction) and time harmonic (harmonic induction). Feature discrimination is a neces-
sary step to reach the final aim defined here as distinctive detection. It means being able 
to distinguish between single material targets and mixed material targets at the same 
time and still discriminate their features. The proposal is flexible even for relative target 
orientation, robust in changing environmental conditions, reliable even for relatively far 
targets, balanced and robust to overcome manufacturing tolerances, precise enough to 
meet industrial sensor specifications of such technology, and can combine different ex-
citations with their benefits and give the required outcome selectively.     
Keywords 
Electromagnetic, induction, quasi-static, sensor, pulse induction, harmonic excitation, fi-
nite element, dipole model, optimization, material discrimination, distinctive detection. 
 
Résumé 
Ce travail présente une méthodologie pour la conception d’un capteur électromagné-
tique basé sur l’induction magnétique créée par des objets cibles cachés ayant des pro-
priétés ferromagnétiques ou électriquement conductrices. Ce capteur est constitué d’une 
ou plusieurs bobines excitatrices qui induisent des courants de Foucault dans l’objet 
cible ainsi que d’une ou plusieurs bobines réceptrices qui en mesurent les effets. Les si-
gnaux captés par ces dernières sont ensuite traités pour en déduire les propriétés re-
cherchées. La détection par induction à fréquences radio (fréquences moyennes) est con-
nue pour sa relative simplicité, son faible coût et sa capacité à effectuer des estimations 
géométriques précises. Par contre, cette technique est moins adaptée à la détection d’ob-
jets éloignés en raison de la faiblesse du signal qu’ils émettent. Elle est également moins 
efficace dans les cas où il y a plusieurs objets qui sont constitués de matériaux différents. 
La méthodologie de ce travail lie les principaux champs de conception du capteur : exci-
tation, mesure de la réponse et traitement du signal mesuré. Son objectif est de pouvoir 
améliorer la détection par induction en permettant la sélectivité de la détection : à savoir 
la possibilité de détecter séparément les objets de matériaux différents. Des modèles de 
simulation couplés avec une validation expérimentale ont conduit à une amélioration si-
gnificative de la procédure de discrimination des propriétés des objets cachés. Ces der-
nières sont sa taille, sa position et le matériau dont il est constitué.  Afin de pouvoir les 
déterminer, un modèle mathématique décrivant plusieurs aspects physiques des objets 
cibles par des équations paramétriques simples a été développé.  Il a ensuite été possible 
d’extraire les propriétés des objets cibles à partir des réponses mesurées en combinant 
les deux modes d’excitation : transitoire (par impulsion) et harmonique. Grâce à cette 
méthode, il est possible de mesurer des configurations comprenant plusieurs objets, de 
matériaux potentiellement différents de manière distincte et de déterminer les proprié-
tés de chacun. La méthode de détection proposée est flexible quant à l’orientation rela-
tive de l’objet cible, robuste aux conditions concernant son environnement, fiable pour 
la mesure d’objets relativement éloignés, peu sensible aux tolérances de fabrication et 
suffisamment précise pour correspondre aux standards industriels applicables. De plus, 
elle permet de combiner les avantages de plusieurs excitations pour obtenir les proprié-
tés des objets de divers matériaux de manière sélective. 
Mots-clés 
Electromagnétique, induction, quasi-statique, capteur, excitation par impulsion, excita-
tion harmonique, éléments finis, modèle par dipôle, optimisation, discrimination des ma-
tériaux, détection spécifique. 
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 Introduction 
 Nondestructive Testing (NDT) is demanded in different industrial applications 
for cost-effectiveness, safety and certification reasons. The American Society for Nonde-
structive Testing (ASNT) has defined it as: ‘Nondestructive testing (NDT) is the process of 
inspecting, testing, or evaluating materials, components or assemblies for discontinuities, 
or differences in characteristics without destroying the serviceability of the part or system. 
In other words, when the inspection or test is completed the part can still be used’ [1]. 
Worldwide there have been many institutes and federations monitoring, legalizing, cer-
tifying, organizing, standardizing, and documenting various kinds of NDT on the national 
and worldwide levels like: 
o European Federation of Non-Destructive Testing [2]. 
o The British Institute of Non-Destructive Testing [3]. 
o Australian Institute for Non-Destructive Testing  [4]. 
o Indian Society for Non-Destructive Testing [5]. 
These and many others are all pubic organizations putting effort in this field. There are 
many private companies that are specialized in aspects of NDT as well, due to the huge 
demand from the industrial sector. NDT methods are classified per the physical fields 
that their detection devices are based on, like ultra-wideband radar, ultrasound, te-
rahertz radiation or eddy current induction [6] to name a few.  
 
 
The constant requirements of such devices are usually the following: higher precision, 
more accuracy, and more information or acquirement about hidden targets or defects 
like material, shape, orientation without having to destroy the detected objects [7]. The 
fast advances in the field of electronic devices have encouraged the sensor manufactur-
ing industry to continuously develop these devices.  There is a potential to produce more 
(a) Land mines. (b) Defects. (c) Location-shape-size. (d) Materials. 
Figure 1:1 Detection application examples, a) Landmine detection for humanitarian reasons, b) Defects like 
cracks in steel pipes for safety, c) Localizing targets in concrete and discriminating their shape and size for 
construction certification, d) Detection of predefined materials for safety and security reasons. 
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accurate and competitive devices in a challenging environment for the welfare of the end 
user who is using these devices. There are various reasons behind this need:  
o Cost reasons, by saving on the device cost and development time. 
o Safety reasons, by gathering information about crack locations in steel pipes [8], 
[9]. 
o Humanitarian reasons, by finding leftover mines in previous war zones [10], [11]. 
o Security reasons, by detecting weapons in airports, or avoiding live copper wires 
that pass dangerous electric currents. 
o Construction safety, by discriminating steel stiffeners in concrete [12], or finding 
the locations of tension cables in bridges. 
o Certification reasons, by estimating the concrete cover over anchors or stiffeners 
in tunnels [13]. 
These applications, some of which are shown in Figure 1:1, are categorized per the needs 
in the application side for example security, or certification. On the other hand, NDT sen-
sors are based on one or more physical methods. ‘The British Institute of Non-Destructive 
Testing’, [3], has used the term ‘inspection task’ to evaluate tasks when using NDT meth-
ods. They defined a number of tasks like: surface opening cracks, surface corrosion pits, 
severe corrosion thinning, internal cracks, porosity, lack-of-fusion defects, internal voids 
inclusions, defect sizing, thickness measurement, microstructure variation, coating thick-
ness measurement, coating delamination, coating pin holes, fiber-matrix ratio evaluation, 
incomplete cure of resin, internal porosity, concrete thickness measurement, reinforcing-
bar corrosion, surface cracks, internal cracks, assembly verification, and sorting. It was il-
lustrated that many methods can be suitable fully, partly, or poorly for one or more of 
the inspection tasks mentioned above. Some of the methods stated are: Acoustic, Reso-
nant inspection, general Electromagnetic, Magnetic particle inspection, Magnetic flux leak-
age, Eddy current testing, ACFM Potential drop, Optical, Laser-based inspection, Thermog-
raphy, Radiography, Radioscopy, Neutron radiography, Stress-strain measurement, Ultra-
sonic flaw detection and sizing, and Ultrasonic thickness gauging. The institute catego-
rized detection devices by the material to be detected. The complexity in categorizing 
NDT becomes difficult because several methods may use the same inspection task for 
different materials. Also, the same method can use many inspection tasks for the same 
material. 
Worldwide national and international institutes have classified NDT methods, tasks, and 
detected materials differently. There is no universal unified standard, naming, structure, 
or documentation. Physical methods and application tasks are usually related to each 
other, i.e. inspection tasks are defined per method and are restricted to the limitations 
and capabilities of this method. The detected material is one limitation.  
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In many scientific publications, it is inferred that such physical methods are shared be-
tween application sensors; i.e. an application may be based on more than one physical 
method. Considering an electromagnetic radar method that is used for detecting land 
mines as an application [14], it is also used in finding reinforcing steel stiffeners inside 
concrete [12]. Moreover, several methods can be combined in one application. For in-
stance, induction and radar methods can be used as two complementary methods to de-
tect land mines [11]. By that, electromagnetic induction (EMI) serves for the metal de-
tection, whereas the high frequency radar serves for locating the mine’s plastic cover. 
Therefore, detection methods, in the context of this work are categorized per the physical 
method implemented rather than the application itself. The physical method is a basic 
feature of a detection device together with the target, which needs to be identified, and 
the sensor type. Figure 1:2 depicts the basic components of a detection system: the tar-
get, the sensor and the physical method. The sensor output gives information about the 
target, for instance: material, shape, location, type, and size. 
 
 
 
 
 
 
 
During the analysis, design, optimization, and development phases of a detection sensor, 
it is important to identify these main basis features of the device: physical method, target 
type, and sensor type. All three components are interconnected and none of them should 
be treated separately or avoided. After this is done, the system should be represented by 
models that should be implemented and used to reach the optimum of the specification 
required overcoming the challenges and reaching limitations of the chosen physical 
method.  Models that represent such systems can be one or a combination of the follow-
ing: analytical, computational, and experimental. A detailed analysis of the state-of-the-
art models is described in section 1.2.2. 
Every method has limitations. For example, eddy current induction can only be used to 
detect magnetically permeable and electrically conductive materials such as steel and 
copper, but it fails in detecting plastic material. On the other hand, high frequency radar 
(in the range of GHz frequencies) is better used for such dielectric materials. Neverthe-
less, electromagnetic induction (EMI) is one of the most promising methods used in de-
tection due to its low cost [15], uncomplicated electronics [16], relative indifference to 
some environmental effects like moist [10], low or no requirement for certification of 
devices or users, and precise detection of targeted location for a specified location range. 
Figure 1:2 Basis of a detection system: target, sensor, and physical method. 
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EMI has the following disadvantages: it is not effective for relatively far objects and it can 
only detect magnetically permeable and/or electrically conductive objects or targets. It 
can detect the size of objects but it is very hard if not practically impossible to estimate 
the sizes out of the backscattered fields. 
The current work concentrates on EMI as a method for metal detection. The special fea-
tures of this method over other methods are described in section 1.2: state-of-the-art. 
EMI still has potential in innovation and optimization of detection sensors. Industrial re-
quirements lead the design and optimization in this field. The focus is usually on higher 
precision, and increased range of material discrimination. One of the challenges during 
this stage is identifying and distinguishing the responses from targets that are made of 
different materials. The response is physically induced from eddy currents generated in 
these metallic targets. The deep understanding of the physical response of eddy currents 
inside the target may allow a possible design of a sensor that can, not only discriminate 
target features but also ‘distinguish’ between the detected target feature in the presence 
of another target feature. Both targets can be made of different materials, for example, 
detecting only copper in the presence of both copper and steel, or a 6 mm steel cylinder 
in the presence of another 12 mm steel cylinder but at different depths. This capability 
is difficult to implement using simple a sensor and electronic design. The current work 
highlights such challenges and describes possible methods and procedures in this direc-
tion. Some other challenges are also tackled in the current work. Many limitations such 
as low strength of signals, deeper detection, mutual coupled inductance between the tar-
gets themselves, mutual coupled inductance between the senders and receivers, and ma-
terial discrimination of the target are solved. Referring to Figure 1:2; the basic way to 
activate such a sensor is to create an electromagnetic field by a time variant current in 
the sender, which is usually a coil with several winded copper turns. This time variant 
field generates eddy currents in an electrically conductive target lying as close as possi-
ble to the source of this field. Thus, a secondary magnetic field is generated in these tar-
gets and scatters back through the base material that hides that target. This back-scat-
tering field induces a voltage in the receiver. By recording and analyzing this voltage, 
information about the target can be processed without the need to destroy the base ma-
terial. The mutual inductance between the sender coil and the receiver coil is a challenge 
of such a method because the best setup would be to only detect responses of targets and 
not allow the receiver to sense the primary field generated by the sender coil.  
Any study conducting an analysis, design, optimization, and development of EMI sensors 
must consider three interconnected areas of research: coil design, excitation scheme, and 
post-processing as sketched in Figure 1:3. The researcher cannot improve the excitation 
scheme and be creative in finding the most suitable electrical signal that is responsible 
to generate the source magnetic field without defining and inventing the best algorithms 
to process the induced signal scattered back from the target in the receiver of the sensor. 
The designer should build the sensor’s geometry and coil design with a close connection 
to both sending and receiving of signals, thus excitation and post-processing at the same 
time. In general, it is an ill-posed inverse problem that should be solved. All the three 
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areas of investigation should be tackled equally. Any design change in one of these areas 
requires a change in the other ones. 
 
 
 
 
 
 
 
 
 
 
 
Constructive research requires a validated logical approach to reach the aims that are 
usually set ahead. The first step in the current approach is to model the detection system 
described previously. The EMI detection system can be modeled either by an experi-
mental approach or a computer simulation one. Analytical approaches of such systems 
are available only for simple geometries of the coils and very simple geometries of the 
targets to be detected. Simple target geometries mean geometries like a sphere or an 
infinitely long cylinder, which are rather too theoretical to be realized as industrial ap-
plications. On the other hand, an experimental approach, that relies purely on building a 
sensor hardware and performing trials and errors of some detection cases is nearly an 
impossible approach. It is difficult to reach the required aim due to the long time and 
high costs consumed for every setup. In addition to that, some effects cannot be quanti-
fied experimentally, for example, eddy current densities or flux flow in the targets. They 
also cannot be captured by the human eye and visualized. Another disadvantage of ex-
perimental approaches is their limitations due to noise at low signals and interferences. 
In other words, even a relative comparison between the results of two different experi-
ments can be misleading, especially, at low induced signals, measurement errors related 
to manufacturing tolerances, and environmental changes. However, such non-ideal cases 
happen in the real devices, and here the virtual models play a big role in implementing 
imperfections and designing the best design that is valid for all target cases considering 
all deviations. 
Computational methods help in modeling and simulating such detection systems, espe-
cially, when the experimental methods are expensive, less consistent and dominated by 
Figure 1:3 The main interconnected areas of study during 
the research and development of an EMI detection sensor.
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noise in the case of low signals. The advances in computational techniques, like finite 
element method, have increased the ability to model sensors and improve them. Eddy 
currents are highly affected by geometry and material and, therefore, the model should 
include the highest dependency on space and not only on time. The advantage of the 3D 
simulation tools, especially finite element models is the ability to identify physical effects 
like mutual inductances. They provide visualization and realization of eddy currents in 
complex geometries and find new ideas to develop better detection devices. These sim-
ulation tools have disadvantages as well especially the computation time and the lack of 
robustness in cases where optimization is required for coil positions and geometries. The 
final design is only valid if a wide scan of target positions and sizes is performed, which 
requires a huge amount of computational time. Several improvements of simulation 
models have made virtual models that are more effective as published in [17], [18], [19], 
and [20]. A detailed overview is shown in the state-of-the-art section 1.2. It is necessary 
to use a simulation environment taking advantage of its 3D capability and still implement 
analytical models, where necessary, to preserve the accuracy required and provide the 
robustness needed. In the end, a modeling procedure for the EMI method is a major re-
quirement for understanding, designing and optimizing a detection system leading to 
new features like material discrimination and distinguished feature detection. Moreover, 
fast (computationally efficient) forward models are mandatory for the inversion of the 
measured electromagnetic response for all target sizes, locations, and material identifi-
cation. 
During the research work on this method, every part is accomplished according to a 
workflow as the one represented in Figure 1:4 showing all building blocks and their in-
teraction. It is an interconnected discipline that means they cannot be treated separately. 
It is necessary for the EMI system to define the coils’ design and their optimum geome-
tries and locations. The same importance should be given to choose the best excitation 
scheme that is relevant to that design. These two points are major parts of the detection 
system as shown in the ‘System’ block in Figure 1:4 on the left. Another main part is the 
post-processing technique, which is part of the ‘Procedure’ at the right side of the same 
workflow figure. 
 
 
 
 
 
 
Referring to the workflow of Figure 1:4, the first two blocks, ‘System’ and ‘Approach’, 
define the forward representation of a detection system. Forward model means that the 
Figure 1:4 Workflow proposed for an EMI detection sensor starting with the detection system, then model 
approach, and ending in a discrimination procedure of the targets or objects. 
System
•coil design
•excitation scheme
•target types and 
locations
•sensor specifications
Approach
•verified forward  and 
simulation model
•database of responses
•mathematical 
representation of 
responses
Procedure
•post-processing 
technique  
•inverse model
•discrimination algorithm
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induced signals are calculated given the parameters of the target. The last block, ‘Proce-
dure’ contains all the post-processing techniques of these responses and can process in-
verse information. Inverse problems are often formulated as optimization problems, i.e. 
finding the target parameters that best fit to the measured data. The inverse model is the 
final outcome of the EMI sensor workflow because only then it is possible to detect and 
discriminate a target feature (material, size, type, and location) by just processing a raw 
induced signal without knowing the target information ahead. That means a post-pro-
cessed result of measured signals is needed by the inverse model to obtain the unknown 
features of the target. In addition to that a discrimination technique should be created to 
even distinguish between these features in the presence of other features, i.e. copper in 
the presence of steel for example. 
1.1 Objective 
The purpose of this work is to provide a technique depending on the specifications and 
features of a magnetic permeable and/or electric conductive targets to be not only de-
tected by an Electromagnetic Induction (EMI) sensor but also discriminated and distin-
guished. Discrimination means identifying features like size, material, shape, and loca-
tion of hidden targets based on their single response; while distinguished detection is 
the ability to distinctively identify these features of more than one type of targets and 
features present in the same place. All the parts mentioned in the blocks, ‘System’, ‘Ap-
proach’, and ‘Procedure’ of the workflow in Figure 1:4 contribute scientifically to the final 
aim of the current work. The present work contributes to special aspects of EMI technol-
ogy that are briefly mentioned in this section. For a detailed identification of the novelty 
of this work, please refer to the ‘Main Contributions’ in section 5.1.  
1.1.1 System 
A system is to be built proposing a design of a set of coils with optimum placement and 
geometry, thus eliminating the mutual induction between the sender coil and the re-
ceiver coil. In addition to that, dissimilar kinds of excitations lead to dissimilar coil de-
signs due to the interactions between the excitation and the physical design. Both pulse 
induction and harmonic induction schemes (see section 2.2) are to be investigated and 
implemented. Coupled targets cause mutual inductance between them and this should 
be considered in proposing verified solutions. Double target (closely lying targets) are 
decoupled with the help of a proposal that is experimentally validated and documented 
in a published paper and journal [21], [22]. Nearby targets present in the same magnetic 
field contribute to the induced voltage and thus a wrong estimation can occur. This work 
led to two patent applications, [23] and [24], claimed at the European Patent office, that 
are able to recognize complex composed targets and still estimate their position, depth, 
and material composition for single and multi-material grouped targets. This proposal 
was designed and verified for a specified range of target sizes and depths: for cylindrical 
rods of copper, steel, and combined copper-steel ones. When industrialized, it can solve 
many real-life applications especially in the construction industry where classical state-
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of-the-art detection techniques fail if they use only EMI technology for such complex hid-
den metallic targets. An application example would be the detection of copper gas pipes 
near steel reinforcing bars but in the context of this work finite cylindrical rods where 
used for simplicity. 
1.1.2 Approach 
Two computational models are the main contribution in the ‘Approach’ block in Figure 
1:4. One outcome is to generate an effective, robust, and validated simulation model were 
theoretical implementation should be implemented inside a finite element method 
(FEM) simulation environment (see section 3.1). One should also account for the correct 
boundary conditions and should achieve accurate results with the least computation 
time. In addition to that, a post-solve technique allows the calculation of the induced volt-
age anywhere in the domain using the vector potential formulation. These implemented 
scripts reduce the FEM matrix, which results in a faster inversion. The simulations show 
that the eddy currents are not only present at the skin as some publications claim. This 
is because the magnetic flux distribution is non-uniform, which is highly affected by finite 
shapes and locations of the targets. In other words, both transverse and axial excitations 
generate eddy currents even in cylindrical targets especially for non-uniform transient 
excitation currents. For that reason, a new theoretical Volumetric Estimation Method is 
needed as a prerequisite controller of the element mesh. This part is published in a paper 
[25] and a journal [26]. Considering the targets as pure cylinders with finite length is 
usual in building models of such systems but, on the other hand, one of the realistic ap-
plications is a complex shaped target that is cylinder-like. A suggested factor based sys-
tem depending on the sender frequency and location to adapt the model with realistic 
inputs is detailed and published in a conference paper [27]. In addition to that a second 
model is developed with the help of this work. A dipole model was modified and imple-
mented. It was verified against the FEM model and suited to finite length targets as dis-
cussed in section 3.2. 
1.1.3 Procedure 
In the ‘Procedure’ block of Figure 1:4, two important representations are verified for all 
possible target cases. The novel post-processing method based on the raw induced sig-
nals of the receivers in both transient (pulse induction in this case) and time harmonic 
excitation should be developed and used to identify targets with their size and location. 
This is still not defined as a discrimination procedure because it is relying on the forward 
model where the targets were already known when building a system database.  The 
complexity increases when the target is composed of two or more materials as described 
in the work of [28] that analyzed the detection of UXO composed of different materials 
of bullets and shells.  The post processing should also be adapted to different single ma-
terials and to grouped materials. Achieving the inverse model is a challenge but is man-
datory to prove discrimination of targets in a unique, robust, and verified system by sim-
ulation and experimental hardware for two excitation modes. A distinctive detection de-
sign procedure is also filed for a patent application [23] showing the basis of a method 
in the time harmonic excitation field with a proposal for sensor design. This proposal 
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was implemented to distinctively detect at least three different material combinations 
and discriminate their target features at the same time according to a specified range and 
resolution. 
Throughout the complete discipline that is described in this section a clear objective is 
to achieve a methodology following every part of the workflow of electromagnetic (me-
dium frequency) detection by induction. It is important to discriminate single and multi-
material (magnetic and non-magnetic) target features and not only size, depth, and 
transverse location. This is defined here as distinctive detection. It is easier to identify 
the new scientific contributions of this work by listing the state-of-the-art devices (con-
ceptual or industrial), models, and publications in detection systems in general and in 
EMI in specific as briefly described in section 1.2 showing the implementation basis of 
these technologies.  
1.2 State-of-the-art 
Many published papers, journals, and patents describe methods of detecting hidden ob-
jects without the need to destroy the media that these objects are buried in. Media is 
referring to as soil, concrete, brick, wood, water, or even the material of the detected 
target itself. In many cases, these scientific articles and documents refer to detection 
methods as Nondestructive Testing (NDT). As mentioned in the introductory part of this 
chapter, the current work has identified the three-major basis of detection systems and 
categorized them according to the physical methods used like radar, induction, acoustic, 
ultrasonic, thermography, etc. It was also stated that each method (or a combination of 
methods) is suitable for a detection application. If a detection device is to be designed, it 
is important first to choose the physical method to be based upon. The method (or a 
combination of methods) is chosen according to the type of target that needs to be de-
tected. Discriminating features of this target (or targets) for a quantity range, quality 
level, and/or resolution plays a role in evaluating and rating this detection method. Only 
then the sensor part is developed further. As an example, designing a device that finds 
any size of gold pieces hidden in soil uses a method completely different than a device 
that requires a high-resolution estimation of the crack size in steel pipes that transport 
gas. Another method would be needed to evaluate the corrosion level of steel rods in a 
nuclear plant, for example. For that reason, it is logical that all these devices can be cate-
gorized according to the physical method that governs them. A first study shows various 
state-of-the-art detection systems with different methods for different applications 
stated. These published papers and patents are using various models like analytical, ex-
perimental, numerical, or a combination of these models to verify the clamed ideas. For 
that reason, a first general description is conducted showing detection methods and then 
a specific section is dedicated to the state-of-the-art of Electromagnetic Induction (EMI) 
systems and models that are published and are mostly close related to the current work. 
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1.2.1 State-of-the-art in detection methods 
Detection systems or nondestructive testing methods give their name to the industrial-
ized devices that are based on them. A review on such methods is done, especially on 
radar, induction, ultrasonic, Neutron backscattering and electrochemical systems. High 
frequency radar method is used in detection applications like detecting steel reinforcing 
bars [29], mines [30], plastic pipes, location [31], shape [30], and material. This method 
has some advantages over other detection methods like shape discrimination [10], [30]. 
It can even give information about complex shapes of targets and to be relatively less 
affected by interferences [10], [32]. Moreover, its ability to discriminate wide material 
ranges from plastic to electrically conductive metals and magnetically permeable mate-
rial is of utmost importance. It is also fast, i.e. the user can operate faster using such de-
vices. On the other hand, it has a lot of disadvantages like environmental disturbances 
for example, moist [10], [32]. And since it uses high frequency, then a device certification 
is required in protected markets with specification norms against electromagnetic wave 
emissions. Due to the high frequency used in these devices the permittivity effect [12] 
results in design challenges. This method has also proven to be less effective, in some 
cases like precise size estimation, than other methods in the detection of metal objects, 
for example in [10], where a combination of two methods was essential for quality rea-
sons. 
Electromagnetic induction, on the contrary, has few advantages over radar and some 
other methods. It is relatively less affected by environmental disturbances like moist 
[10]. These devices are simpler and require less electronics [16] and can be produced 
and sold with low cost [15]. They don’t require certifications or specialized end users. 
The main advantage is the potential to produce smart designs [33], [34] satisfying the 
end user demands and requirements for quality and introducing new features. Few dis-
advantages can be pointed out for this method, such as the restriction to low depth tar-
gets. However, its basic limitation is that the detected material has to be magnetically 
permeable and/or electrically conductive, as mentioned in [6], [20], [35], and [36]. And 
due to the inductivity effect under relatively low frequency the system has high time con-
stants, which means the slower usage of the devices is required [37]. Such systems have 
a high potential of improvement to achieve a better-quality detection devices and fulfill 
the required aims. This method has a wide range of applications, such as detection of 
reinforcing bars, tension cables, corrosion, cracks, material (only metals), and land 
mines. It is known to be relatively precise by giving information about dimensions, and 
locations of metallic components, sub-components, and their features. The sender-re-
ceiver EMI detection system based on coils is not new, as in [38], [39], [40], and [41]. 
These systems also detect features of magnetic and non-magnetic targets as in [42], [43], 
and [44] finding voids or cracks in such single material targets. For example, evaluating 
steel decarburization from the permeability of single targets [45]. Some work was also 
done on discriminating composed targets of both non-magnetic and magnetic material 
as in [46] where steel inclusion inside copper rods was analyzed or vice versa but the 
target was simply placed between the sender and receiver and this does not apply for 
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hidden targets. The same coil configuration was studied in [47] but based only on ferro-
magnetic targets. The features of non-magnetic metallic targets, like copper, are difficult 
to identify precisely in the presence of ferromagnetic targets by using EMI only. Detec-
tion sensors based on the phase shift of signals like phase shift plots over a frequency 
range for copper, aluminum, and steel were documented in [48]. The phase angle plots 
in [46] are also showing differences between steel inclusions in copper rods or vice 
versa. The value of the phase angle or the tangent operator of this angle was used to show 
some differences in the inclusion size. Magnetic induction spectroscopy was imple-
mented in [45] to find zero crossing frequencies. This spectrum analysis is typical in lit-
erature [49]. Frequency dependent phase shift was investigated in [50] to discriminate 
shape and orientation of targets but still a spectrum analysis is used. Designing a sensor 
by relying on a big range of frequency spectrum response is not practical. Live discrimi-
nation is difficult due to the huge amount of frequency excitation and their post pro-
cessing, which takes a long time. The user must then scan slowly or process the data later 
by a separate fast processor, which is costly and time consuming. Several balanced con-
figurations are known in literature and on the market, especially, the gradiometer [47], 
[51], [52] where two close receivers are used to produce a required balance and elimi-
nate noise effects. But a gradiometer design alone is not enough to overcome the distinc-
tive detection challenges (see Chapter 4). 
Table 1:1 State-of-the-art methods compared to the proposed method showing the advantages, ⊕, and dis-
advantages, ⊖. The symbol, ⊚, means it is neutral or not known. 
General Specific  Detection Methods 
  Proposed EMI 
General 
EMI Radar Others 
DESIGN 
Simple electronics ⊕ ⊕ ⊖ ⊖ 
Low cost ⊕ ⊕ ⊖ ⊖ 
Smart design  ⊕ ⊕ ⊚ ⊖ 
 
PERPORMANCE 
Non-metallic targets ⊖ ⊖ ⊕ ⊖ 
Ferro-based media ⊚ ⊖ ⊚ ⊕ 
Distinctive detection ⊕ ⊚ ⊕ ⊚ 
size ⊕ ⊕ ⊚ ⊚ 
location ⊕ ⊕ ⊚ ⊚ 
shape ⊚ ⊚ ⊕ ⊚ 
deep targets ⊚ ⊖ ⊕ ⊕ 
 
Handling 
No moist effect  ⊕ ⊕ ⊖ ⊚ 
No certification ⊕ ⊕ ⊖ ⊖ 
No special handling ⊕ ⊕ ⊖ ⊖ 
No permission ⊕ ⊕ ⊚ ⊖ 
 
It is considered novel to be able to use one global sensor based only on EMI for discrim-
inating target features of only non-magnetic (copper rod), or only magnetic (steel rod), 
or both present in the same place (copper and steel rods grouped). In addition to that, it 
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should estimate their diameter and depth using selective frequency responses rather 
than a whole spectrum analysis and post-processing. Such complex targets are numerous 
in the real industrial applications like: 
o cables inside metal pipes 
o stainless steel near reinforcing rods in bridges 
o electric copper cables or gas pipes near ferromagnetic objects 
Further challenges, in addition to the complexity mentioned above, are the mutual in-
ductances between coils and mutual coupling of targets to each other. Distinctive detec-
tion is possible using the EMI method and when realized it contributes highly to end us-
ers who can ‘distinguish’ what material, shape, and size to detect in the presence of other 
materials, shapes and sizes. Material discrimination using EMI is popular in literature. It 
is already possible to identify the target metal type by using physical criteria like: electric 
resistivity and/or magnetic permeability [6], [13], [17], [35], [36], [37], [40], [53], [54], 
[55], [56], [57], [58]; but features like distinguished detection are rarely documented in 
literature. Theoretical derivations showing the different responses between metals due 
to conductivity and permeability dissimilarities are also shown in the "Electromagnetic 
Induction Spectroscopy” [28]. Even though it is not mentioned in the paper, it might be 
scientifically possible to separate responses based on the induction number as claimed 
in the mentioned paper, which did not state any practical sensor design suggestion. The 
current work, on the contrary, states that it is possible to identify material, shape and 
size by a response parameter, which may be unique for any combination of these fea-
tures. Two patent applications [59], [34], mention a practical design that states the cou-
pled problem between geometry and excitation but no theoretical modeling or verifica-
tion of the physical effect behind. These patent applications perform signal amplitude 
modification on two phase shifted principle signals in the transmitter coils. These coils 
are, on purpose, geometrically unbalanced with the receiver coils. The signal amplitude 
manipulation constantly balances the induced signal to be able to select and/or calibrate 
on demand. They claim a material detection selectivity method. 
Other detection methods also have been investigated and it is worth to mention the ul-
trasonic method, which has an advantage over the previous ones by being unaffected by 
a ferro-based media that covers detected targets [60]. On the other hand, it requires spe-
cial handling [60], [61], it is expensive [60], it requires huge image reconstruction effort 
[62], it is affected by structural noise, when different materials are in the vicinity [63], it 
is slow and non-effective in isolation layers. 
Special permission and user specialties are a requirement for using the following two 
methods: neutron backscattering [64] and electrochemical methods [65] and thus, they 
stay less attractive than the previous methods. The complexities of the devices and their 
cost are also major problems.  
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A summary of advantages and disadvantages of the main detection methods is illustrated 
in Table 1:1. The sign ⊚ is showing neutrality over other methods. The fields assigned 
with ⊕ highlight the general advantages over other methods and the ones with ⊖ have 
a disadvantage. The proposed method of this work has more advantages over other 
methods especially in distinctive detection. 
1.2.2 State-of-the-art in electromagnetic induction models and systems 
Electromagnetic induction models and systems are numerous in the literature. Models 
are highly linked to the development of such sensors. Sometimes it is almost impossible 
to design a sensor that achieves specified aims without developing first a representative 
model. This virtual model, when verified against experiments, is used as a basis to design 
and optimize a complete closed system with inverse detection. Inversions of models as 
well as computational time are the main challenges of such approaches.  
Eddy current as a phenomenon that is used nowadays was first discovered by the French 
physicist Jean Bernard Léon Foucault (1819-1868) in 1851, and for this reason eddy cur-
rents are also known as Foucault currents [66]. Foucault built a device that used a copper 
disk moving in a strong magnetic field to show that magnetic fields are generated when 
a material moves within an applied magnetic field. Faraday discovered that when a mag-
netic field passes through a conductor or when a conductor passes through a magnetic 
field, electric current flows through the conductor in a closed path (circulates). Induction 
of currents and magnetic fields are the base of how detection devices work. For that rea-
son, eddy current induction can be of advantage for applications such as non-destructive 
testing. 
Table 1:2 State-of-the-art in computational models compared to the two proposed models showing the ad-
vantages, ⊕, and disadvantages, ⊖. The symbol, ⊚, means it is neutral or not known. 
General Specific  Computational Models in Detection 
  
Proposed 
Dipole 
Model 
Proposed 
Modified 
FEM 
Pure  
Analytical 
Models 
Pure 
FEM 
Models 
Others 
Cost 
Time ⊕ ⊚ ⊕ ⊖ ⊚ 
Software ⊕ ⊕ ⊕ ⊕ ⊖ 
Implementation  ⊚ ⊕ ⊖ ⊕ ⊚ 
 
Quality 
Finite targets ⊕ ⊕ ⊖ ⊕ ⊚ 
Complex targets ⊕ ⊕ ⊖ ⊕ ⊚ 
Complex Coils ⊚ ⊕ ⊖ ⊕ ⊚ 
Accuracy ⊚ ⊕ ⊚ ⊕ ⊚ 
Mutual inductance ⊚ ⊕ ⊚ ⊕ ⊚ 
 
Effectiveness 
Practical ⊕ ⊕ ⊚ ⊕ ⊖ 
Robust  ⊕ ⊕ ⊚ ⊚ ⊕ 
Inverse model ⊕ ⊚ ⊕ ⊚ ⊚ 
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Pure analytical models of electromagnetic induction with eddy currents induced in a con-
ductive part have been used and published over the last decades. The general advantage 
of these models is the ability to compute fast when implemented, but the disadvantage 
is that it is nearly impossible to model complex geometries of coils and targets and get a 
high accuracy at the same time. The traditional classic way is to start from Maxwell’s 
equations (Appendix A). After some derivations and assumptions, a set of equations 
needs to be solved. Some papers have solved the final set of equations by using Laplace 
transform, Bessel functions, or separation of variables [17], [40], [53], [54], [67]. The re-
search potential of these methods is nearly saturated. Many publications in that direction 
are very old and considered to be too basic and limited. These methods are applied to 
model electrically conductive targets and not ferromagnetic permeable ones. Another 
method was found to solve the derived Maxwell’s equations by performing a set of ex-
periments and then doing a parametric identification based on these experiments to get 
the general results [68]. This method is not practical, because it requires, always, a set of 
defined experiments for every major design change. Also, a lot of physical information 
cannot be identified because they are mixed in the result and cannot be separated. Other 
approaches make some assumptions after the derived Maxwell’s equations. Such as-
sumptions are applied on coil shapes or on the targets as dipoles or representative 
spheres. This is a good approach to start modeling complex geometries, but in the liter-
ature [57], [58] it was found out that there are doubts about these assumptions and some 
physical effects, like capacitance, are neglected as well. Another approach is to perform 
mathematical engineering assumptions by representing the target, for example, by cir-
cuit elements like inductances and resistances [37]. These assumptions are easy to im-
plement but can be highly time consuming. One of the approaches is to build up a geom-
etry factor lookup table, which sometimes especially under the targets’ mutual effects 
requires numerous tables to be generated for every design change. The reason behind 
that is that eddy currents are geometry dependent. But once this set of lookup table is 
built up then the system is considerably efficient in computational terms. This method is 
not recommended for complex geometries like finite rod or transversally oriented ones. 
Computational or simulation models are relatively new and there is still a big potential 
in overcoming some challenges in modeling detection systems and improving these sys-
tems. The finite element method using the vector potential [9] as a degree of freedom 
has been available for quite a while to solve the Maxwell equations with the required 
assumptions and boundary conditions. It is the state-of-the-art FEM method that is used 
in commercial software already. The hardware and software advances in these 3D appli-
cations are still not on a level that allows these models to be solely used during system 
optimization phases. This method, when used as standalone, is relatively expensive in 
terms of computational time especially under high frequency transient simulations. An 
inverse problem based on finite element with an optimum coil setup approach that in-
fluences the accuracy and effectiveness is mentioned in [19]. Another finite element 
based approach that treats the skin depth using an approximation called “Thin Skin Ap-
proximation” (TSA) [20] can reduce the computation time by 30 times. This approach is 
needed for specific applications and similar ideas are developed as part of this work and 
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are described in section 3.1. Boundary integral equation method (BIEM) is a possibility 
for computational efficiency [35] due to a small matrix inversion. This method is attrac-
tive because it only requires one solution and, in addition to that, this solution is irrele-
vant to the coil position. This method provides the robustness needed for finding opti-
mum solutions and similar approach has been followed in the context of the current 
work but it is based on FEM. 
A summary of advantages and disadvantages of the main detection models is illustrated 
in Table 1:2. The sign ⊚ is showing neutrality over other models. The fields assigned 
with ⊕ highlight the general advantages over other models and the ones with ⊖ have a 
disadvantage for the specified features. The two proposed models, ‘Modified Dipole’ and 
‘Modified FEM’ of this work have advantages over the other state-of-the-art ones de-
pending on the usage and requirement. 
1.3 Thesis outline 
The three main interconnected foundations of an EMI sensor are explained in the first 
part of this chapter. As sketched in Figure 1:3, these are the main constitutions of the 
research done to design, analyze, optimize, and develop such sensors. They are pin-
pointed in the blocks of the workflow visible in Figure 1:4. The rest of the thesis follows 
the logic set in this workflow to satisfy the aims stated in section 1.1. 
Chapter 2 starts with a description of feature discrimination and the challenges in de-
tecting such features concerning signal strength, location, interference, noise, mutual in-
ductance, and material properties. After that, three sections detail the detection system 
itself. The induction system relies on the generation of eddy currents in the hidden tar-
gets. This physical feature is highly dependent on the variation of the current with time. 
Usually, a current generator is executing this variation according to a predefined or con-
trolled scheme. The current change in time produces a magnetic field that is also time 
variant and by that eddy currents are produced in electrically conductive and/or mag-
netically permeable objects located inside this field. Usually these objects are the targets 
that need to be detected. For that reason, the excitation scheme of the current is a decid-
ing factor in the quality of the detection system. This generation of the field happens in 
source coils, which are named here as ‘sender’ coils. The back-scattering field due to the 
eddy currents produced in the target induces a voltage signal in other coils in the detec-
tion system. These coils are referred to as ‘receiver’ coils. The excitation field can be ei-
ther transient or time harmonic and the choice also depends on the aim and specifica-
tions of the detection system including the features of the target to be detected. The elec-
tromagnetic field produced in the sender coils induces a voltage in the receiver coils due 
to mutual inductance. The perfect detection system can decouple the primary field of the 
sender from the secondary induced field in the receiver. This induced field contains the 
two parts, the mutual inductance by the sender and the induction due to the detected 
targets, when present. For that reason, geometrical optimization of the coils (both send-
ers and receivers) and their design is crucial to decouple these effects or eliminate the 
primary effect at least. A simulation and experimental approach verifies and proves the 
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proposal in that direction. The last section deals with signal processing methods of such 
a system. The induced voltage signal is an array of voltage and time and that is all what 
the sensor detects. This induced signal should be analyzed to predict the features of the 
detected targets. Signal processing, here called post processing because it is executed 
after the voltage measurements, provides a parametric algorithm or procedure based on 
these signals to give information about the features of the targets hidden.  
Chapter 3 focuses on all implementations done to get a robust and effective model of a 
detection system, which is described in Chapter 2. Without the model, the current work 
would not have been possible or at least not possible with the same outcome in the same 
time frame. As mentioned in the first part of this chapter, relying solely on experimental 
approaches can be misleading. The models developed or used here are based on the finite 
element method that solves Maxwell’s equation. But theoretical implementations to the 
core model were performed at the pre-and-post processor levels so that the solver still 
gives accurate results in faster computational times. This model is also compared to a 
dipole based model for different setups. The dipole model is also considered in the cur-
rent work. This model has limitations so its usage is only possible within these limita-
tions that are also described. The ability to simulate 3D components in a reasonable time 
was a huge contribution.  Frequency and time domain analysis were performed and ver-
ified against experimental results. The verification of the model was performed for dif-
ferent coil designs and excitation schemes as well as for different target positions, 
shapes, and materials. This model is not only used as a reference in this work, but also as 
a verification tool for the procedures proposed especially the distinctive detection part. 
Chapter 4 proposes a procedure for discrimination and distinctive detection of targets. 
The main and final output of this work is explained in that chapter. The areas of focus, 
from the system representation to the model approach contribute mainly to this part of 
the work. The outcome is an efficient, robust and smart plan of using post-processed sig-
nals to identify targets and their features. The work continues further to propose a new 
concept on how to distinguish between captured information of more than one present 
feature. Application example is demonstrated and proved by simulation and experi-
mental data. 
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 EMI sensor 
Electromagnetic induction (EMI) sensors are used to sense metallic objects bur-
ied or hidden in a base media. Usually, the base media is not sensitive to an electromag-
netic wave while the objects themselves are. In general, the EMI sensor is effective mainly 
when the base media and the detected features have different responses to the electro-
magnetic wave. Additionally, some EMI sensors are used to sense voids or empty vol-
umes in a metallic media. A different response is present when the user scans the device 
across a homogeneous media than a response over a local change in the material compo-
sition in the media. This change would be the targeted metal in a non-metal media or vice 
versa. An example of the first way of sensing is the detection of mines or buried objects 
in the soil [57], [58]. It is a nondestructive testing method as mentioned in Chapter 1 
used to sense the buried objects without destroying the base material, which is the soil 
in this case. An example of the second way of testing is to detect cracks or voids in metal 
base material like steel pipes [35]. Usually, the response of compact steel is known and 
when some cracks are present then the response is different. Using EMI sensors allows 
optional application possibilities, for example the detection of corroded hidden steel 
[65]. Steel is ferromagnetic and when it is not corroded it gives a consistent response. 
But corrosion is paramagnetic and when it is present then the response is much different 
and can be analyzed and processed to even detect the amount of corrosion relative to the 
specifications set ahead. Other EMI sensor types are focused on detecting voids in soil-
conducting media. Voids are neither permeable nor conductive and by that a conductive 
media always induces a consistent response but only in the presence of void the response 
is different. Therefore, it is important in the design of any EMI sensor to know first the 
specifications that must be set ahead. Some applications just should detect the transverse 
location of the targeted objects. For example, the answer of yes or no (one or zero) is 
sometimes sufficient in knowing if there is a landmine or not. The same applied to cracks 
in steel pipes in the gas and oil industry where the presence of any crack can be danger-
ous and needs to be repaired. The specifications can get more demanding if the depth of 
the landmine is also required to be evaluated from the induced signal. To disable a 
landmine different techniques are used depending on the depth of the mine. The detec-
tion industry exploits the EMI capability to the maximum, heading towards feature dis-
crimination, which is one of the challenges for such technology. In the context of this the-
sis, feature means any specification of the targeted object to be detected that distin-
guishes it from another object. Size, location, shape, and material are examples of fea-
tures that may induce electromagnetic scattering waves differently as mentioned in 
Chapter 1.  
The level of feature discrimination, (section 2.1), defines the whole design of the sensor 
coils, (section 2.3) especially the sender coils and its excitation scheme, (section 2.2). The 
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sensor is improved and optimized accordingly. Signal processing (section 2.4) of the in-
duced signals analyzes and delivers all the information required of these target features 
and this is the only source of proving the discriminated features. 
2.1 Feature discrimination 
EMI sensors are designed, optimized and developed according to the features of the ob-
jects or targets that need to be detected. Transverse location is a feature of most sensors. 
It is sometimes sufficient while moving the sensor in a transverse direction (scan direc-
tion in-plane of the sensor) to know if there is a change in the induced signal, which when 
analyzed and post-processed can define the existence of the object at that planar location 
of the sensor. Usually the sensor device is equipped with wheels so that the user moves 
it in the plane over the media to find target transverse locations. Many other features are 
required to be estimated and some of which are sketched in Figure 2:1. The depth is one 
of the regular features of such sensors. Many commercial devices implemented analysis 
schemes to provide the end user the depth of the object required, for example, finding 
the depth of a landmine under the surface of soil, or the depth of reinforcing steel bars 
inside the concrete walls or tunnels (section 1.2.1). 
 
 
 
 
 
 
 
 
EMI technology, as mentioned in section 1.2.2, has relatively strict limitations concerning 
depth. Induction, of the eddy current field in the target, should be high enough to over-
come the noise level and interferences. And since the operating frequency of the sensor 
is relatively low (< 1 MHz) then most induction sensors are not able to detect targets 
above 150 mm to 200 mm in general if the coil dimensions are in that range as well. EMI 
can be used to detect targets of several meters deep but the coil sizes should be in the 
meters range as well to get a strong signal from the target. One way to detect deep targets 
using EMI is to operate at higher source current intensity but the disadvantage is always 
the waiting time to post-process the induced signal, which makes the usage of the sensor 
relatively slow. When higher source currents are generated they need to be brought 
down to zero again in some excitation methods so that they don’t dominate the response 
field which can be measured later. The waiting time is required because the source signal 
Figure 2:1 Target features to be detected, transverse location, depth, size, shape, and 
material. 
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dominates the receiver voltage and the device should wait until this is negligible and then 
induce the pure signal generated by the eddy currents of the target. This is the case in 
pulse induction. As for harmonic induction, the decupling of the mutual inductance be-
tween the coils is even more difficult. This mutual inductance between the source sender 
coils and the receiver coils is mentioned earlier in Chapter 1 and is one of the main chal-
lenges in designing such sensor depending on the priority of the target features to be 
detected. One other challenge of such sensors is the discrimination of targets per mate-
rial. It is highly demanded that the sensor can distinguish between ferromagnetic mate-
rial like steel and purely electrically conductive material like copper or aluminum. Shape 
is one of the most difficult features of a target to be detected and visualized. Higher fre-
quency sensors are able, to a certain extent, to highlight an estimation of the shape of the 
target even if it is complex in the form. The EMI sensors can be mainly used to discrimi-
nate between obvious shape features. The EMI method is able by using a sensor in a cer-
tain well designed way synchronizing between the excitation frequency and the correct 
signal processed, for example, to distinguish between full material cylinder and a pipe or 
tube. This is due the way eddy currents are dissipated on the skin of the target where the 
skin depth varies depending on the material and the excitation frequency (2.1). The ad-
vantage of EMI is that the permeability and conductivity of the target as well as the exci-
tation frequency are all related and all influence the response that needs to be analyzed. 
That’s why the material discrimination is possible for such sensors if the excitation 
scheme is smartly designed and this is explained in a section 2.2. But the eddy currents 
in the target should flow in the conducting space of the target material. If the space is 
limited, a thin hollow cylinder or a thin metal sheet, then the time constant for the in-
duced signal to vanish differs from a geometrical shape to another even if they have the 
same material. It is well assumed that the eddy currents flowing in a conductive body 
only occupy a depth of δ at the skin of this body as formulated in (2.1). Skin depth formula 
is related to the excitation frequency f, the electric conductivity σ, and the permeability 
μ. 
? ? ? ?????? (2.1) 
Complying with the shape feature detection, the skin depth plays a big role in the detec-
tion of pipes versus full cylinders for example because it is also possible due to the de-
fined skin depth to extend the flow of eddy currents in the target at a certain chosen 
frequency if the skin depth of this target is greater than the tube thickness. When a tube 
is detected rather than a cylinder, even the thickness of this tube can be estimated fol-
lowing this rule. Such examples, are numerous in real industrial application and the sim-
ple examples here just explain the relationship between target features and excitation 
scheme.  
One of the biggest disadvantages is that the conductivity and the permeability are always 
present in the product ????which is the representation of the induction number k (see 
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sub-section 3.2.3). So, different targets may have the same induction number k and dis-
crimination gets difficult. This skin depth formula is also used in computational models 
[25], [26] and is explained in the Chapter 3. So, for the same excitation frequency, for 
example, more conductive targets have smaller skin depths. Less permeable materials 
have bigger skin depths. And this is a clear prove that material discrimination is very 
difficult. 
The size is another feature of targets. If the sensor is set up to detect cylinders, for exam-
ple, then the diameter of these cylinders is a feature to be also estimated by post-pro-
cessing. If the sensor is set up to detect metal sheets, then the thickness of these sheets 
is also a target feature. 
To conclude, depending on the target features to be detected, specifications are set 
ahead. Only then it is preferred to design the coil geometry and the excitation scheme 
delivering, in the end, a procedure that satisfies these specifications. Such features are 
the transverse location, depth, material, size, and shape of the target to be detected. 
2.2 Electrical excitation 
The EMI sensor is based on the eddy currents induced in the target. They create, in turn, 
the back-scattering electromagnetic field. These eddy currents are only available if the 
source current in the sender is changing in time. It is therefore important to design an 
excitation scheme in the sender coils with well-defined variation in time to generate 
eddy currents in the targets that, in turn, create the back-scattering electromagnetic field 
to be induced in the receiver coils. The induced signal in the receiver coils is also ex-
pected in a certain form, which when processed in a planned way can give the infor-
mation required of the features of this target and the difference to other features of other 
targets.  
 
 
 
 
 
 
 
 
The source field is a time variant electromagnetic field and to create such a field, a time 
variant source current should be circulating in a coil for example (sender coil). This coil 
Figure 2:2 The three main fields in an EMI system: source
field, eddy currents, and back-scattering. 
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is made of few turns of electrically isolated copper wires. The design of such coils de-
pends (geometrically) highly on the specification required and this is explained in the 
section 2.3. For now, the sender coil is represented as a block (see Figure 2:2). The posi-
tion of the receiver coil is critical to the design especially because of the induction by the 
sender’s dominant field. It is important to decouple the dominant mutual field of the 
sender from the back-scattering field of the target. Doing so allows induction of targets 
only and this is the goal. The receiver is presented also as another block (see Figure 2:2) 
for explanation reasons. The source time-varying field creates eddy currents in the target 
and this by itself generates a back-scattering time variant electromagnetic field that in 
the presence of a receiver coil induces a voltage that can be analyzed. Therefore, the 
source excitation scheme in the sender coil is the main driver of the detection system 
design. 
Time-varying source current generated in the sender coils is not difficult to create. The 
current can be varying in any way. It can be harmonic in time at a certain frequency, or a 
series of harmonic signals each with a different frequency allowing the designer to reach 
the aim of the detection system (detect the specified features of the target). The current 
source can be a pulse. Pulse excitation is already used in detection systems because it 
decouples the sender and receiver coils in time. In contrast to harmonic excitation, pulse 
excitation is very broadband and therefore it is mathematically equivalent to measuring 
many frequencies. But it contains all the information of all these frequencies and by that 
it limits the flexibility of the feature discrimination. In the context of this thesis there is a 
focus on both pulse excitation and harmonic excitations with models, experiments, and 
verification. The placement of the sender coil relative to the receiver coil cannot be de-
signed randomly. The sender coil position should be nearest to the target to generate the 
highest level of the eddy current field in this target. The receiver, as well, should be near-
est to the target so that it senses the most intense signal. So, both coils are most effective 
when they are both nearest to the target. Simply they should be placed in the same place 
nearest to the base material. But a close lying sender and receiver will have the biggest 
mutual inductance. Therefore, the advantage in the increase in the amplitude will be-
come a disadvantage in the cross talking between the coils. A perfect detection system 
allows zero induced voltage in the receiver due to the sender source field. The perfectly 
designed receiver should sense the back-scattering field from the target only. One idea is 
to place the sender far away from the receiver, which contradicts with the first criterion. 
As a conclusion of these two criteria it is important not only to design the excitation 
scheme but also the geometrical design of the coils. An optimum can be found to reach 
the specifications required with the supreme effectiveness and robustness. Coil design 
will be therefore described in more details in section 2.3. The first step in finding this 
optimum is to choose the excitation scheme. Both, pulse induction and harmonic induc-
tion are used in this thesis and an explanation of both follows. In every one of them the 
coil design should be different due to the interconnection described. Also, the post-pro-
cessing and parametrization will be different. It is first important to explain the basics of 
excitations (pulse excitation in sub-section 2.2.1, and harmonic excitation in sub-section 
2.2.2) and sensor design (section 2.3) with simple examples and engineering terms.  
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2.2.1 Pulse excitation 
Pulse induction is a very effective excitation method since the source current decreases 
to zero very fast. The source sender coil is fed with a constant dc voltage to raise the 
current to a maximum level Imax as seen in Figure 2:3. After that the voltage is switched 
off and by that the voltage reduces directly to a very low negative value that brings the 
current to zero in a very short period τoff. The change in the source field induces eddy 
currents in the target, and with pulse induction the current changes rapidly to zero and 
after the zero level then the receiver should be independent on the mutual induction (if 
it exists) of the sender-receiver. After the current is zero, measurements of the induced 
voltage can be done on the receiver side. Because of this mutual inductance it is im-
portant to bring the current very fast to zero so that the receiver can measure only the 
target response. But this will limit the flexibility to have current changes in shorter times. 
The pulse induction will always have a predefined τoff and this will be limiting the excita-
tion frequency to one value, usually one μs in time domain.  
 
(a) Source voltage  
 
 
 
 
 
(b) Source current 
 
 
The electronic devices needed to produce a pulse are designed and fixed and therefore 
any changes in the time constants will not be possible after the design freeze. The rise 
time, τon, of the current is required to raise the current to a fix value Imax before switching 
off. This time is depending on the resistance, Rs, and self-inductance, Ls, of the sender coil, 
that is why a sender coil should be also designed in connection of the excitation chosen 
because in theory 
??
?? is the time constant of the coil if the capacitance is ignored. In the 
sensor design, sub-section later these parameters will be detailed. This time constant 
also affects the fall time, τoff, as sketched in Figure 2:3. The need for the lowest values of 
Figure 2:3 Pulse excitation on the sender source coil a) dc voltage applied and switched 
off, b) current rise and fall in the sender. 
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the fall time requires the lowest values of ??????and by that the coil choice is important. In 
Figure 2:3 b, τoff is the waiting time for the current to diminish and after that there will 
be no mutually induced voltage between the sender and the receiver. The voltage in-
duced in the receiver after that point in time is assumed to be the pure induction from 
the target. This induced voltage can be compared to other responses of other targets to 
distinguish the features of both targets. 
 
 
 
 
 
 
 
 
One way to generate a voltage pulse similar to Figure 2:3 (a), which will produce a cur-
rent in the sender similar to Figure 2:3 (b), is by an electronic system hardware as 
sketched in Figure 2:4. A DC voltage of 10V from a power supply is connected to the 
sender. This will provide a first constant voltage Udc to the sender. During this time the 
current will rise to a certain maximum Imax.  
 
 
 
 
 
 
 
 
 
The other power supply of 12V is only needed on one terminal of the driver. Together 
with the function generator, they both define the timing of when to switch off and when 
Figure 2:4 Pulse excitation electronic schematic, including a driver and a MOSFET that are timed 
according to an external function generator. 
Figure 2:5 Experimental setup of a pulse induction scheme. 
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to switch on again. It is enough to have an asymmetric square signal with equal positive 
and negative amplitudes so that the MOSFET (metal oxide semiconductor field-effect 
transistor) switches off and then on again according to the timing of the function gener-
ator. If this square signal has low amplitude, then an amplifier should be used to amplify 
it to a desired level according to the driver requirements. Switching off will allow the 
current in the sender to reduce to zero and stay at zero level due to the diode in the 
schematic. This will repeat again and again periodically producing a desired pulse train 
in the sender. The resistor, R, is added in Figure 2:4 to be able to change the fall time, τoff, 
and would have importance in frequency manipulation for future work of distinctive de-
tection by pulse induction. In the context of this work, the value of R is kept constant to 
reach a fall time of 1 μs.   
The receiver will experience a voltage due to the sender first and later due to the target 
response if any. The voltage in the receiver is relatively small and that is why it is ampli-
fied to get a clearer measurable signal. 
All values can be measured using current probes and voltage differentiators and the sig-
nals can be visible and saved with the help of an oscilloscope like the one in the photo of 
Figure 2:5. The sensor prototype should be correctly wired according to the schematic.  
Additionally, two amplifiers and a function generator are also required.  
In the context of this work pulse excitation has been used in experiments and in simula-
tion models for validation and verification. The computational models are solved in time 
dependent domain. Harmonic excitation is also used and will be mentioned in the next 
sub-section.  
2.2.2 Harmonic excitation 
Harmonic excitation is simply feeding the sender coil by an alternating voltage usually a 
sine shape, which is continuous in time. The red curve in Figure 2:6 represent the voltage 
source at the terminals of the sender coil. The resulting current in the same coil will also 
be alternating but shifted in time with a phase angle θ. Due to the inductance of the coil 
there will be a phase difference between the current and the voltage.  
? ? ?? ? ? ????? (2.2) 
 
 
 
 
 
 
Figure 2:6 Source voltage (red) and current (blue) of 
the sender coil in a harmonic excitation. 
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The coil can be represented as a resistor and inductor in series (RL circuit). The voltage 
in the sender coil will be a function of these electrical properties as in (2.2). The phase 
angle θ is the phase difference between the source voltage and the current. If the applied 
voltage is harmonic, then the current is as well and their values can be assumed as fol-
lows: 
? ? ???? ????????
? ? ???? ?????? ? ??? (2.3) 
Where ω is the angular frequency and ? is the physical time. ??is the phase shift of the 
voltage signal, ?, relative to the current signal, ?. 
Taking the derivative of the current in (2.3) and inserting all variables in (2.2) will lead 
to the relationship in (2.4) 
???? ? ???????? ? ??????? (2.4) 
It is clear the total impedance is ???? ? ?????? and depends on the frequency as well. 
The resistance of the coil is constant. The induced voltage is usually due to the self-in-
ductance of the coil because the target induces a weaker signal. Also, the current in the 
receiver is usually negligible and its induction voltage in the sender is small compared to 
the source voltage in the sender. One can easily deduce that at high frequencies the im-
pedance of the sender will increase and usually it is recommended to have a low imped-
ance so that the same current is reached with lower voltages. This can be done by de-
signing the coil to have a low inductance L. Another reason why L should be low is since 
it is responsible for the time constant of the source field and this will be explained in the 
section 2.3. Printing the coils on Printed Circuit Boards (PCB) will achieve a low 
?
? value 
and this would be optimum in using such coils in a relatively high frequency harmonic 
induction. The PCB coils will be detailed in the next section taking into accountant the 
capacitance and assuring that the resonant frequency would be much higher than the 
operating frequency.  
The receiver will also experience a harmonic voltage part of which is induced due to the 
sender and the second part is induced from the target. This last part is the most useful in 
feature discrimination and is less intense than the one induced by the sender. A perfect 
receiver performance would be to eliminate the sender effect and measure pure target 
effects. This will be designed and described in the section 2.3. The induced voltage in the 
receiver due to the target is not easily quantified or put into known equations. It is due 
to the eddy currents in the target that are highly geometry related. Targets that are close 
to the receiver will induce higher signals. One must increase the frequency to get higher 
induced voltage from far targets. This increase is costly due to the increase of the total 
power and the heat generation in the coils. Therefore, optimum designs are required to 
achieve the detection aims of this work. The receiver voltage has a phase shift relative to 
the sender voltage but in the current work this phase shift will be relative to the sender 
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current instead. The current is responsible for the magnetic field and will be taken as a 
reference signal, i.e. it has a zero-phase angle.  
2.3 Sensor design 
The design of the sensor means here the geometrical design of the sender and receiver 
coils. Any trial and error approach in this kind of design can be misleading. The coil de-
sign and optimization are strongly linked to the excitation scheme described in section 
2.2 and the post-processing procedure that is detailed in section 2.4. One cannot proceed 
in closing the loop of sensor design without including this three-major basis of optimum 
feature discrimination. To reach an optimum design that would deliver the aim in dis-
criminating a set of defined features of a target, one should start in steps of eliminating 
challenging problems in such a system. It is difficult to have a complete automatic closed 
loop optimization procedure due to the quantity of free variables.  
  
(a) Sender PCB hardware (b) Receiver PCB hardware 
  
(c) Sender PCB layout (d) Receiver PCB layout 
 
 
A design is only valid if it is applicable to all ranges of the combined variables. Some of 
these problems or challenges are the mutually induced voltage by the sender in the re-
ceiver, the signal strength to reach deep targets, the mutual or coupled field between 
nearby targets, the superposition of responses of targets, and the various challenges in 
feature discrimination according to the signal response. The choice of coils for such ap-
plications is not trivial. The coil is simply one wound wire (or printed pad on a PCB) with 
several turns. It has a resistance R and an inductance L. When a current is set to flow in 
Figure 2:7 PCB hardware of the a) sender coil b) receiver coil 
with their PCB layout design done by Altium Designer c) and d). 
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the coil a magnetic field is generated and the first rule of thumb for the induction appli-
cations is to have a low 
??
??ratio defined in the previous section as the time constant. 
Printed Circuit Board (PCB) coils were used in this work instead of classical wound coils 
due to the very low time constants they have. A first proposal of a sender and receiver 
PCB coils is shown in Figure 2:7. Optimum coil designs will not be introduced at this 
stage, but rather set the boundary conditions and functionality of such systems. The 
sender coil is responsible for the field and is fed by a voltage in the range of 10V so that 
the current is in the range of one Ampere. Its inductance should be low and resistance is 
in the range of 10 Ω. The need for low 
??
??is to have a fast rise time and fall time of the 
current. The sender coil in Figure 2:7 a) consists of 40 turns with a resistance of 11 Ω. 
The copper is printed on the 1.2 mm thick epoxy board with a gap of 0.5mm between the 
tracks. The outer diameter is 100 mm. 
The track width is 0.5mm and the copper pad thickness is 35μm. The tracks are printed 
on the two sides so it is a double layer PCB. The receiver requires as many turns as pos-
sible to induce the highest possible voltage signal, which is proportional to the number 
of turns. The effective space should be filled up with copper pads, but the gap between 
the pads has manufacturing limitations and this will limit the number of turns. The first 
proposal for a concentric receiver as in Figure 2:7 b) is a total of 200 winding coil with 
the same copper height as the sender but the track width is 0.2mm and the gap between 
the tracks is 0.2mm. The gap here is less than the one in the sender because no current 
will flow in the receiver and there will be no cross coupling.  
?? ?
?
???? (2.5) 
It is important to calculate the voltage drop between the tracks that would produce a 
certain self-capacitance, which should be small enough to be ignored. In any case the coil 
will have a self-capacitance. No matter how small the capacitance is, it is mandatory to 
roughly calculate the resonant frequency of the system by (2.5). In the context of this 
work the coils are designed in such a way that the resonant frequency is always in the 
range of 2 MHz and more, because the maximum application frequency does not exceed 
a MHz in both harmonic or pulse excitation schemes.  
 
 
(a) 3D sketch of the simple sender receiver  
 
(b) hardware of the simple sender receiver 
Figure 2:8 The simple sensor sketched first in a) CAD software then b) manufactured by rapid 
prototyping and assembled with the PCBs. 
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The coils should be placed precisely concentric to each other. With rapid prototyping and 
assembly, the first simple prototype can be used for testing as shown in Figure 2:5. The 
receiver is at the bottom. This means that the target is below the sensor in this case. This 
first simple configuration is tested for both excitation schemes because it is the simplest 
design (see DESIGN I in Appendix B) that can be used for validating simulation models. 
Verifications and comparisons to experiments are shown in Chapter 3 as well as simula-
tions using two different computational models for a better understanding and later for 
optimization and case studies. Some configurations are then added to prove their valid-
ity. 
2.3.1 Neutral sensor inductance 
The mutual inductance between the sender coil and the receiver coil is a challenge during 
sensor design because the best placement of both sensors is where they are both close 
to the target. Theoretically, and if there were no mutually induced voltage between them, 
the best case would be to place them concentric inside each other. The receiver would 
get the maximum signal from the target after the sender has excited the target. But on 
the other hand, this placement would produce the highest mutual inductance in the re-
ceiver, thus the highest voltage induced by the sender coil. This would dominate the in-
duced voltage by the target. The first approach is to find a neutral inductance position of 
the receiver. Neutral means here that the sender coil, theoretically, induces no voltage in 
the receiver coil. Looking at the field lines generated by one winding of the sender coil 
where a current (I) flows, flux density lines (blue) are generated around the wire as in 
Figure 2:9. The magnetic flux ? normal to an area ????? , which is a surface area of the 
receiver is calculated simply by ? ? ?????????????where ?????? is the flux density axial to 
the coil or perpendicular to the surface its area. The flux lines in Figure 2:9 cross through 
the receiver (green coil) in two directions. They create a positive flux on the left side and 
a negative one on the right side. 
 
 
 
 
 
 
 
 
 
Figure 2:9 Magnetic field lines generated by a coil wire, 
and the general placement of a receiver (green rectangle). 
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If the sender and receiver are concentric then all the flux lines are in the positive axial 
direction resulting in a positive flux while for the green rectangle on the right side the 
flux would be negative. So, if the complete receiver coil is placed in the middle of the 
sender coil a positive flux is generated. Consequently, if it is placed on the right side then 
a negative flux is generated. 
 
 
 
 
 
 
 
 
 
 
 
The first approach, after this observation, is to design a receiver with the best area dis-
tribution placed in a way that part of it induces a positive flux while the other part in-
duces an equal negative flux to achieve a total sum of zero flux. This balances the receiver 
and generates zero inductance voltage in the coil. A simple first proposal is to have a 
receiver coil similar to the sender coil placed in a way shifted in the radial direction until 
the flux is zero. If this is achieved, then the receiver will only induce a response from the 
target and no longer from the sender. This is called neutral inductance as well. For sim-
plicity and understanding the way to reach neutral inductance, consider a perfectly 
round sender and receiver coils set as in Figure 2:10, which are displaced radially by a 
distance Dp. The red coil is the sender that creates the magnetic field while the green 
receiver is displaced to reach induction neutrality. 
In the next chapters, examples and verifications will be demonstrated starting from this 
coil design concept. In the rest of this chapter some highlights on the flexibility of this 
concept are shown. One advantage is the frequency effect and its relevance to the geo-
metrical setup and target feature discrimination. 
2.3.2 Frequency and geometrical relevance 
The sender when excited with a harmonic signal generates a harmonic field, which inter-
feres with both the receiver and the target. The receiver experiences both fields of the 
Figure 2:10 Geometrical balance of the receiver
coil against the sender coil by a shift of Dp. 
Dp 
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sender and of the target. It was shown in sub-section 2.3.1 that the receiver position 
plays a big role in the induced flux. At one displaced position the response is zero but is 
this valid for all operating frequencies? A parametric study was performed to the config-
uration in Figure 2:10 where the frequency is varied from 20 kHz to 300 kHz. The dis-
placement Dp is also changed from being concentric (Dp = 0) to a displaced relative posi-
tion of both coils. The maximum displacement here was Dp = 75 mm. The induced voltage 
is represented, in the harmonic case, by a real part and an imaginary part. Both voltages 
are plotted in Figure 2:11 a) and b) respectively.  
 
(a) Real induced voltage   
(b) Imaginary induced voltage 
 
 
The plots of Figure 2:11 prove that the real and imaginary voltages in the receiver will 
vanish for a displacement of the receiver near Dp = 54 mm for all frequencies. This phe-
nomenon is useful in some cases depending on the feature discrimination set. The choice 
of circular coils is conducted in this example but a study of elliptical and square shapes 
leads to different displacements, Dp, canceling the induced voltage at all the operating 
frequencies. For that reason, it is free to use any coil shape if the displacement, Dp, is 
computed similarly afterwards.  
The first advantage of such a system is the ability to have a zero or near zero response 
when the target is not present. By that the induced voltage in the receiver by the sender 
is eliminated and only additional response by a target will be sensed. The target response 
may be relatively smaller than the response in the classical way but when amplified it 
will be the pure target response, which is more reliable in the discrimination procedure 
done by post-processing later. There would be no need to calibrate the sensor by elec-
tronic means or by subtraction of responses. In addition to that and when designed in a 
smart flexible way, some features can be eliminated while others would be highlighted 
and this leads to distinctive detection technique described in details in Chapter 4. The 
induced voltage has information about target features and this has to be processed. Sig-
nal processing description is done in section 2.4. 
Figure 2:11 The effect of the sender frequency and the receiver displacement (Dp) on the induced a) real 
voltage and b) imaginary voltage. 
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2.4 Signal processing 
The induced signals have to be processed. In any excitation scheme, harmonic or transi-
ent, and with any coil configuration the only output signal from the receiver is a voltage 
signal. In a transient pulse induction scheme, the voltage signal would be a voltage decay 
signal in time. The challenge here is to relate this decay to some features of the target 
that needs to be analyzed. In harmonic excitation methods, the induced voltage can also 
be assumed harmonic and the output is reduced to only two parameters: amplitude and 
phase shift or real and imaginary parts. The amplitude and phase shift when compared 
to a pre-defined database can give information about the location, size, and even material 
of the target. The processing is not trivial and there are challenges like environmental 
variances, like temperature for example.  
 
 
 
 
 
 
 
 
Very different amplitude responses could be generated for the same coil and target setup 
but at different ambient temperatures. This means the sensor is not considered robust if 
it only relies on amplitudes. The signal’s phase angle may not vary with the temperature 
and a smart sensor design plays a role in eliminating such effects as well.  
Another challenging aspect is the similarity in response of different features. For exam-
ple, a small shallow target may give a very similar response to a bigger but deeper target. 
Again, the sensor design has to be adapted to be able to find clever ways to discriminate 
these differences. The amplitude of the induced voltage signal is easy to extract because 
it has a repetition of maximum values every period.  The phase angle is always compared 
to the phase of the current. The current in the sender is always considered as a reference 
(zero phase shift).  
Any induced voltage will have a phase shift to the sender current. In a transient scheme 
a pulse train (repetitive pulse) can also be designed inducing a repetitive set of decays to 
be averaged for resolution reasons. A small example is required to explain that. This ex-
ample will be used also in the next chapters. In any random placement of the sender and 
receiver coils as in Figure 2:2 the pulse induction can be done by exciting a current in the 
Figure 2:12 Pulse excitation done by producing a current (blue) 
in the sender which induces a voltage (red) in the receiver. 
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sender and measuring the voltage in the receiver. In the presence of a target the induced 
voltage would be different than in its absence. An example of such a current and voltage 
behavior is sketched in Figure 2:12. The current has to rise to a maximum using a dc 
voltage then the voltage is switched off allowing the current to drop to zero in a time 
period of τoff as described in section 2.2.1. This drop is the most important player in in-
ducing eddy currents in the target. As mentioned in section 2.2, eddy currents are pro-
duced because of the change in the current, thus the change in the field in time. As long 
as the current in the sender is not zero there will always be an induced voltage in the 
receiver even if there was no target. This is due to the mutual inductance between the 
sender and the receiver. During these time frames, τon and τoff, there is a dominant voltage 
due to the sender current. Only after the current in the sender is diminished, the rec-
orded voltage in the receiver would be reliable. For that reason, it only makes sense to 
measure the voltage starting from that point in time.  
 
 
 
 
 
 
 
 
The induced signal will be nothing but a series of voltage decay in time. This voltage de-
cay will be different in the presence of different target features like location, material, 
size and shape. Typical measured decays by experiments on a simple sensor are shown 
in Figure 2:13. These voltage decays show clearly that they are much different in the 
starting point as well as the ending level. Many considerations have to be taken into ac-
count for such an example and it is worth to mention a few: 
o One extra challenge in this pulse excitation scheme is to be able to quantify the 
series of decaying voltage in time using few parameters rather than the complete 
points in time. In harmonic excitation, as mentioned earlier, the parameters can 
be maximum two, real and imaginary components of the induced voltage, or am-
plitude and phase angle. In a non-periodic response like the pulse induction re-
sponse the voltage is a set of voltage values in time similar to any curve or decay 
in Figure 2:13.  
o These voltages where already amplified and the amplifier has an upper bound 
limitation clearly visible at the early stage of the decay. At that early time, some 
Figure 2:13 Typical induced voltage decays of differ-
ent target sizes, depths, and transverse locations. 
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signals are stronger than others. The response of a bigger, but shallow, target is 
stronger than the response of small deep targets. The amplifier usually is hard-
ware fixed for the whole range of signals that is why stronger signals get limited 
at the starting time. Referring to Figure 2:13, some of the signals stay constant at 
the left side because of the limitation of the over amplification while other signals 
are starting to directly decay. Having this constant level for a longer time interval 
will make the signal difficult to parameterize or analyze. Usually, the constant 
part is skipped and only the decay part is considered. If signals have to be fairly 
compared at the same starting point in time, which is usually the classical case 
then the starting point will be much later in time in order to cover all ranges of 
responses and this is a disadvantage. 
o Interferences induce additional voltage in the receiver. Eddy currents are also 
generated in the electronic parts or metal parts of the whole sensor package and 
this is included in the measured signal in the receiver coil. The response due to a 
target has to be subtracted from the response without a target. This is called cal-
ibration. This eliminates the sender mutual inductance as well if superposition 
principle applies. In building the experimental database for a developed device, 
calibration has to be done often in order to ensure that a pure target signal is 
deduced. Calibrated signals have to be saved before the post-processing step. 
o The low signals generated due to small targets at deep locations will have a cer-
tain amount of noise that cannot be avoided. Filtering and fitting techniques have 
to be included so that they are fairly compared with well-constructed signals. 
o In order to differentiate between the signals, each signal has to be represented 
by two or three parameters. The first step is usually to represent these parame-
ters in look-up tables as a function of features to be differentiated. If the features 
are depth and diameter of steel targets, for example, then a database is con-
structed by saving all the decays for different depths and diameters. It is the pos-
sible to apply a post-processing procedure representing new parameters in a 2D 
lookup table (2D because in this example there are two dimensions: diameter 
and depth). Just few parameters represent a decay as a function of the unknown 
features. Of course, one lookup table with two variable features is not enough to 
solve the inverse problem and therefore, additional techniques have to be used 
as described mainly in Chapter 4. 
o The decays may also be fitted to an equation with a physical correspondence to 
induction methods. But in the actual device a micro-controller is performing the 
calculation. It is a big challenge to do fewer operations to ensure a fast way of 
feature discrimination. Nevertheless, a compromise between computation time 
of the fit and accuracy can be done to deliver two ways of signal processing: live 
discrimination and post-scan discrimination. In the live discrimination, a very 
fast method should give a rough estimation of hidden objects where the end user 
demands some plots and values on the device screen immediately. Post-scan, on 
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the other hand, is used by more professional users who need a very precise esti-
mation or even 3D plots of the targets and can wait a few hours to analyze, on a 
separate computer, all sets of decays that have been saved after the measure-
ments were taken.  
2.4.1 Signal processing example 
A simple example is demonstrated here in order to clarify some challenges in signal pro-
cessing. Both experiments and simulations of an actual hardware are conducted using 
pulse induction. A post-processing method is evaluated to inversely find an unknown 
target with a certain allowable tolerance or error. The detection system analyzed in this 
section consists of a sender PCB coil with 40 printed copper turns and a receiver with 64 
turns. Both sender and receiver cross-sections are sketched in Figure 2:14 together with 
the target to be detected. The target is a steel cylinder long enough to avoid end effects. 
The target features of interest here are the diameter, d, cover, c, and horizontal displace-
ment, x. A pulse induction scheme as in Figure 2:12 with a current rise time of 80μs (τon), 
and a fall time of 1 μs (τoff) is being generated. The maximum current reached is 0.9A. 
This system is used to evaluate the voltage response in the receiver for all the following 
combinations of features: 
o d= 6, 8, 10, 12, 14, 16, 20, 25, and 28 mm 
o c= 5 to 155 mm, measured every 5mm 
o x= -150 to 150mm, measured every 5 mm 
The voltage responses are saved as only decay signals after switch off. The measurement 
starts in the receiver just after the current in the sender is zero. The receiver will have a 
strong signal when x=0 for any case of c and d. 
 
 
 
 
 
 
 
 
 Figure 2:14 A detection system with some target features x 
(horizontal position), c (cover depth), and d (target diameter). 
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The strength of the response is proportional to d and inversely proportional to c. The 
response in this case is highly non-linear and has to be measured in an experiment for 
every combination of values of d, c, and x.  A typical decay response in the receiver is 
similar to the red line in Figure 2:15, which is simply a voltage decaying with time for 
one diameter, cover, and transverse location. During an experiment, these variables are 
known because they are set before the measurement. It is essential to represent this 
curve in few parameters that have a physical meaning. The points in the curve are noth-
ing but voltage values every μs time sample. The points A and C are the start and end of 
the measurement respectively (Figure 2:15). The time interval between them is set to 
200 μs. 
 
 
 
 
 
 
One simple classical way to represent this curve is to subtract UC from UA, i.e. the voltage 
at C from the voltage at A. This is one value that can represent this curve and if the first 
part of the curve is saturated, as described before, the same is done by subtracting UC 
from UB. The evaluation UA - UC is quick and simple but it will not capture all the infor-
mation in the curve. Some state-of-the-art applications use this as a way to discriminate 
the features. This is not effective in diameter discrimination that is why this simple coil 
configuration and excitation mode will not be enough. In the context of this section it is 
important to have the simplest system for explanation. For that reason, the analyzed re-
sults are concentrated only on systems with the configuration in Figure 2:15.  
 
 
 
 
 
 
 
 
Figure 2:15 A classical parameterization of induced sig-
nal decay. 
Figure 2:16 A new parameterization proposal of an induced signal
decay. 
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It was observed from the measured signals of all the cases that two different responses 
of two different cases can have the same starting and ending values but different curva-
ture of the decay between these points. That means the expression UA - UC may not be 
unique for these different features. As an example, a bigger and deeper steel cylinder can 
have the similar UA - UC value to a smaller and shallow one. A novel effective way to avoid 
the disadvantage of the previous evaluation is to represent a voltage decay with param-
eters of physical meaning. The curvature of the decay can be evaluated also by a new 
representation as sketched in Figure 2:16. The start and end points in the curve can re-
main the same. But point B has to be chosen so that the area under the curve from A to B 
is equal to the area under the curve from B to C. For every measurement, point B is to be 
calculated and this equality in area is a simple representation of some features of the 
target. Eddy currents diffusing in steel depend on the geometry. The response strength 
depends on the depth. If the diameter of the cylinder is small the eddy currents in the 
target decay slower than if the diameter is big due to limited space. That’s why the curve 
from B to C may be less steep. On the other hand, if two targets of the same diameter have 
different depths then the one nearer to the sensor will have a higher start between the 
point A and the end-point B. The idea here is to assume that the generated flux can be 
represented as the area between A and C. Point B is found at the time when half of this 
flux is already reached. After finding point B that splits the decay into two parts, a new 
expression A1-A2 is evaluated. A1 is the average of the first part and A2 is the average of 
the second part of this decay. This expression is equivalent to a kind of frequency differ-
ence. It is giving more information about the time needed to generate half of the flux 
compared to the time needed to generate the rest.  
 
 
 
 
 
 
 
 
 
 
 
The two evaluation expressions were performed on the experimental measurements for 
all the cases of d, c, and x and compared. For a 2D visualization of the difference between 
Figure 2:17 State-of-the-art evaluation of the induced signals by experiments for differ-
ent diameters and covers but at x=0. 
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the two methods, only the diameter, d, and cover, c, are varied while the horizontal posi-
tion x is kept zero. It means that the sensor is centralized under the steel cylinder, which 
can change diameter and cover. The expression UA - UC is evaluated for the following 
cases:  
o d= 6, 8, 10, 12, 14, 16, 20, 25, and 28 mm 
o c= 25 mm to 200 mm, measured every 5 mm 
o x= 0 mm 
The result is a 2D table that can be plotted in Figure 2:17, where the x-axis is the diameter 
and every line represents a cover value. It is expected that the value of this function for 
smaller cover is bigger than the one for larger covers or deeper targets. The top first blue 
line is representing the values at 25mm cover. The rest of the lines represent the values 
of higher covers up to a 200mm covers in steps of 5mm each. 
The graph is in logarithmic scale and nevertheless the difference is non-uniform and the 
values at larger covers are extremely near each other, so differentiating between them 
would be difficult. On the other hand, evaluating the new function A1-A2 described in 
Figure 2:16 for the same cylinder diameters and covers yields a linear uniform unique 
differentiated curves as in Figure 2:18. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2:18 Alternative evaluation of the induced signals experiments for different diam-
eters and covers but at x=0. 
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The two functions can be compared now because they represent the two different post-
processing techniques on the same experimental data. This new function shows the ef-
fectivity of the new idea and produces a 2D lookup table as a function of diameter and 
cover. The values shown in the figure have a unit of LSB (Least Significant Bit) instead of 
volts because the decays were imported in LSB due to the digital-to-analog converter. A 
constant factor should be applied to convert it back to volts but it is not necessary for 
this work due to the consistency in the evaluation. With only one 2D lookup table and 
two variables, it is not enough to find the solution that inversely predicts the two varia-
bles. In the inverse case, it is supposed that the target diameter and cover are not known. 
The user in real application of the sensor performs a scan in the x-direction that sends 
pulses continuously and saves the corresponding decays.  
 
 
 
 
 
 
 
 
 
 
Figure 2:19 Alternative evaluation of the induced signals experiment of 
one diameter and cover, normalized about x=0. 
Figure 2:20 Fitting parameter c1 of the gauss fit as a function of 
cover; every line is for a specified diameter. 
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Every decay can be represented by one value of A1-A2 and by looking at the graph in 
Figure 2:18 a value of 100 LSB, for example, yields more than one unique solution of 
cover and diameter values. Up to now, advances have been made to come up with a more 
reliable lookup table that is also effective for deep targets or low signals but still addi-
tional post-processing techniques are required. The comparison so far in this example 
was done when the center of the steel cylinder and the sensor center are coinciding in 
the x-direction (x=0). If the same evaluation is done for all the values of x (scan response) 
and after normalizing them about the value at x=0, then the normalized A1-A2 for one 
cover, c, and one diameter, d would be a curve with maximum value in the middle as in 
Figure 2:19. The dotted blue line is the normalized evaluation of the measurement. A 
gauss fit (solid green line) is fitted to it in order to find the parameter c1 in the fitting 
equation: 
? ? ?
??
?? ?
?
 (2.6) 
The same gauss fit over the x-position scan should be done for all the covers and diame-
ters to find out that the parameter c1 is a linear function of the cover plotted in Figure 
2:19. Every line in the figure is representing a diameter value of the steel cylinder. This 
is a useful information besides the new function defined before in order to easily find the 
unknown diameter and cover in an inverse method. This is helpful because for any value 
of c1 of a scan, a small range of possible covers, c, can be predicted. 
So far a horizontal scan in the x direction is required together with an evaluation of a 
new function, which when normalized leads to another parameter c1. This is important 
to narrow the discrimination procedure but is still not enough to find the exact cover and 
diameter. In sub-section 2.4.2, a fit equation to the decay itself will be explained, which 
will be then used in Chapter 4 to propose a global post-processing method. 
2.4.2 Advanced decay parametrization  
A novel method in post-processing of the signals is presented here using a four-parame-
ter fitting function on the induced decay signal. This technique is another representation 
of the system and is essential to be used in the forward and inverse models.  
An advanced and more reliable method starts with the fitting equation of all the decays 
of all the features measured as shown in Figure 2:13. The fitting equation (2.7) uses the 
measured values, y(t), of the voltage decay in time, t and finds these unknown parame-
ters a, t0, n, and a0, that best fit every decay measurement. 
???? ? ??? ? ?? ? ???? ? ??? (2.7) 
Decaying exponential functions were explored but they did not fit the induced decays of 
all the ranges of diameters and covers. Equation (2.7) is more realistic to represent the 
physical meaning of the parameter, t0, which should be only diameter dependent and at 
the same time flexible in defining the decay parameter, n. A major criterion should be 
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that this should apply to copper and steel. For comparison reasons, a measured experi-
mental signal for a specific diameter and cover is chosen and fitted by a general expo-
nential function represented in (2.8). The two equations, (2.7) and (2.8) both have four 
unknown parameters set in a condition that ????? ? ? ? ???and ???? ? ??.  
???? ? ??? ?
???????? ? ??? (2.8) 
 The resulting ???for all diameters and covers should be only diameter dependent which 
is not the case for the general exponential case, (2.8). In addition to that, the proposed 
fit, (2.7), is more accurate than the general exponential one. Figure 2:22 shows the com-
parison between the two fits.   
 
 
 
 
 
 
 
 
 
 
 
Quantifying the goodness of the fits, equations (2.9) to (2.11) should be calculated result-
ing in one value ????????which is the square of the correlation between the response val-
ues and the predicted response values  
 
??????? ? ? ?
???
???? (2.9) 
??? ? ? ??? ? ?????
?
????
? (2.10) 
Figure 2:21 a comparison between the general exponential fit and the
proposed fit on one experimental case. 
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??? ? ? ??? ? ???
?
????
? (2.11) 
Where: 
??  are the experimental response values in time. 
???  are the fitted values in time. 
? is the time average of the experimental response values of all m points. 
??????? is a statistic measures how successful the fit is in explaining the variation of the 
data.  
A perfect fit will yield to a value of one. For the General exponential fit, ??????? ? ??????  
and for the proposed fit, ??????? ? ??????. The proposed fit of (2.7) had a higher 
????????for all responses of all covers and diameters which means it is a better-quality fit 
than the general exponential one (2.8). The four fitting parameters of both fits are shown 
in Table 2:1. 
Table 2:1 the coefficients of the fits of (2.7) and (2.8) with the corresponding goodness of fit. 
 a a0 t0 n ??????? 
General exponential fit 2.010e+05 192.6 67.96 0.08081 0.9861 
Proposed fit 2.056e+05 25.47 107.4 1.58 0.9995 
 
Every measured signal or response of a target diameter, cover, and transverse location 
should be fitted using (2.7) to calculate the four unknown parameters of that fit. The 
same measurement data of the previous subsection can be used. One measured signal 
plotted as blue dotted line in Figure 2:22, has a starting time ts and an ending at time tf.   
 
 
 
 
 
 
 
 
 Figure 2:22 A measured voltage decay and its fitting function that can reconstruct the 
signal especially at the predicted current switch at time. 
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The fitting function (dashed red line) can be plotted for any time interval after extracting 
its parameters. One parameter, t0, lies always behind the switching-off time of the pulse 
or the starting time ts. The explanation of the parameter t0 is that there was an amount 
of flux induced by the target during the rise time of the current and earlier than the 
switching-off time. If the voltage signal can be extrapolated back in time to represent this 
virtual induction, then it is assumed that the voltage starts at a high value of a + a0 and at 
an early time t0. This means the larger the diameter of the target, the earlier the time t0 
should be because induction requires more time to dissipate and therefore it should start 
earlier. This early time can be represented by a virtual value t0.  
It was found out after some analyses that t0 is only dependent on the diameter and not 
on the cover for steel cylinders using the example of Figure 2:14. The switching-off time 
for that example was set to ts=80 μs, and t0 was found to vary from about t0=72 μs (for 
the maximum diameter) to about t0=80 μs (for the minimum diameter). The parameter 
t0 was represented in an equation that is only dependent on the diameter of the cylindri-
cal steel target for that specific sensor design and excitation method. If another sensor 
design and excitation scheme were used, or another material of the target is to be de-
tected, then a new function of t0 should be determined. This can be done using a variety 
of measured or simulated signals and performing a semi-automatic fitting technique. But 
for the actual sensor the parameter t0 is defined by the following equation: 
?? ? ???? ? ???? ? ??? (2.12) 
The parameter t0 is a function of the target diameter, d; where the other parameters a1, 
a2, and a3, are fixed for every sensor design. The unknowns in (2.12) should be deter-
mined once and for all for a finalized frozen design of the sensor. The parameter a1 is 
always negative which means that the parameter t0 gets larger with a smaller diameter d 
as expected. When the diameter is small enough to a lower limit of d = a2, then the value 
of t0 will be the highest possible (t0 = a3), which is close to the device switching-off time, 
which is in this case a3 = 80 μs for such a system.  
 
 
 
 
 
 
 
(a) the parameter t0  (b) the parameter n 
Figure 2:23 The two main parameters of the decay fit varying with the diameter and 
cover.  
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Another important parameter in the fitting function of (2.7) is the parameter n. This pa-
rameter is the negative power of the decay and it increases with the increase of the di-
ameter. It depends on the diameter as in (2.13) for this system. 
? ? ??????? ? ???? (2.13) 
In (2.13) the unknown values of b1 and b2 are determined for the specified sensor and 
are kept constant for all diameters, covers, and transverse locations during the fitting of 
the decay signal. The tolerance value in the equation of n is the range allowed for n to 
vary depending on the cover. Every line in Figure 2:23-b represents the values of n for a 
fixed cover. The tolerance in the example of interest was found to be ????. A sensor can 
be designed in a way to eliminate this tolerance and make n only diameter dependent. 
 
 
 
 
 
 
 
 
 
 
The parameter a0 in (2.7) is not of importance during the fit because it is very small com-
pared to a but its existence is important because it filters the error in measurement. If 
the fitting function is correct, then theoretically, there should not be any induced voltage 
in the receivers as t tends to infinity. The decay should vanish to zero when time passes 
if the source field is inactive. If t is replaced by infinity in (2.7) then an induction of a0 
volts is left which, theoretically, should be zero but it is not the case due to experimental 
errors. This equation has the advantage of splitting the amplitude ? from the error a0. At 
t= t0 the result is a+a0 and this is the highest induction which happens at the start of the 
decay even before the switching-off time. 
The geometrical sketch of it is shown in Figure 2:22. Finally, the parameter a is one of 
the most important parameters that will help in the discrimination of features in section 
4.1. This parameter produces another look up table as a function of the two features: 
diameter and cover. At the first step, only the values of the case where x=0 are taken. 
Every x-position will have a different lookup table. This lookup table of the parameter a 
Figure 2:24 The parameter a as function of the tar-
get diameter; every line represents a cover value. 
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can be used besides the previous lookup table (Figure 2:18) in the previous sub-section 
example. This will be explained in Chapter 4. The parameter a increases with the diame-
ter and decreases with the cover, which is logical because a represents the strength of 
the signal.  
 
 
 
 
 
 
 
 
 
Every line in Figure 2:24 is representing a fixed cover starting from the lowest values of 
cover (top line) to the deepest targets (bottom line) with an increment of 5 mm. The plot 
in the logarithmic scale shows a uniform distribution, which is also helpful in the dis-
crimination procedure. After the fits are done, different other lookup tables can be de-
duced from these parameters and still represent a physical meaning. One of the possibil-
ities is done by taking the time derivative of the fitting function (2.7) and evaluate it at 
t=t0. The result is another lookup table, which is the multiplication of n by ? or simply ??. 
Figure 2:25 shows this lookup table which has a similar tendency as the table of the pa-
rameter a. 
Other forms and lookup tables are done by integrals and other evaluations of the signals 
are also helpful in the processes of target feature discrimination and will be introduced 
in a Chapter 4. 
2.5 Summary 
The chapter concentrated on the main parts of EMI sensor design. The explanation of 
feature discrimination defines the sensor specifications. Accordingly, the excitation and 
signal processing techniques were defined. Two main excitation methods were applied 
here, pulse and harmonic induction. Each of these methods has an advantage and will be 
extended in Chapter 4. New ways to build a system of variables is being introduced by 
lookup tables of physical parameters for a pulse induction example. The new methods 
were more effective for deep targets and their evaluation response is better differentiat-
ing between different features. These small and simple examples are meant to introduce 
Figure 2:25 The parameter na as function of the tar-
get diameter; it is the time derivative of the voltage
at time = t0. 
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the sensor and show the workflow with real examples. The need for sensor optimization 
and optimum response is required in the feature distinctive detection and decimation 
covered by Chapter 4. For that reason, modeling the system is essential in capturing var-
iations, which are difficult to do efficiently just by relying on experiments. These compu-
tational models will be introduced in Chapter 3. 
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 Computational models 
  The choice of computational models in the context of this work is very important 
in the sense of understanding, validating and optimizing EMI detection systems. The 
need for fast computation is always a requirement but also accuracy is demanded espe-
cially for complex target detection by electromagnetic induction systems.  Electromag-
netic induction models are numerous, and a few are mentioned in the state-of-the-art 
section 1.2. Some of these models are categorized in terms of accuracy and computa-
tional time in Figure 3:1. As mentioned before, pure analytical models have advantage in 
fast computation, but are not accurate enough for real industrial applications especially 
when modelling complex geometries of coils and targets. The finite element method (see 
FEM in Figure 3:1) is one of the well-developed numerical methods as mentioned before 
using vector potential as a degree of freedom and already implemented in commercial 
software like ANSYS ®, COMSOL Multiphysics ®, Opera ®, Flux ®, etc. Using commercial 
software out of the box is still considered to be expensive and time consuming.  
 
 
 
 
 
 
 
 
 
 
In Addition to The FEM method, several key electromagnetic simulation technologies 
have emerged over recent years include the Method of Moments (MoM), and Finite Dif-
ference Time Domain (FDTD) solutions. Although in principal these technologies could 
be used to solve the same problems as the FEM does and can be in some cases as accurate 
and even more efficient, there are often good practical reasons why one simulator is bet-
ter suited to solving a specific problem type. Driven largely by high levels of circuit inte-
gration and complexity, the use of electromagnetic (EM) field solvers is becoming in-
creasingly important to many RF/Microwave designers and high speed digital designers. 
The purpose is to find an approximate solution to Maxwell’s equations (Appendix A) that 
Figure 3:1 Comparison in accuracy and computational time for the cur-
rent work applications of EMI using different models  
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satisfy a given set of boundary conditions and initial conditions. Addressing this require-
ment, it is not surprising that a ‘micro scale’ parasitic inductance requires a different so-
lution method than a ‘macro scale’ radar cross-section of a fighter aircraft, for example. 
In recent years three key solution technologies have found favor in commercial CAD 
tools, these are based upon Method of Moments (MoM), Finite Element Method (FEM) 
and Finite Difference Time Domain (FDTD) techniques. In general, simulation methods 
use a similar approach to solving a particular problem [69]. The key steps in the simula-
tion process include: 
o Creation of the Physical Model: this step involves the creation of the geometry 
together with the assignment of material properties to objects. 
o  EM Simulation Setup: defining the extents of the simulation and the boundary 
conditions, and specific simulation settings. 
o Performing the EM Simulation: discretizing the physical model (meshing). The 
field/current across the mesh approximated using a local function. The boundary 
conditions should be satisfied in the solution 
o Post-processing: calculation of quantities as a function of the solution parame-
ters. 
Even though these three key solvers (MoM, FEM and FDTD) are similar in general, there 
are some important differences which ultimately lead to certain solvers being better 
suited to certain applications. 
The MoM simulation method is often referred to a ‘3D planar’ solver. It is one of the most 
difficult to implement because it requires the careful evaluation of Green’s functions and 
coupling integrals. The advantage of the MoM technique is that it is only necessary to 
discretize (mesh) the metal interconnects in the structure being simulated since the cur-
rent distribution on the metal surfaces emerge as the core unknowns. This contrasts with 
other techniques which typically have the electric/magnetic fields everywhere in the so-
lution space. The direct consequence of this is that the ‘planar’ MoM mesh is much sim-
pler and smaller than the equivalent ‘3D volume’ mesh required for FEM/FDTD simula-
tion. An efficient MoM mesh will be conformal (mesh cells are only created on the metal 
interconnects) and will typically consist of rectangles, triangles and quadrilateral shaped 
mesh cells. This is relatively computationally efficient. This makes MoM well suited for 
the analysis of layered structures. MoM is not applicable for general 3-dimensional struc-
tures. As already stated MoM relies upon the computation of Greens functions which are 
only available for free space or for structures that fit in a layered stack up. This in turn 
means that the structures being simulated must be ‘planar’ in nature and fit within the 
layered stack up. Fortunately for many RF/Microwave technologies this limitation is not 
significant because the technology is often planar in nature but not practical for the cur-
rent application.  
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The FEM simulation method is a true 3D field solver which has the advantage over MoM 
in that it can be used to analyze arbitrary shaped 3D structures and is not confined to a 
layered stack up. FEM simulation requires that the objects being simulated are placed 
into a ‘box’ which truncates space and defines the simulation domain. The entire volume 
of the simulation domain is discretized, usually using tetrahedral mesh cells with a 
denser mesh being created around the geometric model being simulated. 
The FDTD simulation method is also a true 3D field solver which can be used to analyze 
arbitrary shaped 3D structures. FDTD algorithms solve Maxwell’s equations in a fully ex-
plicit way, in contrast to MoM and FEM. FDTD analysis requires that the objects being 
simulated are placed into a ‘box’ which truncates space and defines the simulation do-
main. The entire volume of the simulation domain is discretized, usually using hexahe-
dral mesh cells (often referred to as ‘Yee’ cells [70]). These hexa-cells are often not ap-
plicable to arbitrary complex 3D shapes.  
One of the significant benefits over the FEM method is that FDTD technique does not 
require a matrix solve and thus very large problems can often be addressed using sur-
prisingly small amounts of computer memory. FDTD performs well with parallelization 
taking advantage of the capabilities of modern GPU’s (graphics processors). 
For ‘planar’ structures, MoM provides the most efficient simulation method and for that 
reason generally MoM would be recommended for the analysis of PCB interconnects, on-
chip passives and interconnects and planar antenna’s. FEM or FDTD are more appropri-
ate for true ‘3D’ structures. Another important consideration is the circuit response type. 
Both MoM and FEM solve natively in the frequency domain, this makes them more ap-
propriate than FDTD. On the other hand, FDTD solves natively in the time domain which 
means that it can be very useful for highly time dependent applications. The complexity 
of the geometry and the problem size favor the FEM method to be the most efficient so-
lution. On the other hand, FDTD provides the most memory efficient simulations for elec-
trically large problems. Applications better suited to FDTD simulation include antenna 
placement on vehicles/aircraft and the analysis of antenna performance in the presence 
of detailed human body models. 
For the reasons mentioned above, the FEM method is the most suitable than many other 
methods within the specifications of the applications of the current work. The frequency 
used here is in the quasi-static regime. Problems should be solved in time and frequency 
domains. The detection depth is not more than double the maximum dimension of the 
sender coil. The targets are finite cylindrical rods but the models should be extended to 
real industrial applications with complex arbitrary shapes. And the coils are not needed 
to be multi layered. Nevertheless, the FEM method is one of the most expensive in com-
putational time. Many published papers and journals implemented several modified 
methods to reduce the computational time and still keep the accuracy needed as listed 
in sub-section 1.2.2. In the context of this work a similar modification have been done 
and will be shown in the coming section.  
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The finite element computational model implemented here contributes to this work in 
many cases especially in the understanding of the system and its coupled parts. Such im-
plementations are mentioned in section 3.1. This FEM model played an important role in 
the comparison, modification, and implementation of the dipole model, which was 
mainly developed and improved together with Prof. Christoph Würsch [71]. The Dipole 
model, which is mainly explained in section 3.2, is also used and validated against the 
finite element model. The dipole model is not considered a mere analytical model be-
cause after deriving the dipole moment equations, space discretization is required as 
well as the numerical solution of the Bessel functions. Still it is much faster than the FEM 
model and was used in this work to make parametric variations and optimization per-
formances few of which are described in Chapter 4. Both models will be detailed in this 
chapter and compared with experiments showing their advantage and their limitations. 
Section 3.3 contains the experimental verifications of several sensor designs, excitation 
schemes, and target configurations. The main perquisite to distinguished detection 
methods is that these experimental results are compared to both FEM and dipole models 
that are the most effective virtual tools for this work. 
3.1 Finite element modified model 
The need for 3D computation and system comprehension is a requirement to develop 
and optimize such devices nowadays. Pure theoretical models are mostly limited to spe-
cial geometrical cases as mentioned previously. Due to the advances in computer hard-
ware and software, especially parallel computing and cluster computation and distribu-
tion, the realization of accurate 3D models with complete space discretization is becom-
ing more practical than ten years ago. Nevertheless, commercial software using finite 
element solvers are still not able to compete concerning computational time. The classi-
cal use of commercial finite element electromagnetic 3D models is not computationally 
efficient and lacks modeling flexibility or robustness. The proposed approach focuses on:  
o Implementing theoretical formulations in 3D finite element model of a detection 
device, such as the line receiver model.  
o An automatic Volumetric Estimation Method (VEM) developed to selectively 
model the target finite elements. 
Due to these two approaches, this model is suitable for parametric studies and optimiza-
tion of the number, location, shape, and size of PCB receivers in order to get the desired 
target discrimination information preserving high accuracy with tenfold reduction in 
computation time compared to commercial finite element software. The basic compo-
nents of a detection system, as sketched in Figure 1:2, are the physical method, targets 
and sensor.  The magnetically permeable and electrically conductive targets, like steel 
and copper, should be modelled geometrically and meshed with finite elements. Material 
properties and boundary conditions are applied. A coil sender, excited with time varying 
current, creates a magnetic field that in turn creates eddy currents in hidden targets. The 
eddy currents, in turn, create a magnetic field that induces a voltage signal in the receiver 
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coil or sensor. This induced voltage, when analyzed, can provide the required infor-
mation about the target. Higher precision, greater accuracy and more information about 
hidden targets like their material, shape, and orientation [7] are basic industrial require-
ments. To be able to meet these requirements, a verified practical system model is 
needed. Experiments have limitations due to noise at low signals and interferences as 
well as the difficulty of capturing physical effects, such as mutual inductance and eddy 
currents. Eddy currents cannot be measured or captured. In contrast to experimental 
systems, 3D simulation models don’t have such limitations, but rather other disad-
vantages like model flexibility and huge computation times. Theoretical models, on the 
other hand, exist only for the simplest shapes such as a permeable conductive spheroid 
or a sphere [40], [54]. Some papers [18], [19], [20] contributed to modeling of such sys-
tems by using the advantage of the computational 3D capability and still implementing 
theoretical models where necessary to preserve the accuracy required and provide the 
robustness and fast computational time needed. Similarly, the current approach focuses 
on modeling a detection sensor, in this case, made of PCB sender and receiver coils. The 
final model is fast, robust and accurate enough to be used in parametric variation studies.  
3.1.1 Complete 3D simulation model  
Eddy currents or Foucault currents, as explained in sub-section 1.2.2 are the physical 
basis of EMI detection system. In order to understand, simulate, and improve detection 
systems based on eddy current evaluation, it is important to describe it in differential 
equation formulation and then solve these formulations.  
 
 
 
 
 
 
 
 
 
The well-known Maxwell equations in differential form, can be used as the starting point 
of the derivation (see Appendix A). One of the most accurate methods to solve these sets 
of differential equations is the finite element method (FEM) or finite element analysis 
(FEA) as referred to in computational references. The assumptions further for the actual 
work and applications are that the displacement current 
??
?? ? is zero and that there is no 
Figure 3:2 Skin depth for copper and steel targets depending of the frequency. 
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free charge ρ. Equating these two terms to zero in Ampere’s law and electric Gauss’ law 
(see Appendix A) reduces the complexity of the model. Furthermore, a great care has to 
be done in the space discretization or meshing (with finite elements) of the geometry 
where eddy-currents are present. Eddy currents are mainly present in the target that 
should be detected. At least three elements should be present in the complete thickness 
of the skin depth in order to model precisely the current density distribution along this 
thickness. The surface elements have the highest concentration of current and the third 
elements in the depth direction have the least one. So a gradient is present and three 
elements are the minimum number of elements required for that in the depth direction 
as a rule of thumb. The skin depth is formulated in (3.4). The skin depth is dependent on 
the target permeability μ, target electric conductivity σ, and the frequency f of the exci-
tation coil. To get an idea how the material and frequency affect the skin depth, Figure 
3:2 shows how it is changing for copper and steel for example. The detection sensor’s 
highest active frequency, for pulse induction excitation for example, is in the last end of 
the range plotted in Figure 3:2 (greater than 100 kHz). In that range, the eddy currents 
all flow at a skin depth of a tenth of a millimeter on the copper target while for a steel 
target it is about some tens of a micro-meter. Therefore, it is mandatory to adapt the 
mesh size to the lowest calculated skin depth in the system, i.e. the highest permeability, 
conductivity, and frequency. For transient simulations, the frequency is not constant and 
for that one has to choose the maximum inverse of the time step. As for the permeability, 
which can be nonlinear with the magnetic flux intensity following the constitutive law of 
Maxwell’s equations (see Appendix A), the maximum active permeability has to be cho-
sen. For the simulations in the current work, the edge-based magnetic vector potential is 
used by the solver of ANSYS (a commercial finite element software) to solve the electro-
magnetic problem. The theoretical description is in chapter 5 of the ANSYS theoretical 
manual especially section ‘5.1.5 Edge-Based Magnetic Vector Potential’ explaining this 
formulation as well as the use of SOLID236 element formulation [72]. “SOLID236 is a 3D 
20-node element capable of modeling electromagnetic fields. The element has magnetic 
and electric degrees of freedom. Magnetic degrees of freedom are based on the edge-flux 
formulation. The edge-flux (AZ) degrees of freedoms are the line integrals of the magnetic 
vector potential along the element edges. They are defined at the mid-side nodes only, and 
there are no magnetic degrees of freedom associated with the corner nodes. The edge-flux 
formulation uses tree gauging to produce a unique solution. In an electromagnetic analysis, 
the electric degree of freedom is the electric potential (VOLT) defined at each node” [72].  
A Complete 3D simulation model using the commercial finite element software, ANSYS, 
has been built up. A first step verification has been performed to check if the sender and 
receivers are modeled correctly. Figure 3:3 shows the experiment versus simulation re-
sults without any targets involved. The sender is excited by a harmonic current signal. 
Harmonic voltage signals in time are measured in all coils and the amplitudes are ex-
tracted. The two receivers were connected in anti-series and are identical in all means. 
The total induced voltage in the receivers is therefore the difference of both receiver 
voltages. Theoretically, and if the receiver coils are identical, a total induced voltage 
?? ? ??? ? ??? ? ?? is equivalent to a gain of -∞ dB if the target is absent. This is the case 
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at any operating frequency. But when a target is present, the gain in dB units is calculated 
by (3.1) : 
???? ? ?? ????? ?
??? ? ???
?? ?? (3.1) 
where Us is the source sender voltage. Ur1 and Ur2 are the receiver voltages respectively. 
In order to create non-symmetry in the system, for verification reasons, some turns of 
only one of the two receiver coils are then deactivated. The last turns of the coil are cut 
mechanically to reduce the impedance of one coil. Figure 3:3 plots the results of both 
experiment and simulation for three wire eliminations one at a time. The simulation 
gives reasonable results, still in the absence of the target. Well planned simulation model 
verifications with experiments are described in section 3.3. 
 
 
 
 
 
 
 
 
 
 
 
 
 
This complete and verified, 3D simulation model is used as a reference in order to com-
pare it to modified models described in the next sections. The only disadvantage of this 
model is the computational time. Two main modifications have been implemented in this 
work to make a strict cut in computation time. These new modifications are possible to 
implement on a commercial software as a tool for FEM simulation and are detailed in 
sub-sections 3.1.2, and 3.1.3, and 3.1.4 to reach a modified efficient 3D FEM model using 
methods stated in [25]. The two main contributions in this direction are the ‘line receiver 
model’ and the ‘volumetric estimation method’.  
Figure 3:3 Experiment (left) and simulation (right) of the amplitude ratio of the receiver and 
sender. 
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3.1.2 Line receiver model 
Theoretical implementation on the receivers by integrating the flux vector potential of 
the element edges across a specified contour using (3.2) is first performed inside the 
scripting language of the 3D FEM solver. This contour, as in Figure 3:4, needs to be pre-
defined before meshing the air in the software tool so that the postprocessor can find the 
nodes path and perform the integration. 
? ? ?????? (3.2) 
? ? ????? ? (3.3) 
The flux derivative in time is nothing more than the induced voltage (3.3) and when mul-
tiplied by the number of turns, the result is the total induced voltage in the coil. The ac-
curacy of this modified model is around 1% after signal amplification while the compu-
tational time has been nearly halved (see case 1 in Figure 3:6). This case used the line 
receiver model and can be directly compared to the complete FEM model (case 0). The 
accuracy error is valid for the whole range of frequencies (the errors for 100 kHz and 
200 kHz are shown in Table 3:1). The investigated coils that led to this error have an 
inside diameter not less than one third of the outer diameter. 
 
 
 
 
 
 
 
 
 
Modeling the receivers is no longer required and the advantage here is not only the re-
duction of computational time but the flexibility of the model to provide, with one com-
putation, all the induced voltages of all possible combinations of receiver(s) at all posi-
tion(s), shape(s), and orientation(s). All possible line receivers can be sketched prior to 
the solution to provide a variety of results after only one solution command.  
Figure 3:4 Line receiver model. 
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3.1.3 Volumetric Estimation Method 
This method modifies the target volume and not the coils. Several checks are performed 
to see the accuracy versus computational time of several skin modification cases as in 
Figure 3:5. If the magnetic flux is uniform and axial to a cylindrical target, for example, 
then it is assumed that eddy currents induced in the target are only circulating around 
the surface of this cylinder up to a depth of δ, which is evaluated by (3.4), [28]. The target 
has an electrical conductivity σ and a magnetic permeability μ. The sender is excited with 
a harmonic current with a frequency f. The target is placed 22.5 mm in lateral direction, 
which should be above the center of one of the receiver coils giving highest response in 
the lateral direction. The target diameter was 20 mm and placed at a depth of 50 mm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Some published models [20] perform a target skin estimation, such as the Thin Skin Ap-
proximation (TSA), which has a relatively good balance between accuracy and computa-
tion time (see Figure 3:1). In the current work, and in order to check the skin influence, 
seven cases (Figure 3:5) were checked and compared to a full complete model (complete 
model means complete coils and a complete target as case 0). That means all other cases 
from case 1 to case 7 use the Line Receiver Model described in the previous section for the 
calculation of the induced voltage of the receivers. Case 1 has the same target model as 
Case 0 and the comparison between them shows the effect of the line receiver model 
Figure 3:5 Seven different skin designs to be compared to the complete model. 
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only. Case 2 models only the skin, with three layers of total height δ, which is computed 
from (3.4). 
? ? ? ?????? (3.4) 
Case 3 models the skin depth with only two layers. Case 4 and Case 5, model twice the 
skin depth with two and three layers respectively. 
Case 6 and Case 7 are the same as case 2 but a small part of the core (10 mm axially) is 
kept because the eddy current distribution is not uniform in the target and the flux is not 
always axial to the target. For that reason, the most accurate approximation (referring to 
Table 3:1) relative to the complete model (case 0) is case 7, which is also one of the most 
efficient concerning computational time as shown in Figure 3:6. So far, a computational 
harmonic model about ten times faster and with up to 1.5 % accuracy relative to the 
complete model has been realized. As a conclusion, modeling only the skin, as in TSA [20] 
for example is sometimes not very accurate because of the finite target shape and its 
relative position to the sensor, which allows a change in the flux flow direction. Not only 
that eddy currents may flow locally in the core part of the cylinder but also the induct-
ance of the system may not be preserved by the skin part alone. 
Table 3:1 Response of the seven cases compared to the complete model (case 0). 
Case Amplitude  [dB] 
Relative accuracy to case 0  
[%] 
 100 kHz 200 kHz 100 kHz 200 kHz 
0 61.63 55.25 0.00 0.00 
1 62.30 55.88 1.09 1.14 
2 62.91 56.49 2.08 2.24 
3 58.45 52.7 -5.16 -4.62 
4 58.04 52.18 -5.83 -5.56 
5 59.03 53.16 -4.22 -3.78 
6 62.93 56.49 2.11 2.24 
7 62.52 56.06 1.44 1.47 
 
The transient systems experience low and high effective frequencies during the excita-
tion, which force the eddy currents to flow in a variable skin depth and in a non-uniform 
manner inside the target. For that reason, a volumetric approximation method is needed 
to automatically predict the current density distribution in the target from the time de-
rivative of the vector potential, thus preparing the exact mesh requirement before final-
izing the simulation procedure of all system parameters. According to Figure 3:6 the 
most efficient cases in reduction of computational time were the ones with less target 
elements. The target elements have additional electric degrees of freedom (Volt DOF) 
and any reduction in these elements would contribute highly to having fast computa-
tions. When models are computed in transient 3D solvers, the computational time may 
be unbearable. 
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One part of the current work is an instantaneous prediction of high current densities in 
the target at time step {n+1} from known values of vector potential derivatives at time 
step {n}. Deriving the second Maxwell’s equation (see Appendix A) as in [73], (3.5) states 
that a change in the magnetic field leads to an electric field in a conductive target. 
???? ? ??????? ? (3.5) 
??? = electric field intensity vector 
??? = magnetic flux density vector 
And rewriting it in terms of magnetic vector potential ??? leads to (3.6) 
?????? ? ?
?
?
???
?? ? (3.6) 
????? = induced eddy current density vector  
??? = magnetic vector potential 
ρ = electric resistivity 
The induced eddy current density can be estimated from the time derivative of the vector 
potential, which in turn is a degree of freedom in the transient finite element solver. Mak-
Figure 3:6 Computational time of all cases relative to Case 0. 
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ing use of (3.6) one already has information where the possible locations of eddy cur-
rents are in a conductive target in the next time step. In order to realize this, a simple 
pulse induction of a metallic sphere is setup. 
3.1.4 Pulse induction of a metallic sphere 
A simple experimental and simulation setup of a pulse excited coil with a metallic sphere 
is being verified and checked as in Figure 3:7. Three different sphere materials are sim-
ulated with linear relative permeability because the signal is small and the magnetic field 
does not lead to magnetic saturation. Table 3:2 shows the three different materials as 
well as the estimated skin depth when applying (3.4) for the range of frequencies used 
in the transient simulation. Between 1 kHz and 100 kHz, it is classically known that the 
eddy currents flow at a steel skin, which is three times less than the copper skin. This 
cannot be quantified in an experiment but current-voltage verification was first done be-
tween experiment and simulation before proceeding.  
 
 
 
 
 
 
 
 
 
 
Table 3:2 Skin depth for different target materials and excitation frequencies. 
Name 
Target  
resistivity 
[Ω.m] 
Relative  
permeability 
[--] 
Skin  
depth 
 [mm] 
   1 kHz 100 kHz 
copper 1.66e-8 1 2 0.20 
steel 1 16.6e-8 100 0.65 0.065 
steel 2 16.6e-8 400 0.32 0.032 
 
The coil is excited with a constant voltage to reach a steady state and then switched off 
to let the current in the coil diminish to zero very fast in time. The same coil is used here 
as a sender and receiver. The sphere radius is 4mm and a simple check of the two quan-
tities of (3.6) for the three different materials confirms that steel1 and steel2 do not need 
Figure 3:7 Pulse induction of a sphere, 2D axisymmetric FEM 
simulation with experimental verification. 
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the complete radial space. As for the case of copper, Figure 3:8 shows that 2 μs after the 
pulse is activated, the current density J can be neglected between the center (0 mm) and 
3mm distance from the center. After 25 μs the complete sphere is active and thus the 
core radial limit is 0 mm as shown. 
 
 
 
 
 
 
 
 
 
 
While for steel the inner core of the sphere (0 mm to ~2.5mm) is still not active even 
after 45 μs steel2 is four times more permeable than steel1; that’s why the active skin 
depth is nearly always about two times thinner than the skin depth of steel1. This means 
that at 25 μs, for example, the steel1 inactive core is 3 mm (skin depth =1 mm) while 
steel2 is 3.5 mm (skin depth = 0.5 mm), which matches the skin depth equation (3.6).  
The main observation of Figure 3:8 is that for each of the three materials the radial limit 
of ???
?????
??  is always lower than the limit of ??? at any given time. In other words, the radial 
limit of the inactive sphere core predicted by ???
?????
??  at time t is the same as ??? at time t+Δt. 
This was possible by making use of the time discretization knowing the spatial current 
densities in the future time step. These criteria allow predicting the future space limit of 
the current density derived from the actual vector potentials present in the database his-
tory of an FEM simulation solver. Quantifying what is described above, Figure 3:9 and 
Figure 3:10 both show the difference between copper and steel by plotting the term 
???
?????
??  across the sphere radius. Directly after the pulse (at the first few microseconds) 
there is a jump in the current density at the skin. But afterwards the field diffuses to the 
inner core of the sphere. 
In the case of steel, this diffusion is limited and even after 50 μs (black curve in Figure 
3:10) the limit of 3 mm (skin depth =1 mm) is reached in contrast to copper where the 
whole sphere is occupied. That’s why, when applying a space reduction procedure, the 
Figure 3:8 Space reduction check using the two components of (3.6). 
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unnecessary finite elements that can be eliminated at around 41 μs (see Table 3:3) are 
more than the ones for copper. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Referring to the current density plots between copper and steel in Table 3:3 one notices 
clearly the instantaneous distribution and its transient reduction of elements. This kind 
Figure 3:9 Instantaneous plots of vector potential derivative across the radius 
of the copper sphere. 
Figure 3:10 Instantaneous plots of vector potential derivative across the radius
of the steel sphere. 
Chapter 3  Computational models 
76 
of automatic moving skin depth has one drawback, which is when the core limit is over-
estimated, or the skin is underestimated, the border current density may not be low and 
needs to be corrected before the next time step is solved. For that reason, a slight modi-
fication is implemented by using (3.6) again and taking the derivative of both sides. And 
since the sphere is assumed to be fixed in space the only variable is time then this leads 
to (3.7).  
???????
?? ? ?
?
?
????
??? ? (3.7) 
Equation (3.7) is helpful by doing a numerical integration to estimate ???
?????
??  at a certain 
location in space and at time t+Δt from values at time t or simply suggest the speed of the 
diffusion of current density inside the core of the sphere and thus the next corrected 
border limit.  As a summary of the results one can state that modeling a permanently 
fixed skin depth is not always accurate during a transient simulation. 
 
Table 3:3 FEM mesh and current density. 
 
0  
μs 
7  
μs 
21  
μs 
41  
μs 
200  
μs 
400  
μs 
copper 
mesh 
 
steel 1 
mesh 
copper 
JZ 
steel 1 
JZ 
 
On the contrary, the proposed moving skin depth procedure allows a future prediction of 
the possible current density location. The disadvantage of finite element elimination 
from the target core is a sudden change in the effective inductivity of the system in the 
case of ferromagnetic material which is magnetically permeable. Even if no electric cur-
rent flows in the ferromagnetic parts, they lead to an induction only by being present in 
the magnetic field. On the contrary, induction in pure electric materials, like copper, re-
lies on a current flow in them. 
For purely conductive materials, like copper, that have low relative permeability this 
may not be a problem. In the case of steel this can affect the accuracy of the results. If the 
aim of the simulation is to estimate the instantaneous joule heat generated in the target, 
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then just eliminating the elements during the computational transient run is not enough. 
It would be more suitable in this case to replace these elements by a material, which has 
the same permeability but no resistivity.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3:11 Flux Density at the surface of the sphere with different material 
using different methods. 
Figure 3:12 Current density at the surface of the sphere with different ma-
terial using different methods. 
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Calculation time becomes slightly higher than ‘mesh elimination’ but it is less than having 
both degrees of freedom, electric and magnetic, in these elements. Figure 3:11 plots the 
flux density at the sphere surface for the three different materials. The element reduction 
method is not acceptable while the DOF method is matching exactly with the complete 
model. If the aim of the simulation is just to estimate the current density, then Figure 
3:12 shows that even the element reduction method is not that far from the complete 
model. 2D planar simulations (infinitely long coils and cylinder target) were also checked 
and the same conclusions were drawn. 
The effect of these two methods may not be that high on the reduction of computational 
time in 2D cases because the post processing of every time step is required to apply ma-
terial change or element reduction and this may take the same time as the time saved in 
computation, but in 3D this is proven to be a bigger advantage.  
3.2 Dipole model 
ScanSim is a dipole model implemented in MATLAB discretizing the relevant bodies in 
3D space and solving basically harmonic responses of eddy currents generated in per-
meable and electric conductive objects. ScanSim is the user interface developed in the 
phase of a CTI (Commission for Technology and Innovation) project under the number 
CTI-Nr. 14469.1 PFIW-IW in Switzerland. The collaboration done together with the team 
members of the mentioned project has resulted in a report where the dipolar model is 
documented [71]. The final aim of this project was to build an industrial EMI sensor that 
detects reinforcing steel bars hidden in concrete and also estimate the location, and size 
of these targets. In principle, the scattering of objects can be modeled by means of the 
quasi-stationary solution of the Maxwell equations in 3D using finite element tools like 
Maxwell, COMSOL, and ANSYS, or FIT or Boundary Element Solver. The ScanSim is meant 
to be a scanner simulator, which means that it should simulate a real scan over a 60 cm 
by 60 cm area and for that reason it is not practical to use any commercial finite element 
solvers in space and time especially for pulse induction schemes. ScanSim can calculate 
the required scan area in few minutes and not hours. This makes it possible, in principle, 
for ScanSim as a forward model to be combined with an optimization method. ScanSim 
is not based on a complete solution of the quasi-stationary Maxwell's equations in 3D, 
but on the dipole approximation of stray fields for the quasi-stationary case. Part of the 
development and use of the dipole model developed here was also published in some 
articles [21], [22], [27], and [74] as a part of the current work. 
3.2.1 Introduction to the theory 
The theory behind ScanSim was developed by Burrows [75] to model eddy currents and 
is based on analytical solutions for the magnetic susceptibility of objects in the under-
ground. The first geophysical problems were developed (search of mineral deposits and 
mapping of the subsurface) through Wait [76], Grant and West [77]. After geophysics and 
material testing by eddy current method the theory was forward implemented in the 
development of inductive sensors for detecting objects in the subsoil, in particular for 
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the detection of unexploded ordnance (UXO) and for mine detection [58], [13], [78]. For 
some permeable, conductive objects such as cylinder, sphere, ellipsoid, or cylindrical 
shell, conductor loop analytical dipole are approximated and the calculation of dipole 
stray fields present is assumed. The dipole approximation limits the applicability of Scan-
Sim to geometries that are either very far or very close to the scanner. ScanSim does not 
calculate the exact field distributions of the excitation, but rather the stray fields of the 
objects themselves. A metallic plate, for example, cannot simply be approximated as a 
simple superposition of dipole fields. In such cases of complex targets, it would be nec-
essary, to integrate distributed models, i.e., to discretize the plate, either by volume 
(FEM) or by surface (BEM) and to solve the eddy current response of the coupled system. 
For elongated objects, on the other hand, such as reinforcing bars, the induced magneti-
zation is calculated as a superposition of individual elementary dipoles, and assumed at 
large distances, to be a one-dimensional object. 
3.2.2 Dipole model implementation  
The induced voltage ????  in a coil that covers a flat area ?? placed transverse to an ex-
ternal field can be calculated either via the vector potential ????? or directly via the mag-
netic flux density ??????, which is derived from the flow of the magnetic flux, φ, through 
the coil. For a harmonic excitation of angular frequency ω the induced voltage (imaginary 
part) is derived as follows: 
???? ? ??
??
?? ? ??????????? ?? ??
? ? ????? ????? ?
??
??? (3.8) 
Formulating the induced voltage as a function of vector potential is an advantage where 
the coil surface S is defined by line segments???. The magnetic flux density can be calcu-
lated from the Biot-Savart law written in (3.9) or derived from the vector potential as in 
(3.10) and (3.11). 
?????? ? ????? ? ???
????? ? ? ??
???
?? ? ?????????
??????? (3.9) 
????? ? ?????
? ???????
?? ? ????????
??????? (3.10) 
?????? ? ???????? (3.11) 
Following the procedure in [71], the resulting dipole magnetic flux density is written as 
follows: 
?????? ? ?????????? ? ?????? ? ???? ? ??? (3.12) 
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Where: ?? ? ??????? and the dipole moment is written as a function of the polarizability tensor 
M and the transmitter coil field as follows: 
???? ? ? ? ????? ? ? ?
?????
?? ? (3.13) 
When replacing the dipole moment of (3.13) in (3.14) the final result of the scattering 
field in the receiver coil as a result of the transmitter field and the polarizability tensor 
is as follows: 
???? ?
??
???? ? ?????? ? ???? ? ?? ? ? ? ?????? (3.14) 
By using the reciprocity theorem and (3.13) and (3.14) to formulate the induced voltage 
in the receiver coil starting from (3.8) the final result for a harmonic excitation is rewrit-
ten as: 
???? ?
???
??? ?
???? ? ? ? ?????? (3.15) 
Where the nominations RX and TX in (3.15) correspond to receiver coil and transmitter 
coil respectively.  
3.2.3 Cylinder target formulation  
The most important detected target shape in the simulation here is the cylinder. A rein-
forcing rod, for example, is approximated as a linear array of dipoles. The discretization 
of the reinforcing rod is chosen depending on the sensor dimensions and for most of the 
cases in this work it is 15 mm. The magnetic susceptibility ? relates the magnetic mo-
ment M to the magnetic field intensity H as in (3.16). For an infinitely long, conductive, 
and permeable cylinder, the axial magnetic susceptibility, ??, and transverse magnetic 
susceptibility, ??, are calculated from Braunisch et al [13], Shubitidze [78], Verma [79], 
Kertz [80], and Wait [76]. ???is parallel to an external homogeneous magnetic field while 
???is perpendicular to it. Both calculated quantities are per unit length. 
? ? ??? (3.16) 
The axial and transverse polarizabilities of a cylinder target are represented in (3.17) 
and (3.18). 
?????? ? ???? ?
??????
?????? ? ??? ? ??
??????
??????????? (3.17) 
?????? ? ?? ?
???????? ? ??? ? ????????
???????? ? ??? ? ?????????? (3.18) 
Here, ?? is the relative magnetic permeability of the cylinder.  ???, ?? , and ??? are Bessel 
functions of the first kind (Appendix G) of the argument???, which is the product of the 
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radius ? of the cylinder and the induction number?? ? ??????. The polarizabilities ? are 
complex functions of one single parameter ? ? ?? that contains all relevant material 
properties for discrimination. The transmitter and receiver fields ?????? and ?????? are 
strongly depth and orientation dependent. 
This formulation of the induced voltage and the chosen polarizabilities is the basis of 
some publications [21], [22], [27], and [74] where modifications have been implemented 
depending on the application. The dipole model, ScanSim, has some advantages like the 
computation time and the ability to be linked to MATLAB based optimization scripts and 
parameter studies. 
3.2.4 Time domain transformation 
The dipole model is solved in the frequency domain. The main result is the induced volt-
age in the receivers, which is derived first from the time derivative of the flux crossing 
the receiver as in (3.8). The final result is a frequency dependent induced voltage (3.15) 
that takes into account the axial (3.17) and transverse (3.18) polarizabilities that are also 
frequency dependent. Transient responses are required especially in pulse induction. 
The transformation from frequency domain to time domain is done after the solver has 
computed a wide range of frequency responses and evaluated ???? for an expected ac-
tive range saving all the results as done already in the previous sub-section. The next 
step is to perform the cosine transformation to solve for ???? from ???? as described in 
(3.19), which is a step response. 
???? ? ???
??? ???
?
?
?
??????????? (3.19) 
The polarizabilities should be adapted accordingly and an example of a simple sphere 
would have one polarizability because axial and transverse ones are the same and there-
fore the sphere polarizability is defined in frequency domain as in (3.20).  
???? ? ???? ? ???? ? ???? ? ? ? ????
??????? ???
??? ? ???? ? ??? ? ? ? ??????????? ??? ? (3.20) 
Where a is the radius of the sphere in this case. Similarly, the time domain polarizability 
can be deduced by the work done by Wait [76] and Smith et al [81] for the sphere case 
(3.21) and (3.22). 
???? ? ??? ? ??? ? ? ??
???????????
??? ? ????? ? ?? ? ???? ?
(3.21) 
??? ?? ?
??? ? ????
?? ? ? ? ??? ? ??????? ? ?? ? ?? ? ?????? (3.22) 
The rest of the equations are trivial in the time domain as the target dipole moment in 
(3.23).  
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????????? ? ????? ?????? (3.23) 
This transformation is essential for the pulse induction responses for simulating differ-
ent coil design setup and the response of any transient current after a range of frequency 
responses are calculated. 
3.3 Experimental verification 
Using computational models in the current work is essential to consider the advantages 
of every model. As described in the previous chapter, the modified FEM computational 
model has advantages in the accuracy and the ability to model complex 3D objects and 
coupled coils for the EMI sensor technology. This modified FEM model, as a contribution 
of this work, provides a compromise in computation time and was able to keep the com-
plexity and accuracy while the computation time was reduced to an acceptable level. 
Even after the modifications, it is still not suitable for huge designs, for scans, and in the 
transient excitation, when optimization methods are needed. It suits to be a reference 
and also performing parametric studies of few variables. On the other hand, the dipolar 
model is very fast and is suitable for scan responses but has limitations concerning com-
plexity.  
 
 
 
 
 
 
 
 
 
 
Both models need a verification procedure with experiments. Regardless of the model 
used, verification with experiments should be done in both frequency and time domain. 
The dipolar model, as mentioned in section 3.2, is based on the frequency domain but it 
can compute a transient response using cosine transformation to the time domain. The 
FEM model is solved by ANSYS solver in both frequency and time domains. Many aspects 
have been adapted in the dipole model when compared with the FEM model so that the 
implementation is as accurate as possible. In the end, this fast dipole model is suitable to 
perform optimizations and variations of the sensor parameters of both models and both 
Figure 3:13 Experimental verification procedure for different models under frequency and time 
domain. 
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domains leading to a comparison with each other and with experimental data of more 
than one sensor design. Figure 3:13 shows the verification procedure of the models with 
experiments for both domains, different targets, and any sensor design. 
3.3.1 Harmonic excitation validation 
The first part of the verification is the model validation between the modified FEM model 
and the dipolar model. The simplest step is to do a frequency span for a defined design 
of coils and a defined setup of a target then compare the induced voltage in the receivers. 
The first design named here DESIGN II is sketched in Figure 3:14.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A harmonic current of 1A amplitude and a frequency range between 10-Hz and 200 kHz 
is input in the senders. The current flows anti-clockwise in both senders. The resulting 
harmonic flux amplitude in the receivers is compared for verification reason. More in-
formation about the coil geometry, dimensions, and specifications is found in Appendix 
D. The target is defined by material (copper or steel) and by the dimensions: c and d as 
in Figure 3:14. Different target setups are performed by varying these two dimensions.  
Figure 3:14 Sensor DESIGN II (Appendix D) including senders 
and receivers and the position of the target defined by c and d. 
Chapter 3  Computational models 
84 
 
 
 
(a) induced flux in receiver 1  
 
(b) induced flux in receiver 2 
 
 
 
(a) induced flux in receiver 1  
 
(b) induced flux in receiver 2 
 
 
101 102 103 104 105 106
0
0.5
1
1.5
2
2.5
3
3.5
x 10-9
frequency (Hz)
in
du
ce
d 
flu
x ?
PS300_SETUP1_ST__14_Feb_2013.mat 
 t_{dur}=80 |  RXp0 | RX=[-10] | TX=[1  2  3  4]
 
 
Dipol model
Ansys
101 102 103 104 105 106
-1.8
-1.6
-1.4
-1.2
-1
-0.8
-0.6
-0.4
-0.2
x 10-7
frequency (Hz)
in
du
ce
d 
flu
x ?
PS300_SETUP2_ST__14_Feb_2013.mat 
 t_{dur}=80 |  RZ0 | RX=[-5] | TX=[1  2  3  4]
 
 
Dipol model
Ansys
101 102 103 104 105 106
2
4
6
8
10
12
14
16
x 10-9
frequency (Hz)
in
du
ce
d 
flu
x ?
PS300_SETUP2_ST__14_Feb_2013.mat 
 t_{dur}=80 |  RXp0 | RX=[-10] | TX=[1  2  3  4]
 
 
Dipol model
Ansys
 
(a) induced flux in receiver 2  
 
(b) induced flux in receiver 3 
101 102 103 104 105 106
0
1
2
3
4
5
6
7
8
9
x 10-10
frequency (Hz)
in
du
ce
d 
flu
x ?
PS300_SETUP1_CU__15_Feb_2013.mat 
 t_{dur}=80 |  RXp0 | RX=[-10] | TX=[1  2  3  4]
 
 
Dipol model
Ansys
101 102 103 104 105 106
0
0.5
1
1.5
2
2.5
x 10-10
frequency (Hz)
in
du
ce
d 
flu
x ?
PS300_SETUP1_CU__15_Feb_2013.mat 
 t_{dur}=80 |  RY-01 | RX=[23] | TX=[1  2  3  4]
 
 
Dipol model
Ansys
101 102 103 104 105 106
-8
-7
-6
-5
-4
-3
-2
-1
0
x 10-8
frequency (Hz)
in
du
ce
d 
flu
x ?
PS300_SETUP1_ST__14_Feb_2013.mat 
 t_{dur}=80 |  RZ0 | RX=[-5] | TX=[1  2  3  4]
 
 
Dipol model
Ansys
Figure 3:15 The simulated induced flux in receiver 2 and receiver 3 of DESIGN II (Appendix D), 
‘setup 1’, and a copper cylindrical target. 
Figure 3:16 The simulated induced flux in receiver 1 and receiver 2 of DESIGN II (Appendix D), 
‘setup 1’, and a steel cylindrical target. 
Figure 3:17 The simulated induced flux in receiver 1 and receiver 2 of DESIGN II (Appendix D), 
‘setup 2’, and a steel cylindrical target. 
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For this design two setups of targets are simulated by the modified FEM model and the 
dipole model. Setup 1 and Setup 2 have the following target dimensions: 
o Setup 1, c = 46 mm, d = 8 mm  
o Setup 2, c = 38 mm, d = 16 mm 
The target for both setups is simulated with copper first and then steel. The material 
properties are as follows: 
o Copper, relative permeability μr = 1 and electric conductivity σ = 5.5e7 S.m-1  
o Steel, relative permeability μr = 100 and electric conductivity σ = 1e7 S.m-1 
The targets are 30 cm long cylindrical rods. The sender coils are excited harmonically 
with a span of frequencies while their responses are sets of fluxes induced in all three 
receivers of the design sketched in Figure 3:14. Copper, as a cylindrical target being 
placed as defined in ‘setup 1’, yields an induced flux that matches very well between both 
models: FEM ANSYS model and dipolar model. This is clearly visible for the whole fre-
quency span in Figure 3:15 a) receiver 2 and Figure 3:15 b) receiver 3. In both vertical 
receivers, and for all the frequency range, the two models give the same results. If a steel 
target is used instead of copper, then the interpretation of the results should be done 
with care. 
The permeable steel target required modifications on the dipole model. The demagneti-
zation factor for the permeability of the axial component of the magnetic polarizability 
tensor helped to improve the dipolar model for the low frequency regime. This brought 
an acceptable comparison between the models for steel targets. The EMI sensor anyway 
is used at high frequencies but still this modification was needed for completion purpose.  
The horizontal receiver, receiver 1, and the vertical receiver, receiver 2, induced similar 
flux profiles when two different setups of steel targets where simulated. The results of 
the steel targets are plotted in Figure 3:16 (‘setup 1’) and Figure 3:17 (‘setup 2’). The 
FEM model is assumed to be a reference and therefore the modifications on the dipole 
model where done so that later a time dependent pulse induction excitation can be per-
formed. The harmonic excitation validation was performed to align the dipole model to 
the FEM model under different materials and positions of cylindrical targets for all work-
ing frequencies so that when pulse induction is performed next, it would have a full val-
idation. 
The harmonic excitation validation is part of the whole computation validation flow de-
scribed in Figure 3:13 where the lower left corner shows the frequency domain verifica-
tion between the two computational models. On the other hand, time domain validation 
and experimental validation are necessary to close the verification flow chart. The top 
right part of Figure 3:13 is labeled by ‘Time domain’ and an example of such an excitation 
is pulse induction and is described in sub-section 3.3.2. 
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3.3.2 Pulse excitation verification 
Pulse induction is described in subsection 2.2.1 as an excitation scheme that creates a 
pulse of current in the sender inducing a decaying voltage in the receivers. The procedure 
is performed in both computational models: FEM ANSYS solver and the dipole model. 
Experimental results are also compared to both models for DESIGN II and for both setups 
1 and 2. In addition to that copper and steel targets are also used making the a total of 
six results to be compared. The currents in the senders have the same direction (anti-
clockwise) as in the harmonic case before. The current profile in pulse induction is ex-
actly like in Figure 2:3 b) with: 
o τon = 80 μs, τoff = 1 μs, and Imax =0.9 A. 
The induced voltage decays in receiver 1 are plotted in Figure 3:18 and Figure 3:19 for 
‘setup 1’ and ‘setup 2’ respectively. The red curves are for steel and the green ones are 
for copper. In addition to that, both computational models as well as the experimental 
results are plotted. Only the decay part after the cutoff time (τon = 80 μs) is important to 
compare to. During this transient time of the decay all the information of the target is 
preserved. Due to experimental limitations, the voltage decays can only be saved after 
87 μs that is why the experimental decays do not start at 80 μs. On the contrary, the sim-
ulation results can be plotted for any time interval. 
 
 
 
 
 
 
 
 
 
 
 
Some important observations are stated for these first results: 
o Both computational models (3D FEM and ScanSim dipolar) have good compli-
ance with the experimental results for copper and steel and for both ‘setup1’ and 
‘setup2’.  
Figure 3:18 Transient induced voltage in receiver 1 for DESIGN II (Appendix D) for
‘setup 1’ of copper and steel targets. Experiments and both simulation models are
compared. 
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o Copper voltage response curves are lower than the steel ones for the same setup 
even though copper is more electrically conductive but it is less magnetically per-
meable.  
o Responses of ‘setup 1’ are generally lower than the ones of ‘setup 2’ for the same 
material because the target in ‘setup 1’ is smaller and deeper than the one on 
‘setup 2’. 
In order to perform a size, depth, and material discrimination at the same time based on 
pulse induction, it is important to notice from the verifications done already that relying 
solely on the induced voltage values in time is not enough. Output decays of different 
setups may look similar and new features in these decays should be extracted to help in 
discrimination of material as well as of the size and location. 
 
 
 
 
 
 
 
 
 
 
 
Chapter 4 widens the topic of discrimination taking material, size, and location into ac-
count. The comparisons done so far are for one sensor: DESIGN II (Appendix D). Another 
transient pulse induction scheme is performed on another sensor design that is named 
DESIGN I (Appendix B). This is the same simple exact design of one sender and one re-
ceiver coils as in Figure 2:7. The assembly shown in Figure 2:8 and the testing electronics 
hardware are exactly as in Figure 2:4 for pulse induction. This design has one sender and 
one receiver and the current profile for pulse induction is similar to the one in Figure 2:3 
b) with the following current specifications: 
o τon = 80 μs, τoff = 1 μs, and Imax = 1 A 
The target, in this case (‘setup 3’), has the following dimensions: 
Figure 3:19 Transient induced voltage in receiver 1 for DESIGN II (Appendix D) for
‘setup 2’ of copper and steel targets. Experiments and both simulation models are 
compared. 
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o setup 3, c = 6 mm, d = 8 mm  
Simulation results of the two simulation models mentioned earlier result in voltage de-
cays for both copper and steel and are plotted in Figure 3:20 for comparison. 
 
 
 
 
 
 
 
 
 
 
Up to this point, the two simulation models are comparable with each other, and with 
the experiments, for two different target materials and with three different target geo-
metrical setups using two different sensor designs. In the time domain (pulse induction) 
the validation is more reliable. In the frequency domain (harmonic induction) the match 
is good at high frequencies. This is acceptable because the very low frequencies can be 
ignored in the context of this work. 
After this validation procedure by harmonic and pulse induction excitations, the next 
simulations and experiments consider complex targets like double cylinders. Such work 
includes a coupled effect of targets and is detailed in the sub-section 3.3.3.  
3.3.3 Mutual inductance 
For efficient inversion of the model of nearby targets, the superposition principle is re-
quired. To check the general validity of this principle, the dipole model was compared 
with the reference 3D finite element method (FEM) model for a frequency span. For the 
investigated targets, the coupling effect can be neglected only for high frequency range 
but a huge error can be made at low frequencies. Computational models for single targets 
have been implemented and verified so far. But for close lying targets, electromagnetic 
coupling can play an important role for accurate inversion of target parameters. The aim 
is to develop the dipolar model further so that it is valid for close target separations and 
excited at a wide frequency range [22]. In order to compare the induced flux of a double 
cylinder (two nearby cylinders) to the superposition of two separate induced fluxes of 
Figure 3:20 Transient induced voltage in the receiver for DESIGN I (Appendix B) of 
copper and steel targets at ‘setup 3’. Both simulation models are compared. 
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each of the two single cylinders, experiments and simulations were performed with har-
monic excitation input signals.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The experimental setup is shown in Figure 3:21 a). The sensor design is the DESIGN I 
(Appendix B) sensor mentioned previously in this chapter and shown in Figure 2:7 and 
Figure 2:8. The two steel cylinders are 16 mm diameter each with a distance 10 mm from 
 
(a) experiment setup (b) 3D FEM simulation setup inside ANSYS 
Figure 3:21 Setup of DESIGN I (Appendix B) with two steel cylindrical targets. 
Figure 3:22 The real (upper) and imaginary (lower) flux response of 
a double cylinder versus the addition of single response. The sensor 
used is DESIGN I (Appendix B). 
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the upper PCB receiver coil (c =10 mm). these cylinders are separated by a transverse 
distance of 5 mm. A function generator of a periodic sine wave with the required fre-
quency is generating a voltage signal that is amplified before being fed to the sender to 
make sure a current of 1A amplitude is set at any operating frequency. The induced volt-
age in the receiver is then amplified and measured in the oscilloscope. 
Three outcomes are needed to proceed:  
o outcome 1: no target is present 
o outcome 2: a single cylinder target is present 
o outcome 3: a double cylinder target is present 
The last two outcomes are subtracted from the first case to get the pure induced results 
of the cylinder(s) to eliminate the mutual inductance of the sender, which is very high 
for this design. Finally, two quantities are compared: 
o ?????????? ? ???????????? ? ?????????? 
o ?????????? ? ?????????? ? ?????????? 
  
 
 
 
 
 
 
 
 
 
 
 
 
The first quantity represents the superposition of two non-interacting cylinders (super-
position principle). The second quantity represents the response of a double cylinder 
Figure 3:23 Measured and calculated superposition error relative to double cylinder response for both 
sensors are evaluated: the real and imaginary fluxes in the receiver coil using DESIGN I-sensor 1 (Appen-
dix B) and DESIGN I-sensor 2 (Appendix C) for steel targets. 
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target. The voltage results are integrated to get the induced flux. This procedure is ap-
plied to the 3D FEM simulation results as well as the experimental results and compared 
in Figure 3:22. It shows the real and the imaginary part of the induced flux for the com-
bination of the two parallel steel cylinders and the superposition of the response of two 
single steel bars. 
The receiver can easily be replaced with another coil, and so a PCB receiver coil with 40 
turns is also checked to be sure that the winding capacitance does not have an effect in 
the investigated frequency band. In order to differentiate here between the two sensors, 
which are based actually on the same design, they are named:  
o DESIGN I-sensor 1 (Appendix B) 
o DESIGN I-sensor 2 (Appendix C) 
The difference between the two sensors is just the number of turns of the receiver. 
 
 
 
 
 
 
 
 
 
 
For these steel responses, which are close to each other (5 mm separation), and referring 
to Figure 3:22, below 20 kHz, the superposition signals give much higher response than 
the coupled signals. This tendency is the same for experiment and simulation. This 
means, the coupling strength is dominant in the frequency range below 20 kHz, so that 
the simple dipole approach without additional coupling can only be used as forward 
model for high frequency sensors. The signal amplitudes differ between simulations and 
experiments. A reason could be the input impedance of the amplifier used. However, the 
relative error defined as the difference of the superposition and the coupling flux divided 
by the coupling flux and plotted in Figure 3:23 matches perfectly with experiment. 
Around 20 kHz, the coupling is not present (or probably cancelled) for this target sepa-
ration of 5 mm. This happens when the coupled and superposition lines meet (see Figure 
3:22), or when the relative error of the two is zero (see Figure 3:23). In Figure 3:23, the 
Figure 3:24 Relative difference between the coupled and the single tar-
get superposition of the induced imaginary flux for two close lying 20
mm diameter steel cylinders for several separation distances. The sen-
sor used is DESIGN I-sensor 1 (Appendix B). 
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results of sensor 2 are also included showing that the behavior of both sensors is the 
same. 
 
 
 
 
 
 
 
 
 
 
So far only one case (fixed separation = 5 mm and fixed diameter = 16 mm) has been 
analyzed. The 3D FEM model is now used to check more general cases like separation 
and diameter variations. Figure 3:24 shows the superposition relative error when the 
diameter is kept constant at 20 mm and the separation is varied from 5 mm to 80 mm. 
The coupling strength decreases with separation as expected. All curves cross at a small 
range of frequency averaged to 20 kHz for the current application and specifications of 
diameters and separations. 
The coupling is zero or cancelled around this frequency range between 15 kHz and 40 
kHz. This special frequency range is mainly material dependent. Figure 3:25 shows the 
superposition relative error when the separation is kept constant to 5 mm (surface to 
surface) and the diameter is varied from 6 mm to 20 mm. The relative error (i.e. the cou-
pling strength between the targets) increases with the diameter as expected. Again, all 
curves cross at a small range of frequency around 20 kHz. The coupling is zero or can-
celled around this frequency. It has also been proven that this error is independent of the 
target depth. This proves a new phenomenon that the frequency of around 20 kHz is 
allowing decoupling of double steel cylindrical targets regardless of their diameter, 
depth, and separation. If the targets are copper instead of steel, then the relative error is 
proportional to the increase of the frequency. This is a different characteristic than the 
one of steel. The frequency ranges up to 1 kHz are showing no superposition error of 
copper. The error simply increases with the frequency. The diameter and separation 
range required for this study show that the decoupling frequencies fall in the range of 15 
kHz to 40 kHz as represented in Figure 3:26. 
 
Figure 3:25 Relative difference between the coupled and the single target 
superposition of the induced imaginary flux for two close lying steel cyl-
inders with several diameters and a fixed separation of 20 mm. The sen-
sor used is DESIGN I-sensor 1 (Appendix B). 
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Until this point of the current work, a 3D FEM electromagnetic simulation and some ex-
perimental setups were used to analyze the effect of the coupling between ferromagnetic 
cylindrical objects. These results have to be compared to the dipole model. It has been 
proven already that both the dipole model and the 3D FEM model give close results for 
high frequencies and non-interacting i.e. largely separated objects. The 3D FEM model as 
well as the experiments show, that for parallel steel cylinders in transverse excitation, 
the coupling strength is large at low frequencies (less than 20 kHz). The coupling is also 
large at smaller separation and large diameters. There is a narrow frequency interval 
where coupling is cancelled totally, nearly independent on diameter, depth and separa-
tion. The importance of this decoupling frequency for steel target presence will be ex-
plained and used in distinctive detection Chapter 4. 
The dipolar model shows the same behavior if the secondary field of the neighboring 
dipoles is taken into account for the calculation of the total field at the dipole position. 
To model the coupling, the suggestions of Braunisch et al [13] are followed, where the 
total field is calculated at a certain dipole position as the sum of the primary excitation 
field and the secondary field caused by all other dipoles at this position. The dipole field 
at position ?? caused by the induced magnetization ????? is given by: 
????????????? ?
?
?? ?
???????? ? ??????
????
? ?????????
?? (3.24) 
Where???? ? ?? ? ?? . 
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Figure 3:26 The decoupling frequencies for fixed diameter (d = 20 mm) and variable separa-
tion, as well as the ones for fixed separation (s= 5 mm) and variable diameter. 
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The total magnetic field at the dipole position ?? is then the superposition of the trans-
mitting field ?????? and the secondary fields of all other dipole moments?????? and written in 
the form: 
?????????? ? ????????? ???????????????
???
? (3.25) 
The dipole moments can be calculated by ????? ? ??????????????? 
And this leads to a set of linear system of equations in ?????that can be calculated explicitly: 
????? ? ???? ?????????? ???????????????
???
?? (3.26) 
 
 
 
 
 
 
 
 
 
 
 
In this approach, this system of linear equations is not solved explicitly, but by consider-
ing the change of the magnetic field strength at the location of the dipole ????? due to all the 
other primarily induced dipoles ????? (k ≠ j) and superimposing this secondary field to the 
primary field in the frequency domain. The simulated results of the setup using two steel 
cylinders in 5 mm separation at 10 mm from the receiver coil are displayed in Figure 
3:27. A decrease in the imaginary (i.e. secondary) flux for low frequencies (f less than 1 
kHz) compared to the superposition of two independent steel cylinders is observed. At 
higher frequencies (f greater than 20 kHz), the situation changes. The coupled model 
gives a slightly higher response compared to the superposition of two independent tar-
gets. The results of the coupled model match well with the experiments and the 3D FEM 
Figure 3:27 Magnetic flux φ as function of frequency above two cylindrical 
targets with (dotted) and without (solid) considering the dipolar coupling 
between the targets in the quasi-static dipolar approximation. The sensor 
used is DESIGN I-sensor 1 (Appendix B). 
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simulation. This simple dipolar model can still be improved with more realistic coupling 
mechanisms for cylinders and pipes based on an approach proposed by [77].  
These verified and validated models, with all their modifications and adaptions are the 
main tools of design and optimization in the context of this work. These computational 
models are mainly used to reach a concept plan of an EMI sensor that can distinguish 
detected features of targets as well as being able to identify materials of composed tar-
gets (detailed in Chapter 4). 
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 EMI distinctive detection 
The research and development of a detection system based on electromagnetic 
induction should cover all three parts of experience or knowhow: the coil design, the 
excitation scheme, and the post processing technique. These three fields must be equally 
valued in any work in this domain as proposed in the introduction Chapter 1. These basic 
contributors are sketched in Figure 1:3 and are equally important to the work to be done 
in this domain. If any point is omitted or given less value, the aims are not easily reached 
or at least they are not reached in a logical scientific approach. Trial and error ways in 
such a domain are common but costly and mainly misleading. The procedure is drawn 
by starting at the system level, continuing at the model approach, and ending in the in-
verse model, which is difficult to achieve without a well programmed forward post-pro-
cessing procedure. This complete workflow was summarized in Figure 1:4.  So far the 
previous chapters have introduced the system and sensor design including the possible 
coil design, and coil excitation choices as pulse induction or harmonic induction. The 
mathematical, theoretical, and numerical models explained, verified with experiments, 
and used as a forward model as seen in Chapter 3 are the main virtual tools for under-
standing and improving this detection system. Post processing ways in the form of signal 
analysis and processing are introduced in section 2.4 where parametrization is being 
done on the sensor responses of already known target features. But in a real-life applica-
tion, these features are usually not known. Detection devices should be programmed to 
identify unknown targets, which are supposed to be hidden.  The features of the hidden 
targets are usually not known. That is why an inverse model is required. Inverse ap-
proach is the final goal in designing and developing a detection sensor. It is highly linked 
to the excitation method (section 2.2) and the sensor design (section 2.3). An inverse 
problem is possible only when the basic constitutions of a sensor are clear and known. 
Having reached this stage of knowledge the next step is to setup a procedure that esti-
mates features of hidden metallic (magnetic or nonmagnetic) targets from the measure-
ment of one induced signal (or the response of at most one transversal scan) in the re-
ceiver coils. This relies on all database tables that define the system as described in 
Chapter 2. Then numerically inversing the forward approach leads to feature discrimi-
nation of targets. It is also important to mention that targets can be classified as pure 
electrically conductive (copper) or ferromagnetic (steel). This chapter highlights on 
ways to distinguish both and apply different methods in both cases. On top of that, wher-
ever targets are located close to each other, some suggestions are proposed to distin-
guish between single material and double material ones. This is named in the context of 
this work as ‘distinctive detection’. The complete chain of information to reach this stage 
are all necessary and equally important. This chapter shows different approaches for de-
tection procedures and feature discrimination, firstly by pulse induction and secondly by 
harmonic induction. Feature discrimination was discussed previously in section 2.1. The 
meaning of feature can be the material, size, and location of the target to be detected. A 
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complete way of distinctively detecting different targets placed near each other, com-
posed of different materials (magnetic and nonmagnetic), and still able to characterize 
their size, location, and depth is also described here in details.  
4.1 Pulse induction  
The choice of pulse induction together with the coil design as mentioned in Chapter 2 
has an important influence on the post processing method. The signal processing on the 
decay fits is detailed in section 2.4 for the receiver coil voltage response of a pulsed cur-
rent in the sender coil. This decay parametrization is a novel contribution to the induc-
tion methods. The ability to find parameters of that decay that are dependent on certain 
features made the inverse approach simpler. Estimating diameter and depth (or cover) 
of targets at the same time and using one excitation direction and one receiver response 
has never been implemented in any known commercial devices so far. In all investigated 
methods and sensor designs, including industrial and commercial ones, quality is 
matched with: 
o additional excitation modes 
o additional receivers relatively placed in several orientation angles to the target 
Precise size discrimination is possible by doing the above additions. In contrast, the de-
cay parametrization, proposed here, allows the full estimation of the target features with 
only one sender coil and only one receiver coil without any special orientation (simply 
placed parallel to each other). Some pulse induction sensor hardware (Design II in Ap-
pendix D and Design III in Appendix E) used in this work are made of more than one 
receiver in order to show the difference between state-of-the-art designs and the pro-
posed single receiver method. The same multi-receiver hardware can be experimentally 
used but postprocessing only one of its receivers. Additionally, multi-senders are shown 
in some hardware designs (Design II in Appendix D and Design III in Appendix E) because 
the original classic hardware uses more than one excitation modes. The current direction 
in each sender may not be the same for a certain mode. The actual proposed method uses 
one excitation mode and by that the same classical hardware can be used by keeping the 
same current direction of two nearby senders. This can be considered one sender. The 
proposed method has many advantages over classical pulse induction detection methods 
like: 
o Cost reduction since less coils are needed and therefore the design can be more 
compact especially that geometrically oriented coils relative to each other are 
not required. There are fewer electronic devices like drivers, transistors, ampli-
fiers because of the reduced number of coils. 
o Less interferences especially on PCB boards, which have less copper paths and 
less layers in the proposed solution. Thus, there would be less routing pads in-
terconnecting printed coils, which reduces cross talking at high frequencies and 
self-capacitance. 
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o Less data from the voltage response are required. Since these voltage decays are 
parametrized and therefore the complete raw signal is not needed. For example, 
the limitation due to amplifiers limits the amplified induced voltage to an upper 
value until it starts to decay. This first constant part can be skipped, in the pre-
sented method, while in other post-processing classical methods it would be a 
problem. Furthermore, the long decays are not required, so 150 μs effective 
measured time interval is enough for the actual application. The direct raw in-
duced signal is small and amplifiers are required in order to get a better resolu-
tion. The targets with low cover and large diameters have higher response than 
the high cover and small diameter ones. But once an amplifier is chosen then it 
should be unique and valid for all cases. That’s why the low signals should be at 
least readable but the highly amplified signals saturate at the first 10 μs or even 
20 μs time interval and using the proposed method eliminates this problem. Such 
measured signals are plotted in Figure 2:13 where the saturation can last up to 
107 μs (27 μs after switch off) mainly for large and shallow targets. 
o Less effect from coils’ mutual inductances because it requires a smaller number 
of coils to do the same task. There is more space separating them. 
o More time allowed for post-processing or even live processing (during a scan). 
The reduction of the excitation modes of the sender coils saves excitation time 
as well as receiving, post-processing, and data storing time. On top of that, the 
reduction of receiver coils, requires less signal processing times. Due to all this, 
rough characterization of targets can be even possible during a scan with live 
results on the device screens under a limited scan speed (along the x-direction). 
The short measuring time contributes to the device speed significantly. 
o Quality increases for slow scan speeds. The device can be set by the user to do 
more accurate scans by allowing the sender to send several redundant signals 
while the responses are averaged. This is achievable only because the sending 
and receiving time intervals are shorter for the same detection quality, leaving 
more time for signal saving and signal processing.  
The database produced in the example mentioned in section  2.4 contains tables of 
mainly three decay parameters t0, n, and a that are either a function of target diameter d 
only or both diameter and cover c. Additional parameters like c1, the one in the Gaussian 
fit of (2.6) gives a first estimation of the cover range by the linear relationship it has to 
the cover as in Figure 2:20 for the specified detection example. Based on these parame-
ters that represent a forward relationship (target features → measured response), an in-
verse approach is possible (measured response → target features) and is described in 
details in the following subsection. 
4.1.1 Inverse problem as fast estimator  
The detection process is an inverse problem in the end. Usually the target features are 
unknown, i.e. the target diameter, cover, and location are not known because the target 
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is hidden. What is first available, is a set of voltage decays in time (for pulse induction 
methods) and each decay is an induced voltage at a certain transverse location (sensor 
scan direction).  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
A pulse induction example is taken here with real experimental results explaining the 
inverse procedure step by step. The aim is to estimate the target diameter, cover, and 
transverse location using only the voltage decays of the scan. The terms: scan, transverse, 
and x-direction all have the same meaning in this work and are simply the direction of 
the x-axis in Figure 4:1. It is representing the movement of the sensor from right to left 
relative to the target, which is supposed to be fixed and hidden. In all experiments and 
simulations done in this work, the opposite was performed: The scanning device was 
fixed but the target is moved from left to right instead (positive x-direction). This was 
done on purpose in order to be consistent in characterizing all variables and quantities 
as a function of x-position. At every target x-location during the scan, the sender gener-
ates current pulses that in turn generate magnetic fields and then each receiver experi-
ences an induced voltage decay signal. Every decay is associated with an x-location. For 
every sensor design and excitation scheme, responses of all possible known target cases 
Figure 4:1: Detection sensor DESIGN III (Appendix E) for
pulse induction using one excitation mode and one receiver 
direction. The target features d, and c are unknown as well 
as the x location. 
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are performed in a similar way to the pulse induction procedure described in section 2.4 
where all quantities and tables are representing a forward database model. Regardless 
if this system representation is done experimentally or by simulation, the complete rep-
resentation requires saving these database tables of responses of all target feature com-
binations. Thus, all target sizes and depths (covers) are scanned leading to sets of lookup 
tables and equations as a function of x, c, and d, which are variables sketched in the new 
example of Figure 4:1. This concept is named here DESIGN III and more information 
about the coil design of this hardware is found in Appendix E. 
In this example two senders, S1 and S2, have the exact same currents generated in them 
flowing in the same direction (anti clockwise) so that the same field in the same direction 
out of the plane of the coils. Five receivers are placed just above the senders and parallel 
to them. It was mentioned before that one receiver and one sender are enough for this 
method and this is still true. The two senders here can be replaced by one sender because 
the current direction is the same and both senders are in the same plane printed on a 
multi-layered circuit board. The field generated is nearly the same. Concerning the lat-
eral overlapping of the receivers, a good transverse target localization can be achieved 
by cancelling the stray fields on the intersection because the currents of both senders are 
opposite in direction at the middle of the sensor. This is not a priority design issue for 
achieving the aims of this work. Overlapping senders and non-overlapping senders 
would reach the same goals. Also, the middle receiver, R1, is enough, and one can con-
sider the other four receivers as redundant (two and a half receivers only are shown in 
the figure due to symmetry). One can also take the sum of responses of all five receivers 
and consider them as one response. It is also possible to replace all five receivers with 
only one big receiver. The five receivers are simply an array meant to increase the reso-
lution. Also, averaging the decay voltage responses of these receivers is even more robust 
and less liable to measurement error. Redundancy here is just made as an industrialized 
solution of such a sensor to avoid measurement errors, signal storing errors, and manu-
facturing tolerances. If the coils are manufactured and assembled with high quality and 
very low tolerances, then redundancy can be avoided.  The coil design to be used here is 
the one in Figure 4:1. That is a similar concept to the one in Figure 3:14 except that the 
vertical receivers are skipped. The vertical receivers of DESIGN II in Chapter 3 were used 
for simulation verification reasons. In addition to that, these receivers were used while 
activating the senders differently (different excitation modes) but this is not documented 
here because it is irrelevant. If the current in sender 1 is clockwise while the other in 
sender 2 is anti-clockwise then the magnetic field penetrates the target horizontally (par-
allel to the x-direction). It also penetrates these vertical receivers horizontally (perpen-
dicular to them). These receivers’ induced voltages have better information about target 
sizes. However, this excitation mode is not needed any more and is not used throughout 
this work, and therefore vertical receivers can be skipped. As mentioned in this section, 
the detection sensor should be able to discriminate all features by using horizontal com-
pact coils only and one excitation mode only. For that reason, DESIGN III (Figure 4:1) is 
created to prove this concept. Referring to the definition of a current pulse in Figure 2:3 
a pulse induction scheme with a rise time of 110 μs (τon), and a fall time of 1 μs (τoff) is 
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being used in this example. The maximum current reached is 1 A. The three variables in 
the system are: 
o d= 6, 8, 10, 12, 14, 16, 20, 25, 28, and 32 mm 
o c= 5, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100, 110, 120, 130, 140, 150, 160, 170 mm 
o x= -120mm to 120mm, in steps of 3 mm 
For every combination of variable values there is a measured voltage decay in time in 
every receiver. An experimental setup was done where the target-scanner relative posi-
tion was atomized by a robot and all voltage decays were saved and analyzed. The vari-
able d has 10 possibilities whereas c and x have 18 and 81 possibilities respectively. The 
total number of decays in time measured are simply 10x18x81 = 14580 decays, which 
when plotted versus time would look like the ones in Figure 2:13. Some of the receiver 
strong voltage signals have an upper bound value due to the amplifier limits.  The data 
are saved for all decays starting at 117 μs, which is 7 μs after the sender’s switch off time 
to make sure that the sender coil has no influence on the receivers’ response. All decays 
are measured till 250 μs. As stated before there is no real loss of information if measure-
ment started late or ended early because parametrizing these decays builds the missing 
data in time. The advantage of decay parametrization especially for this saturation in the 
voltage signals is also clearly visible in Figure 2:13 where some signals are limited to a 
constant value before the decay is known and saved. 
The coils in Figure 4:1 are printed on PCB and have characteristics shown in Table 4:1 
for each coil. The copper wires printed on the board for each coil are dimensioned as pw, 
ph, and ps corresponding to the wire width, height, and spacing of the printed copper 
pads. The spacing here is the lateral distance separating each pad from the other. This 
spacing is chosen carefully not to have a high self-capacitance and should be greater than 
0.1 mm. These pads are printed in layers on each board and adding up to N number of 
turns for every coil.  
Table 4:1 Coils characteristics including dimensions of copper pads on the board. 
Coil 
Name 
N 
turns  
[-] 
W 
Width  
[mm] 
L 
Length 
 [mm] 
pw 
pad width 
[mm] 
ph 
pad height 
[mm] 
ps 
pad spacing 
[mm] 
S1, S2 28 110 209 0.8 0.03 0.2 
R1-R5 300 29.5 29.5 0.1 0.03 0.1 
 
The outer width (W) and length (L) of the coils are also dimensioned in the table. The 
sender coils overlap in width direction and therefore the center of S1 in the x-axis is lo-
cated at x=-24 mm and the one of S2 is at x=+24 mm. From that it is easy to deduce the 
outer width of the biggest PCB board (in this case the one containing S1 and S2) to be 
158 mm while the length is 209 mm (same as L of the senders). Additional clearances 
and electronics also need to be installed on the board and thus the area required is even 
bigger. The five receivers are separated by 1 mm from each other and are printed next 
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to each other on one separate board fixed just above the sender board. After freezing the 
coil design and defining the pulse induction excitation scheme, the post processing 
method is a signal analysis of the induced voltage decays in the receivers that is applied 
to all 14580 measured or simulated cases by varying the variables d, c, and x mentioned 
above. The result is a representation of this system. It is saved to be used in the inverse 
model.  
 
 
 
 
 
 
 
 
 
 
 
 
By evaluating the function????? ?? ?? ? ?? ? ??? (A1 and A2 are described in section 2.4.1 
and sketched in Figure 2:16), the first effective lookup table after saving all these exper-
imental decays is generated. The function ???? ?? ???is represented as a 2D lookup table 
dependent on the first two variables (d and c). Along the scan positions, for every value 
of x there is a unique 2D lookup table. Each lookup table has 180 points. If the scanner is 
located just below the center of the target rod, then x=0 and should have the highest rel-
ative responses. A plot of one lookup table at x=0 is shown in Figure 4:2. Every transient 
voltage is now represented by one point as a discrete function of three variables, d, c, and 
x and for illustration reasons the 2D table in Figure 4:2 is generated at x = 0. Similar tables 
are generated for every x-position. These values are based on real experiments of single 
steel cylindrical targets and they show a good differentiation between cover values in 
the logarithmic scale and nearly linearly dependent on the target diameter. Each curve 
is plotted for a constant cover value, which means the highest curve corresponds to c = 
5 mm and the lowest curve corresponds to c = 170 mm. Small cover values mean that the 
target is near the sensor that is why the response is higher. These tables are still not 
sufficient to find the unknown variables. 
Figure 4:2: Lookup table of the function ? ? ?? ? ?? plotted versus the diameter d
of the targets. Every line corresponds to a cover c. This table corresponds to the 
value of x equals zero. The sensor used is DESIGN III (Appendix E). 
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The values of ???? ?? ???in the x-direction have a maximum at x = 0. This is the transversal 
location where the target and the sensor are aligned. If the variables, d and c are fixed, 
the plot of  ? along x is like the one in Figure 2:19, which is normalized about x=0 where 
it exhibits a maximum. The data are then fitted to a gauss equation of the form (2.6) to 
evaluate the parameter c1, which when evaluated for all diameter and cover values leads 
to a plot like Figure 2:20.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
For all the experimental results of the example in current section, the parameter c1 was 
extracted from all the fits over every scan, and plotted versus the cover c for every diam-
eter d in Figure 4:3. This graph helps to find the first cover interval. The solution must lie 
in this interval. In the detection process in a real device a scan in the x-direction is per-
formed resulting in one unique value of c1. And then simply by looking at Figure 4:3, the 
0 50 100 150 200
0
50
100
150
200
cover [mm]
c1
Figure 4:3: Parameter c1 evaluated for 180 x-scans and plotted versus cover 
c. Every line corresponds to a diameter d. The sensor used is DESIGN III (Ap-
pendix E). 
Figure 4:4: Illustration of the first estimation of the cover interval by knowing 
c1 from one scan in x-direction. The sensor used is DESIGN III (Appendix E). 
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cover solution can only be in a certain interval. If c1 is found to be equal to 65 after per-
forming a scan, for example, a direct horizontal line at the value of 65 cuts the database 
in Figure 4:4 for all the diameter lines and states that the target has a depth or base media 
cover between c = 45 mm and c = 85 mm.  
The base media covering the target is assumed to be clean concrete or even air, which 
means that it has no effect on the electromagnetic field in this example. Finding this cover 
interval is the first step in the estimation processes because it helps in narrowing the 
possible solutions. Additional techniques are still needed to find one unique value of d 
and one value of c by just performing this same one scan only once. It is also important 
to mention that the location, x=0, is directly determined by the maximum value of ??along 
the scan. That is an easy process because the maximum always occurs at x=0 for single 
targets and so the focus should be on finding the exact value of the two unknowns (d and 
c) so that the inverse problem is complete.  
 
 
 
 
 
 
 
 
 
 
 
As explained so far, when a scan is performed, then a direct calculation of  ? should be 
first done for every point in the x-direction, which is the scan direction. The parameter 
c1 is extracted leading to a cover interval solution. Immediately the x=0 location is known, 
which is exactly the target transverse location. The value of ? by itself delivers more than 
one unique solution, if a line is cut in the 2D table of Figure 4:2. It cuts horizontally the 
cover lines. Taking the value of ? at the location x = 0 and searching for solutions in Figure 
4:2, yields a set of solution points (d, c). These can be plotted in a cover versus diameter 
graph as a line of points (see the blue line in Figure 4:5). Every point on the line is a 
potential solution. This blue line (solution line 1) was extracted from the matching of the 
measured ??to the lookup table of??. The red dashed box then would be the one limited 
by the cover interval found by c1. Therefore, the equivalent solution set is successfully 
Figure 4:5 Solution domain bound by the red dashed box by c1. The line solution 
1 is found from known ? values. The line solution 2 is found from parametrized 
decay estimation. The sensor used is DESIGN III (Appendix E). 
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reduced to all points on the line but lying within the box and not outside it. These poten-
tial points can be either [d = 12 mm, c = 45 mm], [d = 28 mm, c = 85 mm], or any point on 
the line between them. For such a strength of a signal it is logical to have several solutions 
because the response of a small diameter and low cover is nearly equivalent to the one 
of a large diameter and high cover (deep target). 
Relying only on techniques that depend on signal strength is not enough. The value of 
??can be equivalent to more than one combination of c and d, which are found out to be 
any of the six (d, c) solution points plotted as a blue marked line in Figure 4:5 within the 
red box. For every chosen diameter d there is an equivalent cover c. Therefore, an addi-
tional fast estimator is needed to explicitly find the diameter and, thus, the cover can be 
known. The function ??versus x, when normalized about x = 0, makes a clear distin-
guished tendency for diameters rather than covers. It is also symmetric about x = 0 and 
therefore one can average the response corresponding to the positive and negative val-
ues of x and plot the normalized values for only the negative x-values as in Figure 4:6. 
This has to be done for the measured single response (marked “+” dashed blue line) and 
the six found solution responses from the database corresponding to the points found in 
Figure 4:5. In this example the six possibilities of (d, c) are (6, 41), (8, 48), (10, 55), (16, 
61), (20, 70), (26, 78), and (28, 83); their normalized ? responses taken from the data-
base are plotted as solid lines in Figure 4:5.  
 
 
 
 
 
 
 
 
 
 
 
Relying on one value of ? (at x=0 for example) can have many solutions but a scan re-
sponse can determine the diameter directly by executing the following procedure: 
Out of the six possible solutions that are plotted in Figure 4:6 by finding their equivalence 
from the saved database, the measured response matches obviously the third database 
Figure 4:6 All possible ??database equivalences (solid lines corresponding to six 
different (d, c) possible solutions) and plotted against the x-direction (symmetry 
averaged and normalized), the marked dashed line is the measured response. 
The sensor used is DESIGN III (Appendix E). 
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response (16, 61) and the program when scripted using equations (4.1) can directly give 
the nearest solution or even perform an interpolation to find a nonstandard target. Even 
by observation the solution for diameter and cover are explicitly d=16 mm and c=61 mm, 
which is correct because the measured signal was exactly the response of [16, 60].  
  
 
 
 
 
 
 
 
 
 
An error of 1 mm in cover should be discussed later due to specifications of the device 
and fast scripting implementation with limited electronics on real industrialized sensors.  
??? ????????????? ? ?????
?
???
?
 
(4.1) 
 
??? ? ? ?????????? ? ????????????????????
???
??????
?
?????? ?
???
????
But to finalize this method, the error formula defined in (4.1) can be applied to all pro-
posed solutions or even an interpolation of these solutions to find the global minimum 
error that represents the solution of the inverse problem. The error statement in (4.1) is 
plotted in Figure 4:7 for the six possible solutions and always shows a curve of a global 
minimum, either for a fitted spline between the specified database diameters, or the in-
terpolated one, or even the error on a non-normalized??. They all lead to the suggestion 
of one unique diameter, 16 mm, and the corresponding cover of 61 mm. The same task 
should be done for all signals that are measured assuming that the target is unknown, 
and then predicting the target unknown features with a certain error in diameter and 
cover.
Figure 4:7 Error evaluated between the measured response and the 
six suggested responses by the database; the letter ff in the legend 
refers to normalized ?. The sensor used is DESIGN III (Appendix E).
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Every device should be calibrated first against air signals. That means that a signal in the 
air (without target) is measured and then it is subtracted from the measured signal to 
get a pure target response. This should be done for the measured signal as well as for the 
stored database responses. In additional to that it is important that the measured signal 
should be compatible to the database signal. 
 
 
 
 
 
 
 
Consistency between the database and the measured responses is important. If the data-
base tables and responses are based on induced voltages from one receiver (R1 for ex-
ample), then only responses from this receiver are post-processed to have an estimation. 
(a) diameter error in mm (b) cover error in mm 
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Figure 4:8 The corresponding errors in a) diameter and b) cover using only one receiver R1, the 
targets investigated are between 6 mm and 32 mm in diameter placed up to 150 mm away from 
the sensor. The estimation of d and c features is based on real experiments. The sensor used is 
DESIGN III (Appendix E). 
Figure 4:9 The corresponding errors in a) diameter and b) cover using the average of responses of all 
five receivers R1-R5, the targets investigated are between 6 mm and 32 mm in diameter placed up to 
150 mm away from the sensor. The estimation of d and c features is based on real experiments. The 
sensor used is DESIGN III (Appendix E). 
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For better performance, it is also possible to average the responses of all the five receiv-
ers and build a database accordingly. It is then required from the measured scan proce-
dure to average the responses as well.  
In the two cases, of using only receiver R1 (Figure 4:8) or using all receivers (Figure 4:9), 
the results are similar and acceptable. For all ranges of diameters, the error in diameter 
estimation does not exceed 1 mm in absolute value. The maximum diameter error hap-
pens for the large diameters and this is reasonable. As for the cover estimation, the error 
can be up to 4 mm less than the reality mainly for the deep covers of 130 mm to 150mm. 
In this fast post-processing method, the error is within the specification and can be im-
plemented to be industrialized especially that it is based on real hardware and experi-
mental results. An extended estimator with additional advantages is described in sub-
section 4.1.2 that leads to material discrimination in subsection 4.1.3. 
4.1.2 Inverse problem by decay parametrization 
In the real industrial applications, the user of such detection sensors can make several 
scans and save the results allowing the user to use them on a separate computer. Profes-
sional and precise post-processing software can be used and perform estimations that 
require more computational time to process. The method proposed here needs more cal-
culation effort but has more advantages concerning accuracy and is more feature effec-
tive. It is also less dependent on just signal strength because it extracts parameters on 
the voltage decay that are physically meaningful concerning diameter size. These param-
eters are also classifying the material of the target as described in subsection 4.1.3.  
 
 
 
Temperature and environmental conditions can have a big effect on the signal strength 
and since the previous fast estimating method relies on the height of the signal it can be 
less precise. The previous method is still regulated if the complete decay suddenly shifts 
in height due to temperature change because it is calibrated before measurement. So the 
(a) parameter t0 depending only on d   (b) parameter n depending only on d   
Figure 4:10 The two parameters of the experimental voltage fit depending only on the diameter of 
steel cylindrical targets. The sensor used is DESIGN III (Appendix E). 
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shift is always subtracted. And the idea of the function ???? ?? ?? ? ?? ? ??? made the re-
sponse nearly linear with the diameter size in the logarithmic scale but if a change in the 
temperature happens after calibration then it can be a disadvantage. For that reason, the 
method proposed in the current sub-section requires more time but focuses on decay 
tendencies rather than decay heights. It was also proven that calibration can be omitted 
in this decay parametrizing method due to the parameter a0 that considers the shift due 
to environmental effects and measurement errors.  
The following method starts by fitting (2.7) for every voltage decay that is measured as 
plotted in Figure 2:22 and extracting the parameters a, t0, n, and a0 for all database tests 
and later for the measured signals doing the same as done for the fast estimator method 
in the previous subsection. The previous design in Figure 4:1 is used here as well to-
gether with all the saved voltage responses. The micro controller in the sensor starts by 
defining the allowed space by doing the same as sketched in Figure 4:5. The next step is 
to parametrize the measured decays and start the inverse problem based on already 
saved databases for such parameters. The database can be different from a sensor design 
to another, and that’s why when a sensor is designed and manufactured, a complete da-
tabase should be performed but only once and for all. The parameters t0 and n are only 
diameter dependent for this design. No matter how far the target is from the sensor, 
every voltage relationship in time is following (2.7) where two out of four unknowns are 
diameter dependent only. This make the inverse problem easier.   
The two main parameters of the decay fit are physically representing the tendency of the 
decay and are dependent on the diameter size only. This is represented in Figure 4:10 
and equation (4.2) for DESIGN III (Appendix E). The parameter t0 can be evaluated for 
the specified diameter range. A lowest diameter value of about 4 mm is allowed just be-
cause the smaller diameters dissipate the magnetic field at later times than the larger 
targets so the upper limit of t0 would be the switch off time of the pulse (110 μs in this 
case). With such constraints, the strength of the signal can be represented by the param-
eter a+a0 as described in sub-section 2.4.2. A similar procedure is done here for DESIGN 
III (Appendix E) and a database can be generated starting by the parameter a, which de-
pends on both diameter and cover and is plotted in logarithmic scale in Figure 4:11.  
?? ? ?
?????? ? ??????
???? ? ???? (4.2) 
? ? ???????????
Additional redundant 2D lookup tables can be created based on the parameters of the 
decay fit. The parameter a plotted in Figure 4:11 is shown for x=0 where the strength of 
the signals is maximum. The physical meaning of this parameter as discussed in section 
2.4.2 is the virtual peak voltage of the receiver at a virtual time t0 that occurs before 
switch off time. Virtual here means that the decay is virtually extrapolated backward in 
time assuming that it starts at a voltage peak of a+a0 at time t0 then this would be equiv-
alent to an amount of induced voltage generated by the target even before switch off 
Chapter 4  EMI distinctive detection 
110 
time. Measurements start at a later time (7μs after switch off time as mentioned before) 
that is why it is an assumed virtual quantity that has a physical quantity equivalence. 
 
 
 
 
 
 
 
 
 
 
 
 
 
This 2D lookup table (Figure 4:11) is well differentiating between every value of the 
cover value, c. Every line (plotted versus diameter) corresponds to a cover value. Again, 
following the same technique in evaluating the solutions by using the ??lookup table in 
the previous sub-section, the same is to be done by using the ? lookup table instead. This 
can be also done by using a lookup for the multiplication of ? and n. The result is again a 
lookup table like the one of a. The product ??? or simply ?? has a physical meaning here 
as well. Taking the time derivative of the voltage fit (2.7) and evaluating this derivative 
at t=t0 leads to the value ??. It represents the rate of decay at the earliest stage of the 
constructed decay signal and it is dependent on both diameter and cover.  By referring 
to  Figure 4:5, the marked blue curve (solution line 1) in that figure represents the possi-
ble solutions extracted from the lookup table of ? (Figure 4:2). But when cover values of 
these six diameter values are derived from the lookup table of parameter a (Figure 4:11) 
then the result for that example is the green dashed curve (solution line 2) in Figure 4:5 
that intersects the blue one (solution line 1). The intersection point is the solution of the 
problem. It gives a clear one solution (d, c). When applying this to all 180-possible diam-
eter and cover combinations it was realized that in some cases this may not lead to a 
unique solution especially at weak signals. The solution for that is discussed in the com-
ing text and by that a robust stable result is achieved and is described by a relationship 
between the decays and diameters and again independent of the cover. The discovery 
here made a great leap in the effectivity of the inverse method. It also reduced iterative 
time, and mainly avoided any trial and error tasks. The post-processing quantity is given 
Figure 4:11 The parameter a of the fitted equation representing the intensity of 
the signal. The sensor used is DESIGN III (Appendix E). 
5 10 15 20 25 30 35
102
103
104
105
106
107
diameter [mm]
a 
[L
S
B
]
PS300 P3 induced in reciever RZ0
Chapter 4  EMI distinctive detection 
111 
a symbol tdrop which represents a time quantity. It can be described as a time delay or a 
time constant. It is the time needed for the induced voltage to drop to zero only if this 
voltage has a fixed rate of  ??. 
????? ?
?? ? ??
?? ? (4.3) 
 
Going back to the classical post-processing way of the induced voltage signal in Figure 
2:15, the term ?? ? ???is effective as a 2D lookup table when used solely because it does 
not show a clear differentiation between deep cover responses even in the logarithmic 
scale. But when this term is divided by na, which is a voltage time derivative, it would 
lead to a time quantity, tdrop, represented in (4.3) and is dependent only on the target 
diameter regardless how far away the object is from the sensor as seen in Figure 4:12. 
 
 
 
 
 
 
 
 
 
The post-processing parameter should be extracted from the measured signal especially 
at the maximum response in the scan direction, which would be x=0. The importance of 
this quantity tdrop is that it is not affected by the x-position much. Its value is only depend-
ent on the diameter and for that reason many decay signals along the scan are used to 
evaluate it. When compared to the relationship plotted in Figure 4:12 it gives a nearest 
estimate of the target diameter and closes the loop. The small diameters need longer time 
to dissipate, even though their response would have less intensity but the rate (??) − 
rate of decay of the voltage in time at time t0 − is relatively lower for such small sizes, 
which makes the time delay higher.  
 
Figure 4:12 The time quantity tdrop depending only on the 
target diameter regardless of the cover value. The sensor 
used is DESIGN III (Appendix E). 
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The application of the decay parametrization method is more effective in size discrimi-
nation. It is not based mainly on amplitudes. It is also effective when the signal contains 
noise because extracting the parameters n and t0 are showing signal tendencies rather 
than signal strength. The extraction of parameters that only depend on the diameter is a 
huge advantage in discrimination. It reduces the iteration effort in material discrimina-
tion as described in sub-section 4.1.3. Such parameters are t0, n, and tdrop. These parame-
ters are not affected by the distance to the target: even the x position does not affect the 
responses (up to about 60 mm range in the x-direction).  This is another clear advantage 
since they are not dependent on the scan location. In the case of robustness, the first 
method (fast estimator), based on ???? ?? ?? ? ?? ? ???(see sub-section 4.1.1), is more ro-
bust for cover estimation because it uses many signals in the scan direction. Therefore, a 
failure in one would still have less error in the estimation rather than relying only on one 
signal. 
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Figure 4:14 The corresponding errors in a) diameter and b) cover using the average of responses of all 
five receivers R1-R5, the targets investigated are between 6 mm and 32 mm in diameter placed up to 
150 mm away from the sensor. The sensor used is DESIGN III (Appendix E). 
Figure 4:13 The corresponding errors in a) diameter and b) cover using only one receiver R1, the tar-
gets investigated are between 6 mm and 32 mm in diameter placed up to 150 mm away from the sensor. 
The sensor used is DESIGN III (Appendix E). 
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The combination of both methods: ‘fast estimator’ and ‘decay parametrization’ can pro-
vide a discrimination method having all advantages of both methods. This combination 
is tested for estimating the 180 variations using the same sensor as previously (DESIGN 
III (Appendix E)). The results are shown in Figure 4:13 (using R1 only) and Figure 4:14 
(using the average of R1 to R5). These results are slightly improved compared to using 
only the ‘fast estimator’. They require more computation time but this method is needed 
in material discrimination based on pulse induction as detailed in the next sub-section 
due to the feature dependent parameters rather than amplitude dependencies. It is also 
more effective for weak signals and noise dominant ones and does not require device 
calibration. Both estimators are new to the pulse induction detection device industry. 
They are recommended for getting high quality using less complicated coil design of 
these scanners. 
4.1.3 Material discrimination by pulse induction 
The application of pulse induction method in this section has proven its effectivity for 
ferromagnetic targets like steel. Applying it to purely conductive metals like copper and 
aluminum with no modifications would be difficult and misleading. The reason behind 
that is the limitation of the frequency in the excitation scheme. A pulsed current in the 
sender already contains limited and relatively high frequencies and allows no flexibility 
for frequency manipulation. As discussed in the ‘feature discrimination’ section 2.1, the 
dissipation of eddy currents in the target space is dependent on a combination of fre-
quency and material properties and for that reason flexibility in the excitation frequency 
provides better information about the material when the target size is known. That is 
why the skin depth in (2.1) is a spatial parameter that is affected by the excitations fre-
quency and material properties together. A smart design for material discrimination re-
quires frequency selections and an effective post-processing method accordingly. But 
due to the physical limitation of the pulse, it would be considered not effective. Never-
theless, the feature dependent parameters described in the previous sub-sections al-
lowed a simplification in this sense. The parameters t0 and n already are correlated to 
steel diameters and the same can be done for copper diameters. This new idea of decay 
parametrization can distinguish, even by the same usual pulse induction scheme, be-
tween copper and steel targets for example. In the end of any design, after the geometry 
is finalized and specifications are fixed, a set of scans for all diameters and covers has to 
be performed. The parametrization leads to relations and databases that represent the 
system. So for a new design, the parameters, t0, and n would be surely different according 
to a new geometry of the sensor or a new pulse excitation scheme. The design in Figure 
2:14 was experimented by real hardware and all decays were extracted and plotted in 
Figure 2:13. The parameter t0, and n were found out to be the ones in Figure 2:23 with 
some more tolerance allowed for n. They are in the form of the ones in (2.12) and (2.13). 
The resulted parameter ? from these experiments was a 2D lookup table plotted in Fig-
ure 2:24 with a corresponding ?? table in Figure 2:25. For the sake of investigating this 
design for copper rods, it was convenient to simulate it using the “dipole model” that is 
described in Chapter 3 (section 3.2) under steel targets as well as copper targets. Every-
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thing should be performed exactly as done in the experiment. The simulation of the volt-
age decay should fit to the parametrized equation (2.7) for the following range of diam-
eters and cover as: 
o d= 6, 8, 10, 12, 14, 16, 20, 25, and 28 mm 
o c= 5 mm to 150 mm, measured every 5 mm 
Based on the simulation of the sensor and the steel targets of different diameters and 
covers the parameters were extracted and represented in equation (4.4) where t0 is di-
ameter dependent and n follows a diameter relationship but can have a tolerance. These 
parameters based on simulation results are plotted in Figure 4:15 and are matching well 
with the experimental results of Figure 2:23. The same simulation model can be used to 
check the case of copper targets. The difference between simulated steel and simulated 
copper parameter in this case can be observed by comparing Figure 4:15 to Figure 4:16 
respectively. The parameters t0 and n for copper are linear with the diameter of the tar-
get and are independent completely from the cover. These parameters classify the mate-
rial constitution and this step is a huge leap in material discrimination by pulse induction 
techniques. 
The parameter ?, in cases of the simulated steel and copper targets, is as expected, a 2D 
lookup table representing the strength of the voltage signal. It shows the same tendency 
between steel and copper. On the other hand, copper rods have responses that their two 
main fitting parameters (t0 and n) make a big difference in tendency and value concern-
ing their relationship to target size.   
 
 
?? ? ?
???? ? ???
???? ? ??? (4.4) 
? ? ???????????? ? ????
 
(a) parameter t0 for steel rods (simulation) 
 
(b)  parameter n for steel rods (simulation) 
Figure 4:15 The two parameters, t0, and n extracted from the simulation results of the voltage induced 
by steel cylindrical targets. 
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The discrimination of copper rods is an inverse model like the one for steel. If the device 
is programmed to detect either steel or copper and should do that automatically then the 
decay fitting parameters for the selected diameters proposes cover values also based on 
?? lookup tables. This must be done for both copper and steel lookup tables. The least 
error in fitting should be included to help indicating the final solution.  
 
 
 
The parameter tdrop has also a role in localizing the diameter of the target. As mentioned 
in sub-section 4.1.2, the size and material features influence these main parameters. 
Building up an inverse model to discriminate materials is now possible but requires 
more iteration due to the increase in the number of unknowns. Nevertheless, this finding 
is a good contribution to the pulse induction method and can be used for material detec-
tion of nonmagnetic metals. But the idea of distinctively detect copper and steel for ex-
 
(a)  parameter t0 for copper rods (simulation) 
 
(b)  parameter n for copper rods (simulation) 
 
(a)  parameter a for steel rods (simulation) 
 
(b)  parameter a for copper rods (simulation) 
Figure 4:16 The two parameters, t0, and n extracted from the simulation results of the voltage induced 
by copper cylindrical targets. 
Figure 4:17 The 2D lookup table of the parameter a differs in value between a) steel and b) copper 
based on simulated results. 
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ample, placed in the same place hidden underground would require more effort in fre-
quency manipulation and by that this method reaches its limits. Harmonic excitation, on 
the other hand, allows this frequency planned excitation schemes and delivers results 
both in simulation and experiments. 
4.2 Harmonic induction 
Using harmonic excitation signals in detection devices allows the flexibility needed to 
code the induced signals that can be de-coded in the signal processing phase. Pulse in-
duction has limitations in the frequency range and thus the electronics limit target ma-
terial discrimination. As described in Chapter 2, the material properties, together with 
the frequency, influence the eddy current skin depth in the target of a certain size. One 
induced voltage signal contains all these effects. This combines material, size, and fre-
quency. An electromagnetic detection system is not just an arbitrary collection of sender 
coils and receiver coils. One of the main aims of this work is to show that detection de-
vices are designed according to the features to be discriminated and this would be lost 
in trial and error unless there is a focus on the complete chain of excitation scheme (sec-
tion 2.2), coil design (section 2.3), and post-processing methods (section 2.4). These 
main fields of sensor development are introduced in Chapter 2. On the other hand, har-
monic excitation schemes have disadvantages in electric power, efficiency, and strength. 
Mainly deep targets require high excitation currents. The best design choice requires an 
optimum performance versus requirements and that is an important goal of this work.  
Many detection devices or non-destructive testing devices also known as electromag-
netic induction (EMI) sensors are used to sense metallic objects buried or hidden in a 
base media as introduced in Chapter 1. It is important before designing any EMI sensor 
to set ahead its requirements (section 2.1). These requirements are classified as detected 
features (e.g. target, size, and location) within a defined resolution and must be known 
ahead of the design phase. According to these requirements the designer can then define 
the geometry of the coils, the excitation scheme, and the post-processing method. Some 
applications just need to detect the transverse location of the targeted objects. Many in-
dustries exploit the EMI capability to the maximum, heading towards precise feature dis-
crimination (see feature discrimination in section 2.1). The work here insists that EMI 
sensors are designed, optimized and developed according to the features of the objects 
or targets that need to be detected. The sensor is designed differently (according to the 
workflow of Figure 1:4) if one feature is considered the main priority and others are not 
or vice versa. Concerning material discrimination, feature is not only copper and steel 
material discrimination but also copper-steel grouped as one target feature. Non-ferro-
magnetic targets, like copper, are more difficult to detected by induction at medium fre-
quencies than permeable ones, or at least it is difficult to rely only on EMI to discriminate 
features of non-magnetic metals. As mentioned in section 1.2, many applications aim to 
detect features in a single material (find voids or cracks). Others can discriminate com-
posed targets that are required to be placed between the sender and receiver. This does 
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not apply to hidden or buried targets. In addition to that, designing a sensor by EMI tech-
nology to discriminate these features of non-magnetic material especially in the presence 
of other magnetic material is a very challenging task when EMI solely. EMI is easy and 
cheap compared to other detection techniques like ultrasonic, radar, and thermography 
as described in the ‘State-of-the-art’ section 1.2. It is considered novel to be able to use 
one sensor at the same time based only on EMI for discriminating target features of only 
non-magnetic (copper rod), or only magnetic (steel rod), or a complex target i.e. both 
present in the same place (copper and steel rods grouped together) under challenging 
conditions of manufacturing tolerance, environmental conditions, and buried hidden tar-
get locations where the sensor cannot reach the targeted object physically. In addition to 
all of that, to be able to discriminate size, location, and depth of such targets is considered 
a complete functional discriminator and distinctive detection sensor at the same time. 
The feature referred to here as ‘complex target’ is an additional challenge due to discrim-
inating it (copper rod grouped together with a steel rod) from a copper rod or a steel rod. 
This is not material discrimination only; it is rather more complex. Such complex target 
features are numerous and challenging in the real industrial applications. The current 
work can be extended and used as a basis for additional discrimination of complex target 
features like cables inside metal pipes, stainless steel near reinforcing rods in bridges, 
electric copper cables near ferromagnetic objects, metallic plates, or even corroded steel. 
Such complex objects have always been an engineering challenge in the manufacturing 
of nondestructive testing devices. The common challenges, in addition to the complexity 
mentioned above, are spotted in the published paper [74] and journal [82] as well as the 
claimed patents [23], [24]. One challenge is to minimize the dominance of the sender coil 
on the receiver coil as briefly explained in section 2.3 where a suggestion to calibrate the 
receiver relative the sender was first mentioned as a solution. The second challenge is 
the induction of nearby targets, which was analyzed experimentally and simulated for 
same material (steel) double rods in section 3.3 and published in [22]. It was shown that 
smart selection of frequencies can eliminate coupled effects of nearby targets or at least 
cancel their effect on induced voltages in the receivers. In addition to that, since the tar-
get is hidden, it makes the design more challenging because the sender and receiver coils 
have to be placed on the same side, i.e. the receiver has to be placed close to the target to 
get its maximum response. As mentioned in section 1.2 many detection devices for many 
applications are stated and referenced ( [53], [37], [17], [40], [54], [6], [35], [36], [55], 
[13], [56], [57], [58]) but none of them tackled the distinctive detection of multiple ma-
terial hidden target using induction only as a physical method. For that reason, creative 
ways need to be implemented in order to achieve the discrimination of these specified 
complex and simple target features in the same device at the same time. 
An example of one of the complex object discrimination (mainly a double material target 
from single material ones) is presented in an example in this chapter. This example is 
simulated and experimentally validated showing the use of the ‘spatial phase profile’ 
method. This simulation model (dipolar model detailed in section 3.2) is the main tool to 
verify this discrimination for a range of target sizes and depth. The next section describes 
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this extension of the dipolar model and its effectiveness in reaching a geometrically cali-
brated sensor for the feature discrimination set ahead. As for the size and depth discrim-
ination, a set of database using all the receiver coils’ amplitudes in different modes to 
estimate the target diameters and depth is described in the inverse model section in or-
der to complete a functional sensor and prove the validity under all variations of size and 
depth. 
4.2.1 Design methodology 
The geometrical design of the coil configuration of an EMI detector suitable for material 
discrimination can be developed using a dipolar approximation of the targets (see sec-
tion 3.2). This approach is valid, as long as the targets and coils are sufficiently separated 
from each other. In the dipolar approximation, the induced voltage ???? in the receiver 
coil at a radial frequency ? was written in (3.15) and is rewritten in the matrix form in 
(4.5) as a tensor product of the magnetic polarizability tensor ? with ?????? and??????, the 
magnetic field intensity of the transmitter (TX) and the receiver (RX) at the dipole posi-
tion [13], [38]. The scalar, I, is the transmitter current, R is a rotation matrix, A is a con-
stant that considers the gain transfer function of the amplifiers, and ?? is the magnetic 
flux constant. 
??????? ? ? ?
????
? ?????
? ? ??????????? ? ?????? (4.5) 
Exact magnetic axial ?? and transverse polarizabilities ?? are available for simple shapes 
in frequency domain [76] for a homogenous or for a dipolar primary excitation field. Both 
are written in equations (3.17) and (3.18) respectively. It is first important to highlight 
again the induction number?? ? ?????? that is part of ?? ? ???to be solved for using the 
Bessel function as mentioned in section 3.2. The axial and transverse polarizabilities are 
the diagonal components of the polarizability tensor. They are complex functions of this 
single parameter ? ? ?? that contains all relevant material properties for discrimina-
tion. In the actual case, the realistic targets are cylinders of finite length that are modelled 
in this work using a linear chain of infinitely small dipoles as described in the publication 
[22]. This approach has many assumptions, but it gives sufficiently good results if the 
effect of the finiteness of the cylindrical segments has been taken into account by the 
demagnetization factor of the finite cylinder itself [22]. Further assumption here is that 
the primary excitation field is homogeneous at the position of this cylindrical element so 
that the calculated polarizabilities in a homogeneous excitation field can be used. The 
rotation matrix ? projects the field to the local transverse and axial coordinate system of 
the cylindrical element. The model gives accurate amplitude and phase information for 
long ferromagnetic and non-ferromagnetic conductive cylindrical targets or pipes that 
are separated sufficiently away from the TX and RX coils. As soon as the diameter of the 
target is smaller than the radius ?? of the smaller coil of a coil configuration TX-RX and 
the distance of the target to the coil is larger than this radius???, the predicted induced 
voltage of the model is within a small error to measurements. It can therefore be used 
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for the optimum coil design for given performance parameters such as separation per-
formance (i.e. discrimination of two close lying separate objects), material discrimina-
tion, and detection range for targets that are not too close to the coils. 
The transmitter and receiver fields ?????? and ?????? are strongly depth and orientation de-
pendent. For a robust estimation of the parameter ?? and for target discrimination, it 
makes sense to get rid of the orientation and depth dependence of ???? in (4.5). For a 
single target, this can be achieved by either one of the following ways: 
o Frequency domain, by measuring the phase shift of the induced voltage ??????? 
relative to the excitation current I as function of frequency? , which is propor-
tional to the quotient of imaginary and real part of the polarizability and almost 
independent on the signal strength 
o Time domain, by evaluation of the time decay of the induced voltage ??????? when 
using pulse induction. Fitting a second order polynomial ????? ? ???? ? ??? ? ?? 
to the normalized logarithm of the induced voltage ?? ????? ???? ?delivers param-
eters ??? ?? and ?? that allow discrimination between a single ferromagnetic and 
non-magnetic target as well as between pipes and full cylinders. 
However, if there are multiple different close-lying targets to be discriminated, the situ-
ation becomes more complex and experimentally expensive. For this case, the dipolar 
model is a sufficiently accurate approximation to design the sensor coils, to develop a 
classification algorithm, and to test the limits of what is possible. In the current section, 
three different target cases using the dipolar model and validation experiments: steel, 
copper, and both together are analyzed.  
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Figure 4:18 The four receivers placed relative to two senders as an outcome of an 
optimized sensor named DESIGN IV (Appendix F). 
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As already mentioned in section 3.3, it was evident that nearby rods of steel, for example, 
are decoupled at a frequency around 25 kHz regardless of depth, separation, and diame-
ter of the targets. The current work makes use of that to distinguish copper from steel 
and from copper-steel combinations since the copper material-frequency combination is 
much different than steel ones. Detection sensors based on the phase shift of signals ra-
ther than on amplitudes are not new in literature. Phase shift plots over a frequency 
range for copper, aluminum, and steel were documented in [48]. The phase angle plots 
in [46] are also showing differences between steel inclusions in copper rods or vice 
versa. The value of the phase angle or the tangent operator of this angle was used to show 
some differences in the inclusion size. In the current work, the ‘spatial phase profile’ ra-
ther than the phase value is being used as a material flag because a combined target (cop-
per-steel) configuration is required to be distinguished from single material response. In 
addition to that, many scientists and engineers have already published frequency spec-
trum responses, as in [48] for example, to show material differences. In the current work, 
selected frequencies are used rather than a spectrum or range. A wider overview of the 
state-of-the-art detection by induction ideas, designs, and publications are detailed in 
sub-section 1.2.1.  
The new proposed concept by harmonic induction excitation is an outcome tested and 
simulated after combining several design methods. This design is presented in Figure 
4:18 where the two sender coils printed at the bottom board and the four receiver coils 
printed on the top board. Transverse harmonic magnetization of the targets is used here. 
This configuration has the advantage, that also tilted configurations with respect to the 
scan direction can correctly be discriminated, whereas in the axial magnetization case, 
this would be difficult, because the symmetry is destroyed and every tilt angle would give 
different results. 
The design reached in Figure 4:18 is the outcome of many parameter variations (geo-
metrical and electrical). Dimensions and coil characteristics of this design are docu-
mented as DESIGN IV (Appendix F).  
A detailed methodology is used by introducing the different design concepts logically and 
in steps, by first showing the cover independence ratios of transverse excitation (sub-
section 4.2.2), followed by the optimization done on a simple sender-receiver mathemat-
ical model to define ratios suitable for single copper or single steel rods diameter dis-
crimination (sub-section 4.2.3). After that, an explanation of the ‘double balanced’ sys-
tem of coils (sub-section 4.2.4) shows the importance of the geometrical balance of coils. 
The `spatial phase profile’ method (sub-section 4.2.5) shows the use of phase profiles 
instead of values and its effectivity in distinguished detection. After this is implemented, 
a set of post-processing techniques are used to reach a complete inverse problem using 
harmonic induction  (sub-section 4.2.6). A sensor is complete only if the inverse solution 
is possible from all database and relationship defined. The complete set of features 
should be detected using a complete forward database. 
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4.2.2 Cover independence 
The fields ????? and ????? in (4.5) are strongly depth and orientation dependent. For a ro-
bust estimation of the parameter ??, a depth independent estimation is required. Start-
ing by a simplified special case as shown in Figure 4:19. The simulation model based on 
the dipole model is used having the sender and the receiver coils to be exactly in the same 
place and having the same dimensions.  
The induced voltage amplitude  ??  is the final result and written in equation (4.11) after 
deriving it from (4.5) and (3.18) for such a case and for one single target with diameter 
d covered by air media with a cover c. ?? represents the effective radius of the coil. The 
radius ? of the target is replaced by ???and ? by the induction number ??????? ? ?. It is 
important to mention that only transverse polarizability is used here because the excita-
tion field is transverse mainly to the target as mentioned before. That is why only the 
transverse polarizability of cylinders is used i.e. equation (3.18). 
The voltage ??  is a function of c, d, ??as well as of the material of the target. Taking the 
ratio of the responses ??  of two different frequencies leads to a cover independent ratio 
because the middle term in the right-hand side of (4.11) always cancels for this ratio for 
any fixed target material. 
For example, taking the ratio of two responses ???and ???corresponding to any two fre-
quencies  ???and ?? yields to a cover independent relationship (4.7). The parameter c has 
been canceled from this ratio. 
 
 
 
 
 
 
 
 
 
 
 
Figure 4:19 A simple sender-receiver coil is considered one coil used for 
sending and receiving, this is done for simple simulation concept. 
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?
??? (4.6) 
????? ?
?? ? ?? ????????? ? ? ???
?? ? ?? ????????? ? ? ???
? (4.7) 
Some published articles used effective ratios of transverse and axial polarizabilities be-
cause the phase shift was frequency dependent [50]. They used their work to classify 
target shape using a frequency spectrum. But the current work uses only a few specified 
frequency responses processed in dimensionless smart ratios to have the highest diam-
eter dependency if the material is provided ahead.  
4.2.3 Dimensionless ratios of selective frequencies 
Following the concept of cover independence ratios, of the previous sub-section, by di-
viding any sum of responses of different frequencies by another one, the ratio is always 
cover independent, i.e. the parameter c disappears. Two kinds of ratios are investigated 
here for single steel rods and single copper rods. The forms of the ratios ???and ???in 
(4.8) and (4.9) respectively are chosen in a way to achieve a maximum dependency on 
the diameter only using three different frequencies ??, ??, and ??.  
?? ?
??? ???? ? ??? ????
??? ???? ? ??? ????? (4.8) 
?? ?
??? ? ???
??? ? ??? ?
???
???? (4.9) 
The first ratio (4.8) has a difference of the natural logarithm of responses in the numer-
ator. This equates to the logarithm of their ratio, which is still cover independent. The 
same applies to the denominator and thus the whole ratio is cover independent. Simi-
larly, the second ratio is theoretically cover independent as well. The two ratios are made 
so different in order to find out, which one is better for copper single rods and, which is 
better for steel ones. This is then extended in a practical demonstrator to also discrimi-
nate a grouped steel and copper single rods simulated and experimentally validated (see 
sub-section 4.2.5).  
A gradient optimization is performed using the Sequential Quadratic Programming 
(SQP) method were the frequencies ??, ??, and ???are design variables. Starting with the 
ratio ??and taking the setup in Figure 4:19, the target is a single steel rod of diameter ???. 
The ratio ???????is evaluated for every diameter, ????resulting in a diameter dependent 
response curve. The objective of the optimization is the inverse of the steepness of this 
response to be minimized as in (4.10). The objective (Obj) is a single evaluated value for 
the complete set of diameters ?? ? ??? ? to ??? ? ??? ??and for every combination of 
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frequencies. This is the same for any cover value (since it is cover independent). The op-
timization starts from an initial guess of frequencies and finds out the best variation over 
the diameters using ??. The optimization is calculated again from different initial guesses 
to assure a global optimum. The constraints are set on the frequencies to be monoton-
ically increasing. The frequencies are bounded between 1 kHz and 75 kHz (highest fre-
quency limit set for this coil design). 
??? ? ?? ??????? ? ???????????????
????
?????????????? ?
??
? (4.10) 
The same optimization is performed for copper and steel separately using ??? and then 
???. It was found out that the ratio ???is suitable for steel rods while ???is better for cop-
per rods. And the corresponding optimums are listed in Table 4:2. The steepest ratio over 
a diameter set is an objective to be maximized to get a better resolution. The lower bound 
was always set to 1 kHz because a minimum induction is required for both metals. In the 
case of copper using ????, the optimizer was always minimizing ???and ??, therefore an 
additional constraint to separate them by 9 kHz difference was needed in order to have 
distinguished responses. As for steel and using ???, the middle frequency ???was found to 
be near 20 kHz, which has a significant meaning in previous work done [22]. This fre-
quency is larger for double rods.  
Table 4:2 The optimum frequencies that generate the steepest ratios. 
 f1 f2 f3 
R1 (steel) 1 kHz 17.62 kHz 45.78 kHz 
R2 (copper) 1 kHz 9.99 kHz 74.26 kHz 
 
The analysis in this section was done for x=0 (see Figure 4:19) but full discrimination 
requires scanning in the x-direction and double rods have to be introduced as well and 
this is explained in the inverse model in sub-section 4.2.6 where, as a result, the optimum 
frequencies differ slightly. 
4.2.4 Double balanced configuration 
The best placement of the sender and receiver coils in a detection system is where they 
are concentric inside each other and both closest to the target exactly like the design in 
Figure 4:19. This would be ideal in case of no mutual inductance. For a high sensitivity of 
the sensor, a balanced coil configuration is favorable in order to eliminate or cancel this 
induced voltage. This however demands a high mechanical stability or active means for 
calibration or compensation, such as additional compensation coils or a manual calibra-
tion at the start of the measurement. As has been explained in section 2.3 a sender-re-
ceiver setup like the one in Figure 2:10 is done by taking a set of one sender and one 
receiver coils with the same dimensions and number of turns as in Figure 4:18 but check-
ing the placement of the receiver radially would find a neutral position. Eliminating the 
induced voltage in the receiver is done by performing a displacement Dp of this receiver 
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relative to the sender (red coil) as in Figure 2:10. Exciting the sender with the range of 
frequencies up to 300 kHz results in zero induced voltage at a displacement Dp = 54 mm 
for this example. The plots are visible in Figure 2:11. Several configurations are known 
in literature and on the market, especially the gradiometer [47], [51], [52] that describes 
balanced induction. In the current work, a novel ‘double-balanced’ coil configuration de-
signed for material discrimination is proposed. ‘Double-balanced’ here means that every 
receiver is separately balanced relative to the two displaced senders. In addition to that 
the senders are also displaced against each other so that in some excitation modes and 
according to defined specifications and requirements, it also possible to balance the 
sender response to each other. The final ideal design for two senders and four receivers 
is shown in Figure 4:18. The balancing is done without the presence of targets. 
The next step is to follow the same methodology but now for targets well separated from 
each other. When the targets are near each other, they also exhibit a mutual coupling that 
affects the total induced voltage in the receiver. Such coupled effects are detailed e.g. in 
[22], leading to the selection of frequencies in this work as a continuation. The careful 
selection of active frequencies allows the sensor to be effective even for nearby targets 
as shown in sub-section 4.2.6.  
4.2.5 Spatial phase profile method 
The phase shift (shifted from the sender current) of a differential signal Ueast – Uwest, which 
is the subtraction of the voltage in receiver west from the one in receiver east (see Figure 
4:18 for naming) can now be used to determine whether the target is a copper rod, steel 
rod, or both copper and steel at the same time. A simple explanation of these target cases 
is sketched in the respective boxes in Figure 4:20 from left to right. The ‘spatial phase 
profile’ for every scan in the x-direction is unique.  
 
 
 
 
 
 
 
Scan means moving the sensor in the opposite x direction (east to west) or moving the 
target rods in the x-direction (west to east). After freezing the design, which was reached 
by using the dipole model and experimentally verified for several excitation frequencies 
and depths of targets, a 10 kHz and 20 kHz examples are being shown here for illustra-
tion. The best placement of the receivers (four distributed receivers) as in Figure 4:18 
induces nearly no signals in the absence of targets. This was found using a parametric 
Figure 4:20 The three cases of discrimination and distinctive detection: single copper rod, single steel 
rod, and double copper-steel rods. 
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study by varying the geometrical lengths and positions of the coils based on the method 
described in the previous sub-section ‘Double balanced configuration’. The two big 
sender coils sketched from the dipole model as seen in Figure 4:18 (right) are excited 
with the set of frequencies. These, blue and green sender coils when excited with a har-
monic current induce voltage signals in the east and west receivers, which when sub-
tracted should be very small in the absence of any target.  This is an advantage because 
in the presence of any target the receivers sense induced signals mostly by target re-
sponses rather than the sender’s effect. 
The measured signal is weak due to this placement. But in the presence of a target the 
signal is dominated by target response. Nevertheless, at x=0 it is a symmetry, i.e. equal 
voltages are induced in the receivers and this differential signal is negligible. As a solu-
tion to this problem, discrimination relies on the spatial phase profile overcoming am-
plitude problems and making the system more reliable and robust.  
The phase measurement relative to the source current can be extracted even out of the 
weakest periodic signals. Measuring the phase of the differential signal (phase angle of 
Ueast – Uwest) at every x-location (scan direction) leads to the graphs as in Figure 4:21 a) 
at 10 kHz and b) at 20 kHz, for example, where all rods were 8 mm in diameter. When 
signals are detected due to the scan over an 8 mm copper rod, a constant response in 
phase is achieved over the scan in the x-direction (green simulation and experimental 
lines) as shown in Figure 4:21. One can also now determine that either copper is present 
or nothing at all because the north and south coils sense a voltage change versus the scan, 
which indicates the presence of a target anyway and this can be used here as a flag as 
well. The post processing of the north and south voltage responses is used for cover es-
timation as a redundant database in case of an industrialized sensor. The blue parabolic 
profiles are the responses of an 8 mm steel rod and the opposite parabolic red profiles 
determine explicitly that both copper and steel (both are 8 mm in diameter) are present. 
This is done using ‘east’ and ‘west’ signals. The ‘north’ and ‘south’ signals are used later 
for size and depth detection. 
 
 
 
 
(a) phase profiles for three cases at 10 kHz   
 
(b) phase profiles for three cases at 20 kHz   
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Figure 4:21 Simulation versus experiment for three cases of material discrimination using 10 kHz (left) 
and 20 kHz (right) sender frequencies. The response is the phase angle of the differential voltage signal 
relative to the sender current. The sensor used is DESIGN IV (Appendix F). 
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Observing the curves in Figure 4:21, the red curves (responses of copper-steel targets) 
do not fit well between simulation and experiments as the other curves (single copper 
and single steel targets). The curvature of the curves is what matters for this method and 
this matches well but it is worth to mention that the mutual effects between nearby rods 
were not considered yet in these simulations. In addition to that, the experimental meas-
ure of the phase of the signal is relying on the zero crossing of the harmonic voltage signal 
which contains some noise. This may make a shift to the whole phase profile positively 
or negatively.  
In the current work, the sender coils are excited with the same frequency at the same 
time during an application scan this means the two senders are excited with the same 
signal of a certain frequency. Several frequencies are used during the scan and the cor-
responding responses are saved as well but at any instance in time both senders have 
the same frequency. Nevertheless, this design is meant to apply different frequencies on 
the two senders respectively for a smarter and faster detection system. This system will 
be presented in future work. For that reason, the two-sender design instead of one-
sender is kept here and treated with the same frequency at a time. 
4.2.6 Inverse problem by harmonic induction 
The designed device in Figure 4:18 showed the ability to distinguish between a copper 
rod, steel rod and copper-steel rods (referring to Figure 4:20 for the target cases). This 
was so far valid for one depth and one diameter and many frequency variations. In order 
to approve the idea, it has to be simulated using the dipole model for many other possi-
bilities of target diameters and depths. If the diameter is fixed and the rods are just 
moved away from the sensor from 10 mm to 40 mm in 5 mm steps, then steel leads to 
responses of the phase along the scan direction seen in Figure 4:22 a). If the same is done 
using a group of two rods one made of copper while the other is steel, then the spatial 
phase profile is the opposite of the steel as expected. Figure 4:22 b) shows the response 
of this complex grouped copper-steel rods also for the investigated depths. These results 
are outcomes of the simulation model described previously after its validation. Fitting a 
parabola of the form (4.11), the unknown a1 for all variations of diameters and depths is 
a clear indicator of the target composition. 
? ? ???? ? ??? (4.11) 
The parameter a1 is simply distinguishing whether the target is steel (positive values) or 
copper-steel (negative values). Figure 4:22 illustrates the ‘spatial phase profile’ for sev-
eral depths of the target and for a fixed 8 mm diameter. From each profile, a1 is evaluated 
and the same can be done for all diameter variations as well. Figure 4:23 shows the value 
of a1 for several diameters and depths at the same time. The values are all negative for 
steel rods (Figure 4:23 a)) and all positive for copper-steel rods (Figure 4:23 b)). This is 
all what is needed from ‘spatial phase profile’ of the voltages in the coils ‘east’ and ‘west’ 
of this device.  
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More database checks of amplitudes of coils ‘north’ and ‘south’ lead to exact estimation 
of the diameters and depths, which is described later. The copper responses are not 
needed to be fitted simply because copper phase response is found to be a straight hori-
zontal line along the scan x-direction rather than a parabola therefore a1 is always equal 
to zero for any diameter and depth. 
In order to distinguish copper rods from ‘no rods’ (or simply air) then the aid of the 
‘north’ and ‘south’ amplitude responses are needed. And this is completed in this section. 
It is also important to note here that the variable a1 is extracted from the phase of the 
differential voltage signal Ueast – Uwest during a transversal scan from ‘east’ to ‘west’. It is 
also proven that the same can be done for the same scan but extracting a1 from the phase 
of the summed signal Unorth + Usouth. The outcome would be reversed relative to the one in 
Figure 4:23 that means a1 is positive for steel rods and negative for copper-steel rods. It 
is also zero for copper rods alone. This is a redundant way to check the material compo-
sition of target rods and therefore the plots are skipped in this context. But redundancy 
is important in industrialization due to measurement and geometrical tolerances but it 
(a) phase profiles of 10 mm steel rods   (b) phase profiles of 10 mm copper-steel rods 
 
(a) a1 for steel rods of different d   
 
(b) a1 for copper-steel rods of different d     
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Figure 4:22 The phase response of steel (left) and copper-steel (right) rods of a fixed diameter of 8 
mm and depths variation from 10mm (blue) to 40 mm (black) in 5 mm steps with an active frequency 
of 25 kHz in the sender coils. 
Figure 4:23 The parameter a1 of the parabolic fits of the phase response of every scan over a steel rod 
(left) and steel-copper rods (right) for all diameters starting from 10mm (blue) to 22 mm (black) in steps 
of 2 mm, all plotted versus the depth of the target with an active sender frequency of 25 kHz.  
c = 40 mm 
c = 40 mm 
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is not required her to prove the idea. After identifying the material of the target(s), the 
next step would be size, and depth discrimination. 
The ability to identify these features are required to complete the use of such sensor. 
Relying only on the a1 fitting parameter of the differential signal phase would so far not 
even be used as lookup tables for depth and diameter, for sure not for copper because a1 
is always zero. The plots in Figure 4:23 are also not linear even in a logarithmic scale plot 
as seen. The variations between the diameter curves is also narrow and makes the reso-
lution not useful for an industrial device. On the other hand, and due to experience, am-
plitudes are better used as lookup tables. But in this design the amplitude of the differ-
ential signal is found out to be very effective. The ‘Root Mean Square’ (RMS) of this dif-
ferential voltage signal should results in a zero value for x=0 as in Figure 4:24 a). But the 
whole scan values exhibit a sine shape or form. As an example, which is plotted in Figure 
4:24 a), a steel rod of 8 mm diameter is scanned in the transversal direction (x-direction) 
leading to sine shapes for every depth of this rod. The sine function fitted to the RMS 
profiles of Ueast – Uwest has four parameters as in (4.12) and only A1 parameter is used 
here. This parameter is plotted across all depths and all diameters in Figure 4:24 b). This 
can be used as a 2D lookup table for steel rods but it leads to several solution combina-
tions of diameters and depths. For that reason, another lookup table is required to iden-
tify, which one of the features is the correct one and will be the next step mentioned in 
this sub-section. 
??? ? ?? ??????? ? ??? ? ??? (4.12) 
The same fitting procedure is done for the copper-steel combined rods as well as the 
pure copper rods. Both 2D lookup tables are plotted in Figure 4:24 c) and d) respectively. 
The lookup tables for all three target cases can be also done using the RMS of the summed 
signal Unorth +Usouth, which should have a maximum at x=0. The fit to such curves is an 
exponential one in the form of (4.13). 
??? ? ????
?
???
?? (4.13) 
The parameter c0 produces three lookup tables linear in the logarithmic scale and well 
separated between each diameter of interest. These lookup tables are not plotted here 
and are considered redundant for this procedure. Redundant lookup tables are useful 
when disturbances in measurement or electromagnetic interferences are present. Also 
when environmental changes are extreme these tables would be effective to minimize 
the error in matching parameters. But another technique is still required to explicitly 
identify the diameter and depth of each of the materials of the target by just performing 
one scan in the x-direction. Here it is important to note that the x-location of any target 
is easy to locate from the minimum of the RMS of a sine profile when a scan is done re-
ferring to Figure 4:24 a). As soon as the composition of the target is identified by the 
parameter a1 the device uses simple lookup scripts to search in the corresponding tables 
of A1 and the result is then still not unique. For that reason, other post processing equa-
tions based on selective frequency responses are proposed here to create functions of 
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the diameter regardless of any depth. These equations complete the inverse problem and 
result in a direct unique (one solution of diameter and depth) characterization of the 
target. For the ‘spatial phase profile’ and RMS of the differential signal done so far it was 
enough to use the responses of a 25 kHz excitation for this design. It was found out that 
this is also effective for any frequency in the range of 20 kHz to 30 kHz as proven in [22]. 
It is the range of the decoupling of mutual induction of nearby steel targets. The 25 kHz 
central frequency was proven to be one of the frequencies resulting from an optimization 
done on the complete sensor like the work done in sub-section 4.2.3. According to that, 
and for the application of this work, two post-processing formulae are introduced where 
the sender at every scan position is excited by few chosen frequencies including the 25 
kHz. The responses of the frequencies are then saved to be used for feature discrimina-
tion. 
?????? ? ??? ??????? ? ??? ?????????? ??????? ? ??? ?????? ? (4.14) 
?????? ? ?????? ? ???????????? ? ????? ?
??????
??????? (4.15) 
The first ratio, ratio1 is a dimensionless function of the natural logarithm of the ampli-
tude A1 (renamed here as ????? ) of the RMS profile of a scan response when the sender 
coils are exited with frequency f. For example, ?????? means the fitting parameter A1 for 
a 25 kHz frequency exactly the same as the plots in Figure 4:24. This ratio1 in (4.14) is 
using three frequency responses; the 25 kHz is essential here and was as expected but it 
is anyway an outcome of an optimization. The other two frequencies are 50 kHz and 1 
kHz. When these responses are put in (4.14) they lead to a ratio that is nearly independ-
ent on depth but only dependent on diameter. This is effective for steel and copper-steel 
targets as in Figure 4:25 a). The term ratio1 for copper rods is nearly constant for all 
diameters and depths as seen from the graph. The dashed line in the graph is the average 
of all depths of these rods. The exact responses of these rods are plotted as standalone 
markers +, o, and x for steel, copper-steel, and copper respectively. Using this ratio, it is 
easy first to estimate the diameter and then go back to the 2D lookup tables (Figure 4:24 
b) or c)) to extract the depth as well. This is valid for steel and copper-steel targets only 
while in the case of copper, another ratio is required if the sensor has already assumed 
that the target is a pure copper rod. The copper rods need to be analyzed similarly but 
with a different combination of frequencies, which were found to be 75 kHz, 10 kHz, and 
1 kHz. 
The first term ratio1 (4.14) was more effective in the presence of steel due to the com-
bined operations done on the specific amplitude response of  ?????????? ? ?????????? 
and??????????? ? ?????????. The responses in the logarithmic scale for frequencies 
around 25 kHz are linear with depth and diameter. Subtracting this from a higher and 
then from a lower frequency response gives terms with coupled target effects. But when 
taking their ratio, the result is affected mainly by the diameter and is nearly independent 
of the depth. 
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In the absence of steel, a different approach is required. The term ratio2 is the most ef-
fective for single copper rods only and is written in (4.15). It is plotted in Figure 4:25 b) 
with nearly no dependence on depth as seen but only on the diameter. Copper as a pure 
conductive material had proven that a ratio between a higher frequency difference and 
a lower frequency one leads to a depth independent behavior and a good differentiation 
between diameters. These frequencies were the optimum frequencies results from an 
SQP gradient optimization done on the complete sensor with all the target feature com-
binations, similar to the work in sub-section 4.2.3. It is important to clarify the reason 
why some values mainly in ratio1 are not on the averages dashes lines in Figure 4:25-a 
even though it was stated before that this ratio is cover independent. These discrete 
points correspond to different cover values and they differ for every fixed diameter be-
cause the system is including the whole coil designs with all senders and receivers. The 
simulated signals also include random noise added. In addition to that, the center of a 
double rod target in not the center of any of the rods. This means for x=0 (see Figure 
4:19) one rod is located at x=d/2 and the other rod is at x=-d/2 in case of a double rod 
target. Nevertheless, the resolution of both ratio1 and ratio2 are acceptable to be used 
as diameter estimator. 
 
 
(a) RMS of Ueast – Uwest for 8 mm steel rod (b) A1 of steel rods of different d 
  
(c) A1 of copper-steel rods of different d (d) A1 of copper rods of different d 
Figure 4:24 a) The plot of the RMS of the differential voltage signal (Ueast – Uwest) across a transversal scan 
for an 8 mm steel rod with a variation in depth from 10 mm (blue) to 40 mm (black) in steps of 5 mm. b), 
c), and d) correspond to the plot of the parameter A1 (the amplitude of the sine fit of the RMS across the 
scan at frequency f = 25 kHz), A1 is plotted versus the depth of the three cases targets for all diameters 10 
mm (blue) to 22 mm (black) in steps of 2 mm. 
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The optimum frequencies found for ratio1 in (4.14) are results of a setup with steel rods 
having a relative permeability of about 100. Because of the linear behavior of steel at low 
currents, the permeability of steel is assumed to be between 100 and 125. For that rea-
son, the frequencies 1 kHz, 25 kHz, and 50 kHz are applicable to be used in ratio1. These 
optimum frequencies are material dependent and therefore the relative permeability is 
effective in defining these frequencies. Figure 4:27 shows the permeability effect on the 
optimum frequencies to be used in ratio1. If other materials with different permeability 
should be distinctively detected, then different optimum frequencies should be used. 
In order to apply this idea for an industrial device, many tests have to be done on real 
applications like copper cables instead of rods and also maybe reinforcing steel bars in-
stead of simple round rods. This will be open for future work and further verification of 
the novel idea. 
 
(a)  ratio1 is effective for steel and steel-copper 
 
(b)  ratio2 is only effective for single copper  
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Figure 4:25 a) left is the plot of the ratio1 in (4.14) which is effective to find diameters of steel or copper-
steel rods, b) right is the plot of the ratio2 in (4.15) which is effective to find diameters of copper rods. 
steel 
copper 
0
20
40
60
80
100
120
140
0 100 200 300 400
Fr
eq
ue
nc
y 
[k
H
z]
Permeability [--]
F1
F2
F3
Figure 4:26 The effect of the permeability on the optimum selective frequencies to be 
used in ratio1 
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4.2.7 Robustness and reliability  
One claimed advantage in this work is the robustness of the proposed method under en-
vironmental, manufacturing, and measuring errors. Noise signals are one of the usual 
and frequent physical aspects of such sensors. Due to the accuracy and efficient tools 
developed here, it is able to prove the acceptance of the resulting error in feature dis-
crimination for the whole specified target feature range. Proving that the method is reli-
able and robust requires an analysis of not only one case and one measurement but ra-
ther an outcome of several random error analysis of the complete diameter and cover 
ranges. This should also be done for all target material cases sketched in Figure 4:20. 
 Using the model developed in this section for harmonic induction discrimination and 
distinctive detection, a random complex noise signal is added to the pure voltage re-
sponse. The added noise in complex form, ?????? ? ???????, is chosen randomly to vary 
between noise level limits and added to the old voltage signals resulting in a new voltage 
signal as in (4.16).  
For all the variations of c, d, and x there is a corresponding induced voltage ???? that is 
maximum in amplitude at minimum c, maximum d, and x=0. This maximum response is 
defined as ???????  and is a complex number. 
white noise to all the responses of all covers, diameters, and transverse positions means 
the same noise, Z, is a percentage of the maximum signal and added later to all signals. 
This noise is defined in (4.17) where p is a noise part varying randomly 20 times within 
a lower limit ?????????  and an upper limit ????????? . As an example, when a 0.5% white 
noise is added, then p=0.005. Therefore, 20 different random noise signals are added to 
every old signal. This additional signal, Z, may vary as in (4.18) where p=0.5%. 
A final statistical mean and standard deviation are evaluated according to this addition 
of white noise to every case of material, size, and depth of the target. 
Adding a white noise of 0.5% is not a small amount because it is constant noise 0.5% of 
the highest signal added to the weak signals as well. In general, strong signals are re-
sponses of shallow targets (small cover) and low signals are responses of deep targets 
(large cover).   
? ? ????????? ? (4.17) 
????????? ? ? ? ????????? ? (4.18) 
The signal strength is not linear with the distance and it nearly inversely proportional to 
the 6th power of the distance. Adding 0.5% of the shallow signals to the deep signals 
???????? ? ????????? ? ????????? ? ?????? ? ?????????? ? ??????? (4.16) 
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makes a big noise. The amount of 0.5% white noise is used here due to industrial experi-
ence for such hand-held devices and their measuring imperfections. The electronic hard-
ware quality and tolerance play a role in this amount of noise as well. A study with double 
this noise value is also conducted to analyze extreme cases. 
 
 
 
 
 The final cover estimation error done by this noise addition using 25 kHz frequency is 
plotted in Figure 4:27. The error is in cover percentage and is acceptable for the specified 
resolution of the sensor. The mean of the cover error for steel is found out to be between 
0% and 6% of the cover value as in Figure 4:27a. The average of the 20-random noise 
  
(a) statistical mean error in [%] for steel (b)  statistical std. dev. in [%] for steel 
  
(c)  statistical mean error in [%] for steel-copper (d)  statistical std. dev. in [%] for steel-copper 
  
(e)  statistical mean error in [%] for copper (f)  statistical std. dev. in [%] for copper 
Figure 4:27 The mean and standard deviation error in percentage of cover values. This is a statistical anal-
ysis of 20 random white noise levels ranging between -0.5% and +0.5% of the maximum signal induced 
added to all responses of all cover and diameter values performed at 25 kHz excitation frequency. 
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added to the original signal is maximum +6% but mainly for cover values of 40 mm, 
which means a +2.4 mm error. So, for all 20 noisy signals the average cover estimation is 
42.4 mm instead of 40 mm for that case and mainly for the 10 mm diameters and 20 mm 
diameters. 
 
 
 
 
 
 
 
 
 
 
The average standard deviation of this error and that special case would be around 5%. 
For all other steel diameters and cover cases the errors are much less. Figure 4:27c and 
Figure 4:27d show the same results for the steel-copper case. The last two figures show 
the cover error for the single copper rods case. If a higher frequency is used the results 
are much better. Even for the same amount of white noise the error in cover estimation 
becomes much less. If the noise level is increased to ±1% instead of ±0.5% the error gets 
higher but this is a big amount of noise. Nevertheless, the error is still acceptable in gen-
eral. When the diameter is small and the cover is big then the error is at its maximum 
and is still relatively acceptable except for the highest noise level (±1%) and low fre-
quency of 25 kHz. The results of ±0.5% and ±1% noise corresponding to 25 kHz and 75 
kHz frequencies are all documented in Appendix H. 
Another study is conducted here checking the cases of double material target that would 
have different diameters. The ‘spatial phase profile’ described in sub-section 4.2.5 can 
identify that the target is composed of two rods each having different materials (steel 
and copper) from single material target (steel or copper). But so far the double material 
case was considering that the two rods placed next to each other have the same diameter. 
If the volume of copper to steel is not equal, then probably the parameter a1 would reach 
its limits. To find these limits, new scan responses are evaluated and their corresponding 
parameter a1 is extracted to show if its sign is still a flag of material discrimination. It was 
assumed in the previous sub-sections that if a1 is zero then the target is pure copper. 
Figure 4:28 The value of a1 simulated for double rod case where the 
diameters of steel and copper are different. The operating frequency 
is 25 kHz and the rods where placed at c = 30 mm. 
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Negative values of a1 indicate steel rods, while positive values indicate a double rod tar-
get of copper and steel at the same time. So, by taking the third case in Figure 4:20 (right) 
and varying the diameters of both rods, simulation results show the corresponding val-
ues of a1, which is supposed to be positive to indicate the presence of two materials (Fig-
ure 4:28). The zero-value contour line indicates the limit of this method. It shows that 
the steel and copper rods having any combination of diameters between 10 mm and 22 
mm (the range set for this work) lead to a positive parameter value of a1. This is a clear 
indication that two different materials are present rather than one. Further on, the diam-
eter discrimination and depth estimation should be worked on in future work for such 
cases. The example in Figure 4:28 was performed for a cover value c = 30 mm. This 
method has a tighter range if the depth is increased and for that reason more calculations 
are presented for deeper targets up to c = 50 mm in Appendix F. This method reaches its 
limits for deeper targets that are out of the specifications of this work and should be 
treated differently using different design settings in the future (higher current values for 
example).  
Another robustness and reliability advantage of the double balanced coil system is the 
ability to adjust it for oriented scan directions. If the scan is not perfectly perpendicular 
to a rod target, then the usage of all four receivers (Figure 4:18) becomes effective by 
postprocessing the single amplitudes of the receivers showing unsymmetrical response 
across the scan. In details, the north and south signals can be extra used together with 
the east and west signals to estimate the orientation angle of the target rod to the scan 
direction.   
4.3 Summary 
Distinctive detection is a highly challenging task even after a forward system is created 
to define a relationship between target features and induced voltages (both in frequency 
or time domain). Inverse models where successfully verified and applied for both har-
monic and pulse induction systems, which allowed the reverse relation between the volt-
age and the target features of single material with an acceptable error in diameter and 
depth (cover) for a big range of these variables. Material discrimination is also possible 
by parametrizing the voltage decay responses of pulsed currents and it was shown that 
depth independent parameters can decide if the target is steel or copper, for example.  
This method reaches its limits when both targets of different materials are placed to-
gether to be distinctively detected as they are including their depth and size. This is re-
ferred to as ‘complex target’ and would be the highest challenge of detection by EMI.  
On the other hand, the harmonic induction method showed flexibility and is effective in 
such cases. Again, a forward system using harmonic induction has been created but this 
time material discrimination is done as first step in this procedure. Being able to detect 
by induction of complex target combination (nearby copper and steel cylindrical rods) is 
implemented using a ‘double-balanced’ geometrical coil layout adapted to a ‘spatial 
phase profile’ proposed discriminator. The combination of those two concepts led to a 
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proposed design of an electromagnetic detection system, which was designed and simu-
lated using a dipole model. Both, simulation and experimental results could identify 
whether the detected target is copper, or steel, or both steel and copper in the same place. 
The experimental validation of the dipole model for many cases was important to rely on 
such a tool. A promising concept of distinguished detection of such complex target com-
bination was then completed and verified. This is valid for low to medium frequency (up 
to one MHz) ranges of detection by induction devices. Thus, a complete robust and geo-
metrically calibrated detection sensor to discriminate features of finite length rods of 
steel, copper, or both copper-steel combined. 
 
 
 
 
 
 
 
 
 
 
 
 
 
The sensor can identify the material composition between all three material combina-
tions using a ‘spatial phase profile’ method rather than just single phase or amplitude 
values. The sign of the first parameter ‘a1’ (as in Figure 4:23) can estimate whether a steel 
rod or a combination of copper and steel rods are present. The parameter a1 is zero in 
the case of copper. The main characterization of the diameters is then achieved by a di-
ameter dependent post processing procedure, which is nearly independent on the depth 
of the targets. This is done by calculating the dimensionless ratio of (4.15) if the target is 
identified as a copper rod or (4.14) if the target is a steel rod or two rods of steel and 
copper. After that the depth is post processed using lookup tables of amplitude based 
profiles depending on the composition of the target(s) found. These tables are not local 
amplitude based. They are based on amplitudes of the whole response across the scan, 
which makes it more robust. Such tables have to be originated newly if the design 
Scan [c] Interval 
a, t0, n 
? [x] 
[d, c] points 
Material       
determination  
[d] & [c] 
[d, c] points 
tdrop 
Figure 4:29 The workflow of the inverse model by pulse induction to estimate the unknowns [x, d, c] 
from a single scan. 
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changed and examples are found in Figure 4:24 for all cases investigated. The transverse 
location in the scan direction is easy to find based on the minimum of the RSM profile 
(Figure 4:24 a)).  
 
 
 
 
 
 
 
 
 
 
 
 
 
This complete procedure is possible due to the placement of six coils (‘double balanced’ 
configuration) together with the ‘spatial phase profile’ method. It provides a versatile 
and robust configuration for an inductive sensor for depth and diameter determination 
of metallic rods including material discrimination. It can be used to discriminate non-
permeable conductors from permeable conductors or even mixed configurations. The 
dipole model used to simulate such a system deliveres this final concept with an accepta-
ble experimental verification.   
The simplified sketch of the inverse model using pulse induction is drawn in Figure 4:29 
where the unknown variables x, d, and c referring to x-location, diameter, and cover re-
spectively are estimated from one scan in the x-direction relative to the target, which is 
supposed to be hidden and unknown.  
A similar sketch of the inverse model using harmonic induction this time is drawn in 
Figure 4:30 where the unknown variables x, d, and c are estimated from one scan in the 
x-direction relative to the target. This procedure has an additional feature: it can, not 
only specify if the target is a single copper rod or a single steel rod, but also a combined 
copper-steel rods and still estimate their sizes. 
Figure 4:30 The workflow of the inverse model by harmonic induction to estimate the unknowns [x, d, 
c] from a single scan. 
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Transverse magnetization of the targets is used here with an advantage: tilted configu-
rations with respect to the scan direction can correctly be discriminated as well. The sen-
sitivity of the sensor is sufficient such as Printed Circuit Board (PCB) coils can be used, 
which have a low time constant due to the low (L/R) specification. 
In order to apply this idea for an industrial device, many tests have to be done on real 
applications like copper cables instead of rods and also maybe reinforcing steel bars in-
stead of simple round rods. This will be open for future work and further verification of 
the novel idea. 
Combining both harmonic and pulse induction would lead to a multi-task device that is 
effective in all feature selectivity and detection. 
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 Conclusion 
A detection system based on EMI technology to recognize hidden metallic objects 
being either magnetic or non-magnetic (or both at the same place) and still estimating 
their features (location, size, depth, and material) is achieved with contributions on the 
following levels: system, approach, and procedure.  
These points are detailed in section 5.1. The design procedure proposed here depends 
on the features to be detected and the quality or resolution required. The focus is on 
three research areas: excitation scheme, coil design, and post processing. These fields are 
interconnected and should be tackled equally using a workflow starting by the system 
(coils, detected target, specifications, and excitation method whether harmonic or time 
periodic). Further on, the system should be represented by forward models using both, 
simulations and experiments. The result of the forward representation is a set of detailed 
steps in the post-processing of the responses of many target cases. The final aim of dis-
crimination is to inversely estimate all target features for any case. Forward representa-
tion means the responses are achieved by known target features. Inverse representation 
means that the features are deduced from one scan response. This is accomplished effi-
ciently using computational models: 
o modified 3D finite element model (see section 3.1) 
o modified dipolar model (see section 3.2) 
Both models are verified against experiments for different designs and excitation 
schemes. If the aim of the sensor is to detect material composition only, then harmonic 
excitation is proven to be more effective and many of the post processing techniques of 
estimating other features, such as position and size, can be neglected.  
The detector depends on one transverse scan across hidden metallic targets and is inde-
pendent on signal amplitudes. This helps in the detection of deep targets due to weak 
signals or bad efficiency even for small/medium sized objects.  
The design does not need additional coils and thus no additional lookup tables for other 
feature detection (mainly size). This can be simply done by one sender and two receivers 
where their differential signal is required to find ‘spatial phase profiles’ rather than 
phase values or any amplitude values. This simple design can distinguish between mag-
netic targets and nonmagnetic targets and even a combination of both located at the 
same place.  
In case other features are required, like depth and size, then additional coils can be 
printed on the same PCB, which when post-processed in a defined way depending on the 
material can estimate these features more accurately. On the other hand, a pulse induc-
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tion excitation method is also proposed requiring a completely different coil design, ex-
citation, and signal processing. This method is robust, more precise, and can also be im-
plemented to discriminate features whether they are copper or steel single targets. Un-
fortunately, it requires more computational effort when processing an inverse model be-
cause the unknown parameters double in quantity.  
These methods are verified and validated against experiments. Real applications on sev-
eral hardware designs are performed to reach the desired specification and are just one 
step before the phase of industrialization or automated production. Copyright of the dis-
tinctive detection idea was already filed through two patent applications ( [23] and [24]) 
at the ‘European Patent Office’. Separate and interconnected contributions of this work 
in methodology, modeling, design, signal processing, discrimination, and distinctive de-
tection are listed in section 5.1. 
5.1 Main contributions 
The aim of this work, as mentioned in section 1.1, is to achieve a method for distinctive 
detection of magnetic and nonmagnetic hidden metallic objects. Novel contributions in 
feature discrimination and distinctive detection were accomplished on the level of: 
o System 
The coils and their design are the main part of the system. The ‘double balanced’ 
coil design is new and not a gradiometer. In this design the receivers are balanced 
against the senders which are also balanced against each other in an optimized 
relative distance to the target. It brings a robust system that is flexible for fre-
quency manipulation and free from any coil dominance. It captures the dominant 
eddy current response of the targets and has a very high resolution when ampli-
fied. This is referred to in sub-section 4.2.4 as well as the published paper [74]. 
In addition to that, the limitation of the coil design to ‘one receiver and one 
sender’ parallel to each other in pulse induction is sufficient for feature discrim-
ination. It diverts from state-of-the-art detection devices where additional exci-
tation modes and additional coils are required for high quality size feature dis-
crimination (see section 4.1). This simple design achieves acceptable quality with 
the least post-processing time without additional excitation modes and without 
additional oriented coils. 
o Approach  
At the approach level the models (mathematical representation of responses) are 
the basic tools required in achieving the aims of the current work. One contribu-
tion is the modified FEM model to reduce computational time but sufficiently ac-
curate as the full commercial model. Robustness is an added value especially due 
to the implementation of the ‘line receiver model’ as well as the ‘volumetric 
estimation method’ as described in section 3.1 and published mainly in [26]. 
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This modified FEM model is used to help in implementing adjustments in the di-
polar model that contributed to achieving a very fast simulation tool for detection 
sensor design. The computation efficiency allowed the use of optimization tech-
niques like parametric variations and gradient based optimizations. This dipolar 
model is described in details in section 3.2. This implementation which is applied 
to finite cylindrical rods has been published in [22]. It highlights a ‘decoupled 
frequency’ finding for double rods. It is verified by experiments described in 
sub-section 3.3.3. Representing the responses by fitting the voltage decay re-
sponse is novel and effective. Some of these ‘decay parameters’ are found to 
depend on one feature only, the diameter in this case. This made the size discrim-
ination easier and the inverse problem faster and effective. Using both simula-
tions and experiments, the result is validated by pulse induction on several hard-
ware applications at least two of which were demonstrated. This method made a 
complete reduction in number of coils and their orientation, thus the volume as 
well. It also made the excitation time and post-processing time faster. These pa-
rameterizations are applied to magnetic and nonmagnetic materials with a dis-
tinguished behavior allowing material discrimination procedures to be imple-
mented as well. The first introduction to that is mentioned in the signal pro-
cessing section 2.4 and the ‘material discrimination by parametrization’ is a 
contribution described in sub-section 3.3.3. 
o Procedure 
The final detection procedure is an inverse problem where features of hidden 
targets must be determined from scan responses. The forward model generated 
relationship and lookup tables representing the whole sensor functionality. This 
means that all the responses would be generated from known target features. On 
the contrary, the inverse model is the end aim because usually targets are hidden 
and unknown. This method is not new in the scientific community but the meth-
ods in inverse models like ‘spatial phase profile’ allowed composed material 
discrimination even for double targets of different materials (magnetic and non-
magnetic) located in the same place. This method was also published in a paper 
[74] and a patent application [23]. It is detailed in sub-section 4.2.5. This method 
is very effective by using the ‘harmonic inverse model’ referring to a published 
journal [82] and another patent application, which is part of this work [24]. Ad-
ditionally, a complete feature discrimination is completed as described in sub-
section 4.2.6 where a diameter dependent relation is newly introduced based on 
‘frequency selectivity’. It allowed explicit diameter discrimination. The spatial 
phase profile method is a perquisite in this case because target classification is 
first required. 
Summarizing the main contributions for each level in Table 5:1 shows the referenced 
documents and text as well. 
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Table 5:1 Summary of the main contributions and their references.  
Level # name thesis public description 
Sy
st
em
 1 double balanced 4.2.4 [74] Achieving neutral inductivity by balancing 
sender and receiver coils against each other 
2 one receiver and one sender 4.1  
Complete feature discrimination especially 
the target size without additional excitation 
modes or coils 
Ap
pr
oa
ch
 
3 line receiver model 3.1 [26] Induced voltage calculation at any closed 
line implemented in a FEM solver 
4 volumetric estima-tion method 3.1 [26] 
Achieving the optimum computation time 
and quality of eddy current evaluation by 
doing an element based elimination inside 
the target volume (not only on the skin) 
5 decoupled frequency 3.2, 
3.3.3 
[22] 
The excitation frequency that decouples the 
response of two nearby steel rods 
6 decay parameters 2.4, 
 4.1.2 
 
Achieving a forward model of the pulse exci-
tation by parametrizing the voltage re-
sponse 
7 
material discrimina-
tion by parametriza-
tion 
2.4, 
4.1.3 
 
Using the decay parameters to distinguish 
between steel and copper in the case of 
pulse induction excitation 
Pr
oc
ed
ur
e 
8 spatial phase profile 4.2.5 [74], 
[23] 
Spatial profile, independent on amplitudes, 
that can distinguish single form double ma-
terial targets using one frequency response 
rather than a spectrum analysis 
9 harmonic inverse model 4.2.6 
[82], 
[24] 
A complete feature discrimination and dis-
tinctive detection method using harmonic 
excitation 
10 frequency selectivity 4.2.6 [82], 
[24] 
Selective set of frequency excitation sug-
gested for every distinctive detection appli-
cation. It is size dependent only. 
 
5.2 Future scope 
This work contributes to new ideas in discrimination and detection, adding the following 
potential advantages: detection speed, less interference, less cost, and high quality. The 
main goal in distinctive detection is also reached. But industrializing these methods re-
quires the same work to be done on real applications like detection of reinforced rods, 
stainless steel cables, electric copper wires besides steel rods, and cables inside alumi-
num pipes. There is no real difference in the procedure if reinforcing steel rods are the 
real targets instead of rods, this was investigated and published in a paper [27]. A factor 
based system can be added. In the context of this thesis work reinforcing rebar were also 
experimentally used and tested, which proves its validity. But for detecting a multi-rebar 
mesh hidden in concrete, for example, additional post-processing scripts need to split 
the responses and solve for a bigger number of unknown variables. This should be im-
plemented in the decay parametrization method for pulse induction. The coefficients of 
the fit equation can be linearized in the logarithmic scale. This requires the solution of a 
linear system of unknowns and is a straightforward procedure that is recommended for 
such applications. In addition to that, distinctive detection in real applications should be 
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implemented on real targets rather than simple cylindrical rods. The use of the ‘spatial 
phase profile’ is not yet proven to be effective on real complex targets. This method 
would might require the generation of lookup tables under different excitation frequen-
cies.  The newly invented ratios are expected to be merely size dependent but the current 
work has not proven that for copper litz wire cable near steel reinforcing steel bars, as 
an industrial real example. 
The finding in this work are the basis to design, model, optimize, and develop EMI sen-
sors per specifications. Industrializing the ideas requires a big effort.  
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Appendix A 
Maxwell’s equations in differential form 
James Clerk Maxwell (1831-1879) formulated in 1865 the classical electromagnetic the-
ory. He joined both electricity and magnetism into a consistent theory through a set of 
partial differential equations known as Maxwell's equations that are referred to in many 
books and publications [73]. The Ampere's Law (0.1) in differential form represents the 
generation of magnetic fields caused by currents in conductors and time-varying electric 
fields. The first term of the right-hand side is the source current density and the eddy 
currents inside conducting material. The second term is the displacement current in di-
electric media caused by time-varying electric fields where D stands for the density of 
the electric flux. In the left-hand side the intensity of the magnetic field H shows. Fara-
day's Law (0.2) states that a time varying magnetic field induces an electric field E. The 
magnetic Gauss’ law (0.3) states that the magnetic field is divergence free while the elec-
tric Gauss’ law (0.4) states that the electric flux out of any closed surface is proportional 
to the total charge enclosed within the surface. Maxwell has combined all these laws to-
gether represented by (0.1) to (0.4) as a set of partial differential equations to be solved 
in space and time. Additional constitutive equations are needed still to solve these equa-
tions and are represented in (0.1) to (0.7). 
??? ? ? ? ???? ? (0.1) 
??? ? ????? ? (0.2) 
? ? ? ? ?? (0.3) 
? ? ? ? ?? (0.4) 
? ? ??? ???? (0.5) 
? ? ??? ? ???? (0.6) 
? ? ??? ? ??? (0.7) 
 
Symbol Quantity Units 
H Magnetic flux intensity A/m 
J Current density A/m2 
M Magnetic moment A/m 
D Electric flux density C/m2 
E Electric field V/m 
B Magnetic flux density T 
ρ Electric charge density C/m3 
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Appendix B 
Design I: sensor 1 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 total number 
of turns 
number of 
layers 
copper pad 
height 
copper pad 
width pad gap 
total coil 
resistance 
sender 40 2 35 μm 0.5 mm 0.5 mm 11.04 Ω 
receiver 200 2 35 μm 0.2 mm 0.2 mm 97.2 Ω 
 
 
 
 
sender 
receiver 
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Appendix C 
Design I: sensor 2 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 total number 
of turns 
number 
of layers 
copper pad 
height 
copper pad 
width pad gap 
total coil 
resistance 
sender 40 2 35 μm 0.5 mm 0.5 mm 11.04 Ω 
receiver 40 2 35 μm 0.5 mm 0.5 mm 11.04 Ω 
 
 
 
 
sender 
receiver 
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Appendix D 
Design II 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Courtesy of Hilti AG 
sender1 sender2 
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 total num-
ber of turns 
number of 
layers 
copper pad 
height 
copper pad 
width pad gap 
total coil 
resistance 
sender1 20 2 30 μm 0.75 mm 0.15 mm 8.5 Ω 
sender2 20 2 30 μm 0.75 mm 0.15 mm 8.5 Ω 
receiver1 64 4 30 μm 0.15 mm 0.15 mm 23.1 Ω 
receiver2 136 4 30 μm 0.15 mm 0.15 mm 6.1 Ω 
receiver3 136 4 30 μm 0.15 mm 0.15 mm 6.1 Ω 
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Appendix E 
Design III 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Courtesy of Hilti AG 
R1 
S1 S2 
R2 
R3 
R4 
R5 
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 total number 
of turns 
number 
of layers 
copper pad 
height 
copper 
pad width pad gap 
total coil 
resistance 
sender S1 28 2 30 μm 0.8 mm 0.2 mm 10.5 Ω 
sender S2 28 2 30 μm 0.8 mm 0.2 mm 10.5 Ω 
receiver R1 300 4 30 μm 0.1 mm 0.1 mm 10.1 Ω 
receiver R2 300 4 30 μm 0.1 mm 0.1 mm 10.1 Ω 
receiver R3 300 4 30 μm 0.1 mm 0.1 mm 10.1 Ω 
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Appendix F 
Design IV 
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 total number 
of turns 
number 
of layers 
copper pad 
height 
copper pad 
width pad gap 
total coil 
resistance 
sender1  20 2 35 μm 0.5 mm 0.5 mm 5.5 Ω 
sender2  20 2 35 μm 0.5 mm 0.5 mm 5.5 Ω 
receiver E 100 2 35 μm 0.2 mm 0.2 mm 32 Ω 
receiver W 100 2 35 μm 0.2 mm 0.2 mm 32 Ω 
receiver N 100 2 35 μm 0.2 mm 0.2 mm 32 Ω 
receiver S 100 2 35 μm 0.2 mm 0.2 mm 32 Ω 
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Appendix G 
 
Bessel function of the first kind: 
????? ? ?
?
???
???
?
? ?
?
?? ??? ? ? ? ??
?
???
?  
??????is the solution of the differential equation: 
?? ?
??
??? ? ?
??
?? ? ??
? ? ???? ? ??  
Where v is a real constant and ?????is the gamma function: 
???? ? ? ?????????
?
?
?  
And for an integer x the gamma function is defined as: 
???? ? ?? ? ????  
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The addition of white noise to the raw signals using harmonic induction and per-
forming cover estimation after evaluating the diameter of the hidden targets is shown 
below for ±0.5% and ±1% of the maximum signal of all variations. This is also presented 
for 25 kHz and 75 kHz.  
 
 
 
 
  
(a) statistical mean error in [%] for steel (b)  statistical std. dev. in [%] for steel 
  
(c)  statistical mean error in [%] for steel-copper (d)  statistical std. dev. in [%] for steel-copper 
  
(e)  statistical mean error in [%] for copper (f)  statistical std. dev. in [%] for copper 
Figure H: 1 The mean and standard deviation error in percentage of cover values. This is a statistical anal-
ysis of 20 random white noise levels ranging between -0.5% and +0.5% of the maximum signal induced 
added to all responses of all cover and diameter values performed at 25 kHz excitation frequency. 
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(a) statistical mean error in [%] for steel (b)  statistical std. dev. in [%] for steel 
  
(c)  statistical mean error in [%] for steel-copper (d)  statistical std. dev. in [%] for steel-copper 
  
(e)  statistical mean error in [%] for copper (f)  statistical std. dev. in [%] for copper 
Figure H: 2 The mean and standard deviation error in percentage of cover values. This is a statistical anal-
ysis of 20 random white noise levels ranging between -0.5% and +0.5% of the maximum signal induced 
added to all responses of all cover and diameter values performed at 75 kHz excitation frequency. 
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(a) statistical mean error in [%] for steel (b)  statistical std. dev. in [%] for steel 
  
(c)  statistical mean error in [%] for steel-copper (d)  statistical std. dev. in [%] for steel-copper 
  
(e)  statistical mean error in [%] for copper (f)  statistical std. dev. in [%] for copper 
Figure H: 3 The mean and standard deviation error in percentage of cover values. This is a statistical 
analysis of 20 random white noise levels ranging between -1% and +1% of the maximum signal induced 
added to all responses of all cover and diameter values performed at 25 kHz excitation frequency. 
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(a) statistical mean error in [%] for steel (b)  statistical std. dev. in [%] for steel 
  
(c)  statistical mean error in [%] for steel-copper (d)  statistical std. dev. in [%] for steel-copper 
  
(e)  statistical mean error in [%] for copper (f)  statistical std. dev. in [%] for copper 
Figure H: 4 The mean and standard deviation error in percentage of cover values. This is a statistical 
analysis of 20 random white noise levels ranging between -1% and +1% of the maximum signal induced 
added to all responses of all cover and diameter values performed at 75 kHz excitation frequency. 
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Appendix F 
Investigating the value of the parameter a1, which is fitted to the ‘spatial phase response’ 
and should be positive in the case of double material (copper and steel rods placed at the 
same place). Performing the simulation of all combinations of diameters of copper and 
steel from 10 mm to 28 mm at 25 kHz leads to 2D results of this parameter. All positive 
values mean the method is feasible at the corresponding diameter values. The following 
figure are the results of c=30 mm, c=40 mm, and c=50 mm respectively. In the last figure, 
the zero-contour line defines the limit of this method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure F: 2 The value of a1 simulated for double rod case where the 
diameters of steel and copper are different. The operating frequency 
is 25 kHz and the rods where placed at c = 40 mm. 
Figure F: 1 The value of a1 simulated for double rod case where the 
diameters of steel and copper are different. The operating frequency 
is 25 kHz and the rods where placed at c = 30 mm. 
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Figure F: 3 The value of a1 simulated for double rod case where the 
diameters of steel and copper are different. The operating frequency 
is 25 kHz and the rods where placed at c = 50 mm. 
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Nomenclature 
Symbol Units Description 
A [m2] area  
A1 and A2 [V] or [LSB] voltage average over a time interval 
A1(f) [V] amplitude of a spatial voltage response at frequency f 
a1 [deg m-2] parameter fit of the spatial phase response 
a and a0 [LSB] amplitude parameters of the voltage decay  
a  [m] radius of the cylinder in the dipole model 
?? [T m] magnetic vector potential 
B [T] magnetic flux density 
c [m] cover distance between the target and sensor 
C [F] capacitance 
c0 [V] Gaussian fitting parameter 
c1 [mm2] Gaussian fitting parameter 
d [m] target cylinder diameter 
D [C m-2] electric flux density 
Dp [m] displacement of the receiver coil to the sender coil 
δ [m] skin depth 
??? [H m-1] magnetic dipole field 
f [Hz] frequency 
E [V m-1] electric field 
φ [Wb] magnetic flux 
μ [H m-1] magnetic permeability 
μ0 [H m-1] magnetic permeability of free space 
μr [--] relative magnetic permeability 
H [A m-1] magnetic field intensity  
I and i [A] electric current 
J [A m-2] electric current density 
k [complex] induction number 
???, ?? , and ??? [function] Bessel functions of the first kind 
L [H] inductance 
L [m] length of a coil 
??? [A m-1] magnetic dipole moment 
M [A m-1] magnetic moment 
M [H m-1] polarizability tensor 
n [--] power parameter of the voltage decay 
N [--] number of turns of a coil 
p [%] percentage of white noise 
pw [m] copper pad width on a printed circuit board 
ph [m] copper pad height on a printed circuit board 
ps [m] copper pad spacing on a printed circuit board 
R [Ω] resistance 
R [--] rotation matrix 
R0 [m] effective coil radius 
R1 and R2 [--] dimensional ratio of voltage responses 
ratio1 and ratio2 [--] dimensional ratio of voltage responses 
ρ [C m-3] electric charge density 
ρ [Ω m] electric resistivity 
? [m] position vector 
? [m] Line segment vector 
? [m2] surface  
σ [S m-1] electric conductivity 
t [s] time 
t0 [s] time parameter of the voltage decay 
Nomenclature 
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tdrop [s] time constant quantity 
τ [s] time interval 
θ [deg] electric phase angle 
U and u [V] or [LSB] voltage 
w [rad s-1] angular frequency 
W [m] width of a coil 
x [m] target location in lateral, transverse, or scan direction 
? [--] magnetic polarizability 
?? and ?? [--] parallel and transverse magnetic polarizabilities 
Z Complex [V] white noise  
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