Pseudospectra of waveform relaxation operators by Z. Jackiewicz et al.
Pergamon 
Computers Math. Applic. Vol. 36, No.  8, pp.  67-85, 1998 
©  1998 Elsevier  Science Ltd.  All rights reserved 
Printed in Great Britain 
0898-1221/98  $19.00 + 0.00 
S0898-1221(98)00184-9 
Pseudospectra  of Waveform 
Relaxation  Operators 
Z.  JACKIEWICZ* 
Department of Mathematics, Arizona State University 
Tempe, AZ 85287, U.S.A. 
B.  OWREN t 
Department of Mathematical Sciences, The University of Trondheim 
N-7034 Trondheim, Norway 
B.  WELFERT 
Department of Mathematics,  Arizona State University 
Tempe, AZ 85287, U.S.A. 
(Received March 1998; accepted April 1998) 
Abstract--The  performance of the waveform relaxation  method  for solving  systems of ODEs 
depends largely on the choices that are made for splitting, size of time window, and preconditioning. 
Although it is known that superlinear convergence is obtained on finite time windows, the convergence 
may be slow in the first few iterations.  We propose the use of pseudcepectra to analyze the convergence 
ratio  of the first  few iterations  when waveform relaxation  is applied  to linear systems of ODEs. 
Through pseudcepectral radii,  we can examine the effect of preconditioning and overlapping on the 
rate of convergence.  We may also use this to estimate a suitable size of the time window.  Numerical 
experiments performed on a system of ODEs arising from the discretization of an advection-diffusion 
equation confirm the validity of the obtained estimates.  (~) 1998 Elsevier  Science  Ltd.  All rights 
reserved. 
Keywords--Waveform relaxation,  Preconditioning,  Overlapping,  Pseudospectra,  Convergence 
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1.  INTRODUCTION 
The progress in parallel computing has made competitive iterative techniques for the numerical 
solution of large systems of ODEs.  Such an iterative approach,  called waveform relaxation,  was 
first proposed by Lelarasmee  [1] and Lelarasmee et al. [2] for time domain analysis of metal oxide 
semiconductor digital circuits.  Nevanlinna [3,4] and Miekkala and Nevanlinna  [5,6] use the term 
dynamic iteration  to distinguish  these  methods  from static  iterative  schemes  for the  numerical 
solution of linear systems of equations. 
It has  been  observed  by many authors  that  the  approach  based on waveform relaxation  can 
be quite competitive with the existing methods for differential  systems if the resulting iterations 
converge quickly.  Unfortunately, this is not always the case and many attempts have been made 
to accelerate the rate of convergence of these iterations.  Nevanlinna [7],  Skeel  [8], and Lubich [9] 
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investigate the possibility to accelerate waveform relaxation schemes by taking linear combina- 
tions of the iterates.  Lubich [9] also observed that the techniques to accelerate the convergence 
of waveform relaxation  can  be applied  in  the  Laplace transform  domain.  Vandewalle  [10] in- 
vestigated the  acceleration of convergence by multigrid  techniques  in the context of waveform 
relaxation methods for parabolic partial differential equations.  Pohl [11], Jeltsch and Pohl [12], 
and Frommer and Pohl [13] investigated the effect of overlapping of the components of the system 
on the speed of convergence of the resulting dynamic iterations.  Burrage  et  al.  [14] also tested 
this technique on the linear systems of differential equations resulting from semidiscretization of 
the one- and two-dimensional heat equation, and they observed that some modes of overlapping 
are very effective in the one-dimensional  case and  lead only to a  modest improvement  in  the 
two-dimensional case.  Spilling [15] considers preconditioning the differential system (on the left) 
with the hope that  this may lead to a  faster iterative process than  that  obtained by applying 
the waveform relaxation technique to the original  problem.  He also discusses how to construct 
a  specific preconditioner  for a  differential system resulting  from the application of pseudospec- 
tral methods to a  one-dimensional  hyperbolic partial  differential equation.  Preconditioning on 
the right was proposed by Burrage  [16] and examined carefully by Burrage  et  al.  [14] for linear 
differential systems. This technique proved to be very effective for linear systems approximating 
the heat equation in two space dimensions. 
Nevanlinna [13] has proved superlinear convergence of dynamic iterations for linear differential 
systems on finite time intervals.  The spectral radius of the convolution operator which defines 
the  dynamic iterations  is  equal to zero irrespective  of the  splitting  of the  original  differential 
system and  as  a  consequence gives no information  about the effect of splitting  on the  actual 
rate of convergence of the resulting iterations.  To obtain such information,  Nevanlinna [3] intro- 
duced exponential weights into the error estimates, and Miekkala and Nevanlinna [5] studied the 
convergence in the Banach spaces defined on the interval  [0, oo). 
The task of obtaining practical measures of the speed of convergence of dynamic iterations is 
not easy.  Leimkuhler  [16] introduced convergence ratios ri  computed as  (ei/e0) 1/i,  where e~ is 
the difference between the ith and (i -  1)  th iterates in the maximum norm.  Due to the superlinear 
convergence, these ratios ultimately tend to zero as i --* c~,  but the first few of them give some 
information  about the speed of convergence of the corresponding iterations.  These ratios were 
also used by Burrage  et  al.  [14] to compare the waveform relaxation  schemes implemented  in 
block Gauss-Jacobi mode with or without preconditioning and overlapping.  These modes were 
denoted by B J, PBJ, BJO, and PBJO. 
Using Laplace transform techniques,  Leimkuhler  [17] also obtained computable estimates for 
a window of rapid convergence of waveform relaxation iterations in BJ mode applied to a linear 
second-order model system.  This technique was extended by Burrage et al.  [14] to obtain similar 
estimates in the preconditioned and/or overlapped modes.  However, these estimates, especially 
when applied to PBJ and PBJO modes are not very reliable and different techniques for comparing 
the relative merits of different modes are needed. 
In this paper, we propose one such technique which is based on using the notion of e-pseudo- 
spectra of matrices as introduced by Trefethen [18]. For this purpose, the integral operator which 
defines the continuous time waveform relaxation iterations is first approximated by a composite 
trapezoidal rule which leads to an iteration process in a finite-dimensional space.  The realistic 
convergence rates can then be related to the e-pseudospectral radii of the corresponding iteration 
matrix (see [19]). By considering these e-pseudospectral radii for the different splittings, modes, 
and  time  window sizes,  we can  explain  the  observed  behaviour  of the  dynamic  iterations  in 
many cases.  This  technique  seems to provide more accurate information  about the respective 
convergence rates than the error analysis in the Laplace transform domain presented in Burrage 
et  al.  [14]. The finite-dimensional  iteration  matrices corresponding to the BJ and  BJO modes 
are block Toeplitz.  For such matrices, efficient techniques for estimating the pseudospectra were 
introduced by Reichel and Trefethen  [20]. The iteration matrices corresponding to the PBJ and Pseudospectra  69 
PBJO  modes do not have the block Toeplitz structure  and the computation of e-pseudospectral 
radii is more costly. We also compute the ~-pseudospectra in the Laplace transform domain. 
These computations are much more efficient  than the computation of e-pseudospectra of the 
corresponding iteration  matrices discussed above. Comparing the corresponding e-pseudospectra 
in the time and Laplace transform domain for the same value of e, we can obtain the heuristic 
relationship  between the corresponding converge windows in both domains. 
2.  PRECONDITIONING  AND  OVERLAPPING 
In this section, we will describe the technique of preconditioning the differential system on the 
right and overlapping the components of the system. Consider the linear problem 
y'(t)  + Qy(t)  = g(t),  t  •  [0, T], 
(2.1) 
y(0)  =  yo, 
where Q  is a constant matrix of dimension n. The waveform relaxation iterations corresponding 
to the splitting of the matrix Q  into 
Q=M-N 
are defined by 
d  y(k+l)(t) + My(lC+l)(t ) =  Ny(k)(t)  + g(t), 
dt 
y(k+~)(O) =  yo, 
(2.2) 
t  e  [0,T],  where y(0) is a  given initial guess usually chosen as y(°)(t)  =  Yo,  t  •  [0,T].  The 
technique of preconditioning (on the right) consists of applying the waveform relaxation to the 
differential system 
z'(t) +  B(t)z(t)  =  e-Ntg(t),  t  •  [0, TI, 
(2.3) 
z(0) =  yo, 
t e  [0, T], where the matrix B(t)  is defined by 
B(t)  =  e-NtMeNt. 
This system is  obtained from (2.1)  by making the transformation 
zCt) =  e-m Ct). 
Splitting the matrix B(t)  into 
BCt)  =  M  -  NCt), 
where M  corresponds to the original splitting of the matrix Q and 
N(t)  =  M  -  e-NtMe Nt, 
leads  to the following  dynamic iteration  scheme applied to (2.3) 
~zd (k+l}()+t Mz(~+l)(t)  =  N(t)z(k)(t)  + e-rag(t), 
z(k+l}(t) =  y0, 
(2.4) 
t E [0,T],  with a given initial  guess z  (°). The technique described above was briefly  introduced 
in [16]  and examined in detail  in [14],  where the following  error  bound was obtained: 
A~'T~0+I) 
i=O 
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v =  0, 1, ....  Here, Ai are constants such that 
Ile-M' ,llT < A,, 
and A, are commutators defined recursively by 
A~+l  =  A,N  -  NA,, 
i  =  0, 1,...,  with A0 =  M.  As discussed in [14], if the constants Ai do not grow too fast then a 
reasonable approximation to this bound is 
A[T 2~ 
ff2p(T,u)  =  2vv[  . 
On the other hand, in the case of nonpreconditioned iterations (2.2), the error bound takes the 
form 
'~N(T, v) =  A~T~' 
v!  ' 
where A0 is a constant such that 
IIe-M'NIIT _< A0, 
compare [3]. These bounds suggest that the preconditioned waveform relaxation iterations (2.4) 
should  converge faster than  (2.2),  at  least for some T*  <  2.  A  similar conclusion can also 
be obtained  by the error analysis in the Laplace transform domain.  These conclusions were 
indeed confirmed by extensive numerical experiments presented in  [14] on the linear systems 
approximating the heat conduction equation in one and two space variables. 
We will now describe the technique of overlapping the components of the system as proposed 
by Pohl [11] and further studied by Jeltsch and Pohl [12], Prommer and Pohl [13], and Burrage 
et  a/. [14].  Assume that the matrix M  that corresponds to the splitting of the matrix Q  of 
dimension n has block diagonal structure with block sizes bl, b2,..., br and that the blocks overlap 
by Ol,O2,... ,or-l, where all o, > 0 and 
r  r--I 
Zbi-Zo,=n. 
i-----1  i=l 
Put ~  r  =  ~-~=1 bi.  It was demonstrated in [14] that the new system formed from (2.1)  takes the 
form 
+ Q(O (O =  (2.6) 
= 
where Q e R axa, ~(t), ~(t), ~0 e  R a, can be obtained from Q, y(t),  g(t), and Y0, respectively, by 
a simple algorithm defined in [14]. It was also demonstrated in [14] that the speed of convergence 
of dynamic iterations applied to (2.6)  is usually faster than the corresponding iterations applied 
to (2.1) and in many cases there is a dramatic improvement in performance. The iterates ~(k)(t) 
can be mapped into the space R n by the formula 
V(k)(t) =  PE~(h)(O , 
where P  and E  are projection and weight matrices of appropriate dimensions. 
In this  paper,  we will  analyze the relative performances of various  modes of block-Jacobi 
methods by using the pseudospectral techniques advocated by Trefethen [19].  These modes 
will be denoted by B J,  PBJ,  BJO, and PBJO, where P  stands for preconditioning and O  for 
overlapping.  These modes will be tested on the linear differential system obtained from the Pseudospectra  71 
advection-diffusion  equation  in  one  space  dimension  by discretizing  the  space  variable.  This 
leads to a system of the form (2.1) with the matrix Q  given by 
d  e 
Q--  "..  "..  "..  ,  (2.7) 
c  d 
c 
d  >  0,  c  <  0,  e  <  0,  and  the  function  g(t)  determined  by the  boundary  conditions  for the 
advection-diffusion  equation.  This  is explained  in more details  in Section  7.  As demonstrated 
in  [14], the error equation for the dynamic iterations  (2.2) takes the form 
e(k+l) (t /  =  eM(8-t)Ne(k)(8) ds,  k-- 0,1,...,  (2.8) 
where e(B~  (t /  =  y(t  / -- y(k)(t). 
Observe that the matrix given by (2.7) is, in general, nonnormal which may lead to additional 
numerical  difficulties as compared with the normal case.  By making the substitution 
with the matrix F  defined by 
z =  Fy, 
F  =  diag (1,c~,c~2,..., Olr'-l) , 
a  =  y/~,  problem  (2.1) can be reduced to the linear system 
z'(t)  +  Q* z(t)  =  rg(t),  t  e  [0, T], 
(2.9) 
z(0) =  ryo, 
where the matrix  Q* =  FQF -1  is normal.  However, this will not. remedy the situation.  Indeed, 
it can be easily verified that the corresponding splitting of the matrix Q* is 
Q* =  M* -  N*, 
with 
M* =  FMP -1,  N* =  FNF -1. 
Observe also that a(M-1N) = a(M*-IN*).  Multiplying the error equation (2.8) by F, we obtain 
£  ~'~?ll(t)  ;  reMC'-'lr-lN "~'g~(s)eS,  (2.10/ 
k =0,1,...,  where ~'~(t)=  re~(t).  Since 
r, eM(,-t)I,-1  _.-- eM'(,-t) 
equation  (2.10) takes the form 
I' 
~°(~+l)(t )  =  ~M'(o-t)~°~°(~)  ....  BJ (s) as, 
k =  0, 1,...,  which is the error equation of the dym~.ic iterations  applied directly to (2.9) with 
the splitting  Q* =  M* -  N*.  This me  an~ that the dynamic iterations  y(~) with respect to (2.1) 
and  z (k)  with  respect  to  (2.91  are  related  by z (k}  =  Fy  (k),  which  has  the  same  form  as  the 
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3.  APPROXIMATION  IN  FINITE  DIMENSION 
In  all the  cases  that  we have  considered,  the  error  etk) =  yck) -  y  of the  waveform  relaxation 
iterations  can  be  written  as 
&k+i)  =  &k), 
where  K is an  integral  operator  of the  form 
I 
t 
KY(t)  =  K(tt  S)Y(S)  ds,  (3.1) 
0 
and  K(t,  s)  is  an  72  x  12  matrix  defined  and  uniformly  bounded  in  the  region  {(t,  s)  :  0  5  t  5 
T,  0  5  s  5  t}.  Our  idea  is to  replace  the  integral  by the  composite  trapezoidal  rule  and  represent 
any  function  on  [O,Z’] by  its  values  on  the  mesh  {ti}fco,  where  ti  =  ih  and  h  =  T/q.  Thus,  for 
eschi=l,...  , q,  we approximate  Ky(ti)  by the  sum 
Q&i)  =  5  (K(ti,  ti)y(ti)  + K(ti,  toMto)>  +  h 2  K(ti,  tj)y(tj). 
j=2 
We shall  also  make  use  of the  fact  that  for  waveform  relaxation  iterations  we have  c(“)(O) =  0, 
for  all  k 2  0.  For  a function  y(t),  it  is convenient  to  define  the  nq-vector  d as 
J  =  (Y@dT,.  . . ,y(t,)T)T~ 
Now we can  write  the  discrete  iteration  for the  error  as follows: 
$k+i)  =  ic,$“), 
where  Kc, is an  nq  x  nq  matrix  constructed  from  n x 72.  blocks  in the  following  way: 
hK(t,,  tl)  . . .  hK(t,,  t,-1)  ;W,,  tq) 
Clearly,  to  monitor  the  convergence  of this  approximate  iterations  we need  to  study  the  powers 
of  Kq.  For  normal  or  nearly  normal  matrices,  this  can  be  accomplished  by  considering  the 
spectral  radius  of rC, while  this  is impossible  for  nonnormal  matrices.  For  the  moment,  we shall 
not  try  to  sssess  the  degree  of nonnormality  of Kq,  but  only  point  out  the  following:  the  spectral 
radius  of  K,  is simply  the  maximum  of  the  spectral  radius  of  each  diagonal  blocks,  thus,  we 
have  p(K,)  =  O(h)  as  h  +  0.  Hence,  for  small  h,  the  spectral  radius  of  K,  gives  little  or  no 
information  about  the  speed  of convergence  of the  iterations. 
Observe  also that  in the  case the  integral  operator  K  defined  by  (3.1)  is of the  form  K(t,  s) = 
k(t  -  s),  then  K(ti,  ti-r)  =  R(rh),  and  the  resulting  matrix  K,  is block  Toeplitz.  In particular, 
for the  BJ  csse  we get  blocks  of the  form 
c+hK(ti,  ti_,)  =  c+hemrhMN,  (3.2) 
i=  1  ,.,.,  q,  r=o  )...)  i -  1, where  QO  =  l/2  and  cy,. =  1,  T >  0, and  similarly  for the  BJO  case, 
only  with  M  and  N  replaced  by  &i and  fi,  respectively.  Unfortunately,  for  the  preconditioned 
cases,  this  block  Toeplitz  structure  is lost.  Instead  we obtain  blocks  of the  form 
ai-jhl((ti,  tj)  =  ai_jhe(j-i)hM  (M  _  ,-hjNM,hjN),  (3.3) 
i=  )...  1  ) q,  j  =  1,. . . , i. Pseudospectra  73 
4.  CONVERGENCE  ANALYSIS  USING  PSEUDOSPECTRA 
The idea of pseudo-eigenvalues was introduced by Trefethen [18] under the name of e-approxi- 
mate eigenvalues.  There axe several equivalent definitions of a  pseudo-eigenvalue, we shall only 
make use of the following three. 
DEFINITION  4.1.  Let  A  be a  complex  n  x  n  matrix.  Given  e  >  0,  the number A  E  C  is an 
e-pseudo-eigenvalue  of A  ff one of the following equivalent  conditions is satisfied. 
(i)  A is an eigenvalue of A  + E  for some matrix E  with  [JEll <: e. 
(ii)  For some n-vector u  we have [[(A -  AI)u[[  <_ elMI. 
(iii)  The following inequality holds 
[I(A_ Ai)_1[ I _> -.1  (4.1) 
e 
To simplify our notation, we henceforth assume that all norms without subscripts refer to to 
the two-norm or the induced spectral norm when used on matrices.  Clearly, the above definitions 
of e-pseudo-eigenvalues may be used for any norm. 
Consistently,  we shall  call the  set of all  e-pseudo-eigenvalues, A~(A),  the  e-pseudo-spectrum 
of A, and p~(A) = max{[zl : z e Ae(A)} the e-pseudospectral radius. 
For normal matrices, the e-pseudo-spectrum is simply the union of e-balls around the eigenval- 
ues.  But for nonnormal matrices, the spectrum can be quite sensitive to perturbations.  It is well 
known that the condition p(A) <  I is equivalent to HAkH ~  0 as k ~  oo, however, the powers may 
become large for some finite k.  This observation can be made somewhat more specific through the 
use of e-pseudospectra, see for instance [21].  The essence is that if a  pseudo-eigenvalue becomes 
greater than one in modulus for some e, the maximum power norm will be approximately equal 
to max~(p~(A) -  1)/e. 
In our applications, we usually have the situation that  [I/CqkH does not become exceptionally 
large for any value of k, in fact, quite frequently we observe a  contractive behaviour, i.e.,  I]/C~[I 
decreasing monotonically with k.  The use of pseudospectra is motivated by the observation that 
p(ICq) is much smaller than the rate of decay I[ICklI/[[IC~-I[I for small values of k.  For this purpose, 
we may use a  result by Trefethen [19]: for all values of e, it holds that 
I1  11  <4.2) 
e 
The relevance of e depends on k.  In Section 7, we give a numerical illustration of this bound. 
Keeping e fixed in (4.2), we see that the decay rate of the power norms can be approximated by 
the pseudospectral radius of/Ca. 
There axe a number of ways to estimate the pseudospectrum and the pseudospectral radius of 
a  matrix.  Some of them require a  lot of computing resources and other can be unreliable.  The 
simplest  and  most intuitive way is perhaps to use  (i)  in the definition.  One  simply computes 
random matrices E  such that [JEll =  e and then the eigenvalues of A +  E.  We found that with a 
modest number of perturbations (five to 10), the resulting pseudospectral radius was sometimes 
significantly underestimated.  The matrices/Cq have their spectrum in a  neighborhood of z  =  0 
of size O(h) =  O(T/q).  For large enough q, we therefore assume that A~(A)  is a  connected set 
containing z  =  0.  We can then use the resolvent Condition (iii) from the definition.  We search 
along rays re ~e (with the parameter 0 fixed) from z =  0 and for each ray we estimate 
SUPr { Izl : z=reis  and  II(A-zI)-lH> 1}.  (4.3) 
For  each ray,  (4.3)  clearly  yields  a lower bound for  the pseudospectral radius  of  A. We found this 
method to be more reliable  than the method of random perturbations. However, this  involves 74  Z. JACKIEWICZ  et al. 
making computations with the matrices ]Cq which are of dimension nq.  To gain understanding 
about the convergence of continuous waveform relaxation, we may wish to do this computations 
for fairly large values of q.  Therefore, it is important to find methods for estimating pseudospectra 
with complexity that is independent of q.  We have not been  able to find a  way to do this in 
general for matrices of the form ]C  a,  but  in the case of no preconditioning (BJ  and BJO)  we 
can use an estimate proposed by Reichel and Trefethen [20]. Let us consider the general type of 
upper triangular block Toeplitz matrices 
A0 
A = 
A1  A2 
A0  A1 
•  •  •  Aq-a 
"'-  A2  ' 
"'.  ,41 
A0 
where Ai •  R nxn,  i =  0, 1,..., q -  1.  We define the symbol of A as the n  x n  matrix 
q--1 
and the set A,. by 
P(z)  = 
k=O 
(4.4) 
Au=A(z)u-  z q. 
0 
Aq-a 
A2 
A1 
0 
Aq-1 
A~  ...  Aq-1  0 
0 
We recall the inequality I[T[[ <  ~/tITl[l[[Tllo~  valid for any matrix T.  Thus, it is clear that the 
spectral norm of the above matrix must be bounded by cq and we obtain 
II(A -  k(z)I)ull  <  Izlqcqllull  <  ellull. 
Hence, A(z) •  A~(A).  m 
We now consider the application of this proposition to the cases BJ  and BJO.  By letting z 
range over the disk A~, we obtain a family of symbols P(z) whose spectral radii are lower bounds 
for the pseudospectral radius of our matrix K:q.  It may be difficult to estimate Cq,  but again 
following [20], we observe that for large values of q this is not critical since r  =  (e/Cq) 1/q will be 
close to one.  Thus, we take r  =  e 1/q.  For K:q taken from the BJ case (3.2), we obtain 
q-1 
~=o  (4.5) 
=  h  (i  -  ze-h")  -1  (I -  N  -   hN. 
"U. 
~r =  {z•C:  M  <r}- 
Following [20], we have the following result• 
PROPOSITION 4.1.  Let A  be o? the form (4.4).  Then, 
{A •  C  : A is an eigenvalue of P(z) with z  •  At} C At(A), 
q-1  q--1  where r  =  (e/cq) 1/q 8J3d Cq  (Ek=l  [[Aklloo Y]k=l nAk[[1) 1/2" 
PROOF•  For any z •  At, define the vector u =  U@(1, z, z2,..., zq-1) T where U is an eigenvector 
of P(z) with corresponding eigenvalue A(z).  We compute Pseudospectra  75 
This  expression  may still  be  difficult  to  analyze,  but  far  less  expensive  to  compute than  the  method 
of  random perturbations  to/Cq (cf.  Definition  (i)  for  pseudo-eigenvalues).  Numerical experiments 
with  this  formula  seems to  suggest  that it  gives  reasonable  estimates  for  the pseudospectral  radius 
as long as the blocks on the diagonal are normal. 
In view of Proposition 4.1,  the e-pseudospectrum A~(/Cq)  of/Cq can be approximated by the 
union of  disks  or radius  r --  el/q  centered at  the spectrum of P(z).  Taking z = el/q  in (4.5)  leads 
to (assuming to = 0) 
(  ~\E1/q/  -~ "qT (! _ ~l/qe_(T/q)M) -1 (I -- ee -TM) N  -  2q  T  N  P 
(()(  __.___.T  I-  l+ln'+o(q  -2)  I-T--M + O (q -2)  X (I--,e-TM) N -- T---N 
q  q  q  2q  (~)-1 
=T  -  eI+TM+O(q_2)  (N-ee -TMN)+O(q-1) 
q  q 
=  I+M  N+O(e)+O(q -1) 
= (sI + M) -1N -+- O(e) -{- 0  (q-l), 
with 
-  Ine 
s  =  --y--  (4.6) 
Observe that (sI + M)-XN is the Laplace transform of the kernel of the integral operator defined 
by the right-hand side of (2.7). 
5. PSEUDOSPECTRA  VIA 
TIME  SERIES EXPANSION 
Under standard smoothness assumptions, the error  e(k)(t)  of  BJ iterations  in the time domain 
can be expanded in Taylor's  series  as 
t  ~ 
= 
r_>O 
We suppose that  this series is  absolutely convergent for  any t  E  [to,  T]. 
relation (2.7) yields 
with 
dk+l)(t) = fo 
t eM(S-t) N ~  e(k,q)fO~  Sq_  ds 
q>_  O  ,i. 
q--I  )  tq 
q_>l 
,(k+l,q)  rm~  -Z..~ ~  ~VJq!, 
q_>O 
q-1 
((k+l,q)  (0) --~  E(-M)rN~  (k'g-l-r)  (0), 
r~0 
Consequently, the 
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for k, q >  0.  For any q _> 0, the relation (5.1) can be written in matrix form 
with 
~(~+11~)(°)[  = ha  . 
.~(~+~,q)(o)J  k~(~,a)(o)2 
0  0  ......  0" 
N  0 
(-M)N  N  "'.  ' 
•  .  .  .  • 
.  .  • 
•  °  ° 
(-M)q-IN  ...  (-M)N  N  0 
(5.2) 
The transfer matrix g:q is similar, the matrix is obtained in Section 3.  In particular, it possesses 
a block Toeplitz structure, with blocks of the form 
(~q) ,,j -= 6r,-1 (-M)" N,  (5.3) 
with r  =  i -  j  -  1.  The symbol P(z) of g:q as defined in Section 4 is then given by 
P(z) = Nz + (-M)Nz 2 +... + (-M)q-lNz q-z 
q-1 
= z E(-zM)rN 
(5.4)  r--O 
= z(I + zM)-I(I -  (-zM)q)N 
= (z-lI + M)-IN + (-1)q+lzq(z-lI + M)-IMqN. 
For Iz[ -1  >  p(M), it can be seen that P(z) ~  (z-II+M)-IN  as q ~  co, i.e., the symbol of/Cq is 
an approximation to the iteration matrix of the operator/C in the spectral domain with z- 1 ~  s 
(see Section 6). 
Note here that the index q cannot be related directly to the time window T  -  to, so that an 
analysis comparable to the one leading to (4.6) is not possible•  Also, note that the analysis does 
not depend on the particular form of the matrices M  and A, and is valid for the BJ as well as 
BJO, PBJ, and PBJO iterations. 
6.  PSEUDOSPECTRA  IN  LAPLACE 
TRANSFORM  DOMAIN 
The error equation (2.7) for BJ iterations (2.2) in the Laplace transform domain takes the form 
~(B~j+l)(s) = (sI + M)-IN~(~(s), 
k  =  0, 1,...,  where g(n~(s)  stands  for the Laplace transform of the error  e(k)(t)  of BJ  itera- 
tions in the time domain.  Similarly, the error equation in Laplace transform for BJO iterations 
corresponding to the splitting Q =  M  -  N  takes the form 
~(k+l)?o,  (  )-1 
~)JO  ~o~ =  sI + f4  f~o(s), 
k =  0, 1, .... Pseudospectra  77 
The error  analysis of PBJ  and PBJO  iterations in Laplace transform domain is much more 
,(0)  /t  ~ of PBJ  complicated.  In [14], this analysis was presented assuming that the initial error ~PBJ~ J 
iterations is equal to t  and by considering only linear terms in the expansion 
B(t) = e-NtMe Nt = ~  Ai ~., 
i=0 
where the matrices Ai satisfy the recurrence relation 
Ai+ 1  =  AiN  -  NA,, 
^(1)  ^(0)  i =  0,1,..., with A0 =  M.  It was found that the relationship between epBj(8 )  and epBj(8 )  is 
^(1)  2(SI + M)-IAx ^(0)  ,  , 
epBj(8 )  =  epBjI,8 ).  $ 
Similarly,  under  the  same  assumptions  the  corresponding error  equation  for  PBJO  iterations 
reads  (  )-1 
^(1)  2  sI +  M  '~1 ^(o) 
 p jo(S) =   PBJO(S),  $ 
where/~1 =  A:/N -  NA:/. 
Leimkuhler  [17] defines the  abscissa  ~w  of w-convergence  of (nonpreconditioned)  waveform 
relaxation iterations as 
~  =  inf{~: p~(/C) <  w}, 
where 
p¢(/C) =  sup {p(/C(s))  : N(s) >  ~}, 
K:(s)  is the Laplace transform of/C and p(M)  is the spectral radius of the matrix M.  He then 
recommends that the corresponding window of convergence in the time domain be estimated by 
a simple inversion rule Tw =  1/~w. 
This approach was adopted by Burrage  et al.  [14] to estimate the size of the window of con- 
vergence in the time domain of PBJ and PBJO iterations. However, the obtained estimates were 
rather inaccurate and in what follows we propose the approach based on pseudospectra rather 
than spectra hoping to refine these estimates. 
Our approach consists in the following. Define 
~e,w =  inf {~: p~,w(/C) <  w}, 
with 
pe,~(K:) =  sup {p~(K(s)) : ~(s) > ~}, 
where K(s) is the Laplace transform of/~ in case of BJ and BJO iterations or is equal to 
K(s) =  2(sI + M)-IA1 
8 
(6.1) 
(6.2) 
or 
K(s) = 
8 
in the case of PBJ or PBJO iterations.  To translate (~,w given by (4.6)  into the corresponding 
values T~,~ in the time domain, we assume that 
A 
T~,w =  ~,,,  (6.3) 78  Z.  JACKIEWICZ  et  al. 
where A is some constant.  In view of (4.6), the constant A is about 
A ~  -  In e.  (6.4) 
We will also determine A  experimentally by requiring that T¢,~ given above is  approximately 
equal to the maximum value t  for which 
p,  < 
where ]Cq(t) is a finite-dimensional approximation to IC(t) defined in Section 3.  This will be done 
by comparing the corresponding pseudospectra of ]Cq(t) and g(s), where K(s) is defined above, 
for specific values of e and t and for all four modes of waveform relaxation iterations.  This process 
is illustrated in the next section for the linear system corresponding to the advection-diffusion 
equation.  The experimental value of A will be compared to the theoretical approximation given 
by (6.4). 
7.  NUMERICAL  RESULTS 
The origin of our model problem is the advection-diffusion equation 
ut+aux=bu=x,  t>0,  0<x<l,  (7.1) 
b >  0, with Dirichlet boundary conditions u(0, t) =  Co(t) and u(1, t) =  ¢1(t) and initial condition 
u(x,O)  =  f(x).  We introduce a  mesh Sx.tn+l  where xi  =  lAx  and  Ax  =  1/(n +  1).  We let  t  sJi=O  , 
yi(t),  i  =  1...,n  be the approximation obtained for u(x~,t)  from (7.1)  when u==  and u=  are 
replaced  by finite differences.  If we  use central  differences for ux=  and central,  backward,  or 
forward differences for uz, we get a system of ODEs 
y'(t)  +  Qy(t)  =  g(t),  (7.2) 
where Q  is an n  x n  matrix of the form (2.7)  and 
g(t) =  [-c¢o (t), 0,...,  0,  (t)] T 
The values of c,  d, and e appearing in Q depend on the type of differencing which is used for the 
term u=.  We can summarize this in the following table (compare also [22]). 
Central 
Forward 
Backward 
c  d  e 
a  b  b 
x  2 
b 
x  ~ 
a  b 
Ax  Az 2 
2b 
AX2 
a  2b 
b  Ax  Ax  2 
a  2b  + 
Az  Ax 2 
2A z  ~ x  2 
a  b 
Az 
b 
AZ2 
We are particularly interested in the case where convection is dominating over diffusion in (7.1), 
that is la] >> b.  Following [22], in the numerical experiments to follow, we shall set n  =  24, a =  1, 
and b -~ 10 -3'5.  This results in a matrix Q  which is highly nonnormal.  Higham and Owren [22] 
study (7.1) supplied with a  nonlinear reaction term and they find that the nonnormality of the 
matrix Q severely affects the behaviour of the numerical scheme. In all the results presented here, 
the BJ and PBJ  cases correspond to a  splitting without overlapping and where the blocksizes 
are  all equal to 2.  In the BJO  and PBJO  cases,  we always use block sizes  bl  ---  br  =  3  and 
b2 .....  br-1  -- 4 and overlaps ol .....  or-1 =  2 (compare Section 2). 
We begin by illustrating the bound (4.2) given in Section 4.  With parameters n, a, b as described 
above,  we set T  --  0.1  and  h  =  0.01  which corresponds  to the number of trapezoidal  points 
q =  10.  We plot the first ten power norms of the resulting/Cq and for a E  {0.1, 0.01, 0.001}  we 
plot pe(ICq)~+i/e in terms of k.  The results are displayed in Figure 1. Pseudospectra  79 
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Figure 2.  Error function of the first six iterates for the four modes. 
We clearly see that the most relevant e decreases as k  increases.  The bound (4.2) is quite sharp 
for the modes BJ and BJO  but not as good for PBJ  and PBJO. 
In Figure 2, we plotted the error function of the first six iterates for (7.2)  for all four modes of 
way•form relaxation. 80  Z. JACKIEWICZ  et al. 
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Figure 4.  Pseudo6pectra  for the four modes at T ----  0.2. 
We can see that  the  convergence of BJ  and  BJO  modes  is quite  fast in  the  window  [0, 0.2] 
and  that  the  window  of rapid  convergence of PBJ  and  PBJO  iterations  is  much  smaller  and 
approximately equal  to  [0,0.05].  These  modes still  converge  at  T  --  0.1  but  the  errors  grow 
rapidly  as  T  --*  0.2.  We  can  also  observe  that  overlapping  improves  somewhat  the  rate  of Pseudospectra  81 
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convergence of the resulting iterations.  However, this improvement is not as dramatic as for the 
linear system with normal matrix Q  considered in [14] which approximates the heat equation in 
one space dimension. 82  Z. JACKIEWICZ et al. 
The behaviour of  the dynamic iterations  displayed in Figure 2 is clearly  reflected  in the cor- 
responding pseudospectra.  These pseudospectra, computed for all four  modes at T  =  0.1 and 
T  = 0.2 for ~ =  0.01,  are plotted in Figures 3 and 4. We see in Figure 3 that the pseudospec- 
tra of all four  modes are contained within a disk  centered at the origin  and with a radius of 
approximately 0.4. We see that while the BJ and BJO modes experience only a modest change 
in pseudospectra, the effect  on the PBJ and PBJO  modes is dramatic.  By using the resolvent 
condition (4.1),  we found that the pseudospectral radii  for  PBJ and PBJO  exceed unity and we 
might expect that the error  will  grow rapidly  in the first  few iterations. 
In Figures 5 and 6, we have plotted the ~-pseudospectra of K(s)  for e =  0.01, for all four 
modes for s =  40 and s =  20. We can see that they have approximately the same size  as the 
corresponding pseudospectra in Figures 3 and 4, and we conclude that the appropriate value of 
the constant A  in (6.3)  is approximately equal to 4.  This value is quite  close  to the estimate 
A  _~ -In  ~ _~ 4.6 given by (6.4). We can then estimate the window of convergence  in the 
time domain using formula (6.3)  for the required value of  w.  We would like  to stress  that the 
computation of ~,~ using (6.1)  and (6.2)  is much more efficient  than the computation of the 
~-pseudospectra  of  the  matrices/Cq  (t). 
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Figure 7.  Pseudospectral radii in terms of T.  The BJ modes are displayed ms solid 
lines and PBJ modes as dashed lines. 
We have plotted  in  Figure 7 the  e-pseudospectral  radii  for  e  = 0.01,  for  the  BJ and PBJ modes 
versus T. The top two curves correspond to the parameter a = 1, the two curves in the middle 
to a = 1/2,  and the bottom ones to a = I/4. These graphs indicate  that for  a = 1 the BJ mode 
should converge faster  than the PBJ mode for any T. For a =  1/2 and a =  1//4,  the PBJ mode 
should converge faster  on windows [0,T],  where T < 0.05  and T < 0.11,  respectively. 
We conclude this  section  by analyzing pseudospectra of  the iteration  matrices HBj = M-IN 
and HBjo = ~r-1~ which correspond to  the BJ and BJO modes, as  well  as HpBj(t) = M-IN(t) 
and HpBjo(t) ----  ~I-1//'(t)  which correspond to the PBJ and PBJO  modes. The spectral  radii 
of  these matrices are  given by 
p(HBj)  =  0.0997, 
p(Hpaj(0.05))  =  0.0192, 
p(Hwo)  =  0.00Z3, 
p(Hpwo(0.05))  =  0.0083, Pseudospectra  83 
p(HpBj(0.1))  =  0.038S, 
p(HpBj(0.2))  =  0.0790, 
p(HpB,]O(0.1))  =  0.0166, 
p(HpBJO(0.2))  =  0.0334. 
If Q were normal, these spectral radii would represent rates of convergence of the corresponding 
dynamic iterations at infinity (compare [5]). However, in our case, the matrix Q  is highly non- 
normal and more accurate information on the rate of convergence of the corresponding iterations 
is revealed by analyzing pseudospectra.  Nonnormality of H  is usually measured by the condition 
number of the matrix V whose columns are eigenvectors of H, and these condition numbers are 
listed below for the four waveform relaxation modes. 
cond(VBj) -- 1.72.1017, 
cond(VpBj(0.05)) =  8.87.10 is, 
cond(VpBj(0.1)) =  1.13.10  2°, 
cond(VpBj(0.2)) =  2.46.1020, 
cond(VBJo) 
cond(VpBJo  (0.05)) 
cond(Vpsjo  (0.1)) 
cond(VpBJo  (0.2)) 
= 1.49.1017, 
= 9.17.102°, 
= 3.44.1021, 
= 4.37.102°. 
We have plotted in Figure 8 the pseudospectra for e =  10 -3 of the matrices HBj 
well as HpBj(T) and HpBJo(T) for T  =  0.05,  T  =  0.1, and T  =  0.2.  These graphs 
as contour plots of the function 
H)-IlI, 
and HBJO, as 
were obtained 
where H  is the appropriate iteration matrix.  Analyzing these plots, we can see again that 
pseudospectra provide much more accurate information about the behaviour of  dynamic iteration 
than spectral radii.  In fact, the analysis of the spectral radii alone may lead to the wrong 
conclusions about the respective convergence rates. 
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Figure  8. Contour plots  for  pseudospectra  of  the  static  iteration  matrices. 84  Z. JACKIEWICZ et al. 
8.  CONCLUDING  REMARKS 
By discretizing the continuous waveform relaxation operator, we have used pseudospectra for 
analyzing the convergence rate  in the first few iterations.  This approach offers  more precise 
information than other techniques that have been suggested, for instance, error analysis in the 
Laplace transform domain considered in [14]. 
There are two difficulties that have to be addressed when pseudospectra analysis is to be used. 
One is the choice  of the parameter e.  The  "most relevant e"  depends on the k  for which one 
wishes to study the convergence rate, that is, 
By making comparisons between the above ratios and pc(ICq) for various values of e,  we have 
found experimentally that e  =  0.01 gives  a  good approximation to this ratio in the first few 
iterations (compare Figure 1). 
Another difficulty  is to compute the e-pseudospectral radii of ICq(t). As q, the number of points 
in the trapezoidal approximation increases, our algorithms quickly reach the bound for which it is 
possible  to compute the relevant quantities with the hardware and software available to us.  One 
should look for algorithms whose complexity is practically independent of q.  We have shown that 
such estimates can be obtained in the case where ICq is of block Toeplitz type, but the estimates 
only seemed to work well in the case where the blocks K(ti, tj) were normal matrices.  Moreover, 
when preconditioning was used, the block Toeplitz structure was lost which further complicates 
the situation.  However,  the good news is that pseudospectrum of ICq(t) has to be computed 
for one value of t  only.  Comparing this pseudospectrum with pseudospectrum in the Laplace 
transform domain of the appropriate matrix K(s) of dimension n, only we can estimate the value 
of the constant A appearing in the relation (6.3).  This relation allows us to obtain the estimates 
for windows of convergence in the time domain from the estimates of windows of convergence in 
Laplace transform domain.  We would like to stress again that the latter estimates are easy to 
compute since the dimension of K(s) is equal to n--the dimension of the underlying differential 
system and is independent on the number of discretization points. 
Numerical experiments were performed for four different modes of waveform relaxation, B  J, 
PBJ, BJO, and PBJO, the P signifying preconditioning and O overlapping. As the model for our 
experiments, we have chosen an advection-diffusion equation in one space dimension with dis- 
cretized space variable.  We were particularly interested in studying the case where the advection 
term is dominating since this leads to a linear system of ODEs with a coefficient matrix which 
is highly nonnormal.  In  [14], the numerical tests were performed on a  semidiscretized version 
of the heat equation, and it was found that preconditioning improved the convergence on small 
time windows.  We found that in the nonnormal case,  extremely small time windows must be 
used if preconditioning is to be effective.  Overlapping helps, but probably not enough to justify 
the enlarged dimension of the ODE system to be integrated in each iteration. 
The techniques employed in this paper can be easily extended to multidimensional problems 
although this  naturally leads to increased computational complexity and difficulty  in determining 
the pseudospectra  of discrete analogs of the integral operator (3.1). Note, however, that the 
analysis of Section 4 still  holds for the BJ case, although the appropriate choice of e in the 
relation (4.6)  may require some adjustment. 
The extension of the techniques of this paper to the nonlinear  problems seems to be more 
complicated.  One reason for this is that the matrices K:q arising  from a linearization  of nonlinear 
problems are not block Toeplitz, even in the BJ case, since the matrices Kr -- K(t~,  t~-r)  now 
vary with the time ti. Pseudospectra  85 
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