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$X$ , $\sigma$- 1 .
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. , Karlin $[3|$ $X$ , $aX$
.
(Ghosh and Meeden [1], Ralescu and RaJescu [6], Hoffinann [2]). , Pulskamp
and Ralescu [5] Bayes .
,




, $aX+b$ , (Rojo [7],
Sadooghi-Alvandi and Nematollahi $[9|$ , Kuo and Dey [4], Sadooglii-Alvandi [8] $)$ . ,
LINEX
. , Tanaka [10] LINEX ,
, 2 Pul-skamp
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Tanaka [10] , Bayes LINEX
, , Tanaka $[10|$
, .
1603 2008 142-153 142
2
$X$ $\sigma$- $\mu$
$f(x,\theta)=\beta(\theta)e^{\theta x}(x\in \mathcal{X}, \theta\in\Theta\subset \mathbb{R})$
. $\theta$ , $\Theta:=(\underline{\theta},\overline{\theta})$ . ,
$g(\cdot)$ , $g(\theta)$ LINEX
(2.1) $L(\theta, \delta)=b\{e^{a(\delta-g(\theta))}-a(\delta-g(\theta))-1\}$
. , $a\neq 0,$ $b>0$ . , $\theta$ $\pi(\theta)$ .
, $g(\theta),$ $\pi(\theta)$ , $\theta\in\Theta$ $\pi(\theta)>0$ .
, $g(\theta)$ $\pi(\theta)$ Bayes $\delta_{\pi}(X)$
(2.2) $\delta_{\pi}(X)=-\frac{1}{a}\log\frac{\int_{4}^{F}e^{-ag(\theta)}f(X,\theta)\pi(\theta)d\theta}{\int_{A}^{\vec{\theta}}f(X,\theta)\pi(\theta)d\theta}$
$($Zellner $[$12$])$ .
1(Al) $\theta\in\Theta$ $E_{\theta}|\delta(X)|,$ $E_{\theta}[e^{a\delta(X)}]<\infty$ .
$($A2) $u,$ $v\in\Theta$ $\int_{u}^{v}E_{\theta}|\delta(X)-g(\theta)|\pi(\theta)d\theta,$ $\int_{u}^{v}E_{\theta}[e^{\delta(X)-g(\theta)}|\pi(\theta)d\theta<\infty$ .
$\Delta:=\{\delta(X)|(A1),$ $(A2)$ $\}$ .
, Karlin .
1 (Karlin [3]). $S(\theta)$ $\Theta=(\underline{\theta},\overline{\theta})$ ,




, $a$ $a.\theta\in\Theta$ $S(\theta)=0$ .
143
(I) , $\lim inf\thetaarrow\overline{\theta}S(\theta)=0$ . $\lim inf\thetaarrow\overline{\theta}S(\theta)>0$
. , $\theta_{0}\in\Theta$ , $\theta\in(\theta_{0},\overline{\theta})$ $S(\theta)>0$
. $u\in$ $(\theta_{0},\overline{\theta})$ , $H(v):= \int_{u}^{v}S(\theta)d\theta$ . , $V\in(u$ ,
$H(v)\geq 0$ , aav $\in$ (u, $H’(v)=S(v)\geq 0$ . (i)
$v\in$ $(u,\overline{\theta })$ $H(v).=0$ , $H(v)$ $a$ $a.\theta\in(u,\overline{\theta})$ $S(\theta)$
$=0$ , $\lim inf\thetaarrow\overline{\theta}S(\theta)=0$ . (ii) $v_{0}\in(u,\overline{\theta})$ ,











. , $H(c)>0$ , (2.3) . , $\lim_{barrow F}$
$\int_{c}^{b}dv/K(v)dv=\infty$ . , $H(v_{0})>0$ $v_{0}\in(u,\overline{\theta})$ .
, $\lim inf\thetaarrow\overline{\theta}S(\theta)=0$ .
(II) , $a$ $a.\theta\in(\underline{\theta},\overline{\theta})$ $S(\theta)=0$ . (I)
$u\in(\underline{\theta},\overline{\theta})$
$/u\overline{\theta}S(\theta)d\theta\leq\sqrt{S(u)}\sqrt{K(u)}$





. , $u_{0}\in(\underline{\theta},\overline{\theta})$ , $G(u_{0})>0$ .
, $G(u)$ , $w\in(\underline{\theta}, u_{0})$ $G(w)>0$ .




. , $G(c)>0$ , (2.5) , ,
$\lim_{barrow 4}\int_{b}^{c}dw/K(w)=\infty$ . , $u\in(\underline{\theta},\overline{\theta})$ $G(u)=0$
. $G(u)$ , $a$ $a.\theta\in(e,\overline{\theta})$ $S(\theta)=0$ .
3 Bayes
Bayes (2.2) LINEX (2.1)
.
1 $\delta_{\pi}(X)\in\Delta$ ,




, $\delta_{\pi}(X)$ $\Delta$ LINEX .
Fubini , Schwarz , Karlin
$x-y\leq e^{-y}(e^{x}-e^{y})(x, y\in \mathbb{R})$
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.1 , $\gamma(\theta)$ . , 1




1 $g(\theta)$ , $\delta_{\pi}(X)\in\Delta$ . ,









1 1 2 Pulslkamp and Ralescu [5]
.




2 $(A1)_{Q}$ $\theta\in\Theta$ $E_{\theta}|\delta(X)|<\infty$ .
$(A2)_{Q}$ $u,$ $v\in\Theta$ $E_{\theta}|\delta(X)-g(\theta)|\pi(\theta)d\theta<\infty$ .
$\Delta_{Q}.:=\{\delta(X)|(A1)_{Q)}(A2)_{Q}$ $\}$ .
, .
2 (Pulskamp and RaJescu [5]). $\overline{\delta}_{\pi}^{Q}(X)\in\Delta_{Q}$ ,
$F_{Q}(x, \theta)$ $:=$ $/4^{\theta}(\delta_{\pi}^{Q}(x)-g(t))f(x, t)\pi(t)dt$ ,
$\gamma Q(\theta)$ $;=$ $\frac{1}{\pi(\theta)}/\mathcal{X}\frac{F_{Q}^{2}(x,\theta)}{f(x,\theta)}d\mu(x)$
. , $c\in\Theta$
$\lim_{barrow\overline{\theta}}/cb\frac{d\theta}{\gamma_{Q}(\theta)}=\lim_{barrow Q}/b^{C}\frac{d\theta}{\gamma_{Q}(\theta)}=\infty$
, $\delta_{\pi}^{Q}(X)$ $\Delta_{Q}$ 2 .
LINEX 2 ,
. $0$ .
3(Bl) $x\in \mathcal{X}$ , $\Theta$ $M_{1x}(\theta),$ $M_{2x}(\theta),$ $M_{3x}(\theta)$
$e^{-ag(\theta)}f(x, \theta)\pi(\theta)\leq M_{1x}(\theta)$,
$|g(\theta)|e^{-ag(\theta)}f(x,\theta)\pi(\theta)\leq M_{2x}(\theta)$ ,
$| \frac{e^{-ag(\theta)}-1}{a}|f(x, \theta)\pi(\theta)\leq M_{3x}(\theta)$
$(\theta, a)\in\Theta xU_{0}$ .
(B2) $\theta\in\Theta$ , $\mathcal{X}$ $M_{4\theta}(x)$
$\{\frac{F(x)\theta)}{a}\}^{2}\frac{e^{a\delta_{\pi}(x)}}{f(x,\theta)}\leq M_{4\theta}(x)$
$(x, a)\in \mathcal{X}xU_{0}$ .





(ii) $\frac{1}{a}F(x, \theta)arrow-F_{Q}(x, \theta)$ ,
(iii) $\frac{1}{a}r\gamma(\theta)arrow\gamma Q(\theta)$ .
, Lebesgue
, .
1 $aarrow 0$ ,
$\frac{2}{a^{2}b}L(\theta, \delta)arrow(\delta-g(\theta))^{2}$
, 3 1 2 . ,
$g(\theta)$ (Bl) , (B2) .
(B2)’ $\theta\in\Theta$
$/ \chi\frac{\tilde{F}^{2}(x,\theta)}{f(x,\theta)}d\mu(x)<\infty$ .




, 1 , . 1 .
2 $g(\theta)$ , $\delta_{\pi}^{Q}(X)\in\Delta_{Q,\wedge}$ . ,
$c\in\Theta$
(4.1) $\lim_{barrow\overline{\theta}}l^{b}\frac{d\theta}{\tilde{\gamma}(\theta)}=\lim_{barrow\rho}/b^{c}\frac{d\theta}{\tilde{\gamma}(\theta)}=\infty$
, $\delta_{\pi}^{Q}(X)$ $\Delta_{Q}$ 2 . ,
$\ovalbox{\tt\small REJECT}(\theta)$ 1 .
2 $g(\theta)$ , (4.1) , $\delta_{\pi}(X)$ $\Delta$ LINEX




3 . 1 , 1
. 2, 3 Pulskamp and Ralescu [5] 2
. 1 .
1( ). $X_{1},$ $\ldots,$ $X_{n}$ $\theta$ , 1
, $\theta(\in \mathbb{R})$ . , $X:= \sum_{i=1}^{n}X_{i}/n$ $\theta$




$F(x, \theta)$ $= \exp\{-a\delta_{\pi_{\alpha}}(x)+\alpha x+\frac{\alpha^{2}}{2n}\}$
$x\{\Phi(\sqrt{n}(\theta-x-gn))-\Phi(\sqrt{n}(\theta-x-\frac{\alpha-a}{n}))\}$ ,
$\gamma(\theta)$ $=$ $\frac{1}{n}e^{\alpha\theta}\exp\{\frac{\alpha}{n}(a-\alpha)\}\Psi_{n}(a, \alpha)$
.
$\Psi(a, \alpha):=\int_{-\infty}^{\infty}\frac{1}{\phi(y-\overline{\tau}_{n})}\{\Phi(y)-\Phi(y-\frac{a}{\sqrt{n}})\}^{2}dy$




, $\Psi(a, \alpha)$ . , 1 $\delta_{\pi_{\alpha}}(X)$
$\alpha=0$ , (Rojo [7]). , $\alpha\neq 0$ , $\delta_{\pi_{\alpha}}(X)$
, , 1 , $\delta_{\pi_{\alpha}}(X)$




, $\alpha\neq 0$ , $\overline{6}_{\pi_{\alpha}}(X)$ .
3 1 , 1 (Bl), (B2) . , $a\in(-\epsilon, \epsilon)$
,
$e^{-a\theta}\leq e^{\epsilon|\theta|}$ , $| \frac{e^{-a\theta}-1}{a}|\leq\frac{e^{\epsilon|\theta|}}{\epsilon}$
,
$\sqrt{n}\phi(\sqrt{n}(x-\theta))e^{\alpha\theta}=\sqrt{n}\phi(\sqrt{n}(x-\theta+\frac{\alpha}{n}))\exp(\alpha x+\frac{\alpha^{2}}{2n})$




. , $\varphi_{a}(u)arrow 1(aarrow 0)$ , $\delta>0$ , $|\varphi_{a}(u)|<2$
$(|a|<\delta)$ . , $\epsilon<\delta$ , $a\in(-\epsilon, \epsilon)$




$C_{\epsilon,\theta,\alpha}$ $a,$ $x$ .
2( ). 1 , $g(\theta)=P_{\theta}(X_{1}<0)=\Phi(-\theta)$
. , $\theta$ $\pi_{\alpha}(\theta)=e^{\alpha}$ $g(\theta)$ Bayes
$\delta_{\pi_{\alpha}}(X)=-\frac{1}{a}\log/-\infty\infty\sqrt{n}\phi(\sqrt{n}(\theta-(X+\frac{\alpha}{n})))e^{-a\Phi(-\theta)}d\theta$
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. , $g(\theta)$ ,
$\tilde{F}(x, \theta)=\Phi(\sqrt{n}(x-\theta+\frac{\alpha}{n}))\Phi(-\sqrt{n}(x-\theta+\frac{\alpha}{n}))\exp(\alpha x+\frac{\alpha^{2}}{2n})$
,
(5.1) $\overline{\gamma}(\theta)=\frac{1}{n}e^{\alpha\theta}/-\infty\infty\phi(y-\frac{2\alpha}{\sqrt{n}})\{\frac{\Phi(y-\alpha/\sqrt n\urcorner\Phi(-(y-\alpha/\vee\gamma)}{\phi(y-\alpha/\cap n}\}^{2}dy$
. ,
$\frac{\Phi(y-\alpha/\sqrt{n})\Phi(-(y-\alpha/v\circ n)}{\phi(y-\alpha/v^{r_{n\urcorner}}}$
, (5.1) . , 1 $\alpha=0$ ,
$\delta_{n_{d}}(X)$ LINEX .
4 1 $\theta$ $\pi_{\alpha}(\theta)$ , $\alpha$ Bayes
, . , 2 $\alpha\neq 0$ ,
Bayes , . , $\alpha\neq 0$
$\delta_{\pi 0}(X)$ $\delta_{\pi_{\alpha}}(X)$ , , $\delta_{\pi_{\alpha}}(X)$ .
3( ). $X_{1},$ $\ldots,$ $X_{n}$ $Ex(1/\theta)$
. , $\theta(\in \mathbb{R}_{+})$ . $X:= \sum_{t=1}^{n}X_{i}$ $Ga(n, 1/\theta)$
. ,
$f(x, \theta)=\{\begin{array}{ll}\frac{\theta^{n}}{\Gamma(n)}x^{n-1}e^{-\theta x} (x>0),0 (x\leq 0)\end{array}$
. $g(\theta)=P_{\theta}(X_{1}>1)=e^{-\theta}$ . , $\pi_{\beta}(\theta)=\theta^{\beta}$
$g(\theta)$ Bayes
$\delta_{\pi_{\beta}}(X)$ $=$ $- \frac{1}{a}\log\frac{1}{\Gamma(n+\beta+1)}/o^{\infty}y^{n+\beta}e^{-y}\exp(-ae^{-y/X})dy$
. , $n+\beta+1>0$ . $g(\theta)$ ,






, (5.2) . , 1 $\beta=-1$ ,
$\delta_{\pi}\beta(X)$ LINEX .
6
, LINEX , Bayes
( 1) . ,
, . 5
, . 1 Karlin [3]
, Karlin
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