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Porous materials are useful in various energy and environmental applications such as electrodes for 
supercapacitive energy storage, gas storage media, and sieves for the removal of toxic chemicals. 
Carbonaceous materials derived from biomass have been widely used, but the properties obtained are 
variable as a result of the variation in the composition of the biomass often used to form them. The use 
of functionalised polymers as carbonisation precursors allows greater control of the structure and 
heteroatom doping in the resulting carbon. This thesis examines the largely unexplored route of 
carbonising porous organic networks, which have multiple advantages over non-porous and pre-
carbonised analogues. This yields interesting properties for energy and gas storage applications. Only 
a few papers had been published in this area prior to the start of this PhD project, and there were no 
reports of carbonisation for the polymer networks investigated here. Thus, a range of methods and 
conditions were tested to prepare materials with excellent performance in their respective applications. 
This project also tackles the problem of toxic mercury contamination in water by developing 
microporous materials synthesised from low-cost, waste by-products. 
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1.1   Introduction 
 
In the opening lecture at the 2003 Energy and Nanotechnology Conference, Nobel laureate Prof. 
Richard E. Smalley presented a list entitled “Humanity’s Top Ten Problems for Next 50 Years”.[1] 
Within this list, energy was given top priority because the availability of cheap, sustainable energy is 
seen as key to solving the rest of the problems: 
 
1. Energy 
2. Water 
3. Food 
4. Environment 
5. Poverty 
6. Terrorism and war 
7. Disease 
8. Education 
9. Democracy 
10. Population 
 
Followed by energy is the issue of water scarcity and pollution. Billions of people live without reliable 
access to clean water for personal and agricultural use: a rising problem with an ever increasing 
population. Our planet has an extensive supply of water, however, most of it contains salts and other 
hazardous chemicals. The United Nations Environment Programme (UNEP) has implemented various 
strategies to tackle environmental issues, which is 4th on the priority list with human activity thought to 
be responsible for substantial increases in greenhouse gas emissions. 
 
Research into energy storage,[2] hydrogen storage,[3] carbon dioxide capture,[4] and removal of pollutants 
in water[5] is interesting due to the potential societal impact associated with any significant advancement. 
Over the last few decades, porous materials have showed excellent performances for these applications, 
driving development in this field and making it an important area of research. 
 
1.2   Porosity  
 
Porosity is not a new concept: it has existed in nature for millennia in structures such as rocks, biological 
tissues, and charcoal. The word “porous” is typically used to describe a material that possesses 
permanent voids that may be interconnected and are permeable to liquids or gases; that is, it typically 
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has a practical connotation. In modern times, porous materials are of major importance in many fields 
of science and technology and there has been an explosion in the number of new advanced porous 
functional materials that has been developed. The International Union of Pure and Applied Chemistry 
(IUPAC) classified porous materials into three types based on the diameter (d) of their pore sizes: 
microporous (d < 2 nm), mesoporous (2 nm < d < 50 nm), and macroporous (d > 50 nm).[6] Porous 
materials with a significant proportion of pores spanning more than one of these classes in an ordered 
manner can be defined as having hierarchical porosity.[7] The term nanoporous has also been used for 
materials with pores of 100 nm or smaller.[8] Ultramicroporous can be used for pores smaller than 
0.7 nm.[9] High amounts of these small pores leads to high surface areas, that is, the amount of surface 
which is accessible to liquids, gases, charges, etc. This is commonly quantified by a Brunauer–Emmett–
Teller (BET) surface area value (detailed discussion in Chapter 2). 
 
The diameter and distribution of the pore size significantly impacts what application a material will be 
suitable for. For instance, in macroporous materials, guest molecule diffusion is governed by molecule-
molecule interactions, whilst interaction of the guest to pore wall is negligible. By contrast, microporous 
materials are entirely driven by molecule-pore wall interactions by influence of the forces exerted from 
the walls, and leads the motion of “absorbed” molecules with no unabsorbed “bulk” fluid region.[10] 
This is important for the storage of gases[3, 4] and also storage of electrical charges in supercapacitors,[11] 
which favours high surface areas. Mesoporous materials are driven by a combination of molecule-
molecule and molecule-pore wall interactions. A level of mesoporosity in the material can be preferable 
as it aids diffusion of guests to the micropore regions, and therefore affords faster kinetics.[11] 
 
1.3   Porous Materials 
 
Many different synthetic porous materials have been produced for a variety of applications. Zeolites are 
inorganic porous frameworks that are a staple product in society, having a large global market with uses 
that range from detergents to the removal of radioactive particles from nuclear waste. Another class of 
inorganic-containing porous solids are hybrid metal-organic frameworks (MOFs — also known as 
porous coordination polymers, PCPs).[12] MOFs are extended, typically crystalline frameworks 
constructed with metal ions or clusters which provide directional bonding to the organic ligand through 
the preferential geometry and coordination number of the metal, and forms voids within the structure 
giving rise to porosity. Zeolites and MOFs both incorporate metals, but there is also a range of purely 
organic porous materials. In porous MOFs, metal ions coordinated to organic linkers, which are usually 
aromatic, imparts both rigidity and directionality. Porous organic materials also need to be rigid and 
somewhat directional to prevent collapse of the porous structure. This can be achieved by careful choice 
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of the molecular building blocks, and not all porous materials need to be extended networks. For 
example, porous organic cages are discrete porous molecules where the molecular cage is synthesised 
first and then assembled in the solid state in a separate step.[13] They are a unique class of solution-
processable molecular materials where porosity arises via interconnection of intrinsic cavities, which 
can be modified by changing the solid state packing of the cage molecules. Polymers of intrinsic 
microporosity (PIMs) are a rare example of porosity in a one-dimensional polymer, achieved through 
inefficient packing of the twisted polymer backbone.[14] A wide range of porous organic polymer (POP) 
networks have been introduced over the past two decades (Figure 1.1), such as crystalline covalent 
organic frameworks (COFs)[15-17]  and various amorphous networks, such as hypercrosslinked polymers 
(HCPs),[18, 19, 20] covalent triazine frameworks (CTFs),[21-23] porous aromatic frameworks (PAFs),[24-26] 
and conjugated microporous polymers (CMPs).[27-29] 
 
 
Figure 1.1 Types of porous organic polymers and their coupling chemistries. Porous polymers from 
left to right: covalent organic frameworks (COFs),[15] hypercrosslinked polymers (HCPs),[19] covalent 
triazine frameworks (CTFs),[23] porous aromatic frameworks (PAFs),[26] and conjugated microporous 
polymers (CMPs).[27] 
 
1.4   Porous Organic Polymers 
 
Each sub-class of material generally favours particular network formation reactions, with the exception 
of COFs and a small number of CTFs, which are synthesised under thermodynamic control using 
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reversible reaction conditions; the other POP networks usually yield amorphous materials (Figure 1.2). 
While these various materials are structurally different, they are united by their high porosity, 
construction from lightweight elements, and their strong, covalently bonded two- or three-dimensional 
(2-D, 3-D) structures.  
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Figure 1.2 Example synthesis schemes of each type of porous organic polymer network: (a) COFs 
(b) HCPs (via self-polycondensation), (c) HCPs (via use of external crosslinker), (d) crystalline CTFs, 
(e) amorphous CTFs, (f) PAFs, (g) CMPs. 
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Davankov et al. reported the first example of HCPs back in 1969.[30] These materials became 
industrially important with Purolite International Ltd. (UK, USA) producing them as Hypersol-
Macronet®, 25 years later. HCPs were developed initially using linear polystyrene as a precursor with 
different crosslinkers such as divinylbenzene,[31] p-xylylene dichloride,[32] and chloromethyl methyl 
ether,[33] yielding BET surface areas of up to 1106 m2 g-1.[34] Each crosslinker can react with two phenyl 
rings via a Friedel-Crafts alkylation reaction to form a network.[35] The extent of the crosslinking in the 
HCP prevents complete collapse upon solvent removal and provides permanent porosity. HCPs are 
known to swell in most liquids and gases as this relives the strain in the system. Very recently, HCPs 
with BET surface areas up to 3002 m2 g-1 was reported through an approach that gives layered, 
exfoliable materials.[36] An important paper was published in 1992 by Webster et al., who reported a 
HCP that used similar bonding principles to later CMPs, although in that case, the conjugation between 
the aromatic rings was broken by a carbinol centre.[37] 
 
In 2002, McKeown and Budd reported the first PIMs.[38] The porous properties of these 1-D polymers 
are derived from their high rigidity, combined with a randomly contorted backbone, therefore disrupting 
the ability of the polymer to pack efficiently.  The porosity observed in PIMs arises from the poor 
packing of the linear polymer chain in contrast to the permanent porosity of 3-D polymer networks; this 
allows PIMs to be solution processable, which is still a rare feature among porous solids. 
 
COFs were first reported in 2005 by Yaghi et al., and they are built through using reversible covalent 
bonds, which allows the formation of an ordered, crystalline porous framework:[15] COFs are effectively 
the covalent analogue of MOFs. There has been rapid growth in the field of COFs since their initial 
discovery, with a number of new synthetic routes developed. BET surface areas as high as 4210 m2 g-1 
were reported for COF-103,[39] although this material most likely has relatively low stability. Certain 
imine-based COFs could also be thought of as crystalline CMPs since the imine linkages provide 
conjugation. (Likewise, CMPs are, in a sense, amorphous COFs.) Very recently, an aldol derived 
COF/CMP was published.[40] 
 
CMPs are unique among porous materials because they possess extended π-conjugation throughout the 
porous 3-D network. PAFs,[24-26] which are closely related to CMPs and formed using similar coupling 
chemistries to CMPs, do not possess extended π-conjugation. Porous polymer networks (PPNs) is 
another term used to describe PAFs.[41] Element-organic frameworks (EOFs) are non-carbon core-
containing (e.g., Si, Sn, Bi, Sb, P) analogues to PAFs and are formed using organo-metallic coupling 
routes.[42] CTFs might also be considered to be a sub-class of CMPs as they are microporous and have 
extended π-conjugation, though they were developed separately and their formation chemistry is quite 
different.[21] 
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1.4.1   Conjugated Microporous Polymers 
 
CMPs are 3-D semiconducting polymers in which rigid aromatic groups are linked together, either 
directly or via double or triple bonds to afford π-conjugated microporous networks.[28] Conjugation 
arises from the alternation of single and double-/triple-bonds throughout the extended network, which 
offers useful electronic properties to the porous polymer. In almost all examples so far, covalent bonds 
in CMPs are formed irreversibly and the polymerisation proceeds via a kinetic route; hence all CMPs 
(excluding any imine COFs) are amorphous.  
 
In 2007, Jiang et al. reported the synthesis of microporous poly(aryleneethynylene) networks; these 
were the first examples of what have since become known as CMPs.[27] Since their discovery, many 
scientists across the world have contributed to the field of CMP chemistry, leading to a strong growth 
in their rate of discovery and the identification of new functions (Figure 1.3). 
 
 
Figure 1.3 Publications of CMPs on a yearly basis and related materials since discovery (assessed 1st 
March 2018). “CMP papers” (black) was found from CMP-specific papers which cite key classic CMP 
literature. Searched terms are from the title search with Web of Science, Thomson Reuters database.  
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The growth is benefitted by the ability of CMPs to be used across a diverse range of applications, 
stemming from the combination of extended conjugation, high porosity, ease of tunability, and their 
good chemical and thermal stabilities. In fact, CMPs have been reported for gas storage and 
separations,[27, 43] encapsulation of chemicals,[44] heterogeneous catalysis,[45] photocatalysis,[46] light 
emittance,[47, 48] chemosensing,[49, 50, 51] energy storage,[52, 53, 54] and water splitting.[55] The large variety 
of molecular building blocks available or easily accessible allows the control of functionality and 
structure of CMPs, which is important in accessing particular properties. 
 
1.4.1.1   Synthesis of CMPs 
 
CMP networks can be formed through the reaction of two or more different monomers or, in some cases, 
by homocoupling of a single monomer. The most common approach so far is the combination of a “core” 
of C3 symmetry with a “linker” with C2 symmetry, as put forward in the first CMPs.[27] Homocoupling 
of trifunctional or polyfunctional monomers can also result in 3-D porous networks, with the most well-
known example being PAFs, which are formed from the homocoupling of tetrafunctional, tetrahedral 
monomers.[24] 2-D monomers afford 3-D polymers due to free rotation of the core-linker bond during 
reaction and subsequent reactions may not form the complete 2-D pore. The absence of reversibility in 
these kinetic couplings mean the structure cannot be corrected to a more thermodynamically stable 
product (c.f., COFs). Many 3-D building blocks, such as the tetrahedral monomers used in PAFs, cannot 
be used to synthesise CMPs because the tetrahedral node breaks the extended π-conjugation. There are, 
however, strategies to avoid this, such as the use of spirobifluorene linkers.[56] 
 
The scope to customise CMPs is near limitless. There are extensive options for tuning pore structure, 
morphology, and optoelectronics by varying the monomer geometry, or by incorporating different 
heteroatoms or metals; it is also possible to post-synthetically modify.[57] A wide range of reactive 
coupling groups has been used for CMP synthesis including halogens, boronic acids, alkynes, alkenes, 
nitriles, amine, aldehydes, and activated phenol-substituted aromatic monomers. The various reaction 
methods used to synthesise CMPs are summarised in Figure 1.4. The most common CMP forming 
reactions are Sonogashira-Hagihara coupling,[27, 58-60] Suzuki-Miyaura coupling,[61] and Yamamoto 
coupling.[24, 62] Other reactions that have been reported for the synthesis of CMPs include the Heck 
reaction,[50, 51] cyclotrimerisation,[21-23, 63, 64] phenazine ring fusion,[52] Schiff-base reaction,[65, 66]  alkyne 
metathesis,[67] oxidative coupling,[60, 68] electropolymerisation,[54, 69, 70] and by hypercrosslinking linear 
polymers.[71] 
 
 
10 
 
 
Figure 1.4 Reaction schemes for the synthesis of CMPs. (a) Sonogashira-Hagihara; (b) Suzuki-Miyaura; 
(c) Yamamoto; (d) Heck; (e) cyclotrimerization; (f) phenazine ring fusion; (g) Schiff-base; (h) alkyne 
metathesis; (i) oxidative coupling; (j) electropolymerisation; and (k) hypercrosslinking linear polymers. 
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Sonogashira-Hagihara Coupling 
The first CMPs were prepared using Sonogashira-Hagihara cross-coupling.[27] The reaction mechanism 
is complex,[72] involving many steps common to metal-coupling reactions, i.e., oxidative addition, 
transmetallation, isomerisation, and reductive elimination (Figure 1.5).[73] This reaction couples an aryl 
halide with an alkyne-containing monomer using a palladium catalyst and a copper co-catalyst, often 
tetrakis-(triphenylphosphine)palladium(0) and copper(I) iodide, in the presence of an amine base 
(Figure 1.4a). The presence of a Cu co-catalyst is used in the coupling due to the improved reactivity,[74] 
although copper-free Sonogashira-Hagihara reactions are also known.[58] Four solvents were studied 
initially for this chemistry: N,N-dimethylformamide (DMF), 1,4-dioxane, tetrahydrofuran (THF), and 
toluene. In general, it was found that CMPs formed in DMF possess the highest surface areas and levels 
of microporosity.[59] Alkynes can also be homocoupled using similar reaction conditions.[60] This can 
be a drawback in cross-couplings reactions as incomplete oxygen removal can afford homocoupled 
alkynes within the polymer, which can change its properties.[75] Hence, rigorous anaerobic and 
anhydrous conditions should be employed. 
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Figure 1.5 Supposed catalytic cycle for the Sonogashira-Hagihara reaction. (1) Oxidative addition. 
(2) Transmetallation. (3) trans-cis Isomerisation. (4) Reductive elimination. Green compound 
represents the aryl halide and blue compound represents the alkyne. 
 
Suzuki-Miyaura Coupling 
The Suzuki-Miyaura cross-coupling reaction was discovered as a method to form aryl bonds in 1979.[76] 
The reaction uses a Pd(0) catalyst such as tetrakis(triphenylphosphine)-palladium(0) to couple an aryl-
boron monomer with an aryl halide or sulfonate in the presence of a mild base, such as K2CO3 in a 
water/organic solvent mixture (Figure 1.4b).[61] This method has various advantageous including 
commercial availability of boronic acids, wide functional group compatibility, and mild reaction 
conditions, and hence the potential for scale-up. A downside is that Suzuki-Miyaura cross-couplings 
are oxygen sensitive, which can lead to homocoupling and deboronated by-products. To tackle this, the 
reaction should be thoroughly degassed.[77] 
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Yamamoto Coupling 
In Yamamoto coupling, aryl halides with at least 3 reactive sites are coupled together with 
bis(cyclooctadiene)nickel(0) (Ni(COD)2) (Figure 1.4c).[62] The advantage of this coupling method is 
that only a single, halogen-functionalized monomer is required, leading to a simple reaction procedure. 
There are a diverse range of aryl halide monomers therefore many porous networks can be designed 
through Yamamoto couplings, including CMPs.[47, 62] When using 3-D monomers, Yamamoto reactions 
can induce very inefficient packing to give remarkably high surface areas and porosity, as observed 
with PAF-1 and its analogues.[24] A drawback of this route that may preclude scale up is the high 
sensitivity to water, which often necessitates reactions to be done in glovebox. 
 
Heck Coupling 
The Heck reaction, also known as the Mizoroki-Heck reaction, forms a C=C bond between two units 
by coupling an unsaturated halide with a primary alkene in the presence of a Pd catalyst and base. CMPs 
produced from this reaction commonly use tetrakis-(triphenylphosphine)palladium(0), K2CO3 base, and 
DMF solvent under anaerobic conditions (Figure 1.4d).[50] Suzuki-Heck one-pot reactions have also 
been utilised to form similar CMP products.[51] The method utilises aryl halides as the monomer where 
some are substituted with an alkene functional group via Suzuki-Miyaura, and then reacts with the 
remaining aryl halide via Heck reaction. 
 
Cyclotrimerisation Reactions 
Cyclotrimerisations typically form 6-membered aromatic rings from either three alkyne or three nitrile 
containing monomers to form benzene or C3N3, s-triazine rings, respectively. The use of disubstituted 
alkynes or nitriles results in an extended network (Figure 1.4e).[63] Cyclotrimerisations using nitrile 
containing monomers can be carried out under ionothermal conditions in molten ZnCl2 at temperatures 
of over 400 °C.[21, 23, 64] However, such harsh conditions rules out the use of all but the most stable 
monomers and a degree of carbonisation can occur. The use of Brønsted acid catalysed trimerisations 
was also developed, which allows the reaction to proceed at room temperature or at modest temperature 
under microwave heating.[22] This method uses trifluoromethanesulfonic acid with CHCl3 as the solvent, 
or it could occur by microwave synthesis without the use of any solvent. Microwave-assisted reactions 
allow much shorter reaction times to tens of minutes at microwave outputs of 120–460 W. A recent 
report allowed the formation of triazines through a low-temperature polycondensation approach.[78] 
 
Phenazine Ring Fusion 
Ladder-type polymers have been produced since 1966 via phenazine ring fusions.[79] The reaction links 
aryl o-diamines and aryl o-diketones at temperatures of 250 °C in specific, high-boiling solvents, such 
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as N,N-dimethylacetamide, hexamethylphosphoramide, and 116% polyphosphoric acid. More recently, 
phenazine ring fusion has been used to produce Aza-CMPs.[52] The reported method uses C2 + C6 
monomers to create a 3-D ladder CMP network in the presence of AlCl3 at high temperatures (300–
500 °C) in an evacuated ampule (Figure 1.4f). Recently, a mild solvothermal method was developed 
to prepare Aza-CMPs by refluxing the monomers in a 1:4 mixture of dioxane and acetic acid.[80] 
 
Schiff-Base Condensations 
Schiff-base reactions have been used to synthesise both CMPs and imine-based COFs.[16] The reaction 
is metal free, reducing cost and avoids any trace metals residues in the CMP networks. The reaction 
forms an imine bond from amine and aldehyde-functionalised monomers (Figure 1.4g).[65] A benefit of 
Schiff-base chemistry is that the products are N-rich, which is advantageous for applications such as 
selective CO2 adsorption.[66] 
 
Alkyne Metathesis 
In 1968, Bailey et al. reported the first alkyne metathesis reaction using catalytic tungsten oxide on 
silica at 350 °C.[81] The method was used to produce CMPs using a Mo(VI) based catalyst in CHCl3 at 
mild temperatures (Figure 1.4h).[67] Although the reaction is reversible, to date CMP produced by this 
method have only been reported to be semi-crystalline. This reaction is different to homocoupling 
terminal alkynes in that only one alkyne group remains in the product, rather than a diyne, between the 
two linked monomers. 
 
Oxidative coupling 
Terminal alkynes can be coupled together using Sonogashira-Hagihara conditions (Pd(II)/Cu(I), Et3N, 
solvent) in presence of O2 (Figure 1.4i).[60] In addition, CMPs can be produced by oxidative Scholl 
reactions of electron-rich aromatics using a Lewis acid catalyst, commonly FeCl3 or AlCl3 in CHCl3 
solvent.[68] This method, which was first observed by Friedel and Crafts over a hundred years ago,[82] 
uses relatively inexpensive catalysts, which simplifies production and reduces costs. 
 
Electropolymerisation 
Oxidative coupling can also be performed via an electrochemical route using cyclic voltammetry (CV) 
to yield CMP films (Figure 1.4j).[54, 69, 70] Ma et al. reported the first synthesis of electropolymerised 
CMPs using a carbazole functionalised monomer with Bu4NPF6 in acetonitrile/CH2Cl2 electrolyte using 
multi-cycling CV in the potential range -0.8 to 0.97 V (vs. Ag/Ag+) at a scan rate of 50 mV s-1. The 
onset oxidative potential of the monomer is observed at 0.93 V, which was attributed to the oxidation 
of the carbazole groups. A new peak was later observed at a lower potential with increasing cycles due 
to the formation of dimeric carbazoles and growth of the CMP film on the electrode.[69] 
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Hypercrosslinking Linear Conjugated Polymers 
An interesting approach to produce CMPs is hypercrosslinking of pre-formed linear conjugated 
polymers (Figure 1.4k). Reacting linear polyaniline or linear polypyrrole with a crosslinker resulted in 
BET surface areas as high as 632 and 732 m2 g-1, respectively.[71] The reaction method, choice of solvent, 
and choice of crosslinker greatly affected the resultant porosity. 
 
1.4.2   Hypercrosslinked Polymers 
 
HCPs are diverse, microporous polymer materials that were initially discovered by Davankov et al. in 
1969.[30] They are the oldest type of POP network and still receive high levels of research interest. Their 
rapid growth can be prescribed to the many advantages such as the diverse synthetic methods, ease of 
functionalisation, high surface areas, chemical and thermal stabilities, mild synthesis conditions, and 
low reagent costs. In particular, the last two advantages make HCPs favourable compared to the other 
POPs. Many classes of microporous polymers use costly starting materials (e.g., PAFs, many MOFs, 
and CMPs) or expensive catalysts for their preparation (e.g., CMPs, PAFs). The synthesis of HCPs is 
mainly based on Friedel-Crafts chemistry which uses cheap Lewis acid catalysts, such as FeCl3, and the 
monomers are also cheap and simple. Other POP networks require synthesis under rigorous anhydrous 
and anaerobic conditions (e.g., PAFs), which makes scale-up challenging. The combination of low-cost 
reactions and ease of synthesis conditions for HCPs make them scalable.[83] 
 
1.4.2.1   Synthesis of HCPs 
 
Friedel-Crafts reactions are mainly utilised in the synthesis of HCPs. Numerous HCPs have been 
reported using three different synthesis strategies: post-crosslinking polystyrene-based precursors, one-
step self-polycondensation, or external crosslinking of aromatic monomers. The crosslinking of 
polystyrene-based precursors generally proceeds in two crucial steps: (1) the complete dissolution or 
swelling of polymer precursors and then (2) intensive crosslinking.[84] Upon drying the material, this 
creates a flexible and strained porous structure as a result of the high number of weak bridges produced 
from the crosslinking reaction (Figure 1.6). Thereby, the inner-stress can be relieved by occupation of 
solvent and HCPs are able to swell.[85] The swelling mechanism has been utilised for high pressure CO2 
capture[86] and uptake of chemicals.[87] 
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Figure 1.6 Schematic representation of post-crosslinking polystyrene-based precursors. Figure 
reprinted from literature source.[84] 
 
The post-crosslinking of polystyrene-based precursors has been widely studied with many crosslinking 
agents. A simple methylene bridge can be made between two styrene rings in the presence of a Friedel-
Crafts catalyst and formaldehyde dimethyl ether (FDA) crosslinking agent (Figure 1.7a).[85] This type 
of reaction can also proceed through the incorporation of a reactive group onto the styrene unit, such as 
an olefin or a chloromethyl group, which react under the Friedel-Crafts conditions (Figure 1.7b).[85] 
However, the approach can be quite limited as the use of polystyrene-based precursors limits synthetic 
diversity.  
 
One-step self-polycondensation reactions allow greater precursor freedom, allowing the use of 
molecules that contain crosslink-able halogens or methyl ester groups to undergo Friedel-Crafts 
reactions (Figure 1.7c).[20] Co-monomers can also be utilised in order to add functionality and create 
more diverse HCPs (Figure 1.7d).[88] However, the strict requirement that the monomers must contain 
these specific functionalities can limit the choices of precursors, or may require multi-step organic 
synthesis to prepare these monomers which uses large volumes of reagents and solvents associated with 
further purification steps and high cost. 
 
To overcome the limitations of previous methods which either require a polystyrene-based precursor or 
halogen-functionalised monomers, the Tan group developed the preparation of HCPs by using a simple 
external crosslinking strategy; the “knitting” approach utilised FDA as an external crosslinker for 
simple aromatic compounds, such as benzene, to build methylene bridges between the aromatic 
monomers. The Lewis acid catalysed Friedel-Crafts alkylation reaction is most commonly carried out 
with FeCl3 in DCE (Figure 1.7e),[89] and proceeds by the mechanism shown in Figure 1.8. This simple 
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one-step route can also be utilised with a range of heteroaromatic molecules, such as thiophene, pyrrole, 
and furan, which can add functionality to the resultant HCP (Figure 1.7f).[90] 
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Figure 1.7 Reaction schemes for the synthesis of HCPs. (a) Post-crosslinking of polystyrene with 
external crosslinker, FDA; (b) Post-crosslinking of polystyrene with internal double bond group; 
(c) Self-polycondensation reaction; (d) Polycondensation with a co-monomer; (e) Knitting reaction of 
benzene; and (f) Knitting reaction of heterocycles. 
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Figure 1.8 Mechanism for the HCP knitting method of benzene. 
1.5   Carbon 
 
Carbon, originating from Latin carbo and French charbon meaning charcoal, is the fourth most 
abundant element in the universe by mass.[91] It is also the second most abundant element in the human 
body. Carbon exists in various allotropes, such as diamond, graphite, and amorphous carbon. The 
different forms of carbon possess varying physical properties. 
 
Diamond is built from purely sp3 hybridised carbon atoms (Figure 1.9a) and is known for its extreme 
hardness, high thermal conductivity, and its transparent and colourless form – making it the most 
popular gemstone.[92] Graphite has a planar, sp2 structure which is layered (Figure 1.9b). It is the softest 
naturally occurring material due to its weak interlayer interaction, which allows the graphene layers to 
“slide” over one another; it is this property that gives rise to its use as a lubricant in industry. The 
aromaticity of graphite layers allows free movement of the valence electrons and gives rise to electric 
conductivity.[93] 
 
20 
 
 
 
Figure 1.9 Allotropes of carbon. (a) Diamond; (b) Graphite; and (c) Amorphous carbon. Figure 
reprinted from literature source.[91] 
 
Amorphous carbons lack long range crystallinity (Figure 1.9c). A spectrum exists between truly 
amorphous carbon and single crystal graphite, and are classified as disordered, semi-graphitic, or 
polycrystalline. Semi-graphitic carbon contains some graphitic domains but lacks sufficient order to be 
considered graphite (Figure 1.10). Various degrees of orientation exist such as planar orientation for 
graphite, axial orientation for carbon fibres, point orientation for carbon blacks, and random orientation 
for activated carbons.[94] 
 
 
Figure 1.10 Spectrum of semi-graphitic carbons between truly amorphous carbon and single crystal 
graphite.  
 
1.5.1   Carbonisation 
 
Pyrolysis is the thermochemical decomposition of an organic material at elevated temperatures in an 
inert atmosphere. High purity N2 or Ar is commonly used and the reaction must be carried out in the 
absence of oxygen as combustion would occur. The word is derived from the Greek terms for fire “pyro” 
and separating “lysis”. 
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Carbonisation is the conversion of an organic material into carbon. The term pyrolysis is commonly 
used when heating materials at relatively low temperatures to yield a solid richer in carbon content. 
Carbonisation can be defined as extreme pyrolysis, with temperatures ranging from 600 to 1300 °C,[95] 
which leaves mostly carbon as the residue. The reaction mechanism is complex and involves 
simultaneous dehydrogenation, condensation, hydrogen transfer, isomerisation, and aromatisation 
reactions throughout the material.[95] The inherent difficulty associated with monitoring the many 
cascade reactions has led to numerous theories being proposed for the carbonisation reaction 
mechanisms. At higher carbonisation temperatures, graphite-like crystallites are prone to form through 
further condensation and lateral π- π stacking.[95, 96] Very high temperature carbonisation reactions 
(~2000–3000 °C) can lead to the fusion of graphitic crystallites to form graphitic carbon (known as 
graphitisation), or can form glass-like carbon if the carbon is not graphitisable.[95, 97] 
 
The choice of precursors to generate carbonaceous materials is almost limitless. However, in order to 
undergo successful and high yielding carbonisation reactions, some general rules should be followed, 
namely: 
 
1. The carbonisation precursor should have high carbon content, preferably with a high 
degree of sp2 and/or sp hybridised carbon. Non-carbon species are readily removed during 
carbonisation so low carbon-containing feedstocks result in low yields. sp3 hybridised carbons 
are very likely to decompose and will not contribute to the yield or can undergo 
dehydrogenation to form sp2 and/or sp hybridised carbon.[96] 
2. The carbonisation precursor should have a relatively high molecular weight. Feedstocks 
with low molecular weight are more volatile, thus they are more prone to sublimation resulting 
in low yield. An exception to this rule is if the material undergoes in situ polymerisation, prior 
to higher carbonisation temperatures. Such is the case for glucose which polymerises at a low 
pyrolysis temperature of 150 °C.[98] 
3. The carbonisation precursor should be crosslinked or undergo in situ crosslinking prior 
to carbonisation. Related to the second rule, high molecular weight materials are less prone to 
sublimation before reaching their carbonisation temperature. Therefore small molecules with 
functional groups should be crosslinked and formed into a network in order to preserve 
functionality. Crosslinking can be performed through various methods such as pre-oxidation of 
the precursor[99] or chemically crosslinking the material prior to carbonisation — as is the case 
in this thesis. 
 
 
22 
 
Carbonaceous materials have been studied for many years because of their use in a vast range of 
applications.[100] This is largely due to the ease and variety of tuning methods available to synthesise 
these materials. Out of all the properties, pore structure and surface chemistry are probably the most 
desirable features to be controlled. 
 
1.5.2   Porous Carbon Methodology  
 
The family of porous carbons is diverse. Its complex pore structure (Figure 1.11), not only in size but 
also morphology, is important for applications. The large variety of porous carbons available allows 
access to many applications such as gas separation,[101] water purification,[102] catalysis,[103] 
electromagnetic interface shielding,[104] and energy storage in batteries,[105] supercapacitors,[106] and fuel 
cells.[107] 
 
Porous carbons are appealing because of their relatively low cost and their ease of preparation from a 
variety of natural and synthetic precursors. Porous carbons are noted for their high surface areas 
(>1000 m2 g−1) and pore volumes (>0.5 cm3 g−1); they also have good chemical, thermal, and 
mechanical stability, high electrical conductivity, and they can be processed for various applications.[108] 
Activated carbon is a highly porous carbon, synthesised via activation. Porous carbonaceous materials 
are traditionally prepared by the following methods: 
 
1. Direct carbonisation[109, 110-113] 
2. Template method[114-121, 122-125] 
3. Physical activation[126-130] 
4. Chemical activation[131-142] 
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Figure 1.11 The complexity of a porous carbon nanostructure, with H2O molecules diffusing in the 
pores for supercapacitor application. Activated carbons are often random structured folds of graphene-
like sheets to create porosity. Molecular dynamics image simulation generated by Oak Ridge National 
Laboratory, U.S. Dept. of Energy. 
 
1.5.2.1   Direct Carbonisation 
 
The direct carbonisation method (or pyrolysis) is the simplest of all methods to prepare porous carbons. 
The carbonisation precursor is heated directly under an inert gas (N2 or Ar) which converts the material 
into a carbon with often relatively low porosity compared to activated carbons. The advantages are that 
the method involves a single step and is cheap. In order to tune the resultant carbon, the carbonisation 
temperature and precursor should be carefully considered. Porosity characteristics are strongly 
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dependent on the carbonisation temperature, with higher temperatures generally yielding increasingly 
porous carbons.[109] However, pore collapse have been observed when too high a temperature is used.[110] 
Functional precursors such as N-containing molecules,[111] heterocyclic polymers,[112] and MOFs[113] 
have been used to produce heteroatom- and/or metal-doped carbons. 
 
1.5.2.2   Templating Method 
 
The template carbonisation method generally uses a scaffold that incorporates the natural or synthetic 
precursor to be carbonised, and then the scaffold is discarded. The scaffold itself is nanostructured, 
therefore the resultant carbon structure can be designed (Figure 1.12).[143] This method is popular in 
producing precisely controlled carbon structures at the nanometre level.[114] These often ordered 
structures cannot usually be produced using the other carbonisation methods. 
 
 
Figure 1.12 The concept of the template carbonisation method using template materials with different 
nanospace dimensions. The red and black parts correspond to an organic compound (as a carbon 
precursor) and carbon, respectively. Figure reprinted from literature source.[143] 
 
There are two main types of templating methods, categorised as hard or soft templating. Hard templating 
was first reported by Knox et al. in 1986.[115] It requires a preformed porous scaffold, such as a MOF,[118] 
zeolite,[117] metal oxide,[116] mesoporous silica,[119] or spheres of polystyrene,[120] which the carbonisation 
precursor is loaded into and then carbonised. The porous scaffold is then removed through acid or base 
etching,[121] leaving a carbon material with the shape of the scaffold pore structure. The disadvantages 
of hard templating are that they usually involve several steps and are costly. The method involves the 
preparation of the scaffold which itself might be synthetically exhausting and expensive, and its 
subsequent removal, often using dangerous reagents such as HF.[114] The amount of template required 
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is also commonly more than twice the mass of carbon produced — all limiting factors for 
commercialisation. 
 
Soft templating disregards the use of preformed scaffolds. Rather, they involve the self-assembly of 
organic-organic species such as surfactants,[124] or block-copolymers,[123] which are structure-directing 
to form lyotropic phases in the presence of the carbonisation precursor solution.[125] First reported by 
Dai et al. in 2004,[122] there has been rapid growth in this field due to the cost-effectiveness and fewer 
synthetic steps required by this method to produce porous carbons compared with hard templating. 
Though soft templating has advantages, there are still various problems with this method. For example, 
the structure-directing polymer must provide a driving force for micelle formation, and the interaction 
between the precursor and one of the blocks in the templating block-copolymer must be strong, in order 
to prevent macrophase separation. The precursor should be able to crosslink prior to carbonisation, in 
order to stabilise the framework. Finally, the crosslinked precursor should have greater thermal stability 
than the template so that it can be removed without collapse of the porous carbon structure.[125] These 
rules greatly limit the choice of carbon precursor and applicable templates. 
 
1.5.2.3   Physical Activation 
 
The physical activation process occurs by partial gasification of carbon with a mildly oxidising gas (e.g., 
air, steam, or CO2) at 350–1000 °C, after initial pyrolysis of the precursor.[126] The first pyrolysis step 
is required in order to remove the maximum amount of oxygen and hydrogen elements.[127] The active 
oxygen species in the activating gas then burns away by-products trapped in the pyrolysed carbon pores, 
which leads to further opening of pores. Additionally, the oxidising gas burns away the more reactive 
carbon regions present in the structure, generating CO and CO2. The extent of this process is dependent 
on the activation temperature used, length of activation time, and the nature of the gas deployed. Higher 
activation temperatures and longer activation times generally leads to larger porosity development; 
however, this is commonly accompanied by a broadening of the pore size distribution (PSD).[126] 
 
The use of air (O2) as an activating agent has its pros and cons. The reaction of O2 with carbon is highly 
exothermic. This makes the activation speed difficult to control and can result in excessive burn-off, 
therefore, reducing the carbonisation yield. Osswald et al. performed air activation on TiC-derived 
carbide-derived carbons (TiC-CDCs) and observed only a moderate (~10%) increase in surface area 
and pore volume with increasing activation time and temperature but this was accompanied by a large 
weight loss.[129] This was also followed by rapid broadening of micropores into mesopores. However, 
the highly reactive nature of O2 allows lower temperatures to be used,[128] reducing the energy and cost 
compared to the use of steam or CO2, due to its lower activation energy. 
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By contrast, CO2 activation usually yields much higher surface areas and pore volumes for resultant 
carbons. Osswald et al. observed a 77% increase in surface area to ~3100 m2 g-1 and doubling of pore 
volume to 1.3–1.4 cm3 g-1 using TiC-CDCs with CO2 activation at 950 °C for 2 hours.[129] For this 
reason, the milder oxidising agents, CO2 and steam, are preferred to air as activating agents. Steam is 
generally known to be a more reactive oxidising agent than CO2, thus lower carbonisation temperatures 
can be utilised.[130] Though the surface area, pore volume, and average pore diameter generally increases 
with the extent of the burn-off using CO2 and steam, there is no defined type of porosity generated by 
each activating agent.[126] Nevertheless, physical activation is favourable in terms of the environment as 
readily available gases are used and harsh chemicals are avoided. 
 
1.5.2.4   Chemical Activation 
 
The chemical activation method is generally performed by mixing the precursor with a chemical 
activating agent (e.g., KOH, H3PO4, ZnCl2, AlCl3, MgCl2, NaOH), followed by carbonisation at 400–
900 °C. The pore characteristics of the carbon depend on the concentration of the activating agent, the 
activation temperature, activation time, and the carbon source. An inert N2 flow is most commonly used 
in this method. The chemical activation process can generate carbons with very high surface areas, 
commonly over 2000 m2 g-1, and large pore volumes comprised primarily of micropores and some small 
mesopores.[131] There are many advantages of chemical activation over physical activation, such as: 
 
1. Single-step reaction 
2. Lower activation temperatures 
3. Shorter activation time 
4. Higher carbon yields 
5. High surface areas and pore volumes 
6. Micropores can be well developed and more narrow 
7. Reduction of mineral matter content 
 
However, the disadvantages are the corrosiveness of the activating agents and the requirement of a post-
washing step to remove the chemical agents. Among the vast number of chemical activating agents, 
H3PO4, ZnCl2, and KOH are most commonly used. H3PO4 and ZnCl2 act as dehydrating agents, whereas 
KOH acts as an oxidising agent. H3PO4 produces a dehydrating effect at low temperatures, leading to 
bond weakening and crosslinking reactions (through cyclisation and condensation processes) are 
predominant. The structure at this point aids in reducing the release of volatile materials, restricts tar 
formation, and prevents loss of porosity.[132] Dehydration of the carbon precursor causes contraction in 
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the material, but this is partially counter-acted by the presence of the activating agent in the particle, 
which acts as a template to create microporosity.[126]  H3PO4 is also able to combine with the organic 
precursor species to form phosphate and polyphosphate bridges which further reduces the volume 
reduction as the carbonisation proceeds. ZnCl2 behaves as a similar dehydrating agent, but smaller 
micropores with more uniform sizes can be achieved due to the small size of ZnCl2 and its hydrates.[133] 
 
KOH activation is widely used, with the method known since 1978 and employed for the preparation 
of  the commercially available activated carbons, AX21 and Maxsorb, which are prepared from fossil-
based carbon sources.[134] Maxsorb has a very high surface area of over 3000 m2 g-1 with a large pore 
volume (1.0–1.5 cm3 g-1) primarily comprised of mesopores. However, unlike H3PO4 and ZnCl2 which 
act as dehydrating agents, KOH is an oxidant.[135] Although KOH activation is well-known and 
thoroughly studied, the activation mechanism is not completely known due to the many variables in 
both the different reactivities of the precursors used and the experimental parameters. The overall 
activation process between KOH and C occurs by the following redox reaction:[135, 140] 
 
 6KOH + C → 2K + 3H2 + 2K2CO3 (1.1) 
 
The organic precursor framework is consumed to generate pores through the oxidation of carbon to 
K2CO3.[134, 140] This process comprises several simultaneous/consecutive reactions, shown in 
Equation 1.2 to 1.5.[134] At about 400 °C, KOH dehydrates to form K2O (Equation 1.2). Carbon is then 
consumed through gasification with H2O which generates pores and emits H2 (Equation 1.3). CO2 
which was produced in Equation 1.4 reacts with K2O to form K2CO3 (Equation 1.5). By about 600 °C, 
all the KOH is consumed.[131] 
 
 2KOH → K2O + H2O (1.2) 
 
 C + H2O → CO + H2 (1.3) 
 
 CO + H2O → CO2 + H2 (1.4) 
 
 CO2 + K2O → K2CO3 (1.5) 
 
K2CO3 can be subsequently reduced to K2O and CO2 (Equation 1.6),[140] with the CO2 further reduced 
by carbon to CO (Equation 1.7). CO and CO2 evolution occurs at high temperatures of about >700 °C 
due to the decomposition of K2CO3, which can contribute additional porosity through further carbon 
gasification (Equation 1.6, 1.8, and 1.9).[136] Metallic K which can be produced from K2CO3 and K2O 
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(Equation 1.8 and 1.9) is able to intercalate into the material and later removed during washing steps. 
The expanded separated layers formed from the intercalation process cannot return to their previous 
non-porous structure after washing but instead remain apart to create microporosity (Figure 1.13).[139, 
141] 
 
 K2CO3 → K2O + CO2 (1.6) 
 
 CO2 + C → 2CO (1.7) 
 
 K2CO3 + 2C → 2K + 3CO (1.8) 
 
 C + K2O → 2K + CO (1.9) 
 
Lower temperature gasification can also occur by using precursors with higher reactivity.[137] 
Additionally, higher degrees of gasification results in increased porosity development.[138] Although 
most alkaline metal carbonates melt before decomposing (891 °C for K2CO3), this can occur at 
temperatures below the melting point when heating carbonate-carbon mixtures.[144] 
 
 
Figure 1.13 Activation mechanism by the intercalation of K into carbon lattices, expansion of the lattice 
by K, and the removal of intercalated K from the carbon structure. Figure reprinted from literature 
source.[141] 
 
In summary, three main activation mechanisms are widely accepted for the use of KOH to generate 
porosity:[134, 140, 142] 
 Etching of carbon network by redox reactions between various K compounds and C 
(Equation 1.1, 1.8, and 1.9) 
 Gasification of carbon networks through formation of H2O (Equation 2) and CO2 
(Equation 1.4 and 1.6) 
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 Expansion of carbon lattices by intercalation of as-prepared metallic K (Equation 1.1, 1.8, and 
1.9) into the carbon matrix 
 
The synergistic actions of these mechanisms result in the development of large surface area carbons 
with high porosity in KOH-activated carbons. The choice of gas flow is also an important consideration. 
Lillo-Rodenas et al. show that using a N2 flow produces more porous carbons than performing the same 
activation under CO2 (SABET of 2193 m2 g-1 under N2 vs. 36 m2 g-1 under CO2).[135] This is likely due to 
consumption of KOH by CO2 through the following reaction: 
 
 4KOH + CO2 → 2K2CO3 + 2H2O (1.10) 
 
Therefore, the presence of CO2 should be avoided. CO2 generated by the decomposition of K2CO3 
at >700 °C (Equation 6, 8, and 9) will not interfere with this process as all the KOH is consumed by 
about 600 °C.[131] 
 
In reality, the resultant carbon pore properties not only depend on the activation parameters (i.e., KOH 
concentration, activation time, and activation temperature) but on the carbon source. Both these factors 
have a significant influence on the pore structure and surface chemistry, which overall affects the 
performance of KOH-activated carbons in many applications. Therefore, it is impossible to predict 
which activation procedure will work with a selected precursor to afford a carbon with the desired 
structure and property, or the exact reaction mechanism. However, these limitations do not limit 
research in this area but instead can bring new opportunities for the discovery of high performing 
carbons. 
 
1.6   Applications for Porous Materials 
 
Porous materials are advantageous compared to non-porous equivalents due to their large surface areas 
offering high levels of functionality vs. the amount of material required. The ability to tune their porosity, 
surface areas, microstructure, morphology, and heteroatom-doping make them excellent for energy 
storage applications. The following sections outline and review various areas of energy storage where 
POPs and porous carbons have been used, and discuss their superior properties in these applications. 
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1.6.1   Energy 
 
There is a growing energy crisis. The world population is rising; alongside this, the number of power 
devices per person is also rising. Worldwide energy demand is therefore strongly increasing. Modern 
society has progressed rapidly, with the involvement of the industrial revolution, heavily relying on 
fossil fuels (Figure 1.14).[145] 
 
Figure 1.14 Primary energy consumption by fuel. *Renewables include wind, solar, geothermal, 
biomass, and biofuels. Figure reprinted from literature source.[145] 
 
The use of fossil fuels has several heavy disadvantages: 
 Combustion of this fuel or conversion into electricity results in significant CO2 emissions to 
the environment and is a major contributor to climate change. Other harmful gases such as CH4, 
N2O, and fluorinated gases are also released. 
 The use of petroleum fuels releases harmful, carcinogenic, and poisonous compounds to the 
atmosphere. 
 Fossil fuels are non-renewable (the rate of formation is far outweighed by the rate of 
consumption). 
 
These factors are driving society to move towards more sustainable and renewable energy resources. 
However, natural energy sources, such as solar, wind, and geothermal have limitations; there is no 
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sunlight at night, the wind does not always blow, and there is the potential for shifts in geothermal vents. 
All these natural sources also require the placement of a large array of solar panels, wind farms, or 
geothermal power stations which are not feasible to place everywhere, in addition to being relatively 
expensive. 
 
Biofuels are a promising alternative to environmentally unsustainable fossil fuels. These energy sources 
have a large value heat of combustion (e.g., biohydrogen, biodiesel, bioethanol, and biomethanol) and 
are obtained from biomass.[146] Biomass is abundant on earth, with many renewable sources such as 
wood, agricultural crops, water plants, forests, vegetable and animal remnants, and microbial cultures 
available.[147] Though this energy source has several advantages, production and utilisation of biofuel 
still has many disadvantages. There is a feedstock food/fuel competition,[146] which is increasingly 
demanding with a growing population, while the technology and processing methods are expensive and 
inefficient. The method demands a large amount of land and human labour to cultivate and burn the 
biomass. There can be poor control and productivity issues, in addition to being difficult to scale-up.[147] 
Moreover, biomass is commonly mixed with other fossil fuels due to its low efficiency.[148] This 
demands a larger amount of fuel overall for the same job and it does not tackle the original issue; also, 
biomass combustion is not entirely clean.[149] 
 
Despite all the energy sources listed above being “sustainable”, there are concerns for the reliability of 
output for the energy sources. We need to be able to store excess energy generated during periods of 
high power generation to cover periods of low power generation. This gives rise to the importance of 
energy storage devices. 
 
1.6.2   Electrochemical Energy Storage 
 
Energy storage is achieved with the use of devices which store energy from a variety of sources and 
can be used at any desired time. The performance characteristics of various energy storage devices can 
be compared by their power and energy densities (also known as specific power and specific energy, 
respectively), demonstrated in a simplified ‘Ragone plot’ shown in Figure 1.15.[150] Power density is 
the rate of energy transfer able to be delivered from and to the device, and energy density refers to the 
amount of energy able to be stored in a given system. The diagonal dashed lines represent the relative 
time to discharge and/or charge from the device. 
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Figure 1.15 Ragone plot for various electrical energy output devices. Figure reprinted from literature 
source.[150] 
 
1.6.2.1   Batteries 
 
Batteries operate by redox reactions between their cathodes and anodes. Sony introduced lithium-ion 
batteries in 1990, following pioneering work by Whittingham, Scrosati, and Armand.[151] They are the 
current leading and commercial energy storage device,[152] as they can store large amounts of energy 
per mass/volume, and the level of power is suitable for many applications. Though being widely used 
in society, improvements need to be made.[151] As society moves away from a fossil fuel economy it 
will demand higher energy storage and more power for future electronics and transport systems. 
However, Li and some of the other transition metals currently used in batteries may one day become an 
issue.[153] Further problems are that batteries are limited in their power densities and more importantly, 
cycle lifetime,[154] as they are generally stable for fewer than 1000 charge-discharge cycles 
(Table 1.1).[155] 
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Table 1.1 Comparison of characteristics for batteries, traditional capacitors, and supercapacitors.[155] 
Characteristic Battery Traditional capacitor Carbon supercapacitor 
Energy density (W h kg-1) 10-100 <0.1 1-10 
Power density (W kg-1) <1000 >>10000 500-10000 
Discharge time 0.3-3 h 10-6 to 10-3 s s to min 
Charging time 1-5 h 10-6 to 10-3 s s to min 
Charge/discharge efficiency (%) 70-85 ~100 85-98 
Cycle life ~1000 Infinite >500000 
Max. voltage (Vmax) determinants Thermodynamics of 
phase reactions 
Dielectric thickness 
and strength 
Electrode and electrolyte 
stability window 
Charge storage determinants Active mass and 
thermodynamics 
Electrode area and 
dielectric 
Electrode Microstructure and 
electrolyte 
 
1.6.2.2   Traditional Capacitors 
 
Traditional parallel plate capacitors store charge by means of charge separation. These are constructed 
from two parallel plate electrodes separated by a polarisable insulator (a dielectric), where a potential 
difference (voltage) is applied across the electrodes which results in the build-up of positive and 
negative charges on the electrodes (Figure 1.16).  
 
 
Figure 1.16 Diagram of traditional parallel plate capacitor. 
 
The presence of a dielectric means that direct current (DC) cannot flow through the capacitor as it is 
blocked, and only voltage, V, exists across the electrodes in the form of electrical charge, q. The ratio 
of q to V will give the capacitance (C): 
 
 C = q / V (1.11) 
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This charge is stored in an electrostatic field between the two electrodes. As electric current flows into 
the capacitor, this charges it up, with the electrostatic field becoming stronger (and potential difference 
increases) as it stores more energy. Similarly, as electric current flows out of the capacitor, this 
discharges it, and the potential difference decreases as energy is removed from the electrodes. In general, 
the ability of the electrodes to store charge in an electrostatic field is known as the capacitance of a 
capacitor. This charging mechanism allows fast charge-discharge of 10-6 to 10-3 s with very high power 
densities (Table 1.1). As traditional capacitors operate by purely electrostatic means, this gives them 
near infinite lifetime cyclability. However, the surface areas of traditional parallel plate capacitors are 
limited. Additionally, the dielectric thickness is limited by construction. These limitations have an 
impact of the capacitance, as it follows the Equation 1.12: 
 
𝐶 =  ℇ
𝐴
𝑑
  (1.12) 
 
where ℇ is the permittivity, A is the surface area, and d is the dielectric thickness. 
  
These parameters combined with the electrostatic charging mechanism results in low energy densities 
for traditional capacitors. 
 
1.6.2.3   Supercapacitors 
 
Supercapacitors, also known as ultracapacitors and electrochemical capacitors, bridge the gap between 
batteries and traditional capacitors. They can store hundreds or thousands of times more charge than 
traditional capacitors and have much higher power densities than batteries. They also retain the cycling 
stabilities of traditional capacitors, allowing them to be recharged many thousands of times without loss 
of performance. The structure of a symmetric supercapacitor consists of two porous electrodes on 
separate current collectors which are immersed in an electrolyte and are separated by a dielectric 
separator, which is permeable to ions (Figure 1.17). As a potential is applied across the current 
collectors the positively charged electrode attracts negative ions in the electrolyte while the negative 
electrode attracts positive ions.  
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Figure 1.17 Diagram of a supercapacitor device in its charged state. 
 
Charge is accumulated at the interface of both electrode/electrolyte surfaces which generates energy 
when the device discharges. Each electrode can be treated as a single capacitor of capacitance (C1) or 
(C2). The total capacitance takes both electrodes into account but is dominated by the electrode with the 
smallest capacitance:[156] 
 
1
𝐶
=  
1
𝐶1
+ 
1
𝐶2
 (1.13) 
 
Technological advances in electronic devices and in transportation require high power densities which 
cannot be matched by batteries, making supercapacitors important. However, these developments will 
also require large energy densities, which supercapacitors currently lack. The low energy densities of 
supercapacitors mean that their optimal discharge time is usually less than a minute, making them 
currently unviable for many applications.[157] These energy storage demands make supercapacitors a 
viable alternative for development in future systems.[154] 
 
There are two types of storage principles that contribute to capacitive behaviour: electric double-layer 
capacitance (EDLC) from pure charge separation at the electrode-electrolyte interface, and 
pseudocapacitance (PC) from fast and reversible surface Faradaic redox reactions that occur at 
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characteristic potentials.[158] These two storage mechanisms can often be independent in certain 
materials (e.g., activated carbons, metal oxide); however, they can also be incorporated together to 
combine the advantages of both mechanisms in a supercapacitor material. 
 
1.6.2.3.1   Electric Double-Layer Capacitance 
 
Traditional parallel plate capacitors store very little energy compared to supercapacitors due to the 
inherent limitations in their charge storage areas and dielectric thickness (as physically, the charged 
plates can only be put so close together). Contrary to this, supercapacitors can store more energy through 
the EDLC mechanism because of their large surface areas and their atomically small charge separation 
distances. 
 
EDLC is the storage of electrical energy by the electrical double-layer (EDL) effect, where ions attract 
to the electrodes with the opposite charge at the electrode-electrolyte interface (Figure 1.18).[159] The 
EDL effect was reported by Helmholtz in 1853 when he studied the distribution of charges at the 
interface of colloidal particles.[160] The concept of this interaction between a metal surface in contact 
with an electrolyte was then discussed in 1879.[161] The EDL model evolves from the Helmholtz model 
to the Gouy-Chapman model, to the Stern model, as illustrated from Figure 1.18a to c.  
 
 
Figure 1.18 Development of models for the electrical double-layer effect. (a) Helmholtz model. 
(b) Gouy-Chapman model. (c) Stern model. The IHP refers to the distance of closest approach of 
specifically adsorbed ions (generally anions) and OHP refers to that of the non-specifically adsorbed 
 
37 
 
ions. The OHP is also the plane where the diffuse layer begins. d is the double layer distance described 
by the Helmholtz model. Ψ0 and Ψ are the potentials at the electrode surface and the electrode-
electrolyte interface, respectively. Figure reprinted from literature source.[162] 
 
The Helmholtz EDL model states the presence of charged ions in contact with an electrode surface of 
opposite charge separated by an atomic distance, d (Figure 1.18a). The model is similar to that of 
traditional capacitors where both charges are represented by oppositely charged electrodes. The storage 
of charge is non-Faradaic, therefore there is no chemical or composition changes as no charge transfer 
occurs between the electrode and electrolyte. Because of this, the charge storage of EDLC electrodes is 
highly reversible, allowing them to achieve high stabilities over many thousands of charge-discharge 
cycles. As the phenomenon occurs via a surface interaction, common materials used for EDLC 
electrodes are activated carbons. The charge on the electrode is equally balanced in solution by a layer 
oppositely charged ions with an electro-neutral bulk solution parallel to this layer (Figure 1.19).  
 
 
Figure 1.19 Charge distribution of ions in the Helmholtz model. 
 
Charge originates from the rearrangement of electrolyte ions and/or the reorientation of dipoles in the 
solvent molecules. On the electrode-electrolyte interface there is a potential difference that exists which 
forms an electric field gradient across the charge separated layer. Ions are then either electrostatically 
attracted or repelled towards the charged electrode surface bringing about a high concentration of either 
cations or anions.  
 
The Helmholtz model was further developed by Gouy (1910) and Chapman (1913). Their model adds 
the concept of a diffuse double-layer due to thermal motion; in which the excess of ions distribute 
themselves in a Boltzmann fashion extending some distance from the electrode surface 
(Figure 1.18b).[163] Gouy and Chapman showed that an excess of charged ions at the OHP does not 
exist, but instead suggests that the EDL must have a variable density of charge throughout the solution. 
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The Gouy-Chapman model considers that the electrostatic forces between the field and charge of the 
ions are opposed by Brownian motion which disperses the excess ions. This phenomenon leads towards 
a distribution of ion point charges contained in a single ‘diffuse layer’, illustrated in Figure 1.20. Most 
of the excess charge is close to the electrode but then gets progressively reduced further into the 
electrolyte. However, the Gouy-Chapman model results in an overestimation of EDLC as the two 
separated arrays of charges in a cell would increase and become more compact inversely with their 
separation distance, therefore large capacitance values would appear in the case of high charges close 
to the electrode surface.  
 
 
Figure 1.20 Charge distribution of solvent (σs) with charged electrode (σm). 
 
In 1924, Stern suggested a model combining both the rigid Helmholtz layer and the diffuse layer of 
Gouy and Chapman.[164] This model recognises the existence of two regions of ion diffusion 
(Figure 1.18c)—the Stern layer (also known as the compact layer) and the diffuse layer. In the Stern 
layer, ions are strongly absorbed to the electrode. The Stern layer, which is based on the Helmholtz 
model, can be separated into two further layers based on the type of absorption: an inner Helmholtz 
plane (IHP) and an outer Helmholtz plane (OHP). The IHP exists between the surface of the electrode 
to a plane passing through the centre of ions which are in direct contact to the surface and are 
‘specifically absorbed’. The OHP passes through the centre of the hydrated ions at a distance of closest 
approach to the electrode. Beyond the OHP lies the diffuse layer which is what the Gouy-Chapman 
model defines. 
 
The charge of the solution, qS, resides partially in the Stern layer, qH (Helmholtz), and the remainder in 
the diffuse region of the solution, qG (Gouy-Chapman), i.e., qS = qH + qG. Thus, the EDLC can be treated 
as a combination of the capacitances arising from these two regions, CH from the Stern type of 
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Helmholtz capacitance and CG from the diffuse region capacitance. Thus the total capacitance, CDL, can 
be expressed by the following equation: 
 
1
𝐶𝐷𝐿
=
1
𝐶𝐻
+
1
𝐶𝐺
   (1.14) 
 
Multiple factors affect the EDLC at an electrode surface such as: the electrical field across the electrode, 
the types of electrolyte ions, the solvent the electrolyte is dissolved in, and the affinity between the 
absorbed ions with the electrode surface. Porous materials are commonly used for EDL capacitors; 
however, the behaviour at the pore surface of a porous electrode is more complex than that at an 
infinitely planar one. The ion transportation system of porous materials is confined and are drastically 
affected by multiple factors, such as the tortuous mass transfer path, the space constrain inside the pores, 
ohmic resistance associated with the electrolyte, and the wetting behaviour of the pore surface with the 
electrolyte. 
 
The capacitance of a porous electrode for an EDL capacitor can be expressed by the following equation: 
 
𝐶 =  
ℇ𝑟ℇ0
𝑑
𝐴 (1.15) 
 
where ℇr is the electrolyte dielectric constant, ℇ0 is the permittivity of a vacuum, A is the specific surface 
area of the electrode accessible to the electrolyte ions, and d is the effective thickness of the EDL (the 
Debye length). Based on Equation 1.14, there should be a linear relationship between the 
capacitance (C) and surface area (A). However, experimental results show that this simple linear 
relationship is not observed.[165] 
 
It was long believed that the micropores of an electrode material do not participate in the formation of 
an EDL due to the small pores being inaccessible to large solvated ions.[162] However, in 2006, 
Raymundo-Piñero et al.[166] showed important contributions from micropores to the overall capacitance, 
and suggested that partial desolvation of hydrated ions occurred, therefore more ions can enter the pores, 
leading to enhanced EDLC. Simon and Gogotsi (2008) support contributions from sub-micropores, 
reporting a capacitance increase with pores less than 1 nm in carbon electrodes.[167] The EDLC was 
highest when the pore size was close to the ion diameter, therefore, confirming pores with sizes smaller 
than the solvated ion contributes towards capacitance. 
 
While these findings are correct, they cannot be fully interpreted by the EDL theory as there is 
insufficient room in micropores to accommodate both the Stern layer and diffuse layer. Huang and co-
workers (2008) proposed a heuristic approach to describe nanoporous carbon materials based on their 
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pore curvatures.[168] For mesoporous carbons, an electric double-cylinder capacitor (EDCC) model is 
proposed to describe the electrolyte distribution (Figure 1.21a), where mesopores are assumed to be 
cylindrical and that the solvated counter-ions enter the pores and accumulates at the pore wall to form 
an EDL. For microporous carbons, an electric wire-in-cylinder capacitor model is proposed 
(Figure 1.21b), where the pores are too small to allow formation of a double-cylinder. Partial or 
complete removal of the ion solvation shell allows access to the micropores. 
 
 
Figure 1.21 Schematic diagrams (top views) of (a) a negatively charged mesopore with solvated cations 
approaching the pore wall to form an electric double-cylinder capacitor and (b) a negatively charged 
micropore with cations lining up along the pore axis to form an electric wire-in-cylinder capacitor. 
Figure reprinted from literature sources.[167, 168] 
 
When the pores are large enough so that the pore curvature is not significant, the EDCC model can be 
reduced back to the traditional planar EDL model, given in Equation 1.15. The capacitance can be 
estimated for the EDCC model (Equation 1.16) and the EWCC model (Equation 1.17):[168] 
 
𝐶 =  
ℇ𝑟ℇ0
𝑏 ln[𝑏/(𝑏−𝑑)]
𝐴  (1.16) 
 
𝐶 =  
ℇ𝑟ℇ0
𝑏 ln(𝑏/𝑎0)
𝐴 (1.17) 
 
where b is the pore radius, d is the distance of approaching ions to the surface of electrode, and a0 is the 
effective size of the counter-ions. 
 
Huang et al. were able to make good fits with experimental data using these models, regardless of the 
type of carbon material or electrolyte employed. The model shows an increase in capacitance with pore 
sizes smaller than 1 nm and a slightly increased capacitance with pore sizes larger than 2 nm, could be 
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explained using the EWCC and EDCC models, respectively. Additionally, the dielectric constant 
obtained when fitting the results with Equation 1.17 is close to the value in vacuum, which indicates 
that ions desolvate before entering the micropores.[162] 
 
1.6.2.3.2   Pseudocapacitance 
 
Traditional parallel plate capacitors and pure EDL capacitors transfer charge into the double-layer with 
no Faradaic reactions occurring between the electrode and electrolyte. The capacitance is constant in 
this case and is independent of voltage.  
 
Pseudocapacitance (PC) is Faradaic, involving fast and reversible redox reactions between the 
electrolyte and an electro-active species of the electrode. Most of the charge is transferred at or near 
surface of the electrode. In contrast to EDLC, charge transfer in PC is voltage dependent, arising from 
thermodynamics between the extent of charge acceptance (Δq) and the change of potential (ΔV).[169] 
 
𝐶 = 𝑑(∆𝑞)/𝑑(∆𝑉) (1.18) 
 
The derivative of this shown in Equation 1.18 is more commonly used and corresponds to the 
calculation of capacitance: 
 
𝐶 = 𝑞/𝑉 (1.19) 
 
PC can achieve higher energy density than EDLC but this is typically at the expense of power density 
and cycle life.[170] Metal oxides such as RuO2,[171] MnO2,[172] NiO,[173] and conducting polymers such as 
polyaniline and polypyrrole[174] are commonly studied as PC materials. Surface functional heteroatom-
doped carbons also introduces PC contributions to the material.[175] The general specific capacitance 
values of these materials are briefly compared with each other in Figure 1.22.[176] 
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Figure 1.22 The reported specific capacitances of metal oxides, conducting polymers, and 
carbonaceous materials, in single or composite electrode materials. Figure reprinted from literature 
source.[176] 
 
1.6.2.3.2.1   Metal Oxides 
 
The cyclic voltammogram profile of metal oxides have a rectangular shape (Figure 1.23); not due to 
EDL charging but as a consequence of multiple redox reactions occurring in the metal oxide.  
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Figure 1.23 Cyclic voltammogram of MnO2 in 0.1 M K2SO4, showing successive multiple surface 
redox reactions leading to the pseudocapacitive charge storage mechanism. The red (upper) part is 
related to the oxidation from Mn(III) to Mn(IV) and the blue (lower) part is related to the reduction 
from Mn(IV) to Mn(III). Figure reprinted from literature source.[167] 
 
RuO2 is one of the best known and best performing PC materials, due to its intrinsic reversibility of 
three distinct oxidation states within 1.2 V and high conductivity, with a capacitance as high as 720 F g-1 
reported for an amorphous hydrous RuO2 in 1995 by Zheng et al.[177] High capacitance from RuO2·xH2O 
is achieved by the insertion and removal or intercalation of protons into its structure. During charge-
discharging the surface is oxidised and reduced reversibly via proton exchange with the solution:[178] 
 
𝑅𝑢𝑂𝑥(𝑂𝐻)𝑦 + 𝛿𝐻
+ + 𝛿𝑒− ↔ 𝑅𝑢𝑂𝑥−𝛿(𝑂𝐻)𝑦+𝛿 (1.20) 
 
where RuOx(OH)y and RuOx-𝛿(OH)y+𝛿 represent the higher and lower oxidation states of the 
oxyruthenium species, respectively. The theoretical specific capacitance of RuO2·xH2O was estimated 
to range between ~1300 to 2200 F g-1.[179] Hu et al. (2006) tailored RuO2·xH2O into a nanotubular array 
to achieve a very high capacitance of 1300 F g-1.[180] 
 
However, despite excelling in performance the use of RuO2 is limited by its high cost and difficulties 
in large scale production. For this reason, research in metal oxides has shifted to the development of 
composite materials with RuO2 to reduce costs, or towards other non-precious metal oxides and nitrides 
that can match this standard.[172, 181] However, it has been suggested that the cycling performance of 
metal oxide electrodes will tend to deteriorate because the electrode can  rapidly dissolve in the 
concentrated electrolyte.[182] 
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1.6.2.3.2.2   Conducting Polymers 
 
Incorporating a conjugated bond system into the polymer backbone can result in a conductive polymer. 
The polymers most commonly utilised as supercapacitor materials are polyaniline (PAni), polypyrrole 
(PPy), polythiophene (PTh), and derivatives of polythiophene.[183] The redox-active capabilities of 
heteroatom-containing conducting polymers allow high energy densities to be achieved through PC. 
They are generally attractive as they have high charge density and relatively low cost. 
 
They can be considered as a bridge between metal oxides and porous carbon, with capacitances less 
than expensive metal oxides but higher than most carbon materials (Table 1.2). 
 
Table 1.2 Theoretical and measured capacitances of conducting polymers. 
Conducting 
polymer 
Mw (g mol
-1) Dopant level Potential 
range 
Theoretical specific 
capacitance (F g-1) 
Measured specific 
capacitance (F g-1)a 
PAni 93 0.5 0.7 750 240 
PPy 67 0.33 0.8 620 530 
PTh 84 0.33 0.8 485 - 
PEDOT 142 0.33 1.2 210 92 
a Values from ref. [184] 
 
The significant drawbacks of conducting polymers are their relatively low power due to the slow 
diffusion of ions within the bulk material and their low cycle life compared with carbon electrodes as 
the redox sites in polymer backbone are not sufficiently stable for many repeated redox processes. The 
PC of conducting polymers generally degrade in under a thousand cycles due to the continual doping/de-
doping (intercalation/deintercalation) of ions, which causes volumetric changes in the physical 
structure.[185] For these reasons, the community have moved on to making composite structures with 
conducting polymers supported on stable, porous rigid materials (e.g., porous carbon, carbon nanotubes 
(CNTs), carbon monoliths).[186] 
 
1.6.2.3.2.3   Carbons 
 
Carbon-based supercapacitors are based on EDLC. Various structures of carbon have been used in 
supercapacitor applications, such as carbon onions, CNTs, graphene, activated carbon, carbide-derived 
carbon, and templated carbon which have different properties (Table 1.3). Activated carbon not only 
has the lowest cost of the various carbon structures but also high volumetric capacitance (reaching 50–
80 F cm-3),[187] making functionalisation of these materials viable for commercialisation. 
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Table 1.3 Different carbon structures used in electric double-layer capacitors. Table reprinted from 
literature source.[187] 
 
 
Adding PC contributions to carbon materials is an efficient way to increase the capacitance that already 
exists from EDLC. In carbon materials, PC originates from fast redox reactions between heteroatom 
surface functionalities and the electrolyte. Electro-active heteroatoms on carbons can include 
oxygen,[188] nitrogen,[189] sulfur,[190] boron,[191] and phosphorus.[192] Heteroatom-doping into carbons 
cause structural distortions and changes of the charge densities due to their sizes and electronegativities 
being lower than carbon. The introduction of heteroatoms and their functional groups leads to many 
advantageous properties, not only extra capacitance, but with enhanced electric conductivity, improved 
electrochemical stability and better electrolyte wettability.[190] 
 
Oxygen groups are nearly always present on the surface of carbons as a result of the carbonisation 
process or due to transfer from the carbon precursors. The main oxygen functionalities include lactone-, 
carbonyl-, carboxyl-, phenolic-, ether-, quinone-, etc (Figure 1.24).[193]   
 
 
Figure 1.24 Main oxygen functionalities on a graphene sheet. 
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The oxygen groups are redox-active (Figure 1.25),[188] allowing contributions to PC.[194] 
Hydroquinone/quinone groups are the most commonly reported oxygen functionality for 
pseudocapacitors[195] and can also be used as additives in electrolytes.[196] 
 
 
Figure 1.25 Faradaic redox reactions for (a) carboxyl- and (b) carbonyl-groups in base, and 
(c) carbonyl- and (d) quinone-groups in acid. 
 
N-doped carbonaceous materials, such as N-doped porous carbons,[197] N-doped CNTs,[198] and N-doped 
graphene[199] are well established as redox-active, pseudocapacitive materials. However, as oxygen 
groups are nearly always present in these materials, it is difficult to definitively assign the direct 
contributions of nitrogen-containing groups. Thus, the exact pseudocapacitive mechanisms of N-doped 
materials has not been well elucidated. 
 
N-atoms can be integrated within various parts of a graphitic structure, such as in the form of pyridinic 
(N-6), pyrrolic/pyridone (N-5), oxide (N-X), or inside the graphene as quaternary (N-Q) 
(Figure 1.26).[189] Pels et al. suggests pyridinic structures are more stable than pyrrolic ones, where 
there is a decreasing ratio of N-5 to N-6 with increasing temperature, and both are transformed to N-Q 
at high temperatures.[200] 
 
N-doping in carbon materials can be performed by either carbonising N-containing precursors[111] or by 
reaction of the organic material with a nitrogenating component, such as a N-rich molecule (e.g., 
urea,[201] melamine,[202] etc) or NH3 gas.[203] 
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Figure 1.26 Various bonding configurations of N in a graphitic structure. 
 
Seredych et al. showed that the capacitance of wood-derived activated carbon can be enhanced from 
253 to 330 F g-1, at a current density of 0.05 A g-1 in 1 M H2SO4, by further carbonisation with urea or 
melamine under an inert atmosphere.[175] The increased capacitance was observed even with a drop in 
BET surface area from 2176 m2 g-1 for the activated carbon to 1435 m2 g-1 for the N-doped form. The 
capacitance retention of the N-doped carbon was also improved to 86% from 0.05 to 1 A g-1 whereas 
the pristine activated carbon only retained 15% capacitance under the same conditions. The group 
suggests that N-6 and N-5 groups contribute to the PC interactions. 
 
Gueon and Moon studied the effect of N-doping on CNTs packed in a spherical orientation.[204] They 
used melamine as a N-source and one doped sample with 11.2% N showed a specific capacitance of 
215 F g-1 at 0.2 A g-1. which is 3.1 times higher than that of the untreated sample. A second sample 
containing 8.8% N was also synthesised and they observed that as the N content increased, the oxygen 
content also slightly increased. Therefore, they suggest that N-doping is mediated by the presence of 
oxygen groups. The relative N-configurations of the particles were found to be N-6 ≈ N-5 > N-Q > N-X. 
 
The redox mechanisms of N-6 and N-5 in acidic electrolyte are thought to follow Figure 1.27.[205] 
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Figure 1.27 Faradaic redox couples for (a) pyridine, (b) pyrrole, and (c) pyridone. 
 
Sulfur is similar to oxygen and nitrogen, in that it has lone-pair electrons and may be able to introduce 
PC contributions to carbon. S-based supercapacitors are less frequently reported in literature, with the 
first report made relatively recently by Hasegawa et al. (2011),[206] therefore the contributions of sulfur 
are not well established. The group synthesised a hierarchically porous carbon monolith doped with 
sulfur from poly(divinylbenzene) and achieved a capacitance of up to 206 F g-1 at 0.5 A g-1. Small 
humps were observed in the CV which were attributed to the PC contributions of sulfur. Zhao et al. 
used resorcinol and thioldiphenol as carbon precursors, where S-doping took the form of sulfide, 
sulfoxide, and sulfone functional groups.[207] The materials showed improvement in specific capacitance 
by 38% compared with conventional ordered mesoporous carbon. 
 
S-atoms can be integrated within various parts of a graphitic structure, such as in the form of thiophene, 
thioether, thiol, sulfoxide, sulfone, sulfonic acid, etc (Figure 1.28).[208] 
 
Figure 1.28 Various bonding configurations of S in a graphitic structure. 
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Co-doping of S and N has also garnered much interest recently with dual doped activated carbon,[209] 
carbon microspheres,[210] and graphene[211] reported for supercapacitor application. 
 
1.6.3 Gas Storage 
 
Perhaps the largest area of academic study for porous materials recently is the adsorption and storage 
of gases. The amount of gas absorbed is dependent on the surface area, pore size, and functionality of 
the materials. Thus, synthetic control over structure and composition of resultant materials offers 
strategies to heighten adsorption capacity and/or selectivity. 
 
The storage of H2, CH4, and CO2 are among the most widely studied areas. Interest in H2 and CH4 is 
driven by their potential use as a novel alternative and clean energy resource. For example, fuel cells 
which convert hydrogen and oxygen into electrical energy, have been regarded as a promising future 
technology due to their high efficiency (~60% vs. ~25% from combustion engines),[212] zero 
environmental pollution, and unlimited sources of reactants. Despite the advantages, H2 is difficult to 
store as it naturally exists as a gas, making it particularly difficult to be used in mobile applications. 
Current methods include storing H2 in high pressure or cryogenic tanks, however, this comes with 
various disadvantages and technical complexity. For high pressure tanks, there are safety concerns due 
to potential leaks, which can form explosive gas mixtures. In addition, full high pressure tanks only 
contain 4 wt% H2 adding a large amount of excess mass to transportation vehicles.[212] Storing H2 as a 
liquid is attractive as safety concerns regarding high pressure storage can be disregarded, in addition 
that this method has a higher volumetric density (70.8 kg m-3) than the pressurised gas, improving 
energy efficiency for transport. Unfortunately however, H2 liquefaction requires an extremely low 
temperature of 21.3 K at 1 bar which consumes ~20% of the recoverable energy, and the daily 
evaporation (to keep H2 tanks cool) consumes another 2%.[213] For these reasons, materials-based 
storage which include metal hydrides as chemical H2 storage materials, and sorbent materials are 
particularly attractive as they afford safer and more cost effective storage for use in on-board 
transportation and other sectors. Sorbent materials have an advantage over these due to the lower costs 
per unit mass and higher cyclability. Unfortunately, current efforts fall short of the Department of 
Energy (DOE) hydrogen storage targets of 0.045 kg H2 kg-1 and 0.030 kg H2 L-1 by 2020 
(Figure 1.29),[214] thus, there is a large effort in the community to improve materials-based storage. 
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Figure 1.29 H2 gravimetric capacity as a function of H2 release temperature for various H2 storage 
materials. Figure reprinted from literature source.[214] 
 
CO2 is the primary greenhouse which contributes towards global warming. The concentration of CO2 
in the atmosphere has increased rapidly in recent decades due to human activities such as burning fuel 
for energy generation, transportation, and industry (Figure 1.30a), which has led to the oceans 
absorbing ~30% of the emitted anthropogenic CO2 causing acidification of the oceans 
(Figure 1.30b).[215] The 2013 Assessment Report of the Intergovernmental Panel on Climate Change 
(IPCC) reports that the increasing concentration of CO2 in the Earth’s atmosphere is the most significant 
contributor to positive drive in radiative forcing (the forcing agents affecting energy balance, thereby 
contributing to climate change).[215] The IPCC estimates that the amount of CO2 in the atmosphere will 
reach 570 ppm by the year 2100—leading to a global temperature rise of 1.9 °C and a mean sea level 
of 3.8 m.[216] 
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Figure 1.30 Multiple observed indicators of a changing global carbon cycle: (a) atmospheric 
concentrations of carbon dioxide (CO2) from Mauna Loa (red) and South Pole (black) since 1958; 
(b) partial pressure of dissolved CO2 at the ocean surface (blue curves) and in situ pH (green curves), a 
measure of the acidity of ocean water. Measurements are from three stations from the Atlantic (29°10’N, 
15°30’W – dark blue/dark green; 31°40’N, 64°10’W – blue/green) and the Pacific Oceans (22°45’N, 
158°00’W − light blue/light green). Figure reprinted from literature source.[215] 
 
Carbon capture and storage (CCS) is an important technology that can capture up to 90% of CO2 
emissions produced from fossil fuels and preventing the CO2 from entering the atmosphere.[217] The 
International Energy Agency (IEA) states that CCS technology is required to reduce the CO2 
contribution of global warming to 19% by 2050, which currently sits at 60%.[218] Current technologies 
developed include chemical absorption, membrane technology, and physical absorption. Among these 
technologies, chemical absorption using aqueous amine solutions are most applicable at present, 
however, they possess large drawbacks such as high equipment corrosion rate, high energy consumption 
for regeneration, and a large absorber volume is required. As a result, solid absorbents have been 
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suggested as a promising candidate to overcome the issues associated with chemical absorption. The 
use of highly porous or mesoporous materials have been suggested to promote effective mass transfer 
of CO2 into the material and high capacity. The strategy of enhancing absorption and selectivity of CO2 
through the addition of some chemical absorption by grafting amine groups into the porous material has 
also been suggested as an effective strategy.[219] The use of porous solid sorbents holds many advantages, 
such as that they are easy to handle, have high adsorption capacity, can undergo many regeneration 
cycles, and require less energy for regeneration due to low regeneration temperatures of ~60 °C or 
pressure swings.[220] 
 
When designing porous materials for the absorption of gases, it is important to focus both on their 
intrinsic absorption capacities and also their potential for practical applications, where particular 
sorbents may suit one particular application over another. For example, zeolites, such as 13X, shows a 
good CO2 adsorption capacity of 5.5 mmol g-1 at 30 °C and 20 bar.[221] However, many zeolites and also 
MOFs are unstable to the presence of water vapour, which is present in flue feed streams (contains 4–
14% CO2, in addition to NOx, COx, H2O, and soot impurities),[219] and these materials can readily 
decompose under air. On the other hand, purely organic materials such as POPs and porous carbons are 
highly stable under humid conditions and are excellent candidates for gas storage materials. 
 
The main criteria to access a porous material for practical application are:[220, 222] 
1. Has high adsorption capacity, working capacity, and selectivity 
2. Fast adsorption kinetics 
3. Ease of synthesis and activation 
4. Thermal and hydrothermal stability 
5. Tolerance to feed gas impurities 
6. Scalable 
7. Cost associated with the synthesis, activation, and regeneration 
 
1.7   Project Overview 
 
This project aims to investigate the discovery and practical applications of new porous carbon-based 
materials for energy and environmental applications; specifically, in supercapacitive energy storage 
(Chapter 3 and 4), H2 and CO2 storage (Chapter 5), and heavy metal removal from waste water 
(Chapter 6). 
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Porous carbons have many advantages such as high surface areas and pore volumes, good thermal, 
chemical, and mechanical stability, high electrical conductivity, low cost, scalability, and ease of 
preparation from a variety of precursors which has all tried to be utilised in the applications within this 
thesis. In particular, the carbons could be tuned to specific applications by both the carbonisation 
technique and the choice of novel precursors (POPs and inverse vulcanised polymers). POPs can be 
specifically designed by the choice of monomer, allowing specific functionalisation into the carbon, 
and allows huge potential for future carbonaceous materials due to the diverse library of POPs. Inverse 
vulcanised polymers are very cheap materials that can be made from waste by-products and their 
properties can be improved by designing the correct carbonisation process. 
 
Chapter 2, Characterisation Methods, discusses the characterisation techniques used in this thesis and 
gives a broad background on the technique. 
 
Chapter 3, Conjugated Microporous Polymer-Derived Carbons for Supercapacitive Energy Storage, 
presents the use of the CMP, CMP-1, as a carbonisation precursor for supercapacitor application. 
Observing the effect of directly carbonising a standard CMP and improving its performance through 
the carbonisation method and the electrolyte used in the supercapacitor. This was one of the first reports 
for the use of CMPs as a carbonisation precursor. 
 
Chapter 4, Hypercrosslinked Polymer-Derived Carbons for Supercapacitive Energy Storage, presents 
the use of various HCPs, HCP-Ben, HCP-Py, HCP-Th, and HCP-Ani, as carbonisation precursors for 
supercapacitor application. Understanding the role of heteroatom functionality and temperature control 
in performance. Structure-property relationships, distinguishing between the two supercapacitive 
mechanisms, EDLC and PC, and linking it to the functionality of each material. Two-electrode cells 
were also assembled to investigate more realistic supercapacitor performance. This is the first report 
that investigates the EDLC/PC-structure-property relationship using a large sample size (23 samples). 
 
Chapter 5, Hypercrosslinked Polymer-Derived Carbons for CO2 and H2 Storage, presents the use of 
various HCPs, HCP-Ben, HCP-Py, and HCP-Th, as carbonisation precursors for CO2 and H2 gas 
storage application. The surface areas and pore volumes were maximised by chemically activated 
carbonisations under various temperatures. This reports carbonaceous materials with the highest surface 
area, and CO2/H2 sorption capacity under 298 K/10 bar, to date. 
 
Chapter 6, Inverse Vulcanised Polymer-Derived Carbons for Heavy Metal Capture, presents the use of 
the inverse vulcanised polymer, sulfur dicyclopentadiene (S-DCPD), as a carbonisation precursor for 
Hg and Au capture from water. The surface areas and pore volumes were maximised by the chemical 
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activation amount and varying temperatures. These materials also showed very high CO2 and H2 
sorption capacities. This reports the use of a material entirely comprised of low-cost industrial by-
products with high performance. 
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2.1   Introduction 
 
The characterisation methods in this chapter are arranged based on their relative usage throughout the 
thesis. The chapter begins with an explanation about gas adsorption theory due to its heavy usage in the 
field of porous materials. Electrochemistry and supercapacitor theory were introduced in Chapter 1 but 
the methods for quantifying performances are discussed here in this chapter. Other characterisation 
methods are discussed more briefly. 
 
2.2   Gas Sorption 
 
Adsorption is defined as the enrichment of molecules, atoms, or ions in the vicinity of an interface.[1] 
There are two types of adsorption: physical (physisorption) and chemical (chemisorption). 
Physisorption is a general phenomenon where a gas is brought into contact with a surface of a solid 
through attractive intermolecular forces (van der Waals). Specific molecular interactions, such as 
polarisation, can also occur as a result of geometric and electronic properties of the gas and the surface. 
Chemisorption is when intermolecular forces are involved which lead to the formation of chemical 
bonds between the gas and surface. 
 
Gas adsorption measurements are used to characterise the porosity of materials. The characterisation 
method is used to monitor the adsorption of various subcritical fluids (e.g., N2 at 77 K, CO2 at 298 K, 
H2 at 77 K) and can also be used for organic vapours and supercritical gases. Various modelling 
techniques have been developed, such as density functional theory and molecular simulations (e.g., 
Monte-Carlo simulations), which allows more accurate and comprehensive porosity structural analysis 
from the obtained adsorption data. The relationship between the amount of gas adsorbed and the 
equilibrium pressure of the gas at constant temperature is known as the adsorption isotherm.[1] 
 
The solid surface can be defined by three individual different levels (Figure 2.1). A van der Waals 
surface which is formed by the outer surface of the solid (Figure 2.1, 1). A probe-accessible surface 
(known as the Connolly surface in simulation studies) which is the surface assigned by the physisorbed 
gas probe rolling over the van der Waals surface (Figure 2.1, 2). A r-distance surface 
(Figure 2.1, 3) which is located at distance r from the probe-accessible surface. Therefore, smaller gas 
probes will give more accurate information about the pore size of solids as large probes may not be able 
to access very small pores. 
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Figure 2.1 Schematic representation of several surfaces of an adsorbent, 1: van der Waals; 2: probe-
accessible; 3: r-distance. Figure reprinted from literature source.[1] 
 
In the context of physisorption, there are three classifications of pores depending on the size:[2] 
 
1. Macropores: pores with widths exceeding 50 nm 
2. Mesopores: pores of widths between 2 and 50 nm 
3. Micropores: pores with widths less than 2 nm 
 
Physisorption filling of micropores always occurs at low relative pressures, where the range is 
dependent on the shape and dimensions of the micropores, the size of the gas molecule, and their 
interactions with each other. Physisorption in mesopores happens in multiple stages. Monolayer 
adsorption initially occurs where all the gas molecules are in contact with the surface. Multilayer 
adsorption then occurs where the gas accommodates more than one layer so that not all of the gas 
molecules are in contact with the surface. This is followed by pore condensation, where the gas 
condenses to a liquid-like phase in the pore at a pressure less than the saturation pressure of the bulk 
liquid, generally at a partial pressure (P/P0) of around 0.5.  
 
The analysis of pore sizes over the complete micropore and mesopore range requires experiments that 
span over a broad range of pressures starting below 1 Pa. Thus, gas sorption is usually performed within 
the relative pressure range 10-7 ≤ P/P0 ≤ 1 with special instruments which ensures the sample cell and 
manifold can be evacuated to very low pressures. It is also important to ensure that the purity of the 
absorptive gas is not less than 99.999%.[1] The amount of remaining un-adsorbed gas in the effective 
void volume (dead space) should also be calculated. This is performed using a non-adsorbing gas such 
as helium to measure the dead space under operational conditions. Prior to measurements, the sample 
should be outgassed at elevated temperature to remove all physisorbed species from the surface to avoid 
false results.  
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In 1985, IUPAC originally recommended physisorption isotherms to be grouped into six types.[2] 
However, due to the rise of new characteristic types of isotherms, the 2015 IUPAC document has 
refined the classifications to take these into account, shown in Figure 2.2.[1] 
 
 
Figure 2.2 Classification of physisorption isotherms. Figure reprinted from literature source.[1] 
 
As a general rule of thumb, uptakes at very low pressures are associated with micropores, uptakes at 
around P/P0 = 0.5 are associated with mesopores, and uptakes associated at high pressures are associated 
with macropores. Steep uptakes at particular regions are associated with narrow pore sizes in that area, 
e.g., the Type Ia isotherm has a steep uptake at very low pressures due to enhanced adsorbent-adsorptive 
interactions in the narrow micropores. Thus, the broad uptake in a Type Ib isotherm is due to the 
material having a broader pore size distribution in the micropore range. Materials with Type I isotherms 
have small external surfaces areas relative to the internal surface areas within the material. The Type II 
isotherm is associated with macroporous or non-porous materials. Adsorption at high P/P0 is a result of 
unrestricted monolayer-multilayer absorption. The sharp knee in the beginning of the isotherm at point 
B indicates completion of monolayer coverage. If this point is more gradual, this corresponds to an 
overlap of the monolayer coverage and the onset of multilayer adsorption in the isotherm. In a Type III 
isotherm, there is no point B due to no identifiable monolayer formation as the interactions between the 
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gas and the surface are relatively weak and the absorbed gas molecules occupy more favoured sites on 
the surface of the macroporous or non-porous solid. Type IV isotherms are given by hierarchical 
structures with both micropores and mesopores. Mesopore absorption behaviour is determined by both 
gas-surface interactions and also by interactions between the molecules in the condensed state. Capillary 
condensation in the mesopores result in a hysteresis loop in Type IVa isotherms. This occurs when the 
pore width exceeds a certain critical width dependent on the absorption system and temperature; with 
it occurring with measurements under N2 for pores wider than ~4 nm.[3] Thus, Type IVb isotherms are 
observed with mesopores of smaller width. A Type V isotherm has no adsorption in the low pressure 
region due to weak absorbent-absorbate interactions but a rise in higher pressure attributed to molecular 
clustering followed by pore filling. Stepwise increases in a Type VI isotherm is attributed to layer-by-
layer adsorption on a highly uniform non-porous surface. The step height represents the capacity of the 
absorbed layer whilst the sharpness is dependent on the system and temperature. 
 
There are two major models used to describe the adsorption of gases onto a surface, the Langmuir 
model[4] and the Brunauer-Emmett-Teller (BET) model.[5] 
 
2.2.1   Langmuir Model 
 
The Langmuir model is the simpler of the two which explains adsorption by assuming the adsorbate 
behaves as an ideal gas under isothermal conditions. The following assumptions are made in the 
model:[6] 
 
1. The surface is a perfectly flat plane and homogeneous 
2. The absorbing gas absorbs onto an immobile state 
3. All sites are equivalent 
4. Each site can only hold one molecule (monolayer) 
5. Adsorbed molecules do not interact with each other 
 
An adsorbate gas (Ag) adsorbs onto a solid surface (S) to yield an adsorbed complex (Aad): 
 
 Ag + S ⇄ Aad (2.1) 
 
The adsorption is associated with an equilibrium constant, K, which is a function of the rate constants 
for adsorption (ka) and desorption (kd): 
 
𝐾 =  
𝑘𝑎
𝑘𝑑
 (2.2) 
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The fractional occupancy of adsorption sites, θ, is the fraction of the number of sites occupied by an 
adsorbate (Ns) over the total number of adsorption sites (N). This can also be expressed in terms of 
relative amounts or volumes: 
 
θ =  
𝑁𝑠
𝑁
=  
𝑛𝑎
𝑛𝑚
=  
𝑉𝑎
𝑉𝑚
  (2.3) 
 
where na is the amount in moles adsorbed, nm is the total amount that can be absorbed on the monolayer, 
Va is the volume of gas absorbed, and Vm is the total volume that can be absorbed on the monolayer. 
 
The rate of adsorption (rad) is dependent on ka, P/P0, and the non-occupied adsorption sites (1–θ). The 
rate of desorption (rd) is dependent on kd and θ. Thus: 
 
 rad = kaP/P0(1–θ) (2.4) 
 
 rd = kdθ (2.5) 
 
Therefore, at equilibrium: 
 
 kaP/P0(1–θ) = kdθ (2.6) 
 
This can be rearranged to give the fractional occupancy as a function of pressure which yields the 
Langmuir adsorption isotherm: 
 
θ =
𝐾𝑃/𝑃0
(1+𝐾𝑃/𝑃0)
  (2.7) 
 
The equation can be rewritten by substituting Equation 2.3 into Equation 2.7 to give the following: 
 
𝑃/𝑃0
𝑛𝑎
=
1
𝑛𝑚𝐾
+
𝑃/𝑃0
𝑛𝑚
  (2.8) 
 
Where (P/P0)/na vs. P/P0 will yield a straight line plot of gradient 1/nm. The Langmuir surface area 
(SALang) can therefore be calculated using nm, the cross-section of the adsorbate gas (am), and 
Avagadro’s number (NA): 
 
 SALang = nmNAam (2.9) 
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The specific SALang can be calculated by normalising it against the mass of solid. 
 
2.2.2   Brunauer-Emmett-Teller (BET) Model 
 
The BET model is an extension of the Langmuir model which takes into account multilayer adsorption. 
The following assumptions are made in the model: 
 
1. The gas molecules can adsorb onto the surface in infinite layers 
2. The gas molecules only interact with adjacent layers 
3. Langmuir theory can be applied to each layer 
 
The BET equation in linear form is: 
 
𝑃/𝑃0
𝑛𝑎(1−𝑃/𝑃0 )
=
1
𝑛𝑚𝑐
+
𝑐−1
𝑛𝑚𝑐
× (𝑃/𝑃0)  (2.10) 
where c is the BET constant, defined as: 
 
𝑐 = exp (
𝐸1−𝐸𝐿
𝑅𝑇
)  (2.11) 
 
where E1 is the heat of adsorption for the first layer and EL is the heat of adsorption for the second layer 
and beyond. 
 
nm can thus be derived from the intercept of the BET equation by plotting (P/P0)/na(1- P/P0) vs. P/P0. 
Using nm derived from the BET model, SABET can thus be derived: 
 
 SABET = nmNAam (2.9) 
 
The BET method is the most widely used procedure for evaluating the surface areas of solids, despite 
some weaknesses in its theoretical foundations. For example, as BET theory assumes the surface is 
homogeneous, thus differences between the surface and lateral adsorbate-adsorbate interactions are 
ignored.[7] Therefore, high energy sites will be occupied at lower relative pressures, resulting in 
nonlinearity of BET plots at P/P0 < 0.5. There are also difficulties in differentiating mono-multilayer 
adsorption from pore filling. Thus, the measured surface area reflects an “apparent” BET surface area 
and not a real internal surface, which can be an overestimation. 
 
 
72 
 
The gas sorption analyses presented in this thesis were performed as follows. 
 
2.2.3   Nitrogen Adsorption Isotherms 
 
Nitrogen adsorption and desorption isotherms were obtained using an ASAP2420 or ASAP2020 
volumetric adsorption analyser (Micromeritics Instrument Corporation) with approximately 100 mg 
samples at 77.3 K with an equilibration interval of 30 s. All samples were degassed at 120 °C for 15 h 
under dynamic vacuum (10-5 bar) before analysis. 
Brunauer-Emmett-Teller (BET) surface area was obtained in the relative pressure (P/P0) range of 0.05–
0.20, and total pore volume (Vt) was determined from the amount of nitrogen adsorbed at P/P0 = ca. 
0.99.  
 
2.2.4   Pore Size Analysis 
 
Pore structure properties of the samples were determined via nitrogen adsorption and desorption at 
77.3 K using a volumetric technique on an ASAP2420 or ASAP2020 adsorption analyser 
(Micromeritics Instrument Corporation). Before analysis, the samples were degassed at 120 °C for 15 h 
under dynamic vacuum (10-5 bar).  The cylindrical pore - pillared clay surface model was used. The 
isotherms of this model are calculated using a combination of NL-DFT calculations and experimental 
isotherms for reference samples of montmorillionite.[8] The model reports pore widths from 3.8 to 387 Å. 
 
2.2.5   Carbon Dioxide and Hydrogen Adsorption Isotherms 
 
1 bar carbon dioxide and hydrogen isotherms were collected on a Micromeritics ASAP2020 at 298 K 
and 77.3 K, respectively with approximately 100 mg samples. 10 bar carbon dioxide and hydrogen 
isotherms were collected using a Micromeritics ASAP2050 at 298 K and 77.3 K, respectively with 
approximately 100 mg samples. Carbon dioxide saturation isotherms were performed using a 
Micromeritics 3Flex Surface Characterization Analyser equipped with a cryostat at 195 K with 
approximately 100 mg samples. All samples were degassed at 120 °C for 15 h under vacuum (10-5 bar) 
before analysis 
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2.3   Electrochemistry 
 
2.3.1   Evaluating Supercapacitor Performance 
 
CV, also known as I-V plots, can aid the understanding of charge transfer mechanisms. The CV profiles 
depends on a variety of parameters such as electrode, scan rate, temperature, and electrolyte 
composition (i.e., solvent, salt, pH). 
 
CV is an important experimental criterion for quantifying the capacitive performance of a material. A 
quasi-rectangular CV profile is characteristic of good reversible supercapacitor behaviour 
(Figure 2.3).[9] 
 
 
Figure 2.3 Cyclic voltammetry showing quasi-rectangular profiles at various scan rates. Figure 
reprinted from literature source.[9] 
 
Potential windows are chosen to avoid irreversible electrode and electrolyte reactions, such as solvent 
decomposition and irreversible redox reactions on the electrodes. This avoids over-oxidation and/or 
over-reduction so that we only record current from the “capacitive potential range” of the material.[10] 
Figure 2.4 shows an activated carbon electrode in 3 M KOH run towards overly negative potentials,[11] 
resulting in a steep negative current due to irreversible hydrogen evolution from the electrolyte and 
hydrogen storage on the electrode surface denoted by the additional current response upon positive 
sweep. 
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Figure 2.4 Cyclic voltammogram profile of activated carbon towards negative potentials in 3 M KOH 
at a scan rate of 100 mV s-1. Figure reprinted from literature source.[11] 
 
The specific capacitance (Csv) of a material can be calculated by CV using the following equation:[12] 
 
𝐶𝑠𝑣 =
𝑞𝑎+𝑞𝑐
2𝑚𝑠×∆𝑉
  (2.10) 
 
where qa and qc represents the anodic and cathodic charge integrated from the positive and negative 
sweeps of the CV, m is the mass loading of active material, s is the potential scan speed and ΔV 
corresponds to the potential window of the CV. 
 
Galvanostatic charge-discharge (GCD), also known as constant current charge-discharge, applies a 
constant current to charge (positive current) or discharge (negative current) to evaluate the rate of 
potential increase (charging) or decrease (discharging). A triangular charge-discharge shape 
(Figure 2.5),[9]is typical behaviour for constant charge and discharge of supercapacitive materials with 
good reversibility.[13] 
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Figure 2.5 Galvanostatic charge-discharge showing triangular profiles at various current densities. 
Figure reprinted from literature source.[9] 
 
The specific capacitance (Csc) of a material can be calculated by GCD using the following equation:[14] 
 
𝐶𝑠𝑐 =  
𝐼×𝑡
𝑉×𝑚
  (2.11) 
 
where I is the discharge current, t is discharge time, V is the discharge voltage, and m is the mass loading 
of active material. 
 
Coulombic efficiency (𝜂, also known as Faradaic efficiency, Faradaic yield, or current efficiency) is the 
efficiency with which charge, which has been transferred into a system through a electrochemical 
reaction, can come back out of the system. Coulombic efficiency decreases when undesirable side 
reactions occur, causing heat and/or chemical by-products. The coulombic efficiency of a system can 
be calculated from GCD using the following equation: 
 
𝜂 =  
𝑡𝑑
𝑡𝑐
× 100%  (2.12) 
 
where td is the discharge time and tc is the charge time. 
 
Energy and power densities are two important parameters for evaluating the electrochemical 
performance of supercapacitors. The maximum energy (E in W h kg-1) can be calculated using 
Equation 2.13:[15] 
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𝐸 =
1
2×3600
𝐶𝑉2 (2.13) 
 
where C is the specific capacitance and V is the maximum cell voltage. 
 
The maximum power (P in W kg-1) can be obtained using Equation 2.14:[16] 
 
𝑃 =
𝑉2
4𝑅
  (2.14) 
 
where V is the maximum cell voltage and R is the equivalent series resistance (ESR). 
 
Factors which affect the overall ESR in supercapacitors are the electric conductivity of the electrode 
material, the contact resistance between the electrode and the current collector, the resistance of the 
electrolyte, and the resistance from ionic diffusion within the pores and by the separator. The ESR in 
EDL capacitors is lower than that of pseudocapacitors as the charge storage mechanism is purely 
electrostatic and does not involve any resistance from charge transfer; therefore, the power densities of 
pseudocapacitors are generally lower. However, the ESR can be reduced by using an additive, such as 
carbon black, which improves the conductivity of the electrode material and the electrical contact 
between the electrode and current collector.[17] 
 
The power density can also be calculated using the energy density from Equation 2.13 and the 
discharge time from GCD: 
 
𝑃 =
E
𝑡/3600
  (2.15) 
 
Electrochemical impedance spectroscopy (EIS) uses an alternating current electrode processes by 
applying a small amplitude alternating signal then observing how the electrode returns to the stationary 
state.[18] The real part of the impedance at a given frequency gives information about the ESR which 
includes several contributions such as the electrolyte (including the separator) resistance, the resistance 
of the active material, and the active material/current collector interface resistance.[19] A Nyquist plot 
of a cell typically contains a semi-circle and then a vertical step towards Z” (Figure 2.6).[20] The plot 
gives information about the solution resistance (Rs) and the charge transfer resistance (Rct). Rs is related 
to the bulk solution resistance which depends on the conductivity of the electrolyte and the thickness of 
the separator. Rct can be separated into electronic and ionic resistance components.[19] The electronic 
resistance is a combination of the intrinsic electronic conductivity of the carbon particles, the electronic 
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contact between particles, and the contact between the active material and the current collector. The 
ionic resistance is the resistance of the electrolyte in the pores of the electrode, which is dependent on 
the electrolyte conductivity, the porous structure of the material, and the thickness of the active material. 
If the semicircle is small, incomplete, or does not appear, this indicates that the interfacial charge-
transfer resistance and distributed capacitance are very small, indicating excellent capacitive 
responses.[21] The internal resistance (Rint) of the cell can be estimated from the intersection between the 
low frequency section crossing the X-axis and the region (if any) immediately after the semicircle.[22] 
The imaginary part of the Nyquist plot approaching vertical (phase angle towards 90°) in the low 
frequency region indicates a typical and ideal capacitive behaviour.[23] 
 
 
Figure 2.6 A typical Nyquist plot for an EDLC cell. Figure modified from literature source.[20] 
 
The specific capacitance (Csi) from EIS can be calculated using the following equation:[20] 
 
 Csi = -1/(2πfZ”m) (2.16) 
 
where f is frequency, Z” is the imaginary part of impedance, and m is the mass of active material. 
 
2.3.2   Electrolytes 
 
The performance of supercapacitors can also be affected by the choice of electrolyte. Supercapacitors 
can utilise either an aqueous, organic, or an ionic liquid electrolyte. Aqueous electrolytes, such as acids 
(e.g., H2SO4), neutral-based (e.g., Na2SO4), and alkalis (e.g., KOH), have various advantages over that 
of organic electrolytes such as low cost, better safety, high ionic conductivity (up to ~1 S cm-1), lower 
ESR, and possess lower minimum pore size requirements. The capacitance of high surface area carbons 
in aqueous electrolytes tend to be higher than when using organic electrolytes, due to the higher 
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dielectric constants of aqueous systems.[24] However, aqueous electrolytes have lower decomposition 
voltages compared to organic electrolytes, of ~1.23 V.[25] 
 
Organic electrolytes have been developed that allow for cell operating voltages of above 2.5 V.[25, 26] 
Organic electrolytes,  such as acetonitrile or propylene carbonate containing dissolved quaternary alkyl 
ammonium salts, are already employed in commercial supercapacitors, which target high energy 
applications.[27] However, the main disadvantage of organic electrolytes are that the ESR is significantly 
higher than that of aqueous electrolytes, typically by a factor of 50. This leads to a higher internal 
resistance in the capacitor and therefore a lower maximum power density. Additionally, to avoid 
electrolyte depletion during the supercapacitor charging process, electrolyte concentration must be high. 
If the volume of electrolyte is too low compared to the surface area of the electrode, the supercapacitor 
performance is reduced. This problem is predominant in organic electrolytes where the solubility of the 
salts may be low. Therefore, trade-offs exist between aqueous and organic electrolytes in terms of 
capacitance, cost, resistance, and voltage, which one must balance with the intended application of the 
supercapacitor. 
 
Ionic liquids are salts that possess a melting point lower than the operation temperature. They have 
replaced organic electrolytes in a wide range of applications.[28] Their advantages include a large liquid 
phase range, wider potential window, and better safety profiles than organic electrolytes, making them 
viable for many types of electrochemical systems. However, ionic liquids are extremely expensive and 
have shown very limited capacitance when used with various materials (e.g., less than 25 F g-1 in 
CNTs).[29] 
 
When weighing the properties of the different electrolyte types against each other, aqueous electrolytes 
are an ideal choice for screening many new materials; primarily due to their low cost, better safety 
profiles, and ease of use. Supercapacitive materials developed under the aqueous electrolyte system can 
be optimised through the electrochemical setup in a later stage. 
 
The decomposition of water into oxygen and hydrogen at standard temperature (298 K) and pressure 
(1 atm), at pH 0, are based on the following two half reactions vs. the standard hydrogen electrode 
(SHE):  
 
 Oxidation: 2H2O → 4H+ + 4e- + O2; E°1/2 = 1.23 V (2.17) 
 
 Reduction: 4H+ + 4e- → 2H2; E°1/2 = 0 V (2.18) 
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Thus, according the Equation 2.19, the standard potential of water electrolysis is 1.23 V, shown by 
Equation 2.20. 
 
 E°cell = E°cathode - E°anode (2.19) 
 
 Overall: 2H2O → H2 + O2; E°cell = 1.23 V (2.20) 
 
Under basic conditions, oxygen and hydrogen evolution occurs by the Equation 2.21 and 2.22, 
respectively. The overall reaction is the same as Equation 2.20. 
 
 Oxidation: 4OH- → O2 + 2H2O + 4e- (2.21) 
 
 Reduction: 2H2O + 2e- → H2 + 2OH- (2.22) 
 
Although the potential remains unchanged at various pHs, the position of the potential window is 
dependent of pH. Acidic electrolytes are positioned at more positive potentials, whereas, basic 
electrolytes are positioned at more negative potentials. The potentials can be obtained from the Nernst 
equation,[30] which is derived from the Gibbs free energy. Gibbs free energy is related to the cell 
potential by the following equation: 
 
 ΔG = -nFE (2.23) 
 
where n is the number of moles of electrons transferred and F is the Faraday constant. Under standard 
state conditions, this can be rewritten as: 
 
 ΔG° = -nFE° (2.24) 
 
From thermodynamics, the Gibbs free energy under non-standard conditions is related to the Gibbs free 
energy under standard conditions by the equation: 
 
 ΔG = ΔG° + RTlnQ (2.25) 
 
where R is the ideal gas constant, T is the temperature (in K), and Q is the concentration ratio of products 
over reactants. Equation 2.23 and 2.24 can be substituted into Equation 2.25 to yield the following 
equation: 
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 -nFE = -nFE° + RTlnQ (2.26) 
 
And this both sides of the above can be divided by –nF to yield the Nernst equation:[30] 
 
𝐸 =  𝐸0 −
𝑅𝑇
𝑛𝐹
ln 𝑄  (2.27) 
 
where R is the ideal gas constant, T is the temperature (in K), n is the number of moles of electrons 
transferred, F is the Faraday constant, and Q is the concentration ratio of products over reactants. At 
298 K, Equation 2.27 can be rewritten as: 
 
𝐸 =  𝐸0 −
0.0592
𝑛
log 𝑄  (2.28) 
 
Thus, at pH 14, the potential for the hydrogen evolution reaction can be calculated by the following: 
 
𝐸 =  𝐸0 −
0.0592
2
log
𝑃𝐻2
(𝐻+)2
=  0 −
0.0592
2
log(1014)2 =  0 −
0.0592
2
(28) =  −0.8288 𝑉  (2.29) 
 
[H+] obtained from the pH from the following equation: 
 
 pH = -log [H+] (2.30) 
 
The stability of water at various pHs can be expressed by a potential/pH relationship, known as a 
“Pourbaix diagram” (Figure 2.7). Thus, Ecell does not change with pH as both redox couples 
shift -59.2 mV/pH, according to the Nernst equation.  
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Figure 2.7 Pourbaix diagram for water under standard temperature and pressure. The x-axis shows the 
potential against the SHE and the y-axis is the pH of the electrolyte. Assuming no overpotential, at EH 
and pH outside the shaded area, O2 or H2 evolution will occur from the electrode until equilibrium is 
reached due to the decomposition of water. 
 
Using the Nernst equation, the upper stability limit (Equation 2.31) and lower stability limit 
(Equation 2.32) of an aqueous electrolyte at various pH can be easily written as: 
 
 E = 1.23 V – 0.592 * pH(V) (2.31) 
 
 E = 0 V – 0.592 * pH(V) (2.32) 
 
However, the potential window of aqueous electrolytes can vary from the theoretical value for the 
breakdown of water of 1.23 V, due to higher or lower overpotentials for oxygen and/or hydrogen 
evolution.[31] The overpotential of a cell (which is directly related to a cell’s voltage efficiency) can vary 
by the cell design (e.g., type of current collector used) and the active material stability window. 
Decreased overpotentials (lower V) have a negative impact on the overall energy density of a cell 
according to Equation 2.13. 
 
 
82 
 
The ionic strength of an electrolyte solution is a measure of the concentration of ions in that solution, 
regardless of the dissociation strength or activity. The molar ionic strength (I) of all ions in a solution 
can be calculated by the following equation: 
 
𝐼 =  
1
2
∑ 𝑐𝑖𝑧𝑖
2
𝑖   (2.33) 
 
where ci is the molar concentration of the ion, zi is the charge number of the ion, and the sum is taken 
over all ions in the solution. 
 
Properties of the ions in the electrolytes used in this thesis are shown in Table 2.1. B-coefficients of the 
Jones-Dole empirical expression of the relative viscosities of electrolyte solutions are used due to 
several advantages; i.e., it is an excellent source of primary data, provides information concerning the 
solvation of the ions and their effects, and correlations can be made with the coefficients and other ion-
additive properties.[32] 
 
Table 2.1 Properties of electrolyte ions at 25 oC. 
Ion Diameter (nm)[33] Viscosity B-coefficienta 
(dm3 mol-1)[32] 
Conductivityb 
(S m2 mol-1)[34] 
H3O
+ 0.2755 0.068 349.8 
Na+ 0.2356 0.085 50.1 
K+ 0.2798 -0.009 73.5 
SO4
2- 0.3815 0.206 159.6 
OH- 0.2660 0.122 198.0 
a B-coefficients of ions in aqueous solution. b At infinite dilution. 
 
2.3.3   Two-Electrode Systems 
 
Full cell supercapacitors consist of a two-electrode configuration rather than three-electrode 
configuration. The advantage of the three-electrode configuration is that the exact potential can be 
controlled and that the potential will be kept constant should any changes to the active materials occur 
during operation. In the two-electrode configuration, only the voltage can be controlled but not the exact 
potentials where the voltage lies. However, it is known that overestimations of capacitance may occur 
in the three-electrode configuration,[21] so studying supercapacitor performance in a two-electrode set-
up can give more realistic results and minimise any errors. 
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Full cell supercapacitors can be constructed in a symmetric or asymmetric configuration (Figure 2.8).[35] 
Symmetric supercapacitors uses two identical electrodes separated by an electrolyte. The symmetric 
system is simpler, thus commonly used commercially, and is good for evaluating an active material 
alone. Asymmetric supercapacitors (also known as hybrid capacitors) uses two dissimilar electrodes, 
such as a porous carbon and a battery-type electrode. The advantage is that higher energy and power 
densities can be utilised due to the non-identical potentials of the electrodes. However, as one of the 
electrodes is entirely pseudocapacitive, the stability of the cell is usually lower. 
 
 
Figure 2.8 Schematic representations of a) symmetric capacitor and b) asymmetric capacitor. Figure 
modified from literature source.[35] 
 
For the two-electrode symmetric cell, the specific capacitance (Cs2) of a single electrode can be 
calculated. The specific capacitance (Csv2) from CV in the two-electrode configuration can calculated 
using the following equation:[36]   
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 Csv2 = 2(qa + qc)/(mtsΔV) (2.34) 
 
where mt is the total mass of active material in both electrodes. 
 
The specific capacitance (Csc2) from charge-discharge profiles in the two-electrode configuration can 
be calculated using the following equation:[22]  
 
 Csc2 = 4(I×t)/(V×mt) (2.35) 
 
The capacitance from impedance spectroscopy (Csi2) in the two-electrode configuration can be 
calculated using the following equation:[22]  
 
 Csi2 = -2/(πfZ”mt) (2.36) 
 
Electrochemical analyses presented in this thesis were performed as follows. 
 
2.3.4   Electrode Preparation 
 
Graphite substrates (10 x 10 x 5 mm, Well Hand Industrial Corp.) were polished using fine sand paper 
and sonicated with DI water in an ultrasonic bath for 10 min, then with 0.5 M H2SO4 for 10 min, and 
finally with deionised water for 30 min. The substrates were then dried in an oven at 80 °C overnight. 
The mass of the electrodes were then measured. Active material (8 mg, 80 wt%) was mixed with Super 
C65 carbon black (1 mg, 10 wt%) and poly(vinylidine difluoride) (PVDF, 1 mg, 10 wt%) in 
N-methylpyrrolidinone (NMP, 1 mL) solvent. The resulting slurry was homogenised by ultrasonication 
and a total of 1 mg of the active material mass was coated onto an exposed surface of 10 x 10 mm of 
the substrate by pipette. The substrate was dried at 80 °C overnight in an oven. Mass loading of the 
substrate was then measured. The samples were weighed on a 5 decimal place balance. 
 
2.3.5   Electrochemical Measurements 
 
The electrochemical responses were investigated using a EC-Lab SP-200 (Bio-Logic Science 
Instruments SAS, France) in a two- or three-electrode configuration in a jacketed cell at 25 °C. In the 
three-electrode configuration, a Ag/AgCl electrode (Argenthal, 3 M KCl, 0.207 V vs. standard 
hydrogen electrode at 25 °C) was used as the reference electrode and a platinum wire was employed as 
the counter electrode. A Luggin capillary was used to minimise errors due to ohmic potential (iR) drop 
in the electrolyte. In the two-electrode configuration, graphite-based working electrodes without 
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separator were used in the same jacketed cell. Electrolyte solution was degassed for at least 30 min with 
N2. 1 M H2SO4, 1 M Na2SO4, or 3 M KOH was used as the electrolyte solution for evaluating the 
capacitive performances. 
 
2.4   Thermogravimetric Analysis (TGA) 
 
TGA measures the mass of a sample over time with varying temperature. The measurement can provide 
information about phase transitions, absorption and desorption, decomposition, and solid-gas reactions. 
A variety of gases can be used, such as N2 and air. TGA can be useful to estimate yields from 
carbonisations at distinct temperatures or to observe the inorganic content of a material. 
 
The TGA analyses presented in this thesis were performed as follows. TGA was carried out in 
platinum pans using a Q5000IR analyser (TA instruments) with an automated vertical overhead 
thermobalance. The samples were heated on a high temperature platinum pan at 5 °C min-1 to 1000 °C 
under nitrogen. 
 
2.5   Powder X-Ray Diffraction (PXRD) 
 
PXRD is a method used to determine the crystalline or semi-crystalline structure of materials through 
the use of X-rays. The sample is irradiated with X-rays and scatters in a specular fashion if the radiating 
wavelength is comparable to the interatomic spacings of the crystalline system. The waves which are 
scattered from the crystalline material can interfere constructively and remain in phase; occurring when 
the angle of incidence is equal to the angle of scattering, and the path lengths of the two waves is equal 
to an integer number of the wavelengths (Figure 2.9). A detector in the instrument measures the 
intensity and angles of diffracted beams. 
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Figure 2.9 Schematic representation of the Bragg model of diffraction. Figure reprinted from the 
Spanish National Research Council. 
 
Bragg’s Law describes the condition on the scattering angle (θ) for constructive interference to be at its 
strongest:[37] 
 
 2d sinθ = nλ (2.37) 
where d is distance, n is a positive integer, and λ is the wavelength of the incident wave. 
 
In PXRD, this results in a one-dimensional dataset as the random orientation of bulk particles—due to 
being a powdered sample rather than a single crystal—resulting in an averaging of the crystallite 
orientation. This yields less information than single crystal X-ray diffraction which uses a two-
dimensional detector, however, powder samples are usually easier to obtain as they do not require one 
to grow single crystals.[38] For this reason, PXRD is routinely used to characterise materials. As 
amorphous carbons are made throughout the thesis, one expects to only see broad diffraction peaks. 
However, the method can be used to check for trace metal impurities which will be observed as sharp 
peaks, as is the case in Chapter 4 and 6. 
 
PXRD analyses presented in this thesis were performed as follows. PXRD data were collected in 
transmission mode on loose powder samples held on thin Mylar film in Stainless steel well plates on a 
Panalytical X'Pert PRO MPD equipped with an high throughput screening (HTS) XYZ stage, X-ray 
focusing mirror, 1/2 degree divergence slit, 0.04 degree soller slits, 4 mm beam mask and PIXcel 
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detector, using Cu Kα radiation. Data were measured over the range 5-50° 2ϴ in 0.013° steps over 60 
minutes. 
 
2.6   Raman Spectroscopy 
 
Raman spectroscopy provides structural information of materials by observing the vibrational, 
rotational, and other low-frequency modes in the system.[39] This is performed by illuminating a sample 
with a laser beam in the visible, near infrared, or near ultraviolet range. The laser light interacts with 
the various nodes in the system, resulting in the energy of the laser photons being shifted up or down. 
This shift in energy gives information about the vibrational modes (Raman shifts) in the system, which 
are typically reported in wavenumbers. For carbon, the disordered (D) and graphitic (G) bands are of 
the most interest and can be monitored at ~1350 cm-1 and ~1590 cm-1, respectively. A 2D band (also 
known as G‘) can also be monitored at ~2650 cm-1, however, this is usually observed in single layer or 
highly ordered carbons.[40] 
 
Ramen spectroscopy analyses presented in this thesis were performed as follows. Raman spectra 
were recorded with a Raman microscope (Renishaw inVia), using a 785 nm wavelength laser focused 
through an inverted microscope (Leica), via a 50x objective (Leica). Loose powders were mounted on 
pyrex glass slides for measurement. 
 
2.7   Elemental Analysis 
 
Elemental analysis quantitively determines the elemental composition of a sample. The most common 
form of elemental analysis determines the level of carbon, hydrogen, nitrogen, and sulfur elements by 
combustion analysis. This is performed by burning the sample in an excess of oxygen and collecting 
the combustion products: CO2, H2O, NOx, and SO2, with the masses used to calculate the composition 
of the sample. The method is useful for quantifying changes in the material after carbonisation reactions 
as the elemental composition cannot be theoretically calculated like in traditional chemistry reactions. 
 
Elemental analyses presented in this thesis were performed as follows. CHN elemental analysis was 
conducted on a Thermo FlashEA 1112. CHNS elemental analysis was conducted on an Elementar vario 
MICRO cube. This was performed by the Chemistry Department Service at the University of Liverpool. 
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2.8   X-ray Photoelectron Spectroscopy (XPS) 
 
XPS is a quantitative technique that measures the surface elemental composition, empirical formula, 
chemical state, and electronic state of the elements in a material. This is performed by irradiating a 
material with X-rays and simultaneously measuring the kinetic energy and number of electrons that 
escape from the 0 to 10 nm range of the material. Peaks from a single element can then be quantified 
and partitioned into different bonding states using a table of binding energies, allowing the environment 
of the element to be probed within the material. XPS is complimentary to elemental analysis; as XPS is 
a surface technique, elemental analysis is a bulk technique. XPS also has advantages of quantifying O 
and metal contents. 
 
XPS analyses presented in this thesis were performed as follows. XPS spectra were obtained using 
two systems. The first system used a standard ultrahigh vacuum surface science chamber consisting of 
a PSP Vacuum Technology electron energy analyser (angle integrating ±10◦) and a dual anode X-ray 
source. The base pressure of the system was less than 2 × 10−10 mbar, with hydrogen as the main residual 
gas in the chamber. These XPS measurements were carried out with a Mg K-alpha source (1253.6 eV).  
The spectrometer was calibrated using Au 4f7/2 at 83.9 eV. The samples were corrected for charging 
using the adventitious carbon 1s peak to 284.6 eV. The peaks were deconvoluted using the CASA XPS 
software. These were performed by Dr David Hesp and Thomas Whittles. The second system used a 
Thermo Scientific K-Alpha spectrometer with a microfocused monochromatic Al Kα X-ray source at 
an energy, voltage, current, and power of 1486.6 eV, 12 kV, 3 mA, and 36 W, respectively. These were 
performed by the National EPSRC XPS Users' Service (NEXUS) at Newcastle University. 
 
2.9   Inductively Coupled Plasma Optical Emission Spectrometry (ICP-OES) 
 
ICP-OES is used to detect chemical elements, namely heavy metals. A sample (if solid) is initially 
digested in strong acid to form a solution. An inductively coupled plasma is then used to produce excited 
atoms and ions from the sample that emits electromagnetic radiation at characteristic wavelengths to a 
particular element. The concentration of the element can also be determined by the intensity of the 
emissions. This is particularly useful to determine the metal content of bulk solid samples (e.g., 
insoluble polymers and carbons), as XPS can only quantify the surface content. 
 
ICP-OES analyses presented in this thesis were performed as follows. ICP-OES was performed on 
a Perkin Elmer 7300DV ICP-OES through microwave digestion of samples in conc. nitric acid. This 
was performed by Butterworth Laboratories Ltd. 
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2.10   Field Emission Scanning Electron Microscopy (FE-SEM) 
 
FE-SEM is used to study the surface structures of materials using a focused beam of electrons. An 
electron beam is accelerated and focused onto a sample which produces secondary electrons that are 
detected. The number of these detected electrons depends on the variations on the surface of the sample. 
By scanning the electron beam and detecting the variation of the number of emitted electrons, a surface 
topography can be constructed. The measurement requires the sample to be conductive (at least on the 
surface) otherwise the non-conductive sample collects charge from the electron beam which causes 
image artefacts to appear. This can be solved by coating the sample with an ultrathin layer of an 
electrically conductive metal by low-vacuum sputter coating. 
 
FE-SEM analyses presented in this thesis were performed as follows. Powdered samples were 
mounted onto carbon tape. Non-conducting materials were sputter coated with gold. High resolution 
imaging of the material morphology was obtained using a Hitachi S-4800 cold FE-SEM. 
 
2.11   High-resolution transmission electron microscopy (HR-TEM) 
 
HR-TEM is used to study the structure within a sample by transmitting a beam of electrons through the 
sample. The electron beam passes through the sample and the interaction of the electrons with the 
sample as it transmits through forms an image. The image is then magnified by other lenses and detected 
 
HR-TEM analyses presented in this thesis were performed as follows. TEM specimens were 
produced by ultrasonically dispersing powder in analytical grade methanol, the suspension was then 
dropped onto copper mesh grids with holey carbon support films and allowed to dry. HR-TEM was 
performed using a JEOL 2100FCS microscope, equipped with a Schottky field emission gun, operating 
at 200 kV. Bright field images were recorded in conventional TEM illumination mode. Chemical 
analyses were performed by energy dispersive x-ray spectroscopy using a windowless EDAX 
spectrometer. This was performed by Dr Karl Dawson. 
 
2.12   Swelling Experiments 
 
HCPs are known to swell in variety of sorbents due to their flexible crosslinking (as discussed in 
Chapter 1). This experiment was performed on carbonised HCPs to show the absence of swelling after 
conversion to porous carbon (Chapter 5). 
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Material swelling analyses presented in this thesis were performed as follows. A variable-volume 
view cell containing optically transparent sapphire windows was used, developed by Licence et al.[41] 
A sample of material (roughly 0.5 cm3) was ground into a coarse powder using a pestle and mortar and 
added into a 1 mL glass vial. The vial was then placed, open, in the view cell, and fixed into position 
using a small piece of adhesive. Images of the samples were taken at ambient pressure and at higher 
pressures under a CO2 atmosphere using a digital camera (Nikon Coolpix P6000). This was performed 
by Dr Meera Vijayaraghavan. 
 
2.13   Metal Uptake Experiments 
 
Porosity in materials not only allows the uptake of liquids and gases, but also metals. This allows for 
applications such as water desalination. In Chapter 6, S-doped carbons were synthesised to target the 
uptake of metal ions. 
 
Metal uptake analyses presented in this thesis were performed as follows. In brief, carbon samples 
were placed into vials containing aqueous metal solutions of varying concentrations and placed on a 
roller at room temperature for 1 h. After this time, the solutions were filtered and analysed by ICP-OES. 
Full details of this procedure can be found in Chapter 6. This was performed by Douglas Parker. 
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Chapter 3 
 
Conjugated Microporous Polymer-Derived 
Carbons for Supercapacitive Energy Storage 
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Engineered Carbons for Supercapacitive Energy Storage Using Conjugated Microporous Polymer 
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3.1   Background and Context 
 
Supercapacitive materials require a well-developed and controlled pore structure to allow the efficient 
diffusion of electrolytes during charging and discharging. However, many of the materials reported 
show ill-defined and diagonal CV curves associated with potentially poor electrolyte diffusion, 
therefore high resistance in their materials. An advantage of CMPs is the ease with which their pore 
size can be tuned, simply by changing the length of the monomer. CMPs are also very stable during the 
carbonisation process, due to their highly conjugated, cross-linked structure, and it was found that the 
pore sizes present in the CMP could be transferred to the carbon, albeit with a slight decrease after 
carbonisation. By optimising the carbonisation procedure and supercapacitor system, we were able to 
obtain CMP-derived carbons that show high capacitance with characteristics of typical supercapacitors. 
 
3.2   Introduction 
 
Supercapacitors are energy-storage devices characterised by high-power density, long cycle life, and 
rapid charge/discharge capability.[1] The demand for new supercapacitive materials is driven by 
technological advances in electronic devices and in transportation requiring high power and large 
energy density. Supercapacitive energy storage operates either by the EDLC mechanism, which favours 
high surface area materials, or by the PC mechanism which is due to redox active groups in the material. 
PC generally provides a higher energy density than EDLC, but typically at the expense of power density 
and cycle life.[2] One strategy for achieving high energy densities while simultaneously keeping a high 
power density and cycle life is to combine principles from both EDLC and PC.  
 
In developing supercapacitive electrode materials, it is important to consider the kinetics of ion and 
electron transport in electrodes and at the electrode-electrolyte interface. Thus, an electrode material 
with fine control over pore structure and good electrical conductivity is required.[3] Activated carbons 
have been studied extensively but a major challenge with these materials is the poor control that exists 
over pore size distribution and pore structure. The process by which carbons are produced using 
activating agents generally results in a broad pore size distribution.[4] Templating methods have been 
employed to assist in the control of pore size distribution, but this still results in large pore lengths (0.5–
1 μm), which make ion diffusion inefficient. 
 
CMPs are a class of materials that combine extended π-conjugation within a microporous framework. 
CMPs have emerged as useful materials for applications such as catalysis,[5] light harvesting,[6] carbon 
dioxide capture,[7] superhydrophobic separations,[8] luminescence,[9] sensing,[10] and fluorescence 
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enhancement.[11] In 2011, Kou et al. reported interesting specific capacitance results for an aza-CMP 
material (Figure 3.1a).[12] However, the CV profiles did not show the rectangular-like i-E curve 
traditionally observed for supercapacitors. Instead the current proportionately increased with the shift 
in electrode potential in both the positive and negative sweeps over the whole potential range 
(Figure 3.1b), which can be associated with high electric resistance and is undesirable for 
supercapacitor applications.[13] The resistance was predominant at faster scan rates, likely due to low 
electrical conductivity or slow electrolyte diffusion through the pore structure. 
 
 
Figure 3.1 a) Synthesis of Aza-CMPs. b) Cyclic voltammograms of Aza-CMP:@350 at scan rates of 
25 (blue), 50 (orange), 100 (green), and 200 mV s-1 (red), and hexaazatriphenylene at a scan rate of 
100 mV s-1 (black). Figure modified from literature source.[12] 
 
Most CMPs, though conjugated in nature, are not often electrically conductive due to the poor orbital 
overlap of the twisted benzene rings (e.g., in polyarylene ethynylenes), the meta-substitution pattern 
often present in CMPs, and inefficient packing within the amorphous 3-D structure. The combination 
of these three factors makes many if not most CMPs reported so far unsuitable for electrochemical 
applications. Thus, a traditional strategy to enhance conductivity in carbon-based materials is to 
graphitise the structure through high temperature carbonisation.[14] CMPs have previously been used as 
carbonisation precursors for gas sorption and related applications but they have not yet been thoroughly 
investigated as supercapacitors.[15] 
 
In this chapter, we explore the effects of carbonisation on the capacitive behaviour of CMPs in aqueous 
electrolytes using voltammetric and galvanostatic charge-discharge techniques. This work overcomes 
the resistivity issues observed by Kou et al. by incorporating high electric conductivity into CMPs 
through graphitising the structure with carbonisation, in addition to allowing pore size control in the 
resultant material. The first reported CMP, ‘CMP-1’[16] was used as an example to demonstrate the 
flexibility of this approach (Scheme 3.1). 
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Scheme 3.1 Synthesis of CMP-1 and subsequent carbonisation method. 
 
3.3   Experimental 
 
3.3.1   Chemical Reagents 
 
1,4-Diiodobenzene, 2,5-dibromoaniline, tetrakis(triphenylphosphine)palladium(0), copper(I) iodide, 
triethylamine, sulphuric acid, sodium sulphate, and potassium hydroxide were purchased from Sigma 
Aldrich. 1,3,5-Triethynylbenzene was purchased from TCI America. DMF and toluene were purchased 
from Fisher Scientific. High purity nitrogen and NH3 were purchased from BOC. All chemicals were 
used as received without any further purification. Triply distilled water was used in all experiments. 
 
3.3.2   Synthesis 
 
Preparation of CMP-1 
CMP-1 was synthesised following a previously reported literature methods.[16] To a flame-dried 
2-necked round bottomed flask under N2 was added 1,3,5-triethynylbenzene (2.25 g, 15 mmol), 
1,4-diiodobenzene (4.95 g, 15 mmol), tetrakis(triphenylphosphine)palladium(0) (693.5 mg, 0.6 mmol, 
4 mol%) and copper(I) iodide (228.5 mg, 1.2 mmol, 8 mol%). The contents were evacuated and purged 
with N2 three times and to this was added DMF (25 mL) and triethylamine (25 mL). The dark brown 
mixture was allowed to stir at 80 °C for 3 d. The resultant brown mixture was allowed to cool, filtered 
and washed with methanol.  The product was further purified by Soxhlet extraction with methanol 
overnight. The contents were then dried in a vacuum oven at 80 °C overnight to yield a dark brown 
solid (4.37 g, >100% yield). Elemental analysis expected: C: 96.53%, H: 3.47%. Elemental analysis 
measured: C: 81.92%, H: 3.65%. 
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Preparation of CMP-1-NH2 
To a flame-dried 2-necked round bottomed flask under N2 was added 1,3,5-triethynylbenzene (200 mg, 
1.33 mmol), 2,5-dibromoaniline (334 mg, 1.33 mmol), tetrakis(triphenylphosphine)palladium(0) 
(61.5 mg, 0.05 mmol, 4 mol%) and copper(I) iodide (20.3 mg, 0.1 mmol, 8 mol%). The contents were 
evacuated and purged with N2 three times and to this was added toluene (3.3 mL) and triethylamine 
(2 mL). The dark brown mixture was allowed to stir at 80 °C for 3 d. The resultant rusty brown mixture 
was allowed to cool, filtered and washed with methanol.  The product was further purified by Soxhlet 
extraction with methanol overnight. The contents were then dried overnight in a vacuum oven at 80 °C 
to yield a light brown solid (351.3 mg, 93% yield). Elemental analysis expected: C: 88.87%, H: 3.73%, 
N: 7.40%. Elemental analysis measured: C: 67.18%, H: 3.34%, N: 2.02%. 
 
Preparation of C1-CMP-1 
CMP-1 (300 mg) was homogeneously dispersed onto a ceramic boat. The ceramic boat was then put 
into a tube furnace and exposed to a flow of N2 at room temperature for 30 min, heated to 800 °C with 
a heating rate of 5 °C min-1, then held at 800 °C for 2 hours before cooling to room temperature. The 
resultant black powder was used as obtained. 
 
Preparation of C2-CMP-1 
This follows the preparation of C1-CMP-1 but the set point was held for 6 h. 
 
Preparation of N1-CMP-1 
This follows the preparation of C1-CMP-1 but CMP-1-NH2 was used as the precursor. 
 
Preparation of N2-CMP-1 
This follows the preparation of C1-CMP-1 but NH3 was initially used in place of N2 until the heating at 
set point was complete, then the gas flow was switched with a N2 flow. 
 
Preparation of N3-CMP-1 
This follows the general preparation of N2-CMP-1 but C1-CMP-1 was used as the precursor. 
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3.4   Results and Discussion 
 
3.4.1   Methodology of Conjugated Microporous Polymers-Derived Carbons 
 
Using a heating ramp rate of 5 °C min-1, CMP-1 was carbonised at 800 °C for either 2 h or 6 h under a 
N2 atmosphere. The resultant carbons, without post-treatment, were labelled as C1-CMP-1 and 
C2-CMP-1, respectively. A set point hold time of 6 h is relatively long compared to what is often used 
for other carbonisation precursors, which typically require heating at set point of around 2 h.[17, 18] This 
was used due to the thermally stable nature of CMP-1 (Figure 3.2), which is already highly conjugated 
and has fewer hydrogens to remove than most other carbon precursors. An advantage of this is the 
relatively high carbonisation yields obtained when using CMPs as precursors (Table 3.1). The longer 
set point hold time for C2-CMP-1 results in a slightly more carbonised material, which can be seen by 
comparing the C, H, N elemental analysis for C1-CMP-1 and C2-CMP-1. 
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Figure 3.2 TGA analysis of (a) CMP-1, (b) CMP-1-NH2, (c) C1-CMP-1, (d) C2-CMP-1, (e) N1-CMP-1, 
(f) N2-CMP-1, and (g) N3-CMP-1 measured at a heating rate of 20 °C min-1 under nitrogen flow. 
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Table 3.1 Physical properties of pre- and post-carbonised CMPs. 
  Pore volume (cm3 g-1)  Elemental analysis (%) 
Sample Surface area 
(m2 g-1)a 
Total pore 
volumeb 
Micropore 
volumec 
Yield (%)d C H N 
CMP-1 737 0.41 0.18 - 81.92 3.65 - 
CMP-1-NH2 522 1.07 0.04 - 67.18 3.34 2.02 
C1-CMP-1 608 0.33 0.22 80 87.92 0.62 - 
C2-CMP-1e 577 0.31 0.21 70 88.51 0.56 - 
N1-CMP-1 791 1.15 0.18 73 85.00 0.59 1.89 
N2-CMP-1f 1139 0.64 0.40 49 75.98 0.87 9.07 
N3-CMP-1f 1436 0.76 0.51 60 80.79 0.70 7.14 
a Apparent BET surface area. b Calculated by single point pore volume at P/P0 = 0.99. c Determined by 
DFT method. d Yield calculated from final mass against the starting precursor mass. e Held at set point 
for 6 h. f NH3 gas was used during the carbonisation. 
 
Nitrogen-doping is known to be beneficial for supercapacitive materials because it enables easier 
dipolar attraction with the electrolyte cations,[19] gives rise to additional pseudocapacitive 
contributions,[20] and enhances electrical conductivity.[21] An amine-functionalised CMP-1 
(CMP-1-NH2), similar to one previously synthesised in our group,[22] was carbonised in the same way 
as C1-CMP-1 to produce N1-CMP-1. Replacement of the N2 gas flow with NH3 in the carbonisation 
process of CMP-1 allowed incorporation of additional nitrogen content into the graphitised polymer, 
N2-CMP-1. Further carbonisation of C1-CMP-1 in the presence of ammonia afforded a third nitrogen-
doped carbon, N3-CMP-1 (Table 3.1). 
 
TGA curves of some representative samples indicated residual masses of 5–7% (Figure 3.3) and 
indicated slightly higher thermal stabilities of N2-CMP-1 and N3-CMP-1 which both use a pre-
carbonised sample as a precursor (C1-CMP-1). 
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Figure 3.3 TGA analysis of CMP-derived carbons heated in air. 
 
3.4.2   Structure and Properties of Conjugated Microporous Polymer-Based 
Materials 
 
Heating of pristine or carbonised CMP-1 in the presence of NH3 resulted in a dramatic increase in 
porosity, concomitant with increased N-doping, as observed by XPS. XPS of N1-CMP-1 shows a 
primary C 1s peak at 285 eV, a small O 1s peak at 533.3 eV, and a weak N 1s peak at 401.2 eV 
(Figure 3.4a).[23] N2-CMP-1 and N3-CMP-1 has a dominant C 1s peak at 285 eV, a smaller signal for 
the O 1s peak at 533.2 eV, and a N 1s peak at 400.1 eV (Figure 3.4b,c). Analysis of the C 1s peak for 
all the samples suggests the presence of C=C at 284.7 eV,[24] sp2 bonded C=N at 285.5 eV, and sp3 
bonded C-N at 286.9 eV.[25] These peaks verify the integration of N atoms into the carbonised CMP-1 
samples (1.9% N/C atomic ratio in N1-CMP-1; 10.4% N/C atomic ratio in N2-CMP-1; 5.3% N/C 
atomic ratio in N3-CMP-1). Further investigation of the high-resolution N 1s spectrum of these samples 
confirms the presence of pyridinic (398.3 ± 0.2 eV), pyrrolic (399.9 ± 0.2 eV), quaternary 
(401.1 ± 0.2 eV), and oxidised (402.8 ± 0.2 eV) nitrogen (Figure 3.4d,e,f).[18, 23, 26] The pyridinic and 
pyrrolic peaks at lower binding energies contribute to the π-conjugated system with a pair of p-electrons. 
Substitution of carbon atoms with nitrogen in the form of “graphitic” nitrogen results in higher N 1s 
binding energies. The highest energy peak in this environment is commonly associated with highly 
electronegative oxidised nitrogen.[27] Discounting quaternary nitrogen, all other nitrogen functional 
groups are situated at the edges of the layers. The different methods of N-doping results in different 
ratios of pyridinic, pyrrolic, quaternary, and oxidised nitrogen in the material (Table 3.2) The main 
conclusion of the nitrogen peak deconvolution analysis is that all samples contain a small amount of 
oxidised nitrogen. The pyridinic, pyrrolic, and quaternary functionalities are mostly present in identical 
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quantities in N1-CMP-1, whereas pyridinic and pyrrolic nitrogen are dominant in the N2-CMP-1 and 
N3-CMP-1 samples, with N3-CMP-1 containing the largest amount of pyrrolic nitrogen groups. 
 
 
Figure 3.4 XPS spectra for the (a-c) survey scans of (a) N1-CMP-1, (b) N2-CMP-1, (c) N3-CMP-1, 
and the (d-f) N 1s core-level spectra of (d) N1-CMP-1, (e) N2-CMP-1, (f) N3-CMP-1. 
 
Table 3.2 Distribution of N groups from XPS of N 1s. 
 Amount (%) 
Sample Pyridinic Pyrrolic Quaternary Oxidised 
N1-CMP-1 31.15 30.75 35.91 2.19 
N2-CMP-1 54.34 28.59 15.21 1.86 
N3-CMP-1 52.32 39.90 7.59 0.20 
 
The surface area and pore structure of the CMPs and carbonised materials were investigated by nitrogen 
sorption measurements at 77.3 K. Both CMP-1 and the carbonised materials produced from this 
precursor show predominantly Type I isotherms, or Type I with some Type IVa isotherm character: 
there is steep adsorption at low relative pressure, indicating microporosity, and a hysteresis loop around 
P/P0 = 0.5, indicating mesoporosity (Figure 3.5a). CMP-1-NH2 and its carbonised sample, N1-CMP-1, 
show Type II isotherms with the adsorption curve increasing steeply at higher relative pressure, which 
can be ascribed to macroporosity. Figure 3.5b shows the pore size distribution curves for these 
materials derived using nonlocal density functional theory (NL-DFT). After carbonisation, the pore size 
decreases by about 2.5 Å compared to the pristine CMP and no additional peaks are observed. This is 
likely due to further micropore development of the porous carbonised materials from their CMP 
precursors, as seen in Table 3.1. The result shows that it is possible to produce carbonised CMP 
materials with fine-tuned pore sizes that are related to the pore structure of the CMP precursor. This is 
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a significant advantage, particularly when engineering pore sizes for efficient electrolyte ion diffusion 
in supercapacitors. Both CMP precursors seem to give better control than a previous study that uses a 
different porous polymer, PAF-1, as the carbon source.[28] 
 
 
Figure 3.5 (a) Nitrogen adsorption-desorption isotherms of carbonised CMPs at 77.3 K (the adsorption 
and desorption branches are labelled with filled and empty symbols, respectively) and (b) pore size 
distribution calculated by NL-DFT. 
 
FE-SEM was used to study the morphology of CMP-1 and the carbonised samples. The carbonised 
samples (Figure 3.6) all show similar morphologies to those of the parent polymer, CMP-1. This shows 
that the morphology of CMP-1 is retained during carbonisation, and the enhanced electrochemical 
properties are unlikely due to a morphology change. 
 
104 
 
Figure 3.6 FE-SEM images of (a, b) CMP-1, (c, d) C1-CMP-1, and (e, f) C2-CMP-1 at low and high 
magnifications, respectively. 
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Figure 3.6 FE-SEM images of (g, h) N1-CMP-1, (i, j) N2-CMP-1, and (k, l) N3-CMP-1 at low and 
high magnifications, respectively. 
 
Raman spectroscopy was used to investigate the graphitic structures in the carbonised CMPs 
(Figure 3.7). Two first-order Raman bands are present between 1100 and 1800 cm-1; namely the D band 
at ~1350 cm-1 and the G band at ~1590 cm-1 attributed to the breathing mode of К-point phonons of A1g 
symmetry and the in-plane stretching motion of symmetric sp2 C-C bonds respectively.[29] 
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Figure 3.7 Raman spectra of carbonised CMPs with peaks at 1350 cm-1 and 1596 cm-1 assigned to the 
D band and G bands, respectively. 
 
Reports demonstrate that the intensity ratio ID/IG of the D and G bands in Raman can be used to roughly 
estimate the average in-plane crystallite size (La) of the graphene sp
2 domains (Equation 3.1):[30] 
 
𝐿𝑎(𝑛𝑚) = (2.4 × 10
−10)λl
4(
𝐼𝐷
𝐼𝐺
)−1  (3.1) 
where λl is the wavelength of laser in nanometer units and ID/IG is the ratio between the D band and 
G band from Raman spectroscopy.  
 
The ID/IG ratio varied from 2.29 to 2.92, which would suggest a range of crystalline domains between 
31 and 40 nm within the structure. HR-TEM also supports some increase in ordering, with aligned 
features observed in the carbonised material and none in the as-made CMPs (Figure 3.8). The materials 
thus show evidence for enhanced long-range structure ordering after the carbonisation treatment. 
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Figure 3.8 HR-TEM of (a) CMP-1 and (b) N1-CMP-1. 
 
3.4.3   Supercapacitive Performances of CMP-Based Carbons 
 
The electrochemical performance of the resulting samples was initially evaluated by CV measurements 
in a 1 M H2SO4 aqueous electrolyte using a three-electrode cell. Figure 3.9a shows the CVs of the 
carbonised CMP-1 samples at a scan rate of 20 mV s-1. The current response from C1-CMP-1 is 
increased compared with CMP-1, yielding a specific capacitance of 31.0 F g-1 for C1-CMP-1 compared 
with 1.8 F g-1 for CMP-1. This demonstrates carbonised CMP-1 has enhanced electrochemical 
conductivity compared to its precursor. C2-CMP-1 shows an increase in current density from the CV 
and achieves a higher specific capacitance of 66.1 F g-1 at 20 mV s-1. The CV curve of C2-CMP-1 also 
shows a more quasi-rectangular shape, which typically characterises good reversible supercapacitor 
behaviour.[31] 
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Figure 3.9 (a) Cyclic voltammograms of CMP-1 and carbonised CMPs at a scan rate of 20 mV s-1: 
CMP-1 (1), C1-CMP-1 (2), C2-CMP-1 (3), N1-CMP-1 (4), N2-CMP-1 (5) and N3-CMP-1 (6). 
(b) Specific capacitance at varying scan rates. (c) Galvanostatic charge-discharge curves of CMP-1 and 
carbonised CMPs at a current density of 1 A g-1. (d) Cyclic voltammograms of N3-CMP-1 at varying 
scan rates between 10 mV s-1 and 200 mV s-1. (e) Cyclic voltammograms of N3-CMP-1 at varying scan 
rates between 200 mV s-1 and 1000 mV s-1. (f) Galvanostatic charge discharge curves of N3-CMP-1 at 
current densities between 0.1 A g-1 and 1 A g-1. (g) Galvanostatic charge discharge curves of N3-CMP-1 
at current densities between 1 A g-1 and 10 A g-1. (h) Cycling stability of N3-CMP-1 at a current density 
of 5 A g-1. (i) Nyquist impedance spectrum of N3-CMP-1 measured at 350 mV vs. Ag/AgCl in 1 M 
H2SO4. 
 
Nitrogen containing carbonised CMPs showed increased performances, with capacitances of 96.5 F g-1 
for N1-CMP-1, 150.1 F g-1 for N2-CMP-1, and 160.9 F g-1 for N3-CMP-1 at 20 mV s-1. However, the 
CV curve of N1-CMP-1 shows a more inclined shape compared with the other samples, which may be 
due to limited ion diffusion.[32] This would explain why the capacitance decreases rapidly as the scan 
rate increases and the transport time decreases (Figure 3.9b). The ammonia-treated CMPs, N2-CMP-1 
and N3-CMP-1, showed high current responses and therefore better capacitive performance. The better 
performance of N3-CMP-1 is likely due to its higher surface area and greater volume of micropores, 
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which contribute to the quasi-rectangular symmetrical shape that denotes a highly reversible 
supercapacitor. The GCD times (Figure 3.9c) are consistent with the charge densities of the CV results. 
All the carbonised CMP materials showed a triangular GCD shape, which is typical behaviour for 
constant charge and discharge for supercapacitive materials. The N-doped CMPs’ superior function can 
be compared with N-doped carbonised PAF-1,[33] which showed non-triangular GCD profiles. This was 
particularly pronounced at lower current densities, and may indicate poor reversibility, as was also 
indicated by the non-rectangular CV profiles produced for the PAF-1 derived materials at higher scan 
rates, possibly due to unideal resistance. 
 
N3-CMP-1 shows high capacitance and possesses nearly identical voltammetric charges when 
integrating from both the positive and negative sweeps, indicating excellent reversibility. The 
electrochemical behaviour of this sample was studied further, and CV responses of N3-CMP-1 at scan 
rates from 10 mV s-1 to 200 mV s-1 are shown in Figure 3.9d. The CV retains a quasi-rectangular shape 
when the scan rate is increased, with the capacitance only reducing from 164.6 F g-1 at 10 mV s-1 to 
144.0 F g-1 at 200 mV s-1, demonstrating excellent capacitance rate-retention. Moreover, a specific 
capacitance of 121.6 F g-1 was measured at the extremely fast scan rate of 1000 mV s-1. Voltammetric 
currents of the material also swiftly reach their respective plateau when the direction of the potential 
sweep is changed; even with scan rates as fast as 1000 mV s-1 (Figure 3.9e). This indicates a low ESR 
for the material, arising from its high electronic conductivity and the low ionic resistance of the 
electrolyte within the pores during charging and discharge.[34] The GCD profile (Figure 3.9f,g) also 
show a consistent triangular shape with varying current densities from 0.1 A g-1 to 10 A g-1, leading to 
capacitances of 175.3 F g-1 at 0.1 A g-1, 164.0 F g-1 at 1.0 A g-1, and 148.6 F g-1 at 10 A g-1, highlighting 
this material’s notable capacitance retention and Coulombic efficiencies of 97%, 100%, and 100%, 
respectively. Even after 10000 GCD cycles at a current density of 5 A g-1, the material did not show 
any loss in capacitance suggesting excellent stability (Figure 3.9h). In fact, a slight increase in 
capacitance was observed which is likely due to progressive wetting of a small fraction of less accessible 
and therefore previously occluded pores during extended cycling. A Nyquist plot of N3-CMP-1 in the 
low frequency region shows the impedance of the imaginary part approaches vertical, indicative of 
typical ideal capacitive behaviour (Figure 3.9i).[35] 
 
The respective contributions of EDLC and PC of N3-CMP-1 can be compared against each other due 
to the relatively slower electrochemical kinetics that arise from Faradaic redox reactions participating 
in the PC mechanism,[20] originating from the same procedure in estimating the outer electroactive sites 
of metal oxides.[36] The total maximum specific capacitance, CS,T,M, is partitioned from EDLC and PC. 
In this procedure, the total voltammetric charge, qT, is calculated by estimating the charge to v = 0 from 
the plot of 1/q vs. v1/2 (Figure 3.10a). The specific capacitance associated with EDLC, CS,DL, is 
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calculated from the double-layer charge, qDL, which is estimated from the charge to v = ∞ from the plot 
of q vs. v-1/2 (Figure 3.10b). The PC charge can be obtained by the difference between qT and qDL. Thus, 
CS,T,M, CS,DL, and CS,P, is calculated by dividing the corresponding charge with its respective potential 
window of the CV, i.e., 0.9 V and 1.1 V for 1 M H2SO4 and 3 M KOH respectively (Table 3.3). The 
presence of N-containing functional groups in the material gives rise to 14% pseudocapacitance 
associated with CS,T,M. Therefore the material possesses both EDLC and PC mechanisms which can be 
seen from the redox peaks in Figure 3.9d. 
 
 
Figure 3.10 (a) Dependence of 1/q on v1/2 and (b) dependence of q on v-1/2 for N3-CMP-1 in acidic and 
basic electrolytes. 
 
Table 3.3 Summary of maximum total specific capacitance (CS,T,M), double-layer capacitance (CDL) and 
pseudocapacitance (CP) of N3-CMP-1 in acidic and basic electrolyte. 
Electrolyte CS,T,M (F g
-1) CDL (F g
-1) CP (F g
-1) CP/CS,T,M (F g
-1) 
1 M H2SO4 169.5 145.3 24.2 14.3 
3 M KOH 185.2 157.1 28.1 15.2 
 
3.4.4   Electrolyte Optimisation 
 
N3-CMP-1 was further investigated using different aqueous electrolytes of varying pH. The ionic 
strength was kept constant to correspond to the 1 M H2SO4 that was used previously. Figure 3.11a 
shows the CVs of N3-CMP-1 in 1 M Na2SO4 at scan speeds from 10 mV s-1 to 200 mV s-1. The CV 
profile of 1 M Na2SO4 shows a quasi-rectangular shape with good capacitances of 116.9 F g-1 at 
10 mV s-1 and 100.3 F g-1 at 200 mV s-1. The voltammetric currents when using 1 M Na2SO4 aqueous 
electrolyte are slightly lower than when using 1 M H2SO4, which is a known phenomenon due to better 
conductivity of acidic electrolyte arising from the proton hopping mechanism in aqueous media.[37] This 
electrolyte also yielded symmetrical triangular GCD profiles (Figure 3.11b), with a specific 
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capacitance of 145.4 F g-1 at 0.1 A g-1. The use of 3 M KOH for N3-CMP-1 gave rise to a fair 
quasi-rectangular CV profile, showing capacitances of 175.7 F g-1 at 10 mV s-1, 155.7 F g-1 at 200 mV 
s-1 and 127.9 F g-1 at 1000 mV s-1 (Figure 3.11c). Unusually, and in contrast to the previous proton 
hopping argument, the specific capacitance values were higher with 3 M KOH than with 1 M H2SO4. 
The GCD tests on N3-CMP-1 emphasise this and show a large capacitance of 260.0 F g-1 at a current 
density of 0.1 A g-1 (Figure 3.11d). This is not conventional for supercapacitors, although the shape of 
the CV was less symmetrical when using basic media, which suggests that there may be increased redox 
activity seen from the addition peaks. This is supported by a larger PC contribution, of 15%, towards 
CS,T,M when compared to acidic electrolyte (Table 3.3).  
 
 
Figure 3.11 (a) Cyclic voltammograms of N3-CMP-1 at varying scan rates in 1 M Na2SO4. 
(b) Galvanostatic charge-discharge curves of N3-CMP-1 at varying current densities in 1 M Na2SO4. 
(c) Cyclic voltammograms of N3-CMP-1 at varying scan rates in 3 M KOH. (d) Galvanostatic charge-
discharge curves of N3-CMP-1 at varying current densities in 3 M KOH. 
 
N3-CMP-1 also retains a quasi-rectangular shape at very high scan rates in both 1 M Na2SO4 and 
3 M KOH (Figure 3.12) and good capacitance retention (Figure 3.13), which shows the material has a 
pore structure suitable for efficient diffusion of these electrolytes. 
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Figure 3.12 Cyclic voltammograms of N3-CMP-1 in (a) 1 M Na2SO4 and (b) 3 M KOH at high scan 
rates. 
 
 
Figure 3.13 Specific capacitance of N3-CMP-1 at varying scan rates in 1 M Na2SO4 and 3 M KOH. 
 
In addition to the larger pseudocapacitive contributions when using KOH, the ion sizes are also smaller 
than for H2SO4.[38] As N3-CMP-1 retains its microporosity during carbonisation, the relatively small 
pore diameter of ~10 Å may also allow better diffusion of KOH, resulting in higher capacitances. 
 
Ragone plots of N3-CMP-1 show that in KOH, the material exhibits maximum energy and power 
densities of 43.7 W h kg-1 and 5.5 kW kg-1, respectively (Figure 3.14a). The material reaches the energy 
regimes of Li-ion batteries whilst retaining power densities of supercapacitors (Figure 3.14b), therefore, 
showing promise in using CMP-derived materials for supercapacitors. 
 
 
113 
 
 
Figure 3.14 (a) Ragone plots of N3-CMP-1 in 1 M H2SO4 and 3 M KOH. (b) Overlay of results with 
other energy storage devices, adapted from literature source.[39] 
3.5   Conclusions and Outlook 
 
In summary, conductive CMP-type materials were prepared by carbonisation of CMPs using various 
methods. Our best performing material, N3-CMP-1, shows ideal supercapacitive behaviour, with a high 
capacitance of 175 F g-1 and no signs of degradation after 10000 cycles with an acidic electrolyte. It 
was also shown that more ideal capacitor behaviour can be achieved with a neutral electrolyte and that 
an even higher capacitance of 260 F g-1 can be obtained with a basic electrolyte. These promising initial 
results open up a new method to access electro-active properties from CMPs.  
 
The application of carbonised CMPs to supercapacitors offers exciting opportunities, and indeed three 
further works on this topic were published during the undergoing of this project. Yuan et al. initially 
produced a pillared porous graphene framework through the Yamamoto coupling of functionalised 
reduced graphene oxide possessing a capacitance of 286 F g-1 at 10 mV s-1.[40] They developed this 
further with a composite material composed of a CMP and graphene.[41] Our results demonstrate a 
simpler, more direct approach that can be used for a whole library of CMPs. The approach reported by 
Bhosale et al. requires a specific N- and S- containing CMP precursor; however this yielded a non-
rectangular CV profile, which suggests a more resistive material.[42] At the time of writing this thesis, 
there has been numerous reports on CMP-derived supercapacitors which have built upon the work 
presented in this chapter.[43] There has also been a few recent reports that utilises CMPs as 
supercapacitors without high temperature synthesis or carbonisation.[44] This remains a challenge as 
CMPs are generally not electronically conductive, so supercapacitor performance is only derived from 
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the PC mechanism with relatively poor performance characteristics (CV and GCD shapes) compared 
to traditional supercapacitors. Until conductive CMPs are discovered, carbonisation remains a viable 
and efficient option to impart electric conductivity in these types of materials. 
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Chapter 4 
 
Hypercrosslinked Polymer-Derived Carbons 
for Supercapacitive Energy Storage 
 
 
 
 
 
 
Some of the contents in this chapter are taken from Paper III. 
J.-S. M. Lee, M. E. Briggs, C.-C. Hu, A. I. Cooper, “Controlling Electric Double-Layer Capacitance 
and Pseudocapacitance in Heteroatom-Doped Carbons from Hypercrosslinked Polymers”. Nano 
Energy 2018, 46, 277–289. 
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4.1   Background and Context 
 
Working towards cheaper and more sustainable materials, HCPs are good candidates as they can be 
synthesised from low-cost precursors via scalable reactions. In addition to this, the synthetic diversity 
of HCPs is large, thus their properties can be tuned towards specific applications. This strategy was 
utilised by synthesising a range of HCPs which do and do not contain various heteroatoms, applying 
electrical conductivity through various carbonisation temperatures, and observing their performances 
as supercapacitors. Through this method, it was found that one could control which of the two 
supercapacitive mechanisms were dominant. Through optimisation, two materials were produced—one 
EDLC dominant and one PC dominant—which show different characteristics from each other, but both 
outperform many top performing materials in literature. 
 
4.2   Introduction 
 
As society moves away from fossil fuels, there is a need for higher energy storage capacities and higher 
power densities in energy storage devices such as batteries[1] and supercapacitors.[2] Supercapacitors, 
are characterised by high power densities, rapid charge/discharge speeds, and exceptional cycle 
lifetimes.[3] Activated carbon materials are commonly used as EDLC electrodes, with the first patent by 
Becker awarded in 1957.[4] There are no Faradic redox reactions in these EDLC electrodes, meaning 
that the charge storage kinetics are fast and reversible, which allows fast energy uptake and delivery, 
and hence good power performance. EDLC electrodes are generally very stable because the storage 
mechanism is purely electrostatic, but this means that EDLC devices also suffer from limited energy 
densities.[5] Pseudocapacitors operate by fast, reversible, Faradaic redox reactions at the surface of the 
electrode and they can achieve higher energy densities than the EDLC devices, but this is typically at 
the expense of power density and cycle life.[6] Transition metal oxides are commonly studied as 
pseudocapacitor electrodes due to high capacitance contributions from their change in oxidation states. 
However, because pseudocapacitors can only store charge in the first few nanometres from the surface, 
this limits these materials being thin films or small particles.[5] 
 
Redox-active porous carbons[7, 8] can combine the advantages of high power density and cycle life from 
EDLC with the high energy density from PC. Porous carbon-based supercapacitors have been produced 
by carbonisation of precursors such as biomass,[9] linear polymers,[10] graphene oxide,[11, 12] and a variety 
of porous organic polymers.[7, 13, 14] Such routes avoid the use of expensive transition metals, although 
the performance of organic-based supercapacitors is generally lower;[5, 15, 16] as such, there is a need for 
performance improvements in carbon-based supercapacitors. While biomass is a cheap precursor, its 
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limited chemistry, coupled with the natural variability between sources of biomass, is a major 
drawback.[17] Microporous solids have been used as precursors for carbonaceous materials, leading to 
enhanced properties where the choice of porous precursor affects the functionality of the resultant 
carbons. Examples of porous precursors include MOFs,[18-20] PAFs,[13, 21] and CMPs.[7, 14, 22] Although 
these materials can show excellent performance as supercapacitor electrodes, these precursor networks 
involve costly starting materials (e.g., PAFs, CMPs, and many MOFs) and they often require expensive 
catalysts for their synthesis (e.g., PAFs and CMPs). In addition, some of these precursor networks 
require preparation under rigorous anhydrous and anaerobic conditions (e.g., PAFs), which further 
increases the cost of scale-up and reduces potential benefit over transition metal-based supercapacitors. 
 
HCPs are microporous materials synthesised from cheap organic monomers using non-rigorous reaction 
conditions that nonetheless possess potential for synthetic diversification.[23] Permanent porosity in 
HCPs is a result of extensive crosslinking, which creates a rigid structure that is incapable of complete 
collapse into a dense, non-porous state upon desolvation. HCPs have been known for many years and 
are scalable,[24] with Purolite International Ltd marketing Hypersol-Macronet® polymer resins since the 
1990s.[25] HCPs can be prepared from a one-step Friedel-Crafts “knitting” procedure using 
formaldehyde dimethyl ether as a crosslinker with a very wide range of aromatic molecules, giving 
access to a large library of functional porous polymers.[26] The surface areas, pore-size distributions, 
and surface functionalities of HCPs can be tuned by simply changing the aromatic monomer, the 
reaction stoichiometry, or by the inclusion of functionalised aromatic co-monomers. HCPs have been 
used extensively in gas storage applications,[27, 28] separations,[29] and heterogeneous catalysis.[30] 
However, unmodified HCPs have not been used in electrochemical applications due to their non-
conducting nature. 
 
The aim of the project was to find a simple procedure to induce electrical conductivity in HCPs, while 
allowing transfer of heteroatom functionality, and hence to introduce pseudocapacitance into the 
resulting carbonaceous material. This chapter describes how a simple carbonisation process can be 
applied to a range of HCPs to induce electrical conductivity for use as a supercapacitor electrode. By 
transferring parent heteroatoms or by applying doping during carbonisation, this allowed the HCP-
based carbonaceous material to exhibit both EDLC and PC properties, thus yielding high performance 
supercapacitors. 
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4.3   Experimental 
 
4.3.1   Chemical Reagents 
 
Benzene, pyrrole, thiophene, aniline, FDA, iron(III) chloride, 1,2-dichloroethane, and poly(vinylidine 
difluoride) were purchased from Sigma Aldrich. Methanol and NMP were purchased from Fisher 
Scientific. Super C65 carbon black was purchased from Timical. High purity nitrogen and NH3 were 
purchased from BOC. All chemicals were used as received without any further purification. Deionised 
(DI) water was used in purifications. 
 
4.3.2   Synthesis 
 
Preparation of Hypercrosslinked Polymers 
The HCPs were synthesised using a previously reported literature method.[26] The monomer (either 
benzene, pyrrole, thiophene, or aniline; 50 mmol) was added to 1,2-dichloroethane (100 mL) under 
nitrogen in a 250 mL two-necked Radley’s flask equipped with a reflux condenser. FDA (8.8 mL, 
100 mmol) was added and the mixture was stirred for 10 min. Iron(III) chloride (16.2 g, 100 mmol) was 
then added and the mixture was heated under reflux at 80 °C overnight. After cooling the dark 
brown/black precipitate was filtered and washed with methanol. The solids were further purified by 
Soxhlet extraction with methanol for 1 day then dried under vacuum at 70 °C for 1 day. Gravimetric 
yields for all polymers were >90%. Elemental analysis: HCP-Ben, C: 85.50%, H: 5.45%; HCP-Py, 
C: 58.80%, H: 5.10%, N: 11.02%; HCP-Th, C: 52.79%, H: 3.20%, S: 23.40%; HCP-Ani, C: 60.56%, 
H: 3.20%, N: 9.86%. 
 
Preparation of C-HCP-Δ 
In a typical procedure, hypercrosslinked polymer (300 mg) was homogeneously dispersed into a 
ceramic boat and inserted within a tube furnace. The furnace was purged with N2 (100 mL min-1) at 
room temperature for 30 min, heated to the specified temperature at a rate of 5 °C min-1, held at the set 
point for 2 h, and finally cooled naturally to room temperature. The resultant black powder was used as 
obtained. 
 
Preparation of N-HCP-Δ 
In a typical procedure, hypercrosslinked polymer (800 mg) was homogeneously dispersed into a 
ceramic boat and inserted within a tube furnace. The furnace was purged with NH3 (100 mL min-1) at 
room temperature for 30 min, heated to the specified temperature at a rate of 5 °C min-1, and held at the 
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set point for 2 h. The gas flow was then switched to N2 and the furnace was allowed to cool naturally 
to room temperature. The resultant black powder was used as obtained. 
 
Preparation of P-N-HCP-Δ 
This follows the general preparation of N-HCP-Δ but C-HCP-800 was used as a precursor. 
 
4.4   Results and Discussion 
 
4.4.1   Methodology of Hypercrosslinked Polymers and HCP-Based Carbons  
 
Benzene, pyrrole, thiophene, and aniline were crosslinked according to known literature methods;[26] 
the resulting polymer networks were referred to as HCP-Ben, HCP-Py, HCP-Th, and HCP-Ani, 
respectively (Scheme 4.1).  
 
 
Scheme 4.1 Synthesis of the hypercrosslinked polymers and subsequent carbonisation methods. 
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These monomers were chosen to produce a variety of HCPs containing either no heteroatoms (benzene), 
N-atoms (pyrrole and aniline), or S-atoms (thiophene). TGA under nitrogen was performed to determine 
the thermal stability of the HCPs, mimicking the conditions to be used for carbonisation (Figure 4.1). 
HCP-Py, HCP-Th, and HCP-Ani all show some mass loss below 100 °C due to the evaporation of 
physisorbed atmospheric water;[28] this is because the N and S atoms present in these polymers have 
strong affinities for water. HCP-Ben shows the highest thermal stability, with only 30% mass loss at up 
to 1000 °C, whereas HCP-Py, HCP-Th, and HCP-Ani show greater mass losses up to this temperature. 
This was ascribed to the loss of heteroatoms, which are prone to removal during high temperature 
carbonisations. A good mass recovery was retained after heating the HCPs at high temperatures; hence, 
these HCPs are suitable candidates for carbonisation.  
 
 
Figure 4.1 TGA curves of HCPs at a ramp rate of 5 °C min-1 under N2. 
 
Carbonised HCPs were obtained by direct carbonisation under a N2 atmosphere; the samples were 
heated at a ramp rate of 5 °C min-1 to the set point then held at the set-point for 2 h, before cooling. 
These carbons are referred to as C-Ben-Δ, C-Py-Δ, C-Th-Δ, and C-Ani-Δ, with Δ signifying the 
carbonisation temperature. 
 
Doping carbons with heteroatoms, such as nitrogen, is known to enhance supercapacitive energy storage 
due to better dipolar attraction to the electrolyte cations,[31] increased electrical conductivity,[12] and the 
introduction of PC contributions.[7, 32]  C-Py-Δ, C-Th-Δ, and C-Ani-Δ carbons (but not C-Ben-Δ) possess 
‘native’ heteroatoms that are retained from their respective precursors (Table 4.1). Replacement of the 
N2 gas flow with NH3 for the carbonisation process of HCPs allowed the incorporation of additional N 
groups into the carbons. This process was performed on HCP-Ben, HCP-Py, and HCP-Th, to produce 
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N-doped carbons, which are referred to as N-Ben-Δ, N-Py-Δ, and N-Th-Δ, respectively, with Δ again 
signifying the carbonisation temperature. The post-synthesis treatment of carbons with NH3 at high 
temperature also allows the incorporation of nitrogen groups, which has been shown previously to be 
advantageous for supercapacitive carbon materials.[7] Further studies using C-Ben-800 and C-Py-800 
as precursors for the NH3 post-treatment process produced P-N-Ben-Δ and P-N-Py-Δ, respectively, with 
Δ signifying the post-treatment temperature. 
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Table 4.1 Physical properties of HCPs and carbonised products, and their supercapacitive properties. 
  Pore volumea (cm3 g-1)  Elemental analysis (%) Capacitance 
(F g-1) 
Sample Surface 
area  
(m2 g-1)b 
Total 
pore 
volume 
Micropore 
volume 
Yield 
(%)c 
C H N S CVd GCDe 
HCP-Ben 1382 1.52 0.40 - 85.50 5.45 0.00 0.00 - - 
C-Ben-800 539 0.47 0.21 69 93.40 0.75 0.00 0.00 33 30 
C-Ben-900 511 0.42 0.20 64 86.16 0.54 0.00 0.00 34 49 
C-Ben-1000 737 0.64 0.28 59 94.32 0.41 0.00 0.00 114 116 
N-Ben-600 425 0.36 0.19 71 84.49 1.91 2.16 0.00 100 126 
N-Ben-700 458 0.41 0.17 62 83.52 1.20 1.60 0.00 115 130 
N-Ben-800 1252 0.96 0.45 40 80.26 1.28 7.50 0.00 267 283 
N-Ben-1000 655 0.64 0.24 26 92.43 0.57 1.08 0.00 129 136 
P-N-Ben-600f 369 0.34 0.16 89 85.15 0.50 1.40 0.00 51 48 
P-N-Ben-800f 697 0.67 0.28 80 66.50 1.39 5.17 0.00 158 190 
HCP-Py 322 0.25 0.14 - 58.80 5.10 11.02 0.00 - - 
C-Py-700 305 0.22 0.14 59 76.35 1.49 9.42 0.00 96 107 
C-Py-800 387 0.22 0.16 49 75.20 1.38 8.86 0.00 126 134 
C-Py-900 388 0.24 0.15 50 76.85 1.20 6.41 0.00 132 159 
C-Py-1000 557 0.35 0.22 39 78.18 1.73 3.24 0.00 108 113 
N-Py-600 320 0.23 0.15 54 72.98 2.05 12.73 0.00 58 70 
N-Py-700 329 0.47 0.31 53 73.05 1.97 13.44 0.00 284 317 
N-Py-800 1484 0.83 0.47 11 72.21 2.13 9.79 0.00 183 237 
P-N-Py-600g 418 0.29 0.20 95 76.33 1.14 11.52 0.00 135 173 
P-N-Py-700g 443 0.30 0.21 45 80.45 1.24 8.51 0.00 162 231 
HCP-Th 484 0.33 0.22 - 52.79 3.20 0.00 23.40 - - 
C-Th-800 616 0.34 0.25 50 79.32 0.38 0.00 13.58 52 49 
N-Th-600 464 0.31 0.21 56 71.80 1.63 7.93 12.38 24 23 
N-Th-700 760 0.49 0.34 33 73.95 1.55 13.03 0.94 220 226 
N-Th-800 508 0.35 0.22 17 55.50 2.12 7.33 0.00 166 196 
HCP-Ani 7 0.01 0.00 - 58.69 5.05 8.54 0.00 - - 
C-Ani-800 376 0.30 0.13 47 88.26 0.35 1.34 0.00 66 66 
a Calculated by single point pore volume. bApparent BET surface area. c Carbonisation yield by mass. 
d Specific capacitance measured by cyclic voltammetry at a scan rate of 10 mV s-1 in 1 M H2SO4. 
e Specific capacitance measured by galvanostatic charge-discharge at a current density of 1 A g-1 in 
1 M H2SO4. f Post-synthesis treatment with NH3 carried out on C-Ben-800. g Post-synthesis treatment 
with NH3 carried out on C-Py-800. 
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TGA curves of some representative samples indicated residual masses of 5–9% (Figure 4.2). The 
variances in thermal stability are thought to be due to the choice of carbon precursor. 
 
 
Figure 4.2 TGA analysis of HCP-derived carbons heated in air. 
 
4.4.2   Structure and Properties of Hypercrosslinked Polymer-Based Materials 
 
The apparent BET surface areas and pore structures of the HCPs and synthesised carbons were 
investigated by N2 sorption measurements at 77.3 K (Table 4.1). The HCPs have surface areas and total 
pore volumes of 1382 m2 g-1 and 1.52 cm3 g-1 for HCP-Ben, 322 m2 g-1 and 0.25 cm3 g-1 for HCP-Py, 
484 m2 g-1 and 0.33 cm3 g-1 for HCP-Th, and 7 m2 g-1 and 0.01 cm3 g-1 for HCP-Ani, respectively. 
HCP-Ben, HCP-Py, and HCP-Th all exhibit Type II isotherms (Figure 4.3), suggesting the presence of 
macropores within their hierarchical pore structure,[33] although it should be stressed that these materials 
can also swell in N2, even at low temperatures,[34] which might also affect the isotherm shape at higher 
relative pressures. HCP-Ani exhibits a Type III isotherm due to relatively weak absorbent-absorbate 
interactions and absorbed N2 molecules clustering around the most favourable sites on the surface of 
the non-porous solid. The surface area matches previously reported HCP-Ani,[35] which was used for 
gas separations of CO2 and N2 at 300 K.  
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Figure 4.3 Nitrogen adsorption–desorption isotherms of (a) HCP-Ben and x-Ben-Δ, (b) HCP-Py and 
x-Py-Δ, (c) HCP-Th and x-Th-Δ, and (d) HCP-Ani and C-Ani-800 at 77.3 K (the adsorption and 
desorption branches are labelled with filled and empty symbols, respectively). 
 
Nearly all carbonised products display Type I isotherms with a steep uptake at low P/P0, and additional 
Type IVa characteristics of a hysteresis loop appearing at P/P0 = 0.5, indicative of a hierarchical 
structure with high levels of micropores and additional mesopores (Figure 4.3). In general, 
carbonisations in a N2 atmosphere afford carbons with a more microporous structure than the parent 
polymer, as demonstrated by the narrowing of the micropore-size distributions (Figure 4.4), a sharper 
increase in the gas sorption isotherms at low P/P0, and decreased level of mesopores in the overall pore-
size distributions. This was also observed for the low temperature carbonisations in NH3; however, 
when high temperatures were used (800–1000 °C) increases in the mesopore content were observed. 
Carbonisations of HCP-Ben and HCP-Py under N2 resulted in porous carbons with similar surface areas 
between 700 and 900 °C (539 and 511 m2 g-1 for C-Ben-800 and C-Ben-900, respectively, and 305, 387, 
and 388 m2 g-1 for C-P-700, C-Py800, and C-Py-900, respectively, Table 4.1). However, an increase in 
surface area was observed at 1000 °C (737 m2 g-1 for C-Ben-1000 and 557 m2 g-1 for C-Py-1000). C-
Th-800 had a relatively high surface area of 616 m2 g-1 and C-Ani-800 had a surface area of 376 m2 g-1. 
Similarly, carbonisations under an NH3 atmosphere resulted in broadly equivalent surface areas for 
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HCP-Ben and HCP-Py at 600 and 700 °C, but an increase was observed at a higher temperature of 
800 °C.  N-Py-800 yielded the highest surface area of 1484 m2 g-1, closely followed by N-Ben-800 
(1252 m2 g-1), which was due to the additional etching effects from NH3. Though N-Py-800 yielded the 
highest surface area carbon from the materials synthesised here, N-Py-700 possessed the highest N-
content of 13.44% (9.79% for N-Py-800); both surface area and N-content are important factors for 
supercapacitor electrodes. Of the carbonised HCP-Th samples, N-Th-700 had the highest surface area 
of 760 m2 g-1; unlike N-Ben-800 and N-Py-800, carbonisation at 800 °C reduced the surface area to 508 
m2 g-1 due to a decrease in the microporous structure (69% micropore content for N-Th-700 vs. 63% for 
N-Th-800) and probable pore collapse. High temperature carbonisation of HCP-Ben at 1000 °C under 
NH3 also yielded a lower surface area of 655 m2 g-1 due to pore collapse (47% micropore content from 
N-Ben-800 vs. 38% from N-Ben-1000). The other HCPs could not be carbonised to 1000 °C due to 
their lower thermal stabilities, and hence low mass recovery. 
 
 
Figure 4.4 Pore size distributions of (a) HCP-Ben and x-Ben-Δ, (b) HCP-Py and x-Py-Δ, (c) HCP-Th 
and x-Th-Δ, and (d) HCP-Ani and C-Ani-800, calculated by NL-DFT. 
 
Carbonisations of heteroatom-containing HCPs (HCP-Py, HCP-Th, and HCP-Ani) under N2 resulted in 
the gradual loss of heteroatom content with increasing carbonisation temperature (Table 4.1). Though 
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C-Ani-800 and C-Py-800 had similar surface areas, C-Ani-800 possessed a lower N-content (1.34%) 
compared with C-Py-800 (8.86%). This was likely due to the lower initial N-content of HCP-Ani 
(8.54%) compared with HCP-Py (11.02%) and that the heterocyclic N in HCP-Py may be more 
thermally stable than the primary aryl amines of HCP-Ani, which allows higher incorporation of N 
atoms into the carbonised product. For this reason, carbonisation of HCP-Ani was not studied further 
at other temperatures. 
 
An optimal carbonisation temperature for incorporating N into the carbonised HCPs under an NH3 flow 
was found. N-Ben-800, formed by the carbonisation of HCP-Ben at 800 °C under NH3, yielded the 
highest N-content in its series (7.50%) whereas carbonisation of HCP-Py and HCP-Th under NH3 at 
700 °C yielded the highest N-content (13.44% for N-Py-800 and 13.03% for N-Th-800) in their 
respective series. During high temperature carbonisations, heteroatoms tend to be more easily removed 
than carbon;[36] it therefore makes sense that less NH3 is incorporated into the carbon at very high 
temperatures. Likewise, if the temperature is too low, carbonisation will not fully occur; therefore, 
intermediate temperatures are required to ensure the formation of a graphitic structure that incorporates 
the maximum amount of N from NH3. Interestingly, N-Th-600 contains both high levels of N (7.93%) 
and S (12.38%) atoms. However, when the NH3 carbonisation was increased to 700 °C in the synthesis 
of N-Th-700, the N content remained high while the S content dropped to 0.94%; further increasing the 
temperature to 800 °C resulted in total loss of S atoms. It is possible that removal of the S atoms provides 
space within the structure for integration of additional N as the N-content of N-Th-700 closely matches 
that of N-Py-700, while N-Th-800 closely matches N-Py-800. 
 
C-Ben-800 and C-Py-800 were N-doped post-synthesised by treatment with NH3 at various 
temperatures, which had previously shown positive results with CMP-derived carbons (Chapter 3).[7] 
Post-synthesis doping of C-Ben-800 at 600 °C (P-N-Ben-600) only showed moderate N incorporation 
of 1.40%. However, using a higher temperature of 800 °C allowed the incorporation of a higher N-
content of 5.17% in P-N-Ben-800. The temperature trend is similar for directly carbonised HCPs under 
NH3; N-Ben-800 has a much higher N-content than N-Ben-600 (7.50% vs. 2.16%). P-N-Py-600 showed 
a N-content of 11.52%, which was higher than its precursor, C-Py-800, which had a N-content of 8.86%. 
However, P-N-Py-700 contained 8.51% N, so it can be assumed that no further N-doping occurred at 
700 °C. Rather, increase in apparent surface area from 387 to 443 m2 g-1 is likely due to NH3 etching 
further pores within the material, resulting in a 47% mass recovery. Interestingly, although post 
synthesis N-doping affords carbons with lower N-contents than the direct NH3 carbonisation method—
in line with previous studies[7]— the surface area of the P-N-HCP-Δ materials were lower than the 
N-HCP-Δ series in this study.  
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FE-SEM was used to study the morphology of the HCPs and the resulting carbons (Figure 4.5). The 
images show similar morphologies for the HCPs and their carbonised products, irrespective of whether 
they were carbonised under N2 or NH3 gas. Therefore, it can be concluded that morphology is well 
retained when using HCPs as carbonisation precursors, which could be advantageous when designing 
surfaces on HCPs that need to be translated into porous carbons. 
 
 
Figure 4.5 FE-SEM images of (a, b) HCP-Ben, (c, d) C-Ben-800, and (e, f) N-Ben-800 at low and high 
magnification, respectively. 
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Figure 4.5 FE-SEM images of (g, h) HCP-Py, (i, j) C-Py-800, (k, l) N-Py-700 at low and high 
magnification, respectively. 
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Figure 4.5 FE-SEM images of (m, n) HCP-Th, (o, p) C-Th-800, (q, r) N-Th-700 at low and high 
magnification, respectively. 
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Figure 4.5 FE-SEM images of (s, t) HCP-Ani and (u, v) C-Ani-800 at low and high magnification, 
respectively. 
 
PXRD of the HCPs and carbons are shown in Figure 4.6a–d. All HCPs and carbonised products show 
characteristic peaks at 2θ ≈ 26 and 44° corresponding to the (002) and (101) planes of hexagonal 
graphite (JCPDS Card no. 41-1487), respectively.[37] The relatively broad peaks suggest that the 
materials possess a low degree of graphitisation and are predominately amorphous.[28, 38] Some 
additional crystalline peaks appeared in various samples that are attributed to small levels of alumina 
contamination from either the tube used in the furnace or the boat which carried the sample 
(Figure 4.6e). Repeat syntheses were attempted but failed to yield an uncontaminated sample. However, 
the small levels of alumina did not affect the other characterisation methods and supercapacitance 
analysis. 
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Figure 4.6 PXRD of (a) HCP-Ben and x-Ben-Δ, (b) HCP-Py and x-Py-Δ, (c) HCP-Th and x-Th-Δ, 
(d) HCP-Ani and C-Ani-800, and (e) alumina tube and boat samples. 
 
Raman spectra of the porous carbons show two first-order Raman shifts of carbon present between 1100 
and 1800 cm-1 (Figure 4.7). The D band at ≈ 1350 cm-1 and G band at ≈ 1590 cm-1 are attributed to the 
breathing mode of k-point phonons of A1g symmetry and the in-plane stretching motion of symmetric 
sp2 C-C bonds, respectively.[7, 39] Carbonisations between 600 and 1000 °C did not lead to a large change 
between the intensity ratio, ID/IG, of the D and G bands, as it is known that very high temperatures 
(~2000–3000 °C) are required to form highly ordered graphitic carbon.[40] However, it was noted that 
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the ID/IG ratio was largely dependent on the carbonisation precursor, with an ID/IG ratio for x-Ben-Δ of 
2.08–2.49, x-Py-Δ of 2.41–3.01, x-Th-Δ of 2.35–2.80, and C-Ani-800 of 1.78. It was also observed that 
the ID/IG of N-HCP-Δ and P-N-HCP-Δ was generally higher than C-HCP-Δ, likely due to the addition 
of N atoms increasing defects in the graphitic carbon structure. 
 
 
Figure 4.7 Raman spectra of (a) x-Ben-Δ, (b) x-Py-Δ, (c) x-Th-Δ, and C-Ani-800, with peaks at 
1350 cm-1 and 1596 cm-1 assigned to the D band and G band, respectively. 
 
4.4.3   Supercapacitive Performances of HCP-Derived Carbons 
 
The electrochemical performances of the HCP-derived porous carbons were first evaluated using a 
three-electrode cell in 1 M H2SO4 aqueous electrolyte. The HCPs directly carbonised under N2, 
C-HCP-Δ, were initially studied by CV at a scan rate of 10 mV s-1 (Figure 4.8a). The large range of 
materials tested required various potential windows to be employed to avoid irreversible electrode 
reactions, such as solvent decomposition and irreversible redox reactions on the electrodes. This avoids 
over-oxidation and/or over-reduction so that we only record current from the “capacitive potential range” 
of the material.[41] C-Ben-800, C-Ben-900, and C-Ben-1000 have a specific capacitance of 33, 34, and 
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114 F g-1, respectively, at a scan rate of 10 mV s-1 (Table 4.2).  The increase in capacitance of 
C-Ben-1000 is likely due to its higher degree of carbonisation, observed by the high carbon to hydrogen 
ratio of C-Ben-1000 (Table 4.1), and higher graphitic carbon content (Figure 4.7). These materials 
show quasi-rectangular CV curves, which are characteristic of good reversible supercapacitor 
behaviour.[42] As expected, C-Py-Δ, C-Th-800, and C-Py-800 show larger current densities due to the 
presence of heteroatoms contributing to PC. C-Th-800, which contains 13.58% S, shows a moderate 
specific capacitance of 52 F g-1, whereas C-Ani-800 exhibits a higher capacitance of 66 F g-1 with only 
1.34% N. This is likely due to N groups providing larger PC than S groups, which is reflected in the 
literature by the popularity of N-containing carbonaceous supercapacitors.[43] C-Py-700, C-Py-800, 
C-Py-900, and C-Py-1000 show high capacitances of 101, 126, 134, and 108 F g-1, respectively, due to 
the high N-content of the carbons transferred from HCP-Py precursor. The increase in capacitance on 
going from C-Py-700 to C-Py-900 is due to the higher levels of carbonisation and resultant 
graphitisation. Though C-Py-1000 had the highest degree of graphitisation from its series (ID/IG = 2.41), 
the decrease in capacitance was likely due to lower N-content of 3.24%. Therefore, a balance exists 
between higher capacitance resulting from higher degrees of carbonisation at higher temperatures and 
a reduction in capacitance due to the concomitant decrease in heteroatom content. When comparing the 
carbons synthesised at 800 °C from the four HCPs, the precursors are ranked: HCP-Py > HCP-Ani > 
HCP-Th > HCP-Ben. The capacitance of C-Py-800 rapidly decays at higher scan rates, which is 
common for PC electrodes; however, it is still higher than the other C-HCP-800 materials (Figure 4.8b). 
The materials were tested with GCD experiments, with the charge-discharge times (Figure 4.8c) 
consistent with the current densities obtained from the CV results. Thus specific capacitances calculated 
by GCD experiments follow the same trend as for the specific capacitances calculated by CV 
(Table 4.3). All the C-HCP-Δ carbons showed a triangular charge-discharge shape, which is typical 
behaviour for constant charge and discharge of supercapacitive materials with good reversibility.[7] 
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Figure 4.8 Electrochemical analysis of all carbonised materials in a three-electrode system in 1 M 
H2SO4. (a) Cyclic voltammograms of C-HCP-Δ at a scan rate of 10 mV s-1. (b) Specific capacitance of 
C-HCP-800 at varying scan rates. (c) Galvanostatic charge-discharge curves of C-HCP-Δ at a current 
density of 1 A g-1. (d) Cyclic voltammograms of N-HCP-Δ at a scan rate of 10 mV s-1. (e) Specific 
capacitance of N-HCP-Δ at varying scan rates. (f) Galvanostatic charge-discharge curves of N-HCP-Δ 
at a current density of 1 A g-1. (g) Cyclic voltammograms of P-N-HCP-Δ at a scan rate of 10 mV s-1. 
(h) Specific capacitance of P-N-HCP-Δ at varying scan rates. (i) Galvanostatic charge-discharge curves 
of P-N-HCP-Δ at a current density of 1 A g-1. 
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Table 4.2 Specific capacitance (F g-1) of HCP-based porous carbons at various scan rates. 
Scan rate 
(mV s-1) 
10 20 50 100 200 500 750 1000 
C-Ben-800 33 30 27 27 23 21 21 20 
C-Ben-900 34 30 25 22 19 16 15 14 
C-Ben-1000 114 109 102 97 92 84 80 77 
N-Ben-600 100 82 67 57 46 31 25 21 
N-Ben-700 115 109 100 93 83 65 54 46 
N-Ben-800 267 251 231 217 205 188 179 171 
N-Ben-1000 129 126 120 113 104 88 79 71 
P-N-Ben-
600 
51 48 44 40 36 29 26 24 
P-N-Ben-
800 
158 149 140 133 123 99 82 67 
C-Py-700 96 81 65 53 44 33 29 27 
C-Py-800 126 116 101 88 75 58 51 46 
C-Py-900 134 123 104 88 69 45 37 32 
C-Py-1000 108 102 93 85 78 68 64 60 
N-Py-600 58 51 41 33 25 15 12 9 
N-Py-700 284 261 227 196 164 116 96 82 
N-Py-800 183 173 155 140 125 107 100 94 
P-N-Py-600 135 130 121 112 99 76 62 51 
P-N-Py-700 162 156 144 132 115 86 70 60 
C-Th-800 52 45 37 32 29 24 23 22 
N-Th-600 24 21 16 13 10 7 6 5 
N-Th-700 220 215 207 201 192 176 166 158 
N-Th-800 166 160 150 140 128 107 94 85 
C-Ani-800 66 62 56 52 49 46 44 43 
 
  
 
138 
 
Table 4.3 Specific capacitance (F g-1) of HCP-based porous carbons at various current densities. 
Current density (A g-1) 1 3 5 10 
C-Ben-800 30 20 19 17 
C-Ben-900 49 37 33 28 
C-Ben-1000 116 106 103 98 
N-Ben-600 126 91 78 64 
N-Ben-700 130 122 115 106 
N-Ben-800 283 263 252 239 
N-Ben-1000 136 120 116 110 
P-N-Ben-600 48 41 38 34 
P-N-Ben-800 180 164 157 149 
C-Py-700 107 81 70 55 
C-Py-800 134 110 101 87 
C-Py-900 139 114 101 82 
C-Py-1000 113 99 94 86 
N-Py-600 70 46 37 25 
N-Py-700 317 276 256 225 
N-Py-800 237 180 167 150 
P-N-Py-600 173 141 132 121 
P-N-Py-700 231 186 173 158 
C-Th-800 49 37 32 28 
N-Th-600 23 14 11 7 
N-Th-700 226 224 221 216 
N-Th-800 196 175 166 155 
C-Ani-800 66 64 60 56 
 
The N-doped HCP-based carbons show much larger current responses than the HCPs carbonised under 
N2, as observed by CV at a scan rate of 10 mV s-1 (Figure 4.8d). All N-HCP-Δ samples show quasi-
rectangular CV curves. N-Ben-600 and N-Ben-700 have similar specific capacitances of 100 and 
115 F g-1, respectively. However, the CV curve for N-Ben-700 exhibits a more symmetrical quasi-
rectangular shape denoting higher reversibility, which is likely developed by the harsher carbonisation 
conditions. N-Ben-800 also exhibits a highly symmetrical CV curve but with much larger current 
responses, yielding the highest capacitance of 267 F g-1 from the HCP-Ben precursor. N-Ben-1000 has 
a decreased capacitance of 129 F g-1 due to a lower N-content in the carbon from the high temperature 
carbonisation. However, the higher temperature yields a highly symmetrical and reversible CV curve, 
which can be compared with N-Ben-600 and N-Ben-700 due to the similar current responses. N-Py-600 
has a capacitance of 58 F g-1, while with N-Py-700 the capacitance dramatically increases to 284 F g-1, 
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even though the surface areas and N-content of N-Py-600 (320 m2 g-1 and 12.73%, respectively) and 
N-Py-700 (329 m2 g-1 and 13.44%, respectively) are similar. A Nyquist plot in the low frequency region 
shows the impedance of the imaginary part approaches vertical with N-Py-700, indicative of typical 
ideal capacitive behaviour (Figure 4.9),[44] whereas the low frequency capacitive behaviour of 
N-Py-600 is shifted along the real axis towards more resistive values.[44] Therefore, the low capacitance 
of N-Py-600 was ascribed to the low electric conductivity of this material when carbonised at the 
relatively low temperature of 600 °C. N-Py-800 has a lower capacitance of 183 F g-1 due to a decrease 
in N-content to 9.79%, despite possessing a very high surface area (1484 m2 g-1). Higher levels of 
porosity can aid electrolyte ion diffusion and afford higher levels of EDLC. These benefits can be seen 
with the capacitance retention of N-Py-800 at higher scan rates (Figure 4.8e) with 51% capacitance 
retention at extremely high scan rates of 1000 mV s-1, whereas N-Py-700 only retains 29% capacitance 
at this rapid scan rate (Table 4.2). The weak capacitance retention of N-Py-700 is due to the electrode 
being largely PC-based rather than EDLC-based, which is known to have slower kinetics and lower 
power density.[6] Interestingly, even though N-Py-800 has a higher surface area and N-content than 
N-Ben-800, the capacitance is lower. We suggest that the greater hierarchical structure of N-Ben-800 
(47% microporous) supports more efficient electrolyte diffusion than N-Py-800 (57% microporous), as 
it is known that micropores alone are not favourable for quick electrolyte ion diffusion and result in low 
capacitances.[45] The quicker electrolyte ion diffusion of N-Ben-800 allows higher capacitance retention 
at 1000 mV s-1 of 64%. N-Th-600 has a low capacitance of 24 F g-1 due to the same reason as N-Py-600 
of low electric conductivity, combined with a lower N-content 7.93%. The 12.38% S in this material 
was thought to not play a large role, as previously discussed with C-Th-800. N-Th-700 showed a much 
higher capacitance of 220 F g-1 due to its higher conductivity, higher N-content of 13.03%, and a higher 
surface area of 760 m2 g-1. Its CV shape is highly symmetrical with a sharp quasi-rectangular shape, 
which is reflected by its high capacitance retention at 1000 mV s-1 of 72%. The combination of a lower 
N-content (7.33%) and surface area (508 m2 g-1) for N-Th-800 resulted in a lower capacitance of 
166 F g-1. The GCD curves reflect the same trend in capacitive results from CV (Figure 4.8f). All 
N-HCP-Δ materials show typical supercapacitor behaviour displayed by the triangular charge-discharge 
profiles. N-Py-700 exhibited the highest specific capacitance at 1 A g-1 of 317 F g-1 closely followed by 
N-Ben-800 of 283 F g-1 (Table 4.3). 
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Figure 4.9 Nyquist impedance spectrum of N-Py-600 and N-Py-700 measured at 400 mV vs. Ag/AgCl 
in 1 M H2SO4. Inset shows the results at the high frequency region. 
 
CV studies of P-N-HCP-Δ materials at a scan rate of 10 mV s-1 are shown in Figure 4.8g. P-N-Ben-600 
shows relatively low current response, yielding a capacitance of 51 F g-1. This is attributed to the low 
levels of N-doping (1.40%) at 600 °C and the decrease in surface area from 538 m2 g-1 for C-Ben-800 
to 425 m2 g-1. Nevertheless, the post NH3 carbonisation increased its supercapacitive behaviour from its 
precursor, which had a capacitance of 33 F g-1 at the same scan rate. Using a higher post-synthesis NH3 
carbonisation temperature of 800 °C resulted in a higher surface area (697 m2 g-1) and N-content (5.17%) 
in P-N-Ben-800, which yields a higher specific capacity of 158 F g-1. P-N-Py-600 displayed a 
capacitance of 135 F g-1, close to its precursor of 126 F g-1, despite having a higher surface area and 
N-content. Interestingly, P-N-Py-700 yields a higher capacitance of 162 F g-1 despite its surface area 
being close to that of P-N-Py-600 and having a lower N-content (8.51% for P-N-Py-700 vs. 11.52% for 
P-N-Py-600). This is thought to be due to the better conductivity of P-N-Py-700 as higher post-
carbonisation temperatures are used, as evidenced by a more vertical low frequency region of 
P-N-Py-700 in the Nyquist plot which is shifted away from the real axis along lower resistive values 
(Figure 4.10).[44] P-N-Py-700 exhibits a slightly higher capacitance than P-N-Ben-800, likely due to 
the higher N-content thus PC contribution from P-N-Py-700. However, as P-N-Ben-800 has a larger 
surface area, and thus a higher EDLC contribution, it retains more capacitance at higher scan rates than 
P-N-Py-700 (Figure 4.8h). GCD of P-N-HCP-Δ materials at a current density of 1 A g-1 show that they 
retain a triangular charge-discharge shape (Figure 4.8i). Though high capacitances of up to 231 F g-1 
were obtained for P-N-Py-700 at a current density of 1 A g-1, the N-Ben-800 and N-Py-700 displayed 
superior supercapacitive behaviour compared to the post NH3 carbonised materials. 
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Figure 4.10 Nyquist impedance spectrum of P-N-Py-600 and P-N-Py-700 measured at 400 mV vs. 
Ag/AgCl in 1 M H2SO4. Inset shows the results at the high frequency region. 
 
N-Ben-800 and N-Py-700 showed excellent supercapacitive behaviour; N-Ben-800 has a higher surface 
area and a good N-content, whereas N-Py-700 has a lower surface area but higher N-content. The CV 
results of N-Ben-800 at scan rates between 10 and 200 mV s-1 are shown in Figure 4.11a. The CV 
retains a highly symmetric quasi-rectangular shape when the scan rate was increased, with the 
capacitance only reducing from 267 F g-1 at 10 mV s-1 to 205 F g-1 at 200 mV s-1, demonstrating excellent 
capacitance retention of 77%. Moreover, a specific capacitance of 171 F g-1 was observed at an 
extremely high scan rate of 1000 mV s-1. Voltammetric currents of the material also swiftly reach their 
respective plateau when the direction of the potential sweep is changed; even with scan rates as fast as 
1000 mV s-1 (Figure 4.11b). N-Ben-800 possesses a low ESR which is due to its high electric 
conductivity and low ionic resistance of the electrolyte in the pores during charging and discharging.[46] 
GCD curves between 0.1 and 10 A g-1 retains a consistent symmetrical triangular shape with the varying 
current densities (Figure 4.11c&d), exhibiting excellent capacitances of 295 F g-1 at 0.1 A g-1, 283 F g-1 
at 1 A g-1 and 239 F g-1 at 10 A g-1, a capacitance retention of 81% between 0.1 to 10 A g-1. The Nyquist 
plot of N-Ben-800 in the low frequency region shows the impedance of the imaginary part approaches 
vertical, demonstrating ideal capacitive behaviour (Figure 4.11e). The capacitances of N-Ben-800 can 
be calculated from the imaginary part of the impedance spectrum which shows increasing capacitance 
with lower applied frequencies (Figure 4.11f). The capacitance behaviour is visible at frequencies 
below 10 Hz,[47] with the curve in the low frequency range (10 to 0.01 Hz) approaching almost 
horizontal to ~300 F g-1. Interestingly, though capacitance increases with lower applied frequencies for 
N-Py-700, the curve does not plateau at the lower frequency range. This is thought to be due to the 
slower kinetics of N-Py-700 which is more pseudocapacitive than N-Ben-800, therefore, may require 
even lower applied frequencies to begin plateauing (i.e., full utilisation of PC).  
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Figure 4.11 Electrochemical analysis of the optimised carbonised materials in a three-electrode system 
in 1 M H2SO4. (a) Cyclic voltammograms of N-Ben-800 at varying scan rates between 10 and 
200 mV s-1. (b) Cyclic voltammograms of N-Ben-800 at varying scan rates between 200 and 
1000 mV s-1. (c) Galvanostatic charge-discharge curves of N-Ben-800 at current densities between 0.1 
and 1 A g-1. (d) Galvanostatic charge-discharge curves of N-Ben-800 at current densities between 1 and 
10 A g-1. (e) Nyquist impedance spectrum of N-Ben-800 and N-Py-700 measured at 400 mV vs. 
Ag/AgCl. Inset shows the results in the high frequency region. (f) Frequency dependence of specific 
capacitance for N-Ben-800 and N-Py-700 at 400 mV vs. Ag/AgCl. (g) Cyclic voltammograms of 
N-Py-700 at varying scan rates between 10 and 200 mV s-1. (h) Cyclic voltammograms of N-Py-700 at 
varying scan rates between 200 and 1000 mV s-1. (i) Galvanostatic charge-discharge curves of 
N-Py-700 at current densities between 0.1 and 1 A g-1. (j) Galvanostatic charge-discharge curves of 
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N-Py-700 at current densities between 1 and 10 A g-1. (k) Cycling stability test of N-Py-700 at a current 
density of 5 A g-1. Inset shows the CV of N-Py-700 at a scan rate of 50 mV s-1 after the 1st, 5000th, 
10000th, and 15000th cycle. 
 
N-Py-700 is highly symmetrical between scan rates of 10 and 200 mV s-1 (Figure 4.11g) which 
confirms its good electrochemical stability and capacitance,[15, 48]  with high specific capacitances of 
284 F g-1 at 10 mV s-1 and 164 F g-1 at 200 mV s-1, a capacitance retention of 58%. The capacitance 
retention is lower than N-Ben-800 because N-Ben-800 has a larger surface area, and hence its 
capacitance is mainly attributed to the EDLC mechanism, which has fast electrochemical kinetics.[5] By 
contrast, N-Py-700 has a relatively low surface area but higher N-content, hence its capacitance is 
mainly attributed to the PC mechanism, which is known to give lower power densities.[6] This is more 
evident at very high scan rates (e.g., 1000 mV s-1) which yields a capacitance of 82 F g-1. Although the 
capacitance at 1000 mV s-1 is relatively low, its CV shape retains high symmetry and possesses a more 
quasi-rectangular profile than other expensive and optimised materials (Figure 4.11h),[13, 21, 31] even 
when they are run at lower scan rates. GCD experiments of N-Py-700 between current densities of 
0.1 and 10 A g-1 all display symmetrical triangular profiles (Figure 4.11i&j), indicating the material 
has typical supercapacitor behaviour. Exceptionally, the material exhibits an extremely high 
capacitance of 374 F g-1 at 0.1 A g-1. This is higher than some of the best performing organic materials 
(Table 4.4) such as N-doped carbons,[49-51] B/N-co-doped porous carbon (BNC-9),[52] N-doped carbon 
nanotubes (PNCNTs),[53] N-doped graphene,[54] N-doped microspheres (A-PNCM),[55] and more costly 
networks such as CTF-,[56, 57] CMP-,[7, 14, 58] PAF-,[13] and MOF-derived carbonaceous materials.[18, 20] 
N-Py-700  also outperforms carbons with surface areas >3000 m2 g-1,[59] exemplifying the importance 
of heteroatom doping in porous carbons to produce high performing supercapacitive materials. 
Moreover, N-Py-700 shows excellent stability, with 95.8% capacitance retention after 15,000 charge-
discharge cycles at a current density of 5 A g-1 (Figure 4.11k). The CV shape shifts to a more quasi-
rectangular shape from the 1st to 5000th cycle, presumably due to the initial activation period that allows 
progressive wetting of the pores during cycling (Figure 4.11k, inset). The 5000th, 10000th, and 15000th 
CV cycle shows very little change, indicating minimum degradation of N-Py-700 after cycling. 
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Table 4.4 Specific capacitances of a selection of top performing organic materials reported in the 
literature. 
Sample Capacitance 
(F g-1) 
Current 
density 
(A g-1) 
Potential 
window (V) 
Electrolyte Reference 
N-Py-700 374 0.1 0.9 1 M H2SO4 This work 
Porous N-doped carbon 
(CA-GA-2) 
300 0.1 1.0 1 M H2SO4 
[49] 
N-doped carbon from 
PANI 
235 1.0 1.0 1 M H2SO4 
[50] 
N-doped mesoporous 
carbon (H-NMC-2.5) 
262 0.2 0.9 1 M H2SO4 
[51] 
B/N-co-doped porous 
carbon (BNC-9) 
268 0.1 1.0 6 M KOH [52] 
Porous N-doped carbon 
nanotubes (PNCNTs) 
210 0.5 1.0 6 M KOH [53] 
N-doped graphene 282 < 1 0.8 6 M KOH [54] 
Porous N-doped carbon 
microspheres (A-PNCM) 
282 0.5 1.0 6 M KOH [55] 
2-D Covalent triazine 
framework 
151 0.1 3.0 EMIMBF4 
[57] 
Terephthalonitrile-
derived N-rich network 
(TNNs-550) 
298 0.2 1.0 1 M H2SO4 
[56] 
N-doped carbon from 
CMP (N3-CMP-1) 
260 0.1 1.1 3 M KOH [7] 
Carbon from pyrene-
based CMP (SDBPy-
800) 
301 1.0 0.9 6 M KOH [14] 
Triazatruxene-based 
CMP (TAT-CMP-2) 
183 1.0 1.0 1 M Na2SO4 
[58] 
Carbon from PAF (K-
PAF-1) 
280 1.0 0.8 6 M KOH [13] 
Carbon from MOF 
(MAC-A) 
274 0.25 1.0 6 M KOH [18] 
Core-shell nanoporous 
carbon from MOF and 
PANI (carbon-PANI 
core-shell) 
236 1.0 0.8 1 M H2SO4 
[20] 
 
Both N-Ben-800 and N-Py-700 were also tested at extremely high current densities of up to 100 A g-1 
(Figure 4.12) and showed capacitances of 162 and 88 F g-1, respectively (Figure 4.13). This represents 
a 68% and 39% capacitance retention for N-Ben-800 and N-Py-700, respectively, upon increasing the 
current density from 10 to 100 A g-1. N-Ben-800 performs better at faster rates due to its higher 
proportion of EDLC.  
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Figure 4.12 (a) Galvanostatic charge-discharge curves of N-Ben-800 at current densities between 
10 and 100 A g-1. (b) Galvanostatic charge-discharge curves of N-Py-700 at current densities between 
10 and 100 A g-1. 
 
 
Figure 4.13 Specific capacitance of N-Ben-800 and N-Py-700 at varying current densities. 
 
Ragone plots show that the N-Ben-800 and N-Py-700 exhibit maximum energy and power densities of 
42 W h kg-1 and 45 kW kg-1, respectively (Figure 4.14a). The energy densities of the optimised 
materials reaches the regime of batteries such as Pb-acid, NiCd, and Li-ion (10–150 W h kg-1), whilst 
being over one order of magnitude in power density than those of batteries (<0.3 kW kg-1) 
(Figure 4.14b).[4] 
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Figure 4.14 (a) Ragone plots of N-Ben-800 and N-Py-700. (b) Overlay of results with other energy 
storage devices, adapted from literature source.[5] 
 
Full cell supercapacitors of N-Ben-800 and N-Py-700 were constructed in order to study the materials 
in a practical device and to minimise any errors which may cause overestimation of capacitance in the 
three-electrode method.[60] A symmetrical two-electrode set-up was used containing the charge balanced 
material in 1 M H2SO4 and showed results consistent with the three-electrode method (Figure 4.15). 
The CV shape of N-Ben-800 is highly quasi-rectangular at scan rates between 10 and 200 mV s-1 
(Figure 4.15a)—even more so than during the three-electrode method (Figure 4.11a)—and retains this 
shape at scan rates up to 1000 mV s-1 (Figure 4.15b). The current response in the two-electrode 
configuration is slightly larger at 0 V as the open-circuit potential of N-Ben-800 in the three-electrode 
configuration was found to be 0.4 V—the middle of the redox couple in N-Ben-800. The capacitance 
was found to be 229 F g-1 at 10 mV s-1 and 163 F g-1 at the very high scan rate of 1000 mV s-1 
(Figure 4.15c). The GCD curves of N-Ben-800 are symmetric and linear, with negligible voltage drop 
demonstrating low internal resistance and ideal capacitive behaviour in the full cell set-up with a high 
capacitance of 211 F g-1 at 1 A g-1 (Figure 4.15d). The Nyquist plot in the two-electrode set-up similarly 
shows phase angles close to 90° demonstrating ideal capacitive behaviour, with a slight deviation at 
very low frequencies due to the pseudocapacitive contributions of N-Ben-800 readily occurring at these 
low frequencies (Figure 4.15e). The capacitance from impedance spectroscopy is almost horizontal at 
the low frequency range (10 to 0.01 Hz), reaching a stable capacitance of 230 F g-1 (Figure 4.15f). The 
CV shape of N-Py-700 between 10 to 1000 mV s-1 are all quasi-rectangular (Figure 4.15g&h), 
indicating ideal capacitive performance, more so than during the three-electrode configuration 
(Figure 4.11g&h), thus these materials are suitable for practical devices. Interestingly, the capacitance 
of N-Py-700 in the two-electrode configuration at 10 mV s-1 was similar to N-Ben-800 (222 vs. 229 F g-1) 
but the capacitance retention was lower at higher scan rates due to its pseudocapacitive nature 
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(Figure 4.15c). The GCD curves of N-Py-700 in the two-electrode configuration also retained its 
symmetric triangular shape, demonstrating its ideality as a supercapacitor material, with a capacitance 
of 199 F g-1 at 1 A g-1 (Figure 4.15i). The Nyquist plot of N-Py-700 approaches vertical with a phase 
angle of 83°—higher than in the three-electrode configuration—showing ideal capacitive behaviour 
(Figure 4.15e). Additionally, the Bode plot of the two-electrode configuration also shows a plateau 
towards 83° at lower frequencies compared against the three-electrode configuration, supporting the 
material as an ideal capacitor for practical applications (Figure 4.16).  
 
 
Figure 4.15 Electrochemical analysis of the optimised carbonised materials in a two-electrode system 
in 1 M H2SO4. (a) Cyclic voltammograms of N-Ben-800 at varying scan rates between 10 and 
200 mV s-1. (b) Cyclic voltammograms of N-Ben-800 at varying scan rates between 200 and 
1000 mV s-1. (c) Specific capacitance of N-Ben-800 and N-Py-700 at varying scan rates. 
(d) Galvanostatic charge-discharge curves of N-Ben-800 at current densities between 1 and 10 A g-1. 
(e) Nyquist impedance spectrum of N-Ben-800 and N-Py-700 measured at 0 V. Inset shows the results 
in the high frequency region. (f) Frequency dependence of specific capacitance for N-Ben-800 and 
N-Py-700 at 0 V. (g) Cyclic voltammograms of N-Py-700 at varying scan rates between 10 and 
200 mV s-1. (h) Cyclic voltammograms of N-Py-700 at varying scan rates between 200 and 1000 mV s-1. 
(i) Galvanostatic charge-discharge curves of N-Py-700 at current densities between 1 and 10 A g-1. 
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Figure 4.16 Bode plots of N-Py-700 measured in (a) two-electrode and (b) three-electrode 
configurations. 
 
4.4.4   Differentiating Between EDLC and PC Mechanisms 
 
In order to better understand the supercapacitive contributions from the surface area and from the 
heteroatom-doping, it is valuable to quantify the relative contributions from EDLC and PC. The 
respective EDLC and PC contributions from the heteroatom-doped carbons can be compared against 
each other due to the relatively slower electrochemical kinetics from Faradaic redox reactions of N- and 
S-containing functional groups in the PC mechanism compared to the faster EDLC process.[32] The 
maximum total specific capacitance, CS,T,M, can be partitioned into EDLC contributions, CDL, and PC 
contributions, CP, by using the same procedure developed to estimate the outer electroactive sites of 
metal oxides.[61, 62] In this partition procedure, the total voltammetric charge, qT, is calculated by 
extrapolation of voltammetric charge to v = 0 from the plot of 1/q vs. v1/2 (Figure 4.17a,c,e,g). Charge 
associated with the double-layer, qDL, is calculated by the extrapolation of voltammetric charge to v = ∞ 
from the plot of q vs. v-1/2 (Figure 4.17b,d,f,h). Therefore, charge associated with PC, qP, can be 
obtained by the difference between qT and qDL. Thus, specific capacitance from the maximum total 
(CS,T,M), EDLC (CDL), and PC (CP), contributions can be calculated by dividing the corresponding 
charge with their respective potential windows used in CV (Table 4.5). 
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Figure 4.17 (a, c, e, g) Dependence of 1/q vs. v1/2 and (b, d, f, h) dependence of q vs. v-1/2 for heteroatom 
doped HCP-based carbons in 1 M H2SO4. 
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Table 4.5 Summary of maximum total specific capacitance (CS,T,M), double-layer capacitance (CDL), 
and pseudocapacitance (CP) of heteroatom doped HCP-based carbons in 1 M H2SO4. 
Sample CS,T,M (F g
-1) CDL (F g
-1) CP(F g
-1) CP/CS,T,M (%) 
N-Ben-600 192 37 154 80.4 
N-Ben-700 148 84 64 43.2 
N-Ben-800 264 197 67 25.5 
N-Ben-1000 147 108 39 26.3 
P-N-Ben-600 58 36 22 38.1 
P-N-Ben-800 198 123 76 38.2 
C-Py-700 116 35 80 69.4 
C-Py-800 152 76 78 51.5 
C-Py-900 265 72 193 72.8 
C-Py-1000 112 77 65 31.4 
N-Py-600 370 24 347 93.6 
N-Py-700 444 165 279 62.9 
N-Py-800 194 125 69 35.7 
P-N-Py-600 188 104 84 44.7 
P-N-Py-700 227 111 116 50.1 
C-Th-800 51 24 27 53.6 
N-Th-600 43 8 35 80.5 
N-Th-700 227 194 33 14.6 
N-Th-800 192 131 60 31.4 
C-Ani-800 65 47 18 27.5 
 
All of the heteroatom-doped carbons possess both EDLC and PC contributions. As expected, higher 
overall PC contributions, CP/CS,T,M, are obtained where there are high levels of heteroatoms combined 
with relatively low surface areas, the latter of which decreases the EDLC contribution. The low 
temperature carbonisations materials prepared at 600 °C (N-Ben-600, N-Py-600, and N-Th-600) 
generally have very high CP/CS,T,M as low electric conductivity result in lower EDLC contributions. 
N-Ben-700 has a slightly higher surface area and lower N-content than N-Ben-600, resulting in a lower 
CP/CS,T,M (43.2% vs. 80.4%). N-Ben-800, which is the best supercapacitive material in its series, has the 
highest CDL of 197 F g-1 attributed to its high surface area of 1252 m2 g-1, and it results in a CP/CS,T,M of 
25.5%; it is therefore a strongly EDLC-biased material. Even though the N-content of N-Ben-1000 is 
lower than N-Ben-800, the CP/CS,T,M is higher due to the reduction of surface area in the material, and 
thus the CDL contribution. The CP/CS,T,M of P-N-Ben-600 and P-N-Ben-800 is very similar (38.1% and 
38.2%, respectively), as the increase in surface area and N-content in P-N-Ben-800 increases both CDL 
and CP. As expected, N-Py-700 has the highest CS,T,M of 444 F g-1, which is in line with yielding the 
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highest capacitance of all materials at a scan rate of 10 mV s-1. This is largely attributed to the high CP 
of 279 F g-1 from its high N-content of 13.44%, resulting in a CP/CS,T,M of 62.9%. N-Py-800, which has 
a higher surface area than N-Ben-800, has a lower CDL, in line with the pore structure of N-Ben-800 
facilitating better electrolyte ion diffusion kinetics and, hence, EDLC. However, the N-content and CP 
of N-Py-800 is higher than N-Ben-800, leading to a larger CP/CS,T,M of 35.7%. C-Th-800 has a relatively 
low CP/CS,T,M of 53.6%, despite possessing a high S-content of 13.58% (c.f., C-Py-700: N-content = 
9.42%, CP/CS,T,M = 69.4%; N-Py-700: N-content = 13.44%, CP/CS,T,M = 62.9%), which may be due to 
S-groups providing lower PC contributions than N-groups, as discussed previously. This is further 
supported by comparing N-Th-600 with N-Th-800, which have similar N-contents but the CP of 
N-Th-800 (60 F g-1) is higher than N-Th-600 (35 F g-1), despite containing no S-atoms; this is likely 
due to increased electric conductivity from the higher carbonisation temperatures. Surprisingly, 
although N-Th-700 has a high N-content, it has a low CP/CS,T,M of 14.6% compared with others in its 
series, and thus a high EDLC contribution. This could be due to N-groups in N-Th-700 increasing 
electrical conductivity[12] and increased dipolar attraction to the electrolyte cations[31] in the relatively 
high surface area carbon, aiding the EDLC mechanism. XPS was also measured for various samples to 
check the O-content of the materials (Table 4.6). The carbonisations integrated a similar amount of O 
species into the materials (8.16 to 10.83%) so it was assumed that the O-content does not greatly affect 
this study due to the consistent levels across samples. The XPS and CHNS values of C and N vary 
slightly due to differences of the surface and overall composition, however the N-content of XPS 
follows the same trend as CHNS. 
 
Table 4.6 Elemental compositions of various carbonised materials calculated from the XPS survey scan. 
Sample C (%) N (%) O (%) S (%) 
N-Ben-800 87.46 2.78 9.76 - 
P-N-Ben-800 85.84 3.33 10.83 - 
C-Py-800 86.20 4.44 9.36 - 
N-Py-600 84.25 7.30 8.45 - 
N-Py-700 83.58 7.13 9.29 - 
P-N-Py-700 86.19 4.13 9.68 - 
N-Th-700 83.52 6.78 9.29 0.41 
C-Ani-800 90.28 1.56 8.16 - 
 
This partition capacitance model has generally been used for either comparing very similar materials,[32, 
62] or for comparing a single material in different electrolytes,[7, 61] where perhaps 2 or 3 samples are 
compared. Hence, factors that may affect the partitioning, such as electric conductivity, pore structure, 
wettability, and morphology, are assumed to be the same. Due to the large sample size of this study 
(20 samples), there are some small deviations against the line of best fit shown in Fig. 4.17a,c,g. The 
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CP/CS,T,M contributions of these materials can also be plotted against the normalised heteroatom to 
surface area ratio (Figure 4.18).  
 
 
Figure 4.18 Correlation of overall pseudocapacitance contributions against N- & S-content to surface 
area ratio. *1 = N-Ben-600. *2 = N-Py-600. *3 = N-Th-700. Heteroatom-content is taken from CHNS. 
 
In general we found that CP/CS,T,M in the HCP-based carbons is, approximately, linearly proportional to 
the ratio of heteroatom-doping to surface area, irrespective of the carbonisation precursor. The three 
outliers in the plot (blue circle) are a result of low electric conductivity in N-Ben-600 and N-Py-600, 
and the high EDLC contributions in N-Th-700, as discussed above. N-Th-600 could also be considered 
as an outlier due to its low electric conductivity if S-doping is not accounted for (Figure 4.19). A 
combination of EDLC and PC contributions is important for supercapacitive materials, with their ratio 
yielding different storage behaviour, as exhibited by the two best-performing carbons, N-Ben-800 and 
N-Py-700, which have a CP/CS,T,M of 25.5% and 62.9%, respectively.  
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Figure 4.19 Correlation of overall pseudocapacitance contributions against N-content to surface area 
ratio. *1 = N-Ben-600. *2 = N-Py-600. *3 = N-Th-600. *4 = N-Th-700. 
 
Though it is widely known that redox-active, heteroatom-doped carbons contribute to PC,[5, 7, 32, 43] this 
study uncovers the direct quantitative contribution that heteroatom-doping provides. To our knowledge, 
this is the first time that such a large range of materials has been studied and their EDLC and PC 
contributions compared. 
 
4.5   Conclusions and Outlook 
 
In summary, this chapter shows that the carbonisation of HCPs through various methods can be used to 
generate carbons with excellent supercapacitive properties. The method produces conductive carbons 
using low-cost precursors, while allowing heteroatoms to be incorporated by choice of feedstock and 
by changing the type of gas used in the carbonisation. A 63% PC-based material, N-Py-700, shows 
ideal supercapacitive behaviour, with a very high capacitance of 374 F g-1 at 0.1 A g-1, and retains 96% 
capacitance after 15000 charge-discharge cycles. N-Ben-800, which shows 74% EDLC, exhibits a 
capacitance of 295 F g-1 at 0.1 A g-1 with an excellent capacitance retention of 81% at a very high current 
density of 10 A g-1. The EDLC and PC contributions of the HCP-based carbons were quantified and 
compared against their properties, allowing synthetic control over the two supercapacitive mechanisms. 
There is a near endless synthetic diversity to form HCPs by this route, since more than 25 million 
aromatic molecules are susceptible to the Friedel-Crafts alkylation.[28] Hence, it is likely that further 
supercapacitive HCP-based carbons will be produced that exhibit improved energy storage properties 
over the promising materials presented here. 
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As with CMPs, electrically conducting HCPs have yet to be discovered. A Friedel-Crafts alkylation 
method which adds CH2 bonds between aromatic molecules was chosen for this study. A Scholl 
coupling method which links two aromatic molecules directly in the presence of a Lewis acid is 
suggested for potentially producing conducting HCPs. However, the disorder and formation of a 3-D, 
non-crystalline polymer will likely prohibit electrical conduction. Through careful synthetic conditions, 
one may be able to Scholl couple adjacent benzene rings into small nanoribbons, although this may not 
constitute a conventional HCP anymore. To further study the carbonisation of HCPs synthesised 
through the “knitting” method, P- and B-containing HCPs could demonstrate interesting properties 
upon carbonisation since these elements have been shown to contribute towards supercapacitance.[63] 
Additionally, co-polymerisation of two different heteroatom-containing monomers may produce a 
homogenous distribution of these heteroatoms which may boost performance through a synergetic 
effect. 
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Chapter 5 
 
Hypercrosslinked Polymer-Derived Carbons 
for CO2 and H2 Storage 
 
 
 
 
 
 
Some of the contents in this chapter are taken from Paper IV. 
J.-S. M. Lee, M. E. Briggs, T. Hasell, A. I. Cooper, “Hyperporous Carbons from Hypercrosslinked 
Polymers”. Adv. Mater. 2016, 28, 9804–9810. 
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5.1   Background and Context 
 
There have been many recent reports of using porous materials as carbonisation precursors that show 
advantages to non-porous precursors. These reports primarily use MOFs, PAFs, and CMPs which can 
have various disadvantages in regard to cost and scalability. HCPs are advantageous as they overcome 
these problems. The strategy was utilised by synthesising a range of HCPs which do and do not contain 
various heteroatoms, and maximising their surface areas by chemically activating them with KOH for 
carbonisation. It was found that each precursor has a preferential carbonisation temperature to maximise 
porosity, whilst still retaining their parent heteroatoms. The best performing material, Py800, has the 
highest apparent BET surface area of an organic derived-carbon to date, and showed the highest CO2 
and H2 uptakes, outperforming many high-performing and more expensive materials. 
 
5.2   Introduction 
 
Porous carbonaceous materials have been of interest for many years because of applications[1] such as 
gas separation,[2] water purification,[3] catalysis,[4] electromagnetic interface shielding,[5] and energy 
storage in batteries,[6] supercapacitors,[7] and fuel cells.[8] Porous carbons are appealing because of their 
relatively low cost and their ease of preparation from a variety of natural and synthetic precursors. 
Porous carbons are noted for their high surface areas (>1000 m2 g-1) and pore volumes (>0.5 cm3 g-1); 
they also have good chemical, thermal, and mechanical stability, high electrical conductivity, and they 
can be processed for various applications.[9] Porous carbonaceous materials are traditionally prepared 
by physical activation, chemical activation, or by a combination of the two.[10] 
 
Highly porous carbons have been produced in the past with the use of KOH as a chemical activating 
agent, through precursors including linear polymers,[11, 12] carbon nanotubes,[13] and graphene oxide.[14] 
A number of microporous solids have been precursors for carbonaceous materials with advanced 
properties, including ZIFs,[15] MOFs,[16] PAFs,[17] CMPs,[18] and HCPs.[19] The choice of precursor 
material can affect the functionality in the resultant carbons. For instance, carbonised ZIFs have been 
used for supercapacitor electrodes,[20] carbonised MOFs as oxygen reduction catalysts and lithium 
sulphur batteries,[21] carbonised PAFs for gas storage,[22] carbonised CMPs as chemosensors, 
electrocatalysis, and supercapacitors,[23, 24] and carbonised HCPs for benzene/chlorobenzene vapour 
absorption and as a porous carbon support for oxygen reduction reactions.[25] While these materials 
show good performance for their respective applications, many of the microporous precursors involved 
costly starting materials (e.g., PAFs, many MOFs, and CMPs) or expensive catalysts for their 
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preparation (e.g., CMPs, PAFs). Also, some of these precursor porous materials are prepared under 
rigorous anhydrous and anaerobic conditions (e.g., PAFs), which makes scale-up challenging. 
 
HCPs are microporous materials synthesised from cheap organic monomers that show good stability 
and potential for synthetic diversification. Permanent porosity in HCPs is a result of extensive cross-
linking, which prevents the polymer chains from collapsing into a dense, non-porous state. HCPs have 
been known for many years and are scalable.[26] They can be prepared using a FDA cross-linker through 
a simple one-step Friedel-Crafts reaction, which opens up this approach to a large library of polymers 
derived from simple aromatic monomers.[27] HCPs can exhibit a range of surface areas, pore-size 
distributions, and surface functionalities that can be tuned by changing the aromatic monomer, the 
reaction stoichiometry, or by the inclusion of functionalised aromatic co-monomers. Benzene-derived 
HCPs have received renewed interest due to their high uptake of CO2 (15.3 mmol g-1 at 40 bar) and 
their potential application in the purification of syngas.[28, 29] However, this high CO2 uptake is also 
associated with swelling of the polymer, which could cause limitations for some practical applications. 
 
The aim of this project was to find a simple process that could be used to further improve the properties 
of HCPs. Ideally, the surface area of the materials would be increased while minimising the pronounced 
swelling that is observed with CO2 or with other adsorbed species, such as organic liquids. This chapter 
discusses how a simple carbonisation process can be used to significantly enhance the surface areas of 
HCPs, whilst simultaneously preventing swelling of the material. These results are transferable across 
a family of three related HCPs, derived from three low-cost monomers; benzene, thiophene, and pyrrole. 
 
5.3   Experimental 
 
5.3.1   Chemical Reagents 
 
Benzene, thiophene, pyrrole, FDA, iron(III) chloride, 1,2-dichloroethane, potassium hydroxide, and 
activated carbon were purchased from Sigma Aldrich. Methanol was purchased from Fisher Scientific. 
Zeolite 13X was purchased from Micromeritics. High purity nitrogen was purchased from BOC. All 
chemicals were used as received without any further purification. DI water was used in purifications. 
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5.3.2   Synthesis 
 
Preparation of Hypercrosslinked Polymers 
The hypercrosslinked polymers were synthesised using a previously reported literature method,[27] The 
monomer (either benzene, thiophene or pyrrole; 50 mmol) was added to 1,2-dichloroethane (100 mL) 
under nitrogen in a 250 mL two-necked Radley’s flask equipped with a reflux condenser. 
Dimethoxymethane (8.8 mL, 100 mmol) was added and the mixture was stirred for 10 min. Iron(III) 
chloride (16.2 g, 100 mmol) was then added and the mixture was heated under reflux at 80 °C overnight. 
After cooling the dark brown/black precipitate was filtered and washed with methanol. The solids were 
further purified by Soxhlet extraction with methanol for 1 day then dried under vacuum at 70 °C for 
1 day. Gravimetric yields for all polymers were >90%. Elemental analysis: HCP-Ben, C: 85.50%, 
H: 5.45%; HCP-Th, C: 52.79%, H: 3.20%, S: 23.40%; HCP-Py, C: 58.80%, H: 5.10%, N: 11.02%. 
 
Preparation of Carbonised Materials 
In a typical procedure, hypercrosslinked polymer (1.0 g) and KOH (4.0 g, 71.2 mmol) were thoroughly 
mixed using a pestle and mortar. The mixture was placed in a ceramic boat and inserted within a tube 
furnace. The furnace was purged with N2 at room temperature for 30 min, heated to the specified 
temperature at a rate of 5 °C min-1, held at the set temperature for 2 h and finally cooled to room 
temperature. The residue was washed thoroughly with DI water, 1 M HCl, and DI water until the filtrate 
attained pH 7. Further purification of the carbons was carried out by Soxhlet extraction with methanol 
overnight. The resultant carbons were dried under vacuum for 1 day at 70 °C. 
 
5.4   Results and Discussion 
 
5.4.1   Methodology of Hypercrosslinked Polymers and HCP-based Activated 
Carbons 
 
Benzene, thiophene, and pyrrole were hypercrosslinked according to known literature methods,[27] and 
the resulting polymers are referred to as HCP-Ben, HCP-Th and HCP-Py (Scheme 5.1). These 
monomers were chosen to produce a variety of HCPs containing either no heteroatoms (benzene), N-
atoms (pyrrole), or S-atoms (thiophene). 
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Scheme 5.1 Synthesis of the hypercrosslinked polymers and subsequent carbonisation method. 
 
TGA in nitrogen was performed to determine the thermal stability of the HCPs, mimicking the 
conditions that would be used for the carbonisation (Figure 5.1). HCP-Th and HCP-Py show some 
mass loss below 100 °C; this was ascribed to evaporation of physisorbed atmospheric water since the S 
and N atoms present in these polymers are known to have a strong affinity for water. HCP-Ben shows 
high thermal stability with little mass loss below 500 °C and only 30% mass loss up to 1000 °C, whereas 
HCP-Th and HCP-Py show continuous mass loss up to 80% and 96%, respectively, at 1000 °C. 
 
 
Figure 5.1 TGA curves of HCPs at a ramp rate of 5 °C min-1 under N2. 
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Carbonised HCPs were obtained by mixing the HCPs with KOH in a 1:4 ratio and heating at various 
temperatures between 700 and 1000 °C, followed by extraction of residual salts and drying. The carbons 
are referred to as BenΔ, ThΔ and PyΔ, with Δ signifying the carbonisation temperature.  
 
TGA curves of some representative samples indicated residual masses of 2–8% (Figure 5.2). 
 
 
Figure 5.2 TGA analysis of HCP-derived activated carbons heated in air. 
 
5.4.2   Structure and Properties of Hypercrosslinked Polymer-Derived Activated 
Carbons 
 
The apparent BET surface areas of the synthesised carbons are shown in Figure 5.3a; Ben750, Th850, 
and Py800 were observed to have the highest BET surface areas of 3105 m2 g-1, 2682 m2 g-1, and 
4334 m2 g-1, respectively, and these materials were therefore evaluated in more detail.  
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Figure 5.3 (a) BET surface areas of carbonised HCPs at various temperatures. (b) Nitrogen adsorption-
desorption isotherms of HCPs and the porous carbons at 77.3 K (the adsorption and desorption branches 
are labelled with filled and empty symbols, respectively). 
 
Nitrogen sorption isotherms for the HCPs Ben750, Th850, and Py800, are shown in Figure 5.3b. The 
physical properties of these carbons and their HCP precursors are summarised in Table 5.1. Following 
IUPAC classification,[30] these isotherm shapes include examples that are Type Ib (associated with a 
broad range of micropores), Type II (associated with the presence of macropores), and Type IVa 
(associated with mesoporous characteristics). The isotherms of the carbonisation precursors (HCP-Ben, 
HCP-Th and HCP-Py) are all Type II signifying the presence of macropores within the HCPs, though 
it should also be stressed that these materials can swell in liquid nitrogen.[31] The HCPs have surface 
areas and total pore volumes of 1382 m2 g-1 and 1.52 cm3 g-1 for HCP-Ben, 484 m2 g-1 and 0.33 cm3 g-1 
for HCP-Th, and 322 m2 g-1 and 0.25 cm3 g-1 for HCP-Py. Carbonisation with KOH resulted in 
increased microporosity for Ben750, Th850, and Py800, while Py800 also showed a large increase in 
mesoporosity. The N2 isotherms of Ben750 and Th850 are Type Ib; most of the nitrogen uptake occurs 
at P/P0 < 0.02, indicating a mostly microporous structure, which is also apparent from comparison of 
the micropore volume with the total pore volume (Table 5.1). Py800 shows a Type IVa isotherm 
associated with a mesoporous material with a relatively small portion (33%) of its total pore volume 
derived from micropores, as seen in the pore size distribution of the material (Figure 5.4). Py800 also 
shows an extremely high surface area of 4334 m2 g-1 which, to our knowledge, is the highest reported 
to date for an organic derived activated carbonaceous material.[12, 13, 32] 
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Table 5.1 Physical properties of hypercrosslinked polymers and optimised carbons. 
  Pore volume (cm3 g-1)b  
Sample Surface 
areaa 
Total pore 
volume 
Micropore 
volume 
Pore size (Å)c 
HCP-Ben 1382 1.52 0.40 12/15 
HCP-Th 484 0.33 0.22 15 
HCP-Py 322 0.25 0.14 9 
Ben750 3105 1.58 1.00 11 
Th850 2682 1.51 0.70 12 
Py800 4334 3.14 1.05 13/22-47 
a BET surface area. b Calculated by single point pore volume. c Pore size distribution maxima calculated 
by NL-DFT. 
 
 
Figure 5.4 Pore size distribution of HCPs and carbons calculated by NL-DFT. 
 
The nitrogen isotherms and pore size distributions for the synthesised carbons are shown in Figure 5.5. 
The carbonisation products of HCP-Ben at 700 °C and 750 °C show Type Ib isotherms, indicating high 
microporosity (Figure 5.5a). As the carbonisation temperature was raised to 850 °C, the isotherms 
display some Type IVa character with a hysteresis loop gradually appearing at P/P0 = 0.5, this is 
accompanied by a widening of the pore size distribution (Figure 5.5b) and is due to the formation of 
mesopores at higher activation temperatures. The higher temperatures led to a decrease in surface area 
from 3105 m2 g-1 for Ben750 to 3049 m2 g-1 and 2730 m2 g-1 for Ben800 and Ben850, respectively 
(Table 5.2). At 900 °C, the isotherm is Type IVa, indicating of a mesoporous material. When the 
carbonisation temperature is increased from 850 °C to 900 °C, the surface area drops from 2730 m2 g-1 
to 1584 m2 g-1; this is primarily due to a reduction in the micropore volume from 0.76 cm3 g-1 to 
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0.31 cm3 g-1; the total pore volume remains approximately constant. Increasing the carbonisation 
temperature to 1000 °C resulted in a substantial loss of porosity, with the isotherm displaying Type II 
characteristics, indicating the presence of mostly macropores and a surface area loss of only 196 m2 g-1 
due to the collapse of most micro- and mesopores. In general, the average pore size distribution shifts 
from being micro- to mesoporous as more material is removed with increasing temperature, this 
eventually leads to pore collapse and the formation of lower surface area carbons.  
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Figure 5.5 Nitrogen adsorption–desorption isotherms of carbonised (a) BenΔ, (c) ThΔ, and (e) PyΔ at 
77.3 K (the adsorption and desorption branches are labelled with filled and empty symbols, 
respectively). Pore size distributions of (b) BenΔ, (d) ThΔ, and (f) PyΔ calculated by NL-DFT. 
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Table 5.2 Physical properties of carbonised HCP-Ben, HCP-Th and HCP-Py at various temperatures. 
  Pore volume (cm3 g-1)b  
Sample Surface 
areaa 
Total pore 
volume 
Micropore 
volume 
Pore size (Å)c 
Ben700 2219 1.08 0.77 12 
Ben750 3105 1.58 1.00 12 
Ben800 3049 1.80 0.77 13/14/25 
Ben850 2730 1.67 0.76 12/25 
Ben900 1584 1.32 0.31 36-55 
Ben1000 196 0.31 0.02 15-45 
Th700 1593 0.93 0.78 12 
Th800 2138 1.15 0.66 12/20-32 
Th850 2682 1.51 0.70 12/20-30 
Th900 403 0.29 0.10 12/20-30 
Py700 3122 1.82 0.78 12/22-37 
Py800 4334 3.14 1.05 12/14/23-48 
Py850 3112 2.29 0.71 13 
a BET surface area. b Calculated by single point pore volume. c Pore size distribution maxima calculated 
by NL-DFT. 
 
Carbonised samples produced from HCP-Th and HCP-Py show a similar trend with increasing 
temperature. HCP-Th carbonised at 700 °C and 800 °C show Type Ib isotherms suggesting a mainly 
microporous material with surface areas of 1593 m2 g-1 and 2138 m2 g-1, respectively (Figure 5.5c). 
Upon raising the carbonisation temperature to 850 °C, the isotherm shifts to Type IVa indicating 
mesopores with a large surface area of 2682 m2 g-1; the micropore content was still relatively high 
constituting about 46% of the total pore volume. A further increase in temperature to 900 °C results in 
a dramatic decrease in surface area to 403 m2 g-1, and a Type II isotherm. Carbonised HCP-Py at 700 °C 
displays a Type Ib isotherm with the surface area of 3122 m2 g-1, primarily ascribed to microporosity. 
An increase in carbonisation temperature to 800 °C gives a Type IVa isotherm and yields a mesoporous 
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material with an extremely high surface area of 4334 m2 g-1 (Figure 5.5e). Upon a further increase in 
temperature to 850 °C, the material still possesses a Type IVa isotherm, though the micropore and total 
pore volumes are decreased, resulting in a lower surface area of 3112 m2 g-1. At higher temperatures, 
the poor mass recovery of the carbons precluded porosity testing. All ThΔ and PyΔ carbons retain some 
of their respective parent heteroatoms showing that the incorporation of heteroatoms is possible using 
selected heteroatom containing precursors (Table 5.3). 
 
Table 5.3 Carbonisation yields and CHNS elemental analysis of HCPs and porous carbon products. 
Sample Yielda C (%) H (%) N (%) S (%) 
HCP-Ben - 85.50 5.45 - - 
HCP-Th - 52.79 3.2 - 23.40 
HCP-Py - 58.80 5.10 11.02 - 
Ben700 51 90.09 0.67 - - 
Ben750 47 93.81 0.53 - - 
Ben800 28 93.71 0.41 - - 
Ben850 15 90.99 0.48 - - 
Ben900 8 78.42 1.06 - - 
Th700 21 76.52 0.51 - 14.46 
Th800 20 82.71 0.51 - 11.92 
Th850 16 89.18 0.31 - 5.32 
Py700 15 77.65 0.88 2.35 - 
Py800 12 87.78 0.46 1.42 - 
Py850 11 87.82 0.43 1.09 - 
a Yield calculated from final mass against the starting precursor mass. 
 
FE-SEM was used to study the morphology of the HCPs and various carbonised products. The images 
all show similar morphologies for the carbonised samples at 800 °C and their precursor polymers 
(Figure 5.6). It can be concluded that the morphology is generally retained with these carbonisation 
conditions.  
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Figure 5.6 FE-SEM images of (a, b) HCP-Ben, (c, d) Ben800, and (e, f) HCP-Th, at low and high 
magnifications, respectively. 
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Figure 5.6 FE-SEM images of (g, h) Th800, (i, j) HCP-Py, and (k, l) Py800 at low and high 
magnifications, respectively. 
 
PXRD patterns of the HCPs and their carbonised products (Figure 5.7) exhibit a characteristic peak 
located at 44°, corresponding to the (101) plane of hexagonal graphite, thus revealing their amorphous 
nature and low degree of graphitisation.[33] 
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Figure 5.7 PXRD of (a) HCP-Ben and BenΔ, (b) HCP-Th and ThΔ and (c) HCP-Py and PyΔ samples. 
 
The Raman spectra of Ben800, Th800, and Py800 present two first-order Raman bands for D at 
~1350 cm-1 and G carbon at ~1590 cm-1 attributed to the breathing mode of k-point phonons of A1g 
symmetry and the in-plane stretching motion of symmetric sp2 C–C bonds respectively (Figure 5.8).[24, 
34] 
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Figure 5.8 Raman spectra of Ben800, Th800, and Py800 with peaks at 1350 cm-1 and 1596 cm-1 
assigned to the D band and G band respectively. 
 
ICP-OES was also investigated for Ben750, Th850, and Py800 and detected only trace amounts of Fe 
and K (Table 5.4). Due to this, we can exclude its influence on gas absorption measurements. 
 
Table 5.4 Residual metal content from ICP-OES analysis. 
Sample Fe (wt%) K (wt%) 
Ben750 0.020 0.017 
Th850 0.058 0.063 
Py800 0.022 0.056 
 
The composition of the precursor polymers and the resultant carbonaceous materials were investigated 
by XPS (Table 5.5–9, Figure 5.9–13).  
 
Table 5.5 Elemental ratios from XPS peak areas. 
Sample C 1s (%) O 1s (%) N 1s (%) S 2p (%) Cl 2p 
HCP-Ben 89.5 10.3 0.0 0.0 0.3 
HCP-Th 73.1 16.7 0.0 9.7 0.5 
HCP-Py 74.4 14.0 10.4 0.0 1.2 
Ben800 92.0 8.0 0.0 0.0 0.0 
Th800 89.6 6.6 0.0 3.8 0.0 
Py800 89.2 9.8 1.0 0.0 0.0 
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HCP-Ben and its carbonised product, Ben800 contains C and O, while HCP-Th and Th800 also contain 
S and HCP-Py and Py800 N (Figure 5.9).  
 
 
 
 
Figure 5.9 XPS survey scan spectras for (a) HCP-Ben, (b) Ben800, (c) HCP-Th, (d) Th800, (e) HCP-Py, 
and (f) Py800. 
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Residual Fe was not detected in any of the samples, however trace amounts of Cl remain in the polymer 
after synthesis (Table 5.6), though this appears to be removed in the carbonisation process and was not 
detected in any of the carbons. HCP-Ben shows a Cl 2p peak at 200.1 eV representative of C-Cl, 
HCP-Th a peak at 199.7 eV suggest low levels of FeCl, and HCP-Py a peak at 196.8 eV and 200.1 eV 
for N-Cl and C-Cl, respectively (Figure 5.10).[35-37] 
 
Table 5.6 Ratio of chlorine groups from XPS of Cl 2p. 
  Amount (%)  
Binding 
energy (eV) 
Assignment HCP-Ben Ben800 HCP-Th Th800 HCP-Py Py800 
196.8 N Chloride[36, 
37] 
0 0 0 0 78 0 
199.7 Fe-Cl[35] 0 0 100 0 0 0 
200.1 Organic 
chloride[36] 
100 0 0 0 22 0 
 
 
Figure 5.10 XPS Cl 2p core-level spectras for (a) HCP-Ben, (b) HCP-Th, and (c) HCP-Py. 
 
A primary peak was observed for C 1s for all samples at 284.5 eV corresponding to C-C and C-H 
species, followed by peaks at 286.0 eV, 287.5 eV, 289.2 eV, and 290.9 eV for C-O and C-N, C=O, 
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carbonates, and π to π* transitions, respectively (Figure 5.11).[36, 38, 39] The increase in π to π* after 
carbonisation is likely due to the material becoming more graphitic in nature.  
 
Table 5.7 Ratio of carbon groups from XPS of C 1s. 
  Amount (%)  
Binding 
energy (eV) 
Assignment HCP-Ben Ben800 HCP-Th Th800 HCP-Py Py800 
284.5 C-C, C-H[39] 84 57 77 66 72 55 
286.0 C-O, C-N[39, 
40] 
11 23 17 20 22 27 
287.5 C=O[39] 0 8 2 5 4 6 
289.2 Carbonate[36] 3 7 4 6 3 8 
290.9 π to π 
transition[38] 
3 4 0 3 0 4 
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Figure 5.11 XPS C 1s core-level spectras for (a) HCP-Ben, (b) Ben800, (c) HCP-Th, (d) Th800, 
(e) HCP-Py, and (f) Py800. 
 
Peaks for O 1s were observed at 530.7 eV, 532.1 eV, 533.5 eV, and 535.5 eV which correspond to 
oxides, carbonates, C=O, and C-O-H, respectively (Figure 5.12).[36] 
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Table 5.8 Ratio of oxygen groups from XPS of O 1s. 
  Amount (%)  
Binding 
energy (eV) 
Assignment HCP-Ben Ben800 HCP-Th Th800 HCP-Py Py800 
530.7 Oxide[36] 0 4 22 6 8 22 
532.1 Carbonate[36] 56 35 62 51 68 34 
533.5 C=O[36] 44 44 17 39 13 49 
535.5 C-O-H[36] 0 17 0 4 1 9 
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Figure 5.12 XPS O 1s core-level spectras for (a) HCP-Ben, (b) Ben800, (c) HCP-Th, (d) Th800, 
(e) HCP-Py, and (f) Py800. 
 
XPS of HCP-Th shows S 2p peaks at 163.4 eV and 163.9 eV for C-S-H and C-S-C species respectively 
(Figure 5.13). Upon carbonisation, Th800 loses all C-S-H species as expected, and gives rise to two 
new species at 165.1 eV and 168.1 eV for R2-SO and a sulfate/sulfone species, respectively.[36, 41] 
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Table 5.9 Ratio of sulfur groups from XPS of S 2p. 
  Amount (%)  
Binding 
energy (eV) 
Assignment HCP-Ben Ben800 HCP-Th Th800 HCP-Py Py800 
163.4 C-S-H[41] 0 0 83 0 0 0 
163.9 C-S-C[41] 0 0 17 80 0 0 
165.1 R2-SO[41] 0 0 0 7 0 0 
168.1 Sulfate/Sulfone[36] 0 0 0 12 0 0 
 
 
Figure 5.13 XPS S 2p level spectras for (a) HCP-Th and (b) Th800. 
 
The XPS of HCP-Py shown a largely pyrrolic peak at 399.7 eV, followed by peaks at 398.2 eV and 
400.9 eV for pyridinic and graphitic-nitride, respectively (Figure 5.14).[42-45] Following carbonisation, 
the graphitic-nitride content increases from 7% in HCP-Py to 19% in to Py800, in line with what we 
expect (Table 5.10). 
 
Table 5.10 Ratio of nitrogen groups from XPS of N 1s. 
  Amount (%)  
Binding 
energy (eV) 
Assignment HCP-Ben Ben800 HCP-Th Th800 HCP-Py Py800 
398.2 Pyridinic[42, 
44-46] 
0 0 0 0 21 34 
399.7 Pyrrolic[43-
46] 
0 0 0 0 72 47 
400.9 Graphitic-
N[42, 44, 46] 
0 0 0 0 7 19 
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Figure 5.14 XPS N 1s core-level spectras for (a) HCP-Py and (b) Py800. 
 
5.4.3   CO2 Storage Capabilities of Hypercrosslinked Polymer-Derived Activated 
Carbons 
 
The CO2 uptake of each carbonised HCP was tested at room temperature (298 K) and these results are 
shown in Figure 5.15a with the full CO2 uptake isotherms for the three HCPs and the highest surface 
area carbons, Ben750, Th850, and Py800, shown in Figure 5.15b. Table 5.11 summarises the amount 
of CO2 adsorbed by the materials at a pressure of 1 bar and 10 bar.  
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Figure 5.15 (a) Correlation of CO2 uptake with BET surface area for carbonised HCPs at 1 bar; (b) CO2 
sorption isotherms at 298 K over pressure range 0 to 1 bar; (c) CO2 sorption isotherms at 298 K over 
pressure range of 0 to 10 bar; (d) CO2 adsorption-desorption isotherms at 195 K and 1 bar (the 
adsorption and desorption branches are labelled with filled and empty symbols, respectively). 
 
Table 5.11 BET surface areas and CO2 uptake of HCPs and optimised carbons. 
  CO2 uptake
a 
(mmol g-1) 
Sample Surface 
area 
1 bar 
CO2 
10 bar 
CO2 
HCP-Ben 1382 1.6 - 
HCP-Th 484 1.3 - 
HCP-Py 322 2.1 - 
Ben750 3105 3.3 15.6 
Th850 2682 2.4 13.2 
Py800 4334 3.5 22.0 
a CO2 uptake at 298 K at various pressures. 
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HCP-Ben adsorbs 1.6 mmol g-1 of CO2 at 1 bar.[29] HCP-Th has a lower uptake of 1.3 mmol g-1 of CO2 
at 1 bar, likely due its reduced surface area and the low affinity of S with CO2. Although the HCP-Py 
has the lowest surface area of 322 m2 g-1 of the three HCPs, it has the highest CO2 uptake of 2.1 mmol g-1 
at 1 bar, possibly due to the presence of the N-containing heterocycles in the polymer, which are known 
to aid in CO2 adsorption.[47] The CO2 uptakes of all HCPs were increased through carbonisation with 
KOH activation. It was found that the CO2 uptake is, approximately, linearly proportional to the surface 
areas of the carbons irrespective of the carbonisation precursor (Figure 5.15a). The CO2 sorption 
isotherms for the carbonised HCPs all have a similar shape and show a roughly linear uptake of CO2 
with increasing pressure (Figure 5.15b) up to 1 bar. The CO2 adsorption performance of these carbons 
was also evaluated at up to 10 bar (Figure 5.15c). The isotherms shapes are all similar over this pressure 
range, and none of the materials are close to saturation at 10 bar. Py800, in particular, shows a CO2 
isotherm that is almost linear with pressure. The highest CO2 uptake at 10 bar was recorded for Py800, 
which adsorbs up to 22.0 mmol g-1 of CO2 at 10 bar; these are very high CO2 uptakes in comparison to 
other leading materials under these conditions, such as MOF-205 (10.9 mmol g-1),[48] 
PPN-4 (11.6 mmol g-1),[49] Maxsorb (13.5 mmol g-1),[50] CN-2800 (13.9 mmol g-1),[13] and 
COF-102 (15.5 mmol g-1).[51] Ben750 and Th850 also have high CO2 uptakes of 15.6 mmol g-1 and 
13.2 mmol g-1, respectively. A similar isotherm shape was observed previously for swellable HCPs, 
although the CO2 uptake was lower (6.8 mmol g-1).[29]  HCP-Ben was shown to swell visibly in the 
presence of CO2, with the degree of swelling being related directly to the CO2 density. This could pose 
design problems for some practical applications; for example, swelling could increase the working 
back-pressure. Carbonisation removes the flexibility of the HCPs, and observation of Ben750, derived 
from HCP-Ben, in a high-pressure view cell (40 bar of pure CO2, 298 K) gave no evidence of any 
swelling (Figure 5.16). Hence, swelling can be eliminated and CO2 adsorption increased via 
carbonisation. For example, the CO2 uptake for HCP-Ben was 15.3 mmol g-1 at 40 bar,[29] while Ben750 
adsorbs a greater quantity of CO2 (15.6 mmol g-1) at only 10 bar.  
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Figure 5.16 Photographs show the absence of swelling of Ben750 in a pure CO2 atmosphere when the 
pressure was increased from (a) 1 bar to (b) 10 bar, and finally (c) 40 bar. 
 
Since the CO2 isotherms were not fully saturated at 10 bar, the adsorption temperature was lowered to 
investigate the maximum possible CO2 adsorption capacity for these carbons (195 K / 1 bar). Ben750 
and Th850 retains a Type Ib isotherm and Py800 retains a Type IVa isotherm (Figure 5.15d). These 
carbonised materials show remarkable CO2 uptakes of 36.8 mmol g-1, 34.7 mmol g-1, and 49.4 mmol g-1 
for Ben750, Th850, and Py800, respectively. These uptake results are far higher than other comparison 
materials under the same conditions such as the non-carbonised HCP-Ben (14.1 mmol g-1), a 
commercial activated carbon (8.7 mmol g-1), and zeolite 13X (7.4 mmol g-1).  
 
5.4.4   H2 Storage Capabilities of Hypercrosslinked Polymer-Derived Activated 
Carbons 
 
The H2 uptake capacities of the carbonised HCPs were also investigated at pressures up to 10 bar 
(Table 5.12). For all carbons, irrespective of the carbonisation precursor or temperature, a roughly 
linear relationship between the apparent BET surface areas and the H2 uptake was observed in 1 bar at 
77.3 K (Figure 5.17a).  
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Table 5.12 BET surface areas and H2 uptake of HCPs and optimised carbons. 
  H2 uptake
a (wt%) 
Sample Surface 
area 
1 bar 
H2 
10 bar 
H2 
HCP-Ben 1382 1.1 - 
HCP-Th 484 0.9 - 
HCP-Py 322 1.0 - 
Ben750 3105 3.0 4.0 
Th850 2682 2.5 3.7 
Py800 4334 3.6 5.6 
a H2 uptake at 77.3 K at various pressures. 
 
 
Figure 5.17 (a) Correlation of H2 uptake with BET surface area for carbonised HCPs at 1 bar; (b) H2 
sorption isotherms at 77.3 K over pressure range 0 to 1 bar and (c) H2 sorption isotherms at 77.3 K over 
pressure range of 0 to 10 bar. 
 
Py800, demonstrated the highest H2 uptake of 3.6 wt% at 1 bar and 77.3 K. The H2 uptake was 
significantly improved by carbonisation, with HCP-Ben, HCP-Th, and HCP-Py showing H2 uptakes of 
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1.1 wt%, 0.9 wt%, and 1.0 wt%, respectively (Figure 5.17b). Ben750, Th850, and Py800 also show 
high H2 uptakes of 4.0 wt%, 3.7 wt%, and 5.6 wt%, respectively at 10 bar and 77.3 K, and all materials 
reach saturation under these conditions (Figure 5.17c). These are amongst the highest H2 uptakes 
reported to date for any porous carbon materials at 10 bar,[13, 52] and these relatively inexpensive 
materials outperform zeolite-,[53] carbide-,[54] and MOF-derived carbons.[55] Ben750 and Py800 also 
outperforms a previously reported carbonised N-rich HCP, synthesised from a non-commercial 
monomer, which adsorbed 2.6 wt% H2 at 1 bar and 77.3 K.[56] 
 
5.5   Conclusions and Outlook 
 
Carbonisation of HCPs with KOH activation can be used to generate highly porous carbons that show 
attractive properties for CO2 and H2 adsorption. This method can produce porous carbonaceous 
materials with surface areas as high as 4334 m2 g-1 using low cost precursors while allowing 
heteroatoms to be incorporated by the choice of feedstock. The almost limitless choice of aromatic 
molecules to produce HCPs give a wide potential for further HCP-derived materials to be produced. 
Thus, it is likely that other HCP precursors might yield even better materials, not only as sorbents but 
also for other applications such as energy storage, catalysis, and gas separations.  
 
There is much scope to produce even higher surface area materials either by further attempts of HCP 
activated carbonisations, or by improving the HCP chemistry. Recently, high surface area HCPs were 
reported through a solvent knitting approach which produces 2-D HCPs with BET surface areas of up 
to 3002 m2 g-1.[57] Although a high porosity HCP was produced, this polymer only exhibited a CO2 
sorption capacity of 2.57 mmol g-1 at 298 K and 1 bar (c.f., Ben750 with a BET of 3105 mmol g-1 and 
CO2 sorption of 3.3 mmol g-1). Thus, further syntheses need to be attempted for a pristine HCP to show 
very high gas storage capabilities which can outperform carbon. A direct relationship on how the choice 
of carbonisation precursor affects the result porosity of the activated carbon has also yet to be reported. 
This could be performed by further systematic syntheses and carbonisations, and then new design rules 
developed based upon these results. 
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Chapter 6 
 
Inverse Vulcanised Polymer-Derived Carbons 
for Heavy Metal Capture 
 
 
 
 
 
 
Some of the contents in this chapter are taken from Paper V. 
J.-S. M. Lee, D. J. Parker, A. I. Cooper, T. Hasell, “High Surface Area Sulfur-Doped Microporous 
Carbons from Inverse Vulcanised Polymers”. J. Mater. Chem. A 2017, 5, 18603–18609. 
 
191 
 
6.1   Background and Context 
 
Microporous materials have many important potential applications, such as to store H2 as a greener fuel, 
CO2 capture, to prevent global warming, and the filtration of toxic compounds from waste water and 
gas streams to prevent environmental pollution. However, to be relevant to these applications any 
potential material must be not only effective, but also low enough in cost to allow large scale production 
and use. However, many proposed microporous materials, such as MOFs or COFs, suffer from a high 
cost of production due to the cost of the starting materials — often comprising costly metals or rare 
organic molecules (e.g., hexahydroxytriphenylene used in COF-5 costs 75,600 $/kg, TCI Chemicals), 
which require complex synthesis. Mercury is one of the most toxic metals that can be found in industrial 
waste water, which is a significant and current global health concern, especially in lower and middle-
income countries. Inverse vulcanised polymers, which are high in sulfur, can be produced very cheaply 
from waste by-products. By engineering the carbonisation, high surface area and high sulfur-doped 
materials can be obtained which show excellent uptakes of both H2 and CO2, outperforming many more 
expensive commercial and academic materials. Furthermore, sulfur incorporated into these materials, 
itself a by-product of the petrochemicals industry, affords a high affinity for heavy metals such as 
mercury or gold. Gold extraction by hydrometallurgy is a widely used practice to recover gold from 
natural ore,[1] or increasingly from electrical waste.[2] In this method lixiviants are used to solubilise the 
gold in an aqueous phase before it is recovered onto a solid support, commonly activated carbon.[3] The 
high adsorption of metals were shown not to be due to porosity alone but benefitted by the high sulfur 
functionality which plays a key factor. 
 
6.2   Introduction 
 
Coal is the most abundant fossil fuel on the planet, responsible for ~41% of the world’s electricity needs 
and 29% of the total world energy use.[4] There is currently ~900 billion metric tonnes of coal reserves 
which is sufficient to meet the current energy demands for the next 200 years.[5] In addition to the serious 
global concerns of the release of greenhouse gases during coal combustion, the process also releases 
volatile trace metals such as mercury (Hg), selenium, and arsenic, with worldwide emissions of Hg 
reaching 5000 tonnes annually.[6] Studies report that the Hg content varies between 0.01 to 1.5 g per 
tonne of coal,[7] with the global coal consumption in 2016 estimated at 5331 million tonnes.[8] The 
toxicity of coal burning emissions poses a global health threat. Mercury is considered to be one of the 
most toxic metals found in the environment. It is relatively water soluble and can accumulate in rivers 
and lakes, where it can be readily converted by microbes into methylmercury, a neurotoxin that 
bioaccumulates in fishes and animals.[9] Exposure to mercury has serious health implications in humans, 
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such as changes in the central nervous system, irritability, fatigue, behavioural changes, tremors, 
headaches, hearing and cognitive loss, dysarthria, incoordination, hallucinations, and death.[10] 
 
With the high levels of global coal consumption, it is of great importance to improve methods which 
can reduce and minimise the levels of toxic waste metals released. There are a number of methods for 
the removal of heavy metal ions:[11] 
 
 Membrane filtration utilises a permeable membrane, generally with a pore size of 5–20 nm, 
for separations.[12] In addition to heavy metals, the method can also remove suspended solids 
and organic compounds. 
 Ion exchange attracts soluble ions from the liquid phase to the solid phase. The method is cost-
effective and is known for treating water with low metal concentrations.[13] 
 Electrolysis passes an electrical current through a metal-containing electrolyte solution in order 
to precipitate the metal ions as hydroxides.[14] 
 Electrodialysis is a membrane separation method where ionised species in water is passed 
through an ion exchange membrane via application of an electric potential. When ions are 
passed through the cell, the anions attract towards the anode and the cations toward the cathode, 
whilst passing through the anion exchange and cation exchange membranes, respectively.[15] 
However, the membranes must be readily replaced and commonly corrode.[16] 
 Chemical precipitation involves producing insoluble precipitates of heavy metals as 
hydroxide, sulfide, carbonate, and phosphate. The precipitants which form coagulates and 
flocculates which increases their particle size and can be removed as sludge.[17]  
 Absorption on sorbents is a mass transfer process of ions from water to a solid phase and 
becomes bound by physical and/or chemical interactions.[18] Various low-cost absorbents 
derived from industrial by-products, natural materials, and modified biopolymers has been 
utilised for waste water treatment.[19] 
 
Sorbent materials are advantageous as not only can they capture waste directly from the environment, 
but also prevent the release of toxic waste products. Activated carbon is known as an effective absorber 
of mercury ions from flue gas streams, due to its high surface areas, microporous structure, and small 
levels of mesopores.[20] The low-cost of activated carbons are advantageous, however, they generally 
suffer from low capacities and weak binding affinities for mercury. Heteroatom doping of carbon 
materials has been suggested as the “Next Big Thing” in materials science and has gained a great deal 
of attention in the last few years.[21] While carbonaceous materials that contain hydrogen, oxygen, and 
nitrogen elements have been heavily studied, sulfur has been explored to a much lesser extent. The 
properties of porous carbons are influenced strongly by their surface functionalities. S-doped 
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carbonaceous materials have most commonly been produced by melt diffusion of sulfur into porous 
carbon materials,[22] but this approach requires an additional synthetic step and commonly reduces the 
porosity of the material. It would be more efficient to use a carbonisation precursor with a high initial 
S-content to produce a porous, S-doped carbon directly. It is known that selective capture of mercury 
can be enhanced by incorporation of sulfur onto the surface of the porous material,[23] though the 
adsorption capacities are still currently relatively low. 
 
Recently, MOFs have been explored for their potential in mercury removal due to their high surface 
areas,[24, 25] though they usually suffer from poor stability in water or to a wide pH range.[25] Traditional 
POP networks have an advantage over MOFs in which they are much more stable in water, in addition 
to being easily functionalised with sulfur to target mercury capture. This route has shown exceptional 
uptake capacities for Hg(II) of up to 1000 mg g-1,[26] however, traditional POP networks can be 
considered expensive for waste water treatment application. 
 
Although sulfur has many applications, supply greatly outweighs demand, thus creating large unwanted 
stockpiles and a global issue in the petrochemical industry known as the “excess sulfur problem” 
(Figure 6.1).[27] 
 
Figure 6.1 Example of excess sulfur produced from hydrodesulfurisation in the petroleum refining 
processes. The large abundance of sulfur opens important opportunities for utilisation of this 
inexpensive by-product. 
 
Sulfur is a waste by-product from the purification of crude oil and gas reserves, which produces 
~70 million tons of elemental sulfur annually. This quantity will likely increase as demand for energy 
pushes the need to use more contaminated petroleum feed-stocks. There has been interest in the use of 
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this un-tapped, low-cost sulfur into useful materials for applications, with the most significant 
advancement being a recent development known as “inverse vulcanisation”.[27-29] The process enables 
the production of high-sulfur containing polymers by the ring-opening of S8 — a cyclic ring of 8 sulfur 
atoms, with the addition of a small organic molecule crosslinker, typically a diene (Scheme 6.1).[28] 
 
 
Scheme 6.1 Inverse vulcanisation polymerisation of S8 with 1,3-diisopropenylbenzene (DIB) to 
produce poly(S-DIB) copolymer. DIB trades at ~225,000 $ per tonne. 
 
This crosslinks the sulfur chains and stabilises the product against de-polymerisation. This is because 
although high molecular weight polymeric sulfur is formed via thermal ring-opening polymerisation, 
the diradical species present can result in depolymerisation back to monomeric and oligomeric sulfur 
allotropes. The conversion of sulfur into useful polymers and related materials is an advance in waste 
valorisation.[30] Therefore, co-polymerisation of sulfur with renewable monomers represents an 
additional contribution to sustainability; in addition these reactions are often solvent free and benefit 
from full atom economy, further supplementing their Green Chemistry credentials.[30] Suggested 
applications for these high sulfur polymers are diverse.[27, 31] Optical applications arise from the high 
refractive index and IR transparency of the materials.[32] Polymeric electrodes can be produced from 
inverse vulcanisation to give Li-S batteries with enhanced capacities and lifetimes.[33] These sulfur 
polymers have also shown potential for mercury capture,[34] which is enhanced if they are made 
macroporous.[35] 
 
To date, only two reports have described microporous materials synthesised directly from elemental 
sulfur. The first involved inverse vulcanisation of sulfur with either 1,3-diisopropenyl benzene (DIB) 
or limonene, followed by direct carbonisation.[36] The second route involved the reaction of aromatic 
methyl and amine-substituted monomers with elemental sulfur directly at elevated temperatures to make 
benzothiazole polymers.[37] Both of these routes gave materials with narrow pore size distributions, 
which can be beneficial in gas separations, but also with relatively low BET surface areas: 537 m2 g-1 
(by nitrogen) as the highest for carbonised S-DIB co-polymer, and 751 m2 g-1 for the benzothiazole 
polymers (by argon). The organic precursors for the S-DIB and benzothiazole polymers are also 
considerably more expensive in comparison with sulfur. 
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Recently, the use of a low-cost bulk industrial feed-stock, dicyclopentadiene (DCPD) was reported as 
a crosslinker for the inverse vulcanisation of sulfur.[38] DCPD is readily available since it is co-produced 
in large quantities as a by-product in the steam cracking of naphtha and gas oils to ethylene. In this 
chapter, it was shown that S-DCPD copolymers can be used to produce low cost S-doped microporous 
carbons with much higher surface areas (>2200 m2 g-1) than previously reported. The combination of 
high surface area and S-functionality allowed not only high H2 and CO2 uptakes, but selective uptakes 
for Hg, in addition to Au. 
 
6.3   Experimental 
 
6.3.1   Chemical Reagents 
 
Dicyclopentadiene (DCPD) was purchased from Tokyo Chemicals Industry. Sulfur, potassium 
hydroxide, chloroauric acid, mercury(II) chloride, copper(II) nitrate hydrate, cobalt(II) nitrate 
hexahydrate, nickel(II) nitrate hexahydrate, chromium(III) nitrate nonahydrate, manganese(II) chloride 
tetrahydrate, iron(III) chloride hexahydrate, and activated carbon (DARCO® FGL) were purchased 
from Sigma Aldrich. High purity nitrogen was purchased from BOC. All chemical precursors were used 
as received without any further purification. DI water was used in filtration and washing steps of the 
resultant materials. 
 
6.3.2   Synthesis 
 
Preparation of S-DCPD 
Polymerisation was performed as previously reported.[38] Briefly: Sulfur (10 g) was heated at 160 °C in 
a glass vessel with stirring, until molten, before adding DCPD (10 g). Heating and stirring were 
maintained until the reaction mixture became a homogeneous phase (typically ~20–40 minutes) before 
decanting into a silicone mould and curing at 140 °C for 12 h. 
 
Synthesis of Directly Carbonised Materials 
In a typical procedure, S-DCPD (300 mg) was homogeneously ground using a pestle and mortar. The 
polymer was placed in a ceramic boat and inserted into a tube furnace. The furnace was purged with N2 
at room temperature for 30 min, heated to the specified temperature at a rate of 5 °C min-1, held at the 
set temperature for the associated time, and finally cooled to room temperature. The material was used 
without further purification. 
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Synthesis of KOH Activated Carbonised Materials 
In a typical procedure, S-DCPD (1.0 g) and the associated amount of KOH was homogeneously ground 
using a pestle and mortar. The mixture was placed in a ceramic boat and inserted within a tube furnace. 
The furnace was purged with N2 at room temperature for 30 min, heated to the specified temperature at 
a rate of 5 °C min-1, held at the set temperature for 2 h, and finally cooled to room temperature. The 
residue was washed thoroughly with deionised water until the filtrate attained pH 7. The resultant 
carbons were dried under vacuum for 1 day at 70 °C 
 
6.3.3   Metal Ion Uptake Studies 
 
Mercury and Gold Ion Uptakes 
A 1000 ppm solution (250 mL) was made up from a stock solution of chloroauric acid (HAuCl4) or 
mercury(II) chloride (HgCl2) and DI water, with the pH adjusted to 3–4 with the addition of HCl. For 
mercury, this was then used to prepare further solutions of 20, 100, 500, and 750 ppm by serial dilutions.  
Activated carbon (measured at 594 m2 g-1) and 1K-S-DCPD-750 were coarsely ground and screened 
through a 45 mesh sieve to ensure particles no larger than 350 microns. 12 mL of each solution was 
decanted into a series of glass vials along with either 15, 30, or 60 mg of 1K-S-DCPD or activated 
carbon (for the Hg tests), or 10, 20, 40 and 80 mg (for the Au tests). The vials were then capped and 
placed on a roller for 1 h at room temperature.  After 1 h, the vials were removed and the test solutions 
filtered into clean sample vials using a 0.22 µm filter and a polypropylene syringe.  Samples were 
analysed along with a water blank and a 1000 ppm control sample using the same calibration method 
on the ICP-OES, with the data being corrected post collection. The data were fitted to a Langmuir 
isotherm, qA = (K×Ce×Qsat)/(1+K×Ce), where qA = mg adsorbate per g adsorbent (mg g–1), K = 
adsorption parameter (L mg–1), Ce = equilibrium concentration (mg L–1) and Qsat = maximum capacity 
(mg g–1). 
 
Other Metal Ion Uptakes 
Tests were carried out on a range of other metals to determine if the high uptake of mercury on 
1K-S-DCPD-750 was a function of the sulfur loading, or merely the higher surface area. 100 ppm 
solutions (50 mL) of copper, cobalt, nickel, chromium, manganese, and iron were made up from stock 
solutions respective metal salts (copper(II) nitrate hydrate, cobalt(II) nitrate hexahydrate, nickel(II) 
nitrate hexahydrate, chromium(III) nitrate nonahydrate, manganese(II) chloride tetrahydrate, and 
iron(III) chloride hexahydrate) and DI water. Activated carbon and 1K-S-DCPD-750 were coarsely 
ground and screened through a 45 Mesh sieve to ensure that all tests would contain particles no larger 
than 350 microns. 15 mL plastic vials were loaded with 30 mg of either 1K-S-DCPD-750 or activated 
 
197 
 
carbon and 12 mL of the chosen metal solution, the tubes were then capped and placed on a roller for 1 
h at room temperature. Multiple metals were tested at a time by conducting tests in parallel. After 1 h, 
the vials were removed and stood in a rack to allow the particulates to settle, whilst a 1 mL aliquot was 
removed for analysis. The samples were diluted by a factor of 10 by adding the 1 mL aliquots each to 
a vial containing 9 mL of DI water. Samples were analysed along with a water blank and 100 ppm 
control samples of each metal using the same calibration method on the ICP-OES, with the data being 
corrected post collection. 
 
6.4   Results and Discussion 
 
6.4.1   Design and Porosity of S-Doped Carbons 
 
S-DCPD was initially carbonised under a flow of nitrogen at 750 °C for 1 h as a direct comparison with 
the previously reported carbonised inverse vulcanised polymer,[36] and the product was denoted as 
S-DCPD-750-1. This material became microporous with a surface area of 403 m2 g-1. A yellow powder 
appeared in the tube furnace exhaust due to the leaching of elemental sulfur, and the resultant material 
was a shiny grey-black monolith (Figure 6.2).  
 
 
Figure 6.2 Photographs of (a) directly carbonised S-DCPD resulting in a large grey metallic monolith 
and (b) KOH activated S-DCPD carbon black powder. (c) Additional photo of S-DCPD showing scale 
(graduations are mm) to allow observation of particle size. 
 
With the aim of increasing the surface areas, S-DCPD was also carbonised for 2 h at 750 °C and 850 °C, 
denoted as S-DCPD-750-2 and S-DCPD-850, respectively. The nitrogen sorption isotherms for 
S-DCPD-750-1 and S-DCPD-750-2 were very similar (Figure 6.3); both exhibited Type Ia behaviour 
with most of the nitrogen uptake occurring at P/P0 < 0.02, which indicates the presence of narrow 
micropores (Figure 6.4). The surface area of S-DCPD-750-2 was 415 m2 g-1, comparable with that 
obtained for S-DCPD-750-1. S-DCPD-850 also showed a Type Ia isotherm but has a somewhat larger 
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gas uptake in the microporous region, resulting in a higher surface area of 511 m2 g-1. These surface 
areas are comparable to previously reported carbonised inverse vulcanised polymers,[36] but are 
somewhat low for many applications.  
 
 
Figure 6.3 Nitrogen adsorption–desorption isotherms of directly carbonised S-DCPD at 77.3 K (the 
adsorption and desorption branches are labelled with filled and empty symbols, respectively). 
 
 
Figure 6.4 Pore size distributions of carbonised S-DCPD calculated by NL-DFT, from the nitrogen 
sorption isotherms. It can be seen that without KOH present, only micropores are generated (<2 nm). 
However, addition of KOH also generates mesopores (2–50 nm), therefore creating hierarchical 
porosity. 
 
 
199 
 
Therefore, an alternative carbonisation approach was adopted with the aid of KOH as a chemical 
activating agent to target higher surface area S-doped carbons. It is known that the use of KOH aids in 
porosity generation via the reaction 6 KOH + 2 C → 2 K + 3 H2 + 2 K2CO3, followed by the production 
of CO2 through the decomposition of K2CO3 which generates further porosity.[39] 
 
S-DCPD was synthesised and thoroughly mixed with varying amounts of KOH before being carbonised 
under a nitrogen flow for 2 h (Scheme 6.2). The carbons are referred to as nK-S-DCPD-Δ where n is 
the weight ratio of KOH to S-DCPD and Δ signifies the carbonisation temperature.  
 
 
Scheme 6.2 Synthesis of the inverse vulcanised polymer and subsequent carbonisation method. 
 
TGA curves of a representative sample indicated a residual mass of 1.5% (Figure 6.5), which is normal 
for KOH activated carbons.[40] 
 
 
Figure 6.5 TGA analysis of inverse vulcanised polymer-derived activated carbon heated in air. 
 
The nitrogen sorption isotherms of the KOH-activated carbonised S-DCPD showed high levels of 
microporosity in all samples (Figure 6.6). The physical properties of these carbons are summarised in 
Table 6.1.  
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Figure 6.6 Nitrogen adsorption–desorption isotherms of KOH activated S-DCPD carbons at 77.3 K 
(the adsorption and desorption branches are labelled with filled and empty symbols, respectively). 
 
Table 6.1 Physical properties of S-DCPD carbons. 
  Pore volumeb (cm3 g-1)  Elemental analysis (%) 
Sample Surface area  
(m2 g-1)a 
Total pore 
volume 
Micropore 
volume 
Yield (%) C H S 
S-DCPD-750-1 403 0.21 0.20 36 75.85 0.66 18.16 
S-DCPD-750-2 415 0.21 0.21 35 77.25 0.63 17.67 
S-DCPD-850 511 0.28 0.25 32 81.86 0.50 11.89 
0.5K-S-DCPD-750 1792 1.00 0.51 23 74.91 0.35 13.54 
1K-S-DCPD-750 2216 1.09 0.80 34 74.14 0.55 13.27 
2K-S-DCPD-750 2197 1.21 0.68 14 78.37 0.95 12.77 
4K-S-DCPD-750 1520 0.92 0.26 16 77.98 0.55 12.73 
1K-S-DCPD-850 1599 0.84 0.48 34 69.40 0.87 9.55 
a BET surface area. b Calculated by single point pore volume. 
 
0.5K-S-DCPD-750 showed a Type Ib isotherm indicating high levels of microporosity with pore size 
distributions over a broader range compared with the directly carbonised samples (Figure 6.4). As the 
KOH to S-DCPD ratio was increased to 1:1 in 1K-S-DCPD-750, the nitrogen sorption increases, 
especially in the P/P0 < 0.02 microporous region, resulting in a higher micropore volume (0.80 vs. 
0.51 cm3 g-1) and an increase in surface area (2216 m2 g-1 vs. 1792 m2 g-1). Further increases in the KOH 
quantity in 2K-S-DCPD-750 and 4K-S-DCPD-750 resulted in some Type IVa character, where a 
hysteresis loop gradually appeared at P/P0 = 0.5 indicative of the development of mesopores. The 
surface area values for these hierarchically-porous materials were 2197 and 1520 m2 g-1, respectively. 
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The micropore percentage fell from 73% in 1K-S-DCPD-750 to 56% in 2K-S-DCPD-750, and 28% in 
4K-S-DCPD-750, perhaps because of an oversaturation of the KOH activating agent causing micropore 
collapse. Since S-DCPD contains 50 wt% sulfur, smaller quantities of KOH activating agent are 
required compared with conventional carbonisations, where the precursor contains a much higher 
carbon content.[41] Higher carbonisation temperatures (850 °C) were also tested with 1K-S-DCPD-850 
since it is known that higher surface areas can be achieved with temperature optimisation,[42] but the 
resulting carbon yielded a Type Ib isotherm with a surface of 1599 m2 g-1. The carbonised S-DCPD 
materials retain a significant amount of their parent sulfur heteroatom in their structure—up to 
18.16 wt%—showing that incorporation of sulfur into the porous carbon is possible when using inverse 
vulcanised polymers as a carbonisation precursor (Table 6.1). The surface area of 2216 m2 g-1 for 
1K-S-DCPD-750 outperforms other microporous S-doped carbons,[43] including carbonisation 
precursors that were inherently porous and more costly.[44] 
 
6.4.2   Characterisation of Inverse Vulcanised Polymer-Derived Carbons 
 
FE-SEM and TEM was used to study the morphology of carbonised S-DCPD products (Figure 6.7). 
The shiny, monolithic structure from directly carbonising S-DCPD in S-DCPD-850 is shown in 
Figure 6.7a. The observed structure was smooth with few signs of pores on the surface. TEM of the 
sample also backed up this observation since the white spots that are typically indicative of pores were 
not apparent (Figure 6.7b). The KOH-activated carbonised product, 1K-S-DCPD-750, was a black 
powder (Figure 6.2b) and its rough, particulate surface was apparent under FE-SEM (Figure 6.7c&e). 
As made, the particle size is in the mm-cm range (Figure 6.2c), though the powder can be easily 
sieved/ground to fractionate into a desired size range. 
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Figure 6.7 FE-SEM images of (a) S-DCPD-850 and (c) 1K-S-DCPD-750. TEM images of 
(b) S-DCPD-850 and (d) 1K-S-DCPD-750. Higher (e) FE-SEM and (f) TEM magnification of 
1K-S-DCPD-750. 
 
Bulk density was determined by measuring the volume and mass of tamped powder in a graduated glass 
cylinder. The bulk density of the1K-S-DCPD-750 depends on the particle size and packing, but is in 
the range of 0.4–0.5 g cm-3, comparable to other activated carbons. The skeletal density, measured by 
nitrogen pycnometry, is 2.2 g cm-3, slightly higher than is usual for activated carbons, which tend to be 
between 2.0 and 2.1 g cm-3. However, this increase in density could be attributed to the higher mass of 
sulfur relative to carbon.  The TEM of the KOH-activated porous carbon indicated high porosity, 
showing lower density structure compared to the non-activated sample (Figure 6.7d&f). HR-TEM 
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showed that KOH-activation resulted in a more fibrous network, presumably as a result of its greater 
porosity (Figure 6.8). The morphology of the KOH-activated sample was also observed to be more 
homogeneous when scanning across the material compared to the directly carbonised sample, which 
can be advantageous. 
 
 
Figure 6.8 HR-TEM images of (a) S-DCPD-850 and (b) 1K-S-DCPD-750 with higher resolution 
images of 1K-S-DCPD-750 at (c) 20 nm and (d) 10 nm scale. 
 
PXRD patterns of the carbonised products showed two broad characteristic peaks located at 25 and 43° 
(Figure 6.9), corresponding to the (002) and (100) planes of hexagonal graphite, respectively, revealing 
the presence of an amorphous structure and a low degree of graphitisation.[45] 
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Figure 6.9 PXRD patterns of carbonised S-DCPD samples. Samples 1K-S-DCPD-750 and 
4K-S-DCPD-750 contain additional alumina peaks at 26°, 35°, 37°, and 43° associated from the ceramic 
boat and/or use of pestle and mortar. 
 
6.4.3   CO2, CH4, and H2 Storage Properties of Inverse Vulcanised Polymer-
Derived Carbons 
 
Gas sorption isotherms of CO2, CH4, and H2 with the S-DCPD carbons were studied (Figure 6.10). The 
CO2 uptakes for the KOH-activated materials were tested at room temperature (298 K) with the full 
isotherms shown in Figure 6.10a. Table 6.2 summarises the amount of CO2 absorbed by each material 
at a pressure of 1 bar.  
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Figure 6.10 (a) CO2 sorption isotherms at 298 K over pressure range 0–1 bar. (b) CH4 sorption 
isotherms at 298 K over pressure range 0–1 bar. (c) H2 sorption isotherms at 77 K over pressure range 
0–1 bar. (d) CO2 and CH4 sorption isotherms at 298 K and H2 sorption isotherms at 77 K of 1K-S-
DCPD-750 over pressure range 0–10 bar. The adsorption and desorption branches are labelled with 
filled and empty symbols, respectively. 
 
Table 6.2 BET surface area, H2, CO2, and CH4 uptake of KOH activated S-DCPD carbons. 
  Gas uptake 
Sample Surface area  
(m2 g-1)a 
CO2
b 
(mmol g-1) 
CH4
c 
(mmol g-1) 
H2
d (wt%) 
0.5K-S-DCPD-750 1792 2.01 1.07 1.99 
1K-S-DCPD-750 2216 2.20 1.03 2.09 
2K-S-DCPD-750 2197 1.79 0.58 1.88 
4K-S-DCPD-750 1520 1.29 0.50 1.40 
1K-S-DCPD-850 1599 1.31 0.57 1.41 
a BET surface area. b CO2 uptake at 298 K and 1 bar. c CH4 uptake at 298 K and 1 bar. d H2 uptake at 
77 K and 1 bar. 
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The CO2 uptake was roughly proportional to the surface area of each material, with a CO2 uptake of up 
to 2.20 mmol g-1 for 1K-S-DCPD-750, outperforming recent reports of sulfur-containing microporous 
polymers,[37] previous carbonised inverse-vulcanised polymers,[27] sulfur-containing hypercrosslinked 
microporous polymers,[46] and microporous networks: COF-6,[47] CMP-1,[48] and highly porous 
PAF-1.[49] The CH4 sorption behaviour was also tested at 298 K and 1 bar with an uptake of up to 
1.07 mmol g-1 for 0.5K-S-DCPD-750 (Figure 6.10b). H2 uptakes tested at 77 K and 1 bar were high 
with all KOH-activated samples, with an uptake of 2.09 wt% observed from 1K-S-DCPD-750 
(Figure 6.10c). The large uptakes are due to H2 being purely attracted to a large surface via 
physisorption as a result of weak van der Waals interactions. The H2 uptake is more than three times 
larger than the previously reported carbonised inverse vulcanised polymers; this a dramatic 
improvement for this cheap synthetic method,[36] although more striking results were found at higher 
gas pressures. The absorption of small gases were evaluated at pressures of up to 10 bar for the best 
performing sample, 1K-S-DCPD-750 (Figure 6.10d). This material adsorbed up to 10.1 mmol g-1 of 
CO2 at 298 K with no sign of saturation, matching and outperforming more costly materials such as 
carbonised polyacrylonitrile AC-3000,[50] mesoporous silica templated carbon IBN-9,[51] and directly 
carbonised MOF-74 and MIL-53.[52] 1K-S-DCPD-750 adsorbs 2.74 wt% H2 at 77 K and 10 bar, 
outperforming industrial BPL activated carbon,[47] and exceeding porous carbons 12ACA-800 (made 
from carbon aerogel via subcritical drying),[53] AC-C4 (activated at very high temperatures with further 
activation using CO2 gas),[54] and even porous carbons measured at high pressures of over 60 bar.[55] 
 
6.4.4   Heavy Metal Ion Capture Studies with the Inverse Vulcanised Polymer-
Derived Carbon 
 
The S-doping in the structure of these microporous carbons may have further benefits, such as providing 
anchor sites for metal catalysts. The combination of high surfaces areas, hierarchical porosity, and high 
sulfur loading is also very attractive for the removal of trace heavy metal ions from water. Mercury 
pollution from industrial wastewater is a significant global health concern because of its relatively high 
solubility in water and tendency to bioaccumulate and cause severe toxic effects.[56] Sulfur is known to 
have a high affinity for mercury, and therefore 1K-S-DCPD-750 was tested for the capture of HgCl2 
from water (Figure 6.11). The material was tested against a commercial activated carbon, DARCO® 
FGL, a lignite coal-based activated carbon which is manufactured specifically for the removal of heavy 
metal ions and other contaminants from gas emission streams. The physical properties of the activated 
carbon are listed in Table 6.3. 
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Figure 6.11 The adsorption isotherm of mercury (as aqueous HgCl2) into samples of conventional 
activated carbon and carbonised sulfur polymer, with Langmuir isotherm fittings. 
 
Table 6.3 Physical properties of DARCO® FGL activated carbon. 
  Pore volume (cm3 g-1)b  
Sample Surface area  
(m2 g-1)a 
Total pore 
volume 
Micropore 
volume 
Bulk density 
(g cm-3)c 
DARCO® FGL 594 0.40 0.22 0.63 
a BET surface area. b Calculated by single point pore volume. c Tamped apparent. 
 
1K-S-DCPD-750 showed a greatly enhanced uptake of mercury in comparison to activated carbon, 
especially at low mercury concentrations. The higher uptake of Hg by 1K-S-DCPD-750 is not simply a 
result of the higher surface area, as this enhancement is not observed with other metals (Figure 6.12), 
but instead is a result of the incorporation sulfur functional groups.  
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Figure 6.12 Metal ion uptake of conventional activated carbon and carbonised sulfur polymer (30 mg) 
for a series of metal salts (100 ppm, 12 mL). The higher uptake of the activated carbon for many of the 
metals suggests that the higher metal uptake of 1K-S-DCPD-750 for Hg is not merely a function of its 
higher surface area, but is instead related to the specific affinity of Hg with the sulfur present in the 
material. 
 
Activated carbons are frequently used for the adsorption of mercury ions from wastewater, and they 
generally show maximum Hg uptakes in the ~10–500 mg g-1 range.[57] Activated carbons post-
synthetically doped with sulfur tend to also fall within this range, e.g., a recent optimisation study on 
commercially available activated carbon impregnated with sulfur showed a maximum adsorption 
capacity of 294 mg g-1.[58]  At an equilibrium Hg concentration of ~10 ppm, 1K-S-DCPD-750 absorbed 
over 15 times more Hg than the activated carbon control (151 mg g-1 vs. 7.8 mg g-1). Fitting these data 
to a Langmuir isotherm also indicated a higher maximum saturation capacity for the sulfur loaded 
material (850 mg g-1 vs. 498 mg g-1) and adsorption parameters that were over 20 times higher 
(0.058 L mg-1 vs. 0.0028 mg g-1).  Absorption of mercury ions at low concentrations (<1 mg g-1) has 
particular practical relevance. For example, the Environmental Protection Agency has set a maximum 
contaminant level goal for mercury of 0.002 mg L-1, or 1 x 10-6 mg g-1.[59] 
 
The precipitation of gold from chloride solutions by activated carbon is of interest not only for the 
recovery and concentration of gold in hydrometallurgical extraction, but also in catalysis, electronics, 
and biotechnology.[3] This higher surface area, and specific affinity of the incorporated sulfur for Au 
ions, gives the 1K-S-DCPD-750 a much higher uptake of gold in comparison to a standard activated 
carbon (Figure 6.13). Fitting these data to a Langmuir isotherm gave saturation capacities of 1497 mg 
g-1 for the sulfur loaded material compared to 541 mg g-1 for standard activated carbon, with 
corresponding adsorption parameters of 1.3 L mg-1 and 0.6 L mg-1, respectively.  
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Figure 6.13 The adsorption isotherm of gold (as aqueous HAuCl4) into samples of conventional 
activated carbon and carbonised sulfur polymer, with Langmuir isotherm fittings. 
 
6.5   Conclusions and Outlook 
 
Porous carbons with surface areas greater than 2200 m2 g-1 with high levels of S-doping have been 
produced from inverse vulcanised polymers. Synthesis was performed from starting materials that 
consist entirely of low-cost industrial by-products; sulfur and DCPD trade at ~100 and ~800 $ per tonne, 
respectively; matching that of commercial activated carbons (350–3200 $ per tonne). The use of KOH 
as a chemical activating agent resulted in vastly improved porosity and morphology. The resultant 
carbons show attractive properties for small gas adsorption, outperforming many commercial porous 
materials, particularly at higher pressures. The materials show mercury ion capture potential in the 
practically-relevant, low-concentration range. Up to 150% of the materials weight in gold can be 
adsorbed from solution; this is three times the capacity seen for common activated carbon. The 
applicability of these porous S-doped carbons should not only be limited to gas sorption and water 
purification materials; they are also potentially relevant as catalyst supports, in lithium-sulfur batteries, 
and as supercapacitors. There is great scope for variation in the organic crosslinkers used in inverse 
vulcanisation and, with further optimisation of the carbonisation process, this new route to microporous 
S-doped carbons should yield a range of scalable materials with improved properties in the future. 
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Chapter 7 
 
Summary and Conclusions 
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In this thesis, the relationship between porosity, electrical conductivity, and chemical functionality in 
organic polymers and carbons was explored for supercapacitor, gas storage, and heavy metal capture 
applications. Although pristine porous organic polymers and inverse vulcanised polymers are 
exceptional materials with many inherent properties, they can have limitations in these applications. It 
was demonstrated that through controlled carbonisation procedures, the fundamental properties of the 
parent polymers could be enhanced, often dramatically. 
 
Chapter 3 showed that we can impart electrical conductivity into non-conducting CMPs by 
carbonisation for supercapacitive energy storage. The porosity and functionality of pristine CMPs can 
be controlled through the choice of monomers. CMP-1, the first reported CMP, was chosen as the 
carbonisation precursor to exemplify the applicability of this carbonisation method. It was found that 
both the pore structure and the heteroatoms present in the parent CMP could be retained in the resultant 
carbon. This route allows for carbons that can have their pore structure engineered and pre-determined 
by the choice of carbonisation precursor. Pore structure design is especially important for the diffusion 
of electrolyte through the material. By optimisation of the carbonisation procedure and electrolyte 
choice, ideal and high-performance supercapacitors were obtained. The route presented here opens up 
a new method to access electro-active properties from CMPs. Further optimisation of these initial 
findings (e.g., by choice of CMP) is expected to lead to supercapacitors with improved properties, or 
other electrochemical applications such as oxygen reduction reactions. 
 
Following on from this, Chapter 4 presents the application of electrical conductivity to HCPs using a 
similar strategy and their performance as supercapacitors were assessed. HCPs are promising materials 
due to their synthetic diversity, low-cost, and scalability. Non-heteroatom (benzene), and heteroatom-
containing HCPs (S: thiophene; N: pyrrole, aniline) were used as carbonisation precursors to examine 
their influence on the supercapacitor performance. It was found that the incorporation of N-functionality 
had the highest contribution to performance, followed by S-functionality, due to the pseudocapacitive 
contributions. The carbonisation conditions were optimised to produce two best performing materials, 
one strongly electric double-layer capacitive and one strongly pseudocapacitive. The first material 
shows fast charging kinetics and high capacitive retention with faster charging rates, while the second 
shows very high capacitance. The materials show ideal performance, even in a two-electrode setup, and 
outperform many top organic-based supercapacitors in literature. The EDLC and PC contributions of 
each material (20 samples) were quantified through partitioning methods and design rules were made 
for controlling EDLC and PC in the material synthesis. These rules are not only applicable for HCPs, 
but many materials in general which aim to exploit both EDLC and PC mechanisms in supercapacitors. 
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Chapter 5 presented a route to greatly enhance the porosity and gas storage capabilities of HCPs via 
chemical activated carbonisation. As discussed previously, HCPs have many positive properties and 
show favourable gas storage properties. However, HCPs swell with absorption which can be 
disadvantageous in practical applications, e.g., increases the working back-pressure. Three HCPs based 
on benzene, thiophene, and pyrrole were chosen for this study. Through chemical activated 
carbonisation, both the surface areas can be increased and swelling eliminated simultaneously. This 
produced a highly porous carbon of over 4300 m2 g-1, the highest for an organic polymer-derived carbon. 
The material, synthesised from low-cost materials, showed record uptakes for CO2 and H2 at 10 bar, 
outperforming many expensive benchmark materials. It is likely that other HCP precursors might yield 
even better materials than the three tested here since the available pool of aromatic monomers is huge. 
Further highly porous carbons are envisioned not only as sorbents but for other applications such as 
energy storage, catalysis, and gas separations. 
 
Chapter 6 presents a route to create porosity in order to allow increased efficiency and effectiveness in 
capturing heavy metal ions. Inverse vulcanised polymers can be produced from low-cost industrial by-
products, sulfur and DCPD, which trade at ~100 and 800$ per tonne, respectively. As synthesised, 
inverse vulcanised polymers are dense in sulfur but have no porosity. By optimising the chemical 
activated carbonisation of these polymers, high surface areas materials were produced that still retain 
high amounts of sulfur. These high surface area S-doped carbons showed higher CO2 and H2 uptakes 
than many expensive academic materials. The most porous sample absorbed over 15 times more 
mercury than activated carbon in low, practically relevant concentrations in water. It was also 
discovered to have a gold saturation capacity of ~3 times more than activated carbon; that is up to one 
and a half times of the material’s weight in gold. It was shown that the high uptakes were not simply a 
result of the higher surface area, but due to the incorporation of sulfur functional groups into the carbon. 
There is huge scope for variation of organic crosslinkers used in inverse vulcanisation and further 
optimisation of the carbonisation process built upon this route to produce scalable microporous S-doped 
carbons. The applicability of S-doped carbons is not limited to gas storage and water purification, but 
also as catalyst supports, Li-S batteries, and supercapacitors. 
 
Overall, the research presented in this thesis highlights developments in the carbonisation of porous 
organic polymers and inverse vulcanised polymers towards targeted energy and environmental 
applications – this shows that carbon materials, while old, are far from dead. The choice of precursor 
and carbonisation method is key to obtaining high performing materials. It is the author’s hope that 
many groups will build on the results presented in this thesis to achieve even better materials. 
 
