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ON SEMI-CLASSICAL LIMIT OF SPATIALLY HOMOGENEOUS QUANTUM
BOLTZMANN EQUATION: WEAK CONVERGENCE
LING-BING HE, XUGUANG LU, MARIO PULVIRENTI
Abstract. It is expected in physics that the homogeneous quantum Boltzmann equation with Fermi-
Dirac or Bose-Einstein statistics and with Maxwell-Boltzmann operator (neglecting effect of the statistics)
for the weak coupled gases will converge to the homogeneous Fokker-Planck-Landau equation as the Planck
constant ~ tends to zero. In this paper and the upcoming work [15], we will provide a mathematical
justification on this semi-classical limit. Key ingredients into the proofs are the new framework to catch
the weak projection gradient, which is motivated by Villani [26] to identify the H-solution for Fokker-
Planck-Landau equation, and the symmetric structure inside the cubic terms of the collision operators.
Keywords: Quantum Boltzmann equation, Fokker-Planck-Landau equation, Semi-classical limit.
1. Introduction
The quantum Boltzmann equations for Fermi-Dirac and Bose-Einstein statistics were proposed by
Uehling and Uhlembeck in [25] (after Nordheim [21]) on the basis of heuristic arguments. In contrast
with the usual classical Boltzmann equation valid for a rarefied gas in the so called Boltzmann-Grad limit,
such equations should be derived from the evolution of real Fermion and Bosons in the so called weak-
coupling limit (see [2] and [4]). From a physical view point, it is expected that the semi-classical limit of
the quantum Boltzmann equations is the Fokker-Planck-Landau(FPL) equation. This is mainly because
that from the point of view of particle system, FPL equation is the effective equation associated with a
dense and weakly interacting gas of classical particles (see [22], [8]). Therefore it is not surprising that the
semi-classical limits of the solutions of quantum Boltzmann equations is expected to be solutions of the
FPL equation.
The aim of the present work and the forthcoming work [15] is to provide a mathematical justification
for such semi-classical limit in the so-called homogeneous case.
1.1. Setting of the problem. In this subsection, we will first introduce the quantum Boltzmann equation
and Fokker-Planck-Landau equation and then list some basic properties of the solutions.
1.1.1. Introduction of equations. The spatially homogeneous quantum Boltzmann equation reads
(1.1) ∂tf(t,v) = Q
ε
λ(f)(v),
where ε := 2π~ > 0 and
Qελ(f)(v) =
∫
R3×S2
Bελ(v − v∗, ω)
(
f ′f ′∗(1 + λε
3f)(1 + λε3f∗)− ff∗(1 + λε3f ′)(1 + λε3f ′∗)
)
dωdv∗.
Several comments on the collision operator Qελ are in order:
(1) λ ∈ {0,−1,+1}
(2) We use standard shorthand notations f = f(v), f∗ = f(v∗), f ′ = f(v′), f ′∗ = f(v
′
∗), where (v,v∗)
and (v′,v′∗) are the velocities of particles before and after their collision, and v
′, v′∗ are given by
the ω-representation
v′ = v − ((v − v∗) · ω)ω, v′∗ = v∗ + ((v − v∗) · ω)ω, v,v∗ ∈ R3, ω ∈ S2,(1.2)
(3) Bελ(v − v∗, ω) is defined by (see e.g. [4])
Bελ(v − v∗, ω) =

|(v − v∗) · ω|
ε4
{
φ̂
( |v − v′|
ε
)2
+ φ̂
( |v − v′∗|
ε
)2}
if λ = 0
|(v − v∗) · ω|
ε4
(
φ̂
( |v − v′|
ε
)
+ λφ̂
( |v − v′∗|
ε
))2
if λ = ±1
(1.3)
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(4) φ̂(r) := φ̂(| · |)(ξ) with |ξ| = r, where the function φ̂(| · |)(ξ) is the Fourier transform of the particle
interaction potential x 7→ φ(|x|) ∈ R.
In particular, we specify that
• if λ = 0, (1.1) corresponds to the spatially homogeneous Maxwell-Boltzmann equation (MB) with a
semi-classical collision kernel:
∂tf(t,v) = Q
ε
0(f)(t,v), (t,v) ∈ (0,∞)× R3. (MB)
• if λ = −1, (1.1) corresponds to the spatially homogeneous Boltzmann equation for Fermi-Dirac particles
(FD):
∂tf(t,v) = Q
ε
−1(f)(t,v), (t,v) ∈ (0,∞)× R3. (FD)
• if λ = 1, (1.1) corresponds to the spatially homogeneous Boltzmann equation for Bose-Einstein particles
(BE):
∂tf(t,v) = Q
ε
+1(f)(t,v), (t,v) ∈ (0,∞)× R3. (BE)
Remark 1.1. In the present paper we call MB collision operator the one obtained from the FD or
BE operators by neglecting the cubic terms (i.e. the case λ = 0). We note that for any suitable (e.g.
integrable or nonnegative) Borel measurable function Ψ on R3 × R3×R3 × R3 satisfying Ψ(w,w∗,v,v∗) =
Ψ(w∗,w,v,v∗), applying the formula (1.22) twice with the reflection σ → −σ in between, one has the
identity:
(1.4)
∫
S2
|(v−v∗) ·ω|φ̂
( |v − v′∗|
ε
)2
Ψ(v′,v′∗,v,v∗)dω =
∫
S2
|(v−v∗) ·ω|φ̂
( |v − v′|
ε
)2
Ψ(v′,v′∗,v,v∗)dω.
This implies that the kernel Bελ(v − v∗, ω) in the collision operator Qελ(f)(v) can also be replaced by
(1.5) B˜ελ(v − v∗, ω) =
|(v − v∗) · ω|
ε4
{
2φ̂
( |v − v′|
ε
)2
+ λ2φ̂
( |v − v′|
ε
)
φ̂
( |v − v′∗|
ε
)}
and thus for the case λ = 0 we recover the MB cross section in [3]. According to [5] and [6] , the case
λ = 0 is just the cross section arising from the weak coupling limit of quantum particles without statistics.
For the case λ = ±1, the kernel Bελ(v − v∗, ω) is still nonnegative while B˜ελ(v − v∗, ω) in (1.5) is not,
but the second term in the righthand side of (1.5) is expected to vanish in the limit ε → 0 because it is
the product of two terms which are going to concentrate in different points. Therefore the effect of the
statistics should be negligible in this limit, up to the control of the cubic terms.
The Fokker-Planck-Landau(FPL) equation was originally obtained by Landau from classical Boltzmann
equation with cutoff Rutherford cross section(see [17]). Mathematically the spatially homogeneous Fokker-
Planck-Landau equation associated to the Coulomb potential reads:
∂tf(t,v) = QL(f)(t,v), (t,v) ∈ (0,∞)× R3 (FPL)
where
QL(f)(v) = (2πMφ)∇v ·
∫
R3
1
|v − v∗|Π(v − v∗)
(∇v −∇v∗)f(v)f(v∗)dv∗,(1.6)
where Mφ is defined in (1.8), Π(z) = I− n⊗ n ∈ R3×3, n = z/|z| for z ∈ R3 \ {0},(1.7)
I = (δij)3×3, the unit matrix, n⊗ n = nnτ = (ninj)3×3 for n = (n1, n2, n3)τ ∈ R3,
∇v = (∂v1 , ∂v2 , ∂v3)τ .
Remark 1.2. The word Coulomb usually used for the FPL equation with the kernel singularity 1|v−v∗| is
somehow misleading. Such a singularity has nothing to do with the Coulomb interaction. Indeed the FPL
equation with different diffusive coefficient Mφ can also be derived even though the underlying particle
system evolves under the action of a two-body smooth potential. For Coulomb potential, Mφ = lnΛ which
is called Coulomb logarithm.
In [3], Benedetto and Pulvirenti proved the operator convergence lim
ε→0+
Qελ(f) = QL(f) in S ′, for every
λ ∈ {0,−1,+1} and for a suitable class of integrable functions f , i.e.
lim
ε→0+
∫
R3
ψ(v)Qελ(f)(v)dv =
∫
R3
ψ(v)QL(f)(v)dv ∀ψ ∈ S
where S = S(R3) is the class of Schwartz functions.
In this paper, we prove a further result: roughly speaking, solutions (strong, mild or weak) of Eq.(MB),
Eq.(FD), and Eq.(BE) converge weakly to certain weak solutions of Eq.(FPL) as (up to subsequences)
ε = εn → 0 (n→∞). We do these under the following assumptions (1.8-1.9).
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Basic Assumptions on the potential function φ̂(r):
(A1). For simplicity, we assume that
(1.8) Mφ :=
∫ ∞
0
r3|φ̂(r)|2dr = 1
2π
,
which normalizes the diffusive coefficient in (1.6).
(A2). In order to study the convergence from Eq.(FD) to Eq.(FPL) and from Eq.(BE) to Eq.(FPL), we
further assume that
(1.9) φ̂ ∈ Cb(R≥0), Aφ̂ := sup
r≥0
r|φ̂(r)| <∞.
It should be noted that Proposition 6.2 in the Appendix shows that if there exists r0 ≥ 0 such that
(1.10) r 7→ rφ̂(r) is monotone in (r0,∞)
then the function x 7→ φ(|x|) defined by
(1.11) φ(ρ) = lim
R→∞
1
2π2ρ
∫ R
0
rφ̂(r) sin(ρr)dr, ρ > 0
is the corresponding interaction potential. Moreover if r0 = 0 and φ̂(r) ≥ 0 in (0,∞), then φ(ρ) ≥ 0.
1.1.2. Basic properties of the equations. First of all we note that if f is a solution of Eq.(1.1) or Eq.(FPL),
then it enjoys the conservation of mass, momentum and the energy, that is,
(1.12)
∫
R3
 1v
|v|2
 f(t,v)dv = ∫
R3
 1v
|v|2
 f(0,v)dv ∀ t ≥ 0.
Now let us introduce the entropy and the famous H-theorem1 for Eq.(1.1) and Eq.(FPL).
• For MB model (λ = 0) and FPL model, the corresponding entropies H0(f) and HL(f) are given by
H0(f) = HL(f) = H(f) :=
∫
R3
f(v) log f(v)dv.
• For FD model and BE model (i.e. λ ∈ {−1,+1}), the entropies are defined by
Hλε3(f) :=
∫
R3
(
f log f − 1
λε3
(1 + λε3f) log(1 + λε3f)
)
dv, λ ∈ {−1,+1}.
Let f ε be a solution of Eq.(MB), Eq.(FD), Eq.(BE) (i.e. λ = 0,−1,+1) respectively with the initial
datum f ε0 that belongs to L
1
2 ∩L logL(R3), L12 ∩L∞(R3) (with f ε0 ≤ ε−3), and L12(R3) respectively. Then
by formal calculation, the H-theorem for f ε can be stated as follows:
(1.13) Hλε3(f
ε(t)) +
∫ t
0
Dελ(f
ε(s))ds = Hλε3(f
ε
0 ) ∀ t ≥ 0
where
(1.14)
Dελ(f) :=
1
4
∫
R3×R3×S2
Bελ(v − v∗, ω)Γ
(
f ′f ′∗(1 + λε
3f)(1 + λε3f∗), ff∗(1 + λε3f ′)(1 + λε3f ′∗)
)
dωdvdv∗,
(1.15) Γ(a, b) =

(a− b) log(a
b
), if a, b > 0;
∞, if a = 0 < b or b = 0 < a;
0, if a = b = 0 .
Let f be a solution of Eq.(FPL) with the initial datum f0 that belongs to L
1
2 ∩ L logL(R3). By formal
calculation, the H-theorem for (FPL) can be stated as follows:
(1.16) H(f(t)) +
∫ t
0
DL(f(s))ds = H(f0) ∀ t ≥ 0,
(1.17) DL(f) := 2
∫
R3×R3
1
|v − v∗|
∣∣Π(v − v∗)(∇v −∇v∗)√f(t,v)f(t,v∗)∣∣2dvdv∗.
1In this paper, “the H-theorem” means that the solution f satisfies either the entropy identity like (1.16) or the entropy
inequality like (1.26).
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Several remarks are in order:
Remark 1.3. According to the physical meaning for the Fermi-Dirac model, the factor 1 − ε3f(t,v)
should be nonnegative, i.e. 0 ≤ f(t,v) ≤ ε−3. It can be proved that if initially 0 ≤ f0 ≤ ε−3, then
0 ≤ f(t, ·) ≤ ε−3 for all t ≥ 0. Thus the entropy H−ε3(f(t)) for Eq.(FD) is always finite for t ≥ 0.
Remark 1.4. The entropy H(f) for Eq.(MB) and Eq.(FPL), and the entropy H+ε3(f) for Eq.(BE) are
all finite if initially they are finite.
Remark 1.5. In our proof, the H-theorem is very useful for the convergence from Eq. (MB) to Eq.(FPL)
and from Eq.(FD) to Eq.(FPL). But we have no idea how to apply it to the convergence from Eq.(BE) to
Eq.(FPL) because the H-theorem for Eq.(BE) does not provide the L1 weak compactness of solutions.
1.2. Basic notations. Let us first introduce some function spaces which will be used throughout the
paper:
• L1(R3) = L10(R3);
• L1k(R3) =
{
f ∈ L1(R3) ∣∣ ‖f‖L1
k
:=
∫
R3
(1 + |v|2)k/2|f(v)|dv <∞
}
, k ∈ R;
• L∞([0,∞), L1k(R3)) =
{
f measurable on [0,∞)× R3 ∣∣ supt≥0 ‖f(t, ·)‖L1k <∞};
• L12 ∩ L logL(R3) =
{
0 ≤ f ∈ L1(R3)
∣∣ ∫
R3
f(v)(1 + |v|2 + | log f(v)|)dv <∞
}
;
• For any measurable function f ≥ 0 on [0,∞)× R3,
f ∈ L∞([0,∞), L12 ∩ L logL(R3))⇐⇒ sup
t≥0
∫
R3
f(t,v)(1 + |v|2 + | log f(t,v)|)dv <∞.
1.3. Main results, difficulties and strategies of the problem. In this subsection, we will give the
precise statement for our main results, explain the difficulties of the proof for the weak convergence, and
sketch our strategy of the proof.
1.3.1. From Eq.(MB) to Eq.(FPL). Our goal is to prove that: starting from Eq.(MB), the weak solutions of
Eq.(MB) (up to subsequences) will converge to an H-solution to Eq.(FPL). Before addressing the difficulties
and the new ideas of this problem, we begin with some definitions on weak solutions of associated equations.
Definition 1.6. Given ε = 2π~ > 0. Let Bε0(v − v∗, ω), Dε0(f) be given by (1.3)-(1.8),(1.14) with λ = 0.
We say that a function 0 ≤ f ε ∈ L∞([0,∞), L12 ∩L logL(R3)) is a weak solution of Eq.(MB) if f ε satisfies
the following (i),(ii):
(i) f ε conserves the mass, momentum, and energy, and satisfies the entropy inequality
(1.18) H(f ε(t)) +
∫ t
0
Dε0(f
ε(s))ds ≤ H(f ε0 ), t ≥ 0.
(ii) For any ψ ∈ C2c (R3), the function t 7→
∫
R3
ψ(v)f ε(t,v)dv is absolutely continuous on [0,∞) and
the differential equality
d
dt
∫
R3
ψ(v)f ε(t,v)dv
=
1
4
∫
R3×R3×S2
Bε0(v − v∗, ω)
(
f ε′f ε∗
′ − f εf ε∗
)(
ψ + ψ∗ − ψ′ − ψ′∗
)
dvdv∗dω(1.19)
holds for almost every t ∈ [0,∞).
Remark 1.7. The weak solutions of Eq.(MB) has been considered in [12] for the so-called very soft
potentials that includes our MB model because
(1.20)
∫
S2
Bε0(v − v∗, ω) sin2(θ) cos2(θ)
∣∣
θ=arccos(n·ω)dω ≤
4
|v − v∗|3 ,
which comes from the assumption (1.8). Here n = (v − v∗)/|v − v∗| and throughout this paper we define
n = (1, 0, 0)τ for v − v∗ = 0. Note that as in [12], the σ-representation will be used:
(1.21) v′ =
v + v∗
2
+
|v − v∗|
2
σ, v′∗ =
v + v∗
2
− |v − v∗|
2
σ, σ ∈ S2.
The ω-representation (1.2) and the σ-representation (1.21) have the following relation (see e.g. section 4
of chapter 1 in [27]):
(1.22)
∫
S2
|(v − v∗) · ω|Ψ(v′,v′∗)
∣∣
ω−rep.dω =
1
2
∫
S2
|v − v∗|Ψ(v′,v′∗)
∣∣
σ−rep.dσ.
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From this, it is easy to see that the inequality (1.20) (with the ω-representation) is just the inequality (1.6)
in [12] with N = 3, γ = −3 with a different constant. Therefore by entropy control, the righthand side of
(1.19) is absolutely convergent(see also (3.6) below).
The following is the definition of H-solutions in spirit of Villani [26]:
Definition 1.8. We say that a function 0 ≤ f ∈ L∞([0,∞), L12∩L logL(R3)) is an H-solution of Eq.(FPL)
if f satisfies the following (i),(ii), (iii):
(i) f conserves the mass, momentum, and energy.
(ii) The function
√
f(t,v)f(t,v∗)/|v − v∗| has the weak projection gradient
Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗)/|v − v∗| in v − v∗ 6= 0 defined in the Appendix and∫ ∞
0
DL(f(t))dt <∞,
where
(1.23) DL(f(t)) := 2
∫
R3×R3
1
|v − v∗|
∣∣Π(v − v∗)∇v−v∗√f(t,v)f(t,v∗)∣∣2dvdv∗.
(iii) For any ψ ∈ C2c (R3), the function t 7→
∫
R3
ψ(v)f(t,v)dv is absolutely continuous on [0,∞) 2 and
the differential equality
(1.24)
d
dt
∫
R3
ψ(v)f(t,v)dv =
∫
R3
ψ(v)QL(f)(t,v)dv
holds for almost every t ∈ [0,∞), where the righthand side of (1.24) is defined by∫
R3
ψ(v)QL(f)(t,v)dv(1.25)
:= −1
2
∫
R3×R3
∇ψ(v) −∇ψ(v∗)
|v − v∗| ·Π(v − v∗)∇v−v∗
(
f(t,v)f(t,v∗)
)
dvdv∗.
Besides, if an H-solution f also satisfies
(1.26) H(f(t)) +
∫ t
0
DL(f(s))ds ≤ H(f(0)) ∀ t ≥ 0
then we say that f satisfies the entropy inequality.
Some remarks are in order
Remark 1.9. The weak projection gradient operator Π(v − v∗)∇v−v∗ is introduced in Definition 6.7 in
Appendix. We emphasize that Π(v − v∗)∇v−v∗F (v,v∗) does not equal Π(v − v∗)(∇v − ∇v∗)F (v,v∗)
unless the usual gradient operators ∇v and ∇v∗ are both well-defined for F .
Remark 1.10. The Assumption (ii) and Lemma 6.12, Lemma 6.13 imply that
√
f(t,v)f(t,v∗) and
f(t,v)f(t,v∗) both have weak projection gradients Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗) and
Π(v − v∗)∇v−v∗(f(t,v)f(t,v∗)) in v − v∗ 6= 0, and it holds
1√
|v − v∗|
Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗) = Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗)/|v − v∗| ,
Π(v − v∗)∇v−v∗(f(t,v)f(t,v∗)) = 2
√
f(v)f(t,v∗)Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗) .
Since |∇ψ(v) −∇ψ(v∗)| ≤ ‖D2ψ‖∞|v − v∗|, it follows that the integral in the righthand side of (1.25) is
absolutely convergent for all t ∈ [0,∞) and thus from Cauchy-Schwarz inequality we have∣∣∣∣ ∫
R3
ψ(v)QL(f)(t,v)dv
∣∣∣∣
≤
∫
R3×R3
|∇ψ(v) −∇ψ(v∗)|√
|v − v∗|
√
f(t,v)f(t,v∗)
1√
|v − v∗|
∣∣Π(v − v∗)∇v−v∗√f(t,v)f(t,v∗)∣∣ dvdv∗
≤ Cf0‖D2ψ‖∞
√
DL(f(t))
where the constant Cf0 <∞ depends only on the mass and energy of f0.
2In this paper we say that a function g(t) is is absolutely continuous on [0,∞) if g is absolutely continuous on every bounded
interval [a, b] ⊂ [0,∞). Recall real analysis that this equivalent to that d
dt
g ∈ L1
loc
([0,∞)) and g(b) − g(a) =
∫
b
a
d
dt
g(t)dt for
all 0 ≤ a < b <∞.
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Remark 1.11. Recall that the usual weak form of Eq.(FPL) is defined by
d
dt
∫
R3
ψ(v)f(t,v)dv =
∫
R3×R3
L[ψ](v,v∗)f(t,v)f(t,v∗)dvdv∗ ∀ψ ∈ C2c (R3), t ∈ [0,∞)
where
(1.27) L[ψ](v,v∗) =
1
2|v− v∗| (∇v −∇v∗) ·Π(v − v∗)
(∇ψ(v) −∇ψ(v∗)).
The existence of weak solutions of Eq.(FPL) has been a problem because L[ψ](v,v∗) = O(
1
|v−v∗|) may be
singular at v − v∗ = 0 and ff∗/|v − v∗| may be non-integrable on R3 × R3. This is the main motivation
in [26] to introduce the H-solution to Eq.(FPL).
Now we are in a position to introduce our first main result:
Theorem 1.12. [From Eq.(MB) to Eq.(FPL)] Let Bε0(v − v∗, ω) be given by (1.3)-(1.8) with λ = 0. Let
ε0 > 0, 0 ≤ f ε0 ∈ L12 ∩ L logL(R3) satisfy
(1.28) sup
0<ε≤ε0
∫
R3
f ε0 (v)(1 + |v|2 + | log f ε0 (v)|)dv <∞.
Let f ε ∈ L∞([0,∞), L12 ∩L logL(R3)) be weak solutions of the Eq.(MB) with the initial data fε0 . Then for
any sequence E = {εn}∞n=1 ⊂ (0, ε0] satisfying εn → 0 (n → ∞), there exist a subsequence, still denote it
as E, and an H-solution f of Eq.(FPL), such that f ε(t, ·) ⇀ f(t, ·) weakly in L1(R3) (as E ∋ ε → 0) for
every t ∈ [0,∞). More precisely we have
(1.29) lim
E∋ε→0
∫
R3
ψ(v)f ε(t,v)dv =
∫
R3
ψ(v)f(t,v)dv ∀ψ ∈ L∞(R3) ∀ t ∈ [0,∞)
and
(1.30) lim
E∋ε→0
∫ T
0
dt
∫
R3
ψ(v)Qε0(f
ε)(t,v)dv =
∫ T
0
dt
∫
R3
ψ(v)QL(f)(t,v)dv
for all ψ ∈ C2c (R3) and all T ∈ (0,∞). Here the righthand side of (1.30) is defined by (1.25). And it also
holds
(1.31) H(f(t)) +
∫ t
0
DL(f(s))ds ≤ lim infE∋ε→0 H(f
ε
0 ) ∀ t > 0.
In particular, if in addition that |f ε0 − f0|
(
1 + log+(|f ε0 − f0|)
) → 0 in L1(R3) as ε → 0+ for some
f0 ∈ L12(R3)∩L logL(R3) (for instance f ε0 ≡ f0), then the H-solution f with the initial datum f(0, ·) = f0
also satisfies the entropy inequality (1.26).
Remark 1.13. The result indicates that starting from any smooth short-range potential function φ, the
Boltzmann equation will converge to Landau equation in the weak coupling limit, which is expected in
physics and is consistent with Remark 1.1. Moreover comparing to the grazing collisions limit proposed
in [26], weak coupling limit enables us to get the right diffusion coefficient Mφ for the resulting equation.
Remark 1.14. As emphasized above, here we have only proved that
√
f(t,v)f(t,v∗)/|v − v∗| has the
weak projection gradient Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗)/|v − v∗| in v − v∗ 6= 0, and this of course does
not imply the existence of the usual weak gradient ∇v
√
f(t,v). Thus the result in [14] cannot be applied
to derive the weighted L3(R3) estimate for the general H-solution. It remains unclear whether or not an
H-solution is a usual weak solution.
To prove the convergence from the weak solution of Eq.(MB) to H-solution of Eq.(FPL), the main
difficulty lies in the derivation of the existence of weak projection gradient of solutions of Eq.(PFL) by
taking the weak limit with respect to ε → 0+. Note that the Boltzmann kernel in Eq.(MB) with the
assumption (1.8) can not be written as the product form b(cos θ)Φ(|v − v∗|) used in [26], and this is one
reason that we cannot directly follow the proof used there. We will instead establish a framework to deal
with the weak projection gradient and this can be regarded as one of our contributions in this paper:
• We introduce new types of test function spaces to define the weak projection gradient which are the
keys to identify the H-solution for Landau equation. This is motivated by [26]. In this way, we clarify
that generally, Π(v − v∗)∇v−v∗ 6= Π(v − v∗)(∇v −∇v∗).
• We introduce tools such as the change of variables(see Section 2.1) and a suitable measure space (see
(3.16)) to prove the existence of weak projection gradient and to derive DL(f) from D
ε
0(f) in the new
framework.
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1.3.2. From Eq.(FD) or Eq.(BE) to Eq.(FPL). Let us first introduce the definition of weak solutions of
Eq.(FD) and Eq.(BE).
Definition 1.15. Given ε = 2π~ > 0. Let Bελ(v−v∗, ω) be given by (1.3)-(1.9) with λ = ±1. We say that
a function 0 ≤ f ε ∈ L∞([0,∞), L12(R3)) is a weak solution of Eq.(FD) (λ = −1) and Eq.(BE) (λ = +1)
respectively if f ε satisfies the following (i),(ii) and for the case λ = −1 assuming further that f ε ≤ ε−3 on
[0,∞)× R3:
(i) f ε conserves the mass, momentum, and energy.
(ii) For any ψ ∈ C2c (R3), the function t 7→
∫
R3
ψ(v)f ε(t,v)dv is absolutely continuous on
[0,∞) and the differential equality
(1.32)
d
dt
∫
R3
ψ(v)f ε(t,v)dv =
∫
R3×R3
Lελ[ψ](v,v∗)f
ε(t,v)f ε(t,v∗)dvdv∗ +Rελ[ψ, f
ε](t)
holds for almost every t ∈ [0,∞), where Rελ[ψ, f ε](t) = Rελ[ψ, f ε(t, ·)] and
Lελ[ψ](v,v∗) =
1
2
∫
S2
Bελ(v − v∗, ω)
(
ψ′ + ψ′∗ − ψ − ψ∗
)
dω,(1.33)
Rελ[ψ, f ] = λε
3
∫
R3×R3×S2
Bελ(v − v∗, ω)
(
ψ′ + ψ′∗ − ψ − ψ∗
)
f ′ff∗dωdvdv∗.(1.34)
Remark 1.16. Notice that the assumption (1.9) with definition (1.3) implies that Bελ(v − v∗, ω) ≤
2
ε3Aφ̂‖φ̂‖∞(1 + cos(θ)sin(θ) ) so that
sup
v,v∗∈R3
∫
S2
Bελ(v − v∗, ω)dω ≤
16π
ε3
Aφ̂‖φ̂‖∞ <∞
where θ = arccos(|n · ω|), n = (v − v∗)/|v − v∗|. This ensures that the righthand side of (1.32) are
absolutely convergent for the case λ = −1 and then the weak form (1.32) is rigorous for λ = −1. For λ =
+1, however, the weak form (1.32) may hold for solutions that satisfy a high-temperature condition, but it
only formally holds for the low-temperature case because solutions f ε does not exist in L∞([0,∞), L12(R3)).
Therefore most available results for λ = +1 are concerned with isotropic measure-valued weak solutions.
In the study of the convergence to Eq.(FPL) for the cases λ = ±1, one of the most difficult problems is
how to prove the zero limit for the cubic term (for all ψ ∈ C2c (R3), t ∈ [0,∞)):
(1.35) lim
ε→0+
Rελ,δ[ψ, f
ε](t) = 0 ∀ δ > 0
where Rελ,δ[ψ, f
ε](t) is defined as in (1.34) by replacing Bελ(v−v∗, ω) with cutoff Bελ(v−v∗, ω)1{|v−v∗|≥δ}.
So far we can only solve this problem for isotropic solutions because in this situation the nonlinearity of
the cubic terms becomes weak. Let us first introduce definitions about isotropic solutions:
Definition 1.17. If a solution f is a function of (t, |v|2/2), then we say that f is an isotropic solution
(or radially symmetric solution).
For convenience of analysis we will write an isotropic solution as f = f(t, |v|2/2) = f(t, x), x = |v|2/2,
and the measure element f(t, |v|2/2)dv will be replaced by 4π√2f(t, x)√xdx and the test functions are
chosen in C2c (R≥0).
Case 1: From the Eq.(FD) to Eq.(FPL). It is easily calculated that the isotropic form of Eq.(FPL) is:
(1.36) ∂tf(t, x) =
16π
3
√
x
∂
∂x
∫
R≥0
(
f(t, y)∂xf(t, x)− f(t, x)∂yf(t, y)
)
(x ∧ y)3/2dy
for (t, x) ∈ R2>0. Here
a ∧ b = min{a, b}, a ∨ b = max{a, b}.
Definition 1.18 (Isotropic weak solution of Eq.(FPL)). A function 0 ≤ f ∈ L∞([0,∞), L1(R≥0, (1+
x)
√
xdx)
)
is called an isotropic weak solution of Eq.(1.36) if
(i) f conserves the mass and energy:
∫
R≥0
(1, x)f(t, x)
√
x dx =
∫
R≥0
(1, x)f(0, x)
√
x dx for all t ≥ 0;
(ii) for any ϕ ∈ C2c (R≥0), it holds
(1.37)
d
dt
∫
R≥0
ϕ(x)f(t, x)
√
xdx =
∫
R2
≥0
L[ϕ](x, y)f(t, x)f(t, y)
√
x
√
y dxdy, t ∈ [0,∞
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where
(1.38) L[ϕ](x, y) =
4π√
x ∨ y
{2
3
(
ϕ′′(x) + ϕ′′(y)
)
(x ∧ y)− (ϕ′(x)− ϕ′(y))sgn(x − y)}.
Remark 1.19. Setting L[ϕ](0, 0) = 0, (x, y) 7→ L[ϕ](x, y) is continuous in R2≥0 and
(1.39) |L[ϕ](x, y)| ≤ C0‖ϕ′′‖∞(
√
x+
√
y), (x, y) ∈ R2≥0
where ‖ϕ′′‖∞ = sup
x≥0
|ϕ′′(x)|, and C0 ∈ (0,∞) denotes an absolute constant.
We can also define the same solutions of Eq.(FD) and Eq.(BE)(see [20] and Appendix in [11]). We first
introduce the definition of WΦ(x, y, z), that is, for any Φ ∈ Cb(R2≥0),
(1.40) WΦ(x, y, z) :=
4π√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−
√
z|
ds
∫ 2pi
0
Φ(
√
2s,
√
2Y∗)dθ if x∗, x, y, z > 0,
(1.41) WΦ(x, y, z) :=

(4π)2√
yz
Φ
(√
2y,
√
2z
)
if x = 0, y > 0, z > 0
(4π)2√
xz
Φ
(√
2x,
√
2(z − x) ) if y = 0, z > x > 0
(4π)2√
xy
Φ
(√
2(y − x),
√
2x
)
if z = 0, y > x > 0,
0 others
(1.42) Y∗ := Y∗(x, y, z, s, θ) =

∣∣∣∣∣
√(
z − (x − y + s
2)2
4s2
)
+
+ eiθ
√(
x− (x− y + s
2)2
4s2
)
+
∣∣∣∣∣ if s > 0
0 if s = 0
for all x, y, z ≥ 0, where (u)+ = max{u, 0}, i =
√−1.
Definition 1.20 (Isotropic weak solutions of Eq.(FD) and Eq.(BE)). A function 0 ≤ f ε ∈
L∞
(
[0,∞), L1(R≥0, (1+x)
√
xdx)
)
is called an isotropic weak solution of Eq.(FD)(λ = −1) or Eq.(BE)(λ =
+1) if
(i) f ε conserves the mass and energy:
∫
R≥0
(1, x)f ε(t, x)
√
x dx =
∫
R≥0
(1, x)f ε(0, x)
√
xdx for all t ≥ 0;
(ii) for any ϕ ∈ C2c (R≥0), it holds
d
dt
∫
R≥0
ϕ(x)f ε(t, x)
√
xdx =
∫
R2
≥0
J ελ [ϕ](y, z)f ε(t, y)f ε(t, z)
√
yzdydz(1.43)
+λε3
∫
R3
≥0
Kελ[ϕ](x, y, z)f ε(t, x)f ε(t, y)f ε(t, z)
√
xyzdxdydz
and for the case λ = −1 it is also required that fε ≤ ε−3 on [0,∞)× R≥0, where
(1.44) J ελ [ϕ](y, z) =
1
2
∫ y+z
0
Kελ[ϕ](x, y, z)
√
xdx,
(1.45) Kελ[ϕ](x, y, z) =WΦελ(x, y, z)
(
ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z)
)
x, y, z ∈ R≥0, x∗ = (y + z − x)+,
(1.46) Φελ(r, ρ) =
1
ε4
(
φ̂
(r
ε
)
+ λφ̂
(ρ
ε
))2
, λ ∈ {−1,+1}
with φ̂ ∈ Cb(R≥0).
Remark 1.21. Thanks to the identity
(
√
x+
√
y) ∧ (√x∗ +
√
z)− |√x−√y| ∨ |√x∗ −
√
z| = 2min{√x,√x∗,√y,
√
z },
we have∣∣ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z)∣∣ ≤ min{4‖ϕ‖∞, 2‖ϕ′‖∞(|x− y| ∧ |x− z|), ‖ϕ′′‖∞|x− y||x− z|}.
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From this together with Φελ ∈ Cb(R2≥0), it is easily seen that for any ϕ ∈ C2c (R≥0), the function (y, z) 7→
(1 +
√
y +
√
z)−1J ελ [ϕ](y, z) belongs to Cb(R2≥0) and (x, y, z) 7→ Kελ[ϕ](x, y, z) belongs to Cb(R3≥0). These
insure that the integrals in the righthand side of Eq.(1.43) are absolutely convergent for solutions f ε
satisfying sup
t≥0
∫
R≥0
(1 + x)f ε(t, x)
√
xdx <∞.
In this paper, for any sequence E = {εn}∞n=1 ⊂ (0, ε0] satisfying εn → 0 (n → ∞), we assume without
loss of generality that εn is strictly decreasing, so that the set E can be treated as subset of (0, ε0], and
thus “εn → 0 (n→∞)” and “E ∋ ε→ 0” have the same meaning. Therefore we denote
(1.47) lim
E∋ε→0
aε = lim
n→∞
aεn , lim infE∋ε→0
aε = lim
k→∞
inf
n≥k
aεn , lim sup
E∋ε→0
aε = lim
k→∞
sup
n≥k
aεn .
Theorem 1.22. [From Eq.(FD) to Eq.(FPL)] Let Bε−1(v − v∗, ω) be given by (1.3)-(1.9) with λ = −1.
Let ε0 > 0, 0 ≤ f ε0 ∈ L1(R≥0, (1 + x)
√
xdx) ∩ L∞(R≥0) satisfy
(1.48) f ε0 ≤ ε−3, sup
0<ε≤ε0
∫
R≥0
f ε0 (x)(1 + x+ | log f ε0 (x)|)
√
xdx <∞.
Let f ε(t, |v|2/2) with the initial data f ε0 (|v|2/2) be isotropic weak solutions of the Eq.(FD) satisfying
the entropy equality (1.13) with λ = −1. Then for any sequence E = {εn}∞n=1 ⊂ (0, ε0] satisfying
εn → 0 (n → ∞), there exist a subsequence, still denote it as E, and an isotropic weak solution f ∈
L∞([0,∞), L1(R≥0, (1 + x)
√
xdx)) of Eq.(FPL), such that f ε(t, ·) ⇀ f(t, ·) weakly in L1(R≥0,
√
xdx) (as
E ∋ ε→ 0) for every t ∈ [0,∞). More precisely, for all t ∈ [0,∞),
lim
E∋ε→0
∫
R≥0
ϕ(x)f ε(t, x)
√
x dx =
∫
R≥0
ϕ(x)f(t, x)
√
x dx ∀ϕ ∈ L∞(R≥0),
lim
E∋ε→0
∫
R2
≥0
J ε−1[ϕ](y, z)f ε(t, y)f ε(t, z)
√
yzdydz =
∫
R2
≥0
L[ϕ](y, z)f(t, y)f(t, z)
√
yzdydz,
lim
ε→0+
ε3
∫
R3
≥0
Kε−1[ϕ](x, y, z)f ε(t, x)f ε(t, y)f ε(t, z)
√
xyzdxdydz = 0
for all ϕ ∈ C2c (R≥0).
Remark 1.23. To prove that the cubic terms will vanish in the limit, our key observation lies in the
symmetric structure inside the cubic terms(see the proof of Proposition 4.3 ). Such symmetric property is
also observed for the cubic terms when we consider the asymptotic expansion for the limit(see [15]).
Case 2: From Eq.(BE) to Eq.(FPL). For Eq.(BE) (i.e. the case λ = +1), so far we could only consider
measure-valued weak solutions. In fact, solutions of Eq.(BE) (with the collision kernel satisfying the above
conditions (1.3)-(1.9)) are known to exist only as measure-valued isotropic weak solutions (except for the
case of local in time solutions, see [10]). This is a consequence of the dynamical Bose condensation for
which one may have mass concentration in finite time (at least for some type of collision kernels). It is
also the physical counterpart of the fact that the entropy control is not enough to guarantee the absolute
continuity of the solution.
Let us introduce measure spaces used for defining the measure-valued isotropic weak solutions of Eq.(BE)
and Eq.(FPL).
• Let B(R≥0) be the class of signed real Borel measures F on R≥0 satisfying
∫
R≥0
d|F |(x) <∞ where |F |
is the total variation of F . For any k ≥ 0 let
Bk(R≥0) =
{
F ∈ B(R≥0)
∣∣ ‖F‖k := ∫
R≥0
(1 + x)kd|F |(x) <∞
}
,
B+k (R≥0) = {F ∈ Bk(R≥0) | F ≥ 0}, B+(R≥0) = B+0 (R≥0).
Let F ⊗ F, F ⊗ F ⊗ F be product measures for F ∈ B+(R≥0). To shorten notation, we denote d2F =
d(F ⊗ F ), d3F = d(F ⊗ F ⊗ F ), i.e. d2F (x, y) = dF (x)dF (y), d3F (x, y, z) = dF (x)dF (y)dF (z).
Definition 1.24. Given ε = 2π~ > 0, let Bε+1(v − v∗, ω) be given by (1.3)-(1.9) with λ = +1. Let
{F εt }t≥0 ⊂ B+1 (R≥0). We say that {F εt }t≥0, or simply F εt , is a measure-valued isotropic weak solution of
Eq.(BE) if F εt satisfies the following (i),(ii):
(i) F εt conserves the mass and energy:
∫
R≥0
(1, x)dF εt (x) =
∫
R≥0
(1, x)dF ε0 (x) for all t ≥ 0.
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(ii) For any ϕ ∈ C2c (R≥0), the function t 7→
∫
R≥0
ϕdF εt belongs to C
1([0,∞)) and
(1.49)
d
dt
∫
R≥0
ϕdF εt =
∫
R2
≥0
J ε+1[ϕ]d2F εt + ε3
∫
R3
≥0
Kε+1[ϕ]d3F εt ∀ t ∈ [0,∞).
Definition 1.25. Let {Ft}t≥0 ⊂ B+1 (R≥0). We say that {Ft}t≥0, or simply Ft, is a measure-valued
isotropic weak solution of Eq.(FPL) if Ft satisfies the following (i),(ii):
(i) Ft conserves the mass and energy:
∫
R≥0
(1, x)dFt(x) =
∫
R≥0
(1, x)dF0(x) for all t ≥ 0.
(ii) For any ϕ ∈ C2c (R≥0), the function t 7→
∫
R≥0
ϕdFt belongs to C
1([0,∞)) and
(1.50)
d
dt
∫
R≥0
ϕ(x)dFt(x) =
∫
R2
≥0
L[ϕ](x, y)dFt(x)dFt(y), t ∈ [0,∞)
where L[ϕ] is defined in (1.38).
Remark 1.26. Our test functions ψ(v), ϕ(x) are chosen to be independent of time-variable t. This
simplified version of weak solutions is equivalent to the general version. For instance if f is an H-solution
of Eq.(FPL) in Definition 1.8, then by Proposition 6.1 in Appendix, we have, for any ψ ∈ C2c ([0,∞)×R3),
d
dt
∫
R3
ψ(t,v)f(t,v)dv =
∫
R3
f(t,v)∂tψ(t,v)dv +
∫
R3
ψ(t,v)QL(f)(t,v)dv
for all t ∈ [0,∞).
Theorem 1.27. [From Eq.(BE) to Eq.(FPL)] Let Bε+1(v − v∗, ω) be given by (1.3)-(1.9) with λ = +1.
Let ε0 > 0, F
ε
0 ∈ B+1 (R≥0) satisfy
sup
0<ε≤ε0
∫
R≥0
(1 + x)dF ε0 (x) <∞.
Let F εt ∈ B+1 (R≥0) be measure-valued isotropic weak solution of Eq.(BE) with the initial data F ε0 . Then
for any sequence E = {εn}∞n=1 ⊂ (0, ε0] satisfying εn → 0 (n → ∞) there exist a subsequence, still denote
it as E, and a measure-valued isotropic weak solution Ft of Eq.(FPL) with the same initial datum F0, such
that F εt ⇀ Ft weakly in measure space (as E ∋ ε→ 0) for all t ≥ 0. More precisely, for every t ∈ [0,∞),
lim
E∋ε→0
∫
R≥0
ϕ(x)F εt (x) =
∫
R≥0
ϕ(x)dFt(x) ∀ϕ ∈ Cc(R≥0),
lim
E∋ε→0
∫
R2
≥0
J ε+1[ϕ](y, z)dF εt (y)dF εt (z) =
∫
R2
≥0
L[ϕ](y, z)dFt(y)dFt(z) ∀ϕ ∈ C2c (R≥0),
lim
ε→0+
ε3
∫
R3
≥0
Kε+1[ϕ](x, y, z)dF εt (x)dF εt (y)dF εt (z) = 0 ∀ϕ ∈ C2c (R≥0).
Remark 1.28. For a given isotropic initial datum 0 ≤ f0 ∈ L12 ∩ L logL(R3), f0 = f0(|v|2/2), we have
two solutions of Eq.(FPL) with the same initial datum f0. One is the weak limit of f
ε of Eq.(FD) in
Theorem 1.22, which is denote by f(t, ·). Another one comes from the weak limit of F εt of Eq.(BE) in
Theorem 1.27 which is a measure-valued solution Ft ∈ B+1 (R≥0) with the initial datum F0 defined by
dF0(x) = f0(x)
√
xdx. An interesting question is to ask whether Ft coincides with f(t, ·), namely
dFt(x) = f(t, x)
√
xdx ∀ t ∈ (0,∞) ?
We believe that the answer will be yes since there is no reason for conceiving concentrations in the FPL
dynamics. But we have no idea how to prove it at the moment.
Finally let us mention the existence results for the initial value problems associated to the (MB),(FD)
and (BE) problems, which are the cornerstone for the semi-classical limit.
Theorem 1.29. (Existence [12],[19],[20]). Given ε = 2π~ > 0.
(1) Let Bε0(v−v∗, ω) be given by (1.3)-(1.8) with λ = 0. Then for any 0 ≤ f ε0 ∈ L12∩L logL(R3), there
exists a weak solution f ε of Eq.(MB) with the initial datum f ε|t=0 = f ε0 .
(2) Let Bε−1(v − v∗, ω) be given by (1.3)-(1.9) with λ = −1. Then for any f ε0 ∈ L12(R3) satisfy
0 ≤ f ε0 ≤ ε−3 on R3, there exists a weak solution f ε of Eq.(FD) with the initial datum f ε|t=0 = f ε0 ,
and f ε satisfies the entropy identity (1.13) with λ = −1. Besides if the initial datum f ε0 is isotropic, i.e.
f ε0 = f
ε
0 (|v|2/2), then the corresponding solution f ε is also isotropic: f ε = f ε(t, |v|2/2) for all t ≥ 0.
(3) Let Bε+1(v − v∗, ω) be given by (1.3)-(1.9) with λ = +1. Then for any F ε0 ∈ B+1 (R≥0), there exists
a measure-valued isotropic weak solution F εt of Eq.(BE) with the initial datum F
ε
t |t=0 = F ε0 .
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Remark 1.30. Part (1) of the above theorem can be proved by Proposition 1.2 in [12] because (1.20) is
almost equivalent to the inequality (1.6) in [12] with N = 3, γ = −3.
Part (2) was essentially proved in [19]. In fact, as mentioned in Section 1, the assumption (1.9) implies
that
∫
S2
Bε−1(v − v∗, ω)dω is bounded in v − v∗. Thus from the proof in [19] one sees that the Eq.(FD)
admits a unique mild solution f ε ∈ L∞([0,∞), L12 ∩ L∞(R3)) with the initial datum f ε0 such that 0 ≤
f ε ≤ ε−3 and f ε conserves the mass, momentum, and energy, and satisfies the entropy identity (1.13) with
λ = −1. Moreover if f ε0 is isotropic, then it is easily proved that the solution f ε is also isotropic. The
only difference from the classical version is that here the collision kernel Bε−1(|v − v∗|, cos(θ)) can not be
written as the product form (e.g.) b(cos θ)|v − v∗|γ . But this is not a problem for the existence result.
Part (3) has been proven in [20]. In fact if we write Bελ(v − v∗, ω) = Bελ(|v − v∗|, cos(θ)) where
θ = arccos(|n · ω|), n = (v − v∗)/|v − v∗|, then from the assumption (1.9) we see that the function
(V, τ) 7→ Bελ(V, τ) is continuous on R≥0 × [0, 1] and Bελ(V, τ) ≤ Cφ,εV τ for all (V, τ) ∈ R≥0 × [0, 1], where
Cφ,ε =
2
ε4 ‖φ̂‖2∞ <∞. Thus according to [20] and the Appendix in [11], we get the existence in the theorem.
Note also that in [20] it is also assumed that
∫ 1
0 B
ε
λ(V, τ)dτ is strictly positive for all V > 0, but this is
only used to determine the uniqueness of equilibrium. Since in this paper we do not consider things about
equilibrium, there is no problem for the truth of part (3).
Remark 1.31. As a corollary of Theorem 1.29, the H-Theorem in the form (1.13) holds true for λ = 0,−1.
1.4. Organization of the paper. In Section 2, we prove some preliminary estimates. Section 3 is devoted
to the proof of the convergence from Eq.(MB) to Eq.(FPL) for general initial data. In Section 4, we prove
crucial lemmas for isotropic solutions of Eq.(FD) and Eq.(BE). Section 5 is devoted to the proof of the
convergence from Eq.(FD) to Eq.(FPL) and from Eq.(BE) to Eq.(FPL). Some general and technical parts
including those about weak projection gradient are put in the Appendix.
2. Preliminary lemmas for weak convergence from Eq.(MB) to Eq.(FDL).
In this section, we provide some technical lemmas which will be used to prove the convergence of weak
solutions of Eq.(MB) to H-solutions of Eq.(FPL).
2.1. Change of variables. To adapt the definition of weak projection gradient into the proof of the main
result, in this subsection, we will focus on the change of variables in the estimates which plays the essential
role in catching the entropy production.
2.1.1. Change of spherical variable. We first introduce a change of variable for the unit vector ω ∈ S2:
(2.1) ω = cos(θ)n+ sin(θ)σ, θ ∈ [0, π], σ ∈ S1(n)
where n ∈ S2 is any given vector and
S
1(n) = {σ ∈ S2 | σ⊥n }.
Then accordingly we have, for any integrable or nonnegative Borel measurable function Ψ on S2, that
(2.2)
∫
S2
Ψ(ω)dω =
∫ pi
0
sin θ
(∫
S1(n)
Ψ(cos(θ)n+ sin(θ)σ)dσ
)
dθ .
Notice that we also have
(2.3)
∫
S1(n)
ψ(σ)dσ =
∫
S1(n)
ψ(−σ)dσ.
Using (2.1), we may rewrite the ω-representation (1.2) as follows:
(2.4)

v′ = sin2(θ)v + cos2(θ)v∗ − |v − v∗| cos(θ) sin(θ)σ,
v′∗ = cos
2(θ)v + sin2(θ)v∗ + |v − v∗| cos(θ) sin(θ)σ,
θ ∈ [0, π], σ ∈ S1(n), n = (v − v∗)/|v − v∗|.
From this and (2.3) it is easily seen that for any (integrable or nonnegative) Borel measurable function Ψ
satisfying Ψ(v,v∗) ≡ Ψ(v∗,v) on R3 × R3, we have
(2.5)
∫
S1(n)
Ψ(v′,v′∗)
∣∣
ω=sin(θ)n+cos(θ)σ
dσ =
∫
S1(n)
Ψ(v′,v′∗)
∣∣
ω=cos(θ)n+sin(θ)σ
dσ ∀ θ ∈ [0, π/2].
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2.1.2. Change of variables in the integrals. We will present two key propositions on the change of variables.
To do that, we introduce the following variables which are defined for every r > 0, z ∈ R3 \{0} and σ ∈ S2,
z∗r(z, σ) ≡ zr(z,−σ);(2.6)
zr(z, σ) = z, σr(z, σ) = σ for |z| < r,(2.7)
zr(z, σ) =
(
1− 2(r/|z|)2)z+ 2r√1− (r/|z|)2σ for |z| ≥ r,(2.8)
σr(z, σ) = 2n
r
|z|
√
1− (r/|z|)2 + (1− 2(r/|z|)2)σ for |z| ≥ r(2.9)
with n = z/|z|. It is easy to check that for all r > 0, z ∈ R3 \ {0}, σ ∈ S1(n),
(2.10) |zr(z, σ)| = |z|, |zr(z, σ) − z| = 2r1{|z|≥r}, |σr(z, σ) − σ| =
2r
|z|1{|z|≥r}.
We may see that (2.6)-(2.9) exactly come from the change of variables in the associated integrals.
Proposition 2.1. Let Ψ(w,w∗,v,v∗) be a nonnegative Borel measurable functions on R3 × R3×R3 × R3.
Suppose that Ψ is symmetric with respective to the first two variables: Ψ(w,w∗,v,v∗) = Ψ(w∗,w,v,v∗).
Then, for any ε > 0,∫
R3×R3×S2
Bε0(v − v∗, ω)Ψ(v′,v′∗,v,v∗)
∣∣
ω−rep.dωdvdv∗(2.11)
=
1
π
∫
R3×R3
∫ ∞
0
1{|z|≥εr}
|z|(2εr)2 ̺(r)
∫
S1(n)
Ψ
(w + zεr
2
,
w − zεr
2
,
w + z
2
,
w − z
2
)
dσdrdzdw
where n = z/|z|, zεr = zεr(z, σ) is defined in (2.7)-(2.8), and, according to (1.8), the function
(2.12) ̺(r) := 2πr3|φ̂(r)|2 satisfies
∫ ∞
0
̺(r)dr = 1.
Furthermore, if inaddition that Ψ(v,v∗,v,v∗) ≡ 0, then∫
R3×R3×S2
Bε0(v − v∗, ω)Ψ(v′,v′∗,v,v∗)
∣∣
ω−rep.dωdvdv∗(2.13)
=
1
π
∫
R3×R3
∫ ∞
0
1
|z|(2εr)2 ̺(r)
∫
S1(n)
Ψ
(w + zεr
2
,
w− zεr
2
,
w+ z
2
,
w− z
2
)
dσdrdzdw.
Proof. Thanks to (1.4), (1.22), and the assumption on Ψ, and using change of variables (v,v∗) = 12 (w +
z,w − z), we have
the l.h.s. of (2.11) =
∫
R3×R3×S2
|v − v∗|
ε4
φ̂
( |v − v′|
ε
)2
Ψ(v′,v′∗,v,v∗)
∣∣
σ−rep.dσdvdv∗
=
1
8
∫
R3×R3
(∫
S2
|z|
ε4
φ̂
( |z|
ε
√
1
2
(1− n · σ)
)2
Ψ
(w+ |z|σ
2
,
w − |z|σ
2
,
w+ z
2
,
w− z
2
)
dσ︸ ︷︷ ︸
I
)
dwdz,
where n = z/|z|. For the inner integral I, by (2.2), we have
I =
∫ pi
0
sin(θ)
|z|
ε4
φ̂
( |z|
ε
sin(θ/2)
)2
×
∫
S1(n)
Ψ
(w + |z|(cos(θ)n+ sin(θ)σ)
2
,
w − |z|(cos(θ)n + sin(θ)σ)
2
,
w + z
2
,
w − z
2
)
dσdθ
= 4
∫ 1
0
s
|z|
ε4
φ̂
( |z|
ε
s
)2
×
∫
S1(n)
Ψ
(w + (1− 2s2)z+ 2|z|√1− s2sσ
2
,
w − ((1 − 2s2)z + 2|z|√1− s2sσ)
2
,
w + z
2
,
w − z
2
)
dσds
= 4
∫ |z|
ε
0
1
(εr)2
r3φ̂(r)2
1
|z|
∫
S1(n)
Ψ
(w + zεr
2
,
w − zεr
2
,
w+ z
2
,
w− z
2
)
dσdr
=
8
π
∫ ∞
0
1{|z|≥εr}
(2εr)2
̺(r)
1
|z|
∫
S1(n)
Ψ
(w + zεr
2
,
w− zεr
2
,
w+ z
2
,
w− z
2
)
dσdr.
Thus (2.11) holds true. The equality (2.13) is due to the fact that if |z| < εr then zεr = z so that the
integrand is zero. 
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Proposition 2.2. Let Ψ(z, σ,u), ψ(r, z) be Borel measurable functions on R3 × S2 × R3 and (0,∞)× R3
respectively. Assume that Ψ, ψ are either nonnegative or such that the following integrals are absolutely
convergent for all r > 0. Then for almost every r > 0,∫
R3
∫
S1(n)
Ψ(z, σ, zr)dσdz =
∫
R3
∫
S1(n)
Ψ(z∗r , σr, z)dσdz,(2.14) ∫
R3
∫
S1(n)
ψ(|z|, zr)dσdz = 2π
∫
R3
ψ(|z|, z)dz,(2.15)
where n = z/|z| and zr = zr(z, σ), z∗r = z∗r(z, σ), σr = σr(z, σ) are defined in (2.6)-(2.9).
Proof. The second equality (2.15) follows from (2.14) and the identity |z∗r | = |z|. So we need only to prove
the first equality (2.14).
Without loss of generality we may assume that Ψ is nonnegative. And by monotone approximation
Ψn(z, σ,u) = (Ψ(z, σ,u) ∧ n)e−(|z|+|u|)/n, we may also assume that the integrals in (2.14) are bounded in
r ∈ (0,∞). For any Borel measurable function ϕ ∈ L1([0,∞)), we have by spherical coordinate transform
(with n = z/|z|)
I :=
∫
R3
|z|
∫
S2
ϕ
(
|z|
√
1− n · ω
2
)
Ψ
(
z,
ω − (n · ω)n√
1− (n · ω)2 , |z|ω
)
dωdz
=
∫
R3
|z|
∫
S2
ϕ
(
|z|
√
1− ω · n
2
)
Ψ
(
|z|ω, n− (ω · n)ω√
1− (ω · n)2 , z
)
dωdz.
Then using (2.2) and change of variables t = r|z| and σ → −σ, we compute
I =
∫
R3
|z|
∫ pi
0
sin(θ)ϕ(|z| sin(θ/2))
∫
S1(n)
Ψ
(
|z|( cos(θ)n + sin(θ)σ),n sin(θ)− cos(θ)σ, z)dσdθdz
= 4
∫
R3
|z|
∫ 1
0
tϕ(|z|t)
∫
S1(n)
Ψ
(
|z|((1 − 2t2)n+ 2t√1− t2σ),n2t√1− t2 − (1− 2t2)σ, z)dσdtdz
= 4
∫ ∞
0
ϕ(r)
(∫
R3
1{|z|≥r}
∫
S1(n)
Ψ(z∗r , σr, z)dσdz
)
dr.
On the other hand we also have by (2.2) that
I =
∫
R3
|z|
∫ pi
0
sin(θ)ϕ(|z| sin(θ/2))
∫
S1(n)
Ψ
(
z, σ, |z|(cos(θ)n + sin(θ)σ))dσdθdz
= 4
∫
R3
|z|
∫ 1
0
tϕ(|z|t)
∫
S1(n)
Ψ
(
z, σ, |z|((1 − 2t2)n+ 2t√1− t2σ))dσdtdz
= 4
∫ ∞
0
ϕ(r)
(∫
R3
1{|z|≥r}
∫
S1(n)
Ψ(z, σ, zr)dσdz
)
dr.
Since ϕ(r) is arbitrary, this implies∫
R3
1{|z|≥r}
∫
S1(n)
Ψ(z, σ, zr)dσdz =
∫
R3
1{|z|≥r}
∫
S1(n)
Ψ(z∗r , σr, z)dσdz
for almost every r > 0. By definition of zr, z
∗
r , σr we have zr = z
∗
r = z, σr = σ for |z| < r, so this gives the
equality (2.14). 
2.2. Convergence of Lελ[ψ]. We begin with two lemmas.
Lemma 2.3. Let ψ ∈ C2b (R3), ∆ψ(v′,v′∗,v,v∗) = ψ(v′) + ψ(v′∗)− ψ(v)− ψ(v∗),
‖D2ψ‖∗ := sup
v,v∗∈R3
(1 + |v|2 + |v∗|2)−1/4 sup
|u|≤
√
|v|2+|v∗|2
∣∣D2ψ(u)− 1
3
Tr(D2ψ(0))I
∣∣,
C∗ψ(v,v∗) := min
{‖D2ψ‖∞, ‖D2ψ‖∗(1 + |v|2 + |v∗|2)1/4}
where I = (δij)3×3 is the unit matrix. Then for all v,v∗ ∈ R3 we have
|∆ψ(v′,v′∗,v,v∗)| ≤ C∗ψ(v,v∗)|v − v∗|2| sin(θ) cos(θ)| ∀ω ∈ S2,
where θ = arccos(n · ω) ∈ [0, π] and n is given in (2.4). Moreover, with (2.4) we have∣∣∣∣ ∫
S1(n)
∆ψ(v′,v′∗,v,v∗)dσ
∣∣∣∣ ≤ 8πC∗ψ(v,v∗)|v − v∗|2 sin2(θ) cos2(θ) ∀ θ ∈ [0, π].
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Proof. Let ψh(v) = ψ(v) − h|v|2/2 with h ∈ R. Then
∆ψh(v
′,v′∗,v,v∗) = ∆ψ(v
′,v′∗,v,v∗), ∇ψh(v) = ∇ψ(v) − hv,
D2ψh(v) = D
2ψ(v)− hI.(2.16)
By writing ∆ψh = (ψh
′ − ψh)− (ψh∗ − ψh′∗) and using v∗ − v′∗ = v′ − v, we derive that
∆ψh(v
′,v′∗,v,v∗) =
∫ 1
0
∫ 1
0
(v − v′∗)τD2ψh(ξt,s)(v′ − v)dsdt, ξt,s = v′∗ + t(v′ − v) + s(v − v′∗),
where |ξt,s| ≤ max{|v|, |v′|, |v∗|, |v′∗|} ≤
√
|v|2 + |v∗|2 . Since |v′∗ − v||v′ − v| = |v − v∗|2| sin(θ)| cos(θ)|,
this gives
|∆ψ(v′,v′∗,v,v∗)| ≤
(
sup
|u|≤
√
|v|2+|v∗|2
|D2ψh(u)|
)
|v − v∗|2| sin(θ) cos(θ)|.
From this and (2.16) one sees that the first inequality in the lemma follows from taking h = 0 and using
the following inequality
(2.17) sup
|u|≤
√
|v|2+|v∗|2
|D2ψh(u)| ≤ ‖D2ψ‖∗(1 + |v|2 + |v∗|2)1/4 with h = 1
3
Tr(D2ψ(0)).
To prove the second inequality in the lemma, we set ω = cos(θ)n+sin(θ)σ with θ ∈ [0, π] and σ ∈ S1(n).
By writing ∆ψh = (ψ
′
h − ψh) + (ψh′∗ − ψh∗) and using v′∗ − v∗ = −(v′ − v), we have
∆ψh(v
′,v′∗,v,v∗) =
(∇ψh(v) −∇ψh(v∗)) · (v′ − v) + ∫ 1
0
(1− t)(v′ − v)τD2ψh(v + t(v′ − v))(v′ − v)dt
+
∫ 1
0
(1− t)(v′∗ − v∗)τD2ψh(v∗ + t(v′∗ − v∗))(v′∗ − v∗)dt .
By (2.4), v′ − v = −(v − v∗) cos2(θ)− |v − v∗| cos(θ) sin(θ)σ and
∫
S1(n)
a · σdσ = 0, and so we get that∫
S1(n)
∆ψ(v′,v′∗,v,v∗)dσ = −2π
(∇ψh(v) −∇ψh(v∗)) · (v − v∗) cos2(θ)(2.18)
+
∫
S1(n)
∫ 1
0
(1− t)(v′ − v)τD2ψh(v + t(v′ − v))(v′ − v)dtdσ
+
∫
S1(n)
∫ 1
0
(1− t)(v′∗ − v∗)τD2ψh(v∗ + t(v′∗ − v∗))(v′∗ − v∗)dtdσ.
Therefore ∣∣∣∣ ∫
S1(n)
∆ψ(v′,v′∗,v,v∗)dσ
∣∣∣∣ ≤ 4π( sup
|u|≤
√
|v|2+|v∗|2
|D2ψh(u)|
)
|v − v∗|2 cos2(θ).
Similar argument applied to the decomposition ∆ψh = (ψ
′
h − ψh∗) + (ψh′∗ − ψh) also gives∣∣∣∣ ∫
S1(n)
∆ψ(v′,v′∗,v,v∗)dσ
∣∣∣ ≤ 4π( sup
|u|≤
√
|v|2+|v∗|2
|D2ψh(u)|
)
|v − v∗|2 sin2(θ).
Since min{cos2(θ), sin2(θ)} ≤ 2 cos2(θ) sin2(θ), this together with (2.17) implies the second inequality. 
In the proof of the conservation of energy, we will use the following inequality for isotropic functions:
ψ(v) = ϕ(|v|2/2) with ϕ ∈ C2b (R≥0). Then∣∣D2ψ(u)− 1
3
Tr(D2ψ(0))I
∣∣ ≤ 8( sup
r≥0
|ϕ′′(r)|r3/4
)
|u|1/2.
From this and the definition of ‖D2ψ‖∗ we have
(2.19) ‖D2ψ‖∗ ≤ 8 sup
r≥0
|ϕ′′(r)|r3/4.
Lemma 2.4. Let φ̂ satisfy (1.8), let
A∗
φ̂
(ε) = sup
ρ≥0
(ρ1/2 ∧ 1)
∫ ∞
ρ
ε
r3|φ̂(r)|2dr, A∗
φ̂,α
(ε) = sup
ρ>0
(ρ1/2 ∧ 1)
∫ ρ
ε
0
(ε
ρ
r
)α
r3|φ̂(r)|2dr
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where α > 0 is a constant. Then 0 ≤ A∗
φ̂
(ε), A∗
φ̂,α
(ε) ≤ 12pi for all ε > 0,
(2.20) lim
ε→0+
A∗
φ̂
(ε) = 0, lim
ε→0+
A∗
φ̂,α
(ε) = 0,
and for all z ∈ R3 \ {0},
(2.21) 0 ≤ Rε(|z|) := 1
2π|z|3 −
∫ pi/2
0
|z| cos3(θ) sin(θ)
ε4
∣∣∣φ̂( |z| cos(θ)
ε
)∣∣∣2dθ ≤ A∗φ̂(ε)|z|3(|z|1/2 ∧ 1) ,
(2.22)
∫ pi/2
0
|z| cos3+α(θ) sin(θ)
ε4
∣∣∣φ̂( |z| cos(θ)
ε
)∣∣∣2dθ ≤ A∗φ̂,α(ε)|z|3(|z|1/2 ∧ 1) .
Proof. The convergence (2.20) is easily proved by using the integrability
∫∞
0 r
3|φ̂(r)|2dr = 12pi and dom-
inated convergence theorem. The inequalities (2.21) and (2.22) follow from change of variables and the
definition of A∗
φ̂
(ε), A∗
φ̂,α
(ε). 
Now we are in a position to prove the convergence of Lελ[ψ].
Lemma 2.5. Let Bελ(v − v∗, ω) be given by (1.3), (1.8) with λ ∈ {0,−1,+1}. Let ψ ∈ C2c (R3) and let
L[ψ](v,v∗), L
ε
λ[ψ](v,v∗) be defined in (1.27), (1.33). Then for all v,v∗ ∈ R3 with v 6= v∗,
lim
ε→0+
Lελ[ψ](v,v∗) = lim
ε→0+
Lε0[ψ](v,v∗) = L[ψ](v,v∗),(2.23)
sup
ε>0
{|Lελ[ψ](v,v∗)|, |L[ψ](v,v∗)|} ≤ 16‖D2ψ‖∞
1
|v − v∗| .(2.24)
Proof. By definition of Bελ(v − v∗, ω) and (1.33) we have
(2.25) Lελ[ψ](v,v∗) = L
ε
0[ψ](v,v∗) + λE
ε[ψ](v,v∗)
where
Eε[ψ](v,v∗) =
∫
S2
|(v − v∗) · ω|
ε4
φ̂
( |v′ − v|
ε
)
φ̂
( |v′∗ − v|
ε
)
∆ψ(v′,v′∗,v,v∗)dω.
Let z = v − v∗. Making change of variable (2.1) with n = z/|z| and using (2.4), (2.2), and (2.5) we have
(2.26) Lε0[ψ](v,v∗) = 2
∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
dθ
∫
S1(n)
∆ψ(v′,v′∗,v,v∗)dσ,
(2.27) Eε[ψ](v,v∗) = 2
∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)
φ̂
( |z| sin(θ)
ε
)
dθ
∫
S1(n)
∆ψ(v′,v′∗,v,v∗)dσ.
By (2.18), we have∫
S1(n)
∆ψ(v′,v′∗,v,v∗)(2.28)
= −2π(∇ψ(v) −∇ψ(v∗)) · z cos2(θ) + |z|2 cos2(θ) sin2(θ)∫
S1(n)
στ
D2ψ(v) +D2ψ(v∗)
2
σdσ
+|z|2 cos2(θ)
∫
S1(n)
∫ 1
0
(1− t)Eψ(t, θ, σ,v,v∗)dtdσ
= −2π(∇ψ(v) −∇ψ(v∗)) · z cos2(θ) + π|z|2 cos2(θ) sin2(θ) 1
π
∫
S1(n)
στHψσdσ
+|z|2 cos2(θ)
∫
S1(n)
∫ 1
0
(1− t)Eψ(t, θ, σ,v,v∗)dtdσ
where Hψ =
1
2 (D
2ψ(v)) +D2ψ(v∗)) and Eψ(t, θ, σ,v,v∗) satisfies∣∣Eψ(t, θ, σ,v,v∗)∣∣ ≤ 6‖D2ψ‖∞ cos(θ) + 2Λψ(|z| cos(θ)) sin2(θ)
with Λψ(δ) = sup
x,y∈R3,|x−y|≤δ
|D2ψ(x) −D2ψ(y)|, δ ≥ 0.
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These imply that
Lε0[ψ](v,v∗) = 2
∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2(
− 2π(∇ψ(v) −∇ψ(v∗)) · z cos2(θ)
+π|z|2 cos2(θ) sin2(θ) 1
π
∫
S1(n)
στHψσdσ + |z|2 cos2(θ)
∫
S1(n)
∫ 1
0
(1− t)Eψ(t, θ, σ,v,v∗)dtdσ
)
dθ
From Lemma 2.4 and Proposition 6.9, we have
1
π
∫
S1(n)
στHψσdσ = Tr(Hψ)− nτHψn,(2.29)
lim
ε→0+
∫ pi/2
0
|z| cos3(θ) sin(θ)
ε4
∣∣∣φ̂( |z| cos(θ)
ε
)∣∣∣2dθ = 1
2π|z|3 ,(2.30)
lim
ε→0+
∫ pi/2
0
|z| cos3+α(θ) sin(θ)
ε4
∣∣∣φ̂( |z| cos(θ)
ε
)∣∣∣2dθ = 0, ∀α > 0,(2.31)
lim
ε→0+
∫ pi/2
0
Λψ
(|z| cos(θ)) |z| cos3(θ) sin(θ)
ε4
∣∣∣φ̂( |z| cos(θ)
ε
)∣∣∣2dθ = 0.
Thus by using cos2(θ) sin2(θ) = cos2(θ)− cos4(θ) and the above limits, we obtain that
lim
ε→0+
Lε0[ψ](v,v∗) = −2
(∇ψ(v)−∇ψ(v∗)) · z
|z|3 +
1
|z|
(
Tr(Hψ)− nτHψn
)
=
1
|v − v∗|
(
Tr(Hψ)− nτHψn− 2(∇ψ(v) −∇ψ(v∗)) · n|v − v∗|
)
= L[ψ](v,v∗).
Next we prove that lim
ε→0+
Eε[ψ](v,v∗) = 0. In fact, by Lemma 2.3, we first have
|Eε[ψ](v,v∗)| ≤ 16π‖D2ψ‖∞|z|2
∫ pi/2
0
|z| cos3(θ) sin3(θ)
ε4
∣∣∣φ̂( |z| cos(θ)
ε
)
φ̂
( |z| sin(θ)
ε
)∣∣∣dθ.
By writing cos3(θ) sin3(θ) = cos5/2(θ)
√
sin(θ) · sin5/2(θ)
√
cos(θ) and using Cauchy-Schwarz inequality,
(2.31) implies that
|Eε[ψ](v,v∗)| ≤ 16π‖D2ψ‖∞|z|2
∫ pi/2
0
|z| cos5(θ) sin(θ)
ε4
∣∣∣φ̂( |z| cos(θ)
ε
)∣∣∣2dθ → 0 as ε→ 0+,
which gives (2.23).
Finally to prove (2.24), we use 2|ab| ≤ a2 + b2, (2.5), and the second inequality in Lemma 2.3, to get
for all v,v∗ ∈ R3 with z = v − v∗ 6= 0,
|Lελ[ψ](v,v∗)| ≤ |Lε0[ψ](v,v∗)|+ |λ||Eε[ψ](v,v∗)|
≤ 8
∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
dθ
∣∣∣∣ ∫
S1(n)
∆ψ(v′,v′∗,v,v∗)dσ
∣∣∣∣
≤ 64π‖D2ψ‖∞|z|2
∫ pi/2
0
|z| cos3(θ) sin3(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
dθ ≤ 16‖D2ψ‖∞ 1|z| .
This also gives |L[ψ](v,v∗)| = lim
ε→0+
|Lελ[ψ](v,v∗)| ≤ 16‖D2ψ‖∞ 1|v−v∗| . 
At the end of this section we provide a general lemma on weak convergence which can be easily proved
by induction on the number k of factors.
Lemma 2.6. (1) Let X ⊂ Rd be a Borel set, µ ≥ 0 a regular Borel measure on X, and let fn, f ∈ L1(X, dµ)
satisfy fn ⇀ f (n→∞) weakly in L1(X, dµ). Let ψn, ψ be Borel measurable functions on X satisfying
sup
n≥1,x∈X
|ψn(x)| <∞, lim
n→∞
ψn(x) = ψ(x), µ− a.e. x ∈ X.
Then
lim
n→∞
∫
X
ψn(x)f
n(x)µ(x) =
∫
X
ψ(x)f(x)dµ(x).
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(2) Let k, dj ∈ N, and let Xj ⊂ Rdj be a Borel set, µj ≥ 0 a regular Borel measure on Xj, and let fnj , fj ∈
L1(Xj , dµj) satisfy f
n
j ⇀ fj (n→∞) weakly in L1(Xj , dµj), j = 1, 2, ..., k. Let X = X1 ×X2 × · · · ×Xk,
µ = µ1 ⊗ µ2 ⊗ · · · ⊗ µk (product measure), and let Ψn,Ψ be Borel measurable functions on X satisfying
sup
n≥1,x∈X
|Ψn(x)| <∞, lim
n→∞
Ψn(x) = Ψ(x), µ− a.e. x = (x1,x2, ...,xk) ∈ X.
Then
lim
n→∞
∫
X
Ψn(x)f
n
1 (x1)f
n
2 (x2) · · · fnk (xk)dµ(x) =
∫
X
Ψ(x)f1(x1)f2(x2) · · · fk(xk)dµ(x).
3. Proof of Theorem 1.12
In this section, we will prove Theorem 1.12(from Eq.(MB) to Eq.(FPL)). The main obstacle is to derive
the H-theorem for the entropy dissipation DL(f(t)) of Eq.(FPL) from the entropy dissipation D
ε
0(f
ε(t))
of Eq.(MB).
Proof of Theorem 1.12. The proof consists of several steps. We first set up some notations.
Let f ε ∈ L∞([0,∞), L12 ∩ L logL(R3)) be weak solutions of the Eq.(MB) with the initial data f ε0 ,
0 < ε ≤ ε0. Then we have
sup
0<ε≤ε0,t≥0
∫
R3
f ε(t,v)(1 + |v|2 + | log f ε(t,v)|)dv ≤ C0,(3.1)
sup
0<ε≤ε0
∫ ∞
0
Dε0(f
ε(t))dt ≤ C0.(3.2)
We may always assume 0 < ε0 ≤ 1. Given any sequence E = {εn}∞n=1 ⊂ (0, ε0] satisfying εn → 0 (n→∞).
Step 1. In this step we will prove that there exists a subsequence of E , still denote it by E , and a
nonnegative Lebesgue measurable function f(t,v) on [0,∞)×R3 satisfying that for every t ≥ 0, f(t,v) is
measurable in v over R3 and
(3.3) sup
t≥0
∫
R3
(1 + |v|2 + | log f(t,v)|)f(t,v)dv <∞,
such that
(3.4) f ε(t, ·) ⇀ f(t, ·) ( as E ∋ ε→ 0 ) weakly in L1(R3), ∀ t ≥ 0.
We first prove that for any ψ ∈ C2c (R3) and any measurable function ζ(r) on R≥0 satisfying 0 ≤ ζ(r) ≤ 1
on r ∈ [0,∞),
1
4
∫
R3×R3×S2
ζ(|v − v∗|)Bε0(v − v∗, ω)
∣∣f ε′f ε∗ ′ − f εf ε∗ ∣∣∣∣ψ + ψ∗ − ψ′ − ψ′∗∣∣dωdvdv∗(3.5)
≤ ‖D2ψ‖∗
(∫
R3×R3
ζ(|v − v∗|)f εf ε∗ (1 + |v|2 + |v∗|2)1/2|v − v∗|dvdv∗
)1/2√
Dε0(f
ε(t))
for all t ≥ 0.
In fact, using the inequality |a − b| ≤ 1√
2
√
a+ b
√
Γ(a, b) (a, b ≥ 0) where Γ(a, b) is given in (1.15), we
have ∣∣f ε′f ε∗ ′ − f εf ε∗ ∣∣ ≤ 1√
2
√
f ε′f ε∗
′ + f εf ε∗
√
Γ
(
f ε′f ε∗
′, f εf ε∗
)
.
By using the first inequality in Lemma 2.3 and Cauchy-Schwarz inequality we have
the l.f.h.s. of (3.5) ≤ ‖D
2ψ‖∗
2
(∫
R3×R3
ζ(|v − v∗|)f εf ε∗ (1 + |v|2 + |v∗|2)1/2|v − v∗|4
×
∫
S2
Bε0(v − v∗, ω) sin2(θ) cos2(θ)dωdvdv∗
)1/2√
Dε0(f
ε(t))
where θ = arccos(n · ω), n = (v − v∗)/|v − v∗|. Then using (1.20) gives (3.5).
Since 0 ≤ ζ(·) ≤ 1, (1 + |v|2 + |v∗|2)1/2|v − v∗| ≤ (1 + |v|2)(1 + |v∗|2), and f ε(t,v) conserves the mass
and energy, it follows that∫
R3×R3
ζ(|v − v∗|)f εf ε∗ (1 + |v|2 + |v∗|2)1/2|v − v∗|dvdv∗ ≤ ‖f ε(t)‖2L1
2
= ‖f ε0‖2L1
2
.
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In particular for the case ζ(r) ≡ 1 we obtain from (3.5) that
(3.6)
1
4
∫
R3×R3×S2
Bε0(v− v∗, ω)
∣∣f ε′f ε∗ ′ − f εf ε∗ ∣∣∣∣ψ+ ψ∗ − ψ′ − ψ′∗∣∣dωdvdv∗ ≤ ‖D2ψ‖∗‖f ε0‖L12√Dε0(f ε(t))
and so
sup
0<ε≤ε0
∣∣∣∣ ∫
R3
ψ(v)f ε(t1,v)dv −
∫
R3
ψ(v)f ε(t2,v)dv
∣∣∣∣(3.7)
≤ ‖D2ψ‖∗ sup
0<ε≤ε0
‖f ε0‖L12
∫ t1∨t2
t1∧t2
√
Dε0(f
ε(t))dt ≤ C0‖D2ψ‖∗
√
|t2 − t1|, t1, t2 ≥ 0.
From this uniform estimate and standard smooth approximation, it is easily proved that for any ψ ∈
L∞(R3),
(3.8) sup
0<ε≤ε0,|t1−t2|≤δ
∣∣∣∣ ∫
R3
ψ(v)f ε(t1,v)dv −
∫
R3
ψ(v)f ε(t2,v)dv
∣∣∣∣ → 0 (δ → 0).
Now from (3.1), (3.8) and Dunford-Petties criterion of L1-weakly relative compactness, we conclude
that there exist a subsequence of E = {εn}∞n=1, still denote it by E , and a function f(t,v) as mentioned
above, such that (3.3) and (3.4) hold true.
Step 2. In what follows, the function f(t,v) is always denoted by the L1-weak limit of f ε(t,v) (E ∋
ε→ 0) obtained in Step 1. Let
F (t,v,v∗) = f(t,v)f(t,v∗)
1
|v − v∗| ,
Fδ(t,v,v∗) = f(t,v)f(t,v∗)
1
|v − v∗|1{|v−v∗|≥δ} + δe
−(|v|2+|v∗|2),
F εδ (t,v,v∗) = f
ε(t,v)f ε(t,v∗)
1
|v − v∗|1{|v−v∗|≥δ} + δe
−(|v|2+|v∗|2), δ > 0.
By change of variables v = w+z2 and v∗ =
w−z
2 , we also denote
F¯ (t,w, z) = F
(
t,
w + z
2
,
w − z
2
)
, F¯ εδ (t,w, z) = F
ε
δ
(
t,
w + z
2
,
w − z
2
)
.(3.9)
Due to the L1- weak convergence proved in Step 1, it is easily seen that for any ψ ∈ L∞(R3 × R3) and
ψ ∈ L∞([0,∞)× R3 × R3)
lim
E∋ε→0
∫
R3×R3
ψ(w, z)F¯ εδ (t,w, z)dzdw =
∫
R3×R3
ψ(w, z)F¯δ(t,w, z)dzdw, t ∈ [0,∞),(3.10)
lim
E∋ε→0
∫ ∞
0
e−t
∫
R3×R3
ψ(t,w, z)F¯ εδ (t,w, z)dzdwdt =
∫ ∞
0
e−t
∫
R3×R3
ψ(t,w, z)F¯δ(t,w, z)dzdwdt(3.11)
For any 0 < T <∞, using the above convergence to the function 1[0,T ](t)etψ(t,w, z) we have
lim
E∋ε→0
∫ T
0
∫
R3×R3
ψ(t,w, z)F¯ εδ (t,w, z)dzdwdt =
∫ T
0
∫
R3×R3
ψ(t,w, z)F¯δ(t,w, z)dzdwdt
∀ψ ∈ L∞([0, T ]× R3 × R3).(3.12)
Our goal in this step is to prove the following weak convergence: for any δ > 0 and for any bounded
Borel measurable function ψ(t, r,w, z, σ) on [0,∞)× [0,∞)× R3 × R3 × S2,
lim
E∋ε→0
∫ ∞
0
e−t
∫ ∞
0
̺(r)
∫
R3×R3
∫
S1(n)
ψ(t, r,w, z, σ)F¯ εδ (t,w, zεr)dσdzdwdrdt
=
∫ ∞
0
e−t
∫
R3×R3
(∫ ∞
0
̺(r)
∫
S1(n)
ψ(t, r,w, z, σ)dσdr
)
F¯δ(t,w, z)dzdwdt.(3.13)
where the function ̺(r) is given in (2.12).
Before going on, we first note that if (3.13) holds true, then for any 0 < T <∞ and any bounded Borel
measurable function ψ(t, r,w, z, σ) on [0, T ]× [0,∞)×R3 × R3 × S2, using (3.13) to the bounded function
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10,T ](t)e
tψ(t, r,w, z, σ) gives the convergence
lim
E∋ε→0
∫ T
0
∫ ∞
0
̺(r)
∫
R3×R3
∫
S1(n)
ψ(t, r,w, z, σ)F¯ εδ (t,w, zεr)dσdzdwdrdt
=
∫ T
0
∫
R3×R3
(∫ ∞
0
̺(r)
∫
S1(n)
ψ(t, r,w, z, σ)dσdr
)
F¯δ(t,w, z)dzdwdt.(3.14)
To prove (3.13) and for notational convergence, we will use a measure space (X,M , µ) which is the
completion of the Borel measure space (X,B, µ) where
(3.15) X = [0,∞)× [0,∞)× R3 × R3 × S2,
µ is defined for every Borel set E ⊂ X by
(3.16) µ(E) :=
∫ ∞
0
e−t
∫ ∞
0
̺(r)
∫
R3×R3
(∫
S1(n)
1E(t, r,w, z, σ)dσ
)
dzdwdrdt
with n = z/|z|, and we denote dµ = dµ(t, r,w, z, σ). Note that for any nonnegative or bounded Borel
measurable function ϕ on S2, we have
(3.17)
∫
S1(n)
ϕ(σ)dσ =
1
2
∫
S2
ϕ
( ω − (n · ω)n√
1− (n · ω)2
)
dω ∀n ∈ S2
where for the cases σ = ±n we define for instance σ−(n·σ)n√
1−(n·σ)2 = (1, 0, 0)
τ . The equality (3.17) insures that
µ is a Borel measure on X . Also from 0 ≤ ̺ ∈ L1([0,∞)) one sees that µ(K) < ∞ for any compact set
K ⊂ X and thus by measure theory (see e.g. W. Rudin [24], Chapter 2), µ is a regular Borel measure.
This regularity allows us to use Lusin’s theorem on continuous approximation and the criterion of L1-weak
compactness.
It is easy to see that for any µ-integrable or nonnegative measurable functions F (t, r,w, z, σ), G(t,w, z)
on X , ∫
X
F (t, r,w, z, σ)dµ =
∫ ∞
0
e−t
∫ ∞
0
̺(r)
∫
R3×R3
∫
S1(n)
F (t, r,w, z, σ)dσdzdwdrdt,
∫
X
G(t,w, z)dµ = 2π
∫ ∞
0
e−t
∫
R3×R3
G(t,w, z)dzdwdt.
By using Proposition 2.2, we derive that for any Borel measurable function ϕ ≥ 0 on X × R3,
(3.18)
∫
X
ϕ(t, r,w, z, σ, zεr)dµ =
∫
X
ϕ(t, r,w, z∗εr , σεr, z)dµ.
And for any Borel set E ⊂ X , the set
Eε := {(t, r,w, z, σ) ∈ X | (t, r,w, z∗εr , σεr) ∈ E}, ε > 0
is also a Borel set in X and
(3.19) µ(Eε) = µ(E) ∀ ε > 0.
In fact, the definition of z∗εr, σεr implies that E
ε is a Borel set, and the equality (3.19) follows from
1E(t, r,w, z
∗
εr , σεr) = 1Eε(t, r,w, z, σ) and the formula (3.18).
Now for any bounded Borel measurable function ψ(t, r,w, z, σ) on X , applying the L1-weak convergence
(3.11) to bounded Borel measurable function (t,w, z) 7→ ∫∞
0
̺(r)
∫
S1(n)
ψ(t, r,w, z, σ)dσdr, we have
(3.20) lim
E∋ε→0
∫
X
ψ(t, r,w, z, σ)F¯ εδ (t,w, z)dµ =
∫
X
ψ(t, r,w, z, σ)F¯δ(t,w, z)dµ.
This weak convergence and the criterion of L1-weak compactness (Dunford-Pettis theorem) imply that the
set {F¯ εδ }ε∈E is relatively weakly compact in L1(X, dµ) and thus we have the following uniform integrability
(with δ > 0 fixed):
(3.21) sup
ε∈E, µ(E)≤η
∫
E
F¯ εδ (t,w, z)dµ→ 0 as η → 0+
where E ⊂ X are Borel sets. Note that from (3.18) and 1E(t, r,w, z∗εr , σεr) = 1Eε(t, r,w, z, σ) we have
(3.22)
∫
E
F¯ εδ (t,w, zεr)dµ =
∫
Eε
F¯ εδ (t,w, z)dµ ∀Borel set E ⊂ X.
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Since µ(Eε) = µ(E), it follows that
(3.23) sup
ε∈E, µ(E)≤η
∫
E
F¯ εδ (t,w, zεr)dµ ≤ sup
ε∈E, µ(E)≤η
∫
E
F¯ εδ (t,w, z)dµ → 0 as η → 0+.
Let ψ(t, r,w, z, σ) be a bounded Borel measurable function on X . For any 1 < R <∞, let
ψR(t, r,w, z, σ) = ψ(t, r,w, z, σ)1{|w|2+|z|2≤R2}.
Since µ is a regular Borel measure and µ({(t, r,w, z, σ) ∈ X | |w|2 + |z|2 ≤ R2}) < ∞, it follows from
Lusin’s theorem that there is function ϕR ∈ Cc(X) such that
µ(ER) <
1
R
, ‖ϕR‖∞ ≤ ‖ψ‖∞.
where
ER =
{
(t, r,w, z, σ) ∈ X | ϕR(t, r,w, z, σ) 6= ψR(t, r,w, z, σ)
}
.
Then we have
|∆ε(ψ)| :=
∣∣∣∣ ∫
X
ψ(t, r,w, z, σ)F¯ εδ (t,w, zεr)dµ−
∫
X
ψ(t, r,w, z, σ)F¯δ(t,w, z)dµ
∣∣∣∣
≤
∫
X
∣∣ψ(t, r,w, z, σ) − ψR(t, r,w, z, σ)∣∣F¯ εδ (t,w, zεr)dµ
+
∫
X
∣∣ψR(t, r,w, z, σ) − ϕR(t, r,w, z, σ)∣∣F¯ εδ (t,w, zεr)dµ
+
∣∣∣∣ ∫
X
ϕR(t, r,w, z, σ)F¯
ε
δ (t,w, zεr)dµ−
∫
X
ϕR(t, r,w, z, σ)F¯δ(t,w, zεr)dµ
∣∣∣∣
+
∫
X
∣∣ϕR(t, r,w, z, σ) − ψR(t, r,w, z, σ)|F¯δ(t,w, z)dµ
+
∫
X
∣∣ψR(t, r,w, z, σ) − ψ(t, r,w, z, σ)∣∣F¯δ(t,w, z)dµ
=: Iε,R + Jε,R + |∆ε(ϕR)|+ JR + IR.
Estimate of Iε,R. Using Proposition 2.2 again we have
Iε,R ≤ 2π‖ψ‖∞
∫ ∞
0
e−t
∫
R3×R3
1{|w|2+|z|2>R2}F¯ εδ (t,w, z)dzdwdt.
From (3.11) we know that {F¯ εδ }ε∈E is weakly compact in L1([0,∞)×R3 × R3, e−tdzdwdt), which implies
that
sup
ε∈E
Iε,R ≤ 2π‖ψ‖∞ sup
ε∈E
∫ ∞
0
e−t
∫
R3×R3
1{|w|2+|z|2>R2}F¯ εδ (t,w, z)dzdwdt → 0
as R→∞.
Estimate of IR. From the integrability F¯δ ∈ L1([0,∞)× R3 × R3, e−tdzdwdt), one has
IR ≤ 2π‖ψ‖∞
∫ ∞
0
e−t
∫
R3×R3
1{|w|2+|z|2>R2}F¯δ(t,w, z)dzdwdt → 0 as R→∞.
Estimate of Jε,R. Since µ(ER) <
1
R , it follows from (3.23) that
sup
ε∈E
Jε,R ≤ 2‖ψ‖∞ sup
ε∈E, µ(E)<1/R
∫
E
F¯ εδ (t,w, zεr)dµ→ 0 as R→∞.
Estimate of JR. From F¯δ ∈ L1(X, dµ), we have
JR ≤ 2‖ψ‖∞
∫
ER
F¯δ(t,w, z)dµ→ 0 as R→∞.
Estimate of ∆ε(ϕR). By (2.14), we have
|∆ε(ϕR)| ≤
∫
X
∣∣ϕR(t, r,w, z∗εr , σεr)− ϕR(t, r,w, z, σ)∣∣F¯ εδ (t,w, z)dµ
+
∣∣∣∣ ∫
X
ϕR(t, r,w, z, σ)F¯
ε
δ (t,w, z)dµ−
∫
X
ϕR(t, r,w, z, σ)F¯δ(t,w, z)dµ
∣∣∣∣
=: Kε,R + Lε,R.
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By the L1-weak convergence obtained above we have Lε,R → 0 as E ∋ ε→ 0. While to estimate the term
Kε,R, we make a decomposition as follows:
Kε,R =
∫
X
1{|z|<1/R}{· · · }dµ+
∫
X
(
1{0<r<1/R} + 1{r>R}
)
1{|z|≥1/R}{· · · }dµ
+
∫
X
1{1/R≤r≤R}1{|z|≥1/R}{· · · }dµ := K(1)ε,R +K(2)ε,R +K(3)ε,R.
We have
sup
ε∈E
K
(1)
ε,R ≤ 4π‖ψ‖∞ sup
ε∈E
∫ ∞
0
e−t
∫
|z|<1/R
(∫
R3
F¯ εδ (t,w, z)dw
)
dzdt→ 0 as R→∞
since {∫
R3
F¯ εδ (t,w, z)dw}ε∈E is weakly compact in L1([0,∞)× R3, e−tdzdt). Next we have
sup
ε∈E
K
(2)
ε,R ≤ 2‖ψ‖∞
(∫ 1/R
0
̺(r)dr +
∫ ∞
R
̺(r)dr
)
2π sup
ε∈E
∫ ∞
0
e−t
∫
R3×R3
F¯ εδ (t,w, z)dzdwdt
≤ Cψ
(∫ 1/R
0
̺(r)dr +
∫ ∞
R
̺(r)dr
)
→ 0 as R→∞.
For the term K
(3)
ε,R, since ϕR ∈ Cc(X) is uniformally continuous on X and since
|z∗εr − z|+ |σεr − σ| ≤ 2εr +
2εr
|z| ≤ 2εR+ 2εR
2 ≤ 4R2ε
for all r ∈ [1/R,R], |z| ≥ 1/R, σ ∈ S1(n), it follows that K(3)ε,R → 0 as E ∋ ε→ 0.
Thus first letting ε→ 0+ we obtain
lim sup
E∋ε→0
|∆ε(ψ)| ≤ sup
ε∈E
Iε,R + sup
ε∈E
Jε,R + sup
ε∈E
K
(1)
ε,R + sup
ε∈E
K
(2)
ε,R + JR + IR
and then letting R→∞ we conclude lim sup
E∋ε→0
|∆ε(ψ)| = 0. This proves the weak convergence (3.13).
Step 3. In this step we prove that the square root
√
F¯δ has the weak projection gradient Π(z)∇z
√
F¯δ(t,w, z)
in z ∈ R3 \ {0}(see Definition 6.4) and, for any T > 0,
sup
δ>0
∫ T
0
∫
R3×R3
∣∣∣Π(z)∇z√F¯δ(t,w, z)∣∣∣2dzdwdt ≤ lim infE∋ε→0 H(f ε0 )−H(f(T )),(3.24)
sup
δ>0
∫ ∞
0
∫
R3×R3
∣∣∣Π(z)∇z√F¯δ(t,w, z)∣∣∣2dzdwdt ≤ C0.(3.25)
We emphasize that C0 depends only on the bound sup
0<ε≤ε0
∫
R3
f ε0 (v)(1 + |v|2 + | log f ε0 (v)|)dv.
In order to prove (3.24), we choose a subsequence E˜ = {εnk}∞k=1 of E = {εn}∞n=1 such that
lim
E˜∋ε→0
H(f ε0 ) = lim infE∋ε→0
H(f ε0 ).
For notational convenience we still denote E˜ by E , i.e. we may assume that lim
E∋ε→0
H(f ε0 ) exists. Observe
that for any a, b ≥ 0, c > 0 and 0 ≤ η ≤ 1, we have (the case a = b = 0 is obvious)
Γ(a, b) ≥ 2(a− b)
2
a+ b
η = 2
(aη − bη)2
aη + bη
≥ 2(aη + c− (bη + c))
2
aη + c+ bη + c
.
So using also the collision invariance |v′ − v′∗| = |v − v∗|, |v′|2 + |v′∗|2 = |v|2 + |v∗|2 we get
Γ
(
f ε′f ε′∗, f
εf ε∗
) ≥ 2(f ε′f ε′∗1{|v−v∗|≥δ} + c− (f εf ε∗1{|v−v∗|≥δ} + c))2
f ε′f ε′∗1{|v−v∗|≥δ} + c+ f εf ε∗1{|v−v∗|≥δ} + c
= 2|v − v∗|
(
F εδ (t,v
′,v′∗)− F εδ (t,v,v∗)
)2
F εδ (t,v
′,v′∗) + F
ε
δ (t,v,v∗)
,
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where c = |v−v∗|δe−(|v|2+|v∗|2) and we have taken η = 1{|v−v∗|≥δ}. Then using the second equality (2.13)
in Proposition 2.1 yields that
Dε0(f
ε(t)) =
1
4
∫
R3×R3×S2
Bε0(v − v∗, ω)Γ
(
f ε′f ε′∗, f
εf ε∗
)
dωdvdv∗
≥ 1
4
∫
R3×R3×S2
Bε0(v − v∗, ω)2|v − v∗|
(
F εδ (t,v
′,v′∗)− F εδ (t,v,v∗)
)2
F εδ (t,v
′,v′∗) + F εδ (t,v,v∗)
dωdvdv∗
=
1
2π
∫
R3×R3
∫ ∞
0
̺(r)
∫
S1(n)
(
F¯ εδ (t,w,zεr)−F¯ εδ (t,w,z)
2εr
)2
F¯ εδ (t,w, zεr) + F¯
ε
δ (t,w, z)
dσdrdzdw.
Introduce
Dεδ(t, r,w, z, σ) := 1{ε≤r≤1/ε}
F¯ εδ (t,w, zεr)− F¯ εδ (t,w, z)
2εr
.
Then from the above inequality we have
(3.26)
∫
R3×R3
∫ ∞
0
̺(r)
∫
S1(n)
(
Dεδ(t, r,w, z, σ)
)2
F¯ εδ (t,w, zεr) + F¯
ε
δ (t,w, z)
dσdrdzdw ≤ 2πDε0(f ε(t)).
In what follows, we will use the Borel measure µ on X defined in Step 2. Then from (3.26), we have∫
X
(
Dεδ(t, r,w, z, σ)
)2
F¯ εδ (t,w, zεr) + F¯
ε
δ (t,w, z)
dµ ≤ 2π
∫ ∞
0
e−tDε0(f
ε(t))dt ≤ 2π
∫ ∞
0
Dε0(f
ε(t))dt ≤ C0
which implies that for any nonnegative Borel measurable function ψ(t, r,w, z, σ) on X ,∫
X
ψ(t, r,w, z, σ)|Dεδ(t, r,w, z, σ)|dµ(3.27)
≤
(∫
X
(
Dεδ(t, r,w, z, σ)
)2
F¯ εδ (t,w, zεr) + F¯
ε
δ (t,w, z)
dµ
)1/2(∫
X
ψ(t, r,w, z, σ)2
(
F¯ εδ (t,w, zεr) + F¯
ε
δ (t,w, z)
)
dµ
)1/2
≤
√
C0
(∫
X
(
ψ(t, r,w, z∗εr , σεr)
2 + ψ(t, r,w, z, σ)2
)
F¯ εδ (t,w, z)dµ
)1/2
.
Here in the last inequality we have used the equality (3.18). Recall ̺ ∈ L1([0,∞)) and a fact from measure
theory we know that there is a non-decreasing function l(r) > 0 on [0,∞) such that
lim
r→∞
l(r) =∞,
∫ ∞
0
l(r)̺(r)dr <∞.
[For instance, l(r) = (A(r))−1/2 where A(r) =
∫∞
r ̺(s)ds + e
−r. The function (A(r))1/2 is absolutely
continuous and A′(r) = −̺(r) − e−r a.e. in (0,∞) and so ∫∞
0
l(r)̺(r)dr ≤ ∫∞
0
−(A(r))−1/2A′(r)dr =
lim
R→∞
−2(A(r))1/2
∣∣r=R
r=0
< ∞.] If we choose ψ(t, r,w, z, σ) = (1 + t + |w|2 + |z|2 + l(r))1/2, then using the
identity |z∗εr| ≡ |z| and (1 + t+ l(r) + |w|2 + |z|2) ≤ (1 + t)(1 + l(r))(1 + |w|2 + |z|2) we have from (3.27)
that
sup
ε∈E
∫
X
(1 + t+ l(r) + |w|2 + |z|2)1/2|Dεδ(t, r,w, z, σ)|dµ
≤ C1 sup
ε∈E
(
sup
t≥0
∫
R3×R3
(1 + |w|2 + |z|2)F¯ εδ (t,w, z)dzdw
)1/2
<∞
where the inequality “< ∞” is due to 1|v−v∗|1{|v−v∗|≥δ} ≤ 1/δ and sup
ε∈E
‖f ε(t)‖L1
2
= sup
ε∈E
‖f ε0‖L12 < ∞ (by
conservation of mass and energy). Next for any measurable set E ⊂ X , applying (3.27) to the function
ψ(t, r,w, z, σ) = 1E(t, r,w, z, σ) gives∫
E
|Dεδ(t, r,w, z, σ)|dµ ≤
√
C0
(∫
Eε
F¯ εδ (t,w, z)dµ+
∫
E
F¯ εδ (t,w, z)dµ
)1/2
.
Hence from µ(Eε) = µ(E) and (3.21), we obtain that
sup
ε∈E
sup
µ(E)≤η
∫
E
|Dεδ(t, r,w, z, σ)|dµ ≤
√
C0
(
2 sup
ε∈E
sup
µ(E)≤η
∫
E
F¯ εδ (t,w, z)dµ
)1/2
→ 0 as η → 0+.
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By the criterion of L1-relatively weak compactness (Dunford-Pettis theorem), with δ fixed, there exist a
subsequence Eδ := {εnk}∞k=1 ⊂ E (which may depend on δ) and a function Dδ(t, r,w, z, σ) ∈ L1(X, dµ)
such that for any bounded measurable function ψ(t, r,w, z, σ) on X ,
(3.28) lim
Eδ∋ε→0
∫
X
ψ(t, r,w, z, σ)Dεδ(t, r,w, z, σ)dµ =
∫
X
ψ(t, r,w, z, σ)Dδ(t, r,w, z, σ)dµ.
Let us define
Dεδ(t,w, z, σ) :=
∫ ∞
0
̺(r)Dεδ(t, r,w, z, σ)dr, Dδ(t,w, z, σ) :=
∫ ∞
0
̺(r)Dδ(t, r,w, z, σ)dr.
Then for any bounded measurable function ψ(t,w, z, σ) and for any 0 < T <∞, applying (3.28) with the
function 1[0,T ](t)e
tψ(t,w, z, σ), we obtain that
lim
Eδ∋ε→0
∫ T
0
∫
R3×R3
∫
S1(n)
ψ(t,w, z, σ)Dεδ(t,w, z, σ)dσdzdwdt(3.29)
=
∫ T
0
∫
R3×R3
∫
S1(n)
ψ(t,w, z, σ)Dδ(t,w, z, σ)dσdzdwdt.
Now we will prove that Dδ(t,w, z, σ) satisfies the condition (6.27) in Lemma 6.11 with Y = [0,∞)×R3.
In fact, let ψ ∈ Tc,0([0,∞)×R3 ×R3 × S2)(see (6.26)). By definition, there exists 0 < T <∞ such that ψ
is supported in [0, T ]× R3 × R3 × S2. Then, thanks to the cutoff 1{ε≤r≤1/ε}, Proposition 2.2 yields that∫ ∞
0
∫
R3×R3
∫
S1(n)
ψ(t,w, z, σ)Dεδ(t,w, z, σ)dσdzdwdt
=
∫ T
0
∫
R3×R3
∫
S1(n)
ψ(t,w, z, σ)
(∫ ∞
0
̺(r)1{ε≤r≤1/ε}
F¯ εδ (t,w, zεr)− F¯ εδ (t,w, z)
2εr
dr
)
dσdzdwdt
=
∫ T
0
∫
R3×R3
∫
S1(n)
(∫ ∞
0
̺(r)1{ε≤r≤1/ε}
ψ(t,w, z∗εr , σεr)− ψ(t,w, z, σ)
2εr
dr
)
F¯ εδ (t,w, z)dσdwdzdt
=
∫
X
1[0,T ](t)e
tDεψ(t, r,w, z, σ)F¯ εδ (t,w, z)dµ,
where
Dεψ(t, r,w, z, σ) := 1{ε≤r≤1/ε}
ψ(t,w, z∗εr , σεr)− ψ(t,w, z, σ)
2εr
.
Thanks to (2.6)-(2.10) and the mean-value theorem, for some z˜εr = z + θ(z
∗
ε − z), σ˜εr = σ + θ(σεr − σ)
with 0 < θ < 1 depending on t,w, z, σ, ε, r, we have
Dεψ(t, r,w, z, σ) = 1{ε≤r≤1/ε}
(
∇zψ(t,w, z˜εr , σ˜εr) · z
∗
εr − z
2εr
+∇σψ(t,w, z˜εr , σ˜εr) · σεr − σ
2εr
)
→ −∇zψ(t,w, z, σ) · σ +∇σψ(t,w, z, σ) · n|z| (ε→ 0
+),
and
|Dεψ(t, r,w, z, σ)| ≤ ‖∇zψ‖∞
|z∗εr − z|
2εr
+ ‖∇σψ‖∞|z˜εr | |σεr − σ|
2εr
≤ ‖∇zψ‖∞ + ‖∇σψ‖∞.
Therefore the function 1[0,T ](t)e
tDεψ(t, r,w, z, σ) is also bounded on X ∩ {r > 0, z 6= 0}. Recalling the
weak convergence (3.20) , i.e. F¯ εδ ⇀ F¯δ (E ∋ ε → 0) weakly in L1(X, dµ), we can use part (1) of Lemma
2.6 to conclude the convergence:
lim
E∋ε→0
∫
X
1[0,T ](t)e
tDεψ(t, r,w, z, σ)F¯ εδ (t,w, z)dµ
=
∫
X
1[0,T ](t)e
t
(
−∇zψ(t,w, z, σ) · σ +∇σψ(t,w, z, σ) · n|z|
)
F¯δ(t,w, z)dµ.
Collecting the above results, we derive that
lim
Eδ∋ε→0
∫ ∞
0
∫
R3×R3
∫
S1(n)
ψ(t,w, z, σ)Dεδ(t,w, z, σ)dσdzdwdt
=
∫ ∞
0
∫
R3×R3
∫
S1(n)
(
−∇zψ(t,w, z, σ) · σ +∇σψ(t,w, z, σ) · n|z|
)
F¯δ(t,w, z)dσdzdwdt.
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From this together (3.29), we finally get∫ ∞
0
∫
R3×R3
∫
S1(n)
ψ(t,w, z, σ)Dδ(t,w, z, σ)dσdzdwdt
= −
∫ ∞
0
∫
R3×R3
∫
S1(n)
(
∇zψ(t,w, z, σ) · σ −∇σψ(t,w, z, σ) · n|z|
)
F¯δ(t,w, z)dσdzdwdt.
By Lemma 6.11 (recall (6.27)) we conclude that the weak projection gradient Π(z)∇zF¯δ(t,w, z) exists and
(up to a set of measure zero)
Π(z)∇zF¯δ(t,w, z) = 1
π
∫
S1(n)
Dδ(t,w, z, σ)σdσ,(3.30)
Dδ(t,w, z, σ) = (Π(z)∇zF¯δ(t,w, z)) · σ.(3.31)
And according to Lemma 6.14 in the Appendix, the weak projection gradient Π(z)∇z
√
F¯δ(t,w, z) also
exists and
(3.32) Π(z)∇z
√
F¯δ(t,w, z) =
Π(z)∇zF¯δ(t,w, z)
2
√
F¯δ(t,w, z)
.
Next in order to prove the entropy inequality (3.24), we consider a convexity argument. The function
(x, y, z) 7→ x2y+z is convex in (x, y, z) ∈ R≥0 × R2>0 and so we have
(3.33)
x2
y + z
≥ x
2
0
y0 + z0
+
2x0
y0 + z0
(x− x0)− x
2
0
(y0 + z0)2
(y − y0)− x
2
0
(y0 + z0)2
(z − z0)
for all (x, y, z), (x0, y0, z0) ∈ R≥0 × R2>0. For any 0 < T <∞, 0 < R <∞, let
SR =
{
(t,w, z, σ) ∈ [0, T ]× R3 × R3 × S2 | |w|2 + |z|2 ≤ R2, |Dδ(t,w, z, σ)| ≤ R
}
.
Then using (3.33) to x = Dεδ(t,w, z, σ), y = F¯
ε
δ (t,w, zεr), z = F¯
ε
δ (t,w, z), x0 = Dδ(t,w, z, σ), y0 = z0 =
F¯δ(t,w, z) and then multiplying both sides of (3.33) by 1SR(t,w, z, σ) and then taking integration we have∫ T
0
∫
R3×R3
∫
S1(n)
∫ ∞
0
̺(r)1SR(t,w, z, σ)
(
Dεδ(t,w, z, σ)
)2
F¯ εδ (t,w, zεr) + F¯
ε
δ (t,w, z)
drdσdzdwdt(3.34)
≥
∫ T
0
∫
R3×R3
∫
S1(n)
1SR(t,w, z, σ)
(
Dδ(t,w, z, σ)
)2
2F¯δ(t,w, z)
dσdzdwdt
+
∫ T
0
∫
R3×R3
∫
S1(n)
1SR(t,w, z, σ)
Dδ(t,w, z, σ)
F¯δ(t,w, z)
(
Dεδ(t,w, z, σ) −Dδ(t,w, z, σ)
)
dσdzdwdt
−
∫ T
0
∫
R3×R3
∫
S1(n)
1SR(t,w, z, σ)
(
Dδ(t,w, z, σ)
)2(
2F¯δ(t,w, z)
)2 (∫ ∞
0
̺(r)F¯ εδ (t,w, zεr)dr − F¯δ(t,w, z)
)
dσdzdwdt
−
∫ T
0
∫
R3×R3
∫
S1(n)
1SR(t,w, z, σ)
(
Dδ(t,w, z, σ)
)2(
2F¯δ(t,w, z)
)2 (F¯ εδ (t,w, z)− F¯δ(t,w, z))dσdzdwdt
where we have used
∫∞
0 ̺(r)dr = 1. Since
inf
t≥0,|w|2+|z|2≤R2
F¯δ(t,w, z) > 0,
the functions 1SR(t,w, z, σ)
Dδ(t,w,z,σ)
F¯δ(t,w,z)
, 1SR(t,w, z, σ)
(Dδ(t,w,z,σ))
2
(2F¯δ(t,w,z))2
are all bounded in [0, T ]×R3 × R3 × S2.
Thus letting Eδ ∋ ε → 0, we obtain from the weak convergences (3.14), (3.12) and (3.29) that (recall
notation in (1.47))
lim inf
Eδ∋ε→0
∫ T
0
∫
R3×R3
∫
S1(n)
∫ ∞
0
̺(r)1SR(t,w, z, σ)
(
Dεδ(t,w, z, σ)
)2
F¯ εδ (t,w, zεr) + F¯
ε
δ (t,w, z)
dσdzdwdt
≥
∫ T
0
∫
R3×R3
∫
S1(n)
1SR(t,w, z, σ)
(
Dδ(t,w, z, σ)
)2
2F¯δ(t,w, z)
dσdzdwdt.
This together with (3.26) and lim inf
Eδ∋ε→0
≤ lim sup
E∋ε→0
gives
∫ T
0
∫
R3×R3
∫
S1(n)
1SR(t,w, z, σ)
(
Dδ(t,w, z, σ)
)2
2F¯δ(t,w, z)
dσdzdwdt ≤ 2π lim sup
E∋ε→0
∫ T
0
Dε0(f
ε(t))dt.
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Letting R→∞, we conclude from the monotone convergence theorem that∫ T
0
∫
R3×R3
∫
S1(n)
(
Dδ(t,w, z, σ)
)2
2F¯δ(t,w, z)
dσdzdwdt ≤ 2π lim sup
E∋ε→0
∫ T
0
Dε0(f
ε(t))dt ∀T > 0.
Since Dδ(t,w, z, σ) = (Π(z)∇zF¯δ(t,w, z)) · σ and (using (6.25))∫
S1(n)
((
Π(z)∇zF¯δ(t,w, z)
) · σ)2dσ = π∣∣Π(z)∇zF¯δ(t,w, z)∣∣2,
it follows that
1
4
∫ T
0
∫
R3×R3
|Π(z)∇zF¯δ(t,w, z)|2
F¯δ(t,w, z)
dwdzdt ≤ lim sup
E∋ε→0
∫ T
0
Dε0(f
ε(t))dt ∀T > 0.
Then using the equality (3.32) we conclude
(3.35) sup
δ>0
∫ T
0
∫
R3×R3
∣∣∣Π(z)∇z√F¯δ(t,w, z)∣∣∣2dzdwdt ≤ lim sup
E∋ε→0
∫ T
0
Dε0(f
ε(t))dt ∀T > 0.
On the other hand, from the entropy inequality (1.18) we have
lim sup
E∋ε→0
∫ T
0
Dε0(f
ε(t))dt ≤ lim sup
E∋ε→0
H(f ε0 )− lim infE∋ε→0 H(f
ε(T )).
Thanks to the L1(R3)-weak convergence f ε(t, ·) ⇀ f(t, ·) (as E ∋ ε → 0 for every t ≥ 0) and that
f 7→ f log f is convex, one has lim inf
E∋ε→0
H(f ε(T )) ≥ H(f(T )). Since the limit lim
E∋ε→0
H(f ε0 ) already exists,
this gives
lim sup
E∋ε→0
∫ T
0
Dε0(f
ε(t))dt ≤ lim
E∋ε→0
H(f ε0 )−H(f(T )).
This together with (3.35) gives (3.24). From (3.24) and letting T →∞, we also obtain (3.25).
Step 4. In this step we prove that the weak projection gradient Π(z)∇z
√
F¯ (t,w, z) exists and satisfies
(3.36)
∫ T
0
dt
∫
R3×R3
∣∣∣Π(z)∇z√F¯ (t,w, z)∣∣∣2dzdw ≤ lim infE∋ε→0 H(f ε0 )−H(f(T )) ∀T > 0
which corresponds to (ii) of Definition 1.8, and moreover it holds that
lim
δ→0+
∫ ∞
0
∫
R3×R3
Ψδ(t,w, z) ·Π(z)∇z
√
F¯δ(t,w, z) dzdwdt(3.37)
=
∫ ∞
0
∫
R3×R3
Ψ(t,w, z) ·Π(z)∇z
√
F¯ (t,w, z) dzdwdt
for all vector-valued functions Ψδ,Ψ ∈ L2([0,∞) × R3 × R3,R3) satisfying Ψδ → Ψ in L2([0,∞) ×
R3 × R3,R3) as δ → 0+.
To do this we first take any sequence {δn}∞n=1 satisfying 0 < δn → 0 (n→∞). From the L2-boundedness
(3.25) and the criterion of L2-weak compactness, there exists a subsequence {δnk}∞k=1 and a vector-valued
function D ∈ L2([0,∞)× R3 × R3,R3) such that
lim
k→∞
∫ ∞
0
∫
R3×R3
Ψ(t,w, z) ·Π(z)∇z
√
F¯δnk (t,w, z) dzdwdt(3.38)
=
∫ ∞
0
∫
R3×R3
Ψ(t,w, z) ·D(t,w, z)dzdwdt ∀Ψ ∈ L2([0,∞)× R3 × R3,R3).
By convexity of x 7→ |x|2, this weak convergence together with (3.24) imples that
(3.39)
∫ T
0
∫
R3×R3
|D(t,w, z)|2dzdwdt ≤ lim inf
E∋ε→0
H(f ε0 )−H(f(T )) ∀T > 0.
Next for any Ψ ∈ Tc,0([0,∞)× R3 × R3,R3), we have from (3.38) and the result of Step 3 that∫ ∞
0
∫
R3×R3
Ψ(t,w, z) ·D(t,w, z)dzdwdt(3.40)
= − lim
k→∞
∫ ∞
0
∫
R3×R3
√
F¯δnk (t,w, z)∇z ·Π(z)Ψ(t,w, z)dzdwdt.
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Since
F¯δnk (t,w, z) = F¯ (t,w, z)1{|z|≥δnk} + δnke
− 1
2
(|w|2+|z|2)
the pointwise convergence lim
k→∞
|z|F¯δnk (t,w, z) = |z|F¯ (t,w, z) holds for all (t,w, z) ∈ [0,∞)× R3 × (R3 \
{0}). Let
gk(t,w, z) :=
∣∣∣√|z|F¯δnk (t,w, z)−√|z|F¯ (t,w, z)∣∣∣, ϕ(t,w, z) := 1√|z| ∣∣∇z · Π(z)Ψ(t,w, z)∣∣.
Then, by (3.9),
lim
k→∞
gk(t,w, z) = 0 ∀ (t,w, z) ∈ [0,∞)× R3 × R3 \ {0},
gk(t,w, z)
2 ≤ f(t, w + z
2
)
f
(
t,
w − z
2
)
+ |z|e− 12 (|w|2+|z|2) =: G(t,w, z).
By definition of Ψ ∈ Tc,0([0,∞) × R3 × R3,R3)(see (6.13)), (6.17)) we see that Ψ has compact support
in [0, T ]× [−R,R]3 × [−R,R]3 for some 0 < T,R < ∞ so that ϕ2 ∈ L1([0, T ] × R3 × R3). Also we have
G ∈ L1([0, T ]×R3 × R3). Then using Cauchy-Schwarz inequality and the dominated convergence theorem
we deduce ∫ ∞
0
∫
R3×R3
∣∣∣√F¯δnk (t,w, z)−√F¯ (t,w, z)∣∣∣∣∣∇z · Π(z)Ψ(t,w, z)∣∣dzdwdt
=
∫ T
0
∫
R3×R3
gk(t,w, z)ϕ(t,w, z)dzdwdt
≤
(∫ T
0
∫
R3×R3
gk(t,w, z)
2dzdwdt
)1/2(∫ T
0
∫
R3×R3
ϕ(t,w, z)2dzdwdt
)1/2
→ 0 as k →∞.
This together with (3.40) leads to∫ ∞
0
∫
R3×R3
Ψ(t,w, z) ·D(t,w, z)dzdwdt
= −
∫ ∞
0
∫
R3×R3
√
F¯ (t,w, z)∇z · Π(z)Ψ(t,w, z)dzdwdt ∀Ψ ∈ Tc,0([0,∞)× R3 × R3,R3).
By Defintion 6.4, this means that the weak projection gradient Π(z)∇z
√
F¯ (t,w, z) exists and is equal to
D(t,w, z). Thus ∫ ∞
0
∫
R3×R3
Ψ(t,w, z) ·Π(z)∇z
√
F¯ (t,w, z) dzdwdt
= −
∫ ∞
0
∫
R3×R3
√
F¯ (t,w, z)∇z ·Π(z)Ψ(t,w, z)dzdwdt
for all Ψ ∈ Tc,0([0,∞)× R3 × R3,R3) and the inequality (3.39) is then rewritten
(3.41)
∫ T
0
∫
R3×R3
|Π(z)∇z
√
F¯ (t,w, z)|2dwdzdt ≤ lim inf
E∋ε→0
H(f ε0 )−H(f(T )) ∀T > 0.
Since (3.38) can be also rewritten
lim
k→∞
∫ ∞
0
∫
R3×R3
Ψ(t,w, z) · Π(z)∇z
√
F¯δnk (t,w, z) dwdzdt
=
∫ ∞
0
∫
R3×R3
Ψ(t,w, z) · Π(z)∇z
√
F¯ (t,w, z) dzdwdt
for all Ψ ∈ L2([0,∞) × R3 × R3,R3) and since the weak limit D(t,w, z) = Π(z)∇z
√
F¯ (t,w, z) is unique,
it follows that
lim
δ→0+
∫ ∞
0
∫
R3×R3
Ψ(t,w, z) · Π(z)∇z
√
F¯δ(t,w, z) dzdwdt(3.42)
=
∫ ∞
0
∫
R3×R3
Ψ(t,w, z) ·Π(z)∇z
√
F¯ (t,w, z) dwdzdt ∀Ψ ∈ L2([0,∞)× R3 × R3,R3).
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Finally for any vector-valued functions Ψδ,Ψ ∈ L2([0,∞) × R3 × R3,R3) satisfying Ψδ → Ψ(δ → 0+)
in L2([0,∞)× R3 × R3,R3), we have∣∣∣∣ ∫ ∞
0
∫
R3×R3
Ψδ(t,w, z) · Π(z)∇z
√
F¯δ(t,w, z) dwdzdt
−
∫ ∞
0
∫
R3×R3
Ψ(t,w, z) ·Π(z)∇z
√
F¯ (t,w, z) dzdwdt
∣∣∣∣
≤
∫ ∞
0
∫
R3×R3
∣∣∣(Ψδ(t,w, z)−Ψ(t,w, z)) · Π(z)∇z√F¯δ(t,w, z) ∣∣∣dwdzdt
+
∣∣∣∣ ∫ ∞
0
∫
R3×R3
Ψ(t,w, z) · Π(z)∇z
√
F¯δ(t,w, z) dzdwdt
−
∫ ∞
0
∫
R3×R3
Ψ(t,w, z) ·Π(z)∇z
√
F¯ (t,w, z) dzdwdt
∣∣∣∣ := Iδ + Jδ → 0 (δ → 0+)
which is mainly because of (3.42) and
Iδ ≤
(∫ ∞
0
∫
R3×R3
|Ψδ(t,w, z)−Ψ(t,w, z)|2dwdzdt
)1/2(∫ ∞
0
∫
R3×R3
∣∣Π(z)∇z√F¯δ ∣∣2dwdzdt)1/2
≤ C0
(∫ ∞
0
∫
R3×R3
|Ψδ(t,w, z) −Ψ(t,w, z)|2|dwdzdt
)1/2
→ 0 (δ → 0+).
This ends the proof of the general weak convergence (3.37).
Step 5. In this step we prove (1.31). So far we have proved that the weak projection gradient
Π(z)∇z
√
F¯ (t,w, z) exists and belongs to L2([0,∞) × R3 × R3). Applying Lemma 6.12 to the functions√
F¯ (t,w, z) and
√
|z|, we see that the weak projection gradient Π(z)∇z
√
|z|F¯ (t,w, z) also exists and
(3.43) Π(z)∇z
√
|z|F¯ (t,w, z) =
√
|z|Π(z)∇z
√
F¯ (t,w, z).
Also since
√
|z|F¯ (t,w, z) =
√
f(t, w+z2 )f(t,
w−z
2 ) belongs to L
2([0, T ] × R3 × R3) (∀ 0 < T < ∞), we
conclude from Lemma 6.13 that the weak projection gradient Π(z)∇z(|z|F¯ (t,w, z)) also exists and 3
(3.44) Π(z)∇z(|z|F¯ (t,w, z)) = 2
√
|z|F¯ (t,w, z)Π(z)∇z
√
|z|F¯ (t,w, z).
Since f(t,v)f(t,v∗)/|v − v∗| = F (t,v,v∗), it follows from Definition 6.7 that the weak projection gradient
Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗)/|v − v∗|, Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗), and
Π(v − v∗)∇v−v∗
(
f(t,v)f(t,v∗)
)
all exist and
Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗)/|v − v∗| = 2Π(z)∇z
√
F¯ (t,w, z)
∣∣
w=v+v∗,z=v−v∗ ,(3.45)
Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗) = 2Π(z)∇z
√
|z|F¯ (t,w, z)
∣∣
w=v+v∗,z=v−v∗ ,(3.46)
Π(v − v∗)∇v−v∗
(
f(t,v)f(t,v∗)
)
= 2Π(z)∇z
(|z|F¯ (t,w, z))∣∣
w=v+v∗,z=v−v∗ .(3.47)
These imply that
(3.48) Π(v − v∗)∇v−v∗
(
f(t,v)f(t,v∗)
)
= 2
√
f(t,v)f(t,v∗)Π(v − v∗)∇v−v∗
√
f(t,v)f(t,v∗).
From this and Cauchy-Schwarz inequality we have∫
R3×R3
∣∣Π(v − v∗)∇v−v∗(f(t,v)f(t,v∗))∣∣dvdv∗
≤ 2
(∫
R3×R3
f(t,v)f(t,v∗)|v − v∗|dvdv∗
)1/2(∫
R3×R3
1
|v − v∗|
∣∣Π(v − v∗)∇v−v∗√f(t,v)f(t,v∗)∣∣2dvdv∗)1/2
≤
√
2
√
‖f(t)‖L1‖f(t)‖L1
2
√
DL(f(t)),
3Note that here we do not claim the existence of the weak projection gradient Π(z)∇zF¯ (t,w, z).
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which shows that the righthand side of (1.25) is valid. By change of variables and using (3.43) and (3.46),
we have ∫
R3×R3
∣∣∣Π(z)∇z√F¯ (t,w, z)∣∣∣2dzdw = 8 ∫
R3×R3
∣∣∣Π(z)∇z√F¯ (t,w, z) ∣∣∣
w=v+v∗,z=v−v∗
∣∣∣2dvdv∗
= 8
∫
R3×R3
1
4|z|
∣∣∣2Π(z)∇z√|z|F¯ (t,w, z) ∣∣∣
w=v+v∗,z=v−v∗
∣∣∣2dvdv∗
= 2
∫
R3×R3
1
|v − v∗|
∣∣Π(v − v∗)∇v−v∗√f(t,v)f(t,v∗)∣∣2dvdv∗ = DL(f(t)),
Connecting this with (3.41) gives∫ T
0
DL(f(t))dt ≤ lim infE∋ε→0 H(f
ε
0 )−H(f(T )) ∀T > 0.
This implies that
∫∞
0 DL(f(t))dt <∞ and
(3.49) H(f(t)) +
∫ t
0
DL(f(s))ds ≤ lim infE∋ε→0 H(f
ε
0 ) ∀ t ≥ 0.
Finally we prove the entropy inequality (1.26) under the additional assumption in the theorem. We will
use the following inequality
(3.50) |a log a− b log b| ≤ Cp|a− b|1/p + |a− b| log+(|a− b|) + 2
√
a ∧ b
√
|a− b|
for a, b ≥ 0 and 1 < p < ∞, where Cp = pe(p−1) . [To prove (3.50) one may assume that a > b > 0. Then
|a log a − b log b| = |(a − b) log((a − b) aa−b ) + b log(ab )| ≤ (a − b)| log(a − b)| + (a − b) log( aa−b ) + b log(ab ),
and so (3.50) follows from the inequalities | log x| ≤ qex−1/q for 0 < x ≤ 1 (where q = p/(p − 1)) and
log x ≤ √x− 1 for x ≥ 1.] Assume that |fε0 − f0|
(
1+ log+(|f ε0 − f0|)
)→ 0 in L1(R3) as ε→ 0+ for some
0 ≤ f0 ∈ L12(R3) ∩ L logL(R3). Using the inequality (3.50) with p = 5/4 and Cauchy-Schwarz inequality,
we have
|H(f ε0 )−H(f0)| ≤
∫
R3
∣∣f ε0 (v) log(f ε0 (v)) − f0(v) log(f0(v))∣∣dv
≤
∫
R3
(
|f ε0 (v) − f0(v)| log+(|f ε0 (v) − f0(v)|) + 2
√
f0(v)
√
|f ε0 (v) − f0(v)| + C|f ε0 (v) − f0(v)|4/5
)
dv
≤
∫
R3
|f ε0 (v) − f0(v)| log+(|f ε0 (v) − f0(v)|)dv + 2
(∫
R3
f0(v)dv
)1/2(∫
R3
|f ε0 (v)− f0(v)|dv
)1/2
+C
(∫
R3
|f ε0 (v) − f0(v)|(1 + |v|)dv
)4/5(∫
R3
(1 + |v|)−4dv
)1/5
.
Then, by the L1-weak convergence f ε(t, ·) ⇀ f(t, ·) (E ∋ ε → 0) for all t ≥ 0, we have f(0, ·) = f0, and
since sup
0<ε≤ε0
‖f ε0‖L12 <∞, it follows from the above estimate that
lim
ε→0+
H(f ε0 ) = H(f0) = H(f(0)).
Thus in this situation, we see that f(t, ·) satisfies the entropy inequality (1.26):
H(f(t)) +
∫ t
0
DL(f(s))ds ≤ H(f(0)) ∀ t > 0.
Step 6. The goal of this step is to prove (1.24). Let
Qε[ψ](t) := 1
4
∫
R3×R3×S2
Bε0(v − v∗, ω)
(
f ε′f ε∗
′ − f εf ε∗
)(
ψ + ψ∗ − ψ′ − ψ′∗
)
dvdv∗dω.
Recall the definition of weak solutions for f ε, we have, for any ψ ∈ C2c (R3),∫
R3
ψ(v)f ε(T,v)dv =
∫
R3
ψ(v)f ε0 (v)dv +
∫ T
0
Qε[ψ](t)dt ∀T ∈ (0,∞).
For any δ > 0, consider a decomposition
Qε[ψ](t) = Qε<δ[ψ](t) +Qε≥δ[ψ](t)
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with
Qε<δ[ψ](t) :=
1
4
∫
R3×R3×S2
1{|v−v∗|<δ}B
ε
0
(
f ε′f ε∗
′ − f εf ε∗
)(
ψ + ψ∗ − ψ′ − ψ′∗
)
dvdv∗dω,
Qε≥δ[ψ](t) :=
1
4
∫
R3×R3×S2
1{|v−v∗|≥δ}B
ε
0
(
f ε′f ε∗
′ − f εf ε∗
)(
ψ + ψ∗ − ψ′ − ψ′∗
)
dvdv∗dω.
Then using (3.5) with ζ(r) = 1{r<δ}, 1{r≥δ} respectively we have
|Qε<δ[ψ](t)| ≤ C‖D2ψ‖∗
√
Dε0(f
ε(t))
√
δ ∀ t ≥ 0,(3.51)
|Qε≥δ[ψ](t)| ≤ C‖D2ψ‖∗
√
Dε0(f
ε(t)) ∀ t ≥ 0.(3.52)
Here the constant 0 < C <∞ depends only on sup
0<ε≤ε0
‖f ε0‖L12 .
We claim that for any t ≥ 0,
(3.53) Qε≥δ[ψ](t) =
∫
R3×R3
1{|v−v∗|≥δ}L
ε
0[ψ](v,v∗)f
ε(t,v)f ε(t,v∗)dvdv∗.
To prove it, we consider the cutoff kernel
Bε,η0 (v − v∗, ω) = 1{| sin(θ) cos(θ)|≥η}Bε0(v − v∗, ω), η > 0
with θ = arccos(n·ω) ∈ [0, π] and n = (v − v∗)/|v − v∗|. Correspondingly let Lε,η0 [ψ](v,v∗) and Qε,η≥δ [ψ](t)
be defined in (1.33) (with λ = 0) and in (3.53) respectively by replacing Bε0(v−v∗, ω) with Bε,η0 (v−v∗, ω).
Then on the one hand we see from the inequality (3.5) with ζ(r) = 1{r≥δ} and the dominated convergence
theorem that
lim
η→0+
Qε,η≥δ [ψ](t) = Qε≥δ[ψ](t).
On the other hand, using the first inequality in Lemma 2.3 and (1.20), we have
1
4
∫
R3×R3×S2
1{|v−v∗|≥δ}B
ε,η
0 (v − v∗, ω)f ε′f ε∗ ′
∣∣ψ + ψ∗ − ψ′ − ψ′∗∣∣dvdv∗dω
=
1
4
∫
R3×R3×S2
1{|v−v∗|≥δ}B
ε,η
0 (v − v∗, ω)f εf ε∗
∣∣ψ + ψ∗ − ψ′ − ψ′∗∣∣dvdv∗dω
≤ ‖D
2ψ‖∞
4δη
∫
R3×R3
(
|v − v∗|3
∫
S2
Bε0(v − v∗, ω) sin2(θ) cos2(θ)dω
)
f εf ε∗dvdv∗
≤ ‖D
2ψ‖∞
δη
∫
R3×R3
f εf ε∗dvdv∗ <∞.
From this, we derive that (3.53) holds for the collision kernel Bε,η0 (v − v∗, ω), i.e.
(3.54) Qε,η≥δ [ψ](t) =
∫
R3×R3
1{|v−v∗|≥δ}L
ε,η
0 [ψ](v,v∗)f
ε(t,v)f ε(t,v∗)dvdv∗.
By Lemma 2.3 and (1.20), we have
sup
0≤η<1
|Lε,η0 [ψ](v,v∗)| ≤
1
δ
32‖D2ψ‖∞, lim
η→0+
Lε,η0 [ψ](v,v∗) = L
ε
0[ψ](v,v∗), |v − v∗| ≥ δ.
Thus using dominated convergence theorem and letting η → 0+, we conclude from (3.54) that
lim
η→0+
Qε,η≥δ [ψ](t) =
∫
R3×R3
1{|v−v∗|≥δ}L
ε
0[ψ](v,v∗)f
ε(t,v)f ε(t,v∗)dvdv∗.
This proves (3.53).
Now let
ψ ∈ C2c (R3), Ψ(v,v∗) = ∇ψ(v) −∇ψ(v∗), Ψ¯(w, z) = Ψ
(w+ z
2
,
w− z
2
)
,(3.55)
QL[ψ](t) := −1
4
∫
R3×R3
√
F¯ (t,w, z)Ψ¯(w, z) ·Π(z)∇z
√
F¯ (t,w, z) dzdw,
QL,δ[ψ](t) := −1
4
∫
R3×R3
√
F¯δ(t,w, z)Ψ¯(w, z) ·Π(z)∇z
√
F¯δ(t,w, z) dzdw.
Before going further, we need to show that
(3.56) QL[ψ](t) =
∫
R3
ψ(v)QL(f)(t,v)dv, t ≥ 0,
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where the righthand side is defined in (1.25). In fact, from the existence of the weak projection gradient
in v − v∗ for the product f(t,v)f(t,v∗) proved in Step 5, (3.44) and (3.47) (note that it is easily seen
that all integrals below are absolutely convergent), we have∫
R3×R3
√
F¯ (t,w, z)Ψ¯(w, z) · Π(z)∇z
√
F¯ (t,w, z) dzdw
= 8
∫
R3×R3
1
|z| Ψ¯(w, z) ·
√
|z|F¯ (t,w, z)
√
|z|Π(z)∇z
√
F¯ (t,w, z)
∣∣∣
w=v+v∗,z=v−v∗
dvdv∗
= 2
∫
R3×R3
∇ψ(v) −∇ψ(v∗)
|v − v∗| ·Π(v − v∗)∇v−v∗
(
f(t,v)f(t,v∗)
)
dvdv∗.
Therefore
QL[ψ](t) = −1
2
∫
R3×R3
∇ψ(v) −∇ψ(v∗)
|v − v∗| ·Π(v − v∗)∇v−v∗
(
f(t,v)f(t,v∗)
)
dvdv∗
and so (3.56) holds by definition of
∫
R3
ψ(v)QL(f)(t,v)dv in (1.25),
Next recalling (1.27) for L[ψ](v,v∗) and using the relation in (3.55), we have
L[ψ](v,v∗)
∣∣∣
v=w+z
2
,v∗=
w−z
2
=
1
|z|∇z ·Π(z)Ψ¯(w, z),
which implies (
f(t,v)f(t,v∗)1{|v−v∗|≥δ} + |v − v∗|δe−(|v|
2+|v∗|2))L[ψ](v,v∗)∣∣∣
v=w+z
2
,v∗=
w−z
2
= F¯δ(t,w, z)∇z ·Π(z)Ψ¯(w, z)
and ∫
R3×R3
(
f(t,v)f(t,v∗)1{|v−v∗|≥δ} + |v − v∗|δe−(|v|
2+|v∗|2))L[ψ](v,v∗)dvdv∗(3.57)
=
1
8
∫
R3×R3
(
f(t,v)f(t,v∗)1{|v−v∗|≥δ} + |v − v∗|δe−(|v|
2+|v∗|2))L[ψ](v,v∗)∣∣∣
v=w+z
2
,v∗=
w−z
2
dzdw,
=
1
8
∫
R3×R3
F¯δ(t,w, z)∇z · Π(z)Ψ¯(w, z)dzdw = −1
8
∫
R3×R3
Ψ¯(w, z) · Π(z)∇zF¯δ(t,w, z) dzdw
= −1
4
∫
R3×R3
√
F¯δ(t,w, z)Ψ¯(w, z) ·Π(z)∇z
√
F¯δ(t,w, z) dzdw = QL,δ[ψ](t),
where we have used the equality (3.32). Now we compute for any 0 < T <∞ and δ > 0∣∣∣∣ ∫ T
0
Qε[ψ](t)dt −
∫ T
0
QL[ψ](t)dt
∣∣∣∣
=
∣∣∣∣ ∫ T
0
Qε<δ[ψ](t)dt+
∫ T
0
Qε≥δ[ψ](t)dt −
∫ T
0
∫
R3×R3
1{|v−v∗|≥δ}L[ψ](v,v∗)f(t,v)f(t,v∗)dvdv∗dt
+
∫ T
0
∫
R3×R3
1{|v−v∗|≥δ}L[ψ](v,v∗)f(t,v)f(t,v∗)dvdv∗dt−
∫ T
0
QL[ψ](t)dt
∣∣∣∣
≤
∫ T
0
|Qε<δ[ψ](t)|dt +
∣∣∣∣ ∫ T
0
∫
R3×R3
1{|v−v∗|≥δ}L
ε
0[ψ](v,v∗)f
ε(t,v)f ε(t,v∗)dvdv∗dt
−
∫ T
0
∫
R3×R3
1{|v−v∗|≥δ}L[ψ](v,v∗)f(t,v)f(t,v∗)dvdv∗dt
∣∣∣∣
+
∣∣∣∣ ∫ T
0
∫
R3×R3
1{|v−v∗|≥δ}L[ψ](v,v∗)f(t,v)f(t,v∗)dvdv∗dt−
∫ T
0
QL[ψ](t)dt
∣∣∣∣
:= Iε,δ + Jε,δ +Kδ.
By (3.51), we first have
sup
ε∈E
Iε,δ ≤ C0‖D2ψ‖∗ sup
ε∈E
∫ T
0
√
Dε0(f
ε(t))dt
√
δ ≤ C0
√
T
√
δ.
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And using Lemma 2.5 and Lemma 2.6 yield lim
E∋ε→0
Jε,δ = 0 for all δ > 0. Finally using (3.57) we have
Kδ ≤
∣∣∣∣ ∫ T
0
QL,δ[ψ](t)dt−
∫ T
0
QL[ψ](t)dt
∣∣∣∣(3.58)
+ δ
∫ T
0
∫
R3×R3
|v − v∗|e−(|v|
2+|v∗|2)|L[ψ](v,v∗)|f(t,v)f(t,v∗)dvdv∗dt.
The first term in the righthand of (3.58) tends to zero as δ → 0+ by (3.37) in Step 4 for the L2-integrable
functions Ψδ(t,w, z) = 1[0,T ](t)
√
F¯δ(t,w, z) Ψ¯(w, z),Ψ(t,w, z) = 1[0,T ](t)
√
F¯ (t,w, z) Ψ¯(w, z). The second
term in the righthand of (3.58) obviously tends to zero as δ → 0+ by (2.24) in Lemma 2.5. We thus conclude
the convergence
(3.59) lim
E∋ε→0
∫ T
0
Qε[ψ](t)dt =
∫ T
0
QL[ψ](t)dt ∀T ∈ (0,∞).
From the above convergence we obtain that∫
R3
ψ(v)f(T,v)dv = lim
E∋ε→0
∫
R3
ψ(v)f ε(T,v)dv
= lim
E∋ε→0
∫
R3
ψ(v)f ε0 (v)dv + limE∋ε→0
∫ T
0
Qε[ψ](t)dt
=
∫
R3
ψ(v)f0(v)dv +
∫ T
0
QL[ψ](t)dt ∀T ∈ [0,∞).
Since t 7→ QL[ψ](t) belongs to L1loc([0,∞)), this insures that t 7→
∫
R3
ψ(v)f(t,v)dv is absolutely continuous
on [0,∞) and
d
dt
∫
R3
ψ(v)f(t,v)dv = QL[ψ](t) a.e. t ∈ [0,∞).
This together with the conservation law to be proved below shows that f is an H-solution of Eq.(FPL).
Step 7. Finally we prove that f conserves the mass, momentum and energy. First of all, using (3.59)
and (3.7) we have, for any ψ ∈ C2c (R3), 0 < T <∞,
(3.60)
∣∣∣∣ ∫ T
0
QL[ψ](t)dt
∣∣∣∣ = limE∋ε→0
∣∣∣∣ ∫ T
0
Qε[ψ](t)dt
∣∣∣∣ ≤ C0‖D2ψ‖∗√T .
From (3.1), (3.3) and (3.4), it is easy to see that f conserves the mass and momentum. To prove the
conservation of energy we consider smooth cutoff approximation:
ψδ(v) = ϕδ(|v|2/2), ϕδ(r) = rζ(δr), δ > 0
where ζ ∈ C∞c (R≥0) satisfies 0 ≤ ζ ≤ 1 on R≥0 and ζ(r) = 1 for r ∈ [0, 1], ζ(r) = 0 for r ≥ 2. It is obvious
that ψk ∈ C2c (R3). Compute
|ϕ′′δ (r)|r3/4 =
∣∣2ζ′(δr)(δr)3/4 + (δr)7/4ζ′′(δr)∣∣δ1/4, sup
r≥0
|ϕ′′δ (r)|r3/4 ≤ C0δ1/4.
Therefore from (2.19), we have ‖D2ψδ‖∗ ≤ 8 sup
r≥0
|ϕ′′δ (r)|r3/4 ≤ 8C0δ1/4. From this together with (3.60), we
obtain that ∣∣∣∣ ∫ t
0
QL[ψδ](s)ds
∣∣∣∣ ≤ C0‖D2ψδ‖∗√t ≤ C0√t δ1/4 → 0 (δ → 0+).
Since 0 ≤ ψδ(v) ≤ |v|2/2, lim
δ→0+
ψδ(v) = |v|2/2 for all v ∈ R3, it follows from dominated convergence
theorem that ∫
R3
1
2
|v|2f(t,v)dv = lim
δ→0+
∫
R3
ψδ(v)f(t,v)dv
= lim
δ→0+
∫
R3
ψδ(v)f0(v)dv + lim
δ→0+
∫ t
0
QL[ψδ](s)ds =
∫
R3
1
2
|v|2f0(v)dv, t ≥ 0.
This proves the conservation of energy and ends the proof of Theorem 1.12. 
4. Preliminary lemmas for Isotropic Functions
This section is devoted to some preliminary lemmas for isotropic functions which are crucial to prove
the convergence from Eq.(FD) to Eq.(FPL) and from Eq.(BE) to Eq.(FPL).
32 L. -B. HE, X. LU, M. PULVIRENTI
4.1. Useful lemmas. Under the change of variable (2.1) with (2.4), we have the representation of
|v′|2, |v′∗|2:
(4.1)

|v′|2 = |v|2 sin2(θ) + |v∗|2 cos2(θ)− 2
√
|v|2|v∗|2 − (v · v∗)2 cos(θ) sin(θ)k · σ,
|v′∗|2 = |v|2 cos2(θ) + |v∗|2 sin2(θ) + 2
√
|v|2|v∗|2 − (v · v∗)2 cos(θ) sin(θ)k · σ
where
k =
h− (h · n)n√
1− (h · n)2 ∈ S
1(n) with h =
v + v∗
|v + v∗|
and for the case that v,v∗ are linearly dependent, k is chosen a fixed element in S1(n) independent of σ.
Lemma 4.1. For any y, z ≥ 0, ω, ω∗ ∈ S2, let v =
√
2yω,v∗ =
√
2zω∗, x = |v′|2/2 and x∗ = |v′∗|2/2.
Then for any ϕ ∈ C2c (R≥0) and θ ∈ [0, π/2], we have with the representation (4.1) that
(4.2)
∣∣∣∣ ∫
S1(n)
(
ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z)
)
dσ
∣∣∣∣ ≤ C0‖ϕ′′‖L∞((y − z)2 + yz(1− (ω · ω∗)2) cos2(θ) sin2(θ),
∫
S1(n)
(
ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z)
)
dσ = −2π(ϕ′(y)− ϕ′(z))(y − z) cos2(θ)(4.3)
+2π
(
ϕ′′(y) + ϕ′′(z)
)
yz
(
1− (ω · ω∗)2
)
cos2(θ) +R(y, z, ω, ω∗, θ),
where R(y, z, ω, ω∗, θ) is bounded by
|R(y, z, ω, ω∗, θ)| ≤ C0
(
‖ϕ′′‖L∞ cos2(θ) + Λϕ
(
(
√
y +
√
z)|v − v∗|| cos(θ)|
))
(4.4)
×((y − z)2 + yz(1− (ω · ω∗)2)) cos2(θ),
C0 ∈ (0,∞) is an absolute constant, and
Λϕ(δ) = sup
x,y≥0,|x−y|≤δ
|ϕ′′(x)− ϕ′′(y)|, δ ≥ 0.
Proof. Using x∗ − z = −(x− y) we have
ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z) = ϕ(x)− ϕ(y) + ϕ(x∗)− ϕ(z)(4.5)
=
(
ϕ′(y)− ϕ′(z))(x− y) + 1
2
(
ϕ′′(y) + ϕ′′(z)
)
(x− y)2
+
∫ 1
0
(1− t)
[
ϕ′′(y + t(x− y))− ϕ′′(y) + ϕ′′(z − t(x− y)− ϕ′′(z)
]
(x− y)2dt.
From (4.1) together with the facts y = |v|2/2 and z = |v∗|2/2, we deduce that
x− y = (z − y) cos2(θ) − 2√yz
√
1− (ω · ω∗)2 cos(θ) sin(θ)k · σ.
Inserting this into the first and the second terms in the righthand side of (4.5), taking integration and
using the fact that
∫
S1(n) k · σdσ = 0,
∫
S1(n)(k · σ)2dσ = π, we obtain (4.3) with
R(y, z, ω, ω∗, θ) = π
(
ϕ′′(y) + ϕ′′(z)
)
(z − y)2 cos4(θ)
+
∫
S1(n)
∫ 1
0
(1− t)
[
ϕ′′(y + t(x− y))− ϕ′′(y) + ϕ′′(z − t(x− y)− ϕ′′(z)
]
(x − y)2dtdσ.
Since (x−y)2 ≤ 4((z−y)2+yz(1− (ω ·ω∗)2)) cos2(θ), |x−y| = 12 ∣∣|v′|2−|v|2∣∣ ≤ 2(√y+√z)|v−v∗| cos(θ)
and Λϕ(2δ) ≤ 2Λϕ(δ), we obtain (4.4) with C0 = 16π.
Next, due to (4.5), we have
(4.6)
∣∣∣∣ ∫
S1(n)
(
ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z)
)
dσ
∣∣∣∣ ≤ 52π‖ϕ′′‖∞((z − y)2 + yz(1− (ω · ω∗)2)) cos2(θ).
By replacing θ by pi2 − θ (θ ∈ [0, π/2]), and using the equality (2.5), we see that (4.6) holds if cos2(θ) is
replaced by sin2(θ). Since min{cos2(θ), sin2(θ)} ≤ 2 cos2(θ) sin2(θ), we derive (4.2). 
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Before introducing the next lemma, we state the following facts which are easy to prove. That is, for
any −1 < α < 1 and any y > 0, z > 0, y 6= z, we have∫
S2×S2
1
|v − v∗|3+α
∣∣∣
v=
√
2yω,v∗=
√
2zω∗
dωdω∗ = 4π2
(
√
y +
√
z)1+α − |√y −√z|1+α
2
1+α
2 (1 + α)
√
yz|y − z|1+α
,(4.7) ∫
S2×S2
1− (ω · ω∗)2
|v − v∗|3+α
∣∣∣
v=
√
2yω,v∗=
√
2zω∗
dωdω∗(4.8)
= 16π2
(
(
√
y +
√
z)3−α − |√y −√z|3−α
2
3+α
2 (1− α2)(3− α)y3/2z3/2
− (
√
y +
√
z)1−α + |√y −√z|1−α
2
3+α
2 (1 − α2)yz
)
.
In particular for the case α = 0, we have∫
S2×S2
1
|v − v∗|3
∣∣∣
v=
√
2yω,v∗=
√
2zω∗
dωdω∗ =
4π2
√
2√
y ∨ z |y − z| ,(4.9) ∫
S2×S2
1− (ω · ω∗)2
|v − v∗|3
∣∣∣
v=
√
2yω,v∗=
√
2zω∗
dωdω∗ =
8π2
√
2
3(y ∨ z) 32 .(4.10)
We are in a position to prove
Lemma 4.2. Let 0 ≤ α < 1, y ≥ 0, z ≥ 0,v = √2yω, v∗ =
√
2zω∗. Then
(4.11)
∫
S2×S2
(y − z)2 + yz(1− (ω · ω∗)2)
|v − v∗|3+α dωdω∗ ≤
C0
1− α
(
y
1−α
2 + z
1−α
2
)
,
(4.12)
∫
S2×S2
(y − z)2 + yz(1− (ω · ω∗)2)
|v − v∗|3(|v − v∗|α ∧ 1) dωdω∗ ≤
C0
1− α
(
y
1
2 + y
1−α
2 + z
1
2 + z
1−α
2
)
,
where C0 is an absolute constant.
Proof. In what follows, the notaion C0 is denoted by any absolute constant and it may vary in different
lines.
We first prove (4.11). By symmetry and approximation (Fatou’s Lemma) we may assume that y < z.
Due to the formula (4.7), (4.8) and the mean-value theorem, we get∫
S2×S2
(y − z)2
|v − v∗|3+α dωdω∗ = (z − y)
24π2
(
√
y +
√
z)1+α − (√z −√y)1+α
2
1+α
2 (1 + α)
√
yz(z − y)1+α
=
(z − y)24π2ξα1 2
√
y
2
1+α
2
√
yz(z − y)1+α
≤ (z − y)
24π22αz
α
2 2
√
y
2
1+α
2
√
yz(z − y)1+α
≤ 4π22 1+α2 z α2− 12 (z − y)1−α ≤ 4π22 1+α2 z 1−α2 ,∫
S2×S2
yz(1− (ω · ω∗)2)
|v − v∗|3+α dω ≤ 16π
2yz
(
√
y +
√
z)3−α − (√z −√y)3−α
2
3+α
2 (1− α2)(3 − α)y3/2z3/2
= 16π2yz
ξ2−α2 2
√
y
2
3+α
2 (1− α2)y3/2z3/2
≤ 16π2z 2
2−αz
2−α
2 2
2
3+α
2 (1− α2)z3/2
=
16π22
3
2
(1−α)
1− α2 z
1−α
2 .
This proves (4.11). Applying (4.11) with the cases α = 0 and 0 < α < 1 respectively, we have
l.h.s. of (4.12) =
∫
S2×S2
(y − z)2 + yz(1− (ω · ω∗)2)
|v − v∗|3+α
∣∣∣
|v−v∗|≤1
dωdω∗
+
∫
S2×S2
(y − z)2 + yz(1− (ω · ω∗)2)
|v − v∗|3
∣∣∣
|v−v∗|>1
dωdω∗
≤ C0
1− α
(
y
1−α
2 + z
1−α
2
)
+ C0
(
y
1
2 + z
1
2
) ≤ C0
1− α
(
y
1−α
2 + z
1−α
2 + y
1
2 + z
1
2
)
.
This completes the proof. 
4.2. Crucial lemma for the convergence of isotropic solutions. We will state a crucial lemma which
shows the convergence of the quadratic and cubic terms for Eq.(FD) and Eq.(BE).
Proposition 4.3. Suppose that Bελ(v − v∗, ω) is given by (1.3)-(1.9) with λ ∈ {−1,+1}. Recall that
L[ϕ](y, z),J ελ [ϕ](y, z) and Kελ[ϕ](x, y, z) are defined in (1.38), (1.44) and (1.45). Then for any ϕ ∈
C2c (R≥0) and any F ∈ B+1 (R≥0), we have (for any λ ∈ {−1,+1} )
(4.13) sup
ε>0
∣∣J ελ [ϕ](y, z)∣∣ ≤ C0‖ϕ′′‖∞(y1/2 + y1/4 + z1/2 + z1/4), (y, z) ∈ R2≥0,
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(4.14) lim
ε→0+
sup
(y,z)∈[0,R]2
∣∣J ελ [ϕ](y, z)− L[ϕ](y, z)∣∣ = 0 ∀ 0 < R <∞,
(4.15)
∣∣∣∣ε3 ∫
R3
≥0
Kελ[ϕ](x, y, z)dF (x)dF (y)dF (z)
∣∣∣∣ ≤ C0‖ϕ′′‖∞Aφ̂‖F‖30ε ∀ ε > 0
hence
(4.16) lim
ε→0
ε3
∫
R3
≥0
Kελ[ϕ](x, y, z)dF (x)dF (y)dF (z) = 0.
Here 0 < C0 <∞ is an absolute constant.
Proof. The proof consists of three steps.
Step 1. Estiamte of (4.13). Thanks to Lemma 5.2 in [11], for any y > 0, z > 0, we have
(4π)2√
2
√
yz
∫ y+z
0
dx
∫ (√y+√x)∧(√z+√x∗)
|√y−√x|∨|√x∗−
√
z|
∫ 2pi
0
Φελ
(√
2s,
√
2Y∗
)
∆ϕ(x, y, z)dθds
=
∫
S2×S2
dσdσ∗
∫
S2
|(v − v∗) · ω|Φελ
(|v′ − v|, |v′∗ − v|)
×
(
ϕ(|v′|2/2) + ϕ(|v′∗|2/2)− ϕ(|v|2/2)− ϕ(|v∗|2/2)
)∣∣∣
v=
√
2yσ,v∗=
√
2zσ∗
dω.
Then by the definition of J ελ [ϕ], for any y > 0, z > 0, we have
J ελ [ϕ](y, z) =
1
4π
√
2
∫
S2×S2
dσdσ∗
∫
S2
|(v − v∗) · ω|Φελ
(|v′ − v|, |v′∗ − v|)(4.17)
×∆ϕ(|v′|2/2, |v|2/2, |v∗|2/2)∣∣v=√2yσ,v∗=√2zσ∗dω
=
2
4π
√
2
∫
S2×S2
Lε0[ϕ(| · |2/2)](v,v∗)
∣∣
v=
√
2yσ,v∗=
√
2zσ∗
dσdσ∗
+
2
4π
√
2
∫
S2×S2
λEε[ϕ(| · |2/2)](v,v∗)
∣∣
v=
√
2yσ,v∗=
√
2zσ∗
dσdσ∗,
where we have used (2.25), i.e., Lελ[ϕ] = L
ε
0[ϕ] + λE
ε[ϕ].
Let z = v − v∗ and write v =
√
2yω, v∗ =
√
2zω∗, x = |v′|2/2, x∗ = |v′∗|2/2. From (2.26), (2.27) and
the representation (4.1) we have
Lε0[ϕ(| · |2/2)](v,v∗) = 2
∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
×
(∫
S1(n)
(
ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z)
)
dσ
)
dθ,
λEε[ϕ(| · |2/2)](v,v∗) = λ2
∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)
φ̂
( |z| sin(θ)
ε
)
×
(∫
S1(n)
(
ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z)
)
dσ
)
dθ.
Estimate of Eε[ϕ(| · |2/2)]: We first prove that
2
4π
√
2
∫
S2×S2
∣∣Eε[ϕ(| · |2/2)](v,v∗)∣∣∣∣v=√2yω,v∗=√2zω∗dωdω∗(4.18)
≤ C0‖ϕ′′‖∞A∗φ̂,2(ε)
(
y
1
2 + y
1
4 + z
1
2 + z
1
4
)
, y > 0, z > 0.
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For any y > 0, z > 0, thanks to Lemma 4.1 and Cauchy-Schwartz inequality (observing that cos3(θ) sin3(θ) =
cos5/2(θ)
√
sin(θ) · sin5/2(θ)
√
cos(θ)), in the case z 6= 0, we have∣∣Eε[ϕ(| · |2/2)](v,v∗)∣∣
≤ C0
∫ pi/2
0
|z| cos3(θ) sin3(θ)
ε4
∣∣∣φ̂( |z| cos(θ)
ε
)∣∣∣∣∣∣φ̂( |z| sin(θ)
ε
)∣∣∣dθ
×‖ϕ′′‖∞
(
(y − z)2 + yz(1− (ω · ω∗)2)
)
≤ C0
∫ 1
0
|z|t5
ε4
∣∣∣φ̂( |z|t
ε
)∣∣∣2dt‖ϕ′′‖∞((y − z)2 + yz(1− (ω · ω∗)2))
≤ C0‖ϕ′′‖∞A∗φ,2(ε)
(y − z)2 + yz(1− (ω · ω∗)2)
|z|3(|z|1/2 ∧ 1) ,
where we have used Lemma 2.4 with α = 2. Thus by (4.12), one has
2
4π
√
2
∫
S2×S2
∣∣Eε[ϕ(| · |2/2)](v,v∗)∣∣∣∣v=√2yω,v∗=√2zω∗dωdω∗(4.19)
≤ C0‖ϕ′′‖∞A∗φ̂,2(ε)
∫
S2×S2
(y − z)2 + yz(1− (ω · ω∗)2)
|z|3(|z|1/2 ∧ 1)
∣∣∣
v=
√
2yω,v∗=
√
2zω∗
dωdω∗
≤ C0‖ϕ′′‖∞A∗φ̂,2(ε)
(
y
1
2 + y
1
4 + z
1
2 + z
1
4
)
, y > 0, z > 0.
Estimate of Lε0[ϕ(| · |2/2)]: Using 2|ab| ≤ a2 + b2 and Lemma 4.1, we have
|Lε0[ϕ(| · |2/2)](v,v∗)| ≤ 4
∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
×
∣∣∣∣ ∫
S1(n)
(
ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z)
)
dσ
∣∣∣∣
≤ C0‖ϕ′′‖L∞
(
(y − z)2 + yz(1− (ω · ω∗)2) ∫ pi/2
0
|z| cos3(θ) sin3(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
dθ
≤ C0‖ϕ′′‖L∞ (y − z)
2 + yz(1− (ω · ω∗)2)
|z|3 .
Thus for any y > 0, z > 0, by Lemma 4.2, we have
2
4π
√
2
∫
S2×S2
|Lε0[ϕ(| · |2/2)](v,v∗)|dωdω∗(4.20)
≤ C0‖ϕ′′‖∞
∫
S2×S2
(y − z)2 + yz(1− (ω · ω∗)2)
|z|3 dωdω∗ ≤ C0‖ϕ
′′‖∞
(
y1/2 + z1/2
)
.
Putting together the estimates (4.19) and (4.20), we derive (4.13) thanks to (4.17). It is easy to see
that (4.13) holds also for y = 0 or z = 0.
Step 2: Estimate of (4.14). Applying (2.26) to Lε0[ϕ(| · |2/2)](v,v∗) and recalling x := |v′|2/2, x∗ :=
|v′∗|2/2 and (4.1) we have
J ε0 [ϕ](y, z) :=
2
4π
√
2
∫
S2×S2
Lε0[ϕ(| · |2/2)](v,v∗)
∣∣∣
v=
√
2yω,v∗=
√
2zω∗
dωdω∗
=
2
4π
√
2
∫
S2×S2
2
{∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
dθ
×
∫
S1(n)
(
ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z)
)
dσ
}
dωdω∗
=
1
π
√
2
∫
S2×S2
∫ pi/2
0
|z| cos3(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
dθ
×
(
− 2π(ϕ′(y)− ϕ′(z))(y − z) + 2π(ϕ′′(y) + ϕ′′(z))yz(1− (ω · ω∗)2))dωdω∗
+
1
π
√
2
∫
S2×S2
∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
R(y, z, ω, ω∗, θ)dθdωdω∗
=: Iε1(y, z) + I
ε
2 (y, z),
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where R(y, z, ω, ω∗, θ) is estimated in (4.4).
Estimate of Iε1(y, z). Using Lemma 2.4, (4.9), (4.10) and recalling that z = v−v∗,v =
√
2yω, v∗ =
√
2zω∗,
we have
Iε1(y, z) =
1
π
√
2
∫
S2×S2
( 1
2π|z|3 −Rε(|z|)
)
×
(
− 2π(ϕ′(y)− ϕ′(z))(y − z) + 2π(ϕ′′(y) + ϕ′′(z))yz(1− (ω · ω∗)2))dωdω∗
=
1
π
√
2
∫
S2×S2
1
|z|3
(
− (ϕ′(y)− ϕ′(z))(y − z) + (ϕ′′(y) + ϕ′′(z))yz(1− (ω · ω∗)2))dωdω∗
+
√
2
∫
S2×S2
Rε(|z|)
((
ϕ′(y)− ϕ′(z))(y − z)− (ϕ′′(y) + ϕ′′(z))yz(1− (ω · ω∗)2))dωdω∗
= L[ϕ](y, z) +
√
2
∫
S2×S2
Rε(|z|)
((
ϕ′(y)− ϕ′(z))(y − z)− (ϕ′′(y) + ϕ′′(z))yz(1− (ω · ω∗)2))dωdω∗.
It yields that∣∣Iε1(y, z)− L[ϕ](y, z)∣∣ ≤ C0‖ϕ′′‖∞ ∫
S2×S2
Rε(|z|)
(
(y − z)2 + yz(1− (ω · ω∗)2)
)
dωdω∗
≤ C0‖ϕ′′‖∞A∗φ̂(ε)
∫
S2×S2
(y − z)2 + yz(1− (ω · ω∗)2)
|z|3(|z|1/2 ∧ 1) dωdω∗
≤ C0‖ϕ′′‖∞A∗φ̂(ε)
(
y
1
2 + y
1
4 + z
1
2 + z
1
4
)
.
Estimate of Iε2(y, z). It is not difficult to see that
|Iε2(y, z)| ≤
1
π
√
2
∫
S2×S2
∫ pi/2
0
|z| cos(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
|R(y, z, ω, ω∗, θ)|dθdωdω∗
≤ C0
∫
S2×S2
∫ pi/2
0
|z| cos3(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
×
(
‖ϕ′′‖L∞ cos2(θ) + Λϕ
(
(
√
y +
√
z)|z|| cos(θ)|))((y − z)2 + yz(1− (ω · ω∗)2))dθdωdω∗
= C0‖ϕ′′‖L∞
∫
S2×S2
(∫ pi/2
0
|z| cos5(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
dθ
)
×((y − z)2 + yz(1− (ω · ω∗)2))dωdω∗
+C0
∫
S2×S2
(∫ pi/2
0
|z| cos3(θ) sin(θ)
ε4
φ̂
( |z| cos(θ)
ε
)2
Λϕ
(
(
√
y +
√
z)|z|| cos(θ)|)dθ)
×((y − z)2 + yz(1− (ω · ω∗)2))dωdω∗
≤ C0‖ϕ′′‖L∞A∗φ̂,2(ε)
∫
S2×S2
(y − z)2 + yz(1− (ω · ω∗)2)
|z|3(|z|1/2 ∧ 1) dωdω∗
+C0
∫
S2×S2
(y − z)2 + yz(1− (ω · ω∗)2)
|z|3 dωdω∗Ωφ̂,ϕ(
√
y +
√
z)ε
≤ C0
(
‖ϕ′′‖L∞A∗φ̂,2(ε) + Ωφ̂,ϕ
(
(
√
y +
√
z)ε
))(
y
1
2 + y
1
4 + z
1
2 + z
1
4
)
,
where
Ωφ,ϕ(δ) =
∫ ∞
0
r3φ̂(r)2Λϕ
(
δr
)
dr, δ ≥ 0.
Then for any y > 0, z > 0, we have∣∣J ε0 [ϕ](y, z)− L[ϕ](y, z)∣∣
≤ C0
(
‖ϕ′′‖L∞
(
A∗
φ̂
(ε) +A∗
φ̂,2
(ε)
)
+Ωφ̂,ϕ
(
(
√
y +
√
z)ε
))(
y
1
2 + y
1
4 + z
1
2 + z
1
4
)
.
From this together with (4.17) and (4.18), we derive that∣∣J ελ [ϕ](y, z)− L[ϕ](y, z)∣∣
≤ C0
(
‖ϕ′′‖L∞
(
A∗
φ̂
(ε) +A∗
φ̂,2
(ε)
)
+Ωφ̂,ϕ
(
(
√
y +
√
z)ε
))(
y
1
2 + y
1
4 + z
1
2 + z
1
4
)
.
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This inequality holds also for y = 0 or z = 0 by continuity. From the above inequality and Lemma 2.4, we
complete the proof of (4.14).
Step 3. Estimate of (4.15). To get the desired result, we make full use of the symmetric property
and the cancellation of the cubic terms in the collision integrals for isotropic weak solutions of Eq. (FD)
and Eq. (BE). For notational convenience, we set
∆ϕ(x, y, z) = ϕ(x) + ϕ(x∗)− ϕ(y)− ϕ(z), x∗ = (y + z − x)+.
We will use the following inequality
(4.21) |∆ϕ(x, y, z)| ≤ ‖ϕ′′‖∞|x− y||x− z|, x, y, z ≥ 0, x ≤ y + z.
Since (x, y, z) 7→ Kελ[ϕ](x, y, z) = WΦελ(x, y, z)∆ϕ(x, y, z) is continuous and bounded on R3≥0, to avoid
discussing tedious behavior of the integration of Kελ[ϕ](x, y, z) near the boundary of R3≥0, by approximation
(see Lemma 5.1 below), we can first assume that the measure F is absolutely continuous with respect to the
Lebesgue measure on R≥0, that is, there is 0 ≤ g ∈ L1(R≥0) such that dF (x) = g(x)dx. Then F ⊗ F ⊗ F
is also absolutely continuous with respect to the Lebesgue measure on R3≥0. Thus we have
ε3
∫
R3
≥0
Kελ[ϕ]d3F = ε3
∫
R3>0
Kελ[ϕ]d3F = ε3
∫
R3>0
WΦε
λ
(x, y, z)∆ϕ(x, y, z)d3F
= ε34π
∫
R3>0,y+z>x
∆ϕ(x, y, z)√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−
√
z|
ds
×
∫ 2pi
0
1
ε4
{
φ̂
(√2s
ε
)2
+ φ̂
(√2Y∗
ε
)2
+ λ2φ̂
(√2s
ε
)
φ̂
(√2Y∗
ε
)}
dθd3F.
Here we used the fact that WΦε
λ
(x, y, z) = 0 for y + z ≤ x. By Lemma 5.3 in [11], we have∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−
√
z|
ds
∫ 2pi
0
φ̂
(√2Y∗
ε
)2
dθ = 2π
∫ (√x+√z)∧(√x∗+√y)
|√x−√z|∨|√x∗−√y|
φ̂
(√2s
ε
)2
ds.
Thus by exchanging variables y ↔ z and using the symmetry ∆ϕ(x, z, y) = ∆ϕ(x, y, z), we have∫
R3>0,y+z>x
∆ϕ(x, y, z)√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−
√
z|
ds
∫ 2pi
0
φ̂
(√2Y∗
ε
)2
dθd3F
= 2π
∫
R3>0,y+z>x
∆ϕ(x, y, z)√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−
√
z|
φ̂
(√2s
ε
)2
dsd3F.
Then
ε3
∫
R3
≥0
Kελ[ϕ]d3F =
16π2
ε
∫
R3>0,y+z>x
∆ϕ(x, y, z)√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−
√
z|
φ̂
(√2s
ε
)2
dsd3F
+λ
8π
ε
∫
R3>0,y+z>x
∆ϕ(x, y, z)√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−
√
z|
ds
∫ 2pi
0
φ̂
(√2s
ε
)
φ̂
(√2Y∗
ε
)
dθd3F
=: Kε1 [ϕ] +K
ε
2 [ϕ].
• Estimate of Kε1 [ϕ]. Notice that ∆ϕ(x, y, z)|x=y = ∆ϕ(x, y, z)|x=z = 0. We have the following decompo-
sition for Kε1 [ϕ] according to x < y ∧ z, y ∧ z < x < y ∨ z and y ∨ z < x < y + z respectively:
Kε1 [ϕ] =
16π2
ε
(∫
0<x<y≤z
+
∫
0<x<z<y
+
∫
0<y<x≤z
+
∫
0<z<x<y
+
∫
0<y≤z<x<y+z
+
∫
0<z<y<x<y+z
)
×∆ϕ(x, y, z)√
xyz
∫ (√y+√x)∧(√x∗+√z)
|√y−√x|∨|√x∗−
√
z|
φ̂
(√2 s
ε
)2
dsd3F
=: Kε1,1[ϕ] +K
ε
1,2[ϕ] +K
ε
1,3[ϕ] +K
ε
1,4[ϕ] +K
ε
1,5[ϕ] +K
ε
1,6[ϕ].
In the following estimates we will use an equality:
(4.22)
∫ √b+√a
√
b−√a
s−2ds =
2
√
a
b− a for 0 < a < b.
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We first compute Kε1,1[ϕ] + K
ε
1,3[ϕ]. For K
ε
1,1[ϕ], it is easy to check that if 0 < x < y ≤ z, then
|√y −√x| ∨ |√x∗ −
√
z| = √y −√x, (√y +√x) ∧ (√x∗ +
√
z) =
√
y +
√
x. Thus
Kε1,1[ϕ] =
16π2
ε
∫
0<x<y≤z
∆ϕ(x, y, z)√
xyz
∫ √y+√x
√
y−√x
φ̂
(√2 s
ε
)2
dsd3F.
For Kε1,3[ϕ], if 0 < y < x ≤ z, then |
√
y−√x|∨|√x∗−
√
z| = √x−√y, (√y+√x)∧(√x∗+
√
z) =
√
y+
√
x.
By exchanging x↔ y, we have
Kε1,3[ϕ] =
16π2
ε
∫
0<x<y≤z
∆ϕ(y, x, z)√
xyz
∫ √y+√x
√
y−√x
φ̂
(√2 s
ε
)2
dsd3F.
Let
∆symϕ(x, y, z) = ∆ϕ(x, y, z) + ∆ϕ(y, x, z) = ϕ(z + y − x) + ϕ(z + x− y)− 2ϕ(z).
Then
|∆symϕ(x, y, z)| ≤ ‖ϕ′′‖∞(y − x)2.
By the second inequality in the assumption (1.46) which implies φ̂(
√
2 s
ε )
2 ≤ A2
φ̂
ε2
2s2 , we obtain that
∣∣Kε1,1[ϕ] +Kε1,3[ϕ]∣∣ ≤ 16π2ε
∫
0<x<y≤z
|∆symϕ(x, y, z)|√
xyz
∫ √y+√x
√
y−√x
A2
φ̂
ε2
2s2
dsd3F
≤ 16π2‖ϕ′′‖∞A2φ̂ε
∫
0<x<y≤z
(y − x)2√
xyz
1
2
∫ √y+√x
√
y−√x
s−2dsd3F
= 16π2‖ϕ′′‖∞A2φ̂ε
∫
0<x<y≤z
y − x√
yz
d3F
≤ 16π2‖ϕ′′‖∞A2φ̂‖F‖30ε.
For Kε1,2[ϕ], if 0 < x < z < y, then |
√
y−√x|∨|√x∗−
√
z| = √y−√x, (√y+√x)∧(√x∗+
√
z) =
√
y+
√
x.
Using (4.21), φ̂(
√
2 s
ε )
2 ≤ A2
φ̂
ε2
2s2 and (4.22), we have
∣∣Kε1,2[ϕ]∣∣ ≤ 16π2‖ϕ′′‖∞A2φ̂ε ∫
0<x<z<y
(y − x)(z − x)√
xyz
1
2
∫ √y+√x
√
y−√x
s−2dsd3F
= 16π2‖ϕ′′‖∞A2φ̂ε
∫
0<x<z<y
z − x√
yz
d3F ≤ 16π2‖ϕ′′‖∞A2φ̂‖F‖
3
0ε.
ForKε1,4[ϕ], if 0 < z < x < y, then |
√
y−√x|∨|√x∗−
√
z| = √x∗−
√
z, (
√
y+
√
x)∧(√x∗+
√
z) =
√
x∗+
√
z.
Thanks to facts (4.21), φ̂(
√
2 s
ε )
2 ≤ A2
φ̂
ε2
2s2 , (4.22) and x∗ − z = y − x, we have
∣∣Kε1,4[ϕ]∣∣ ≤ 16π2‖ϕ′′‖∞A2φ̂ε ∫
0<z<x<y
(y − x)(x − z)√
xyz
1
2
∫ √x∗+√z
√
x∗−
√
z
s−2dsd3F
= 16π2‖ϕ′′‖∞A2φ̂ε
∫
0<z<x<y
x− z√
xy
d3F ≤ 16π2‖ϕ′′‖∞A2φ̂‖F‖
3
0ε.
For Kε1,5[ϕ], if 0 < y ≤ z < x < y+z, then |
√
y−√x|∨|√x∗−
√
z| = √z−√x∗, (√y+
√
x)∧(√x∗+
√
z) =
√
x∗ +
√
z. Due to (4.21), φ̂(
√
2 s
ε )
2 ≤ A2
φ̂
ε2
2s2 , (4.22) and z − x∗ = x− y, we have
∣∣Kε1,5[ϕ]∣∣ ≤ 16π2‖ϕ′′‖∞A2φ̂ε ∫
0<y≤z<x<y+z
(x− y)(x− z)√
xyz
1
2
∫ √x∗+√z
√
z−√x∗
s−2dsd3F
= 16π2‖ϕ′′‖∞A2φ̂ε
∫
0<y≤z<x<y+z
(x− z)√x∗√
xyz
d3F
≤ 16π2‖ϕ′′‖∞A2φ̂ε
∫
0<y≤z<x<y+z
y√
xz
d3F (because x− z < y, x∗ < y)
≤ 16π2‖ϕ′′‖∞A2φ̂‖F‖
3
0ε.
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For the last term Kε1,6[ϕ], if 0 < z < y < x < y + z, then |
√
y − √x| ∨ |√x∗ −
√
z| = √z − √x∗, (√y +√
x)∧ (√x∗+
√
z) =
√
x∗+
√
z. Using (4.21), φ̂(
√
2 s
ε )
2 ≤ A2
φ̂
ε2
2s2 , (4.22) and z−x∗ = x− y, we obtain that∣∣Kε1,6[ϕ]∣∣ ≤ 16π2‖ϕ′′‖∞A2φ̂ε ∫
0<z<y<x<y+z
(x− y)(x− z)√
xyz
∫ √x∗+√z
√
z−√x∗
s−2dsd3F
= 16π2‖ϕ′′‖∞A2φ̂ε
∫
0<z<y<x<y+z
(x− z)√x∗√
xyz
d3F
≤ 16π2‖ϕ′′‖∞A2φ̂ε
∫
0<z<y<x<y+z
y√
xy
d3F (because x− z < y, x∗ < z)
≤ 16π2‖ϕ′′‖∞A2φ̂‖F‖30ε.
Patching together all the above estimates, we get∣∣Kε1,1[ϕ]∣∣ ≤ ∣∣Kε1,1[ϕ] +Kε1,3[ϕ]∣∣ + ∑
2≤i≤6,i6=3
∣∣Kε1,i[ϕ]∣∣ ≤ 80π2‖ϕ′′‖∞A2φ̂‖F‖30ε.
• Estimate of Kε2 [ϕ]. We observe that
Y∗ = Y∗(x, y, z, s, θ) =
∣∣∣∣
√
z − (x− y + s
2)2
4s2
+ eiθ
√
x− (x− y + s
2)2
4s2
∣∣∣∣ ≥ |√z −√x|
for all s ∈ [|√x−√y| ∨ |√x∗ −√z|, (√x+√y) ∧ (√x∗ +√z)]
and
(
√
x+
√
y) ∧ (√x∗ +
√
z)− |√x−√y| ∨ |√x∗ −
√
z| = 2min{√x,√x∗,√y,
√
z}.
Using (4.21) and |φ̂(r)| ≤ Aφ̂ 1r for r > 0, we have∣∣Kε2 [ϕ]∣∣ ≤ 8πε ‖ϕ′′‖∞
∫
R3>0,y+z>x,|y−x||z−x|>0
|x− y||x− z|√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−
√
z|
ds
×
∫ 2pi
0
∣∣∣φ̂(√2s
ε
)∣∣∣∣∣∣φ̂(√2Y∗
ε
)∣∣∣dθd3F
≤ 4π‖ϕ′′‖∞A2φ̂ε
∫
R3>0,y+z>x,|y−x||z−x|>0
|y − x||z − x|√
xyz
∫ (√x+√y)∧(√x∗+√z)
|√x−√y|∨|√x∗−
√
z|
∫ 2pi
0
1
sY∗
dsdθd3F
≤ 16π2‖ϕ′′‖∞A2φ̂ε
∫
R3>0,y+z>x,|y−x||z−x|>0
|y − x||z − x|√
xyz
min{√x,√x∗,√y,
√
z}
|√x−√y||√z −√x| d
3F
= 16π2‖ϕ′′‖∞A2φ̂ε
∫
R3>0,y+z>x,|y−x||z−x|>0
(
√
y +
√
x)(
√
z +
√
x)
min{√x,√x∗,√y,
√
z}√
xyz
d3F
≤ 16π2‖ϕ′′‖∞A2φ̂4
√
2‖F‖30ε,
where we have used the inequality
x, y, z > 0, y + z > x =⇒ (√y +√x)(√x+√z)min{
√
x,
√
x∗,
√
y,
√
z}√
xyz
≤ 4
√
2.
Collecting the above estimates and setting C0 = (80 + 64
√
2)π2, we obtain∣∣∣∣ε3 ∫
R3
≥0
Kελ[ϕ]d3F
∣∣∣∣ ≤ C0‖ϕ′′‖∞A2φ̂‖F‖30ε.
Finally we use approximation to extend the above result to the general measure F . Let 0 ≤ ζ ∈ C∞c (R)
be an even function such that suppζ ⊂ [−1, 1], ∫
R
ζ(x)dx = 1 (i.e.
∫
R≥0
ζ(x)dx = 12 ). Let
gn(x) =
∫
R>0
nζ(n(x − y))dF (y) + 2F ({0})nζ(nx), x ∈ R≥0, n ∈ N; dFn(x) = gn(x)dx.
Then 0 ≤ gn ∈ L1(R≥0) and Fn is absolutely continuous with respect the Lebesgue measure on R≥0. For
any nonnegative Borel measurable function ϕ on R≥0 or any ϕ ∈ Cb(R≥0), we have, by Fubini theorem,
that ∫
R≥0
ϕ(x)dFn(x) =
∫
R>0
(∫ ∞
−ny
ϕ
(
y +
u
n
)
ζ(u)du
)
dF (y) + 2F ({0})
∫ ∞
0
ϕ
(u
n
)
ζ(u)du.
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Taking ϕ(x) ≡ 1 and ϕ(x) ≡ 1 + x, we have
‖Fn‖0 ≤ ‖F‖0, ‖Fn‖1 ≤ 2‖F‖1.
Using dominated convergence theorem we have
lim
n→∞
∫
R≥0
ϕ(x)dFn(x) =
∫
R≥0
ϕ(y)dF (y) ∀ϕ ∈ Cb(R≥0).
For any ϕ ∈ C2c (R≥0), since the function Kελ[ϕ] belongs to Cb(R3≥0), it follows from Lemma 5.1 with
d = 3, s = 1 and Ψn = Ψ = ε
3Kελ[ϕ] that
lim
n→∞
ε3
∫
R3
≥0
Kελ[ϕ]d3Fn = ε3
∫
R3
≥0
Kελ[ϕ]d3F.
Since we have proved that
∣∣ε3 ∫
R3
≥0
Kελ[ϕ]d3Fn
∣∣ ≤ C0‖ϕ′′‖∞A2φ̂‖Fn‖30ε and ‖Fn‖0 ≤ ‖F‖0 for all n ∈ N, it
follows that ∣∣∣∣ε3 ∫
R3
≥0
Kελ[ϕ]d3F
∣∣∣∣ = limn→∞
∣∣∣∣ε3 ∫
R3
≥0
Kελ[ϕ]d3Fn
∣∣∣∣ ≤ C0‖ϕ′′‖∞A2φ̂‖F‖30ε.
This ends the proof of the lemma. 
5. Proof of Theorem 1.22 and Theorem 1.27
In this section, we will prove Theorem 1.22 (from Eq.(FD) to Eq.(FPL)) and Theorem 1.27 (from
Eq.(BE) to Eq.(FPL)). To do this we will use some general known results:
Lemma 5.1. ([20]). Given s ≥ 0. Let µn, µ ∈ B+s (R≥0), n = 1, 2, 3, ..., satisfy
sup
n≥1
‖µ‖s = sup
n≥1
∫
R≥0
(1 + x)sdµn(x) <∞,
lim
n→∞
∫
R≥0
ψ(x)dµn(x) =
∫
R≥0
ψ(x)dµ(x) ∀ψ ∈ C∞c (R≥0).
Let d ∈ N and let Ψn,Ψ ∈ C(Rd≥0) satisfy
lim
x1+x2+···+xd→∞
sup
n≥1
|Ψn(x1, x2, ..., xd)|∏d
i=1(1 + xi)
s
= 0, lim
x1+x2+···+xd→∞
|Ψ(x1, x2, ..., xd)|∏d
i=1(1 + xi)
s
= 0,
lim
n→∞
sup
(x1,x2,...,xd)∈[0,R]N
|Ψn(x1, x2, ..., xd)−Ψ(x1, x2, ..., xd)| = 0 ∀ 0 < R <∞.
Then
lim
n→∞
∫
Rd
≥0
Ψn(x1, x2, ..., xd)dµn(x1)dµn(x2) · · ·dµn(xd)
=
∫
Rd
≥0
Ψ(x1, x2, ..., xd)dµ(x1)dµ(x2) · · · dµ(xd).
Corollary 5.2. ([20]). Given s ≥ 0. Let {µt}t≥0 ⊂ B+s (R≥0) satisfy supt≥0 ‖µt‖s < ∞ and, for
every ϕ ∈ C∞c (R≥0), the function t 7→
∫
R≥0
ϕ(x)dµt(x) is continuous on [0,∞). Let d ∈ N and Ψ ∈
C([0,∞)× Rd≥0) satisfy
lim
x1+x2+···+xd→∞
sup
t≥0
|Ψ(t, x1, x2, ..., xd)|∏d
i=1(1 + xi)
s
= 0.
Then the function
t 7→
∫
Rd
≥0
Ψ(t, x1, x2, ..., xd)dµt(x1)dµt(x2) · · · dµt(xd) is continuous on [0,∞).
The following lemma gives an equivalent definition for measure-valued isotropic weak solution of Eq.(FPL).
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Lemma 5.3. Let {Ft}t≥0 ⊂ B+1 (R≥0) satisfy
sup
t≥0
‖Ft‖1 <∞,(5.1) ∫
R≥0
ϕdFt =
∫
R≥0
ϕdF0 +
∫ t
0
ds
∫
R2
≥0
L[ϕ]d2Fs ∀ϕ ∈ C2c (R≥0), ∀ t ≥ 0.(5.2)
Then Ft is measure-valued isotropic weak solution of Eq.(FPL). In particular if dFt(x) = f(t, x)
√
xdx for
some f ∈ L∞([0,∞), L1(R≥0, (1 + x)
√
xdx)), then f is an isotropic weak solution of Eq.(FPL).
Proof. Recalling (1.39) that for any ϕ ∈ C2c (R≥0) we have
(5.3) |L[ϕ](x, y)| ≤ C0‖ϕ′′‖∞(
√
x+
√
y) ∀ (x, y) ∈ R2≥0.
We first prove that the mass and energy are conserved for Ft. Following the proof of Theorem 1.12, we
consider smooth cutoff approximation
ϕR(x) = (a+ bx)ζ(
x
R
), x ∈ R≥0, R ≥ 1.
Here a, b ∈ {0, 1}, ζ ∈ C∞c (R≥0) satisfies 0 ≤ ζ(x) ≤ 1 for x ∈ R≥0, ζ(x) = 1 if x ∈ [0, 1]; ζ(x) = 0 if x ≥ 2.
We have
(5.4) ϕR ∈ C∞c (R≥0), 0 ≤ ϕR(x) ≤ a+ bx, lim
R→∞
ϕR(x) = a+ bx, ∀x ∈ R≥0
for all R ≥ 1 and
(5.5) |ϕ′′R(x)| ≤ b|ζ′(
x
R
)| 2
R
+ a|ζ′′( x
R
)| 1
R2
+ b
∣∣∣ x
R
ζ′′(
x
R
)
∣∣∣ 1
R
≤ Cζ
R
∀x ∈ R≥0, ∀R ≥ 1.
Here Cζ ∈ (0,∞) depends only on ‖ζ′‖∞, ‖ζ′′‖∞. Suppose that C∗ := sup
t≥0
‖Ft‖1 (< ∞). Then by (5.2)
and (5.3), we have ∫
R≥0
ϕRdFt =
∫
R≥0
ϕRdF0 +
∫ t
0
ds
∫
R2
≥0
L[ϕR]d
2Fs, ∀ t ∈ [0,∞),(5.6) ∣∣∣∣ ∫ t
0
ds
∫
R2
≥0
L[ϕR]d
2Fs
∣∣∣∣ ≤ C0CζC2∗R t→ 0, as R→∞ ∀ t ∈ [0,∞).
Thus letting R→∞, we obtain from (5.4), (5.6) and dominated convergence theorem that∫
R≥0
(a+ bx)dFt(x) =
∫
R≥0
(a+ bx)dF0(x) ∀ t ∈ [0,∞).
Since a, b ∈ {0, 1} are arbitrary, this proves the conservation of mass and energy for Ft.
Next from the equation (5.2) and the bounds (5.1), (5.3), we see that for any ϕ ∈ C2c (R≥0), the function
t 7→ ∫
R≥0
ϕdFt is continuous on [0,∞). Then for any ϕ ∈ C2c (R≥0), using (5.3) and Corollary 5.2 with
d = 2, s = 1, µt = Ft and Ψ(t, x, y) = L[ϕ](x, y), we conclude that t 7→
∫
R2
≥0
L[ϕ]d2Ft is continuous on
[0,∞). Thus from (5.2) we see that the function t 7→ ∫
R≥0
ϕdFt belongs to C
1([0,∞)). We conclude from
(5.2) that Ft is a measure-valued isotropic weak solution of Eq.(FPL). 
Now we are in a position to prove the convergence from Eq.(FD) to Eq.(FPL) for isotropic weak
solutions.
Proof of Theorem 1.22 (From Eq.(FD) to Eq.(FPL)). Let E = {εn}∞n=1 ⊂ (0, ε0] satisfy εn → 0 (n→∞).
By isotropic weak form of Eq.(FD) in (1.43) with λ = −1, we have that for any ϕ ∈ C2c (R≥0) and ε ∈ E ,∫
R≥0
ϕ(x)f ε(t, x)
√
xdx(5.7)
=
∫
R≥0
ϕ(x)f ε0 (x)
√
xdx+
∫ t
0
ds
∫
R2
≥0
J ε−1[ϕ](y, z)f ε(y, s)f ε(z, s)
√
yzdydz
−
∫ t
0
ds
∫
R3
≥0
ε3Kε−1[ϕ](x, y, z)f ε(s, x)f ε(s, y)f ε(s, z)
√
xyzdxdydz.
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Next using the entropy identity (1.13),(1.14) with λ = −1 and noting that 0 ≤ 1 − ε3f ε ≤ 1, for the
isotropic solution (t,v) 7→ f ε = f ε(t, |v|2/2), we have
(5.8) sup
ε∈E,t≥0
∫
R≥0
f ε(t, x)(1 + x+ | log f ε(t, x)|)√xdx <∞.
For any ϕ ∈ L∞(R≥0),
(5.9) Ω(η) := sup
ε∈E,|t1−t2|≤η
∣∣∣∣ ∫
R≥0
ϕ(x)f ε(x, t1)
√
xdx−
∫
R3
ϕ(x)f ε(x, t2)
√
xdx
∣∣∣∣→ 0 (η → 0)
Then by Proposition 4.3,
(5.10) lim
E∋ε→0
sup
t≥0
∣∣∣∣ε3 ∫
R3
≥0
Kε−1[ϕ](x, y, z)f ε(t, x)f ε(t, y)f ε(t, z)
√
xyzdxdydz
∣∣∣∣ = 0.
From (5.8), (5.9), there exist a subsequence of {f ε}ε∈E , still denote it as {f ε}ε∈E , and a nonnega-
tive Lebesgue measurable f(t, x) over R≥0 × [0,∞) satisfying that for every t ≥ 0, f(t, ·) belongs to
L1(R≥0,
√
xdx), such that
f ε(t, ·)⇀ f(t, ·) (E ∋ ε→ 0) weakly in L1(R≥0,
√
xdx) ∀ t ≥ 0.
By weak convergence, (5.8) and (5.9), we have
(5.11) sup
t≥0
∫
R≥0
f(t, x)(1 + x+ | log f(t, x)|)√x dx <∞,
(5.12) sup
|t1−t2|≤η
∣∣∣∣ ∫
R≥0
ϕ(x)f(t1, x)
√
xdx−
∫
R3
ϕ(x)f(t2, x)
√
xdx
∣∣∣∣ ≤ Ω(η)→ 0 (η → 0)
for all ϕ ∈ L∞(R≥0).
Next by Proposition 4.3 and (5.3), for all ϕ ∈ C2c (R≥0), we have
sup
ε∈E
|J ε−1[ϕ](x, y)|, |L[ϕ](x, y)| ≤ C0‖ϕ′′‖∞(x1/2 + y1/2 + 1), (x, y) ∈ R2≥0,
lim
E∋ε→0
sup
(x,y)∈[0,R]2
|J ε−1[ϕ](x, y) − L[ϕ](x, y)| = 0, ∀ 0 < R <∞.
For fixed t ≥ 0, applying Lemma 5.1 with d = 2, s = 1 and dµn(x) = f εn(t, x)
√
xdx, dµ(x) = f(t, x)
√
xdx,
and Ψn(x, y) = J εn−1 [ϕ](x, y),Ψ(x, y) = L[ϕ](x, y), we have
lim
E∋ε→0
∫
R2
≥0
J ε−1[ϕ](x, y)f ε(t, x)f ε(t, y)
√
xydxdy =
∫
R2
≥0
L[ϕ](x, y)f(t, x)f(t, y)
√
xydxdy ∀ t ≥ 0.
Thus by dominated convergence theorem we get
lim
E∋ε→0
∫ t
0
ds
∫
R2
≥0
J ε−1[ϕ](x, y)f ε(s, x)f ε(s, y)
√
xydxdy
=
∫ t
0
ds
∫
R2
≥0
L[ϕ](x, y)f(s, x)f(s, y)
√
xydxdy ∀ t ≥ 0.
An so for the equation (5.7), by letting E ∋ ε→ 0, we derive that∫
R≥0
ϕ(x)f(t, x)
√
xdx =
∫
R≥0
ϕ(x)f0(x)
√
xdx+
∫ t
0
ds
∫
R2
≥0
L[ϕ](x, y)f(s, x)f(s, y)
√
xydxdy
for all ϕ ∈ C2c (R≥0) and all t ≥ 0. Now applying Lemma 5.3 with dFt(x) = f(t, x)
√
xdx, we conclude that
f is an isotropic weak solution of Eq.(FPL). 
Finally we prove the convergence from Eq.(BE) to Eq.(FPL) for measure-valued isotropic weak solutions.
Proof of Theorem 1.27 (From Eq.(BE) to Eq.(FPL)). Let E = {εn}∞n=1 ⊂ (0, ε0] satisfy εn → 0 (n→∞).
Recall that for any ϕ ∈ C2c (R≥0), ε ∈ E , we have
(5.13)
∫
R≥0
ϕdF εt =
∫
R≥0
ϕdF0 +
∫ t
0
ds
∫
R2
≥0
J ε+1[ϕ]d2F εs +
∫ t
0
ds
∫
R3
≥0
ε3Kε+1[ϕ]d3F εs .
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We need to prove that
(5.14) sup
ε∈E,|t1−t2|≤δ
∣∣∣∣ ∫
R≥0
ϕdF εt1 −
∫
R≥0
ϕdF εt2
∣∣∣∣→ 0 as δ → 0 ∀ϕ ∈ Cc(R≥0).
Thanks to Proposition 4.3 and the conservation of mass and energy, we have for any ϕ ∈ C2c (R≥0) that
sup
ε∈E,t≥0
∫
R2
≥0
|J ε+1[ϕ]|d2F εt ≤ C0‖ϕ′′‖∞ sup
ε∈E
(‖F ε0 ‖1)2 <∞,(5.15)
sup
t≥0
∣∣∣∣ε3 ∫
R3
≥0
Kε+1[ϕ]d3F εt
∣∣∣∣ ≤ C0‖ϕ′′‖∞A2φ̂(‖F ε0 ‖0)3ε→ 0 (E ∋ ε→ 0).(5.16)
These imply
(5.17) sup
ε∈E
∣∣∣∣ ∫
R≥0
ϕdF εt1 −
∫
R≥0
ϕdF εt2
∣∣∣∣ ≤ Cϕ|t1 − t2| ∀ t1, t2 ≥ 0, ∀ϕ ∈ C2c (R≥0).
where Cϕ depends only on ϕ, sup
ε∈E
‖F ε0 ‖1, and A2φ̂. Now for any ϕ ∈ Cc(R≥0), using (5.17) and a standard
smooth approximation, we get
(5.18) sup
ε∈E,|t1−t2|≤δ
∣∣∣∣ ∫
R≥0
ϕdF εt1 −
∫
R≥0
ϕdF εt2
∣∣∣∣ ≤ CϕΩϕ(δ) ∀ δ > 0
where Ωϕ(δ) = sup
|x1−x2|≤δ
|ϕ(x1)− ϕ(x2)|. This proves (5.14).
Due to the facts sup
ε∈E,t≥0
‖F εt ‖1 = sup
ε∈E
‖F ε0 ‖1 < ∞, (5.14) and Riesz’s Representation theorem, we
conclude that there exists a subsequence of E = {εn}∞n=1, still denote it as E , and a family {Ft}t≥0 ⊂
B+1 (R≥0) such that
sup
t≥0
‖Ft‖1 ≤ ‖F0‖1,(5.19) ∫
R≥0
ϕdFt = limE∋ε→0
∫
R≥0
ϕdF εt ∀ϕ ∈ Cc(R≥0), ∀ t ≥ 0.(5.20)
From Proposition 4.3, we have
sup
ε∈E
|J ε+1[ϕ](x, y)|, |L[ϕ](x, y)| ≤ Cϕ(x1/2 + y1/2), (x, y) ∈ R2≥0,
lim
E∋ε→0
sup
(x,y)∈[0,R]2
∣∣J ε+1[ϕ](x, y)− L[ϕ](x, y)∣∣ = 0 ∀ 0 < R <∞.
Thus using Lemma 5.1 with d = 2, s = 1 and µn = F
εn
t , µ = Ft, and Ψn(x, y) = J εn+1 [ϕ](x, y),Ψ(x, y) =
L[ϕ](x, y) we get
lim
E∋ε→0
∫
R2
≥0
J ε+1[ϕ]d2F εt =
∫
R2
≥0
L[ϕ]d2Ft.
Then dominated convergence theorem yields that
(5.21) lim
E∋ε→0
∫ t
0
ds
∫
R2
≥0
J ε+1[ϕ]d2F εs =
∫ t
0
ds
∫
R2
≥0
L[ϕ]d2Fs, t ≥ 0.
Thus for the equation (5.13), letting E ∋ ε → 0, we derive from (5.20), (5.21) and (5.16) that for any
ϕ ∈ C2c (R≥0) and any t ≥ 0,
(5.22)
∫
R≥0
ϕdFt =
∫
R≥0
ϕdF0 +
∫ t
0
ds
∫
R2
≥0
L[ϕ]d2Fs.
With the help of Lemma 5.3, we conclude that Ft is a measure-valued weak solution of Eq.(FPL). 
6. Appendix
In this appendix, we give the proof to the results which are used in the previous sections.
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6.1. Equivalence of definition for weak formula. We will prove
Proposition 6.1. Let d,m ∈ N, X = Rd or X = Rd≥0, and let {µt}t≥0 be a family of positive Borel
measures on X satisfying sup
t≥0
µt(X) < ∞ and that for any ψ ∈ Cmc (X), the function t 7→
∫
X
ψ(x)dµt(x)
is absolutely continuous on [0,∞)) and
(6.1)
d
dt
∫
X
ψ(x)dµt(x) = Qt[ψ], a.e. t ∈ [0,∞)
where Qt[ψ] has the properties: there exist a function 0 ≤ M ∈ L1loc([0,∞)) and a null set Z0 ⊂ [0,∞)
such that for any t ∈ [0,∞) \ Z0, ψ 7→ Qt[ψ] is linear on Cmc (X) and
(6.2) |Qt[ψ]| ≤ ‖ψ‖m,∞M(t) ∀ψ ∈ Cmc (X), ∀ t ∈ [0,∞) \ Z0
where ‖ψ‖m,∞ = sup
x∈X
∑
|α|≤m
|∂αψ(x)|, ∂α = ∂αx = ∂α1x1 ∂α2x2 · · · ∂αdxd , |α| = α1 + α2 + · · ·+ αd.
Then for any ψ ∈ Cmc ([0,∞) ×X), the function t 7→
∫
X ψ(t,x)dµt(x) is absolutely continuous [0,∞),
the function t 7→ Qt[ψ(t, ·)] belongs to L1loc([0,∞)), and
(6.3)
d
dt
∫
X
ψ(t,x)dµt(x) =
∫
X
∂tψ(t,x)dµt(x) +Qt[ψ(t, ·)], a.e. t ∈ [0,∞).
Proof. We divide the proof into two steps.
Step 1. We prove that for any ψ ∈ Cc([0,∞)×X), the function t 7→
∫
X
ψ(t,x)dµt(x) is continuous on
[0,∞).
Suppose that ψ ∈ Cc(X). By extension theorem of continuous functions we can assume that ψ ∈ Cc(Rd).
Let J ∈ C∞c (Rd) satisfy 0 ≤ J ≤ 1 on Rd, and J is supported on the closed unite ball centered at the
origin, and assume
∫
Rd
J(x)dx = 1. Let Jδ(x) = δ
−dJ(δ−1x), δ > 0, and let ψδ = ψ ∗ Jδ (convolution).
Then ψδ ∈ C∞c (Rd) and
‖ψδ − ψ‖∞ ≤ Ωψ(δ) := sup
x,y∈Rd,|x−y|≤δ
|ψ(x)− ψ(y)| → 0 (δ → 0+).
Let Cµ = sup
t≥0
µt(X). Take any t ∈ [0,∞). We have∣∣∣∣ ∫
X
ψdµs −
∫
X
ψdµt
∣∣∣∣ ≤ 2CµΩψ(δ) + ∣∣∣∣ ∫
X
ψδdµs −
∫
X
ψδdµt
∣∣∣∣
≤ 2CµΩψ(δ) + ‖ψδ‖m,∞
∫ t∨s
t∧s
M(τ)dτ.
By first letting s → t and then letting δ → 0+ we conclude that t 7→ ∫
X
ψ(x)dµt(x) is continuous at
t ∈ [0,∞).
For general case, let ψ ∈ Cc([0,∞)×X) and take any t ∈ [0,∞). We have∣∣∣∣ ∫
X
ψ(s,x)dµs(x) −
∫
X
ψ(t,x)dµt(x)
∣∣∣∣
≤ Cµ‖ψ(s, ·)− ψ(t, ·)‖∞ +
∣∣∣∣ ∫
X
ψ(t,x)dµs(x) −
∫
X
ψ(t,x)dµt(x)
∣∣∣∣.(6.4)
Since ψ is uniformly continuous on [0,∞)×X , the first term in the righthand side (6.4) tends to zero as
s→ t. This together with the previous result implies that t 7→ ∫
X
ψ(t,x)dµt(x) is continuous at t ∈ [0,∞).
Step 2. From (6.1) we see that for any ψ ∈ Cmc (X), the function t 7→ Qt[ψ] is Lebesgue measurable
on [0,∞). From this and using the following estimate (6.5) it is not difficult to prove that for any
ψ ∈ Cmc ([0,∞) × X), the function t 7→ Qt[ψ(t, ·)] is also Lebesgue measurable on [0,∞). From the
assumption (6.2) we have
(6.5)
∣∣Qt[ψ(t, ·)]−Qt[ψ(s, ·)]∣∣ ≤ ‖ψ(t, ·)− ψ(s, ·)‖m,∞M(t) ≤ Cψ |t− s|M(t)
for all s ∈ [0,∞) and all t ∈ [0,∞) \Z0. Here and below Cψ = sup
t≥0
(‖ψ(t, ·)‖m,∞ + ‖D1ψ(t, ·)‖m,∞). Since
|Qt[ψ(t, ·)]| ≤ CψM(t) ∀ t ∈ [0,∞) \ Z0
this implies that t 7→ Qt[ψ(t, ·)] belongs to L1loc([0,∞)). Also we have for any 0 ≤ t1 < t2 <∞∣∣∣∣ ∫
X
ψ(t2,x)dµt2(x) −
∫
X
ψ(t1,x)dµt1 (x)
∣∣∣∣ ≤ CµCψ|t2 − t1|+ Cψ ∫ t2
t1
M(s)ds.
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This implies that t 7→ ∫
X
ψ(t,x)dµt(x) is absolutely continuous on [0,∞).
Since t 7→ Qt[ψ(t, ·)] also belongs to L1loc([0,∞)), there is a null set Z1 ⊂ [0,∞) such that
(6.6) lim
t+h≥0,h→0
1
h
∫ t+h
t
Qτ [ψ(τ, ·)]dτ = Qt[ψ(t, ·)] ∀ t ∈ [0,∞) \ Z1.
Now for any t ∈ [0,∞) \ Z1 and 0 6= h ∈ [−t,∞), look at the difference quotient
1
h
(∫
X
ψ(t+ h,x)dµt+h(x)−
∫
X
ψ(t,x)dµt(x)
)
=
∫
X
ψ(t+ h,x)− ψ(t,x)
h
dµt+h(x) +
1
h
∫ t+h
t
Qτ [ψ(t, ·)]dτ.
Then, denoting D1ψ(t,x) = ∂tψ(t,x), we have∣∣∣∣ ∫
X
ψ(t+ h,x)− ψ(t,x)
h
dµt+h(x) −
∫
X
D1ψ(t,x)dµt(x)
∣∣∣∣
≤ CµΛD1ψ(|h|) +
∣∣∣∣ ∫
X
D1ψ(t+ h,x)dµt+h(x)−
∫
X
D1ψ(t,x)dµt(x)
∣∣∣∣→ 0
as h→ 0, where ΛD1ψ(δ) = sup
t1,t2≥0,|t1−t2|≤δ
‖D1ψ(t1, ·)−D1ψ(t2, ·)‖∞ → 0 as δ → 0+. Also from (6.5) we
have ∣∣∣∣ 1h
∫ t+h
t
Qτ [ψ(t, ·)]dτ − 1
h
∫ t+h
t
Qτ [ψ(τ, ·)]dτ
∣∣∣∣ ≤ Cψ∣∣∣∣ ∫ t+h
t
M(τ)dτ
∣∣∣∣→ 0
as h → 0. From these and (6.6) we conclude that the function t 7→ ∫
X
ψ(t,x)dµt(x) is differentiable at
t ∈ [0,∞) \ Z1 and satisfies the equality (6.3). 
6.2. Properties of potential function φ. We shall prove
Proposition 6.2. Let φ̂(r) satisfy (1.8), (1.10) with a constant 0 ≤ r0 < ∞, and let φ(ρ) be given by
(1.11). Then ξ 7→ φ̂(|ξ|) is the Fourier transform of the function x 7→ φ(|x|) in S ′ where S(R3) is the class
of Schwartz functions on R3.. Furthermore if r0 = 0 and φ̂(r) ≥ 0 in (0,∞), then φ(ρ) ≥ 0 in (0,∞).
Proof. For the first part, we only need to prove
(6.7)
∫
R3
φ(|x|)ϕ̂(x)dx =
∫
R3
φ̂(|ξ|)ϕ(ξ)dξ ∀ϕ ∈ S(R3).
Recalling that φR(ρ) =
1
2pi2ρ
∫ R
0
rφ̂(r) sin(ρr)dr, by assumptions (1.8), (1.10), without lose of generality,
we may assume that there is R0 ∈ (r0,∞) such that 0 < φ̂(R0) <∞. Thus r 7→ rφ̂(r) is non-negative and
non-increasing on [R0,∞) and rφ̂(r) → 0 as r → ∞. Due to the second mean-value formula of integrals,
we have, for all R > R0,
(6.8)
∫ R
R0
rφ̂(r) sin(ρr)dr = R0φ̂(R0)
∫ R1
R0
sin(ρr)dr =
R0φ̂(R0)
ρ
(cos(ρR0)− cos(ρR1))
for some R1 ∈ [R0, R]. It implies the limit φ(ρ) = lim
R→∞
φR(ρ) exists for all ρ > 0 and there is a constant
0 < C0 <∞ such that
sup
R>0
|φR(ρ)| ≤ C0
ρ2 ∧ 1 ∀ ρ > 0.
Thanks to Dominated Convergence Theorem, for any ϕ ∈ S(R3), we deduce that
(6.9)
∫
R3
φ(|x|)ϕ̂(x)dx =
∫ ∞
0
ρ2φ(ρ)
∫
S2
ϕ̂(ρσ)dσdρ = lim
R→∞
∫ ∞
0
ρ2φR(ρ)
∫
S2
ϕ̂(ρσ)dσdρ.
On the other hand, for any 0 < R <∞, we have∫
|ξ|≤R
φ̂(|ξ|)ϕ(ξ)dξ =
∫ R
0
r2φ̂(r)
∫
S2
(2π)−3
∫
R3
ϕ̂(x)eix·rωdxdωdr(6.10)
=
∫ R
0
r2φ̂(r)(2π)−3
∫
R3
ϕ̂(x)
4π
r|x| sin(r|x|)dxdr =
∫ ∞
0
ρ2φR(ρ)
∫
S2
ϕ̂(ρω)dωdρ.
From the fact φ̂(| · |)ϕ ∈ L1(R3), we conclude (6.7) from (6.9) and (6.10).
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Let us turn to the second part of the result. Assume that r0 = 0 and φ̂(r) ≥ 0 for all r ∈ (0,∞). By
(6.8)), we get
(6.11)
∫ R
δ
rφ̂(r) sin(ρr)dr ≥ δφ̂(δ)
ρ
(cos(ρδ)− 1) ≥ − ρ
2
δ3φ̂(δ).
Since r 7→ r3|φ̂(r)|2 belongs to L1((0,∞)), there is a sequence 0 < δn → 0 (n→ ∞) such that δ3nφ̂(δn) →
0 (n→∞). From this together with (6.11), we obtain that∫ R
0
rφ̂(r) sin(ρr)dr = lim
n→∞
∫ R
δn
rφ̂(r) sin(ρr)dr ≥ 0.
We conclude φ(ρ) = lim
R→∞
φR(ρ) ≥ 0 for all ρ ∈ (0,∞). 
6.3. Weak projection gradient: definition and properties. Let us first list some basic notations
which are widely used throughout this section.
• We recall that Π(z) = Π(n) := I− n⊗ n ∈ R3×3 where n = z/|z|.
• The vertical plane R2(z) is defined by
R
2(z) = {h ∈ R3 | z · h = 0}.
• For a Borel set Y ⊂ RN , test function spaces for scalar case and vector-valued case are defined by:
Tc,0(Y × R3) = {ψ ∈ Cc(Y × R3) | for any y ∈ Y, z 7→ ψ(y, z) ∈ C1(R3), ψ(y,0) = 0,(6.12)
and sup
y∈Y,z∈R3
|∇zψ(y, z)| <∞},
Tc,0(Y × R3,R3) = {Ψ = (Ψ1,Ψ2,Ψ3)τ ∈ Cc(Y × R3,R3) | for any y ∈ Y, Ψ(y,0) = 0,(6.13)
z 7→ Ψ(y, z) ∈ C1(R3,R3), and sup
y∈Y,z∈R3
|Ψ′z(y, z)| <∞}
where Ψ′z(y, z) =
(∂Ψi(y,z)
∂zj
)
3×3, |Ψ′z(y, z)| =
( 3∑
i=1
3∑
j=1
|∂Ψi(y,z)∂zj |2
)1/2
.
Remark 6.3. (1) Denote by ∇z = (∂z1 , ∂z2 , ∂z3)τ the gradient operator of functions on R3. Using the
projection Π(z) we have an orthogonal decomposition ∇z = Π(z)∇z + (n · ∇z)n, i.e.
(6.14) ∇zF (z) = Π(z)∇zF (z) + (n · ∇zF (z))n
for all F ∈ C1(R3). This gives the differentiation of F at z along the vertical plane R2(z):
(6.15) F (z+ h)− F (z) = Π(z)∇zF (z) · h+ o(h), h ∈ R2(z)
In view of (6.15) we call Π(z)∇zF (z) the gradient of F at z along the vertical plan R2(z), or simply, the
projection gradient of F at z. Let Ψ ∈ C1c (R3,R3). Using the identity
(6.16) a · Π(z)b = Π(z)a · b = b · Π(z)a, a,b ∈ R3
and integration by parts we have∫
R3
Ψ(z) · Π(z)∇zF (z)dz = −
∫
R3
F (z)∇z · Π(z)Ψ(z)dz.
(2) For all Ψ ∈ Tc,0(Y × R3,R3), we have
(6.17) ∇z ·Π(z)Ψ(y, z) = ∇z ·Ψ(y, z) − nτΨ′z(y, z)n − 2
Ψ(y, z)
|z| · n,
where n = z/|z|, z ∈ R3 \ {0}. The term Ψ(y,z)|z| makes sense and is bounded since Ψ(y,0) = 0 so that
sup
y∈Y,z∈R3\{0}
|Ψ(y, z)|
|z| ≤ supy∈Y,z∈R3
|Ψ′z(y, z)| <∞.
Thus ∇z ·Π(z)Ψ(y, z) is bounded and has compact support in Y × (R3 \ {0}).
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6.3.1. Definition of the weak projection gradient Π(z)∇zF (y, z).
Definition 6.4. Let Y ⊂ RN be a Borel set and let F ∈ L1loc(Y × R3). We say that F (y, z) has a weak
projection gradient D(y, z) ∈ R2(z) in z ∈ R3 \ {0}, if D ∈ L1loc(Y × R3,R3) and
(6.18)
∫
Y×R3
Ψ(y, z) ·D(y, z)dzdy = −
∫
Y×R3
F (y, z)∇z · Π(z)Ψ(y, z)dzdy
for all Ψ ∈ Tc,0(Y × R3,R3). In this case, we denote
D(y, z) = Π(z)∇zF (y, z).
Several remarks are in order.
Remark 6.5. (1) The perpendicular property D(y, z) ∈ R2(z) is compulsory for D ∈ L1loc(Y × R3,R3)
satisfying (6.18). In fact, by inserting Ψε(y, z) :=
(
I − zzτε2+|z|2
)
Ψ(y, z) with Ψ ∈ Tc,0(Y × R3,R3) into
(6.18) and letting ε→ 0+ we conclude D(y, z) · z = 0 for a.e. (y, z) ∈ Y × R3.
(2) It is obvious that, up to a set of measure zero, D(y, z) = Π(z)∇zF (y, z) is uniquely determined by
the identity (6.18).
(3) The condition Ψ(y,0) = 0 for the test functions is only used to bound ∇z · Π(z)Ψ(y, z). Therefore
it can be removed if F satisfies that F (y, z)/|z| ∈ L1loc(Y × R3).
Next we show that the vector-valued test function space can be reduced to the scalar test function space
in the above definition of weak projection gradient.
Lemma 6.6. Let F ∈ L1loc(Y × R3). Then F has the weak projection gradient Π(z)∇zF (y, z) in z ∈
R3 \ {0}, if and only if there is a vector-valued function D(y, z) ∈ R2(z) such that D ∈ L1loc(Y × R3,R3)
and the equality
(6.19)
∫
Y×R3
ψ(y, z)D(y, z)dzdy = −
∫
Y×R3
F (y, z)
(
Π(z)∇zψ(y, z) − 2ψ(y, z)|z| n
)
dzdy
holds for all ψ ∈ Tc,0(Y × R3). Moreover, if (6.19) holds for all ψ ∈ Tc,0(Y × R3), then D(y, z) =
Π(z)∇zF (y, z) a.e. on Y × R3.
The proof follows Definition 6.4 and the implication relation that if ψ ∈ Tc,0(Y × R3) then ψ(y, z)a
belongs to Tc,0(Y × R3,R3) for all constant vector a ∈ R3. We omit the details here.
6.3.2. Definition of the weak projection gradient Π(v − v∗)∇v−v∗F (y,v,v∗). To adapt Definition 6.4 to
our problem, we observe that for a smooth function F (v,v∗), let F¯ (w, z) = F
(
w+z
2 ,
w−z
2
)
, then it holds
the following relation:
Π(v − v∗)
(∇v −∇v∗)F (v,v∗) = 2Π(z)∇zF¯ (w, z)∣∣∣
w=v+v∗, z=v−v∗
.
Definition 6.7. Let Y ⊂ RN be a Borel set and let F ∈ L1loc(Y × R3 × R3). We say that F (y,v,v∗)
has the weak projection gradient Π(v − v∗)∇v−v∗F (y,v,v∗) in v − v∗ 6= 0, if the function F¯ (y,w, z) =
F
(
y, w+z2 ,
w−z
2
)
has the weak projection gradient Π(z)∇zF¯ (y,w, z) in z ∈ R3 \ {0}. In this case we define
(6.20) Π(v − v∗)∇v−v∗F (y,v,v∗) := 2Π(z)∇zF¯ (y,w, z)
∣∣∣
w=v+v∗, z=v−v∗
.
Next we show that if in addition that F (y, z)/|z| ∈ L1loc(Y × R3), then the restriction ψ(y,0) = 0 in
test function space Tc,0(Y × R3) can be removed.
Lemma 6.8. Suppose that F ∈ L1loc(Y × R3), F (y, z)/|z| ∈ L1loc(Y × R3) and F has the weak projection
gradient Π(z)∇zF (y, z) in z ∈ R3 \ {0}. Then for any ψ ∈ C1c (R3), there is a null set Zψ ⊂ Y such that
for all y ∈ Y \ Zψ
(6.21)
∫
R3
ψ(z)Π(z)∇zF (y, z)dz = −
∫
R3
F (y, z)
(
Π(z)∇ψ(z) − 2ψ(z)|z| n
)
dz.
Proof. First of all, from the assumptions, we have for any R1, R2 ∈ N,∫
|y|<R1
(∫
|z|<R2
∣∣Π(z)∇zF (y, z)∣∣dz)dy = ∫
|y|<R1,|z|<R2
∣∣Π(z)∇zF (y, z)∣∣dzdy <∞,∫
|y|<R1
(∫
|z|<R2
|F (y, z)|(1 + 1|z|)dz
)
dy =
∫
|y|<R1,|z|<R2
|F (y, z)|(1 + 1|z|)dzdy <∞.
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Therefore all integrals in the rest of the proof are absolutely convergent and∫
|z|<R2
∣∣Π(z)∇zF (y, z)∣∣dz <∞, ∫
|z|<R2
|F (y, z)|(1 + 1|z|)dz <∞
for all R2 ∈ N and all y ∈ Y \ Z0, where Z0 is a common null set in Y .
Let ζ ∈ C∞c ([0,∞)) satisfy 0 ≤ ζ(r) ≤ 1 for all r ≥ 0 and ζ(r) = 0 for all r ∈ [0, 1]; ζ(r) = 1 for all
r ≥ 2. Let ζε(|z|) = ζ(|z|/ε), ε > 0. Then ζε(|z|) = 0 for all |z| ≤ ε, ζε(|z|) = 1 for all |z| ≥ 2ε. Take any
ϕ ∈ Cc(Y ) and ψ ∈ C1c (R3). Let ψε(y, z) = ϕ(y)ζε(|z|)ψ(z). Thanks to the identity
(6.22) Π(z)∇(a(|z|)ψ(z)) = a(|z|)Π(z)∇ψ(z), z ∈ R3 \ {0}
for all a ∈ C1((0,∞)), ψ ∈ C1(R3), we have Π(z)∇zψε(y, z) = ϕ(y)ζε(|z|)∇ψ(z). By Lemma 6.6, we have∫
Y×R3
ϕ(y)ζε(|z|)ψ(z)Π(z)∇zF (y, z)dzdy
= −
∫
Y×R3
ϕ(y)ζε(|z|)F (y, z)
(
Π(z)∇zψ(z)− 2ψ(z)|z| n
)
dzdy.
By the definition of the test functions and the fact that lim
ε→0+
ζε(|z|) = 1 for all z ∈ R3 \ {0}, dominated
convergence theorem yields that∫
Y×R3
ϕ(y)ψ(z)Π(z)∇zF (y, z)dzdy = −
∫
Y×R3
F (y, z)ϕ(y)
(
Π(z)∇ψ(z) − 2ψ(z)|z| n
)
dzdy.
Since ϕ ∈ Cc(Y ), there is a null set Zψ ⊂ Y such that (6.21) holds for all y ∈ Y \ Zψ. 
6.3.3. Application to Boltzmann collision operator. We begin with two technical lemmas.
Lemma 6.9. Let n ∈ S2, A ∈ R3×3, a,b ∈ R3, and S1(n) = {σ ∈ S2 |σ⊥n }. Then
1
π
∫
S1(n)
στAσdσ = Tr(A) − nτAn,(6.23)
1
π
∫
S1(n)
(a · σ)σdσ = Π(n)a,(6.24)
1
π
∫
S1(n)
(a · σ)(b · σ)dσ = a ·Π(n)b.(6.25)
Proof. Suppose i, j ∈ S2 and {i, j,n} is an orthonormal base of R3. Then for the orthogonal matrix
T = (i j n)τ ∈ R3×3 we have T i = e1 = (1, 0, 0)τ , T j = e2 = (0, 1, 0)τ , Tn = e3 = (0, 0, 1)τ . It is easy to
see that iτAi+ jτAj+ nτAn =
∑3
i=1 e
τ
i TAT
−1ei = Tr(TAT−1) = Tr(A). Hence
1
π
∫
S1(z)
στAσdσ =
1
π
∫ 2pi
0
(cos(θ)i + sin(θ)j)τA(cos(θ)i + sin(θ)j)dθ
= iτAi + jτAj = Tr(A)− nτAn.
It is not difficult to check that
1
π
∫
S1(n)
(a · σ)σdσ = 1
π
∫ 2pi
0
(a · (cos(θ)i + sin(θ)j))(cos(θ)i + sin(θ)j)dθ
= (a · i)i+ (a · j)j = a− (a · n)n = Π(n)a,
which yields that
1
π
∫
S1(n)
(a · σ)(b · σ)dσ =
(
1
π
∫
S1(n)
(a · σ)σdσ
)
· b = Π(n)a · b = a · Π(n)b.

Lemma 6.10. For any Ψ ∈ Tc,0(Y × R3,R3), let ψ(y, z, σ) = Ψ(y, z) · σ. Then ψ ∈ Tc,0(Y × R3 × S2)
and
∇zψ(y, z, σ) · σ = στΨ′z(y, z)σ, ∇σψ(y, z, σ) = Ψ(y, z),
1
π
∫
S1(n)
(
∇zψ(y, z, σ) · σ − ∇σψ(y, z, σ)|z| · n
)
dσ
= ∇z ·Ψ(y, z) − nτΨ′z(y, z)n − 2
Ψ(y, z)
|z| · n = ∇z · Π(z)Ψ(y, z).
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Proof. The first two equalities are obvious. Then using Lemma 6.9, we have
1
π
∫
S1(z)
στΨ′z(y, z)σdσ = Tr(Ψ
′
z(y, z)) − nτΨ′z(y, z)n = ∇z ·Ψ(y, z) − nτΨ′z(y, z)n,
1
π
∫
S1(n)
∇σψ(y, z, σ)
|z| · ndσ =
1
π
∫
S1(n)
Ψ(y, z)
|z| · ndσ = 2
Ψ(y, z)
|z| · n.
This gives the above integral equality. 
Since the Boltzmann collision operator involves the integration with respect to the unit sphere, to apply
the definition of weak projection gradient to the weak coupling limit, we need to introduce
Tc,0(Y × R3 × S2) =
{
ψ ∈ Cc(Y × R3 × S2)
∣∣∣ for any y ∈ Y, (z, σ) 7→ ψ(y, z, σ) ∈ C1(R3 × S2),
ψ(y,0, σ) ≡ 0, and sup
y∈Y,z∈R3,σ∈S2
|∇zψ(y, z, σ)| <∞, sup
y∈Y,z∈R3\{0},σ∈S2
|∇σψ(y, z, σ)|
|z| <∞
}
.(6.26)
Here (z, σ) 7→ ψ(y, z, σ) ∈ C1(R3 × S2) means that there is an open set Ω ⊃ S2 (that may depend on y)
such that (z, σ) 7→ ψ(y, z, σ) belongs to C1(R3 × Ω), and as usual, the gradient ∇σψ(y, z, σ) is taken
for all σ ∈ Ω.
Lemma 6.11. Let ν be a Borel measure on Y × R3 × S2 defined by
ν(E) :=
∫
Y×R3
∫
S1(n)
1E(y, z, σ)dσdzdy, E ⊂ Y × R3 × S2
where n = z/|z|. Let F ∈ L1loc(Y × R3). Then F has the weak projection gradient Π(z)∇zF (y, z) in
z ∈ R3 \ {0}, if and only if there is a Borel measurable function D(y, z, σ) on Y × (R3 \ {0}) × S2 such
that D ∈ L1loc(Y × R3 × S2, dν) and∫
Y×R3×S2
ψ(y, z, σ)D(y, z, σ)dν(y, z, σ) =
∫
Y×R3
∫
S1(n)
ψ(y, z, σ)D(y, z, σ)dσdzdy(6.27)
= −
∫
Y×R3
F (y, z)
∫
S1(n)
(
∇zψ(y, z, σ) · σ − ∇σψ(y, z, σ)|z| · n
)
dσdzdy ∀ψ ∈ Tc,0(Y × R3 × S2).
Moreover, if (6.27) holds (so that Π(z)∇zF (y, z) exists), then
Π(z)∇zF (y, z) = 1
π
∫
S1(n)
D(y, z, σ)σdσ a.e. on Y × R3,
D(y, z, σ) = Π(z)∇zF (y, z) · σ ν − a.e. on Y × R3 × S2.
Proof. Let J(t) = c exp
( −1
1−t2
)
1{|t|<1} with t ∈ R, c > 0 such that
∫
R
J(t)dt = 1, and set Jδ(t) =
δ−1J(δ−1t), δ > 0.
Suppose that F has the weak projection gradient Π(z)∇zF (y, z) in z ∈ R3 \ {0}. By computation, it
is not difficult to show that for any ψ ∈ Tc,0(Y × R3 × S2),∫
Y×R3
∫
S1(n)
ψ(y, z, σ)Π(z)∇zF (y, z) · σdσdzdy
= lim
δ→0+
∫
S2
(∫
Y×R3
Jδ(n · σ)ψ(y, z, σ)σ ·Π(z)∇zF (y, z)dzdy
)
dσ
where n = z/|z| and we used the fact that the function σ 7→ ψ(y, z, σ)Π(z)∇zF (y, z) · σ is continuous.
For any σ ∈ S2 fixed, the vector valued function (y, z) 7→ Jδ(n·σ)ψ(y, z, σ)σ belongs to Tc,0(Y ×R3,R3).
Hence ∫
S2
(∫
Y×R3
Jδ(n · σ)ψ(y, z, σ)σ · Π(z)∇zF (y, z)dzdy
)
dσ
= −
∫
Y×R3
F (y, z)
(∫
S2
∇z ·
(
Π(z)Jδ(n · σ)ψ(y, z, σ)σ
)
dσ
)
dzdy.
Note that by definition of Tc,0(Y × R3 × S2), the functions ψ,∇zψ,∇σψ all have compact supports in
Y ×R3 × S2. Thus there is a compact set K × [−R,R]3× S2 such that ∇z ·
(
Π(z)Jδ(n ·σ)ψ(y, z, σ)σ
)
= 0
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for all (y, z, σ) ∈ (Y ×R3 × S2) \ (K × [−R,R]3× S2) and for all δ > 0. These enable us to use dominated
convergence theorem in the below. Since
∇z ·
(
Π(z)Jδ(n · σ)ψ(y, z, σ)σ
)
= J ′δ(n · σ)ψ(y, z, σ)
1 − (n · σ)2
|z|
+Jδ(n · σ)
(
∇zψ(y, z, σ) · σ − (n · ∇zψ(y, z, σ))n · σ − 2ψ(y, z, σ)|z| σ · n
)
,
we have by (2.1) that∫
S2
∇z ·
(
Π(z)Jδ(n · σ)ψ(y, z, σ)σ
)
dσ
= δ−1
∫ 1/δ
−1/δ
J ′(s)
(∫
S1(n)
ψ
(
y, z,nδs +
√
1− (δs)2σ)
|z| dσ
)
ds
−δ
∫ 1/δ
−1/δ
s2J ′(s)
(∫
S1(n)
ψ
(
y, z,nδs+
√
1− (δs)2σ)
|z| dσ
)
ds
+
∫ 1/δ
−1/δ
J(s)
(∫
S1(n)
∇zψ
(
y, z,nδs +
√
1− (δs)2σ) · σdσ)√1− (δs)2ds
−2δ
∫ 1/δ
−1/δ
sJ(s)
(∫
S1(n)
ψ
(
y, z,nδs+
√
1− (δs)2σ
)
|z| dσ
)
ds
=: I1,δ(y, z) + I2,δ(y, z) + I3,δ(y, z) + I4,δ(y, z).
Estimate of I1,δ(y, z). Using
∫ 1/δ
−1/δ J
′(s)ds = 0, we have
I1,δ(y, z) =
∫ 1/δ
−1/δ
J ′(s)
(∫
S1(n)
ψ
(
y, z,nδs+
√
1− (δs)2σ
)
− ψ(y, z, σ)
δ|z| dσ
)
ds.
Thanks to the fact
ψ
(
y, z,nδs+
√
1− (δs)2σ
)
− ψ(y, z, σ) = δs∇σψ(y, z, ξ) ·
(
n− δsσ
1 +
√
1− (δs)2
)
where ξ = σ + θ
(
nδs+
√
1− (δs)2σ − σ
)
→ σ (δ → 0+, 0 < θ < 1), we get
ψ
(
y, z,nδs +
√
1− (δs)2σ
)
− ψ(y, z, σ)
δ|z| → s
∇σψ(y, z, σ)
|z| · n (δ → 0
+).
Thus ∣∣∣∣ψ
(
y, z,nδs+
√
1− (δs)2σ
)
− ψ(y, z, σ)
δ|z|
∣∣∣∣ ≤ Cψ|s|, −1/δ < s < 1/δ.
From this together with the fact
∫∞
−∞ sJ
′(s)ds = −1, we have
lim
δ→0+
I1,δ(y, z) =
∫ ∞
−∞
J ′(s)
(∫
S1(n)
s
∇σψ(y, z, σ)
|z| · ndσ
)
ds = −
∫
S1(n)
∇σψ(y, z, σ)
|z| · ndσ.
Moreover, sup
y∈Y, z∈R3\{0},δ>0
|I1,δ(y, z)| <∞.
Estimate of I2,δ(y, z), I3,δ(y, z) and I4,δ(y, z). It is easy to see that
sup
y∈Y, z∈R3\{0}
(|I2,δ(y, z)|+ |I4,δ(y, z)|) ≤ Cψδ, ∀ δ > 0;
sup
y∈Y, z∈R3\{0},δ>0
|I3,δ(y, z)| <∞, lim
δ→0+
I3,δ(y, z) =
∫
S1(n)
∇zψ(y, z, σ) · σdσ.
By dominated convergence theorem we then obtain that
lim
δ→0+
∫
S2
∇z ·
(
Π(z)Jδ(n · σ)ψ(y, z, σ)σ
)
dσ =
∫
S1(n)
(
− ∇σψ(y, z, σ)|z| · n+∇zψ(y, z, σ) · σ
)
dσ,
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which implies that
lim
δ→0+
∫
Y×R3
F (y, z)
(∫
S2
∇z ·
(
Π(z)Jδ(n · σ)ψ(y, z, σ)σ
)
dσ
)
dzdy
=
∫
Y×R3
F (y, z)
∫
S1(n)
(
∇zψ(y, z, σ) · σ − ∇σψ(y, z, σ)|z| · n
)
dσdzdy.
Collecting the above result we obtain that∫
Y×R3
∫
S1(n)
ψ(y, z, σ)Π(z)∇zF (y, z) · σdσdzdy
= −
∫
Y×R3
F (y, z)
∫
S1(n)
(
∇zψ(y, z, σ) · σ − ∇σψ(y, z, σ)|z| · n
)
dσdzdy.
Next suppose that there is a Borel measurable function D(y, z, σ) on Y × (R3 \ {0}) × S2 such that
D ∈ L1loc(Y × R3 × S2, dν) and (6.27) hold. Let
D(y, z) =
1
π
∫
S1(n)
D(y, z, σ)σdσ.
Then D(y, z) ∈ R2(z) and D ∈ L1loc(Y ×R3,R3). For any Ψ ∈ Tc,0(Y ×R3,R3), let ψ(y, z, σ) = Ψ(y, z) ·σ,
then ψ ∈ Tc,0(Y × R3 × S2). By (6.27) and Lemma 6.10, we have∫
Y×R3
Ψ(y, z) ·D(y, z)dz = 1
π
∫
Y×R3
∫
S1(n)
ψ(y, z, σ)D(y, z, σ)dσdz
= − 1
π
∫
Y×R3
F (y, z)
∫
S1(n)
(
∇zψ(y, z, σ) · σ − ∇σψ(y, z, σ)|z| · n
)
dσdzdy
= −
∫
Y×R3
F (y, z)∇z ·Π(z)Ψ(y, z)dzdy.
Therefore by definition, F has the weak projection gradient Π(z)∇zF (y, z) in z ∈ R3 \ {0} and
Π(z)∇zF (y, z) = D(y, z) = 1
π
∫
S1(n)
D(y, z, σ)σdσ.
Since the weak projection gradient Π(z)∇zF (y, z) exists, according to the first part of the proof and the
uniqueness of D(y, z, σ) we conclude D(y, z, σ) = Π(z)∇zF (y, z) ·σ a.e. on Y ×R3 × S2. This ends the
proof. 
6.3.4. Some properties of the weak projection gradient.
Lemma 6.12. Suppose that F ∈ L1loc(Y × R3) has the weak projection gradient Π(z)∇zF (y, z) in z ∈
R3 \ {0}, and let a ∈ C1((0,∞)). If a(|z|)F (y, z) and a(|z|)Π(z)∇zF (y, z) both belong to L1loc(Y × R3),
then the function a(|z|)F (y, z) also has the weak projection gradient Π(z)∇z
(
a(|z|)F (y, z)) in z ∈ R3 \{0}
and it holds
(6.28) Π(z)∇z
(
a(|z|)F (y, z)) = a(|z|)Π(z)∇zF (y, z).
We omit the details of proof because of the identity (6.22). Note that for the case a(r) = rα with α > 0,
the condition “ |z|αF (y, z) and |z|αΠ(z)∇zF (y, z) both belong to L1loc(Y ×R3)” is satisfied automatically
and thus for this case the conclusion of the lemma holds true. Whereas for the case a(r) = r−α (α > 0),
the condition “ |z|−αF (y, z) and |z|−αΠ(z)∇zF (y, z) both belong to L1loc(Y ×R3)” should be checked out
in practice.
The following two lemmas are important:
Lemma 6.13. If F ∈ L2loc(Y × R3) has the weak projection gradient Π(z)∇zF (y, z) in z ∈ R3 \ {0} and
suppose that Π(z)∇zF (y, z) belongs to L2loc(Y × R3,R3), then F 2 also has the weak projection gradient
Π(z)∇zF 2(y, z) in z ∈ R3 \ {0} and
Π(z)∇zF 2(y, z) = 2F (y, z)Π(z)∇zF (y, z).
Lemma 6.14. Suppose that 0 < F ∈ L1loc(Y × R3) has the weak projection gradient Π(z)∇zF (y, z) in
z ∈ R3 \ {0} and satisfies
inf
y∈Y,|y|≤R1,|z|≤R2
F (y, z) > 0 ∀ 0 < R1, R2 <∞,
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F (y, z)
|z| belongs to ∈ L
1
loc(Y × R3).
Then
√
F (y, z) has also the weak projection gradient Π(z)∇z
√
F (y, z) in z ∈ R3 \ {0} and it holds
Π(z)∇z
√
F (y, z) =
Π(z)∇zF (y, z)
2
√
F (y, z)
.
To prove the two lemmas, we first give some estimates for a convolution approximation.
Lemma 6.15. Let j(t) = c exp( −11−t )1{t<1} and J(u) = j(|u|2) with c > 0 such that
∫
R3
J(u)du = 1. Set
Jδ(u) = δ
−3J(δ−1u), δ > 0;Fδ(y, z) = (Jδ ∗ F (y, ·))(z). Then for all z ∈ R3 \ {0} and all δ > 0,
Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)(6.29)
=
∫
|u|≤1
Π(z)J(u)
(
Π(z− δu)∇zF (y, z− δu)−Π(z)∇zF (y, z)
)
du
+
∫
|u|≤1
(
F (y, z − δu)− F (y, z))(∇J(u) · z− δu|z− δu|)−Π(z)u|z− δu|du
−2
∫
|u|≤1
(
F (y, z − δu)− F (y, z))J(u)Π(z) z− δu|z − δu|2 du, ∀y ∈ Y \ Zδ,z
and
Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)(6.30)
=
∫
|u|≤1
Π(z)J(u)
(
Π(z− δu)∇zF (y, z − δu)−Π(z)∇zF (y, z)
)
du
+
∫
|u|≤1
(F (y, z − δu)
|z− δu| −
F (y, z)
|z|
)(∇J(u) · z− δu|z− δu|)(−Π(z)u)du
−2
∫
|u|≤1
(F (y, z− δu)
|z− δu| −
F (y, z)
|z|
)
J(u)Π(z)
z− δu
|z − δu|du, ∀y ∈ Y \ Zδ,z.
Proof. By the orthogonal decomposition (6.14) and the integration by part, one has
∇zFδ(y, z) =
∫
R3
Jδ(z− u)∇zF (y,u)du
=
∫
|u|≤1
J(u)Π(z − δu)∇zF (y, z− δu)du
+
∫
|u|≤1
F (y, z − δu)
((
δ−1∇J(u) · z− δu|z− δu|
) z− δu
|z− δu| − 2J(u)
z− δu
|z− δu|2
)
du,
which yields that
Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)
=
∫
|u|≤1
Π(z)J(u)
(
Π(z − δu)∇zF (y, z − δu)−Π(z)∇zF (y, z)
)
du
+
∫
|u|≤1
F (y, z− δu)
(
∇J(u) · z− δu|z− δu|
)−Π(z)u
|z− δu|du
−2
∫
|u|≤1
F (y, z − δu)J(u)Π(z) z− δu|z − δu|2 du, ∀y ∈ Y \ Zδ,z, ∀ z ∈ R
3 \ {0}, ∀ δ > 0.
Here we have used Π(z)2 = Π(z) and Π(z)z = 0. The desired results will be concluded if we prove the
following claim: for any Borel measurable function G(r, s, t) on [0, 1]× R × [0,∞) satisfying |G(r, s, t)| ≤
C 1tα , (r, s, t) ∈ [0, 1]× R× (0,∞) for some constants 0 < C <∞, α < 3, we have
(6.31)
∫
|u|≤1
G
(|u|,u · (z− δu), |z− δu|)Π(z)(z − δu)du = 0.
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We remark that the assumption on G implies that the integral below is absolutely convergent. Recall that
n = z/|z|. By the fact Π(z)z = 0 and (2.1), we get that∫
|u|≤1
G
(|u|,u · (z− δu), |z − δu|)Π(z)(z − δu)du = −δ ∫ 1
0
r3
∫ pi
0
sin2(θ)
×G(r, r|z| cos(θ)− δr2,√|z|2 − 2δ|z|r cos(θ) + δ2r2)(∫
S1(n)
σdσ
)
dθdr = 0,
where in the last equality we have used
∫
S1(n)
σdσ = 0. This ends the proof of (6.31).
Since J(u) = j(|u|2),∇J(u) = 2j′(|u|2)u, it follows from (6.31) that∫
|u|≤1
(
δ−1∇J(u) · z− δu|z− δu|
)
Π(z)
z− δu
|z − δu|du = 0,
∫
|u|≤1
J(u)Π(z)
z− δu
|z − δu|2 du = 0,∫
|u|≤1
(
δ−1∇J(u) · z− δu|z− δu|
)
Π(z)(z − δu)du = 0,
∫
|u|≤1
J(u)Π(z)
z− δu
|z − δu|du = 0,
which are enough to yield the main results in the lemma. 
We also need the following elementary lemma:
Lemma 6.16. Let 1 ≤ p <∞, l ∈ N, g ∈ Lploc(Y × R3,Rl). Then for all 0 < R <∞ we have∫
y∈Y,|y|≤R,|z|≤R
|g(y, z + h)− g(y, z)|pdzdy → 0 as h→ 0,
sup
|h|<1
∫
y∈Y,|y|≤R,|z|≤R
|g(y, z + h)− g(y, z)|pdzdy ≤ 2p
∫
y∈Y,|y|≤R,|z|≤R+1
|g(y, z)|pdzdy.
Proof of Lemma 6.13. Let F satisfy the assumptions in Lemma 6.13. Using Lemma 6.16, one has
sup
0<δ<1
∫
y∈Y,|y|≤R,|z|≤R
|Fδ(y, z)|2dzdy ≤
∫
y∈Y,|y|≤R,|z|≤R+1
|F (y, z)|2dzdy,∫
y∈Y,|y|≤R,|z|≤R
|Fδ(y, z) − F (y, z)|2dzdy→ 0 as δ → 0+,
where Fδ is defined in Lemma 6.15. Since Fδ(y, z) is smooth in z, we have∇z(Fδ(y, z)2) = 2Fδ(y, z)∇zFδ(y, z),
which yields
(6.32)
∫
Y×R3
Ψ(y, z) · 2Fδ(y, z)Π(z)∇zFδ(y, z)dzdy = −
∫
Y×R3
F 2δ (y, z)∇z · Π(z)Ψ(y, z)dzdy.
Convergence of (l.h.s) of (6.32). By change of variable and (2.1), one has∫
|u|≤1
∣∣∣J(u)Π(z) z− δu|z − δu|2 ∣∣∣2du ≤ δ−3
∫
|z−u|<δ
(
C
∣∣∣Π(z) u|u|2 ∣∣∣
)2
du
= 2πC2δ−3
∫ ∞
0
∫ 1
−1
1{|z|2−2|z|rt+r2<δ2}(1− t2)dtdr
= 2πC2δ−3
∫
|t|<1,|z|2(1−t2)<δ2
(1− t2)
(∫ ∞
0
1{|z|2−2|z|rt+r2<δ2}dr
)
dt
≤ 2πC2δ−3
∫
|t|<1,|z|2(1−t2)<δ2
(1− t2)2
√
δ2 − |z|2(1− t2) dt ≤ C
28π
|z|2
and
∫
|u|≤1
∣∣∣(∇J(u) · z− δu|z− δu|)−Π(z)u|z− δu| ∣∣∣2du ≤ C2
∫
|u|≤1
∣∣Π(z)u∣∣2
|z− δu|2 du
= 2πC2
∫ 1
0
r4
∫ 1
−1
1− t2
|z|2(1− t2) + (|z|t− δr)2 dtdr ≤ 4πC
2
5|z|2 .
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Then using (6.29) and the fact |Π(z)h| ≤ |h|, we obtain that, for all z ∈ R3 \ {0}, 0 < δ < 1 and all
y ∈ Y \ Zδ,z,∣∣Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)∣∣
≤
(∫
|u|≤1
J(u)
∣∣Π(z− δu)∇zF (y, z− δu)−Π(z)∇zF (y, z)∣∣2du)1/2
+
(∫
|u|≤1
∣∣F (y, z − δu)− F (y, z)∣∣2du)1/2(∫
|u|≤1
∣∣∣(∇J(u) · z− δu|z− δu|)−Π(z)u|z− δu| ∣∣∣2du
)1/2
+2
(∫
|u|≤1
∣∣F (y, z− δu)− F (y, z)∣∣2du)1/2(∫
|u|≤1
∣∣∣J(u)Π(z) z− δu|z − δu|2 ∣∣∣2du
)1/2
≤
(∫
|u|≤1
J(u)
∣∣∣Π(z− δu)∇zF (y, z− δu)−Π(z)∇zF (y, z)∣∣∣2du)1/2
+
C
|z|
(∫
|u|≤1
∣∣F (y, z− δu)− F (y, z)∣∣2du)1/2.
From which together with definition of Ψ ∈ Tc,0(Y × R3,R3) that |Ψ(y, z)| ≤ C|z|, we have∫
Y×R3
|Ψ(y, z)|2∣∣Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)∣∣2dzdy
≤ CΨ
∫
|u|≤1
J(u)
(∫
|y|<R,|z|<R
∣∣Π(z− δu)∇zF (y, z − δu)−Π(z)∇zF (y, z)∣∣2dzdy)du
+CΨ
∫
|u|≤1
(∫
|y|≤R,|z|≤R
∣∣F (y, z − δu)− F (y, z)∣∣2dzdy)du→ 0 (δ → 0+),
where we have used Lemma 6.16. This implies the desired result since∣∣∣∣ ∫
Y×R3
Ψ(y, z) · 2Fδ(y, z)Π(z)∇zFδ(y, z)dzdy −
∫
Y×R3
Ψ(y, z) · 2F (y, z)Π(z)∇zF (y, z)dzdy
∣∣∣∣
≤ 2
∫
|y|≤R,|z|≤R
|Ψ(y, z)||Fδ(y, z)|
∣∣Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)∣∣dzdy
+2
∫
|y|≤R,|z|≤R
|Ψ(y, z)|
∣∣Fδ(y, z) − F (y, z)∣∣∣∣Π(z)∇zF (y, z)∣∣dzdy
≤ 2
(∫
|y|≤R,|z|≤R
|Fδ(y, z)|2dz
)1/2(∫
|y|≤R,|z|≤R
|Ψ(y, z)|2
∣∣Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)∣∣2dzdy)1/2
+2CΨ
(∫
|y|≤R,|z|≤R
∣∣Fδ(y, z) − F (y, z)∣∣2dzdy)1/2(∫
|y|≤R,|z|≤R
∣∣Π(z)∇zF (y, z)∣∣2dzdy)1/2
→ 0 (δ → 0+).
Convergence of (r.h.s) of (6.32). We also have∣∣∣∣ ∫
Y×R3
F 2δ (y, z)∇z · Π(z)Ψ(y, z)dzdy −
∫
Y×R3
F 2(y, z)∇z ·Π(z)Ψ(y, z)dzdy
∣∣∣∣
≤ CΨ
∫
|y|≤R,|z|≤R
∣∣F 2δ (y, z) − F 2(y, z)∣∣dzdy
≤ CΨ
(∫
|y|≤R,|z|≤R
∣∣Fδ(y, z) − F (y, z)∣∣2dzdy)1/2(∫
|y|≤R,|z|≤R+1
∣∣F (y, z)∣∣2dzdy)1/2
→ 0 (δ → 0+).
Thus from these two estimates, (6.32) yields that∫
Y×R3
Ψ(y, z) · 2F (y, z)Π(z)∇zF (y, z)dzdy = −
∫
Y×R3
F 2(y, z)∇z ·Π(z)Ψ(y, z)dzdy.
By definition, F 2 has the weak projection gradient Π(z)∇zF 2(y, z) in z ∈ R3 \ {0} and Π(z)∇zF 2(y, z) =
2F (y, z)Π(z)∇zF (y, z). 
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Proof of Lemma 6.14. Suppose that F satisfies the assumption in Lemma 6.14. Then
(6.33) cR := inf
y∈Y,|y|≤R,|z|≤R+1
F (y, z) > 0
from which we see that if y ∈ Y, |y| ≤ R, |z| ≤ R, 0 < δ < 1, then Fδ(y, z) =
∫
|u≤1 J(u)F (y, z−δu)du ≥ cR
where Fδ is defined in Lemma 6.15. Thus if δ → 0+, then∫
|y|≤R,|z|≤R
∣∣∣√Fδ(y, z) −√F (y, z)∣∣∣dzdy ≤ 1
2
√
cR
∫
|y|≤R,|z|≤R
|Fδ(y, z) − F (y, z)|dzdy → 0,∫
|y|≤R,|z|≤R
∣∣∣ 1√
Fδ(y, z)
− 1√
F (y, z)
∣∣∣dzdy ≤ 1
2cR
√
cR
∫
|y|≤R,|z|≤R
|Fδ(y, z) − F (y, z)|dzdy → 0.
Since Fδ(y, z) is smooth in z and has positive lower bound on any bounded set, it follows that
∇z
√
Fδ(y, z) =
∇zFδ(y, z)
2
√
Fδ(y, z)
.
Thus
(6.34)
∫
Y×R3
Ψ(y, z) · Π(z)∇zFδ(y, z)
2
√
Fδ(y, z)
dzdy = −
∫
Y×R3
√
Fδ(y, z)∇z · Π(z)Ψ(y, z)dzdy.
Convergence of (l.h.s) of (6.34). Using (6.30) , for all z ∈ R3 \ {0}, 0 < δ < 1 and y ∈ Y \ Zδ,z, we have∣∣Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)∣∣
≤
∫
|u|≤1
J(u)
∣∣Π(z− δu)∇zF (y, z− δu)−Π(z)∇zF (y, z)∣∣du+ C ∫
|u|≤1
∣∣∣∣F (y, z − δu)|z− δu| − F (y, z)|z|
∣∣∣∣du.
Then thanks to Lemma6.16, one has∫
|y|≤R,|z|≤R
∣∣Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)∣∣dzdy
≤
∫
|u|≤1
J(u)
(∫
|y|≤R,|z|≤R
∣∣Π(z− δu)∇zF (y, z− δu)−Π(z)∇zF (y, z)∣∣dzdy)du
+C
∫
|u|≤1
(∫
|y|≤R,|z|≤R
∣∣∣∣F (y, z − δu)|z− δu| − F (y, z)|z|
∣∣∣∣dzdy)du→ 0 (δ → 0+).
This implies that∫
|y|≤R,|z|≤R
∣∣∣∣Π(z)∇zFδ(y, z)2√Fδ(y, z) − Π(z)∇zF (y, z)2√F (y, z)
∣∣∣∣dzdy
≤ 1
2
∫
|y|≤R,|z|≤R
|Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)|√
Fδ(y, z)
dzdy
+
1
2
∫
|y|≤R,|z|≤R
|Π(z)∇zF (y, z)|
∣∣∣∣ 1√Fδ(y, z) − 1√F (y, z)
∣∣∣∣dzdy =: 12Aδ + 12Bδ
and from the lower bound (6.33) we have
Aδ ≤ 1√
cR
∫
|y|≤R,|z≤R
|Π(z)∇zFδ(y, z) −Π(z)∇zF (y, z)|dzdy → 0 (δ → 0+).
For any 0 < M <∞, consider a decomposition
Bδ =
∫
|y|≤R,|z|≤R
|Π(z)∇zF (y, z)|1{|Π(z)∇zF (y,z)|≤M}
∣∣∣∣ 1√Fδ(y, z) − 1√F (y, z)
∣∣∣∣dzdy(6.35)
+
∫
|y|≤R,|z|≤R
|Π(z)∇zF (y, z)|1{|Π(z)∇zF (y,z)|>M}
∣∣∣∣ 1√Fδ(y, z) − 1√F (y, z)
∣∣∣∣dzdy
≤M
∫
|y|≤R,|z|≤R
∣∣∣∣ 1√Fδ(y, z) − 1√F (y, z)
∣∣∣∣dzdy
+
1√
cR
∫
|y|≤R,|z|≤R
|Π(z)∇zF (y, z)|1{|Π(z)∇zF (y,z)|>M}dzdy.
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By definition of Fδ, the first term in the righthand side of (6.35) tends to zero as δ → 0+, while by the L1loc
integrability of |Π(z)∇zF (y, z)|, the second term in the righthand side of (6.35) tends to zero as M →∞.
Thus by first letting δ → 0+ and then letting M →∞ we conclude lim
δ→0+
Bδ = 0 and hence
lim
δ→0+
∫
|y|≤R,|z|≤R
∣∣∣∣Π(z)∇zFδ(y, z)2√Fδ(y, z) − Π(z)∇zF (y, z)2√F (y, z)
∣∣∣∣dzdy = 0.
From this we deduce that∣∣∣∣ ∫
Y×R3
Ψ(y, z) · Π(z)∇zFδ(y, z)
2
√
Fδ(y, z)
dzdy −
∫
Y×R3
Ψ(y, z) · Π(z)∇zF (y, z)
2
√
F (y, z)
dzdy
∣∣∣∣
≤ CΨ
∫
|y|≤R,|z|≤R
∣∣∣∣Π(z)∇zFδ(y, z)2√Fδ(y, z) − Π(z)∇zF (y, z)2√F (y, z)
∣∣∣∣dzdy→ 0 (δ → 0+).
Convergence of (r.h.s) of (6.34). By simple computation we have∣∣∣∣ ∫
Y×R3
√
Fδ(y, z)∇z ·Π(z)Ψ(y, z)dzdy −
∫
Y×R3
√
F (y, z)∇z ·Π(z)Ψ(y, z)dzdy
∣∣∣∣
≤ CΨ
∫
|y|≤R,|z|≤R
∣∣√Fδ(y, z) −√F (y, z)∣∣dzdy→ 0 (δ → 0+).
Letting δ → 0+ in (6.34) we finally obtain that∫
Y×R3
Ψ(y, z) · Π(z)∇zF (y, z)
2
√
F (y, z)
dzdy = −
∫
Y×R3
√
F (y, z)∇z · Π(z)Ψ(y, z)dzdy.
Thus Π(z)∇z
√
F (y, z) exists and Π(z)∇z
√
F (y, z) = Π(z)∇zF (y,z)
2
√
F (y,z)
. 
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