Abstract. Energy confinement data of large fusion devices are analyzed in terms of reduced variables which consist of certain combinations of the machine variables. The goal is to predict the single variable behaviour from a data set with entries which differ in more than one variable setting from each other. Bayesian neural networks are used to model the hyper-surface evolving for the energy confinement as a function of the reduced variables. In order to tell which neural net is best and to provide expectation values the multi-dimensional multi-modal marginalization integrals are calculated employing a Monte Carlo method called perfect tempering.
INTRODUCTION
In the 1998 conference of this series we presented a paper [1] which analyzed energy confinement data of the stellarator W7-AS in terms of dimensionless form free scaling functions. Since no first principles theory exists to describe the energy confinement in such a device empirical scaling laws are employed to characterize the plasma machine properties. These are for W7-AS the particle density Ò, magnetic field , heating power È and the minor radius Ö, apart from other -dimensionless -quantities like the rotational transform . Though the functional form of the scaling law is unknown one can use basic plasma models in order to create a set of reduced variables with which one composes the scaling function. This was achieved by Connor and Taylor [2] in requiring that the invariances of plasma models under similarity transformations should be the same as those of the scaling function belonging to the respective model. Four kinetic models (see table 1) were obtained in considering the Boltzmann equation of motion (describing a collisional plasma) or the Vlasov equation (collisionless plasma) and discriminating further between the electrostatic limit (low-¬ case) or a self-consistent calculation of the electro-magnetic fields from the Maxwell equations (high-¬). By the invariance requirement the plasma variables are combined in one to three terms Ü with scaling exponents according to the basic plasma model (see table 1 ).
The constant in (2) carries fundamental physical constants and units and contains the product ½ ½ ¾ ¾ ¿ ¿ . The scaling terms are represented by a dimensionless function ´Ü µ where Ü and carry one to three components. The main idea of the 1998 paper [1] was not to use a single scaling function of shape (1) but to expand the confinement energy in a Ã-dimensional series of terms of this form
The AE-dimensional vectors ´ µ (AE is the number of data) span a basis in Ã-space.
With AE of these vectors we have a complete basis. However, since we are dealing with noisy data an expansion into a complete basis results in meaningless over-fit. The task was therefore to look for the most probable truncated expansion in the most probable model. This result was finally used to calculate single variable scans which are notoriously difficult to access experimentally. The interest in single variable scans comes from the fact that most fusion experiments are carried out with variable settings which differ from each other every time. Data bases of fusion machines contain thousands of such entries from different machines. A method which can extract from all those data the machine behaviour for a particular set of variables which is not measured or unaccessible but can be inferred from the experiments already done is therefore highly desirable.
The result of the 1998 approach was that the collisional low-¬ model (Å ¾ ) is the most probable one, where an expansion in to Ã ¿ vectors was sufficient to describe the data within their uncertainty ranges. The calculations of single variable scans performed for density and absorbed plasma power were excellent within the range supported by the data with little predictive power outside. 
FIGURE 2. Neural net with input knots Ü , one hidden layer , and output function . and are additive bias, Ù and Ú weights to the respective knots.
Let us have a closer look at the data depicted in Fig. 1 . While in (a) the energy content increases as function of the collisionless low-¬ variable more or less continuously on the logarithmic x-axis a unique trend in (b) and (c) is much less evident. Still, the plasma energy defines a hyper-surface in the space of the reduced variables.
NEURAL NETWORKS
Neural networks (NN) [3, 4] are another more or less more general nonlinear many to many mapping. For the present problem the NN (see Fig. 2 ) would have one to three inputs and a single output ´ Ü Å µ, where comprises the network parameters. The measurement uncertainty is known (see [5] ). The model equation of our analysis is then
The ½ AE values of the machine variables Ò, , È and Ö transform to the reduced variables Ü , with ½ AE ÁÒÔÙØ . The NN has therefore up to three input knots according to the Connor-Taylor models in table 1. On output they are multiplied with weights Ù to be input to the hidden layer with ½ Ã knots. Furthermore the bias is input to each knot which adds all up to be the increment to a sigmoidal function
This is multiplied with weight Ú , and the sum over all together with bias gives the output knot function
If we put outside of the parentheses in eq. (5) and substitute Û Ù we can rewrite eq. (6) to give
What we achieved is to have a normalized equation of a hyper-plane in the inner parentheses multiplied by a parameter which characterizes the slope at half height (Ú ¾) of the sigmoidal function.
BAYESIAN APPROACH
While usually the data is separated into training and validation set in order to determine the NN parameters, the Bayesian approach employs the predictive distribution of the full data set. However, this demands the formulation of a prior function for which no convincing solution was found previously. The likelihood function corresponding to model Eq. (4) reads: 
We assume an estimate ½ × for and marginalize over :
All these prior probability functions Eqn. (9,10,13) allow to generate random numbers with the respective distribution. This property is employed in the numerical method described further down.
We want to go for the most probable CT-model Å Ô´Å µ Ô´ Å µÔ´Å µ
and to identify within this model the suitable number Ã of hidden knots
With the resulting Å and Ã we then calculate the single variable scans. Since a priori we do not wish to favour any model or any number of knots we can write Ô´Å µ ½ ÓÒ×Ø and Ô´Ã Å µ ½ ÓÒ×Ø. The global likelihood in Eq. (14) is
where the marginal likelihood in Eqn. (15) and (16) is finally the quantity we derived the formulas for on the previous pages.
The integrand will be used as the sampling density in the Metropolis algorithm of the Markov chain Monte Carlo procedure. However, due to the interchangeability of the neurons the space of the integral is highly multi-modal. One either has to order the net variables or has to employ a numerical method which is able to find all modes. Perfect tempering [7] is such a method. Perfect tempering allows the calculation of both the evidence and expectation values at the same time. In this modification of the simulated tempering algorithm [8] a further probability density function Ô ¼ is introduced in which the Monte Carlo random walker faces no problems to travel to all important regions of Ô ½ Ô´ Ã Å µ. An artificial (inverse) temperature ¬ describes the transfer between Ô ¼ at ¬ ¼ and Ô ½ at ¬ ½ traveling up and down through a proper number of temperature levels. Since the problematic multi-modal structure is due to the likelihood function Eq. (8) only, it is obvious to make use of the other part of Eq. (17), i.e. the priors Eqn. (9,10,13) to construct the function Ô ¼ . It is convenient that these priors fulfill the requirement of the perfect tempering method to draw exact samples from Ô ¼ .
RESULTS
The data used in the present analysis were drawn from the same data set as in the 1998 paper [1] , i.e.
½ ¿ W7-AS data from the international stellarator energy data base [9] , however, reduced for data with densities above ¡½¼ ½ Ñ ¿ . This gives a total of AE ½¿ data points. The model comparison according to Eq. (14) identified the collisionless low-¬ (Å ½ ) as the most probable one (see right column in Tab. 1). This is in contradiction to our previous result where the collisional low-¬ (Å ¾ ) was the winner. The reason for this surprising result can be found in Fig. 1 . A sigmoidal function can easily mimic the nearly linear behaviour of the energy content as function of the first CT-variable Ü ½ in Fig. 1(a) . Since for the other two CT-variables in Figs. 1(b) and (c) this is not the case, at least not for a moderate number of neural knots, Occam's razor favours the model which only depends on Ü ½ , i.e. Å ½ . In our previous approach the CT-variables were vectors with powers as the unknown parameters. Obviously in such a basis a more complicated model was needed to get a decent description of the data. The neural net with its sigmoidal function represents simply the better basis. The second point which had to be clarified is if there exists an optimal number Ã of neural knots. Fig. 3 shows the evidence for model Å ½ as function of Ã. The highest value is obtained for 3 knots with the quite typical behaviour of hierarchical models showing with growing complexity a fast increase to the most probable model and a slow decrease afterwards. This is accompanied in ¾ by a fast drop and slower decrease afterwards. However, with ever increasing number of knots, ¾ would diminish corresponding to a progressive over-fit of the data. Finally we come to the single variable scan. The result for three different scans is shown in Fig. 4 . In each of these we had the AE ½¿ measurements for various settings of the machine variables and asked for the result (full line with error bars) if only either the density or the absorbed power or the minor radius of the plasma would be varied. This is compared to actual measurements of these scans (full circles), which were not included in the data base. The agreement in Fig. 4 (a) and (b) is excellent within the error bars. The grey shaded areas represent the confidence range of the previous approach. Especially for small densities and powers the neural net with the simpler collisionless low-¬ model provides more robust predictions. In Fig. 4(c) we can only compare with measurements of the minor radius scan performed for 
CONCLUSION AND OUTLOOK
Bayesian neural nets together with perfect tempering proved to be capable to produce reliable results for various single variable scans in the W7-AS data base. A sensible most probable model and a most probable number of neural knots were identified by evidence analysis. This work was intended as proof of principle for the employed numerical methods. We are using it in ongoing work to examine the single variable response of fusion devices to be found in the ITER L-mode data base.
