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The structure of a minimal n-chart with
two crossings II:
Neighbourhoods of Γ1 ∪ Γn−1
Teruo NAGASE and Akiko SHIMA1
Abstract
Given a 2-crossing minimal chart Γ, a minimal chart with two
crossings, set
α = min{ i | there exists an edge of label i containing a white vertex},
and
β = max{ i | there exists an edge of label i containing a white vertex}.
In this paper we study the structure of a neighbourhood of Γα ∪ Γβ,
and propose a normal form for 2-crossing minimal n-charts, here Γα
and Γβ mean the union of all the edges of label α and β respectively.
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1 Introduction
Charts are oriented labeled graphs in a disk with three kinds of vertices
called black vertices, crossings, and white vertices (see Section 2 for the
precise definition of charts, black vertices, crossings, and white vertices).
From a chart, we can construct an oriented closed surface embedded in 4-
space R4 (see [4, chapter 14, chapter 18 and chapter 23]). A C-move is
a local modification between two charts in a disk (see Section 2). A C-
move between two charts induces an ambient isotopy between oriented closed
surfaces corresponding to the two charts. Two charts are said to be C-move
equivalent if there exists a finite sequence of C-moves which modifies one of
the two charts to the other.
We will work in the PL or smooth category. All submanifolds are assumed
to be locally flat. A surface link is a closed surface embedded in 4-space R4.
A 2-link is a surface link each of whose connected component is a 2-sphere.
A 2-knot is a surface link which is a 2-sphere. An orientable surface link
is called a ribbon surface link if there exists an immersion of a 3-manifold
M into R4 sending the boundary of M onto the surface link such that each
connected component of M is a handlebody and its singularity consists of
ribbon singularities, here a ribbon singularity is a disk in the image of M
whose pre-image consists of two disks; one of the two disks is a proper disk
of M and the other is a disk in the interior of M . In the words of charts, a
ribbon surface link is a surface link corresponding to a ribbon chart, a chart
1The second author is supported by JSPS KAKENHI Grant Number 18K03309.
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C-move equivalent to a chart without white vertices [2]. A chart is called a
2-link chart if a surface link corresponding to the chart is a 2-link.
In this paper, we denote the closure, the interior, the boundary, and the
complement of (...) by Cl(...), Int(...), ∂(...), (...)c respectively. Also for a
finite set X, the notation |X| denotes the number of elements in X.
At the end of this paper there are lists of terminologies and notations
which are used in this paper.
Kamada showed that any 3-chart is a ribbon chart [2]. Kamada’s result
was extended by Nagase and Hirota: Any 4-chart with at most one crossing
is a ribbon chart [5]. We showed that any n-chart with at most one crossing
is a ribbon chart [7]. We also showed that any 2-link chart with at most two
crossings is a ribbon chart [8], [9].
The purpose of our research is a classification of surface links by using
charts. However we do not classify ribbon surface links. It is known that
any minimal chart Γ decomposes a ribbon chart and a main part of a chart,
Main(Γ) by C-I-M1 moves and C-I-M2 moves (see Section 2 for the definitions
of Main(Γ), C-I-M1 moves, and C-I-M2 moves). We want to classify charts
(modulo ribbon charts) up to C-move equivalent and we want to find a new
minimal chart.
Let Γ be a chart in a disk D2, and D a disk in D2. The pair (Γ ∩D,D)
is called a tangle provided that
(i) ∂D does not contain any white vertices, black vertices nor crossings of
Γ,
(ii) if an edge of Γ intersects ∂D, then the edge intersects ∂D transversely,
(iii) Γ ∩D 6= ∅.
For each label m of a chart Γ, we define
Γm = the union of all the edges of label m and their vertices in Γ.
For a chart Γ containing a white vertex, we define
α(Γ) = min{ i | Γi contains a white vertex},
β(Γ) = max{ i | Γi contains a white vertex}.
Let Γ be a chart in a disk D2. A closed edge in Γ without vertices is called
a hoop. A hoop is said to be simple if one of the complementary domains of
the hoop in D2 does not contain any white vertices. An edge with two black
vertices is called a free edge.
In this paper and [11], we investigate the structure of minimal charts with
two crossings (see Section 2 for the precise definition of a minimal chart), and
give an enumeration of the charts with two crossings (see Section 9). First,
we split a minimal chart with two crossings into two kinds of tangles; one is
called a net-tangle, and the other is called an IO-tangle.
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Figure 1: (b) a tangle (Γ ∩ Ei, Ei) with Γ ∩ Ei ⊂ Γ2 ∪ Γ3 ∪ Γ4 for the case
α = 1 and β = 5, here all the free edges and simple hoops are in a regular
neighbourhood of ∂D2, and the numbers are labels of the chart.
We investigate net-tangles in [11], and IO-tangles in this paper. In short,
for any minimal n-chart Γ with two crossings in a disk D2, setting α =
α(Γ), β = β(Γ), there exist two cycles Cα ⊂ Γα and Cβ ⊂ Γβ with Cα ∩ Cβ
the two crossings (see Lemma 1.1). If Γα or Γβ contains at least three white
vertices, then after shifting all the free edges and simple hoops into a regular
neighbourhood of ∂D2 by applying C-I-M1 moves and C-I-M2 moves, we can
find an annulus A containing all the white vertices of Γ but not intersecting
any hoops nor free edges such that (see Fig. 1(a))
(1) each connected component of Cl(D2 − A) contains a crossing,
(2) Γ ∩ ∂A = (Cα ∪ Cβ) ∩ ∂A, and Γ ∩ ∂A consists of eight points.
In Section 9, we show the annulus A can be split into mutually disjoint four
disks D1, D2, D3, D4 and mutually disjoint four disks E1, E2, E3, E4 such that
(3) for each i = 1, 2, 3, 4, if α + 1 = β − 1, then Γ ∩ Ei consists of parallel
proper arcs of Ei of label α + 1, otherwise the tangle (Γ ∩ Ei, Ei) is a
net-tangle with Γ∩Ei ⊂ ∪β−1j=α+1Γj as shown in Fig. 1(b) (see Section 8
for the definition of a net-tangle), and
(4) for each i = 1, 3 (resp. i = 2, 4) the tangle (Γ ∩Di, Di) is an IO-tangle
of label α (resp. label β) (see two paragraphs before Theorem 1.2 for
the definition of an IO-tangle).
We count the number of edges between edges with black vertices in Fig. 1(b)
to enumerate charts with two crossings. As important results, from the
enumeration we can calculate the fundamental group of the exterior of the
3
surface link represented by Γ, and the braid monodromy of the surface braid
represented by Γ.
A chart with exactly two crossings is called a 2-crossing chart.
The following lemma is the first step to investigate a 2-crossing minimal
chart and shown in Section 3.
Lemma 1.1 (cf. [9, Lemma 6.3]) Let Γ be a 2-crossing minimal chart in
a disk D2. Set α = α(Γ), β = β(Γ). Then there exists a minimal chart Γ′
obtained from Γ by applying C-I-M1 moves and C-I-M2 moves satisfying the
following conditions.
(a) There exist two cycles Cα, Cβ with Cα ⊂ Γ′α, Cβ ⊂ Γ′β such that Cα∩Cβ
consists of the two crossings.
(b) There exists an annulus A with A ∩ ∂D2 = ∅ such that A contains all
the white vertices of Γ′ but does not intersect hoops nor free edges.
(c) Each connected component of Cl(D2 − A) contains a crossing.
(d) Γ′ ∩ ∂A = (Cα ∪ Cβ) ∩ ∂A, Γ′ ∩ ∂A consists of eight points.
(e) Γ′α ∩ A consists of two connected components X1, X3 separated by Cβ.
(f) Γ′β ∩ A consists of two connected components X2, X4 separated by Cα.
Let Γ be a chart in a disk D2, and E a disk. Suppose that an edge e of
Γ transversely intersects ∂E. Let p be a point in e ∩ ∂E, and N a regular
neighbourhood of p in D2. Then the orientation of e induces the one of the
arc e ∩N . The edge e is said to be locally inward (resp. locally outward) at
p with respect to E if the oriented arc e∩N is oriented from a point outside
(resp. inside) E to a point inside (resp. outside) E. We often say that e is
locally inward (resp. outward) at p instead of saying that e is locally inward
(resp. outward) at p with respect to E, if there is no confusion.
An edge of a chart Γ is called a terminal edge if it contains a white vertex
and a black vertex.
For a simple arc `, we set
∂` = the set of its two endpoints, and
Int ` = `− ∂`.
Let Γ be a chart, and m a label of the chart. A tangle (Γ∩D,D) is called
an IO-tangle of label m provided that (see Fig. 2)
(i) no terminal edge nor free edge intersects ∂D,
(ii) there exists a label k with |m− k| = 1 and Γ ∩D ⊂ Γm ∪ Γk,
(iii) there exist two arcs LI , LO on ∂D with LI ∩ LO = ∂LI = ∂LO =
Γm ∩ ∂D,
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Figure 2: An IO-tangle of label m. The thick edges are of label m. The
light gray arc is LI , and the dark gray arc is LO
(iv) for any point p ∈ Γ∩ Int LI , there exists an edge of label k locally
inward at p, and
for any point p ∈ Γ∩ Int LO, there exists an edge of label k locally
outward at p.
The pair (LI , LO) is called a boundary IO-arc pair of the tangle. An IO-
tangle of label m is said to be simple if all the terminal edge in D is of label
m.
Let X1, X2, X3, X4 be the connected components in Lemma 1.1 above.
For each i = 1, 2, 3, 4, let D∗i be a regular neighbourhood of the SC-closure
SC(Xi) in the annulus A (see Section 3 for the definition of SC-closures).
Then the tangle (Γ′∩D∗i , D∗i ) is called a fundamental tangle of the 2-crossing
chart.
We obtain the following theorem for fundamental tangles.
Theorem 1.2 Let Γ be a 2-crossing minimal chart, and (Γ ∩ D,D) a fun-
damental tangle. If D contains at least two white vertices, then the tangle is
a simple IO-tangle.
A simple arc ` in a compact surface E is called a proper arc provided that
` ∩ ∂E = ∂`. We decompose a simple IO-tangle. Let Γ be a chart, and m a
label of Γ. An IO-tangle (Γ∩D,D) of label m is called a Type-I elementary
IO-tangle of label m provided that
(I) there exists a disk E containing all the white vertices in D with ∂E ⊂
Γm ∩D.
An IO-tangle (Γ ∩D,D) of label m is called a Type-II elementary IO-tangle
of label m provided that
5
(II) Γm ∩D contains no cycle, but there exists a proper arc LD of D con-
taining all the white vertices in D with LD ⊂ Γm ∩ D (hence the arc
LD connects the two points Γm ∩ ∂D).
Let D† be a disk. A tangle (Γ ∩D†, D†) is called a trivial tangle of label m
if Γ ∩ D† is a proper arc of D† contained in the interior of an edge of label
m. We consider the trivial tangle as a Type-II elementary IO-tangle. Now
Type-I elementary IO-tangles and Type-II elementary IO-tangles are called
elementary IO-tangles.
Let Γ be a chart, and m a label of the chart. Let (Γ ∩ D,D) be an
IO-tangle of label m. The tangle is said to have an elementary IO-tangle
decomposition (Γ∩D1, D1)#(Γ∩D2, D2)# · · ·#(Γ∩D2s+1, D2s+1) provided
that (see Fig. 15)
(i) for each i = 1, 2, · · · , 2s+ 1,
if i is even, then (Γ∩Di, Di) is a Type-I elementary IO-tangle of label
m,
otherwise (Γ ∩Di, Di) is a Type-II elementary IO-tangle of label m,
(ii) D = ∪2s+1i=1 Di,
(iii) there exist 2s proper arcs `1, `2, · · · , `2s of D such that for each i =
1, 2, · · · , 2s, `i ∩ Γ = `i ∩ Γm = a point,
(iv) for each 1 ≤ i < j ≤ 2s+ 1,
Di ∩Dj =
{
`i if j = i+ 1,
∅ otherwise.
Theorem 1.3 Let Γ be a minimal chart, and m a label of the chart. Then
any simple IO-tangle (Γ ∩ D,D) of label m has an elementary IO-tangle
decomposition.
Let Γ be a chart. If an edge is oriented from a vertex v1 to a vertex v2,
then edge is said to be inward at the vertex v2, also outward at the vertex v1.
Let Γ be a chart, and m a label of Γ. Let p be a positive integer. A
Type-I elementary IO-tangle (Γ ∩D,D) of label m with a boundary IO-arc
pair (LI , LO) is said to be of Type-Ip provided that (see Fig. 3)
(i) there exists a disk E containing all the white vertices in D with ∂E ⊂
Γm ∩D, but Int E does not contain a white vertex,
(ii) the closure of Γm∩(D−E) consists of two terminal edges τI , τO and two
arcs such that one of the two arcs is contained in an edge eI inward at
a white vertex in ∂E, and the other is contained in an edge eO outward
at a white vertex in ∂E,
(iii) ∂E− (eI ∪ eO) consists of two components J ′I , J ′O with J ′I ∩ τI 6= ∅, J ′O ∩
τO 6= ∅ such that each of J ′I and J ′O contains exactly p white vertices,
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Figure 3: Type-I3 elementary IO-tangles of label m. The thick arcs are of
label m.
(iv) one of the two components of J ′I − τI does not contain a white vertex,
and
one of the two components of J ′O− τO does not contain a white vertex.
The following theorem simplifies the structure of fundamental tangles for
a 2-crossing minimal chart.
Theorem 1.4 Let Γ be a minimal chart, and m a label of Γ. Then any
Type-I elementary IO-tangle of label m is of Type-Ip for some integer p.
Our paper is organized as follows: In Section 2, we introduce the definition
of charts and its related words. In Section 3, we shall prove Lemma 1.1.
In Section 4, we shall prove Theorem 1.2 and Theorem 1.3. In Section 5
and Section 6, we investigate a directed path. In Section 7, we shall prove
Theorem 1.4. In Section 8, we define indices for simple IO-tangles and N-
tangles. In Section 9, we define a normal form for 2-crossing minimal charts.
2 Preliminaries
In this section, we introduce the definition of charts and its related words.
Let n be a positive integer. An n-chart (a braid chart of degree n [1]
or a surface braid chart of degree n [4]) is an oriented labeled graph in the
interior of a disk, which may be empty or have closed edges without vertices
satisfying the following four conditions (see Fig. 4):
(i) Every vertex has degree 1, 4, or 6.
(ii) The labels of edges are in {1, 2, . . . , n− 1}.
(iii) In a small neighborhood of each vertex of degree 6, there are six short
arcs, three consecutive arcs are oriented inward and the other three are
outward, and these six are labeled i and i + 1 alternately for some i,
where the orientation and label of each arc are inherited from the edge
containing the arc.
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(iv) For each vertex of degree 4, diagonal edges have the same label and
are oriented coherently, and the labels i and j of the diagonals satisfy
|i− j| > 1.
We call a vertex of degree 1 a black vertex, a vertex of degree 4 a crossing,
and a vertex of degree 6 a white vertex respectively. Among six short arcs in a
small neighborhood of a white vertex, a central arc of each three consecutive
arcs oriented inward (resp. outward) is called a middle arc at the white
vertex (see Fig. 4(c)). For each white vertex v, there are two middle arcs at
v in a small neighborhood of v. An edge e is said to be middle at a white
vertex v if it contains a middle arc at v.
Figure 4: (a) A black vertex. (b) A crossing. (c) A white vertex. Each arc
with three transversal short arcs is a middle arc at the white vertex.
Now C-moves are local modifications of charts as shown in Fig. 5 (cf. [1],
[4] and [12]). We often use C-I-M2 moves, C-I-M3 moves, C-II moves and
C-III moves.
Kamada originally defined CI-moves as follows: A chart Γ is obtained
from a chart Γ′ in a disk D2 by a CI-move, if there exists a disk E in D2
such that
(i) the two charts Γ and Γ′ intersect the boundary of E transversely or do
not intersect the boundary of E,
(ii) Γ ∩ Ec = Γ′ ∩ Ec, and
(iii) neither Γ ∩ E nor Γ′ ∩ E contains a black vertex,
where Ec is the complement of E in the disk D2.
Remark 2.1 Any CI-move is realized by a finite sequence of seven types:
C-I-R2, C-I-R3, C-I-R4, C-I-M1, C-I-M2, C-I-M3, C-I-M4.
Let Γ be a chart. Let e1 and e2 be edges of Γ which connect two white
vertices w1 and w2 where possibly w1 = w2. Suppose that the union e1 ∪ e2
bounds an open disk U . Then Cl(U) is called a bigon of Γ provided that
any edge containing w1 or w2 does not intersect the open disk U (see Fig. 6).
Note that neither e1 nor e2 contains a crossing.
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Figure 5: For the C-III move, the edge containing the black vertex does not
contain a middle arc at a white vertex in the left figure.
Figure 6: Bigons.
Let Γ be a chart. Let w(Γ), f(Γ), c(Γ), and b(Γ) be the number of white
vertices, the number of free edges, the number of crossings, and the number
of bigons of Γ respectively. The 4-tuple (c(Γ), w(Γ),−f(Γ),−b(Γ)) is called a
c-complexity of the chart Γ. The 4-tuple (w(Γ), c(Γ),−f(Γ),−b(Γ)) is called
a w-complexity of the chart Γ. The 3-tuple (c(Γ) + w(Γ),−f(Γ),−b(Γ)) is
called a cw-complexity of the chart Γ (see [2] for complexities of charts).
A chart Γ is said to be c-minimal (resp. w-minimal or cw-minimal) if
its c-complexity (resp. w-complexity or cw-complexity) is minimal among
the charts which are C-move equivalent to the chart Γ with respect to the
lexicographical order of the 4-tuple (or 3-tuple) of the integers. If a chart is
c-minimal, w-minimal or cw-minimal, then we say that the chart is minimal
in this paper.
An oval nest is a free edge together with some concentric simple hoops.
Proposition 2.2 ([11, Proposition 2.2]) Let Γ be a chart in a disk D2. For
any regular neighbourhood N of ∂D2 in D2, there exists a chart Γ′ obtained
9
Figure 7: Moving free edges into a gray annulus N , a regular neighbourhood
of ∂D2 in D2.
from Γ by C-I-M2 moves and ambient isotopies of D2 without changing the
complexity such that (see Fig. 7)
(a) Γ′ ∩ (D2 −N) contains no free edge,
(b) Γ′ ∩N consists of oval nests, simple hoops and free edges.
Let m be a label of a chart Γ. A simple closed curve in Γm is called a
ring, if it contains at least one crossing but does not contain a white vertex
nor black vertex.
Proposition 2.3 ([10, Remark 2.3], [11, Proposition 2.3]) Let Γ be a mini-
mal chart in D2. Then we have the following:
(a) If an edge of Γ contains a black vertex, then the edge is a terminal edge
or a free edge.
(b) Any terminal edge of Γ contains a middle arc at its white vertex.
(c) Each complementary domain of any ring in D2 must contain at least
one white vertex.
Proposition 2.4 ([11, Proposition 2.4]) Let Γ be a minimal chart in a disk
D2. For any regular neighbourhood N of ∂D2 in D2, there exists a minimal
chart Γ′ obtained from Γ by C-I-M2 moves and ambient isotopies of D2 such
that
(a) Γ′ ∩ (D2 −N) contains neither free edge nor simple hoop,
(b) Γ′ ∩N consists of oval nests, simple hoops and free edges.
For any minimal chart in a disk D2 we can move free edges and simple
hoops into a regular neighbourhood of ∂D2 in D2 by C-I-M2 moves and
ambient isotopies of D2 by Proposition 2.2 and Proposition 2.4. Even during
argument, if free edges or simple hoops appear, we immediately move them
into a regular neighbourhood of ∂D2 in D2. Thus we assume the following
(cf. [7], [10, Assumption 1]):
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Figure 8: (b),(c) Consecutive triplets.
Assumption 1 For any minimal chart in a disk D2, all the free edges and
simple hoops are in a regular neighbourhood of ∂D2 in D2.
Let Γ be a minimal chart in a disk D2, and X the union of all the free
edges and simple hoops. Now X is in a regular neighbourhood N of ∂D2 in
D2 by Assumption 1. We say that Γ is a chart with a brim N in D2. We
define
Main(Γ) = Γ−X.
Let D̂ = Cl(D2 −N). Then Γ ∩ D̂ =Main(Γ). Hence (Γ ∩ D̂, D̂) is a tangle
without free edges and simple hoops.
In this paper we always assume that
for any tangle (Γ ∩ D,D), the disk D does not contain any free edge
nor a simple hoop.
Let E be a disk, and `1, `2, `3 three arcs on ∂E such that each of `1 ∩ `2
and `2 ∩ `3 is one point and `1 ∩ `3 = ∅ (see Fig. 8(a)), say p = `1 ∩ `2,
q = `2 ∩ `3. Let Γ be a chart in a disk D2. Let e1 be a terminal edge of Γ.
A triplet (e1, e2, e3) of mutually different edges of Γ is called a consecutive
triplet if there exists a continuous map f from the disk E to the disk D2 such
that (see Fig. 8(b) and (c))
(i) the map f is injective on E − {p, q},
(ii) f(`3) is an arc in e3, and f(Int E) ∩ Γ = ∅, f(`1) = e1, f(`2) = e2,
(iii) each of f(p) and f(q) is a white vertex.
If the label of e3 is different from the one of e1 then the consecutive triplet
is said to be admissible.
Remark 2.5 Let (e1, e2, e3) be a consecutive triplet. Since e2 is an edge of
Γ, the edge e2 MUST NOT contain a crossing.
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Lemma 2.6 [Consecutive Triplet Lemma] ([7, Lemma 1.1], [10, Lemma 3.1])
Any consecutive triplet in a minimal chart is admissible.
Let Γ be a chart. A tangle (Γ ∩D,D) is called an NS-tangle of label m
(new significant tangle) provided that
(i) if i 6= m, then Γi ∩ ∂D is at most one point,
(ii) Γ ∩D contains at least one white vertex, and
(iii) for each label i, the intersection Γi ∩D contains at most one crossing.
Lemma 2.7 ([10, Theorem 1.2]) In a minimal chart, there does not exist
an NS-tangle of any label.
Lemma 2.8 [Boundary Condition Lemma] ([8, Lemma 4.1], [10, Lemma
11.1]) Let (Γ ∩D,D) be a tangle in a minimal chart Γ such that D does not
contain any crossing, free edge nor simple hoop. Let a = min{ i | Γi∩∂D 6= ∅}
and b = max{ i | Γi ∩ ∂D 6= ∅}. Then Γi ∩D = ∅ except for a ≤ i ≤ b.
Let Γ be a chart, and m a label of Γ. A simple closed curve in Γm is
called a cycle of label m.
Let Γ be a chart, and m a label of Γ. Let C be a cycle of label m in Γ
bounding a disk E. Then an edge e of label m is called an outside edge for
C provided that
(i) e ∩ C consists of one white vertex or two white vertices, and
(ii) e 6⊂ E.
For a cycle C of label m, we define
W(C) = {w | w is a white vertex in C},
WMidO (C,m) = {w ∈ W(C) | there exists an outside edge for C middle at w}.
The following lemma will be used in the proof of Lemma 7.4.
Lemma 2.9 ([11, Lemma 2.11]) Let Γ be a minimal chart, and m, k labels
of Γ with |m− k| = 1. Let (Γ ∩D,D) be a tangle with Γ ∩D ⊂ Γm ∪ Γk but
without free edges nor simple hoops. Then for any cycle C of label m in D,
we have |WMidO (C,m)| ≥ 2.
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3 Proof of Lemma 1.1
Let Γ be a minimal chart with a brim N in a disk D2. By Assumption 1, all
the simple hoops and free edges of Γ are in the brim N . Set C∗ = ∂N−∂D2.
Let e be an edge in Main(Γ) of label m such that there exists a simple arc
` in Cl(D2 − N) connecting a point p in Int e and a point q in C∗ with
`∩Main(Γ) = p and `∩N = q (see Fig. 9(a)). We construct a chart from Γ
by a C-I-M1 move and C-I-M2 moves as follows.
First we create a simple hoop H of label m surrounding the point q by a
C-I-M1 move (see Fig. 9(b)), where H is oriented in such a way that we can
apply a C-I-M2 move between e and H. Next apply a C-I-M2 move to the
hoop H along C∗ (see Fig. 9(c) and (d)). Then we obtain two simple hoops
parallel to C∗; one hoop H1 is in the brim N and the other hoop H2 is in
D2 −N . Finally apply a C-I-M2 move between the edge e and H2 along the
arc ` to get a new edge e∗ of label m (see Fig. 9(e)). Let
Γ∗ = (Γ− e) ∪ e∗ ∪H1.
Then Γ∗ is a chart C-move equivalent to Γ. We say that the chart Γ∗ is
obtained from Γ by a double hoops trick (DH-trick) along the arc `.
Let Γ be a minimal chart with a brim N in a disk D2. Let ` be a simple arc
in Cl(D2−N) connecting a point p in D2−N and a point q in ∂N−∂D2 with
`∩N = q such that the arc ` transversely intersects an edge of Γ at each point
in Main(Γ)∩ Int `. Set Main(Γ) ∩ ` = {v1, v2, · · · , vs} here we assume that
p, vs, vs−1, · · · , v2, v1, q are situated on ` in this order, here possibly p = vs.
For each i = 1, 2, · · · , s let `[vi, q] be the subarc of ` with ∂`[vi, q] = {vi, q}.
Let Γ0 = Γ. For each i = 1, 2, · · · , s let Γi be a chart obtained from Γi−1 by
performing a DH-trick along `[vi, q] with `[vi+1, q]∩Γi = vi+1 for i < s. Then
we say that Γs is obtained from Γ by DH-tricks along `.
Remark 3.1 In the definition of DH-tricks along the arc ` above, if the
chart Γ is a minimal chart, we have the following.
(1) If the point p is not in a bigon, then the number of bigons does not change
by the DH-tricks along ` (see Fig. 9(f)), and neither does the complexity.
(2) If two bigons intersect by an edge, then we can eliminate the two white
vertices of the bigons by C-I-M2 moves and a C-I-M3 move. Thus applying
C-I-M2 moves from outer bigons (cf. Fig. 7), we can assume that the interior
of each bigon does not intersect Γ.
Lemma 3.2 Let Γ be a minimal chart in a disk D2. If 2 ≤ c(Γ) ≤ 3, then
any hoop is simple.
Proof. Let N be a brim of D2. Suppose that there exists a non-simple hoop C.
Then each complementary domains of the hoop in D2 contains a white vertex.
Since there exist at most three crossings, one of the two complementary
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Figure 9: Light gray is a brim N in D2. (f) Dark gray is a bigon.
domains contains at most one crossing, say U . The closure Cl(U) is a disk
with ∂U = C or an annulus containing ∂D2 with ∂U = C ∪ ∂D2. There are
two cases.
Case 1. If Cl(U) is a disk, then let D be a regular neighbourhood of
Cl(U) in D2. Since Γ∩ ∂D = ∅, the tangle (Γ∩D,D) is an NS-tangle. This
contradicts Lemma 2.7.
Case 2. If Cl(U) is an annulus, then by applying DH-tricks along a simple
arc ` connecting a point p in C and a point in ∂N − ∂D2 with ` ∩ C = p,
we can assume that the hoop C bounds a disk with at least one white vertex
and with at most one crossing. Thus we can find an NS-tangle by the same
way as the one of Case 1. This contradicts Lemma 2.7. 
Lemma 3.3 Let Γ be a minimal chart in a disk D2. If 2 ≤ c(Γ) ≤ 3, then
there exists no ring.
Proof. Let N be a brim of D2. Suppose that there exists a ring C. Let
A be a regular neighbourhood of C in D2. Since there exist at most three
crossings, one of a complementary domain of A in D2 contains at most one
crossing. Let D be the closure of the complementary domain of A. If neces-
sary, applying DH-tricks along a simple arc ` connecting a point on C and
a point in ∂N − ∂D2 with ` ∩ C being a point, we can assume that D is a
disk. Since each complementary domain of C in D2 contains a white vertex
by Proposition 2.3(c), and since there are at most three crossings on C, the
tangle (Γ ∩D,D) is an NS-tangle. This contradicts Lemma 2.7. 
Let Γ be a minimal chart. For a subset X of Γ, let
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B(X) = the union of all the disk bounded by a cycle in X, and
T (X) = the union of all the terminal edge intersecting X ∪B(X).
The set X ∪ B(X) ∪ T (X) is called the SC-closure of X and denoted by
SC(X). Each connected component of SC(X) is simply connected.
Let Γ be a chart, and m a label of the chart. Let W be the set of all
the white vertices of Γ. The closure of a connected component of Γm−W is
called an internal edge of label m if it contains a white vertex but does not
contain any black vertex, here we consider Γm as a topological set.
Let G be a subgraph of a chart Γ. An internal edge e in G is called a
cut-edge for G if Cl(G− e) is not connected.
Lemma 3.4 Let Γ be a minimal chart in a disk D2. Let α = α(Γ), and
β = β(Γ). If 2 ≤ c(Γ) ≤ 3, then there does not exist an internal cut-edge for
Γα nor Γβ.
Proof. Let N be a brim of D2. Suppose that there exists an internal cut-edge
e∗ for Γα. If necessary, applying DH-tricks along a simple arc connecting a
point near e∗ but not in a bigon, and a point in ∂N − ∂D2, we can assume
that
(1) there exists a simple arc L connecting a point p in Int e∗ and a point
in the brim with L ∩ Γα = p (see Fig. 10(a)).
Let X1, X2 be the connected components of Cl(Γα − e∗) such that
(2) each of X1 ∩ e∗ and X2 ∩ e∗ consists of exactly one point.
Further, the existence of the arc L of Statement (1) assures that the SC-
closures of X1, X2 do not intersect each other, i.e. SC(X1) ∩ SC(X2) = ∅.
Furthermore, c(Γ) ≤ 3 implies that
(3) one of SC(X1) and SC(X2) contains at most one crossing, say SC(X1).
IfX1 does not contain a crossing, let E be a regular neighbourhood of SC(X1)
in D2. Since SC(X1) contains at most one crossing, the disk E contains at
most one crossing. Hence (Γ ∩ E,E) is an NS-tangle of label α + 1. This
contradicts Lemma 2.7.
Suppose that X1 contains a crossing v in Γα ∩ Γk for some label k with
1 < |α − k|. Then there exists an internal edge e of label α containing the
crossing v.
If e is not an internal cut-edge for X1, let E be a regular neighbourhood of
SC(X1) in D
2 (see Fig. 10(b)). Then E contains a white vertex of e. Hence
by Statement (3), the tangle (Γ ∩E,E) is an NS-tangle of label α+ 1. This
contradicts Lemma 2.7.
If e is an internal cut-edge for X1, then Cl(X1 − e) consists of two con-
nected components. By Statement (2), one of the connected components
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Figure 10: (a) Thick edges are of label α. (b) X1 is thick black, e
∗ is a
cut-edge. (c) X is thick black, edges e∗, e are cut-edges.
does not intersect the edge e∗, say X (see Fig. 10(c)). Then SC(X) does not
contain e. Let E be a regular neighbourhood of SC(X) in D2. Now X ⊂ X1
implies SC(X) ⊂ SC(X1). Thus E does not contain a crossing by Statement
(3). Further Γα ∩ ∂E consists of one point. Hence the tangle (Γ ∩ E,E) is
an NS-tangle of label α + 1. This contradicts Lemma 2.7. Thus there does
not exist an internal cut-edge for Γα.
Similarly we can show that there does not exist an internal cut-edge for
Γβ. Thus Lemma 3.4 holds. 
Let Γ be a chart. For each label m, we define Main(Γm) = Γm∩Main(Γ).
Lemma 3.5 Let Γ be a minimal chart in a disk D2. Let α = α(Γ), and
β = β(Γ). If 2 ≤ c(Γ) ≤ 3, then Main(Γα) and Main(Γβ) are connected.
Proof. If Main(Γα) is not connected, by assuming there exists an ’imaginary’
cut-edge connecting two components of Γα, we get a similar contradiction as
the one of Lemma 3.4. Thus Main(Γα) is connected. Similarly we can show
that Main(Γβ) is connected. Thus Lemma 3.5 holds. 
Lemma 3.6 Let Γ be a minimal chart in a disk D2. Let α = α(Γ), and
β = β(Γ). If 2 ≤ c(Γ) ≤ 3, then each of Γα and Γβ contains a crossing.
Proof. Let N be a brim of D2. Suppose that Γα does not contain a crossing.
There are two cases.
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Case 1. There exists a complementary domain U of Main(Γα) in D
2 contain-
ing exactly one crossing.
Case 2. There exists a complementary domain U of Main(Γα) in D
2 contain-
ing all the crossings.
Case 1. Suppose that there exists a complementary domain U of Main(Γα)
in D2 containing exactly one crossing. If necessary, applying DH-tricks along
a simple arc connecting a point in Int SC(Main(Γα)) but not in a bigon, and
a point in ∂N − ∂D2, we can assume that
(1) U does not intersect the brim.
Let A be a regular neighbourhood of ∂U in D2, and E = Cl(U − A). Then
Statement (1) and Lemma 3.5 imply that E is a disk. Since U contains
exactly one crossing, so does E. Hence (Γ ∩ E,E) is an NS-tangle of label
α + 1. This contradicts Lemma 2.7.
Case 2. Suppose that there exists a complementary domain U of Main(Γα)
in D2 containing all the crossings. Then
(2) Γα does not contain any crossing.
If necessary, applying DH-tricks along a simple arc connecting a point in
U but not in a bigon, and a point in ∂N − ∂D2, we can assume that U
intersects the brim. Then U ∩ B(Main(Γα)) = ∅, here B(Main(Γα)) is the
union of all the disk bounded by a cycle in Main(Γα). Since any terminal
edge does not contain a crossing, the SC-closure SC(Main(Γα)) = Main(Γα)∪
B(Main(Γα))∪T (Main(Γα)) does not contain any crossing. LetE be a regular
neighbourhood of SC(Main(Γα)) in D
2. Since Γα contains a white vertex, so
does E. Hence (Γ ∩ E,E) is an NS-tangle of label α + 1 without crossing.
This contradicts Lemma 2.7. Hence Γα contains a crossing.
Similarly we can show that Γβ contains a crossing. Thus Lemma 3.6
holds. 
Lemma 3.7 Let Γ be a minimal chart in a disk D2. Let α = α(Γ), and
β = β(Γ). If 2 ≤ c(Γ) ≤ 3, then there exist cycles Cα and Cβ with Cα ⊂
Γα, Cβ ⊂ Γβ each of which contains two crossings.
Proof. Let N be a brim of D2. By Lemma 3.6, Γα contains at least one
crossing v. By Lemma 3.4, there exist two complementary domains U1, U2 of
Main(Γα) in D
2 with
(1) v ∈ ∂U1 ∩ ∂U2.
Then c(Γ) ≤ 3 implies that one of U1, U2 contains at most one crossing, say
U1. If necessary, applying DH-tricks along a simple arc ` connecting a point
p in U2 but not in a bigon, and a point in ∂N − ∂D2 with ` ∩ ∂U2 a point,
we can assume that U1 does not intersect the brim. Now Lemma 3.4 and
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Lemma 3.5 imply that Cl(U1) is a disk. Let Cα = ∂(Cl(U1)). Then Cα is a
simple closed curve. Now Cα contains the crossing v by (1).
Suppose that Cα contains exactly one crossing v. Let A be a regular
neighbourhood of ∂U in D2, and E = Cl(U1 − A). Then E is a disk. Now
v ∈ Cα = ∂(Cl(U1)) implies that the disk E contains a white vertex. Thus
(Γ∩E,E) is an NS-tangle of label α+1. This contradicts Lemma 2.7. Hence
Cα contains at least two crossings.
Similarly we can show that there exists a cycle Cβ ⊂ Γβ contains at least
two crossings. Thus Lemma 3.7 holds. 
Proof of Lemma 1.1. Let Γ be a 2-crossing minimal chart with two
crossings x1, x2. By Lemma 3.7, there exist cycles Cα and Cβ with Cα ⊂
Γα, Cβ ⊂ Γβ and Cα ∩ Cβ = {x1, x2}. Thus Statement (a) holds.
Let N1, N2 be regular neighbourhoods of x1, x2 in D
2 respectively. Let
N be a brim containing all the free edges and simple hoops. If necessary,
applying DH-tricks along a simple arc ` connecting a point p in ∂N1−Main(Γ)
and a point in ∂N − ∂D2 with ` ∩N1 = p, we can assume that there exists
a simple arc γ connecting a point p∗ in ∂N1 and a point q∗ in ∂N with
γ ∩ (Main(Γ)∪N2) = ∅, γ ∩N1 = p∗, and γ ∩N = q∗. Let N(γ) be a regular
neighbourhood of γ in D2, and A = Cl(D2 − (N1 ∪ N2 ∪ N(γ) ∪ N)) (see
Fig. 11). Then A is an annulus and Γ∩∂A = Γ∩(∂N1∪∂N2) = (Cα∪Cβ)∩∂A.
Thus Γ ∩ ∂A consists of eight points. Hence Statement (d) holds.
Since N1∪N2∪N(γ)∪N does not contain any white vertex, the annulus
A contains all the white vertices of Γ. By Lemma 3.2, any hoop is simple.
Since any simple hoops and free edges are in the brim N , the annulus A does
not intersect hoops nor free edges. Hence Statement (b) holds.
Now N2 and N1∪N(γ)∪N are the connected components of Cl(D2−A)
each of which contains a crossing. Thus Statement (c) holds.
Since Cβ ∩ Γα consists of the two crossings, the set Γα ∩ A consists of
two connected components separated by Cβ (see Fig. 11). Similarly Γβ ∩ A
consists of two connected components separated by Cα. Thus Statement (e)
and Statement (f) hold. Hence Lemma 1.1 holds. 
4 Proofs of Theorem 1.2 and Theorem 1.3
Let Γ be a chart. A tangle (Γ∩D,D) is said to be admissible provided that
(i) any edge intersecting ∂D is contained in an internal edge,
(ii) if an internal edge e intersects ∂D, then each connected component of
e ∩D contains a white vertex.
Lemma 4.1 ([10, Theorem 1.3]) If (Γ ∩D,D) is an admissible tangle in a
minimal chart Γ such that
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Figure 11: The annulus A is the white area.
Figure 12: A Type-II5 elementary IO-tangle of label m. The thick lines are
of label m.
(a) Γ ∩D ⊂ Γm ∪ Γm−1 or Γ ∩D ⊂ Γm ∪ Γm+1 for some label m,
(b) Γm ∩ ∂D consists of exactly two points, and
(c) Γm ∩D contains a cycle,
then the tangle (Γ ∩D,D) is a simple IO-tangle of label m.
Let m be a label of a chart Γ, and (Γ ∩D,D) a Type-II elementary IO-
tangle of label m with a boundary IO-arc pair (LI , LO). Let LD be a simple
proper arc of D contained in Γm ∩ D and containing all the white vertices
v1, v2, · · · , vt of Γ ∩ D, situated on LD in this order. Let ∆I ,∆O be the
closures of connected components of D−LD with LI ⊂ ∆I , LO ⊂ ∆O. Then
the tangle (Γ ∩D,D) is said to be of Type-IIt provided that (see Fig. 12)
(i) for each i = 1, 2, · · · , t, there exists a terminal edge τi of label m con-
taining vi and
(ii) for each i = 1, 2, · · · , t, the terminal edge τi is contained in ∆I or ∆O
alternately.
Lemma 4.2 Let Γ be a minimal chart, and (Γ∩D,D) a non-trivial admis-
sible tangle such that Γ∩D ⊂ Γm∪Γk for some labels m, k with |m−k| = 1.
Then the following conditions are equivalent.
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(a) The tangle is a Type-II elementary IO-tangle of label m.
(b) Γm ∩ D contains no cycle, Γm ∩ ∂D consists of two points, and there
exists a proper arc LD of D in Γm∩D containing all the white vertices
in D.
(c) The tangle is a Type-IIt elementary IO-tangle of label m for some in-
teger t.
Proof. Clearly Statement (a) implies Statement (b).
Suppose that Statement (b) holds. Let v1, v2, · · · , vt be all the white
vertices in LD situated on LD in this order.
Now for each i = 1, 2, · · · , t, the white vertex vi is contained in a terminal
edge τi of label m. For, if not, let e be the edge of label m with e ∩ LD 3 vi
and e 6⊂ LD but not a terminal edge. Since Γm ∩ ∂D consists of two points
∂LD, we have e ∩ ∂D = ∅. Since the arc LD contains all the white vertices
in D, the union e ∪ LD contains a cycle in Γm ∩D. This is a contradiction.
Thus each white vertex vi is contained in a terminal edge τi.
Now D−LD consists of two connected components. If τ1 is inward (resp.
outward) at v1, then let ∆I (resp. ∆O) be the closure of the one of the two
connected components containing τ1, and ∆O (resp. ∆I) the closure of the
other connected component.
If t = 1, then the tangle is clearly a Type-II1 elementary IO-tangle. Hence
we assume t ≥ 2.
Suppose that for some i ∈ {1, 2, · · · , t − 1}, two terminal edges τi and
τi+1 are contained in ∆I or ∆O simultaneously. Then we can eliminate the
two white vertices vi, vi+1 by two C-I-M2 moves and a C-I-M3 move (see
Fig. 13). This contradicts that Γ is a minimal chart. Hence the terminal
edges τ1, τ2, · · · , τt alternately belong to ∆I and ∆O.
Thus each terminal edge of label m in ∆I is inward at a white vertex of
LD, and each terminal edge of label m in ∆O is outward at a white vertex
of LD. Hence if an edge intersects Int ∆I (resp. Int ∆O), then the edge
contains an inward (resp. outward) arc in ∆I (resp. ∆O) at a white vertex
in LD. Let LI = Cl(∂∆I − LD) and LO = Cl(∂∆O − LD). Then LI , LO
satisfy Condition (iii) and (iv) for an IO-tangle. Thus the tangle (Γ ∩D,D)
is a Type-IIt elementary IO-tangle of label m. Hence Statement (c) holds.
It is also clear that Statement (c) implies Statement (a). This proves
Lemma 4.2. 
Lemma 4.3 Let Γ be a minimal chart, and m, k labels of Γ with |m−k| = 1.
Let (Γ ∩D,D) be a tangle with Γ ∩D ⊂ Γm ∪ Γk and |Γm ∩ ∂D| = 2. If no
terminal edge nor free edge intersects ∂D, then Γm∩D contains a proper arc
connecting the two points in Γm ∩ ∂D.
Proof. If not, let X be a connected component of Γm ∩D containing exactly
one point in Γm ∩ ∂D. Then X contains a white vertex, because neither
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Figure 13: The thick lines are of label m.
terminal edge nor free edge intersects ∂D. Let D∗ be a regular neighbourhood
of the SC-closure SC(X) in D. Then (Γ∩D∗, D∗) is an NS-tangle of label k.
This contradicts Lemma 2.7. Thus Γm ∩D contains a proper arc connecting
the two points Γm ∩ ∂D. 
Let Γ be a chart, v a white vertex, and e a terminal edge inward (resp.
outward) at v. Then the two edges inward (resp. outward) at v different
from e are called the sibling edges of e.
Lemma 4.4 If (Γ∩D,D) is an admissible tangle in a minimal chart Γ such
that
(a) Γ ∩D ⊂ Γm ∪ Γk for some labels m, k with |m− k| = 1,
(b) Γm ∩ ∂D consists of exactly two points, and
(c) the disk D contains at least two white vertices,
then (Γ ∩ D,D) is a simple IO-tangle of label m. Further, if D does not
contain a cycle of label m, then the tangle is a Type-II elementary IO-tangle
of label m.
Proof. Neither terminal edge nor free edge is an internal edge. By Condition
(i) for an admissible tangle, the boundary ∂D intersects neither terminal
edge nor free edge. Thus the tangle (Γ ∩D,D) satisfies Condition (i) for an
IO-tangle. Condition (a) is the same one of Condition (ii) for an IO-tangle.
If Γm∩D contains a cycle, then the tangle (Γ∩D,D) is a simple IO-tangle
of label m by Lemma 4.1.
Suppose Γm ∩D contains no cycle. By Lemma 4.3 there exists a proper
arc L in Γm ∩D connecting the two points Γm ∩ ∂D.
Claim. The arc L contains all of the white vertices in D.
Proof of Claim. Suppose that there exists a white vertex in D−L. Let
X be the closure of the connected component of Γm∩ (D−L) containing the
vertex.
If X ∩ L = ∅, then X does not intersect ∂D, because L contains the
two points Γm ∩ ∂D. Let D′ be a regular neighbourhood of the SC-closure
SC(X) in D. Then the tangle (Γ ∩D′, D′) is an NS-tangle of label k. This
contradicts Lemma 2.7.
If X∩L 6= ∅, then X∩L consists of one white vertex v, because there does
not exist a cycle of label m. Let e be the edge in X containing the vertex
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Figure 14: Admissible tangles with exactly one white vertex.
v. Let X ′ = Cl(X − e), and D′ a regular neighbourhood of the SC-closure
SC(X ′) in D. Then the tangle (Γ ∩D′, D′) is an NS-tangle of label k. This
contradicts Lemma 2.7. Hence Claim holds.
Hence the tangle (Γ∩D,D) satisfies (b) of Lemma 4.2. Thus by Lemma 4.2,
the tangle (Γ ∩D,D) is a Type-II elementary IO-tangle of label m.
To show the tangle is simple, suppose that there exists a terminal edge
e of label k in D. Let e∗, e∗∗ be the sibling edges of e. If one of e∗, e∗∗ is
contained in the disk D, then we can find a non-admissible consecutive triplet
which contradicts Consecutive Triplet Lemma (Lemma 2.6). Thus both of e∗
and e∗∗ intersect ∂D. Hence L = (e∗∪e∗∗)∩D contains all the white vertices
in D by Claim. But L contains exactly one white vertex. This contradicts
Condition (c). Thus there does not exist any terminal edge of label k in D.
Therefore the tangle is a simple IO-tangle. 
Remark 4.5 If (Γ∩D,D) is an admissible tangle in a minimal chart Γ such
that
(a) Γ ∩D ⊂ Γm ∪ Γk for some labels m, k with |m− k| = 1,
(b) Γm ∩ ∂D consists of exactly two points, and
(c) the disk D contains exactly one white vertex,
then (Γ∩D,D) is one of the tangles shown in Fig. 14. The tangles shown in
Fig. 14(a),(b) are simple IO-tangles. The tangles shown in Fig. 14(c),(d) are
not simple IO-tangles, but IO-tangles and N-tangles (see Section 8 for the
precise definition of N-tangles).
Proof of Theorem 1.2. We use all the notation in the definition of
fundamental tangles of a 2-crossing chart mentioned just before Theorem 1.2.
Let (Γ∩D∗i , D∗i ) be a fundamental tangle. If i = 1, 3 then let m = α(Γ), k =
m+ 1 otherwise m = β(Γ), k = m− 1.
Since D∗i is a regular neighbourhood of SC(Xi) in the annulus A with
Xi∩∂A two points, the intersection Γm∩∂D∗i consists of two points. Further
by Boundary Condition Lemma (Lemma 2.8) we have Γ ∩ D∗i ⊂ Γm ∪ Γk.
Since D∗i contains at least two white vertices, the fundamental tangle is a
simple IO-tangle by Lemma 4.4. 
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Lemma 4.6 ([10, Lemma 10.1]) Let Γ be a minimal chart, and m, k labels of
Γ with |m−k| = 1. Let (Γ∩D,D) be an admissible tangle with Γ∩D ⊂ Γm∪Γk
and |Γm ∩ ∂D| = 2. If Γm ∩ D contains a cycle, then there exist disks
E1, E2, · · · , Ed in Int D and simple arcs L0, L1, · · · , Ld in Cl(D − ∪di=1Ei)
such that
(a) ∂Ei ⊂ Γm for each i = 1, 2, · · · , d and Lj ⊂ Γm for each j = 0, 1, · · · , d,
(b) for each j = 1, · · · , d − 1, Lj connects a white vertex in ∂Ej and a
white vertex in ∂Ej+1,
the arc L0 connects a point in ∂D and a white vertex in ∂E1, and
the arc Ld connects a white vertex in ∂Ed and a point in ∂D,
(c) if an edge of label m intersects D − ((∪di=1Ei) ∪ (∪dj=0Lj)), then it is a
terminal edge.
Proof of Theorem 1.3. Let k be a label of Γ with Γ∩D ⊂ Γm∪Γk. By
Condition (iii) for an IO-tangle, we have |Γm∩∂D| = 2. Now any non-trivial
simple IO-tangle is admissible.
Suppose that Γm ∩D contains a cycle. By Lemma 4.6, there exist disks
E1, E2, · · · , Ed in Int D and simple arcs L0, L1, · · · , Ld in Cl(D − ∪di=1Ei)
satisfying (a), (b) and (c) in Lemma 4.6. Let X = (∪di=1Ei) ∪ (∪dj=0Lj).
Since X is connected and since |∂D ∩ X| = 2, for the SC-closure SC(X),
D − SC(X) consists of two components. Let DI , DO be the closures of the
two components.
Claim. Any edge of label k intersecting DI or DO intersects ∂D.
Proof of Claim. Suppose there exists an edge e of label k in DI . Since
there is no terminal edge of label k by the condition for simple IO-tangle,
the edge e is oriented from a white vertex w1 to a white vertex w2. Let D
′ be
a regular neighbourhood of SC(X) in D. Then (Γ ∩D′, D′) is an IO-tangle
by Lemma 4.1. Let D′I , D
′
O be the closures of the connected components of
D′− SC(X) with D′I ⊂ DI , D′O ⊂ DO. Then Cl(e∩D′I) consists of two arcs
e′1, e
′
2 here w1 ∈ e′1, w2 ∈ e′2.
Now e′1, e
′
2 ⊂ D′I and e′1, e′2 intersect ∂D′. But e′1 is outward at w1 and e′2
is inward at w2. This contradicts the fact that (Γ ∩D′, D′) is an IO-tangle.
Thus Claim holds.
Now D − X does not contain any white vertices by (c) of Lemma 4.6.
Since there is no terminal edge of label k by the condition for a simple IO-
tangle, for each i = 1, 2, · · · , d Claim implies that there exist two proper arcs
`2i−1 and `2i of D of label k (see Fig. 15(a)) such that
`2i−1 = the proper arc of D contained in Γk with `2i−1 ∩ Γm = Li−1 ∩Ei,
and
`2i = the proper arc of D contained in Γk with `2i ∩ Γm = Ei ∩ Li.
Then proper arcs `2i−1 and `2i split the disk D into three disks. Let D∗2i
be the one of the three disks containing Ei (see Fig. 15(a)). Let D2i be a
regular neighbourhood of D∗2i in D (see Fig. 15(b)). Now Cl(D − ∪di=1D2i)
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Figure 15: (a) The gray area is the disk D∗2i. (b) The gray areas are the disks
D2i, D2i+2. The dark gray area is the disk D2i+1.
consists of d + 1 disks. For each i = 0, 1, 2, · · · , d, let D2i+1 be the one
of the disks intersecting the arc Li (see Fig. 15(b)). Then for each i =
2, 4, · · · , 2d, the tangle (Γ∩Di, Di) is a Type-I elementary IO-tangle of label
m. Further for each i = 1, 3, · · · , 2d + 1, the tangle (Γ ∩Di, Di) is a Type-
II elementary IO-tangle of label m. Hence the tangle has an elementary
IO-tangle decomposition (Γ∩D1, D1)#(Γ∩D2, D2)# · · · (Γ∩D2d+1, D2d+1).
Suppose that Γm∩D does not contain a cycle. If Γ∩D contains more than
one white vertex, then by Lemma 4.4 the simple IO-tangle is an elementary
IO-tangle. If Γ ∩D contains exactly one white vertex, then by Remark 4.5
the simple IO-tangle is an elementary IO-tangle. If Γ ∩D contains no white
vertex, then by the definition of elementary IO-tangles, the simple IO-tangle
is an elementary IO-tangle. This proves Theorem 1.3. 
5 Directed paths
In this section we investigate a directed path in Γm.
Let Γ be a chart, and m a label of Γ. A simple arc P in Γ is called
a path provided that the endpoints of P are vertices of Γ. In particular,
if the path P is in Γm, then P is called a path of label m. Suppose that
v0, v1, · · · , vp are all the vertices in a path P situated in this order on P . For
each i = 1, · · · , p, let ei be the edge in P with ∂ei = {vi−1, vi}. Then the
(p+ 1)-tuple (v0, v1, · · · , vp) is called a vertex sequence of P , and the p-tuple
(e1, e2, · · · , ep) is called an edge sequence of P . For two integers i, j with
0 ≤ i < j ≤ p, we denote the path ei+1 ∪ ei+2 ∪ · · · ∪ ej by P [vi, vj].
Let m be a label of a chart Γ, and P a path of label m in Γ with a
vertex sequence (v0, v1, · · · , vp) and an edge sequence (e1, e2, . . . , ep). If for
each i = 1, 2, · · · , p, the edge ei is oriented from vi−1 to vi, then P is called
a directed path. If the edge e1 is middle at v0 and if the edge ep is middle at
vp, then P is called an M&M path. A path of label m in a chart Γ is called
a dichromatic path if there exists a label k with |m − k| = 1 such that any
vertex of the path is contained in Γm ∩ Γk.
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Warning. If P is a directed path with a vertex sequence (v0, v1, · · · , vp)
and an edge sequence (e1, e2, . . . , ep), then we always assume that
each edge ei (i = 1, 2, · · · , p) is oriented from vi−1 to vi.
Lemma 5.1 ([11, Lemma 3.1]) In a a minimal chart, for any label m there
does not exist any dichromatic M&M directed path of label m. 
Let Γ be a chart, and m a label of Γ. A simple closed curve in Γm is
called a loop if it contains exactly one white vertex. Let C be a cycle of
label m. Let v0, v1, · · · , vp−1 be all the vertices in C, and e1, e2, · · · , ep all
the edges in C. Then the cycle C is called a directed cycle provided that for
each i = 1, 2, · · · , p, the edge ei is oriented from vi−1 to vi, where vp = v0.
We consider a loop as a directed cycle.
Lemma 5.2 ([11, Lemma 3.2]) Let Γ be a minimal chart, m, k labels of Γ
with |m− k| = 1, and (Γ∩D,D) a tangle with Γ∩D ⊂ Γm ∪ Γk but without
free edges nor simple hoops. Then D does not contain any directed cycle of
label m. 
Let Γ be a chart, and m a label of the chart. Let e be an edge of label
m, and P a directed path of label m with an edge sequence (e1, e2, . . . , ep).
If e = e1, then the path P is called a directed path starting from e. Also if
e = ep, then the path P is called a directed path leading to e.
Let P be a directed path of label m in a chart, and e an edge containing
a vertex v in Int P but e 6⊂ P . Suppose that e is not a loop. The edge e is
said to be locally right-side (resp. locally left-side) at v provided that for a
regular neighbourhood N of v, the arc e∩N is situated right (resp. left) side
of P with respect to the direction of P . If the edge e is locally right-side at
a vertex v and inward (resp. outward) at v, then the edge is called a locally
right-side edge inward (resp. outward) at v. Similarly if the edge e is locally
left-side at a vertex v and inward (resp. outward) at v, then the edge is called
a locally left-side edge inward (resp. outward) at v. In Fig. 16, the edge e2 is
a locally right-side edge inward at v1, the edge e3 is a locally right-side edge
outward at v1, the edge e4 is a locally left-side edge inward at v2, the edge
e5 is a locally left-side edge outward at v2. But e1 is not locally left-side at
v0 nor e6 is not locally right-side at v3.
Let Γ be a chart, and m a label of the chart. A directed path P of label
m is said to be upward-right-selective (resp. upward-left-selective) if any edge
of label m locally right-side (resp. left-side) at a vertex in Int P is inward
at the vertex (see Fig. 17(a) and (b)). A directed path P of label m is said
to be downward-right-selective (resp. downward-left-selective) if any edge of
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Figure 16: The path P is a directed path with a vertex sequence
(v0, v1, v2, v3).
label m locally right-side (resp. left-side) at a vertex in Int P is outward at
the vertex (see Fig. 17(c) and (d)).
Let Γ be a chart, and E a disk. An edge e of the chart Γ is called an
I-edge (resp. O-edge) for E provided that (see Fig. 18(a))
(i) the edge e possesses two white vertices, one is in Int E and the other
in Ec,
(ii) the edge e intersects ∂E by exactly one point, and
(iii) the edge e is inward (resp. outward) at the vertex in Int E.
We often say just an I-edge instead of an I-edge for E if there is no confusion.
Similarly we often say just an O-edge instead of an O-edge for E.
Let Γ be a chart, and m a label of Γ. Let P ∗ be an upward-right-
selective directed path of label m with a vertex sequence (v∗0, v
∗
1, · · · , v∗s),
and P˜ an upward-left-selective directed path of label m with a vertex se-
quence (v˜0, v˜1, · · · , v˜t) equipped with P ∗ ∩ P˜ = v∗s = v˜t. Let E be a disk and
L an arc on ∂E. The disk E is called a half spindle for Γ with an arc triplet
(P˜ , L, P ∗) provided that (see Fig. 18(b))
(i) Γ ∩ E ⊂ Γm ∪ Γk for some label k with |m− k| = 1,
(ii) (P ∗ ∪ P˜ )∩ Int E = ∅, and E 63 v∗0, v˜0,
(iii) P ∗ ∩ E is an arc containing P ∗[v∗1, v∗s ], P˜ ∩ E is an arc containing
P˜ [v˜1, v˜t], and L = Cl(∂E − (P ∗ ∪ P˜ )),
(iv) the three arcs P˜ ∩E,L, P ∗ ∩E are counterclockwise situated on ∂E in
this order,
(v) if an edge intersects Int L, then it is an I-edge of label m for E,
(vi) s ≥ 2 and t ≥ 2.
The following lemma will be used in the proof of Lemma 6.3 and Lemma 6.6.
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Figure 17: (a) The black thick path is an upward-right-selective path.
(b) The black thick path is an upward-left-selective path. (c) The black
thick path is a downward-right-selective path. (d) The black thick path is a
downward-left-selective path. (e) The black thick path is an upward principal
path. (f) The black thick path is a downward principal path.
Lemma 5.3 ([11, Lemma 6.3]) For any minimal chart there does not exist
a half spindle. 
Lemma 5.4 Let Γ be a minimal chart, and m, k labels of Γ with |m−k| = 1.
Let E be a disk with ∂E ⊂ Γ and Γ∩E ⊂ Γm∪Γk. Then E does not contain
a terminal edge.
Proof. Since Γ ∩ E ⊂ Γm ∪ Γk, the disk E does not contain a crossing.
Suppose that E contains a terminal edge e. Without loss of generality we
can assume that e is of label m. Let e∗ be a sibling edge of e. Then e∗ ⊂ E.
Hence there exists an edge e∗∗ of label m so that the triplet (e, e∗, e∗∗) is
a non-admissible consecutive triplet. This contradicts Consecutive Triplet
Lemma (Lemma 2.6). 
Let Γ be a chart, P a path of Γ, and E a disk. If each edge in P intersects
Int E, and if P ∩E is connected, then we say that the path P is dominated
by the disk E or the disk E dominates the path P (see Fig. 19).
Let Γ be a chart, and m a label of Γ. Let E be a disk, and P a directed
path of label m dominated by E with an edge sequence (e1, e2, · · · , ep). If
P is not contained in another directed path of label m starting from e1
dominated by E, then the path P is said to be upward maximal with respect
to E. Similarly if P is not contained in another directed path of label m
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Figure 18: (a) The gray area is a disk E. The edge e1 is an I-edge for E,
and the edge e2 is an O-edge for E. (b) A half spindle.
Figure 19: (a) The disk E dominates all the edges. (b) The disk E dominates
none of the edges. (c) The disk E dominates the path P and P ′ but does
not the path P ′′.
leading to ep dominated by E, then the path P is said to be downward
maximal with respect to E.
Lemma 5.5 Let Γ be a minimal chart, and m, k labels of Γ with |m−k| = 1.
Let E be a disk with ∂E ⊂ Γ and Γ∩E ⊂ Γm∪Γk. Suppose that E dominates
a directed path P of label k with a vertex sequence (v0, v1, v2, · · · , vp). Then
we have the following:
(a) If P is upward maximal with respect to E, then vp ∈ ∂E.
(b) If P is downward maximal with respect to E, then v0 ∈ ∂E.
Proof. Statement (a). Since Γ∩E ⊂ Γm∪Γk, the disk E does not contain a
terminal edge by Lemma 5.4. Thus if vp ∈ Int E, then there exists an edge e
of label k outward at vp. Since there does not exist a directed cycle of label k
by Lemma 5.2, we have P ∩ e = vp. Hence P ∪ e is a directed path of label k
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dominated by E. This contradicts that the path P is upward maximal with
respect to E. Thus Statement (a) holds. Similarly we can show Statement
(b). 
6 Principal paths
Let P be a directed path of label m in a chart with a vertex sequence
(v0, v1, · · · , vp) and an edge sequence (e1, e2, · · · , ep). The path P is upward
principal provided that for each i = 1, 2, · · · , p the edge ei is middle at vi−1.
The path P is downward principal provided that for each i = 1, 2, · · · , p the
edge ei is middle at vi.
Remark 6.1 ([11, Remark 7.2]) Let Γ be a chart, and m a label of Γ. Let
P be a directed path of label m in Γ with a vertex sequence (v0, v1, · · · , vp).
(1) If P is upward principal, then for any edge e of label m with e∩P = vi
for some i (0 < i < p), the edge e is inward at vi (see Fig. 17(e)).
(2) If P is upward principal, then P is upward-right-selective and upward-
left-selective.
(3) If P is downward principal for any edge e of label m with e ∩ P = vi
for some i (0 < i < p), then the edge e is outward at vi (see Fig. 17(f)).
(4) If P is downward principal, then P is downward-right-selective and
downward-left-selective.
Lemma 6.2 ([11, Lemma 7.3]) Let Γ be a minimal chart, and m a label of
Γ. Let P be a dichromatic directed path of label m in Γ with a vertex sequence
(v0, v1, · · · , vp) and an edge sequence (e1, e2, · · · , ep).
(a) If e1 is middle at v0, then P is upward principal.
(b) If ep is middle at vp, then P is downward principal.
Let Γ be a chart, and E a disk. Let e be an edge of Γ such that e ∩ ∂E
consists of one white vertex or two white vertices. If e ⊂ Cl(Ec), then we call
e an outside edge for E . If e ⊂ E, then we call e an inside edge for E . Let
X be a subset of ∂E. If an outside edge (resp. inside edge) for E intersects
X, then we call the edge an outside edge (resp. inside edge) for (E,X).
Let v be a white vertex of a chart Γ, and X1, X2, X3 edges or paths in Γ
with v ∈ ∂Xi (i = 1, 2, 3). In a regular neighbourhood of v in Γ, there are
six short arcs at v. For each i = 1, 2, 3, let γi be the one of the six short arcs
in Xi. If the three short arcs γ1, γ2, γ3 are consecutive among the six short
arcs in this order, then X2 is said to be situated between X1 and X3 around
v (see Fig. 20).
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Figure 20: The edge X2 is situated between X1 and X3 around the vertex
v.
Lemma 6.3 Let Γ be a minimal chart in a disk D2, and m, k labels of Γ with
|m−k| = 1. Let E be a disk with ∂E ⊂ Γ and Γ∩E ⊂ Γm∪Γk. Let P †, P ∗ be
directed paths in E of label k with vertex sequences (v†0, v
†
1, · · · , v†p), (v∗0, v∗1, · · · , v∗q )
respectively. Then we have the following.
(a) If P †, P ∗ are upward principal, and if there exists a path L on ∂E of
label m with ∂L = {v†0, v∗0} such that
(i) any outside edge for (E, Int L) is of label k inward at a white
vertex in Int L, and
(ii) for each white vertex v in ∂L, there exists an outside edge for E
of label k at v,
then P † ∩ P ∗ = ∅.
(b) If P †, P ∗ are downward principal, and if there exists a path L on ∂E
of label m with ∂L = {v†p, v∗q} such that
(i) any outside edge for (E, Int L) is of label k outward at a white
vertex in Int L, and
(ii) for each white vertex v in ∂L, there exists an outside edge for E
of label k at v,
then P † ∩ P ∗ = ∅.
Proof. Let (e†1, e
†
2, · · · , e†p), (e∗1, e∗2, . . . , e∗q) be edge sequences of P †, P ∗ respec-
tively. Suppose that P † ∩ P ∗ 6= ∅.
Statement (a). Let s = min{i | v†i ∈ P ∗}. Then v†s = v∗t for some
t (1 ≤ t ≤ q). By Condition (ii), there exists an outside edge e† for E of label
k at v†0 such that no outside edge for E is situated between e
† and L around
v†0. Since e
†
1 is middle at v
†
0, the edge e
† is inward at v†0. Hence e
† ∪ P † is a
directed path of label k. Let e∗ be an outside edge for E of label k at v∗0 such
that no outside edge for E is situated between e∗ and L around v∗0. Similarly
e∗∪P ∗ is a directed path of label k. Then we can get a half spindle by splitting
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Figure 21: The gray vertices are black vertices, white vertices, or cross-
ings. (a) a staple (e†, L, e∗) with an associated disk D. (b) a principal quad
(P †, P ∗, `I , `O) bounding a disk E.
a regular neighbourhood of E in D2 by e† ∪ P †[v†0, v†s] ∪ P ∗[v∗0, v∗t ] ∪ e∗. This
contradicts Lemma 5.3.
Statement (b). Changing orientations of all the edges of Γ, the minimal
chart Γ changes into a new minimal chart and the paths change into upward
principal paths in the new minimal chart. Thus we can get a contradiction
by Statement (a). 
Let Γ be a chart, and m, k labels of Γ with |m − k| = 1. Let L be
a dichromatic path of label m with two end points v†, v∗, and e†, e∗ edges
of label k middle at the white vertices v†, v∗ respectively. Then the triplet
(e†, L, e∗) is called a staple with label pair (m, k) (see Fig. 21(a)) provided
that
(i) e†, e∗ are outward (resp. inward) at v†, v∗ respectively, and
(ii) there exists a disk D such that
(a) set ` = ∂D ∩ (e† ∪ L ∪ e∗), then ` is an arc with L ⊂ Int `,
(b) each edge dominated by D is outward (resp. inward) at a vertex
on L.
The disk D is called an associated disk for the staple.
Lemma 6.4 Let Γ be a minimal chart, and m, k labels of Γ with |m−k| = 1.
If (e†, L, e∗) is a staple with label pair (m, k), then any associated disk for the
staple dominates an edge of label m middle at a white vertex in Int L.
Proof. We use all the notations in the definition of a staple. Let D be an
associated disk for the staple (e†, L, e∗). We only show the case that each
of e†, e∗ is outward at v†, v∗ respectively. We can show for the other case
similarly. It suffices to show for the case that
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(1) the disk D does not dominate any edge of label k middle at a white
vertex in Int L.
Claim 1. The disk D does not dominate an edge of label m at v† nor v∗.
For, if the disk D dominates an edge e′ of label m at v†, then D also
dominates an edge e′′ of label k at v†. Since e′ and e′′ are dominated by
D, the edges e′, e′′ are outward at v†. Since e† is middle at v†, there exists
an edge e′′′ of label m outward at v† not dominated by D. Hence the four
edges e†, e′, e′′, e′′′ are outward at v†. This contradicts the definition of charts.
Similarly D does not dominate an edge of label m at v∗. Thus Claim1 holds.
Claim 2. The disk D dominates an edge τ of label m at a vertex v in
Int L.
For, if the disk D does not dominate an edge of label m at a vertex in
Int L. Then L is a directed path of label m by (1). Since e† is outward at
v†, the path L is oriented from v† to v∗ by Claim 1. Since e∗ is middle at
v∗, the edge e∗ is inward at v∗ by Claim 1. This contradicts the assumption
that the edge e∗ is outward at v∗. Thus Claim 2 holds.
Hence D dominates an edge τ of label m at a white vertex v in Int L.
Then D dominate two edges of label k; an edge e′ situated between τ and
L[v†, v] and an edge e′′ situated between τ and L[v, v∗] around the vertex v.
Then the edges e′, e′′ are outward at v. Since the edge τ is situated between
e′ and e′′ around v, the edge τ is middle at v. This proves Lemma 6.4. 
Let Γ be a chart in a disk D2, and k,m labels of Γ with |k − m| = 1.
Let P †, P ∗ be disjoint upward principal paths of label k with vertex sequences
(v†0, v
†
1, · · · , v†p), (v∗0, v∗1, · · · , v∗q ) and edge sequences (e†1, e†2, · · · , e†p), (e∗1, v∗2, · · · , e∗q)
respectively, here p ≥ 2, q ≥ 2. Let `I , `O be disjoint paths of label m with
∂`I = {v†0, v∗0} and ∂`O = {v†p−1, v∗q−1}. The quadruplet (P †, P ∗, `I , `O) is
called a principal quad with label pair (k,m) provided that (see Fig. 21(b))
(i) `I ∩ (P † ∪ P ∗) = ∂`I and `O ∩ (P † ∪ P ∗) = ∂`O,
(ii) for the disk E bounded by P †[v†0, v
†
p−1] ∪ `O ∪ P ∗[v∗0, v∗q−1] ∪ `I ,
(a) e†p, e
∗
q 6⊂ E, and Γ ∩ E ⊂ Γk ∪ Γm,
(b) each outside edge for (E, Int `I) is of label k and inward at a vertex
in Int `I ,
(c) each outside edge for (E, Int `O) is outward at a vertex in Int `O,
(d) for each vertex v ∈ ∂`I , there does not exist any inside edge for E
at v.
The disk E is called an associated disk for the principal quad.
Lemma 6.5 Let Γ be a minimal chart, and k,m labels of Γ with |k−m| = 1.
Let (P †, P ∗, `I , `O) be a principal quad in Γ with an associated disk E and a
label pair (k,m). Then we have the following.
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(a) Among the outside edges for (E, Int `I) of label k, at most one edge is
middle at a vertex in Int `I .
(b) Suppose that E dominates a directed path P of label k with a vertex
sequence (v0, v1, · · · , vr), an edge sequence (e1, e2, · · · , er), and vr 6∈
P † ∪ P ∗. Then
(i) P ∩ (P † ∪ P ∗) = ∅, and
(ii) if P is downward maximal with respect to E, then v0 is in Int `I
and there exist an outside edge for (E, Int `I) of label k middle
at v0 and an inside edge for (E, Int `I) of label k outward at v0
different from e1.
(c) Among the outside edges for (E, Int `O) of label m, at most one edge is
at a vertex in Int `O.
(d) No outside edge for (E, Int `O) of label k is middle at a vertex in Int `O.
Proof. Let (v†0, v
†
1, · · · , v†p) be a vertex sequence of P †, and (v∗0, v∗1, · · · , v∗q ) a
vertex sequence of P ∗.
Statement (a). Suppose there exist two outside edges e′, e′′ for (E, Int `I)
of label k middle at white vertices v′, v′′ in Int `I respectively. Since (e′, `I [v′, v′′], e′′)
is a staple with label pair (m, k), there exists an outside edge for E of label
m middle at a vertex in Int `I [v
′, v′′] ⊂ Int `I . This contradicts Condition
(ii)(b) of a principal quad. Thus Statement (a) holds.
Statement (b)(i). If P ∩ P † 6= ∅, let s = max{i | vi ∈ P †}. Then
vr 6∈ P † ∪ P ∗ implies 0 ≤ s < r. Now v†t = vs for some integer t (0 < t < p).
Then es+1 is outward at vs = v
†
t . This contradicts Remark 6.1(1) because
P † is upward principal. Thus P ∩ P † = ∅. Similarly P ∩ P ∗ = ∅. Thus
Statement (b)(i) hold.
Statement (b)(ii). Now v0 6∈ P †∪P ∗ by Statement (b)(i), and v0 ∈ ∂E
by Lemma 5.5(b).
If v0 ∈ Int `O, then there exists an outside edge for (E, Int `O) of label k
outward at v0. Further the edge e1 is an inside edge for (E, Int `O) of label
k outward at v0, because P is a directed path. Hence there exists an edge e
′
of label k inward at v0. Then e
′ is an inside edge for E by Condition (ii)(c)
of a principal quad. Thus P ∪ e′ is a directed path of label k leading to er
dominated by E. This contradicts the fact that P is downward maximal
with respect to E. Thus v0 6∈ Int `O.
Hence v0 ∈ Int `I . There exists an outside edge e for (E, Int `I) of label
k inward at v0. Let e
′ be the third edge of label k at v0. If e′ is an outside
edge for E, then there exists an edge of label m between e and e′ around v0.
This contradicts Condition (ii)(b) of a principal quad. Thus e′ is an inside
edge for (E, Int `I). If e
′ is inward at v0, again P ∪ e′ is a directed path
leading to er dominated by E. This contradicts the fact that P is downward
maximal with respect to E. Thus e′ is outward at v0. Hence the outside edge
e is middle at v0. This proves Statement (b)(ii).
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Statement (c). Suppose there exist two outside edges τ ′, τ ′′ for (E, Int `O)
of label m. Let v′ = τ ′ ∩ `O, v′′ = τ ′′ ∩ `O. Then τ ′, τ ′′ are middle at v′, v′′
respectively by Condition (ii)(c) of a principal quad. Let e′, e′′ be the inside
edges for (E, Int `O) of label k at v
′, v′′ respectively. Then e′, e′′ are inward
and middle at v′, v′′ respectively. Without loss of generality we can assume
that
(1) there does not exist an outside edge for (E, Int `O[v
′, v′′]) of label m.
Let P ′, P ′′ be directed paths of label k leading to e′, e′′ downward maximal
with respect to E respectively.
Since e′, e′′ are middle at v′, v′′ respectively, the paths P ′, P ′′ are downward
principal paths dominated by E by Lemma 6.2(b). Hence P ′∩P ′′ = ∅ by (1)
and Lemma 6.3(b). Thus by Statement (b)(ii) there exist two outside edges
e∗, e∗∗ for (E, Int `I) of label k middle at vertices v∗, v∗∗ in Int `I respectively.
This contradicts Statement (a). Thus Statement (c) holds.
Statement (d). Let (e†1, e
†
2, · · · , e†p) be an edge sequence of P †, and
(e∗1, e
∗
2, · · · , e∗q) an edge sequence of P ∗. Suppose that there exists an outside
edge e′ for (E, Int `O) of label k middle at a white vertex v′ in Int `O.
Then (e†p, `O[v
†
p−1, v
′], e′) and (e′, `O[v′, v∗q−1], e
∗
q) are staples with label pair
(m, k). Hence by Lemma 6.4, there exist two outside edges for (E, Int `O)
of label m; an outside edge for (E, Int `O[v
†
p−1, v
′]) middle at a vertex in
Int `O[v
†
p−1, v
′], and an outside edge for (E, Int `O[v′, v∗q−1]) middle at a vertex
in Int `O[v
′, v∗q−1]. This contradicts Statement (c). Thus Statement (d) holds.

Lemma 6.6 There does not exist a principal quad in a minimal chart.
Proof. Suppose that there exists a principal quad (P †, P ∗, `I , `O) with a label
pair (k,m) in a minimal chart Γ.
Let (v†0, v
†
1, · · · , v†p) and (e†1, e†2, · · · , e†p) are a vertex sequence and an edge
sequence of the upward principal path P † of label k respectively, here p ≥ 2.
Let (v∗0, v
∗
1, · · · , v∗q ) and (e∗1, e∗2, · · · , e∗q) be a vertex sequence and an edge
sequence of the upward principal path P ∗ of label k respectively, here q ≥ 2.
The associated disk E for the principal quad is the disk bounded by
P †[v†0, v
†
p−1] ∪ `O ∪ P ∗[v∗0, v∗q−1] ∪ `I . Since (e†p, `O, e∗q) is a staple with label
pair (m, k), there exists an outside edge τ ′ for (E, Int `O) of label m middle
at a vertex v′ in Int `O by Lemma 6.4. Without loss of generality we can
assume that
(1) v†0, v
∗
0, v
′ are situated counterclockwise in this order on ∂E.
Let e′ be the inside edge for (E, Int `O) of label k middle at v′. Then e′ is
inward at v′. Let P ′ be a directed path of label k leading to e′ downward
maximal with respect to E with a vertex sequence (v′0, v
′
1, · · · , v′r) and an edge
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Figure 22: (c) The gray area is a half spindle.
sequence (e′1, e
′
2, · · · , e′r), here v′r = v′ and e′r = e′. By Lemma 6.5(b)(ii), we
have v′0 ∈ `I .
Claim. P ′ ∩ `I = v′0.
For, if v′i ∈ Int `I for some integer i (0 < i < r), then there exists an outside
edge for (E, Int `I) of label k inward at v
′
i. Since e
′
i is inward at v
′
i, the edge
e′i+1 is middle at v
′
i. Hence P
′[v′i, v
′
r] is a dichromatic M&M directed path.
This contradicts Lemma 5.1. Since P ′ ∩ (P † ∪ P ∗) = ∅ by Lemma 6.5(b)(i),
Claim follows from Lemma 6.5(b)(ii).
Thus the path P ′ splits the disk E into disks. There exist two disks; a
disk intersecting both of P † and P ′, say ∆†, and a disk intersecting both of
P ′ and P ∗, say ∆∗ (see Fig. 22(a)). By Lemma 6.5(b)(ii), there exists an
inside edge ê for (E, Int `I) of label k outward at v
′
0 different from e
′
1. By
Claim, one of the two disks ∆†,∆∗ containing the edge ê, say ∆̂. Without
loss of generality we can assume that ∆̂ = ∆†.
Let P̂ be an upward-right-selective (upward-left-selective if ∆̂ = ∆∗) di-
rected path of label k starting from ê dominated by ∆̂ with a vertex sequence
(v̂0, v̂1, v̂2, · · · , v̂s), an edge sequence (ê1, ê2, · · · , ês), and v̂0 = v′0 such that P̂
is ’maximal’ with respect to ∆̂ in the sense that the path P̂ is not contained
in another upward-right-selective (upward-left-selective if ∆̂ = ∆∗) directed
path starting from ê dominated by ∆̂.
Then we can show v̂s ∈ ∂∆† by the same way as the one of Lemma 5.5(a).
There are four cases (see Fig. 22(b)):
Case 1. v̂s ∈ P † ∩∆†.
Case 2. v̂s ∈ P ′ ∩∆†.
Case 3. v̂s ∈ Int `I [v†0, v′0].
Case 4. v̂s ∈ Int `O[v†p−1, v′r].
Case 1. Let v†i = v̂s. Considering Condition (ii)(d) of a principal quad,
we have 0 < i < p. Since the path P † is upward principal, the path is upward-
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left-selective by Remark 6.1(2), and so is P †[v†0, v
†
i ]. Since P̂ is upward-right-
selective, there exists a half spindle containing P̂ ∪P †[v†0, v†i ] (see Fig. 22(c)).
This contradicts Lemma 5.3.
Case 2. Let v′j = v̂s, here 0 < j < r. Since ês is inward at v
′
j and since
e′j is inward at v
′
j, the edge e
′
j+1 is middle at v
′
j. Hence the path P
′[v′j, v
′
r] is
a dichromatic M&M directed path. This contradicts Lemma 5.1.
Case 3. Since there does not exist any outside (terminal) edge of label m
for ∆† intersecting Int `I by Condition (ii)(b) of the definition of a principal
quad, there exists only one outside edge for ∆† at v̂s. Now the edge is of label
k and inward at v̂s. Since ês is inward at v̂s, there exists an inside edge e for
∆† of label k outward at v̂s by considering Condition (ii)(b) of the definition
of a principal quad. Thus P̂ ∪ e is an upward-right-selective directed path
dominated by ∆†. This contradicts the fact that P̂ is maximal with respect
to ∆†.
Case 4. If there exist two outside edges for ∆† of label k at v̂s ∈ Int `O,
then there exists outside edge for ∆† of label m middle at v̂s different from τ ′.
This contradicts Lemma 6.5(c). Thus there exists exactly one outside edge e′
for ∆† of label k at v̂s. Thus there exists an inside edge e′′ for ∆† of label k at
v̂s different from ês. Let e
′′′ be the edge of label m situated between e′′ and
ês around v̂s. If e
′′ is inward at v̂s, then e′ is middle at v̂s. This contradicts
Lemma 6.5(d). Thus e′′ is outward at v̂s. Since there does not exist any
outside edge for ∆† of label k nor label m middle at a vertex in Int `O[v
†
p−1, v
′]
by Lemma 6.5(c),(d), the path `O[v
†
p−1, v
′] is oriented from v†p−1 to v
′ (see
Fig. 22(b)). Hence the edge e′′ is outward at v̂s and situated between e′′′
and `O[v̂s, v
′] around v̂s. And ês, e′′, e′ are counterclockwise situated around
v̂s in this order by Statement (1). Thus P̂ ∪ e′′ is an upward-right-selective
directed path dominated by ∆†. This contradicts the fact that P̂ is maximal
with respect ∆†. Since for each of four cases we got a contradiction, there
does not exist any principal quad in a minimal chart. 
7 Proof of Theorem 1.4
Throughout this section we assume that (see Fig. 23)
• Γ is a minimal chart, and m is a label of Γ,
• (Γ∩D,D) is a Type-I elementary IO-tangle of label m with a boundary
IO-arc pair (LI , LO),
• k is a label of Γ with |m− k| = 1 and Γ ∩D ⊂ Γm ∪ Γk,
• eI , eO are the edges of label m intersecting ∂D,
• ∆ is a disk containing all the white vertices in D with ∂∆ ⊂ Γm ∩D,
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Figure 23: Thick arcs are of label m. Thin arcs are of label k.
• ∆I (resp. ∆O) is the closure of a connected component of D − (∆ ∪
eI ∪ eO) with LI ⊂ ∆I (resp. LO ⊂ ∆O), and
• JI (resp. JO) is the closure of a connected component of ∂∆− (eI ∪eO)
with JI ⊂ ∆I (resp. JO ⊂ ∆O).
Since Γm ∩D contains a cycle, the tangle is simple by Lemma 4.1. Thus
we have the following by the definition of a simple IO-tangle.
(I) any edge dominated by ∆I is inward at a vertex in JI .
(II) any edge dominated by ∆O is outward at a vertex in JO.
(III) any outside edge for (∆, Int JI) of label m is a terminal edge inward at
a vertex in Int JI .
(IV) any outside edge for (∆, Int JO) of label m is a terminal edge outward
at a vertex in Int JO.
Lemma 7.1 Let τ be a terminal edge of label m in ∆I inward at a white
vertex v0 ∈ JI , and P a directed path of label k upward maximal with respect
to ∆ with a vertex sequence (v0, v1, v2, · · · , vp). Then
(a) vp = P ∩ JO, and
(b) the disk ∆O dominates an outside edge e
† for ∆ of label k outward and
middle at vp.
Proof. Let (e1, e2, · · · , ep) be an edge sequence of the path P . Since the
terminal edge τ is middle at v0, so is the edge e1.
Suppose that vp 6∈ JO. Since P is upward maximal with respect to ∆, we
have vp ∈ ∂∆ = JI ∪ JO by Lemma 5.5(a). Hence vp ∈ JI − JO = Int JI .
Since there exists an outside edge for (∆, Int JI) of label k inward at vp
by (I), and since ep is of label k and inward at vp, there exists an edge e
′ of
label k outward at vp. Thus e
′ is an inside edge for (∆, Int JI) by (I). Now
P ∪e′ is a directed path dominated by ∆ by Lemma 5.2. This contradicts the
fact that the path P is upward maximal with respect to ∆. Thus vp ∈ JO.
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Suppose vt ∈ P ∩ JO for some integer 0 < t ≤ p. There are two cases.
Case 1. vt ∈ ∂JO.
Case 2. vt ∈ Int JO.
Case 1. There exist two edges e′, e′′ of label k at vt such that e′ is
dominated by ∆O and outward at vt, and that e
′′ is dominated by ∆I and
inward at vt. Since et is inward at vt, the edge e
′ is middle at vt. Since et is
only the inside edge for ∆ at vt, the path P [v0, vt] is a directed path upward
maximal with respect to ∆. Thus t = p. Hence Statement (a) and (b) hold
for this case.
Case 2. Let e be the edge of label m at vt with e 6⊂ JO. We claim
that e is an inside edge for ∆. For, if e is an outside edge for ∆, then e is
dominated by ∆O. Hence e is a terminal edge outward at vt by (IV). Thus
et is middle at vt. Since e1 is middle at v0, the path P [v0, vt] is a dichromatic
M&M directed path. This contradicts Lemma 5.1. Hence e ⊂ ∆.
Now e ⊂ ∆ implies that there exist two edges e′, e′′ of label k containing
vt different from et such that e
′ is an outside edge for ∆, and e′′ is an inside
edge for ∆. If e′′ is outward at vt, then et is middle at vt. Again P [v0, vt] is a
dichromatic M&M directed path. This contradicts Lemma 5.1. Hence e′′ is
inward at vt. Since et is inward at vt, the edge e
′ is outward and middle at
vt. Further P [v0, vt] is a directed path upward maximal with respect to ∆.
Thus t = p. Hence Statement (a) and (b) hold for this case, too. 
The path P in Lemma 7.1 is an upward principal path by Lemma 6.2(a),
because e1 is middle at v0. We call P an upward principal path for τ , and e
†
a corresponding edge for τ with respect to ∆.
By the similar way as the one of Lemma 7.1 we can show the following
lemma.
Lemma 7.2 Let τ be a terminal edge of label m in ∆O outward at a white
vertex v† ∈ JO, and P a directed path of label k downward maximal with
respect to ∆ with a vertex sequence (v0, v1, v2, · · · , vp), and vp = v†. Then
(a) v0 = P ∩ JI , and
(b) the disk ∆I dominates an outside edge e
∗ of label k for ∆ inward and
middle at v0. 
The path P in Lemma 7.2 is a downward principal path by Lemma 6.2(b).
The path P is called a downward principal path for τ , and e∗ a corresponding
edge for τ with respect to ∆.
Let P be a path of Γ, and τ †, τ ∗ terminal edges with v† = τ †∩P, v∗ = τ ∗∩P
white vertices. If Int P [v†, v∗] does not intersect any terminal edge, then τ †, τ ∗
are said to be adjacent with respect to P .
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Lemma 7.3 (a) If there exist two terminal edges τ †, τ ∗ of label m in ∆I ,
then two upward principal paths for the two terminal edges do not in-
tersect each other.
(b) If there exist two terminal edges τ ′, τ ′′ of label m in ∆O, then two down-
ward principal paths for the two terminal edges do not intersect each
other.
Proof. Statement (a). Since each upward principal path for a terminal
edge splits the disk ∆ by Lemma 7.1, it is sufficient to show for the case that
τ † and τ ∗ are adjacent with respect to JI .
Let v† = τ † ∩ JI , v∗ = τ ∗ ∩ JI , and P †, P ∗ be the upward principal paths
for τ †, τ ∗. Since JI [v†, v∗] satisfies Condition (i) and (ii) in Lemma 6.3(a),
Statement (a) follows from Lemma 6.3(a).
Similarly Statement (b) follows from Lemma 6.3(b). 
Lemma 7.4 Each of the disks ∆I ,∆O contains exactly one terminal edge of
label m.
Proof. Suppose that ∆I contains at least two terminal edges of label m. Let
τ †, τ ∗ be adjacent terminal edges with respect to JI . Let P †, P ∗ be the upward
principal paths of label k for τ †, τ ∗ respectively, and e†, e∗ the corresponding
edges of label k for τ †, τ ∗ respectively. Then P † ∩ P ∗ = ∅ by Lemma 7.3(a).
Let (v†0, v
†
1, · · · , v†p), (v∗0, v∗1, · · · , v∗q ) be vertex sequences of P †, P ∗ respec-
tively. Then τ † ∩ JI = v†0, τ ∗ ∩ JI = v∗0, e† ∩ JO = v†p, e∗ ∩ JO = v∗q . Let
s = max{i | v†i ∈ JI [v†0, v∗0]}
t = max{i | v∗i ∈ JI [v†0, v∗0]}
Since the corresponding edges e†, e∗ are middle at v†p, v
∗
q respectively by
Lemma 7.1, the paths P †[v†s, v
†
p] ∪ e†, P ∗[v∗t , v∗q ] ∪ e∗ are upward principal.
Then (P †[v†s, v
†
p] ∪ e†, P ∗[v∗t , v∗q ] ∪ e∗, JI [v†s, v∗t ], JO[v†p, v∗q ]) is a principal quad
of label (k,m). This contradicts Lemma 6.6. Thus the disk ∆I contains at
most one terminal edge.
Similarly we can show that the disk ∆O contains at most one terminal
edge. Let vI = eI ∩ ∂∆, vO = eO ∩ ∂∆. Neither eI nor eO is middle at vI
nor vO respectively. Thus Lemma 2.9, (III), and (IV) assure that there exist
at least two terminal edges of label m in ∆I ∪ ∆O. Therefore each of the
disks ∆I ,∆O contains exactly one terminal edge of label m. Thus Lemma 7.4
holds. 
Throughout this section further we assume that (see Fig. 24(a))
• vI = eI ∩ ∂∆, vO = eO ∩ ∂∆.
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Figure 24: Thick arcs are of label m.
• τI is the terminal edge of label m in ∆I , and τO is the terminal edge of
label m in ∆O.
• wI = τI ∩ ∂∆, and wO = τO ∩ ∂∆.
• PI is an upward principal path of label k for τI .
• PO is a downward principal path of label k for τO.
Then we have the following by Lemma 7.4:
(V) Neither ∆I nor ∆O dominates an outside edge for ∆ of label m inter-
secting ∂∆− {vI , wI , vO, wO}.
Lemma 7.5 There does not exist any outside edge for ∆ of label k middle
at a vertex in ∂∆− {vI , vO, wI , wO}.
Proof. Suppose that there exists an outside edge e† for (∆, Int JO[vI , wO]) of
label k middle at a vertex v† in Int JO[vI , wO]. Without loss of generality we
can assume that there does not exist any outside edge for (∆, Int JO[vI , v
†])
of label k middle at a vertex in Int JO[vI , v
†]. Hence the path JO[vI , v†] is a di-
rected path, because there does not exist any outside edge for (∆, Int JO[vI , wO])
of label m by (V). Since e† is outward at v†, the directed path JO[vI , v†] is
oriented from v† to vI . Thus an edge e in JO[vI , v†] with vI ∈ e is inward at
vI . Hence by Condition (iii) of the definition of a chart, the edge e
′ situated
between eI and JI [vI , wI ] around vI is outward at vI (see Fig. 24(b)). But
the edge e′ is dominated by ∆I . Thus e′ must be inward at vI . This is a con-
tradiction. Thus there does not exist an outside edge for (∆, Int JO[vI , wO])
of label k middle at a vertex in Int JO[vI , wO].
Similarly we can show that there does not exist an outside edge of label
k for ∆ middle at a vertex in Int JO[wO, vO], Int JI [vO, wI ] nor Int JI [wI , vI ].
Thus Lemma 7.5 holds. 
Lemma 7.6 One of eI , eO is an I-edge for the disk D and the other is an
O-edge for the disk D.
40
Figure 25: Thick arcs are of label m.
Proof. Suppose that the both of eI , eO are I-edges. Namely eI is inward at
vI , and eO is inward at vO. By Lemma 7.5, there does not exist an outside
edge of label k for ∆ middle at a vertex in ∂∆−{vI , vO, wI , wO}. Since eI , eO
are inward at vI , vO respectively, the disk ∆O does not dominate an edge of
label k middle at vI , vO. Further the sibling edges of τO are not middle at
wO. Hence ∆O does not dominate an edge of label k middle at a vertex in
JO. This contradicts Lemma 7.1 by considering the upward principal path
PI . Thus one of eI and eO is an O-edge. Similarly we can show that one of
eI and eO is an I-edge. Hence Lemma 7.6 holds. 
Therefore throughout this section furthermore by Lemma 7.4, Lemma 7.5,
Lemma 7.6, we can assume that (see Fig. 25)
• eI is inward at vI , and eO is outward at vO.
• JI [wI , vI ] is a directed path of label m oriented from wI to vI .
• JI [wI , vO] is a directed path of label m oriented from wI to vO.
• JO[vI , wO] is a directed path of label m oriented from vI to wO.
• JO[vO, wO] is a directed path of label m oriented from vO to wO.
Lemma 7.7 Let (v∗0, v
∗
1, v
∗
2, . . . , v
∗
p) be a vertex sequence of the upward prin-
cipal path PI for τI , and (v
†
0, v
†
1, v
†
2, . . . , v
†
q) a vertex sequence of the downward
principal path PO for τO. Then we have the following:
(a) v∗p = vO, v
†
0 = vI .
(b) PI∩ Int JO = ∅, PO∩ Int JI = ∅.
Proof. Let (e∗1, e
∗
2, . . . , e
∗
p), (e
†
1, e
†
2, . . . , e
†
q) be edge sequences of PI , PO respec-
tively.
Statement (a). By Lemma 7.1 and Lemma 7.5, we have v∗p = vI , v
∗
p =
wO, or v
∗
p = vO. If v
∗
p = wO, then the path PI is a dichromatic M&M directed
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Figure 26: Bigonal disks.
path. This contradicts Lemma 5.1. Since e∗p is inward at v
∗
p, we have v
∗
p = vO.
Similarly we can show that v†0 = vI . Hence Statement (a) holds.
Statement (b). By Lemma 7.1(a), v∗p = PI ∩ JO. Hence v∗p = vO ∈ ∂JO
implies PI∩ Int JO = ∅. Similarly we can show that PO∩ Int JI = ∅. Hence
Statement (b) holds. 
Let Γ be a chart in a disk D2, and m, k be labels of Γ with |m− k| = 1.
A disk E with Γ∩E ⊂ Γm ∪ Γk is bigonal if ∂E is a union of two paths P,L
such that (see Fig. 26)
(i) there exist two white vertices v∗, v∗∗ on ∂E such that
(a) P is a directed path of label k oriented from v∗ to v∗∗, and
(b) L is a directed path of label m oriented from v∗ to v∗∗,
(ii) the disk E does not dominate any edge of label m at v∗ nor v∗∗,
(iii) there does not exist any outside edge for (E, Int L) of label m,
(iv) the path P is upward principal or downward principal, and if P is
upward principal (resp. downward principal), then any outside edge
for (E, Int L) of label k is inward (resp. outward) at a vertex in Int L.
Lemma 7.8 Any bigonal disk in a minimal chart is a bigon.
Proof. Let E be a bigonal disk in a minimal chart Γ. We use all the notations
in the definition of a bigonal disk.
We only show the case that P is an upward principal directed path of
label k. Then we have that
(1) if an edge e of label k intersects Int P but e 6⊂ P , then the edge e is
inward at a vertex of Int P .
Thus by considering Statement (1), Condition (i),(iii) and (iv) for a bigonal
disk, among the edges of label m dominated by E, for each vertex v in
∂E − (P ∩ L) (see Fig. 26)
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(2) (a) there exists exactly one edge of label m outward at v, or
(b) there exist exactly two edges of label m; one is inward at v and
the other outward at v.
Suppose that ∂E − (P ∩ L) contains a white vertex v′. Then the disk E
dominates an edge e′ of label m outward at v′. Let P ′ be a directed path
of label m starting from e′ upward maximal with respect to E with a vertex
sequence (v′0, v
′
1, v
′
2, · · · , v′t) here v′0 = v′. By Lemma 5.2, we have v′t 6= v′0.
Further v′t ∈ ∂E by Lemma 5.5. Thus Condition (ii) of a bigonal disk implies
that v′t is a white vertex of Statement (2)(b). Since there exists an edge of
label m outward at v′t, Lemma 5.2 assures that P
′ is not upward maximal
with respect to E. This is a contradiction. Thus the white vertices of ∂E
are {v∗, v∗∗} = P ∩ L. Namely E is a bigon by Condition (ii) of a bigonal
disk. Hence Lemma 7.8 holds. 
For the sets X, Y , define X∆Y = (X − Y ) ∪ (Y −X).
Lemma 7.9
(a) PI ∩ Int JI [vI , wI ] = ∅ and PO ∩ Int JO[wO, vO] = ∅.
(b) Neither PI∆JI [wI , vO] nor PO∆JO[vI , wO] contains a white vertex.
(c) Neither Int JI [vI , wI ] nor Int JO[wO, vO] contains a white vertex.
Proof. Let (v∗0, v
∗
1, · · · , v∗p) be a vertex sequence of PI . Then v∗0 = wI , v∗p = vO
by Lemma 7.7(a).
Statement (a). We only show that PI∩Int JI [vI , wI ] = ∅. Suppose that
there exists a vertex v in PI∩ Int JI [vI , wI ]. Then v = v∗j for some integer
j (0 < j < p) by Lemma 7.7(a). let
s = max{i | i < j, v∗i ∈ JI [wI , vO]} and
t = min{i | j < i, v∗i ∈ JI [wI , vO]}.
Then the disk E bounded by PI [v
∗
s , v
∗
t ]∪ JI [v∗s , v∗t ] is a bigonal disk in ∆ (see
Fig. 26(a)). Also v ∈ E. On the other hand, the disk E is a bigon with by
Lemma 7.8. Since v∗s , v
∗
t ∈ JI [wI , vO] are the only vertices of the bigon E,
namely v 6∈ E. This is a contradiction. Hence PI ∩ Int JI [vI , wI ] = ∅.
Statement (b). Now PI ∩ JI ⊂ JI [wI , vO]. Let L be the closure of the
connected component of PI∆JI [wI , vO]. Then ∂L consists of two vertices
v∗s , v
∗
t for some integers 0 ≤ s < t ≤ p. Let E be the disk bounded by
PI [v
∗
s , v
∗
t ] ∪ JI [v∗s , v∗t ] (see Fig. 26(b)). Then E is a bigonal disk in ∆. Hence
E is a bigon by Lemma 7.8. Thus neither Int PI [v
∗
s , v
∗
t ] nor Int JI [v
∗
s , v
∗
t ]
contains a white vertex. Hence Statement (b) holds.
Statement (c). Suppose that there exists a white vertex v in Int JI [wI , vI ].
Then ∆ contains an edge e of label k outward at v. Let P ′ be a directed
path of label k starting from e upward maximal with respect to ∆ with a
vertex sequence (v′0, v
′
1, v
′
2, · · · , v′t). Then v′t ∈ ∂∆ by Lemma 5.5(a). Since
{vI , vO, wI , wO} ⊂ PI ∪ PO by Lemma 7.7(a), we have v′t 6∈ {vI , vO, wI , wO}.
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Figure 27: The disk E is light gray. Thick arcs are of label m.
Thus by (V) there exists exactly one outside edge e† for ∆ at v′t, which is of
label k. Further e† is not middle at v′t by Lemma 7.5. Hence one of the two
inside edges of label k at v′t is outward at v
′
t, say e
∗. Then P ′∪e∗ is a directed
path of label k starting from e dominated by ∆. This contradicts the fact
that P ′ is upward maximal with respect to ∆. Hence there does not exist
any white vertex in Int JI [wI , vI ]. Similarly we can show that there does not
exist any white vertex in Int JO[vO, wO]. Hence Statement (c) holds. 
Proof of Theorem 1.4. If there exists a white vertex v in Int ∆,
there exists a directed path of label k starting from an edge outward at v
upward maximal with respect ∆. We get the same contradiction as the one
of Lemma 7.9(c). Thus there does not exist any white vertex in Int ∆. (Now
the tangle is like the one in Fig. 27.) Let s be the number of white vertices
in Int JI [wI , vO], and t the number of white vertices in Int JO[vI , wO]. Since
there does not exist any white vertex in Int ∆, we have s = t. Thus (Γ∩D,D)
is a Type-Is+1 elementary IO-tangle. This proves Theorem 1.4. 
8 Indices
We define indices of a simple IO-tangle and a net-tangle.
Let Γ be a minimal chart, and m a label of the chart. If a terminal edge
is inward at its black vertex, then the edge is called an I-terminal edge, oth-
erwise the edge is called an O-terminal edge. Let (Γ ∩ D,D) be a simple
IO-tangle of label m with a boundary IO-arc pair (LI , LO). Let k be a label
of Γ with |m − k| = 1 and Γ ∩ D ⊂ Γm ∪ Γk. Let σ1, σ2, · · · , σs be all the
O-terminal edges of label m in D and σ˜1, σ˜2, · · · , σ˜t all the I-terminal edges
of label m in D. For each terminal edge τ in D, let e∗, e∗∗ be the sibling
edges of the terminal edge. The union e∗ ∪ e∗∗ splits the disk D into two
disks. Let ∆(τ) be the one of the two disks containing the terminal edge.
Then we can show ∆(σi)∩∂D ⊂ LI ,Γ∩(Int ∆(σi)−σi) = ∅ (i = 1, 2, · · · , s)
and ∆(σ˜j) ∩ ∂D ⊂ LO,Γ ∩ (Int ∆(σ˜j) − σ˜j) = ∅ (j = 1, 2, · · · , t) (cf. [11,
Lemma 7.6]). Set
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Figure 28: (a) The thick edges are of label m. (b) The thick edges are of
label m, and the thin edges are of label k.
D† = Cl(D − ∪si=1∆(σi)− ∪tj=1∆(σ˜j)) (see Fig. 28(b)).
Let A0, A1, · · · , As be the connected components of ∂D† ∩LI situated coun-
terclockwise on ∂D† in this order, and B0, B1, · · · , Bt the connected compo-
nents of ∂D† ∩ LO situated clockwise on ∂D† in this order. Let XI be the
union of all the I-edges for D of label k, and XO the union of all the O-edges
for D of label k. For each i = 0, 1, · · · , s and j = 0, 1, · · · , t, let
ai = |Ai ∩XI |, and bj = |Bj ∩XO|.
Then (s + 1)-tuple a(Γ, D) = (a0, a1, · · · , as) and (t + 1)-tuple b(Γ, D) =
(b0, b1, · · · , bt) are called the I-index and the O-index of the simple IO-tangle
respectively. The pair (a(Γ, D),b(Γ, D)) is called the index of the simple
IO-tangle, and denoted by Index(Γ, D). For the simple IO-tangle shown in
Fig. 28(a), the I-index is (4, 3, 1) and the O-index is (2, 5).
Let Γ be a chart. A tangle (Γ∩D,D) is called a net-tangle provided that
(i) the disk D contains no crossing, hoop, nor free edge but a white vertex,
(ii) there exist two labels α, β with α < β and Γ ∩D ⊂ ∪βi=αΓi, and
(iii) there exist two arcs Lα, Lβ on ∂D with Lα ∩ Lβ two points such that
(a) Γ ∩ ∂D = (Γα ∩ Int Lα) ∪ (Γβ ∩ Int Lβ),
(b) all the edges intersecting Lα are I-edges of label α or
all the edges intersecting Lα are O-edges of label α, and
(c) all the edges intersecting Lβ are O-edges of label β or
all the edges intersecting Lβ are I-edges of label β.
The pairs (α, β) and (Lα, Lβ) are called a label pair and a boundary arc
pair of the net-tangle respectively. If all the edges of labe α intersecting Lα
are I-edges (resp. O-edges), and if all the edges of label β intersecting Lβ
are O-edges (resp. I-edges), then the net-tangle is said to be upward (resp.
downward) (see Fig. 29). An upward or downward net-tangle with a label
pair (α, α + 1) is called an N-tangle.
To define an index of an N-tangle, we need the following theorem.
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Figure 29: An example of an upward net-tangle with a label pair (α, α+ 1).
The thick edges are of label α, and the thin edges are of label α + 1.
Theorem 8.1 ([11, Theorem 1.1]) Let Γ be a minimal chart, and (Γ∩D,D)
a net-tangle with a label pair (α, α + 1). Then we have the following:
(a) The tangle is an N-tangle.
(b) The number of the edges of label α intersecting ∂D is equal to the
number of the edges of label α + 1 intersecting ∂D.
(c) There exists a terminal edge in D.
(d) The number of terminal edges of label α in D is equal to the number of
terminal edges of label α + 1 in D.
(e) If the tangle is upward (resp. downward), then all the terminal edges
of label α in D are I-terminal (resp. O-terminal) edges and all the
terminal edges of label α + 1 in D are O-terminal (resp. I-terminal)
edges
Now we can define an index of the N-tangle as follows.
Let Γ be a minimal chart. Let (Γ ∩ D,D) be an N-tangle with a label
pair (α, α + 1) and a boundary arc pair (Lα, Lα+1). Let sI be the label of
the I-edges, and sO the label of the O-edges. Further, we denote by LI (resp.
LO) the one of the arcs Lα, Lα+1 which intersects I-edges (resp. O-edges).
Considering Theorem 8.1(d), let
k =the number of O-terminal edges in D
=the number of I-terminal edges in D.
Let σ1, σ2, · · · , σk be all the O-terminal edges in D and σ˜1, σ˜2, · · · , σ˜k all the
I-terminal edges in D.
For each terminal edge τ in D, we define ∆(τ) in the same way as the
one for an IO-tangle.
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Figure 30: The thick edges are of label sI , and the thin edges are of label
sO.
Lemma 8.2 ([11, Lemma 7.6]) Let Γ be a minimal chart, and (Γ ∩ D,D)
an N-tangle with a label pair (α, α + 1) and a boundary arc pair (Lα, Lα+1).
Let τ be a terminal edge in D. Then we have the following.
(a) If the label of τ is α+ 1, then ∆(τ)∩ ∂D ⊂ Lα otherwise ∆(τ)∩ ∂D ⊂
Lα+1.
(b) Γ ∩ (Int ∆(τ)− τ) = ∅.
Set
D† = Cl(D − ∪ki=1∆(σi)− ∪kj=1∆(σ˜j)) (see Fig. 30(b)).
Let A0, A1, · · · , Ak be the connected components of ∂D† ∩LI situated coun-
terclockwise on ∂D† in this order, and B0, B1, · · · , Bk be the connected com-
ponents of ∂D† ∩LO situated clockwise on ∂D† in this order. Let XI be the
union of all the I-edges for D, and XO the union of all the O-edges for D.
For each i = 0, 1, · · · , k, let
ai = |Ai ∩XI |, and bi = |Bi ∩XO|.
Then (k + 1)-tuples a(Γ, D) = (a0, a1, · · · , ak) and b(Γ, D) = (b0, b1, · · · , bk)
are called the I-index and O-index of the N-tangle respectively. The pair
(a(Γ, D),b(Γ, D)) is called the index of the N-tangle, and denoted by Index(Γ, D).
According to Theorem 8.1(b), we have
∑k
i=0 ai =
∑k
i=0 bi.
For the N-tangle as the one shown in Fig. 30(a), the I-index is (3, 3, 3, 1)
and the O-index is (2, 3, 4, 1).
Let x = (x1, x2, · · · , xk) be an I-index or O-index of a tangle, then the
sum of components,
∑k
i=1 xi, is called index sum, and denoted by ||x||.
9 Normal forms
To define a normal form for 2-crossing minimal charts, we need one more
theorem proved in [11].
There exists a special C-move called a C-I-M2 move (see Fig. 5 in Sec-
tion 2). Let Γ and Γ˜ be minimal charts, and (Γ ∩D,D) a net-tangle with a
label pair (α, β). Then the chart Γ˜ is said to be M2-related to Γ with respect
to D provided that
47
(i) Γ ∩Dc = Γ˜ ∩Dc, and
(ii) the chart Γ˜ is obtained from the chart Γ by a finite sequence of C-
I-M2 moves in D each of which modifies two edges of label m with
α < m < β.
Theorem 9.1 ([11, Theorem 1.2]) Let Γ be a minimal chart, and (Γ∩D,D)
a net-tangle with a label pair (α, β). Then there exists a minimal chart Γ˜ M2-
related to Γ with respect to D such that there exist N-tangles (Γ˜∩Dα, Dα), (Γ˜∩
Dα+1, Dα+1), · · · , (Γ˜ ∩Dβ−1, Dβ−1) equipped with
(a) for each i = α, α+ 1, · · · , β − 1, the tangle (Γ˜ ∩Di, Di) is an N-tangle
with the label pair (i, i+ 1),
(b) D = ∪β−1i=αDi,
(c) for each i = α, α+ 1, · · · , β − 2, the intersection Di ∩Di+1 is a proper
arc of D,
(d) all the N-tangles are upward or downward simultaneously.
Remark 9.2 Let Γ be a minimal chart, m, k labels of Γ, and (Γ ∩D,D) a
nontrivial IO-tangle of label m with Γ ∩D ⊂ Γm ∪ Γk. Considering Fig. 14,
(i) the IO-tangle (Γ ∩D,D) contains at most one white vertex
if and only if there exist at most two I-edges for D of label k and at
most two O-edges for D of label k.
Therefore
(ii) the IO-tangle (Γ ∩D,D) contains at least two white vertices
if and only if there exist at least three I-edges for D of label k or at
least three O-edges for D of label k.
Throughout this section, Γ is a 2-crossing minimal chart in a disk D2
different from the chart in Fig. 31(a). Set α = α(Γ), and β = β(Γ). Then by
Lemma 1.1, we can assume that
• there exist two cycles Cα, Cβ with Cα ⊂ Γα, Cβ ⊂ Γβ such that Cα∩Cβ
consists of the two crossings,
• there exists an annulus A with A ∩ ∂D2 = ∅ such that A contains all
the white vertices of Γ but does not intersect hoops nor free edges,
• each connected component of Cl(D2 − A) contains a crossing,
• Γ ∩ ∂A = (Cα ∪ Cβ) ∩ ∂A, Γ ∩ ∂A consists of eight points,
• Γα ∩A consists of two connected components X1, X3 separated by Cβ,
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Figure 31: (a) the thin edges are of label m + 1. (b) A = D1 ∪ E1 ∪D2 ∪
E2 ∪D3 ∪ E3 ∪D4 ∪ E4.
• Γβ ∩A consists of two connected components X2, X4 separated by Cα.
For each i = 1, 2, 3, 4, let Di be a regular neighbourhood of the SC-closure
SC(Xi) in the annulus A. By Boundary Condition Lemma (Lemma 2.8),
• Γ ∩Di ⊂ Γα ∪ Γα+1 for i = 1, 3,
• Γ ∩Di ⊂ Γβ ∪ Γβ−1 for i = 2, 4.
By Theorem 1.2 and Remark 4.5,
• the tangle (Γ ∩Di, Di) is an IO-tangle for i = 1, 2, 3, 4.
Without loss of generality we can assume that (see Fig. 31(b))
• Cl(A− (D1 ∪D2 ∪D3 ∪D4)) consists of four disks, say E1, E2, E3, E4,
• D1, E1, D2, E2, D3, E3, D4, E4 are situated on the annulus A in this or-
der,
• an O-edge for D1 is an I-edge for E1.
Lemma 9.3 For each fundamental tangle (Γ ∩ Di, Di) (i = 1, 2, 3, 4), the
disk Di contains at least two white vertices.
Proof. We need two claims.
Claim 1. Each of Γα and Γβ contains at least two white vertices.
For, by Lemma 3.3, Γα contains at least one white vertex v. If Γα contains
exactly one white vertex, then Main(Γα) consists of a loop Cα and a terminal
edge not middle at v. Thus we can eliminate the white vertex by a C-III
move. This contradicts the fact that the chart is minimal. Thus Γα contains
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Figure 32: If |α− β| > 2, then any 2-crossing chart with four white vertices
is not minimal.
at least two white vertices. Similarly we can show that Γβ contains at least
two white vertices. Hence Claim 1 holds.
Claim 2. One of D1, D2, D3, D4 contains at least two white vertices.
Proof of Claim 2. Suppose that each of D1, D2, D3, D4 contains at most
one white vertex. Since each of Γα and Γβ contains at least two white vertices,
each of D1, D2, D3, D4 contains exactly one white vertex. Thus for each
i = 1, 2, 3, 4 the tangle (Γ ∩ Di, Di) is one of the four tangles as shown in
Fig. 14 by Remark 4.5. Without loss of generality we can assume that
Γ ∩ (D1 ∩ E1) consists of at most one point.
There are two cases: Case 1. β − α > 2 or Case 2. β − α = 2.
Case 1. Suppose β − α > 2. If E1 contains at least one white vertex,
then (Γ∩E1, E1) is an NS-tangle of label β−1. This contradicts Lemma 2.7.
Thus E1 does not contain any white vertex. Since β − α > 2, we have
Γ ∩ E1 = ∅. Hence (Γ ∩ D1, D1) is a tangle as shown in Fig. 14(c),(d) and
E1∩D1 = E1∩D2 = ∅. Thus (Γ∩D2, D2) is a tangle as shown in Fig. 14(c),(d)
and D2∩E2 consists of two points. Hence D3∩E2 6= ∅, and D3∩E3 consists
of at most one point. Thus again E3 does not contain any white vertex. So
on... finally Γ is the one like in Fig. 32(a). Since β−α > 2, by C-II moves, a
C-I-M2 move and a C-III move, we obtain the chart as shown in Fig. 32(e).
The resulting chart is not a minimal chart. This contradicts the fact that
the chart Γ is not minimal.
Case 2. Suppose β−α = 2. By the same way we can show that E1 does
not contain any white vertex. If Γ ∩ (D1 ∩ E1) consists of one point, then a
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D2
D1
D3
D2
D1
Figure 33: An incorrect chart.
part of Γ∩A is the one as shown in Fig. 33(a). Looking at the vertex in D3,
we will find incorrect orientation of edges of label α around the vertex (see
Fig. 33(b)). Thus Γ∩ (D1 ∩E1) = ∅. Hence we can show that the chart Γ is
the one shown in Fig. 31(a). But our chart Γ is assumed to be different from
the one shown in Fig. 31(a).
Therefore one of D1, D2, D3, D4 contains at least two white vertices. Thus
Claim 2 holds.
Without loss of generality we can assume that D1 contains at least two
white vertices. Then (Γ ∩ D1, D1) is a simple IO-tangle by Theorem 1.2.
Hence there exist at least three O-edges of label α+1 forD1 by Remark 9.2(ii).
Namely there exist at least three I-edges for E1 of label α + 1. Since (Γ ∩
D1, D1) is an IO-tangle of label α and since (Γ ∩ D2, D2) is an IO-tangle
of label β, the tangle (Γ ∩ E1, E1) is a net-tangle with a label pair (α +
1, β− 1) by Boundary Condition Lemma (Lemma 2.8). By Theorem 8.1 and
Theorem 9.1, there are at least three O-edges of label β − 1 for E1 (here
possibly α + 1 = β − 1, in this case, E1 contains just parallel arcs). Namely
there are at least three I-edges of label β−1 for D2. Hence by Remark 9.2(ii),
the disk D2 contains at least two white vertices.
By the similar way, we can show that each of D1, D2, D3, D4 contains at
least two white vertices. Thus Lemma 9.3 holds. 
Now we have
• for each of E1, E3, there are at least three I-edges of label α+ 1 and at
least three O-edges of label β − 1.
• for each of E2, E4, there are at least three I-edges of label β − 1 and at
least three O-edges of label α + 1.
Let e∗1 be an O-edge for D1 of label α + 1. Let C0 be a simple closed
curve in Int A containing the edge e∗1 and intersecting each of the eight disks
D1, E1, D2, E2, D3, E3, D4, E4 by a proper arc. The oriented edge e
∗
1 induces
the orientation of the simple closed curve C0. Let ` be a simple arc connecting
a point in ∂A and a point in a brim of D2 with ` ∩ A = E1 ∩D2.
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If the simple closed curve C0 is oriented clockwise (see Fig. 34(a)), then
apply the chart Γ by DH-tricks along ` (see Fig. 34(b) and (c)), we can
assume
• the simple closed curve C0 is oriented counterclockwise (see Fig. 35).
Figure 34: Normalizing Cα, Cβ, and the annulus A.
Let U be the connected component of D2 − A containing ∂D2. Now
consider the cycles Cα, Cβ as non-oriented simple closed curves. The oriented
edge eα of Γα containing Cα ∩U induces the orientation of the simple closed
curve Cα. Similarly the oriented edge eβ of Γβ containing Cβ ∩U induces the
orientation of the simple closed curve Cβ.
If necessary we apply the chart Γ by a DH-trick for the edge eα, we can
assume that
• the simple closed curve Cα is oriented counterclockwise.
If necessary we apply the chart Γ by a DH-trick for the edge eβ (see Fig. 34(c)
and (d)) and if necessary we renumber E1, D1, E2, D2, E3, D3, E4, D4, we can
assume that (see Fig. 35)
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• E1 does not intersect any of disks bounded by Cα nor Cβ.
Define
δ =
{
1 if the simple closed curve Cβ is oriented counterclockwise,
2 otherwise.
Figure 35: (a) δ = 1 (b) δ = 2.
Case 1: β − α < 2. Then the chart is a ribbon chart.
Case 2: β − α = 2. Then we can assume that
(i) D1 ∪D2 ∪D3 ∪D4 = A,
(ii) for each i = 1, 2, 3, 4,
||a(Γ, Di+1)|| = ||b(Γ, Di)||, here D5 = D1.
We define the normal form for the chart Γ by
F (Γ) = ((n, β − α, α, δ), (||b(Γ, D1)||, ||b(Γ, D2)||, ||b(Γ, D3)||, ||b(Γ, D4)||);
b(Γ, D1), a(Γ, D2),b(Γ, D2), a(Γ, D3),b(Γ, D3), a(Γ, D4),b(Γ, D4), a(Γ, D1)).
Case 3: β − α ≥ 3. By Theorem 9.1, for each i = 1, 2, 3, 4 and j =
α + 1, α + 2, · · · , β − 2, there exists an N-tangle (Γ ∩ Di(j), Di(j)) with a
label pair (j, j + 1) such that
(i) A = (∪4i=1Di) ∪ (∪4i=1 ∪β−2j=α+1 Di(j)),
(ii) Ei = ∪β−2j=α+1Di(j) for each i = 1, 2, 3, 4,
(iii) by Theorem 8.1 for each i = 1, 2, 3, 4,
||a(Γ, Di+1)|| = ||b(Γ, Di)|| = ||a(Γ, Di(α + 1))|| = ||b(Γ, Di(α + 1))||
= ||a(Γ, Di(α + 2))|| = ||b(Γ, Di(α + 2))|| = · · · = ||a(Γ, Di(β − 2))||
= ||b(Γ, Di(β − 2))||, here D5 = D1.
We define the normal form for the chart Γ by F (Γ) =
((n, β − α, α, δ), (||b(Γ, D1)||, ||b(Γ, D2)||, ||b(Γ, D3)||, ||b(Γ, D4)||);
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b(Γ, D1),Index(Γ, D1(α+1)),Index(Γ, D1(α+2)), · · · ,Index(Γ, D1(β−2)), a(Γ, D2);
b(Γ, D2),Index(Γ, D2(β−2)),Index(Γ, D2(β−3)), · · · ,Index(Γ, D2(α+1)), a(Γ, D3);
b(Γ, D3),Index(Γ, D3(α+1)),Index(Γ, D3(α+2)), · · · ,Index(Γ, D3(β−2)), a(Γ, D4);
b(Γ, D4),Index(Γ, D4(β−2)),Index(Γ, D4(β−3)), · · · ,Index(Γ, D4(α+1)), a(Γ, D1)).
For example, the normal form for the 5-chart in Fig. 36 is
((5, 3, 1, 2), (8, 9, 8, 7);
(1, 3, 4), (3, 3, 2), (2, 3, 3), (6, 2);
(1, 3, 5), (2, 3, 4), (4, 3, 2), (2, 3, 3, 1);
(2, 4, 2), (1, 3, 2, 2), (1, 2, 4, 1), (4, 3, 1);
(2, 5), (2, 3, 2), (2, 3, 2), (5, 2)).
Figure 36: A 5-chart with two crossings.
We have the following:
(1) Let Γ and Γ∗ be 2-crossing minimal charts. If F (Γ) = F (Γ∗) and Γ −
Main(Γ) = Γ∗ −Main(Γ∗), then the two charts are C-move equivalent.
(2) There does not exist a 2-crossing w-minimal chart Γ with α(Γ)−β(Γ) ≥
3. We leave the proof for this fact as an easy exercise.
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(3) There does not exist a 2-crossing minimal chart representing a surface
braid whose closure is a 2-knot [9, Theorem 1.2].
(4) There exists a 2-crossing minimal 4-chart (see Figure 1 in [6] and
Fig. 31(a)).
But we do not know if there exists a 2-crossing c-minimal chart with
α(Γ)− β(Γ) ≥ 3.
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2-crossing chart p4
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decomposition p6
DH-trick (double hoops trick) p13
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starting from e p25
tangle p2
terminal edge p4
trivial tangle p6
Type-I p5
Type-Ip p6
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upward net-tangle p45
upward principal p29, p38
upward-right-selective p25
vertex sequence p24
57
