Abstract. Gradient descent is a standard technique in machine learning to find minima of penalty functions. Many implementations of gradient descent rely on a discretized version, i.e., moving in the direction of the gradient for a set step size, recomputing the gradient, and continuing. Manifold learning/dimensionality reduction, which seeks a low dimensional manifold that best represents data in a high dimensional Euclidean space, is an inherently infinite dimensional problem. In this context, gradient descent has been applied only after simplifying manifold learning to a finite dimensional problem by e.g., RKHS or parametric methods. In this paper, we present a gradient descent approach to optimize manifold embeddings, where the gradient descent takes place in the infinite dimensional space of smooth embeddings φ of a manifold M into R N . We first argue that the penalty function should be invariant under diffeomorphisms of M , as this guarantees that the gradient direction is always pointwise normal to φpM q inside R N . Thus implementing discretized gradient flow in our framework requires estimating how far we can move in a fixed normal direction before leaving the space of smooth embeddings. We give an explicit lower bound for this distance in terms of the geometry of φpM q induced from its embedding in R N .
1. Introduction and related work 1.1. Introduction. A common approach in data analysis and machine learning is manifold learning, i.e., determining how to approximate a set of points in Euclidean space R N by a k-dimensional embedded, closed manifold M for some k ! N [4, 9, 10, 17, 22, 29] . A key issue addressed in the literature is the problem of overfitting. Namely, there are infinitely many manifolds of a fixed dimension and diffeomorphism type that pass through or near a fixed set of points; when new data points are introduced or sampled, some of these manifolds will fit the new data poorly due to their overconfidence on the accuracy of the first data set. Overfitting is usually treated by first measuring how far the manifold is from the data points and then introducing a regularization term which penalizes a manifold for "twisting too much" to fit the data.
The mathematical setup involves the space of smooth embeddings E " EmbpM, R N q considered as an open subset of the infinite dimensional vector space of all maps from M to R N in a high Sobolev/Banach space or the C 8 /Fréchet space topology. We also have a C 1 penalty function P : E Ñ R which typically contains a data fitting term and a regularization term. (In keeping with the literature, we assume that k and the diffeomorphism type of M are given.) We look for a global minimum of P via the negative gradient flow of P on E, as this gives an optimal embedding.
There are several difficulties to this approach. It may be difficult to prove that P is differentiable for typical data terms which measure the minimum distance from a data point to the embedded manifold. Even if P is differentiable, in this infinite dimensional case it is not clear that a gradient flow line γptq converges as t Ñ 8 to a critical point of P , particularly since E here is an open set. Even if we can prove convergence, since neither P nor E is in general convex, calculus methods cannot tell us if a critical point is a local, much less a global, minimum. Perhaps most fundamentally, even the short time existence for the gradient flow may be difficult to establish, particularly if we use the most natural C 8 topology on E. These problems are well known in differential geometry, e.g., in the study of minimal submanifolds. These are all theoretical difficulties, but there are implementation issues as well. For computer calculations, the gradient flow is usually discretized, and we need to estimate how long a linearized flow that starts in E remains in E, even before we estimate the error between the discretized flow and the true flow.
Despite these difficulties, we can make progress towards understanding discretized gradient flow. As motivation, we note that both theoretical results on gradient flow [1, Ch. 11] and computer implementations of gradient flow depend on a discretized, usually linearized, version of the gradient flow [11] , although this is not guaranteed to work [8] . First, we argue that the entire penalty term should be invariant under the diffeomorphism group of M, just like typical data terms which measure the distance from data points to φpMq. In particular, geometric quantities like the volume or total curvature of M have this invariance. In contrast, more familiar regularization terms like a Sobolev norm of the embedding are not diffeomorphism invariant. We prove in Theorem 1 that for a diffeomorphism invariant penalty function P , the gradient vector field ∇P φ is guaranteed to be pointwise normal to φpMq. This simplifies the discretization process, and leads us to determine the distance one can move in a pointwise normal direction to an embedding φpMq and still remain in E. In the main result, Theorem 3, we give an explicit lower bound for this distance in terms of the geometry of φpMq and knowledge of local coordinate charts for M.
We emphasize that our approach to manifold learning directly tackles the infinite dimensional nature of this optimization problem without making any simplifying choices. Typical choices in the literature are parametric methods, which fix a finite dimensional parameter space of embeddings, and RKHS methods, which reduce the optimization to a finite dimensional problem via the Representation Theorem, but only after making a choice of kernel function. In contrast, our approach makes no such simplifying choices, and so must contend with infinite dimensional analytic issues.
1.2. Related Work. In addition to manifold learning, the use of gradient flow for functionals on infinite dimensional manifolds of maps has a large literature in machine learning, where this comes under the general heading of nonparametric methods. (In the parametric approach, one restricts attention to a finite dimensional submanifold depending on a finite dimensional family of parameters, usually in some R n for some n.) Osher and Sethian introduced the Level Set Method [28] , in which a decision boundary is treated as the level set of a function. Viewing the decision boundary this way avoids typical problems that arise with cusps and discontinuities in a flow whose speed is curvature dependent. This work has been extended in many directions, e.g., [26, 31, 32] . In supervised learning, [3] applied geometric gradient flow techniques to optimize a statistical labeling function using a penalty function that has a data term and a geometric regularization term. It should be noted that this paper has to resort to parametric methods to implement the discretized gradient flow algorithm. There are intriguing connections between regularization methods and classical physical equations in Lin et al. [20] .
There is a corresponding large literature in differential geometry for gradient flow in infinite dimensions, particularly as mentioned for minimal submanifolds. Here the penalty function is the purely geometric volume of the embedded manifold, and the gradient flow is the mean curvature flow. Hamilton [18] proved some long time existence results for mean curvature flow. Gerhardt [14] showed that convex, compact surfaces in Euclidean space and curves in a plane contract smoothly to a point under mean curvature flow. These long time existence results are nontrivial. Xiao [34] gave a short time estimate for mean curvature flow if the immersed hypersurface in Euclidean space is star-shaped. Huisken and Sinestrari [19] looked at compact hypersurfaces with positive mean curvature to study singularities than can arise during the flow. They introduced a method to get a series of rescaled flows that approach a smooth flow. Rupflin and Topping [30] studied finding a minimal immersion by doing gradient flow of the harmonic energy map paired with flowing the Riemannian metric on the domain surface. Although the gradient of a functional is typically computed using an inner product on the tangent space of the domain space, Mayer [23] used a discretized approximation to the gradient flow, which more closely mimics implementation processes. In particular, he replaces the time derivative in the equation of the flow with a finite difference term. This leads to short time movement in the direction of a minimizer of a naturally arising penalty function. It is worth noting that historically, pioneering work in the modern study of gradient flow in differential geometry was done by Morse [25] in the 1930s on the infinite dimensional space of paths on a Riemannian manifold, which was then adapted by Milnor [24] to develop Morse theory on finite dimensional manifolds. In turn, Morse theory has undergone widespread development through Floer theory and its many variants in the past 25 years [2] . Finally, the strongest connection to date between manifold learning and differential geometry is in the work of Fefferman et al. [13] on the "manifold hypothesis."
A Condition for Normal Gradient Vector Field
We first review a known result about the gradient function on a finite dimensional manifold with a group action. Recall that for a C 1 function P : E Ñ R on an oriented Riemannian manifold pE, gq, the gradient vector field ∇P is characterized by dP m pvq " x∇P, vy gpmq , for all m P E, v P T m E. Here dP m : T m E Ñ R, the differential of P at m, is independent of the Riemannian metric. Lemma 1. Let G be a connected Lie group acting via isometries on a Riemannian manifold E. A function P : E Ñ R is G-invariant (P pg¨mq " P pmq for all m P E, g P G) iff ∇P m is perpendicular to the orbit O m " tg¨m : g P Gu for all m P E.
Strictly speaking, we mean ∇P pmq K gpmq T m O m .
Proof. If P is G-invariant, then O m is contained in a level set of P . The gradient is always perpendicular to a level set: for X P T m O, take a curve γptq P O m with 9 γp0q " X, and compute 0 " pd{dtq| t"0 P pγptqq " dP m pXq " x∇P m , Xy.
Conversely, assume that ∇P m K O m for all m. Take a smooth path ηptq, t P r0, 1s, from e P G to a fixed g P G, and for a fixed m P E define γptq " ηptq¨m. As in the last paragraph, we get 0 " x∇P γptq , 9 γptqy " dP γptq p 9 γptqq, so P is constant along γptq. In particular, P pmq " P pγp0qq " P pγp1qq " P pg¨mq.
We want to apply this result with E, G given by E, DiffpMq, respectively. (Since DiffpMq need not be connected, we have to restrict to Diff 0 pMq, the connected component of the identity diffeomorphism.) The smooth structure on mapping spaces is well known (see e.g., [12] ). Rather than go through the technicalities of the Lie group structure on DiffpMq [27] , we give a direct proof.
The tangent space T φ E at an embedding φ is given by the infinitesimal variation of a family of embeddings φptq, which for fixed m P M is given by pd{dtq| t"0 φ t pmq P T φpmq R N » R N . Thus elements X of T φ E are "R n -valued vector fields along φpMq," i.e., a smooth function
For φ P E, M has a Riemannian metric g φ given by the φ-pullback of the standard metric/dot product on R N restricted to φpMq. Specifically, for v, w P T m M, xv, wy m " dφpvq¨dφpwq. Denote the associated volume form on M by dvol φ . We take the L 2 inner product on T φ E associated to the standard metric/dot product on R N and g φ :
Thus the gradient of P : E Ñ R is characterized by
DiffpMq acts on φ P E by g¨φ " φ˝g´1. It is standard that DiffpMq acts via isometries on E with the L 2 metric.
In our setting, we can strengthen Lemma 1 to the pointwise normal condition ∇P φpmq¨Qm " 0 for all Q m P T φpmq φpMq, m P M, for a DiffpMq-invariant P . Theorem 1. For a C 1 function P : E Ñ R, the gradient ∇P is pointwise normal to T φpmq φpMq for all m P M and for all φ P E if and only if P is invariant under diffeomorphisms in Diff 0 pMq, the path connected component of the identity in DiffpMq.
Proof. Assume P is Diff 0 pMq-invariant. As in the Lemma, we conclude that
Take a family of diffeomorphisms g t of M with g 0 " Id and with tangent vector X " pd{dtq| t"0 g t P T Id DiffpMq. Then φ˝g t P O φ , and the vector field pd{dtq| t"0 φ˝g t " dφpXq tangent to φpMq is in T φ O φ . Conversely, any tangent vector field V to φpMq integrates to a family of diffeomorphisms in Diff 0 pMq, so we conclude that V P T φ O φ and that (up to a choice of topology on DiffpMq) T φ O φ is the space of tangent vector fields to φpMq.
Fix m 0 P M and a vector Q m 0 P T φpm 0 q φpMq. Choose a sequence ǫ k Ñ 0 and smooth
with B k pφpm 0the Euclidean ball of radius ǫ k centered at φpm 0 q. Extend Q m 0 to a vector field Q " Q m on φpMq, and define the vector fields Y k on φpMq by:
Then we have
For the converse, assume that ∇P φ pφpmqq K T φpmq φpMq for all m P M. Then ∇P K L 2 Q for all tangent vector fields Q to φpMq, and so ∇P is perpendicular to the orbit of Diff 0 pMq. As in Lemma 1, we conclude that P is Diff 0 pMq-invariant.
Estimates for Flows in Normal Gradient Directions
To apply Theorem 1, we note that penalty functions in machine learning typically involve a data term and a regularization term. The first often penalizes distance to training data while the second can penalize overfitting. Data terms that penalize distance and geometric regularization terms (such as the volume of φpMq) are diffeomorphism invariant. We note this is not always the case with Sobolev regularization terms.
1 Thus one specific advantage of a geometric regularization term is that by Theorem 1 the gradient vector field for the penalty function at φ is guaranteed to be pointwise normal to φpMq.
Under the assumption that our penalty function is diffeomorphism invariant, to implement discretized gradient flow, we have to know how far φpMq can move in a fixed normal gradient direction while remaining in the space of embeddings. The next set of results gives an explicit estimate for the lower bound of this flow, with the main result in Theorem 3.
We recall that for compact manifolds, an embedding φ : M Ñ R N is an injective immersion. Here φ is an immersion if its differential dφ is pointwise injective, which is the infinitesimal condition for the map φ to be a local injection. Thus, there are two types of obstructions to a linearly deformed embedding φ t of φ remaining an embedding: (1) a local obstruction, where distinct nearby points in φpMq deform to the same point in φ t pMq; (2) a global obstruction, where points far from each other in the induced Riemannian metric on φpMq deform to the same point in φ t pMq because they are close in R N . The local obstruction is controlled by the injectivity of the differential. Specifically, in Theorem 3, the local obstruction is controlled by K, a bound on the principal curvatures of φ. The global obstruction, which cannot be treated by infinitesimal means, is controlled in Theorem 3 by δ, which is constructed by bounds in the Implicit Function Theorem.
Notation and Definitions.
Throughout the paper, we assume that M is compact and without boundary.
(1) ǫ " ǫ φ is chosen so that each s in the ǫ-neighborhood B ǫ pφpMqq of φpMq has a unique closest point q " qpsq in φpMq. The existence of this neighborhood is guaranteed by the ǫ-Neighborhood Theorem [16, p. 76] . B ǫ pφpMqq is diffeomorphic to a neighborhood of the zero section of the normal bundle ν φ of φpMq: we have s´q P ν φ,q , the fiber of ν φ at q, and the map s Þ Ñ s´q is the diffeomorphism. A lower bound for ǫ is given in terms of δ below in Lemma 4; it will become explicit in Remark 2.
(2 (4) The endpoint map E : ν φ Ñ R N is Epq, vq " q`v. It is given explicitly by:
N´k i,q q, where the domain is in normal coordinates and the range is in standard coordinates. Points e " q e`ve for which the Jacobian of the E map is not full rank at pq e , v e q are by definition focal points [24, §6] .
(5) The inclusion map φpMq Ñ R N is q " pq 1 ,¨¨¨, q k q Þ Ñ px 1 pqq,¨¨¨, x N p" xpqq in manifold to Euclidean coordinates, so the first fundamental form is the matrix pg ij q "`B The focal points of φpMq along the normal line l " q`tv are precisely the points q`p´1 i v, where 1 ď i ď k, p i ‰ 0.
(7) Let K be the maximal principal eigenvalue of φpMq. Thus we take the maximum of the p i pvq over all unit vectors in ν φ .
(8) δ is chosen such that normal lines of length δ based at different, close points of φpMq do not intersect:
, i " 1, 2, and |t 1 |, |t 2 | ă ǫ, with ǫ defined in (1) above. δ is precisely defined in (2), and estimated in Remark 2.
Remark 1. In the calculations below, estimates for ǫ, δ, K are computed explicitly in terms of φ, local coordinates on M, and local coordinates on ν φ . Specifically, a lower bound for ǫ in terms of K and δ is given in Lemma 4. K of course depends on φ, but is in fact independent of coordinates on M, as it is the maximum eigenvalue of any normal component of the trace of the second fundamental form. The estimate of δ uses φ, local coordinates on M, and local coordinates on ν φ in e.g., the proof of Proposition 3. It is reasonable to assume knowledge of coordinates on M, as a manifold is specified by a cover of charts. In fact, local coordinates on M and φ determine local coordinates on ν φ .
2 Thus, in the end our estimates depend only on local coordinates on M and on φ. See Remark 2 for more details.
3.2.
Immersions and the role of the ǫ-neighborhood.
The first main problem is to determine which normal deformations φ t pMq of φpMq are still immersions. This depends on a lower bound for ǫ in §3.1 (1) . We state the lower bound in Theorem 2, and give the first half of the proof of this Theorem.
Note: The Euler class of the normal bundle e P H
N´k pMq is the obstruction to the global existence of a unit normal vector field. Since e may be nonzero, in the next two results we refer to vector fields whose elements have length at most one. Proposition 2. Let u be a normal vector field of length at most one along φpMq Ă R N , and let ǫ be defined in §3.1(1). Then φ t pMq " tφpmq`tu φpmq : m P M u is immersed in R N for |t| ă ǫ.
Proof. Because φ : M Ñ R
N is an embedding, it suffices to show that the map F t : φpMq Ñ φ t pMq, F t pqq " q`tu q , is an immersion. In normal coordinates, we have
F t is the identity on the first k coordinates, so its differential DF t , written as an Nˆk matrix, is of the form
where˚is some pN´kqˆk matrix. This has rank k, so F t is an immersion. We note ǫ is implicitly used as normal coordinates are only defined in B ǫ pφpMqq.
2 Take the standard basis te i u of R N . For I " pi 1 ,¨¨¨, i N´k q with 1 ď i 1 ă¨¨¨ă i N´k ď N, lexicographically ordered, set e I " pe i1 , . . . , e i N´k q Let U I be the open set of q P ΦpM q such that I is the smallest multi-index such that the projection of e I into ν φ,q is a basis of ν φ,q . Then ν φ is trivial over U I , and we can form a new, fixed cover of M by taking tV i X U I u. In particular, the local coordinates on ν φ in (2) are not extra data, since the embedding φ determines which q are in which U I .
Since M is compact, if we show that φ t is injective, then it is an embedding. Theorem 2 proves injectivity for |t| ď t˚, where t˚is defined in the Theorem statement. The proof of Theorem 2 follows after the proofs of Lemmas 2-4 and Proposition 3.
Theorem 2. Let u be a normal vector field of length at most one along φpMq Ă R N Let t˚" mintK´1, δ{3u. Then φ t : M Ñ R N given by m Þ Ñ φpmq`tu φpmq is injective for |t| ď t˚.
Here δ is given by §3.1(8), and will be estimated explicitly after the proof of Proposition 3.
Proof. As in the previous proof, it suffices to show that F t : φpMq Ñ φ t pMq, is injective. We extend F t to a map between open subsets of R N by setting
where qpbq is the closest point in φpMq to b. Note that H t | φpM q " F t and that H t is defined only for |t| ă ǫ.
We now proceed with a series of Lemmas. 
This matrix is invertible, so the Lemma follows from the inverse function theorem. Let δ Ht " min q tδ q Ht u. Set δ H " mintδ Ht : |t| ď .999ǫu.
(1) Note that δ H " δ H puq depends on the choice of the normal vector field u.
Proof. Assume instead that there exist x, y P φpMq such that x`tu x " y`tu y for |t| ă t˚. By Lemma 2, d R N px, yq ą δ Ht . Then δ Ht ă d R N px, yq " |x´y| " |x´px`tu x q`px`tu x q´y| ď |x´px`tu x q|`|py`tu y q´y| " |tu x |`|tu y | ď 2|t| ă 2tď 2δ Ht {3, since t˚ă δ Ht {3. This is a contradiction.
We now compute ǫ in §3.1(1) in terms of K in §3.1(7) and δ in §3.1 (8) . As mentioned above, K is computed locally on φpMq, while δ is computed globally using the Euclidean distance. Lemma 4. Set ǫ " min tK´1, δ{3u, where K is given in §3.1(7) and δ is given in §3.1 (8) . Then every point in B ǫ pφpMqq has a unique closest point in φpMq.
Proof. Suppose there exists b P B ǫ pφpMqq with closest points x, y P φpMq. Then b " x`tv x " y`t 1 v y for unit normal vectors v x at x, v y at y, and |t|, |t 1 | ă ǫ. By definition of δ, we have d R N px, yq ą δ. As in the previous proof, we have
which is a contradiction.
,
We can now define δ in (2) below and explicitly estimate it in Remark 2. We first restrict the endpoint map E : ν φ Ñ R N to the compact set W " tv P ν φ : |v| ď .999K´1u. For fixed q 0 P φpMq and pq 0 , v 0 q P ν φ,q 0 X W " W q 0 , the proof of Lemma 2 shows that DEpq 0 , v 0 q is invertible. Therefore, there is a ball of radius δpq 0 , v 0 q around pq 0 , v 0 q on which E is a diffeomorphism. Set δ q 0 " δpq 0 , 0q and
We claim that E is a diffeomorphism on the the set B q 0 Ă ν φ given by
Indeed, for pq 1 , v 1 q P B q 0 , we have
Thus for pq 1 , v 1 q, pq 2 , v 2 q P B q 0 and pq 1 , v 1 q ‰ pq 2 , v 2 q, we conclude pq 1 , 0q, pq 2 , 0q P A q 0 and Epq 1 , v 1 q ‰ Epq 2 , v 2 q. Since E is invertible on B q 0 , it is a diffeomorphism onto its image.
We set
In other words, for q 1 , q 2 P φpMq with d R N pq 1 , q 2 q ă δ, we have q 1`v1 ‰ q 2`v2 for |v 1 |, |v 2 | ă δ and pq 1 , v 1 q P ν φ,q 1 , pq 2 , v 2 q P ν φ,q 2 .
For a fixed pq 0 , v 0 q, it remains to compute δpq 0 , v 0 q explicitly, after which δ can be defined by (2) . The computation of δpq 0 , v 0 q uses a quantitative version [21] of the Implicit Function Theorem given in the next Proposition. The proof is in the Appendix.
To set the notation, let the matrix norm }A} be the sup norm of the absolute values of the entries. For G P C 1 pR m`n , R m q, let ps 0 , y 0 q P R m`nˆRm satisfy Gps 0 , y 0 q " 0. For fixed δ ą 0 let V δ " V δps 0 ,y 0 q " tps, yq P R m`n : |s´s 0 | ď δ, |y´y 0 | ď δu. We focus on the case Gps, yq " Epsq´y, the usual method to derive the Inverse Function Theorem from the Implicit Function Theorem. 
Set (I) B δ 0 " sup ps,yqPV δ 0 }B y Gps, yq}, (II) M " }B s Gps 0 , y 0 q´1}, (III) δ 1 " p2MB δ 0 q´1δ 0 . Then for the case n " m and Gps, yq " Epsq´y, on the set tps, yq : }s´s 0 } ă δ 0 , }y´y 0 } ă δ 1 , Gps, yq " 0u, E has a C 1 inverse: Epsq " y iff s " E´1pyq. Equivalently, E is a C 1 diffeomorphism on
To apply the Proposition, we set n " m " N and Gppq, vq, yq " Epq, vq´y, where E is the endpoint map. We follow the Proposition's labels in a series of steps:
Criterion I: Independent of the value of δ 0 " δ 0 ppq 0 , v 0 q, y 0 q, we have
Criterion II: By §3.1(4), (7),
is invertible for |v| ă K´1. In the notation of §3.1(4),
By Cramer's rule,
where DEpq 0 , v 0 qp i,jq is the usual minor of DEpq 0 , v 0 q obtained by deleting the i th row and j th column. Since φ and the w i are given, we obtain an estimate for M.
Equation (3): We now compute δ 0 " δ 0 pq 0 , v 0 q such that (3) holds for ppq, vq, yq. Since (3) is independent of y in our case, we need δ 0 pq 0 , v 0 q such that
We consider a first order Taylor expansion of DEpq, vq around s 0 " pq 0 , v 0 q. 
Here B j differentiates in the s variable. Set
Plugging (8) into the right hand side of (7) and canceling the identity matrix, the matrix norm in (7) becomes
where the N comes from the sum over ℓ " 1, . . . , N. Setting
we conclude that the estimate (7) is satisfied.
Criterion III: We now have
by Criterion I. Thus δ 1 pq 0 , v 0 q is estimated by Criterion II and III.
Equation (4): By the Proposition, E is a diffeomorphism on E´1pB δ 1 pq 0 ,v 0 q py 0 qqXB δ 0 pq 0 ,v 0 q pq 0 , v 0 q.
To be more explicit, we want a ball of radius δpq 0 , v 0 q around pq 0 , v 0 q inside this set.
We first find δ 2 pq 0 , v 0 q such that
In other words, we want |pq, vq´pq 0 , v 0 q| ă δ 2 pq 0 , v 0 q ñ Epq, vq P B δ 1 pq 0 ,v 0 q py 0 q.
As in the Equation (2) 
For s 0 " pq 0 , v 0 q, s " pq, vq, we have
Therefore, for
estimate (14) holds. Finally, setting
finishes the Equation (4) step.
By Lemmas 3, 4, we know that Theorem 2 holds, i.e., φ t is injective, for tă mintK´1, δ H {3, δ{3u. If we prove that δ H ą δ, then we get injectivity of φ t for t˚ă mintK´1, δ{3u, which is Theorem 2.
By the definition of δ in §3.1(8), we have x, y P φpMq and d R N px, yq ă δ implies x`t 1 v x ‰ y`t 2 v y for |t i | ă ǫ and for any unit normal vectors v x , v y at x, y, resp. By Lemma 2, for d R N px, yq ă δ Ht " δ Ht puq for a fixed normal vector field u of length at most one, we have x`tu x ‰ y`tu y . (By the remarks above Lemma 2, we also have |t| ă ǫ here.) Since δ does not depend on a choice of vector field u, we have δ ď δ Ht puq. This implies δ ď δ H . Thus we can conclude that φ t is injective for t˚ă mintK´1, δ{3u, and the proof of Theorem 2 is complete.
Remark 2. We review the explicit lower bound for δ. For G defined by (10), δ 0 pq 0 , v 0 q is defined by (12) . For M defined by (6), δ 1 pq 0 , v 0 q is defined by (13) . For G p defined in (15), δ 2 pq 0 , v 0 q is defined in (16) . Then (17) defines δpq 0 , v 0 q. Finally, (2) defines δ.
In particular, lower bounds on M, G, and G p will give a lower bound on δ. These constants depend on q-derivatives (i.e., M coordinate derivatives) of the R N coordinates of φ and of vectors in ν φ (see e.g., (5)). Since the normal bundle is determined by M and φ, our estimates are explicit in the sense of Remark 1.
The main Theorem.
Since M is compact and since φ t is an injective immersion for t ď t˚by Theorem 2, we obtain the main result that φ t is an embedding for t less than an explicit t˚.
Theorem 3. Let u be a normal vector field of length at most one along φpMq Ă R N . Let t˚" mintK´1, δ{3u, with K defined in §3.1(7) and δ estimated in Remark 2. Then φ t : M Ñ R N given by m Þ Ñ φpmq`tu φpmq is an embedding for t ď t˚.
Discussion
In this paper, we have proposed treating manifold learning by gradient flow techniques that are standard in much of machine learning. By doing gradient flow in the infinite dimensional space of embeddings of a fixed manifold M into R N , we avoid parametric methods. Parametric methods typically restrict the class of manifolds considered to a finite dimensional space, which speeds up computation time at the cost of perhaps oversimplifying the problem. In our approach, we give theoretical lower bounds on the existence of a good discretized version of gradient flow on the space of embeddings. However, this paper does not discuss computational issues, which must be addressed in future work.
There are two theoretical issues that need further examination. The first is the choice of M: how is this manifold specified? Based on Riemannian geometry estimates dating to the 1980s, it is reasonable to assume that we want to consider manifolds of a fixed dimension with a priori a lower bound on volume, an upper bound on diameter, and two-sided bounds on sectional curvature. Cheeger's finiteness theorem [5] asserts that there are only a finite number of diffeomorphism classes among all such manifolds. (It would be interesting to determine if the class Gpd, V, τ q in [13] has a similar finiteness theorem.) However, while this in theory provides us with a finite list of choices, the proof of the finiteness theorem is nonconstructive.
Perhaps even more importantly, it is unclear how to specify the dimension of M in advance. This has been discussed in the literature: see e.g. [33] and its references for work done before the last decade, and [15] for more recent work. In these works, issues such as the potentially fractal/Hausdorff dimension of the data set has been discussed. From a more geometric mindset, we could speculatively start with an N-manifold, and hope that in the long run, M would collapse in the sense of Cheeger-Gromov [6] to a lower dimensional manifold of "best" dimension. Even more speculatively, since all Riemannian manifolds are via cut locus arguments homeomorphic to a closed ball with gluings on the boundary, we could start with the N-ball B N , add a regularization term, like the volume of BB N " S N´1 , that penalizes the existence of a boundary, and hope that long time flow provides both dimension collapse and boundary gluing. We have no evidence that this will work, but a low dimensional computation is potentially feasible.
Appendix A. The Quantitative Implicit Function Theorem
This quantitative version of the Implicit Function theorem and its proof are from [21] (see also [7, Appendix A]).
For F P C 1 pR m`n , R m q, let px 0 , λ 0 q P R mˆRn satisfy F px 0 , λ 0 q " 0.
Theorem 4 (Quantitative Implicit Function Theorem). Assume that the mˆm matrix B x F px 0 , λ 0 q is invertible and choose δ ą 0 such that sup px,λqPV δ ||Id´rB x F px 0 , λ 0 qs´1B x F px, λq|| ď 1{2.
Let B δ " sup px,λqPV δ ||B λ F px, λq|| and M " ||B x F px 0 , λ 0 q´1||. Set δ 1 " p2MB δ q´1δ, and set Γ δ 1 " tλ P R n : |λ´λ 0 | ă δ 1 u, V δ,δ 1 " tpx, λq P R m`n : |x´x 0 | ď δ, |λ´λ 0 | ď δ 1 u. Then there exists g P C 1 pΓ δ 1 , R m q such that all solutions of the equation F px, λq " 0 in the set V δ,δ 1 are given by pgpλq, λq. In addition, B λ gpλq "´pB x F pgpλq, λqq´1B λ F pgpλq, λq.
Proof. Take λ P V δ 1 " |λ´λ 0 | ă δ 1 . Consider U δ " tx P R m : |x´x 0 | ď δu and Ω λ : U δ Ñ R m defined by Ω λ pxq " x´B x F px 0 , λ 0 q´1F px, λq.
For x P U δ , F px, λq " 0 is equivalent to x " Ω λ pxq. We have |Ω λ px 0 q´Ω λ 0 px 0 q| ď M|F px 0 , λq´F px 0 , λ 0 q| ď MB δ δ 1 .
In addition, |B x Ω λ | " |Id´B x F px 0 , λ 0 q´1B x F px, λq| ď 1{2, so |Ω λ pxq´Ω λ px 0 q| ď Thus Ω λ is a contraction on U δ , and Ω λ pxq " x has a unique solution x " gpλq by the Contraction Fixed Point Theorem. We have therefore obtained a function g : V δ 1 Ñ U δ such that F pgpλq, λq " 0. All solutions in V δ,δ 1 are of this form: if F px 1 , λ 1 q " 0, then |x 1´g pλ 1 q| " |Ω λ 1 px 1 q´Ω λ 1 pgpλ 1 qq| ď 1 2 |x 1´g pλ 1 q|, so x 1 " gpλ 1 q.
For the final statement in the Theorem, let λ, λ 1 P Γ δ 1 . As above, we have
This yields the Lipschitz continuity of g. To obtain differentiability, we note that by the differentiability of F and the Lipschitz continuity of g, for h P R n small enough, |F pgpλ`hq, λ`hq´F pgpλq, λq`B x F rgpλ`hq´gpλq, hs`B λ F pgphq, hq| " op|h|q.
Since F pgpλ`hq, λ`hq " F pgpλq, λq " 0, we obtain lim hÑ0 |h|´1|gpλ`hq´gpλq`rB x F pgphq, hqs´1B λ F pgphq, hq| " 0.
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