It is shown that the influence of topography on the interaction of long, weakly nonlinear, quasigeostrophic baroclinic waves can be described by a pair of linearly coupled Korteweg-de Vries equations, with a forcing term in one of the equations. This system exhibits a rich dynamics that is suggestive of atmospheric blocking such as stable stationary solutions, transient quasi-steady-state solutions, multiple equilibria, and baroclinic instability. Topography is shown to favor the formation of blocking systems. This system is investigated both analytically, using techniques from asymptotic perturbation theory, and through numerical simulations.
Introduction
There has been an active research and interest over the past years in atmospheric blocking, that is, the occurrence of quasistationary, highly persistent, coherent structures in the midlatitude lower atmosphere. The understanding of the life cycle of blocking systems is essential for long-range weather forecasting since blocking events may dominate the weather even upstream and downstream of the region where they occur, on a timescale reaching to the lower end of the climatic timescale. The difficulty in formulating a theoretical model for atmospheric blocking is that it involves the interplay of planetary-scale processes, synoptic-scale processes, and orography (see, for instance, Mullen 1987; Lupo and Smith 1995) . The analysis of observations suggests that the formation and maintenance can be essentially understood in the framework of quasigeostrophic dynamics (Hansen and Sutera 1984) . Quasigeostrophic dynamics can schematically be viewed as a competition between 2D processes and their inherent indirect energy cascade toward large-scale features, and 3D processes and their inherent direct energy cascade toward smallscale features. The former is associated with the TaylorProudman theorem, the latter with baroclinic instability, both being features of rotation. There have been two contrasting theoretical approaches. In one, the full quasigeostrophic equations are solved numerically. In the other, reductions of the quasigeostrophic equations are obtained, either in terms of Galerkin approximations (Legras and Ghil 1985) or in terms of a weakly nonlinear analysis and solitary-wave dynamics (Patoine and Warn 1982; Warn and Brasnett 1983; Malanotte-Rizzoli 1984, 1985; Mitsudera 1994; Helfrich and Pedlosky 1993, 1995; Christensen and Wiin-Nielsen 1996; Gottwald and Grimshaw 1998) .
This work is a sequel to our previous work (Gottwald and Grimshaw 1999, hereafter GG) where it was shown that the interaction of long, weakly nonlinear quasigeostrophic waves could be described by a pair of coupled Korteweg-de Vries equations (KdV) . This system exhibits a rich variety of dynamics suggestive of atmospheric blocking systems such as stable stationary solutions, transient quasi-stationary solutions, multiple equilibria, and baroclinic instability. We will here continue this work by examining the effect of topography on the formation and development of blocking systems.
Simulations by Lindzen (1986) , Kalnay and Mo (1986) , Malanotte-Rizzoli and Malguzzi (1987) , and Shutts (1983) , and observational studies by Shutts (1986) and Illari (1984) suggest that orography is not necessary for the formation and maintenance of a blocking system; but Egger et al. (1986) concede that with only eddy forcing, blocking systems would not have the observed amplitudes when friction is included and, hence, we should take into account the effect of topography. In other words topography is not necessary to obtain blocking systems but does support their development and may be dynamically important. We will address this issue here.
Topography may support large-amplitude, nearly stationary waves through interaction with waves whose phase speed is close to zero in a coordinate frame fixed VOLUME 
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to the topography. This interaction can occur either through direct resonant forcing or through the trapping of waves traveling toward the topography (e.g., Grimshaw et al. 1995) . In both cases the linear phase speed of the waves is close to zero. Both processes make topographic forcing an attractive mechanism for the study of atmospheric blocking. Furthermore, topography may under certain circumstances provide the possibility of multiple equilibria (Charney and DeVore 1979) . Since the pioneering work of Charney and DeVore (1979) the idea of multiple equilibria was introduced into the context of blocking, namely, the coexistence of a normal small-amplitude state and a large-amplitude state reminiscent of blocking systems. As mentioned above, the importance of topographic forcing for atmospheric blocking has since been queried. In particular, for loworder models it is argued that multiple equilibria may be an artifact of the truncation; see, for example, Tung and Rosenthal (1985) , Cehelsky and Tung (1985) , and Yano and Mukougawa (1992) . Nevertheless, the idea of multiple equilibria has remained intriguing and promising. And indeed, in our previous paper we were able to present a model in which multiple equilibria occur even in the absence of topographic forcing.
In this paper we demonstrate that, consistent with observations (i.e., Egger et al. 1986 ), topography is not necessary to support blocking systems but may provide an environment for its enhanced generation and development. We show that topographic forcing, indeed, does support the same type of solutions as in the nontopographic case studied in GG, but may additionally lead to larger amplitudes, multiple equilibria, and trapped waves. All these features are suggestive of blocking systems.
To overcome the unrealistic assumption of global topographic theories (for instance, Charney and DeVore 1979) such as periodicity and nonlocality, Patoine and Warn (1982) and Warn and Brasnett (1983) introduced local models describing the interaction of solitary waves with localized topographic features. In a similar manner Grimshaw (1991, 1994) investigated related phenomena in the oceanographic environment. Continuing our previous work (GG) in the same spirit, we will derive here a pair of coupled Korteweg-de Vries equations, obtain and analyze some steady-state solutions, and relate these to blocking systems.
Weakly nonlinear, long-wave approximation
We proceed as in GG. Thus, we take a quasigeostrophic two-layer model on a ␤ plane. We shall use a nondimensional coordinate system, based on a typical horizontal lengthscale L; a typical vertical scale for each layer D 1 , D 2 with H 0 ϭ D 1 ϩ D 2 ; and typical Coriolis parameter f 0 . A typical velocity U is taken to be the maximum of the mean current velocity and the timescale is given by U/L. We obtain the following equations (Pedlosky 1987) for the nondimensional pressure fields p 1 and p 2 :
with the boundary conditions
Here the pressure fields are scaled by 1,2 f 0 U 0 L 0 and, in this quasigeostrophic approximation, also serve as streamfunctions for the velocity fields in each layer. The subscripts 1 and 2 are associated with the upper and lower layers, respectively, with 1,2 being the density of the upper (lower) layer. We have introduced the nondimensional meridional gradient of planetary vorticity ␤; the Rossby number Fandry and Leslie (1984) , Dickinson (1978), and Davey (1981) . If we separate the mean currents, which are assumed to depend on y only, from the perturbation field, so that
1,2 ϪL we can perform a weakly nonlinear long-wave analysis and derive an evolution equation for the perturbation field i . The procedure is described in detail in GG, but for convenience it is summarized here in the appendix. The outcome is that the perturbation field, to the leading order, is given by
Thus the meridional structure of i is entirely determined by the mean currents at this order. At the next order we obtain a pair of coupled Korteweg-de Vries equations for the rescaled amplitudes A i :
is a necessary condition for baroclinic instability. In terms of a long-wave approximation of (2.5) the instability criterion (2.8) can be further refined to |⌬ 2 Ϫ ⌬ 1 ϩ ␦c 2 Ϫ ␦c 1 | Ͻ 2 Ϫ 1 2 , where ␦c i are the dispersive ͙ phase speed corrections.
In the absence of topographic forcing and damping (i.e., D ϭ 0 and E ϭ 0) the system (2.5) supports an explicit solitary-wave solution of the form In section 3 we will solve steady-state solutions of the system (2.5) by performing an asymptotic perturbation theory, and investigate their stability. In section 4 we will simulate the pair of coupled KdV equations (2.5) numerically. In section 5 we discuss the results obtained by our asymptotic theory and test the validity of the long-wave approximation by simulating the full topographically forced quasigeostrophic two-layer system (2.1) using the approximative solutions of the system (2.5) derived in section 2 as initial conditions.
Asymptotic approximation

a. Introduction
In this section we use an asymptotic approximation that assumes weak coupling, friction, and topographic forcing. The essence of this approach is to assume that the effect of the small perturbations is only to modify the solitary-wave parameters, namely, amplitude and phase, of the undisturbed, uncoupled KdV equations on a slow timescale. Thus we assume that each solitary wave has a slowly varying time-dependent amplitude and phase, and obtain ordinary differential equations describing the time evolution of these parameters. This method was introduced by Johnson (1973) , Karpman and Maslov (1978) , and Kaup and Newell (1978) for a single KdV equation. An extension to this work was made by Grimshaw and Mitsudera (1993) using a multiscale perturbation expansion to take into account higher-order terms. We will follow this approach and use the resulting amplitude and phase equations to extract 
Ϫϱ
where ⌬⌽ ϭ ⌽ 2 Ϫ ⌽ 1 . The amplitude equations contain the leading-order energy balance, as can be seen by inserting u 0 and 0 into the full nonlinear energy equations (2.7). We note that the ''tanh 2 '' terms in the interaction integrals of the equations describing the time evolution of the phases ⌽ 1,2 are the contribution of the radiating tails to the first-order speed corrections. 
Note that this is exactly the condition (2.11) previously found for D ϭ 0. But we should note that there might also be solutions of (3.4) with that are not w* w* 1 2 apparent in the full coupled KdV equations. We will investigate these extraneous solutions in section 3e. The condition ⌬⌽ ϭ 0 assures that the two waves of the coupled layers are locked together. If topography is present, the steady-state waves must also stay locked to the topography, and we will get the additional constraint ⌽ 1 ϭ ⌽ 2 ϭ 0. The condition for steady-state solutions determining the amplitudes now allows for the possibility of multiple equilibria when topography is included. The multiple equilibria are states where there is more than one possible value of the amplitudes for the same set of parameters.
In order to keep the system as simple as possible we restrict ourselves to a symmetric topographic feature. All symmetric topographic features support steady-state solutions with ⌽ 2 ϭ 0, whereas this is not generally the case for asymmetric topographic features, as can be seen from the amplitude equation (3.4) for a 2 . We note that for simplicity from this point on we do not consider surface heating anymore. Sea surface heating would require asymmetric shapes of the equivalent orography and, hence, would cause the algebra to be rather awkward.
If an explicit expression is needed, we represent the topography by a ''sech 2 '' profile according to
where p is a measure for the width of the topographic feature. Other analogous expressions could be used and would yield similar results. The topographic interaction integrals of the reduced system (3.4) can be simplified in the limiting cases p K 1 and p k 1, that is, in the limit of narrow and broad topographic features, respectively.
In the case of a narrow topographic feature, D(x) acts like a ␦ function and the interaction integral appearing in the amplitude equation of (3.4) reduces to
and the contribution to the first-order speed correction in the equation for ⌽ 2 reduces to
For the case of a broad topographic feature the solitary wave may be approximated by a ␦ function and we can simplify the topographic interaction integral in the amplitude equation as
Ϫϱ and the interaction integral of the phase equation as
Note that in both these limits, we do not need to use the explicit representation (3.7) for the topography.
In the topographically forced KdV equation we can obtain multiple equilibria as discussed in Warn and Brasnett (1983) and Grimshaw et al. (1995) , among others. This is not possible here for a fixed set of parameters since the solitary wave is not only locked to the topography but also to the other layer, which breaks the single constraint ⌬⌽ ϭ 0 into ⌽ 1 ϭ ⌽ 2 ϭ 0. Hence, instead of the one equation (3.5), one obtains two equations as a condition for steady states, namely,
for a broad topography. Indeed, the amplitude is uniquely determined by (3.11).
However, if we allow ⌬ 1 and ⌬ 2 to be free parameters, which can be achieved by introducing a small inhomogeneity to the mean flow according to the definition of the parameters (A.15) as discussed in the appendix, we may obtain multiple equilibria. In Fig. 1 we have depicted the steady-state amplitude 2w* 2 as a function of ⌬: ϭ (Ϫ⌬ 2 ϩ 2 /mu)/4 as determined by the condition for a broad topographic feature [(3.13) ]. In particular, we obtain one large-am-͙ plitude state and one small-amplitude state. For the narrow topography the picture looks qualitatively the same as in Fig. 1 and analogous expressions can be found for the two branches. We note that for small only a slight shift in ⌬ 1 is required to allow for the two amplitude states. Note also that in the case of a broad topographic feature the condition for steady states [(3.13) ] is independent of the width and only depends on the height of the topography as can be seen from (3.10).
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Next we include friction, which leads to the possibility of multiple equilibria associated with a balance between dissipation and forcing in the amplitude equation for a 2 . In this case the multiple equilibria do not consist of states of different amplitudes but of states of different locations. In particular, the amplitude a 2 is just that of a stationary solution, that is, satisfying ⌬ 1 Ϫ ϭ 0 and ⌬ 2 Ϫ ϭ 0 if we 2a* 2 a* 1 2 neglect first-order corrections, but the amplitude equation determines now the number of possible states and their position ⌽ 2 . The balance determining ⌽ 2 is written as
Ϫϱ and can be simplified using (3.7) or (3.9). We find that there are no multiple equilibria possible for D 0 Ͼ 3E/p in the case of narrow topography and for D 0 Ͼ ͙ 3Epa 2 /2 in the case of broad topography. This implies ͙ that for fixed dissipation a broad (narrow) topographic feature has to be larger the broader (narrower) it is to support multiple equilibria. Figure 2 depicts the conditions (3.14). For positive forcing D 0 Ͼ 0 the two states have ⌽ 2 Ͻ 0 and are attached to the western side of the topographic feature; for negative forcing D Ͻ 0 the two states have ⌽ 2 Ͼ 0 and are attached to the eastern side of the topographic feature. We observe that for more complicated topographic features the number and location of possible states is associated with the number of extremes of D . Figure 2 also helps to interpret the two solutions for E 0 and to understand where they come from. This is seen for small E, that is, when the dashed line in Fig. 2 is close to the ⌽ 2 axis; one solution arises from the topographic solution at ⌽ 2 ϭ 0, the other solution comes from the free solitary-wave solution at ⌽ 2 ϭ Ϫϱ where the solitary wave does not feel the topography. The influence of dissipation is to link these two distinct, independent solutions.
d. Stability analysis
For the moment we will again restrict ourselves to the nondissipative case, where we have the steady state ( , , , ), namely, a* a* ⌽* ⌽*
We perform a linear stability analysis by linearization about this steady state, that is, we write ⌽ ϭ ⌽* ϩ ␦ , ⌽ ϭ ⌽* ϩ ␦ , where the dot denotes the time derivative and the constants C i are given by
For a narrow topographic feature the coefficients C 1,2 (D) are simplified to
For a broad topography we find
This can be obtained either via linearizing (3.7), (3.8), or (3.9), (3.10), or by going into the Eq. (3.18) with the approximations of either a narrow or broad topography. We set ␦a 1 ϭ exp(␥t), ␦a 2 ϭ exp(␥t), etc.,
␦a ␦a 1 2 and obtain (omitting the superscripts) a system of linear equations,
where the matrix elements are defined by (3.17). The solvability condition reads as
If we include all effects we have an effective four-dimensional phase space with, in general, four distinct eigenvalues ␥, which can be either real or complex valued. Thus our full system contains the possibility of chaos. Note that odd powers of ␥ are associated with the radiation coefficients and . Incidentally, we note that if we were able to find an odd topographic feature supporting a steady-state solution of (3.4), which as mentioned above is not generally the case, the contributions of such a topography (e.g., surface heating) would also appear in the odd powers of ␥ in (3.22). It is pertinent to mention that we will talk here about instability not in the nonlinear sense of baroclinic instability as derived in Eq. (2.8) from the full coupled Korteweg-deVries equations but in the sense of the solitary wave as a steady-state solution of the reduced amplitude and phase equations (3.4). These reduced equations contain an equation for the phase, that is, the location of the solitary wave, and involve phase separation. This allows a solution of (3.4) to be an unstable saddle point without infinite growth of the amplitudes but instead a growth of the phase separation. In the nonlinear criterion for instability of the coupled KdV equations (2.5) we have integrated over the spatial domain and thus cannot obtain this kind of instability. For the nontopographic case the phase plane is effectively two-dimensional and we recall the results derived in GG. If one omits the first-order speed corrections, the system (3.4) supports either a stable center or a saddle point, depending on the sign of 1 . In particular, the solitary wave is stable if 1 Ͻ 0 and corresponds to a center, and is unstable otherwise, corresponding to a saddle point.
The physical meaning of the sign combination of 1 was interpreted in GG as a condition for a spatially slightly perturbed steady-state solution to change its amplitude in such a way that the associated change in the phase velocity forces the solitary wave to relax back to the equilibrium position, or to separate further. It seems, therefore, that it is not enough to look at the CharneyStern condition for baroclinic instability (2.8) with respect to blocking but one also has to take into account this additional criterion involving 1 . The first-order speed corrections, which will become important for small amplitudes, have a stabilizing effect on the dynamics. Radiation, in the absence of topography, does not change the effective dimension of the phase plane. Its effect is to convert a center into a stable focus and to enhance the growth rates of a saddle point.
In the case of a topographic feature, which is even with respect to the solitary wave of the lower layer, we find for the growth rate on neglecting the effect of radiation,
This invokes locally the dynamics to be constrained to two crossing planes in the four-dimensional phase plane. Radiation will, in this case, destroy the constraints, and leads to the full four-dimensional phase space. To simplify further we also omit the first-order speed corrections arising from the coupling, in particular ␤ and ⑀; hence, we get
Equations (3.23) and (3.24) are of the form ␥ 4 ϩ a␥
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. Plotted is the amplitude 2w* 2 against ⌽ 2 . The equilibrium points ⌽ 2 are found as the points of intersection of the two curves. Here a case for positive D 0 is given. ϩ b ϭ 0, and hence allow three different stability scenarios. In particular, for a Ͼ 0, 0 Ͻ b Ͻ a 2 /4 there are only purely imaginary solutions for ␥ corresponding to stability; for a Ͻ 0, 0 Ͻ b Ͻ a 2 /4 there are only purely real solutions corresponding to instability; and for all other cases we have complex-valued solutions for ␥, again representing instability.
We will discuss the stability properties of the solitary wave for the case of a narrow topography by varying D 0 . Again the crucial parameter determining the stability is the sign of 1 . If we neglect all first-order speed corrections, that is, set ␣ ϭ Ϫ2 and ϭ Ϫ2, the plots for ␥ as a function of D 0 are shown in Fig. 3 . If we include the topographic first-order speed-correction term, which as we have seen above gives rise to multiple equilibria, but neglect the first-order speed correction terms due to the coupling, the scenarios are again generic and are shown in Fig. 4 . The general effect of the topographic speed correction is stabilizing. For 1 Ͻ 0 the solution becomes stable for D 0 Ͼ 4wa 2 /p. Similar stabilizing effects also occur for 1 Ͼ 0 where for D 0 Ͼ 4wa 2 /p there are only two real solutions compared to four in the previous case.
Again we can interpret the stability criteria in the same manner as in GG for the sign of 1 by looking at the changes in the solitary-wave speed associated with the changes in the amplitude of the solitary wave induced by the topographic forcing. In this sense stability means that the change in the solitary-wave speed is such that the solitary wave is forced to return to its equilibrium position. To filter out the purely topographic effect we shall ignore the coupling and only consider the forced lower layer. Using (3.8) or (3.10) the condition for stability in this sense for a solitary wave with a 2 Ͼ 0 displaced to the right from its equilibrium position, which is centered over the topography, reads as effect of the first order speed corrections as discussed above.
As we have shown in section 3c the balance of topographic forcing and frictional dissipation may lead to multiple equilibria for weak dissipation. We will now discuss the stability of these steady states with different phase locations. For simplicity we will restrict ourselves to the case of broad topography. If we linearize the system (3.4) around the steady-state solution, omitting first-order speed corrections, we obtain for the growth rate ␥
where e ϭ Ϫ4E/3 is the frictional contribution and ϭ 2D ( ). We rewrite the equation (3.14) determin-⌽* 2 ing the equilibrium points for the case of broad ⌽* 2 topography 4 2D (⌽*) ϭ Ea*, (3.30) 2 2 3 which is schematically depicted in Fig. 2 . In the discussion above about the stability of topographic steady-state solutions we found that the sign of ␣ is crucial for the stability. It is readily seen that has a different sign for each of the two possible solutions of (3.30). As discussed in section 3c the two possible solutions in the dissipative case emerge from the free solitary wave and the topographic steady-state solution, respectively, from which they also inherit their stability properties.
e. Quasi-steady-state solutions
The reduced system (3.4) also supports, in contrast to the full system of coupled KdV equations (2.5), solutions for which w 1 w 2 . To obtain these extraneous steady-state solutions we use variational methods, exploiting the Hamiltonian structure of (2.5) as discussed in section 2.
If we insert our ansatz (3.2) for A 1 and A 2 in the Hamiltonian H and calculate the leading-order term, we can verify after some lengthy algebra that the reduced Hamiltonian is conserved under the flow defined by the reduced system (3.4) provided that the radiating terms are omitted. These are just the terms representing the contribution of the radiating tails to the first-order speed corrections. It is pertinent to mention that only the reduced system including the first-order speed corrections, but omitting the radiating tail terms, is Hamiltonian and thus integrable. But these speed-correction terms are only dynamically important for small amplitudes, as can be seen from (3.4).
If we perform a variational approach for the Hamiltonian under the assumption w 1 ϭ w 2 and ignoring topography, we obtain the steady-state solution (2.10) with ⌬⌽ ϭ ⌽ 1 ϭ ⌽ 2 ϭ 0. We could also look for solutions of the form (3.2) (i.e., u 0 and 0 ), whose leading terms are solitary waves but with w 1 w 2 and without making the assumption that a 1,2 are a priori related to w 1,2 . In this case the reduced Hamiltonian is 
VOLUME 56 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S
A variational approach again gives ⌬⌽ ϭ ⌽ 1 ϭ ⌽ 2 ϭ 0 as a condition for steady-state solutions, but the relations (2.10) and (2.11), that is, the lowest-order approximations of the adiabatic analysis performed in section 2, are now replaced by
Numerical simulations of the coupled KdV system
In this section we will examine the dynamics of the system of the full coupled KdV equations (2.5) numerically. We will set the frictional term E ϭ 0, unless otherwise specified, and assume the form (3.7) for the topography. To integrate this system a semi-implicit pseudospectral code is used, in which the linear terms are treated using a Crank-Nicholson scheme and the nonlinear terms using an explicit leapfrog scheme. Periodic boundary conditions are imposed in the x direction. To avoid self-interaction of the fields due to radiation tunneling through the periodic boundaries, we introduce an artificial viscosity acting only near the boundaries. In the following we will simulate the behavior of the coupled KdV system with different parameter values and investigate the stability properties of the background and of possible coherent structures, that is, the steady-state solutions, and their interaction with topography. We recall that (A.15) determines the parameters while (2.8) and (3.23) determine the stability properties of the background and solitary-wave solution, respectively.
The basic dynamics of the coupling terms and the topographic forcing term are similar. The impact of an upper-layer solitary-wave disturbance or a topographic feature on an undisturbed lower layer in a stable environment is to give birth to a secondary wave. Thus, if we suppose A 2 ϭ 0 at t ϭ 0, it follows from (2.5) that the further dynamics of the lower layer is given by A 2 ഠ 2 A 1x t or A 2 ഠ D x t, which has a dipole structure in both cases. The basic dynamics of solitary-wave interaction is determined by the interplay of these induced changes in amplitudes and the associated changes in wave speed according to (3.4). Meteorological observations suggest that topography is not necessary for the creation and development of blocking systems but may enhance and amplify them (Egger et al. 1986) . Having this in mind, we show that the effect of a topographic feature on the steady-state solutions of the unforced coupled KdV equations, as discussed in GG and therein associated with atmospheric blocking systems, is twofold: it may enforce the local character of blocking systems due to capturing traveling waves, and it may also enhance their amplitudes. As can be seen from Fig. 1 the amplifying influence of topography on the amplitude is largest for small ⌬, that is, for small nontopographic steady-state solutions. This already indicates that, as Egger et al. (1986) suggest, topography may provide the forcing that leads to blocking systems that otherwise had amplitudes too small to be classified as mature blocking systems.
In Fig. 5 we show an interaction of two solitary waves meeting over a topographic feature with D 0 ϭ Ϫ0.1 and p ϭ 122.0 located at x ϭ 0. For D 0 ϭ 0 a similar picture is obtained, and the dynamics in both cases reflects the quasi-blocked state of a saddle point discussed for the nontopographic case in GG. A comparison of the amplitudes for the upper layer of the topographic and nontopographic case is shown in Fig. 6 . Due to symmetry the picture for the lower layer is similar. It shows that not only are the amplitudes larger, but also the transient quasi-blocked period is much longer. We note that topography may also trigger baroclinic instability if the forcing is large enough. An example for this is given in Fig. 7 . The reason for this is simply that the change in amplitude of the solitary wave caused by topography may push the solitary wave into the unstable band of baroclinic instability as discussed in section 2 for 1 2 Ͻ 0. An examination for the interaction of a stable center with topography is given in Fig. 8 . The amplitude of the upper-and lower-layer solitary waves are depicted in Fig. 9 . The parameters are chosen such that the solitary waves represent a stable center in a nontopographic environment. The topography traps the traveling wave and leads to a well-localized coherent structure. Moreover, as can be seen from Fig. 9 , the amplitudes rise significantly. We note that the duration of the largeramplitude states are about 10 days if we assume a typical horizontal length scale of 1000 km, a typical velocity of the mean flow of 10 m s Ϫ1 and set the smallness parameter of the long-wave theory as ␦ ϭ 0.1. We also observe significant upstream waves, reminiscent of the single-layer forced KdV equation. Again for the case 1 2 Ͻ 0 baroclinic instability can be triggered. It is pertinent to mention that the parameter values chosen to obtain Fig. 8 do not support a topographic equilibrium solution, as can be readily seen from (3.12). This means that the locked state observed here is not a perturbed topographic steady-state solution but the result of an interaction of topography with a nontopographic stable steady-state solution.
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The rise in the amplitude in both cases, for the center as well as for the saddle point, is due to the simple fact that topography enters Eq. (2.5) as a forcing term. The capture owes its existence to the stabilizing effect of topography under the condition 1 Ͻ 0 and D 0 Ͻ 0. We emphasize that topography does not change the character of the solutions but only adds new features to the types of solutions found in GG, that is, either characterized as stable centers or saddle points.
Discussion and summary
In this paper we have developed a weakly nonlinear, long-wave approximation for a topographically forced quasigeostrophic two-layer system with bottom Ekman damping. The dynamics of two interacting waves was found to be described by a pair of coupled Kortewegde Vries equations. It has been our purpose to relate the solitary-wave solutions supported by this KdV system to coherent structures in the atmosphere, in particular to atmospheric blocking. The main focus was to investigate the influence of topography on solitary waves and the relevance of topographic forcing as a mechanism for the formation and development of blocking systems.
The validity of our theory as a model for atmospheric blocking has to be tested in two different ways. First, we have to show that the pair of coupled KdV equations does describe the dynamics of the quasigeostrophic system in the long-wave limit correctly, and is an appropriate approximation. Second, the results of our asymptotic theory have to be consistent with observational data.
We will start with the former, and we do so by looking at the time evolution of a solitary-wave steady-state solution of the coupled KdV equation (2.5) in the full quasigeostrophic two-layer system (2.1). The numerical scheme to integrate the quasigeostrophic two-layer system used here is the same as in GG, namely, a finitedifference code introduced by Holland (1978) . Outgoing waves have been taken care of by using a sponge layer in which all time derivatives artificially are set equal to zero near the boundary and then are smoothly connected to the exact value in the interior. The mean flow is supposed to be of the form
, where L is the channel width and U i0 , l i are free parameters. In Fig. 10 we show an example of a stable steady-state solution. For the mean flow we chose U 10 ϭ 0.049, U 20 ϭ 0.055, L ϭ 2,y max ϭ 1, l 1 ϭ 9, and l 2 ϭ Ϫ9, and we set ␤ ϭ 0.0025, F 1 ϭ 0.005, F 2 ϭ 0.006 25, D 0 ϭ Ϫ0.16, p ϭ 0.05, and ␦ 2 ϭ 0.1. The corresponding parameters for the KdV equations are calculated using (A.15) and the scaling described in the appendix to ϭ Ϫ0.12, ϭ 0.12, ϭ 0.9, ϭ a* a* 1 2 Ϫ0.9, ⌬ 1 ϭ 0.11, ⌬ 2 ϭ 0.12, 1 ϭ 0.1, and 2 ϭ 0.1, and we obtain for the time stretching t ϭ 60T. In the x direction we used 900 grid points, in the y direction 20. The solitary wave is clearly stable in the quasigeostrophic system as well as in the KdV system. To confirm our theory that the coupled Korteweg-de Vries system is indeed a good approximation for the quasigeostrophic two-layer system in the weakly nonlinear, long-wave limit, we will also show a simulation for a set of parameters that does not yield a steady state but instead shows solitary-wave interaction. Fig. 11 shows the two solitary waves after a time T ϭ 200. The corresponding snapshot of the two solitary waves in the KdV system is depicted in Fig. 12 . The mutual interaction in both cases are the same.
The numerics and Figs. 10-12 show that the solitary waves obtained as approximate solutions in the asymptotic theory do survive in the full quasigeostrophic twolayer system and we can claim that the coupled KdV equations (2.5) are indeed a valid approximation for the quasigeostrophic system (2.1) in the weakly nonlinear, long-wave approximation and do represent the dynamics in this limit.
We do not attempt to make accurate quantitative comparisons of our asymptotic theory and the observational data or numerical simulations of real atmospheric flows as our solitary-wave model is designed basically to extract possible scenarios and mechanisms. Moreover, it seems more appropriate to do a quantitative comparison of observational data and a set of numerical simulations of the full quasigeostrophic two-layer system. This aspect is currently under investigation and will be reported in detail elsewhere. Nevertheless, we can draw qualitative conclusions and show consistency of our model with the data.
We will briefly discuss the magnitude of the parameters of the system of coupled KdV equations (2.5). Since the parameters reflect the details of the mean flow structures, we need to use observational data, especially for the meridional gradients in both layers. We will estimate the order of the magnitude using a rough but reasonable approximation. We put U 1 ϭ ␥U 2 , where ␥ ϭ D 2 /D 1 so that each layer has the same mass flux. This rough approximation yields
If we choose D 2 ϭ 10 km as the height of the tropopause and D 1 ϭ 2.5 km as the height of the tropopause with densities 1 ϭ 0.45 kg m Ϫ3 and 2 ϭ 0.85 kg m Ϫ3 , and VOLUME 56 J O U R N A L O F T H E A T M O S P H E R I C S C I E N C E S recall the typical synoptic scales as L ϭ 1000 km, U 0 ϭ 10 m s Ϫ1 , and f 0 ϭ 10 Ϫ4 s Ϫ1 , and take the smallness parameter ␦ ϭ 0.5, we obtain ഠ ഠ 4, 1 ഠ 0.1, and 2 ഠ 0.2. Thus, realistic flow structures imply a weak coupling situation, which we used in our perturbation theory. Values for the height of the topography D 0 , which range from 0.1 to 1.0, correspond to topographical features of 500 m to 5 km.
The results from the asymptotic theory and the numerical simulation of the KdV equations support the observations of Egger et al. (1986) that topography is not essential for the formation and maintenance of blocking systems but may provide preferred conditions under which blocking systems can occur and develop. Our theory is consistent with this observation since topography does not introduce fundamentally new solutions compared to the nontopographic case previously discussed in GG, but supports features highly supportive for atmospheric blocking. Of the various phenomena investigated here the most significant from a meteorological point of view are wave capturing, direct resonant forcing, and multiple equilibria. We will briefly summarize these features and their relevance to blocking systems.
Topographic forcing was shown to modify steadystate solutions of the nontopographic case and their interaction either by direct resonant forcing or by capturing traveling waves. In particular, we have shown that quasi-locked states exhibit longer blocking periods and larger amplitude states than they had in the nontopographic case. Furthermore, stable waves (i.e., centers in the phase-plane analogy) moving toward a topographic feature may be captured and stay locked to it. Again the resulting steady-state solution shows larger amplitudes than in the nontopographic case. We have also demonstrated that topography can trigger baroclinic instability in incident waves.
In GG we found multiple quasi equilibria of saddle points where small perturbations of incident waves would either lead to a repulsion regime or a quasi-locked state, the latter being highly suggestive of transient blocking systems. Besides these nontopographic multiple equilibria we have found here multiple equilibria whose nature is solely due to topographical forcing. We found two kinds of topographical multiple equilibria; either as different amplitude states where energy conversion due to baroclinic processes is balanced by topographical forcing, or when small Ekman damping is included and we assume a balance between topographical forcing and frictional dissipation, states of different location relative to the topography. The difference of the amplitudes of the topographic steady-state solution and the nontopographic steady-state solution is most significant for small amplitudes and can be neglected for large amplitudes. Hence, topography may provide the energy for high pressure fields to be actually regarded as a blocking highs (see Egger et al. 1986 ). Unlike the multiple equilibria found by Charney and DeVore (1979) , the local multiple equilibria do not rely on the existence of a globally resonant Rossby wave.
Further research needs to be done on solitary-wave interactions in the full quasigeostrophic two-layer system, and is currently under investigation. Furthermore, since in the Southern Hemisphere topographic forcing is less significant than thermal forcing of sea surface temperature anomalies, we will report on this case in a sequel to this paper and present an asymptotic theory analogous to those used here.
