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CLASS I C A L  SEVENTH-, SIXTH-,  AND FIFTH-ORDER 
STEPS I Z E  CONTROL FOR GENERAL SECOND- 
RUNGE-KUTTA-NYSTROM FORMULAS w ITH 
ORDER DIFFERENTIAL EQUATIONS 
I NTRO DUCT1 ON 
1. In two earlier reports  [ 11, [ 21 this author derived Runge-Kutta-Nystr6m 




x = f (  t ,x) 
which do not contain the f i r s t  derivative 2 on the right-hand side. In 
this report  we will derive Runge-Kutta-Nystr8m formulas fo r  general 
second-order ( vector) differential equations: 
2 = f ( t , x , 2 )  ( 2) 
2. Similar to the Runge-Kutta-NystrGm formulas of report  [ 11 and the 
Runge-Kutta formulas of report  [ 31, the formulas of this report  include 
an automatic stepsize control based on a complete coverage of the leading 
t e r m  of the local truncation e r r o r  in x. This coverage is achieved by one 
additional evaluation of the differential equations. 
Kutta-Nystrb'm formulas represents  a pa i r  of integration formulas for  x 
which differ f rom one another by the one additional evaluation of the dif- 
ferential  equations. 
fore ,  the difference of the formulas represents an approximation of the 
leading t e r m  of the local truncation e r r o r  in x fo r  the lower-order 
formula. 
an automatic stepsize control fo r  the lower-order formula can be 
established. 
Each of our  Runge- 
The o rde r s  of these two formulas differ by 1. There- 
By requiring that this difference remain between preset limits, 
3 .  The formulas f o r  2 are of the same o rde r  as the lower-order formulas 
f o r  x. There is no automatic e r r o r  control with respect to the formulas 
fo r  2. Such a control would require a considerable additional effort, 
and such formulas would require more evaluations p e r  integration s tep 
than our Runge-Kutta formulas of report  [ 31 fo r  first-order differential 
equations. 
However, when deriving the Runge-Kutta -Nystrom formulas of this report, 
we have also considered the e r r o r  t e rms  in 2 and we have selected the 
coefficients of our formulas in such a way a s  to  keep the e r r o r  t e rms  in 
I? a s  small  a s  possible. 
SECTION 1 .  THE EQUATIONS OF C O N D I T I O N S  FOR 
RUNG E- KUTTA-NY ST ROM FORMULA s 
4. The derivation of the equations of condition fo r  ou r  Runge-Kutta-Nystram 
formulas, a s  explained in this section, i s  based on a procedure of 
D. Sarafyan [41. Sarafyan' s method is extended to second-order dif- 
ferential equations to yield the equations of condition for the coefficients 
of Runge-Kutta-Nystrom formulas. 
5 .  In the following we explain in detail the procedure for a fourth-order 
Runge- Kutta- Nystriirn formula. 
Let the evaluations for the Runge-Kutta-Nystrom formula for  ( 2 )  be 
2 
with to, xo, 6, being the initial conditions for the integration step, h the 
stepsize and the (Y ' s, /3 ' s and y' s the Runge-Kutta-Nystrcm coefficients 
that we want to find. 
fo + 6A3h + 12A4h2 + 20A5h3 + . . 
= f (  to + h, x0 + G0h + A2h2 + A3h3 + A4h4 + Ash5 + . . . , 
Go + 2Azh + 3A3h2 + 4A,h3 + 5A,h4 + . . .)  = R 
The evaluations ( 3) lead to the Runge-Kutta-Nystr6m formulas: 
( 1 7 )  
2( to + h) = io + ( hofo + blfl + k24 + h3f3 + k4f4 + C5f5) h + O( h5) I 
with weight factors c and h that we also want to find. 
To determine these unknown coefficients, we expand the solution x( t) of 
( 2 )  into a Taylor series a t  t = to: 
K K 
6. 
x ( t )  = xo + go(t  - to) + A2(t - to)2 + A , ( t  - 
+ A,(t - to) '  + O(t - to)6 
+ A 4 ( t  - 
with the abbreviation: 
Inserting (5)  into ( 2 )  and setting t - to = h yields: 
For the sake of briefness, we denoted the right-hand side of ( 7 )  by R. 
Taylor expansion of R a t  




f (  to + 01 h, xo + g0a h, go + f0a h) = f, + 6A3a h + 12A4a2 K h2 t- 20A,a3 K h3 
K K K K 
I 
l 
-(”) k2n.? K h2 + A 3 d  K h3) - PrL,] A p  :h3 
a x  0 a x  0 
-(%)o a x  k A 3 a  K 2h2 + 4A4a3 h‘ h$ - 3 [.(”)I a l l  A3a;h3 
= f(o)+(E)(o)( A 2 l?” + A 3 h3) 
) (13) 
I 
( 9 )  
+ (s) ( o) (3A3h2 + 4A4h3 ) + o( hi) 
An expansion a t  
leads to 
introducing the operator: 
W e  insert ( 9 )  and (11) into ( 7 )  and replace h by 01 K h: 
4 
Because of (4)  the functions f 
power in h. We s e t  
in ( 3 )  must be co r rec t  up to the third 
K 
f = f t  +a! h , x  + ? a  h + ( q  
2 + f a  h + ( p  
K [ o  K 0 O K  
O K  + P 1 K h ) h 2 ]  0 O K  
that will be determined a s  follows 
O K ’  ‘1K’ ’OK’ ’1K 
with constants q 
somewhat later.  
By Taylor expansion of f a t  
K 
<0> : (to + 01 h, x0 + boa h, do + foci h) 
K K K 
we obtain 
f K  = ( f K )  + (2) < O> (goKh2 + qlKh3) 
< O> 
We now insert  (13) and (11) into (16) after having replaced h in (11) 
by a h: 
K 
f = f + 6A a h + 12A a 2 h 2  + 20A a 3h3 
K 0 3 K  4 K  5 K  
5 
+ ($)o (poK - 3A 3 K  a 2  )h2 + ( - ,a:)o ('1K - 4A4a:)h3 1 
I 
(con. ) 
Equation (17) is  called the generating formula since the introduction of 
( 17) into (4) generates the equations of condition for the Runge-Kutta- 
Nystr6m coefficients. 
I 
7. For K = 1 we find from (14) and the second equation (3 )  
and f rom (17) 
For K = 2 we find 
W e  introduce (20) into (17) and omit all  t e rms  that have already co r re -  
sponding t e r m s  in (19) : 
6 
Continuing, we find for K = 3: 
and again omitting all  t e rms  that have already corresponding t e r m s  in 
(19) o r  (21):  
No more  additional t e r m s  a r e  obtained for K = 4 and K = 5. 
The equations of condition fo r  the Runge-Kutta-Nystrzm coefficients a r e  
obtained by inserting the expansions (5) and (19 ) ,  ( 2 1 ) ,  (23 ) ,  . . . into 
the Runge-Kutta-Nystr6m formulas (4)  . 
From the first equation ( 4 )  we find 
8. 
7 
Equating corresponding t e r m s  in (24)  yields 
1 
CO + c1 + c2 + c3 + cq + c5 = 
c p ;  + c2a; + c3a; + c4a; + c p ;  = 20 1
and 
8 
Similar equations of condition a r e  obtained from the second equation (4 ) .  
Equations (25) and (26)  a r e  listed a s  the f i r s t  nine equations of Table l.* 
The left-hand par t  of Table 1 represents  the equations of condition for x; 
the right-hand par t  represents  those for 2 .  For the right-hand part  the 
weight factors c have to be replaced by 6 as  indicated at  the top of 
the table. 
K K 
9. The procedure described in this section can be extended to cover higher- 
order  t e r m s  in the Taylor expansions. The resulting equations of con- 
dition up t o  the ninth o rde r  for x and the eighth o r d e r  f o r  ? a r e  l isted 
in Table 1. Their derivation is  naturally somewhat more involved than 
in the case  of a fourth-order formula, but it follows along the same lines 
and is ra ther  straightforward. 
To  shorten the equations w e  introduced in Table 1, the abbreviations 
SECTION I 1 .  SEVENTH-ORDER FORMULA RKN-G-7(8)2 
10. We shall  present in the following a seventh-order formula based on 
thirteen evaluations, a fourteenth evaluation being taken over a s  first 
evaluation for the next step. 
Let the evaluations be 
K= 1 
h, x o +  Goa! h +  h 2 s c  yKA fA,  Go + h ‘f P K h  
K A= 0 A= 0 K 
1. A l l  tables a r e  a t  the end of this report. 
2. W e  insert in the names of the formulas of this repor t  the letter G ,  to indicate 
that these formulas hold for the general differential equation (2)  in contrast to 
the formulas without G of [ 11 and [ 21 , which hold for  the special differential 
equation (I). 
9 
and the Runge-Kutta-Nystr6m formulas  
13 
A x = xo + i o h +  h2 6 f + O(h9) 
K K  
K = O  
12 
2 = do + h .  6 f + O(h8) 
K K  
K = O  
The first formula (29) is a seventh-order formula f o r  x ; the second 
formula is an eighth-order formula for  X. The difference x - 9 will  
represent  a first approximation of the local truncation e r r o r  for  x and 
will be used a s  stepsize control. The third formula (29) is a seventh- 
order  formula for ;. 
11. Similar to our previous reports  [ 11, [21, [ S I ,  we make a number of 
assumptions for the Runge-Kutta-Nystrb'm coefficients that will reduce 
the number of equations of Table 1 to such an extent that we can handle 
the remaining problem with relative ease. 
Let  u s  assume 
I 10 
The assumptions (30) mean that only the las t  two weight factors of the 
first two formulas (29) differ. The las t  two weight factors in these two 
formulas a r e  simply exchanged: ci2, 0 is replaced by 0, ci2. There- 
fore,  we have to compute only one set of weight factors fo r  these two 
formulas (29).  
The assumptions (31) a r e  necessary in connection with the assumptions 
of No. 12 and No. 13 to reduce the equations of Table 1. 
12. Let u s  fur ther  assume 
A s  one can easily verify, assumptions (32) eliminate a large number of 
equations of Table 1 by converting them into other equations of this table. 





V I I : 2 , 7 , 9 , 1 1 , 1 2 , 1 3 , 1 4 , 1 7 , 2 0 , 2 5 , 2 6 , 2 7 , 2 8 , 2 9 , 3 0 , 3 1 , 3 4  
VIII:2 ,7 ,9 ,11 ,14 ,17 ,19 ,20 ,21 ,22 ,25 ,28 ,33 ,34 ,35 ,40 ,41 ,46 ,48 ,  
50,51,52,53,54,55,56,57,58,59,60,61,62,65,66,67,70,71, 
72,75,78,83,84,85,86,88,90,91,92 
Since the ninth-order equations (E) of Table 1 enter  the computation only 
as eighth-order equations for  2 we will consider these evaluations when 
dealing with the local truncation e r r o r  t e r m s  in 2. 
W e  next assume 
11 











and the assumptions 




Finally we assume 
(35) 
1 2  
and 
thereby eliminating equations VIII:49,82,95 from Table 1. 








( K = 5 , 6 ,  ... , 13) 1 
K -1 
y CY2 = -  a4 












( K = 7 , 8 ,  ... , 13) 
that eliminates VIII:12 from Table 1. 
Finally we assume 
and 
thereby eliminating VIII:38,39,81,87 from Table 1. 
I 14. The assumptions of No. 11, 12, and 13 reduce the eighth- and lower-order 
(II,1), (III,1) Y (IV, 1) Y (v, 0 ,  (VI, I ) ,  (VIL 1) 9 ( v m  1) 9 ( V I K  16) 
equations of Table 1 to the following equations: 
I 
These equations have now to be solved together with the assumptions (30)  
through (43). 




we find the weight factors c7, (28, c9, c10, '211, Ci2 as' fUnCtiOnS Of 
017, a 8 9  a 9 ~  a l O Y  
From the right-hand s ides  of Table 1 we obtain for the corresponding 
equations 
the weight factors C7, 68, b9¶ blo, hI iy  hi2 a s  functions of a 7 ,  a 8 y  a9,  
a la ,  ail . Equation (I1,l) yields coy o r  h0 when written a s  (I1,l) ' . 
15. We still have to satisfy equation (VIII, 16) and the assumptions of No. 12 
and No. 13. 
and ( 3 3 )  we obtain 
K =2 K = 2  From (32) 
3 
p2i = 4 012 (46) 
15 
and a s  restrictive condition 
2 
= za2 
In the same way we obtain from (32) and (33) 
K =3 K=3 
and 
2 
a2 = 3-3 
y ie Id 
K=4 




and a corresponding formula for P43, obtained from p42 by exchanging 
a2 and a 3 .  
Equations (32),-,' ( 3 3 )  (34)K,5 yield 
K = 5  
a corresponding formula for P54 and the restrictive condition 
1 40, - 3a5 
a3  = 2 a 5  3a4 - 2a5  
and corresponding formulas for p64 and p65. 
16  
( 34)K,7, and (35) represent  four linear (33) K=7’ K = 7  Equations ( 32) K=7y 
equations for  the two coefficients pTS, p76 which lead to  
a corresponding formula for 6 7 6  and to the two restrictive conditions 
1 ( Y ~  = - 1 (6 + G ) O ! 7  - (55) a5 = -1 0  ( 6  - f i ) @ 7  Y 10  
lead to 
(33)K,8’ (34)K=83 and (35) K=8 ~ = 8 ’  Equations (32) 
corresponding formulas for p&,  ps7 and to  the restrictive condition 
(57) 
3 
a8 = za7 
yield 
(33) K = g Y  (34)K,gy and (35) K=g K=9’ The four equations (32) 
and corresponding formulas for p 9 6 y  p97, and p 9 8  . 
Putting 
P 1 0 5  = 0 9 (59) 
1 7  
(60) 
and corresponding formulas for P i o 7 ,  P i 0 8 9  P i 0 9 .  
F r o m  the first equation (36) and the first equation (37) we obtain 
and corresponding formulas for Piis, pii9, and Piii0. 
Equations (32) K = l l ,  (33) K = l l y  (34) K = l l p  (35) K = l l ~  and (VIII, 16) can 
be considered a s  five linear equations for  the four coefficients P i i 7 ,  Piis,  
Pii9,  and Piii0. Therefore, a restrictive condition for  the a ’ s  can  be 
derived f rom these five linear equations: 





The second equations ( 3 6 )  and ( 3 7 )  yield 
We then obtain f rom ( 3 2 )  K=12, ( 3 3 )  K = 1 2 9  ( 3 4 )  K = 1 2 9  ( 3 5 )  K=12 , and 
(VIII, 16) ’ : 
and corresponding formulas for 
The abbreviation R stands for 
P 1 2 9 ,  P 1 2 1 0 ,  and Plz l l .  
This concludes the computation of the coefficients /3 
KA* 
16.  The computation of the coefficients y 
F r o m  ( 3 8 )  




4 y21 = - a; 9 
and from ( 3 8 )  K = 3 :  
Putting 
equation ( 3 8 )  yields: 
K =4 
and corresponding formulas for y 5 3 ,  y54. 
In the same way, we obtain f rom ( 3 8 )  , ( 3 9 )  K=6,  and (40)  K =6' - K =6 
and corresponding formulas for yG4,  y C 5 ,  and from ( 3 8 )  K=7 ,  ( 39)  =7 3 
( 4 ( N K Z 7 ,  and (41) K =7' * 
21 
and corresponding formulas for y74, y75, 7 7 6 .  
Putting 
and corresponding formulas for y859 y86, and 7 8 7 .  
Putting 
Y93 = Y94 = 0 9 (77) 
and corresponding formulas  for y96, yg7, and 7 9 8 .  
With 
22 
nd correspondingly ~ 1 0 7 ,  Y108, and ~ 1 0 9 .  
The first equations (42) and (43)  yield 
we can 
u = l l  F r o m  equations (38)  
now obtain 
(39)  K = 1 1 9  (40) K=l, and (41) u = 1 1 ’  
and corresponding formulas  f o r  ~ 1 1 9 ,  and Y l i l o .  
F r o m  the second equations (42) and (43)  we find 
23 
The last  equation is equation (E, 20) ' of Table 1. If this last  equation 
is satisfied, one of the e r r o r  coefficients in 2 becomes zero,  thereby 
reducing the e r r o r  in 2 .  
The above five equations yield 
1 
+ ... + p ) - ( ' K 1  + 'K2 K ,  K-1 
) 
1 
= -a2 - (yK1 + yK2 , . . . + y 
' K O  2 K K, K - 1  
I 
I with 
' ( K =  1,2,3 ... , 13) , (85) 
17. The coefficients /3 and y can not be found from the equations of 
K O  K O  
condition since they do not enter these equations. 
However, comparing (3)  with (28),  we find immediately 




In No. 15 and No. 16 we have expressed the coefficients P and y 
by the coefficients a . A s  explained in No. 15, there  a r e  relations 
between the aK.  These relations leave us with only four independent 
a! : a4, a ? ,  ag,  and ala. Except for trivial restrictions,  these four 
a 
RKN-G-7( 8) -13 based on thirteen evaluations pe r  step of the differential 





can be chosen arbitrari ly and lead to a Runge-Kutta-Nystrzm formula 
There remains the problem of how to select the four independent coeffi- 
cients a4, a?,  a3 ,  and cy io .  Naturally, one would like to have a Runge- 
Kutta-Nystr6m formula with small  truncation e r r o r s  for  whatever the 
problem ( 2 )  might be. Unfortunately, the truncation e r r o r s  also depend 
on the problem ( 2 )  . A formula that might be very efficient fo r  a cer ta in  
problem can  prove to be relatively poor for another problem. 
Therefore, the only reasonable way to select  the independent parameters  
a 4 9  ( 3 7 ,  a g ,  a10 seems  to be to find in Table 1 the e r r o r  coefficients for 
the eighth-order t e r m s  in x and 2 .  However, one has to keep in mind 
that these e r r o r  coefficients have to be multiplied with cer ta in  expressions 
in the partial derivatives of ( 2 ) ,  summed up, and multiplied with h8 to  
represent  an approximation of the local truncation e r r o r  in x o r  i. 
It can be assumed, however, that the local truncation e r r o r  becomes 
sma l l  if the e r r o r  coefficients a r e  sufficiently small  since the local 
truncation e r r o r  obviously tends to zero  if all e r r o r  coefficients go to 
zero.  
F r o m  Table 1 we find the following 1 0  e r r o r  coefficients 
different f rom each other: 
n x which a r e  
the suffix indicating the number of the eighth-order equation of condition 
in Table 1. For instance 
25 
There a r e  more e r r o r  coefficients for x in Table 1. These additional 
e r r o r  coefficients, however, differ by a constant factor only from those 
listed above. 
F r o m  the eighth-order equations of condition for  2 in Table 1 we find 
the following 28 e r r o r  coefficients. 
'249 '259 '256, '2589 '260, +262, *263, T266 
It is, for instance 
Again, there  a r e  more error coefficients for i in Table 1 which differ 
by a constant factor f rom those listed above. 
Since there  a r e  considerably more e r r o r  t e rms  contributing to the trunca- 
tion e r r o r  in i than there  a r e  for the truncation e r r o r  in x ,  the e r r o r  
control should be based on the truncation e r r o r  in 2 .  However, since 
this seems to be impossible without an  unreasonable increase in the com- 
putational effort, we have to r e so r t  to an e r r o r  control in x and t r y  to 
keep the e r r o r s  in 2 a s  smal l  as  possible. Since these e r r o r s  in 2 
propagate directly through the differential equation (2) ,  their  influence 
is likely to be more ser ious than in the case  of the differential equation 
(1) 
20. W e  computed the above listed e r r o r  coefficients in x and 2 for a large 
variety of combinations of the parameters  a4, a7, ag, aio and finally 
decided on a combination for which the e r r o r  coefficients in x a s  well a s  
the ratio of the e r r o r  coefficients in 2 to the e r r o r  coefficients in x 
were  reasonably small .  
3 .  Because of the choice of ~ 1 2 7 ,  . . , y1211 in No. 16 the e r r o r  coefficient 
TzO is zero. 
26 
We selected for our seventh-order Runge-Kutta-NystrGm formula RKN- 
G-7( 8)-13 the following combination 
The coefficients for this formula a r e  listed in Table 3 .  Since the last  
evaluation (28) is supposed to be taken over a s  f i r s t  evaluation for the 
next s tep,  the coefficients P i 3 0 9  P i 3 1 ,  . . . , Pi312 and Y130, Y131, ... . ., 
y1312 in Table 3 have to be equal to the weight factors bo, &, . . . , cI2 
and co, cl ,  . . . , c12 of (29 ) .  
The computation of the coefficients for  our seventh-order formula and 
also for the sixth-order formula, l isted l a t e r ,  was performed in 
40 -digit arithmetic. 
Table 2 shows the pattern of our seventh-order formula. A l l  coefficients 
different f rom 0 and 1 a r e  marked by an asterisk.  
SECTION I 1 1 .  SIXTH-ORDER FORMULA RKN-G-6(7) 
21. The derivation of a sixth-order formula i s  s imi la r  to the derivation of 
the seventh-order formula in Section 11. 
We base the sixth-order formula on ten evaluations with an eleventh 
evaluation which is taken over a s  f i r s t  evaluation for the next step. 
Similar  to Section I1 we make the following assumptions for the coefficients 
c i =  0, ... , h 4 =  0 ; C Y 9 = a 1 0 =  1 
- - - p = p  = ... - Pl0, = 0 Y31 - Yql - 0 ’  - Y l o l =  0 
= b ( h =  0,1 ,2 ,  ... , 9) P,, - P 6 ,  = * - P102 = 0 P10,A h 
= c  ( h = 0 , 1 , 2 ,  ... , 9) Yl0,h h 





22. The assumptions of No. 2 1  reduce the seventh- and lower-order equations 
of Table 1 to 
The f i r s t  six of these equations yield, in the same way as  in Section 11, 
Equation (VII, 10) has to be solved together with the assumptions of No. 
21. The.resulting values f o r  P21, P32, 6 4 2 ,  P43, P53, P54, p63 ,  p 6 4 ,  p 6 5  
and the restrictions fo r  ai, cy2, a3 a r e  the same  a s  in Section 11.. They 
a r e  given by equations (46) through (53).  
the weight factors Co, C5, c6, C7,  C8, ,Cg and 60, 65, 6 6 9  67, 68,  69. 
etc. a r e  different f rom those of 
7h’ ’8,’ 
The remaining coefficients p 
Section 11. 
Putting 
= o  , 
p73 
and corresponding formulas for p75 and p76‘ 




sidered a s  four linear equations for  the three coefficients P 8 5 ,  P 8 6 ,  p 8 7 .  
They lead to a res t r ic t ion for  a*: 
(90)K=8,  (91) , and (VII ,  10) can then be con- K =8' ~ = 8  
with 
and corresponding formulas  for p 8 6  and P 8 7 .  
The second equations (92) and (93) give 
30 
Equations (89) K=9, (90) K=9, (91) K=gY and (VII, 10) then represent  
four equations for  the four coefficients Pg5, P96,  P g 7 ,  P98. Their  solution 
is 
and expressions P96,  Pg7 that correspond to Pg5. 
23. We still have to determine the coefficients y The coefficients y21, 
Kh’ 
Y32, Y42, Y43, Y52, Y53, Y54, Y62, Y63, Y64, 7 6 5  are the Same as the corre- 
sponding coefficients in Section I1 and a r e  given by equations (68) through 
(73) * 
Setting 
we find from (94) K=7’ (95)K,7’ (96)K,7 
and corresponding expressions for y75 and y76. 
The first equation (97) yields 
Setting 
equations (94) K = s )  (95)K=sY (96) K = s  give: 
and corresponding expressions for y86 and y87. 
F r o m  the second equation (97) ,  we find 
1 
y92 - - ?- c9 (h5Y52 -k ;83/82) ’ 
With 
Y93 = Y94 = Y95 = 0 
(95) K = 9 9  (96) K=g K=9’ 
we find from (94) 
and corresponding expressions for y97 and Y98. 
This concludes the computation of the coefficients /3 and y since 
Kh Kh ’ 
and y a r e  again obtained from (85) with K = 1 , 2 , 3 ,  . . . , 10. 
and yKh in No. 22 and No. 23 contain four 
@KO K O  
24. The expressions for /3 
Kh 
parameters  ad, as, ( Y 6 ,  and a7 which we can choose arbitrari ly.  
A s  in Section 11, we choose these parameters  so that the e r r o r  coefficients 
in x and the ratio of the e r r o r  coefficients in 2 and in x become 
reasonably small .  
In the case  of a sixth-order Runge-Kutta-Nystrgm formula there  a r e  five 
different error coefficients in x: 
32 
and eighteen different e r r o r  coefficients in 2: 
In our final sixth-order formula we chose for  the f ree  parameters  
1 , a7 = - 2 ag = - 
3 6 
5 3 
9 a 5 = -  a4 = - 8 '  
The coefficients of the sixth-order formula with the parameter  values 
(114) a r e  listed in Table 5. 
The pattern of our  sixth-order formula is shown in Table 4. 
SECTION IV. FIFTH-ORDER FORMULA RKN-G-5(6) 
25. Although it is possible to construct fifth-order formulas based on seven 
evaluations per  step, we prefer to use eight evaluations pe r  s tep,  since 
we then obtain formulas  with smaller  local truncation e r r o r  t e rms .  In 
spite of the one additional evaluation per  step such formulas proved to be 
more economical. They allow a la rger  stepsize because of their smal le r  
truncation e r r o r s .  





26. The assumptions of No. 25 reduce the sixth- and lower-order equations of 
condition of Table 1 to 
34 
The first five of these equations yield, a s  in Section I1 and 111, the weight 
factors co, c4, c5, c6, c7 and k,,, k4, k5, C6, k7.  Equation (VI,6) has to 
be solved together with the assumptions of No. 25. The resulting values 
for  P2*, P32 and the restrictions for  a i ,  a2 a r e  the same  a s  in Sections 
I1 and I11 and a r e  given by equations (46) through (49) .  
Equations (119) can be satisfied by 
and (118) we then find 
K = 4  
F r o m  (117) 
K =4 
2 
O3 = 3 Q 4  
and 
3 
P 4 3  = 4 Q!4 - 
yield 
K =5 Equations ( 117) =5 and (118) 
(125) 
Equations (117) K=6, (118) K=6 and (VI,6) result  in 
- 1 6Q!4Q!5 - 4(Q!4 + Q!5)Q!6 $. 3Q!iRi 
P 6 3  - 12 a3(a4 - Q3)(CY5 - CY3) 
and corresponding expressions for P64 ,  P 6 5 '  The abbreviation Ri  in 
(127) stands for 
35 
We compute the coefficients p73,  p74, p75,  p76 f rom (117) , (118)K,6, 
K =6 
(VI ,  6 )  ' and from the additional condition Ti.,, = 0 (see Table 1) . The 
las t  condition helps to reduce the local truncation e r r o r  in 2. The above 
equations lead to 
and corresponding expressions for p74, p 7 5 ,  p76' Here we have used the 
abbreviations 
27. We now compute the coefficients y The coefficient yZ1 i s  again given 
Kh * 
by (68 ) .  The coefficients y3i and y32 a r e  obtained f rom equations 
(120) and (121) K=3:  
K =3 
With y4i = 0 we find from (120) and (121) 
K = 4  K = 4 '  
Setting 
36 
we find f rom (122) : 
Equations (120) and (121)  then yield K=5 K =5 
1 201 - a  - % )  
y54 = 12 4 - y52 
With 
7 6 3  = Y73 = 
we find from (120) K=6and (121) K = 6 :  
and f rom (120) K = 7 ,  (121) K=7 and f rom $8 = 0 ( s e e  Table 1) : 
(133) 
and two corresponding formulas for y75 and y76. Here we have used the 
abbreviation 
This concludes the computation of the coefficients P and y since Kh K X  l 
and y a r e  again computed f rom (85) with K = 1 ,2 ,3 ,  . . . , 8. 
’ K  0 K O  
37 
28. The expressions f o r  /3 and yKh in No. 26 and No. 27 contain three 
Kh 
f ree  parameters :  a4, a5, and 
e t e r s ,  we might t ry  to obtain formulas with reasonable small  e r r o r  
coefficients in x a s  well a s  in 2 .  
By a proper choice of these param- 
In the case  of our fifth-order formula we have only one e r r o r  coefficient 
in x: 
and four e r r o r  t e rms  in i: 
29. It is interesting to notice that by adding one more condition (VII ,  1) ' to 
(11,l) * , (111,l) , ( IV,  1) ' , ( V ,  1) * , and (VI,  1) * , we obtain a restrictive 
condition for  the a' s: 
. . .  
that makes all  our  e r r o r  coefficients T6, TI ,  T6, T24, T,, zero. Natu- 
rally,  such a choice of a6 is  not suitable for our fifth-order formula, 
since our  stepsize control would break down in this case. 
However, by choosing (26 close to the value of (138) ,  we can obtain 
sufficiently smal l  e r r o r  coefficients in x and ;7i that lead to efficient 
fifth-order formulas. 
Such a formula is obtained for  
3 2 a5 = - 9 a4 = - (139) 
For the values a4 and a 5  of (139) the condition (138) would resu l t  in 
a6 = 17/60 ( E  0.2833), which is  reasonably close to = 2/7 ( E  0.2857). 
38 
The coefficients for  our  fifth-order formula based on the values (139) for 
the free parameters  cy4, ab ,  a6 are listed in Table 7. Since these 
coefficients have relatively simple values, we have listed them in frac-  
tion form. 
t =  6 : (  
The pattern of our  fifth-order formula is shown in Table 6.  
y = 0.1966 6280 9565 9560 
d = 0.3341 2960 6037 2482 
3; =-0.9745 3805 7977 8027 
SECTION V. APPLICATION TO TWO NUMERICAL EXAMPLES 
30. In this section we apply the Runge-Kutta-Nystr6m formulas of this report  
and the Runge-Kutta formulas of [31 to two problems; one of them is 
linear in the f i r s t  derivatives and the other one i s  nonlinear. A s  the 
linear problem we choose an orbit of the restricted problem of three  
bodies. The same  orbit  has already been integrated in an ea r l i e r  paper 
of ours  151, using a power se r i e s  expansion technique. The orbit is 
pictured in Figure 1. 
Table 8 shows the differential equations and the initial conditions for  the 
problem. Since the problem has no solution in closed form,  we integrated 
the problem by the above mentioned power se r i e s  expansion technique 
using thirty decimal digits. 
Truncating the s e r i e s  after 12th-order, 16th-order, o r  20th-order t e rms ,  
the results ( fo r  t = 6)for  x, y, 2 , 3; agreed to about twenty decimal 
places. Rounding these results to 16 decimal places, we found 
1 x = 0.1167 0361 7342 5520 10" I 
We substituted these values for  the solution of our problem. The e r r o r s  
Ax,  Ay,  AG, A $  in Table 8 a r e  the deviations of the solution obtained 







Table 9 shows the differential equations and the initial condition for a 
problem that is nonlinear in the first derivatives. Since this problem 
has a solution in closed form, the e r r o r s  of our numerical solutions 
could easily be established. 
A l l  calculations in Tables 8 and 9 were  executed on an  IBM-7094 computer 
in double precision (16 decimal places).  The computer was equipped 
with an electronic clock to measure the execution t ime for the various 
formulas. 
The stepsize control for  our Runge-Kutta-Nystrgm and our  Runge-Kutta 
formulas is described in No. 26 of our ea r l i e r  report  [ 11. 
Tables 8 and 9 show the results of the various formulas applied to 
Problem I and 11. Comparing the results of our  new Runge-Kutta- 
Nystrzm formulas with those of our Runge-Kutta formulas of [31, we 
notice that, in these examples, we save f rom 25 percent to 60  percent 
of the execution t ime by using the new formulas. In most cases ,  our  
new formulas a r e  a l so  slightly more  accurate. When relaxing the toler- 
ance f rom 0 .1  a to 0 . 1  
t ime for our new formulas do not change very much. 
the relative savings in execution 
Computation Laboratory 
George C .  Marshall  Space Flight Center 
National Aeronautics and Space Administration 
Marshall  Space Flight Center, Alabama 35812, May 31, 1974 
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TABLE 1. EQUATIONS O F  CONDITION FOR THE 
RUNGE-KUTTA-NYSTR~M COEFFICIENTS 











































































1 - = 
42 .,a; 
1 
1 - =  
252 ; C ~ a i Q ~ l  
_ -  I,  E c a Z P  
126 K K K2 
1 - -  
504 - ; ‘xaKQK2 
1 
168 ‘KffKPK3 
- =  
168 
1 




210 = ; cKpK4 
1 ,=E.. K K 2  P K 1  









































































































































- -  
1 
- =  c a 3 Q  
336 K K K 1  
1 
168 































































2 1  











































4 6  









































































TABLE 1. (Continued) 
48 


















= -  
1 
252 
= -  
1 
126 
= -  
1 
336 
= -  
1 
112 
= -  
1 
336 
- - -  
1 
168 
= -  
1 
168 
= -  
1 
840 
- - -  
1 
210 
= -  
1 
840 
= -  
1 
280 
= -  
1 
840 
= -  
1 
420 
= -  
1 
1260 
= -  





















































I ( -  





- =  
1 
432 
- =  
1 
216 ‘Kff4KPK2 
- =  
1 




1440 e ‘KffiQK3 - =  
L= c a 2 Q  P 
864 K K K 1  K 1  
1 
360 e cKff2KpK4 - =  
1 
432 e cKff‘,pK2pK1 - =  
L= e c a Q  
2160 K K K4 
1 - -  
1728 - e ‘KffKQK2’K1 
1 - =  e c a Q Z  
2592 K K K 1  
- -  
1296 - e ‘KffKQKlPK2 
432 
- -  



































































3 1  
32 
33 
x -  t X  
1 - =  
2880 ; 'KQK3'K1 
- =  Z c Q  Q 
5184 K K2 K 1  
- = C c Q  1 P 
1728 K K 1  K3 
1 
1728 
1 - = 
504 'K'K~ 
' = C c P  720 K K4 P K 1  
- = C c P  1 P 
864 K K3 K2 

















































































= -  
1 
320 
= -  
1 
96 0 
= -  
1 
480 
= -  
1 
80 
= -  
1 
240 
= -  
1 
120 
= -  
1 
480 
= -  
1 
16 0 
= -  
1 
16 0 






= -  
1 
1440 
= -  
1 
720 
= -  
1 
2880 


















TABLE 1. ( Continued) 





































































TABLE 1. (Continued) 
1 
128 
= -  
1 
384 
= -  
1 
192 
= -  
1 
672 
= -  
1 
2016 
= -  




= -  
1 
1344 
= -  
1 
1344 
= -  
1 
6720 
= -  
1- 
4032 
= -  
1 
1680 
= -  
1 
2016 
= -  
1 
1152 
= -  
1 
112 
= -  
56 




















































































= -  
1 
448 
= -  
1 
1152 
= -  
1 
384 
= -  
1 
576 
= -  
1 
576 
= -  
1 
1152 
= -  
1 
384 
= -  
1 
1152 
- - -  
1 
576 
= -  
1 
192 
= -  
1 
576 
= -  
1 
192 
= -  
1 
576 
= -  
1 
288 
= -  
58 

















CK. bK + t  
2160 = c c K f f2  K [s PK*ff*@ P&)] 
1 
192 
= -  
1 
640 
= -  
1 
1920 
= -  
1 
960 
= -  
1 
16 0 
= -  
1 
480 
= -  
1 
240 
= -  
1 
96 0 
= -  
1 
320 
= -  
1 
320 
= -  
1 
192 
- -  
1 
96 0 
= -  
1 
240 
= -  
1 
96 0 
= -  
1 
320 
- - -  























= -  
1 
576 0 
= -  
1 
2880 
= -  
1 
288 
= -  
1 
1152 
= -  
1 
576 
= -  
60 
TABLE 1. (Continued) 
- 
140 



































= -  
1 
3360 
- -  
1 
l o  080 
= -  
1 
5040 
= -  
1 
20 160 
= -  
1 
6720 
= -  
1 
6720 
= -  
1 
4032 
= -  
1 
1152 
= -  
1 
336 
= -  
1 
1344 
= -  
1 
44 8 
= -  
1 
1344 
= -  
1 
672 
= -  
1 
2240 
= -  
62 
















x -  i 
1 
6720 
= -  
1 
3360 
= -  
1 
56 0 
= -  
1 
1680 
= -  
1 
840 
- - -  
1 
3360 
= -  
1 
1120 
= -  
1 
1120 
= -  
1 
672 
- -  
1 
3360 
= -  
1 
10 080 
= -  
1 
5040 
= -  
1 
SO 160 
= -  
1 
6720 
= -  
1 
6720 
= -  
63 



































TABLE 1. (Continued) 
1 
2688 
= -  







































TABLE 1. (Continued) 
























= -  
68 












TABLE 2. PATTERN FOR RKN,G-7( 8)-13 
Local truncation e r r o r  in  x: TE = ~ 1 3 1 2  ( f l 2  - f l3 )  h2 
70 
TABLE 3. COEFFICIENTS FOR RKN-G-7( 8)-13 
0'1 = 0.7347 0804 8410 6438 3606 1035 6687 4183 lo-' 
0'2 = 0.1102 0620 7261 5965 7540 9155 3503 1127 
cv3 = 0.1653 0931 0892 3948 6311 3733 0254 6691 
c y 5  = 0.2662 8826 9291 2616 4263 5203 6943 9706 
04 = 0.5 
cV6 = 0.6337 1173 0708 7383 5736 4796 3056 0294 
0 7  = 0.75 
0 8  = 0.5625 
0 9  = 0.125 
0110 - 0.375 
= 0.9665 2805 1602 3570 0834 4516 4211 9099 
a 1 2  - 1   
"13 - 1   
P i 0  - 0.7347 0804 8410 6438 
p20 = 0.2755 1551 8153 9914 
p21 = 0.8265 4655 4461 9743 
P 3 o  = 0.4132 7327 7230 9871 
P31 = 0 
P 3 2  = 0.1239 8198 3169 2961 
P 4 0  = 0.8967 0558 7637 9578 
p41 = 0 
0 4 2  = -0.3458 5915 2683 1433 
P43 - 0.3061 8859 3919 3475 
P 5 0  = 0.5705 3369 4239 6532 
P51 - 0   
P 5 2  = 0 
P53 = 0.2066 4670 6954 9824 
p54 = 0.2588 1929 1231 3856 
p60 = 0.2213 0953 4027 3273 
P61  = 0 
p62 = 0 
0 6 3  = 0.3666 6901 8421 5938 
6 6 4  = 0.3207 5560 5327 6707 
,865 = -0.7584 3846 4432 5897 
P 7 0  = 0.8333 3333 3333 3333 
P71 = 0 
p72 = 0 
P 7 3  = 0 

































4183 lo-'  










5043 lo-'  
81 06 
91 80 
4967 IO- '  
3333 lo-' 
71 
TABLE 3. (Continued) 
0.3843 6436 9641 3162 1037 9110 0848 8971 
0.8349 6093 7500 0000 0000 0000 0000 0000 I O - '  
P75 = 
P76 = 0.2823 0229 7025 3504 5628 7556 5817 7696 
P80 = 
P8l = 
6 8 2  = 
P83 = 0 
Pa = 0 
P85 = 0.3830 6747 4793 9740 8845 8700 6356 1136 
P86 = 0.1354 8721 2706 0259 11% 1299 3643 8864 
-0.3955 0781 2500 0000 0000 0000 0000 0000 Pa? = 
0.7342 0353 2235 9396 4334 7050 7544 5816 lo-'  P 9 0  = 
P9i = 0 
PO2 = 0 
P93 = 0 
P94 = 0 
P 9 5  = 0.9880 8964 9160 2291 6024 2057 1033 6420 lo- '  
Pg6 = 0.2415 3311 3273 2774 9549 8428 0345 1955 
Pg7 = -0.4870 7561 7283 9506 1728 3950 6172 8395 lo- '  
P 9 8  = -0.2400 5486 9684 4993 1412 8943 7585 7339 
PI00 = 0.8137 8441 1270 6706 4904 0410 5640 4207 
P i 0 1  = 0 
P i 0 2  = 0 
P I 0 3  = 
P i 0 4  = 
Pi05 = 
P i 0 6  = -0.3626 6091 1746 4713 4384 0315 3205 8792 
PI07 = 0.6972 6880 5971 2792 8317 2726 0984 7243 lo- '  
P I 0 8  = 0.3779 7780 6207 6339 2161 1543 4150 9711 
Piog = 0.2818 1838 0829 0027 8742 1095 1900 0315 
Pllo = -0.1404 2538 9224 8283 8913 2800 3122 5476 10'' 
P i l i  = 0 
P i 1 2  = 0 
P i 1 3  = 0 
Pi14 = 0 
P i l 5  = -0.1355 5559 0294 0495 7528 3041 1334 2361 10'' 
P l i6  = -0,1502 1472 8248 4805 0961 7213 3096 9968 10" 
Pi17 = 0.1476 7543 2841 6794 9686 2336 0684 1588 10" 
6118 = -0.2170 7681 9651 3368 8432 5773 7360 7995 I O + '  
O I i 9  = 0,6614 9759 5026 7655 8681 0392 0283 3030 lo+'  
72 





































































2704 lo+ '  
9148 lo+ '  









6960 - 10-1 
ylo = 0.2698 
y20 = 0.3036 
yzl = 0.3036 
~ 3 0  = 0.6831 
731 = 
y32 = 0.6831 
~ 4 0  = -0.1026 
Y41 = 
Y42 = 0 
Y43 = 0.1260 
Y50 = 0.9890 
Y51 = 0 
~ 5 2  = 0.2040 
7 5 3  = 0.5026 
9795 8199 6884 8329 9949 7050 8715 lo- '  
3520 2974 6495 4371 2443 4182 2304 lo- '  
3520 2974 6495 4371 2443 4182 2304 lo- '  
7920 6692 9614 7335 2997 6910 0184 
7920 6692 9614 7335 2997 6910 0184 
3757 7319 7788 8994 3108 7282 4217 lo- '  
2637 5773 1977 8889 9431 0872 8242 
9903 8431 0741 7913 3134 9906 4241 
1758 7591 1134 9514 1705 1849 8571 10-1 
5147 7133 2870 3261 8251 0473 5338 * 
73 
TABLE 3. (Continued) 
I 
Y 54 = 0.1354 5726 
Y60 - 0.3677 2464 
761  = 0 
y62 = 0 
y63 = 0. 8213 2294 
y64 = 0.3008 7165 
y65 = 0. 5180 3353 
y70 = 0.4123 3049 
Y7i = 0 
y72 = 0 
Y73 = 0.1133 5100 
y74 = 0.5672 2148 
y75 = 0.5745 6202 
Y76 = 0.1248 7597 
y80 = 0.4214 6301 
Y81 = 0 
7 8 2  = 0 
YB = 0 
Y84 = -0.7808 8073 
y85 = 0.1410 4682 
Y86 = 0,7460 3813 
7 8 7  = -0.2150 5737 
ygo = 0.5524 3877 
791  = 0 
y92 = 0 
Y93 = 0 
Y94 = 0 
y95 = 0.4591 3375 
y96 = 0.1200 9956 
Y97 = - 0.2436 1818 
Y98 = - 0.1187 7000 
yloo = 0.1239 6099 
YlOl = 0 
Yl02 = 0 
?I03 - 0   
Y104 - 0   
7105 = 
yio6 = -0.2314 8568 
~ 1 0 7  = 0.4405 7716 
y108 = 0.2416 4236 
6312 7775 5415 7283 6001 4730 
6953 1772 1429 7415 7246 2201 lo- '  
7785 2178 5827 7217 4140 7693 lo-'  
4090 9896 3036 8709 1811 9641 lo- '  
9359 9379 0519 8241 0553 1789 lo- '  
0882 7287 3123 2210 0402 1091 lo-'  
2930 6181 9105 3287 9807 8376 
5922 3766 8841 3016 7743 6715 10-1 
0649 5452 5469 3769 2473 6474 lo-'  
3239 1674 1512 8124 1302 1961 lo-' 
2695 3125 0000 0000 0000 0000 lo-' 
7304 6875 0000 0000 0000 0000 lo-'  
1029 2877 2004 3970 8553 6135 
7363 3727 9956 0291 4463 8648 lo- '  
3046 8750 0000 0000 0000 0000 lo-'  
1719 2501 1431 1842 7069 0444 lo-' 
8935 0515 8838 0181 1180 7029 lo- '  
9922 6813 9808 9279 5562 3138 lo-'  
4156 3786 0082 3045 2674 8971 lo-'  
4572 4737 0827 6177 4119 7988 * lo- '  
0923 0042 8073 8555 8121 1091 10-I 
8348 8114 9606 8286 3748 4335 lo- '  
3385 9229 4670 5995 3820 0368 lo- '  
8703 9608 6181 8918 2892 7171 lo-'  
74 












































41  50 
4244 
6658 
5884 0212 7352 
6838 6923 7170 
7245 6588 6876 
4601 1435 8063 
8048 6243 2844 
9760 1245 5930 
2381 8671 5463 
2568 0405 9902 
2689 6037 0954 
5307 6482 3207 
7987 3893 2431 
8108 5679 5437 
2611 6141 5109 
2157 8547 6416 
1086 6711 9989 
6589 8937 8096 
3954 7258 1903 
8506 8828 9280 
8754 2910 0714 
2427 0314 9422 
9463 9110 6721 
0722 3753 9295 
0243 7127 3010 
6037 lo- '  
66 54 
3595 lo+'  
0038 10-1 





0852 l O + l  
0306 
6506 
1571 lo+ '  
5920 lo+*  
7907 10-1 
2220 lo+'  
2028 lo-' 
0822 10-1 
8603 lo-'  
6269 
5393 
0401 lo-'  
1115 
75 
TABLE 4. PATTERN FOR RKN-G-6( 7) -10 
Local truncation error in x: T E  = ~ 1 0 9  ( f9 - flo) h2 
76 
TABLE 5. COEFFICIENTS FOR RKN-G-6( 7) -10 
~~ 
pi = 0.1018 5185 1851 8518 5185 1851 8518 5185 
Q ' ~  = 0.1527 7777 7777 7777 7777 7777 7777 1778 
o3 = 0.2291 6666 6666 6666 6666 6666 6666 6667 
0 4  = 0.625 
0'5 = 0.375 
0 ' 6  = 0.6666 6666 6666 6666 6666 6666 6666 6667 
0 ' 7  = 0.1666 6666 6666 6666 6666 6666 6666 6667 
0 ' 8  = 0.9703 7314 8321 7701 1063 1914 4946 5592 
P g  = 1 














































































1851 8518 5185 
3333 3333 3333 
6666 6666 6667 * lo-'  
4444 4444 4444 lo-'  
8925 6198 3471 
6859 5041 3223 10" 
3966 9421 4876 * 10" 
9090 9090 9091 10-1 
0669 8564 5933 
2105 2631 5789 * 
3037 7852 6001 lo- '  
4146 7304 6252 
2430 1494 4769 
3786 0082 3045 
5967 0781 8930 
6049 3827 1605 
9129 9235 7437 
7619 0476 1905 
9712 6386 9845 10" 
























































6927 2722 4851 2526 10" 
6316 9737 2744 6928 10" 
0450 1130 2169 1446 10" 
8589 4405 8687 3101 10" 
6591 1425 3844 6550 10" 
1428 6348 1503 3844 10" 
3788 8236 8550 9672 
0109 1083 4461 7441 l o f 2  
2962 3361 5811 0987 lo+' 
2049 1200 7960 7603 10" 
6997 8978 8502 5319 l o f 2  
4173 4388 5784 4779 lo-'  
2565 7541 5995 7059 lo-'  
9445 4911 4739 2647 
3829 7121 6887 6606 
7573 5894 5444 6475 
6793 3659 9050 3756 





















































1467 7640 6036 lo- '  
7901 2345 6790 
7901 2345 6790 
7777 7777 7778 lo-'  
7777 7777 7778 10-1 
8181 8181 8182 10-I 
8181 8181 8182 
3057 8512 3967 io-1 
7938 7457 4623 lo- '  
0086 9943 4537 10-1 
1640 8668 7307 ' 
5953 3607 6818 10-1 
78 
TABLE 5. (Concluded) 
7 6 1  - 0   
y62 = 0 
- 0.1283 y63 - 
y64 = 0.1427 
y65 = 0.2947 
y70 = 0.1008 
y72 = 0 
Y73 = 0 
y75 = 0.8955 
Y71 = 
Y74 = - 0.2032 
y76 = 0.1517 
y80 = 0.5878 
781 = 0 
"82 = -0.6816 
Y83 = 
Ye4 = 0 
y85 = 0.3904 
Y87 = 0.9226 
786 = 0.1320 
7 9 0  = 0.8435 
Y91 = 0 
Y93 = 0 
Yg4 = 0 
Y95 = 0 
Y92 = - 0.1399 
y96 = 0.1518 
y97 = 0.1661 
y98 = 0.2535 
y100 = 0.5359 
YlOl = 0 
Yl02 = 0 
Y103 = 0 
Y104 = 0 
~ 1 0 5  = 0.1339 
~ 1 0 s  = 0.1144 
~ 1 0 7  = 0.1891 
7108 = 0.7915 






























































































9015 lo- '  
1378 lo-'  



















8445 1 0 - ~  
79 
TABLE 6. PATTERN FOR RKN-G-5(6)-8 
Local truncation e r r o r  in x: TE = y 8 7  ( f7 - f 8 )  h 2  
80 























rl f$ X v 
W 


































m w  
m a l  
r l o  
. .  
N N  + -  
I I  0 0  
r l r l  . .  
c u m  
3 8  
d d  
I I  
~~ 
N N  
I I  0 0
d r l  . .  
Z %  
c u r l  
0 0  
I I  
. .  
N O . )  
I I  0 0  
r l r l  
- . A  
. .  
m a  m c u  
m R 1  
0 0  + +  




r l r l  . .  
c u m  
0 0  + +  
. .  
t - I n  
o m  
d o  
. .  
N W  
r l m  
c u m  
d l c u  
N e 3  
l l  0 0  
r l r l  . .  
c u w  m a l  
r l m  
0 0  
I I  
. .  
N N  * -  
I 1  
0 0  
4.4 . .  
r l m  
a a r l  
r l r l  
0 0  
I I  
. .  
N O . )  - *  
I I  0 0  
r l r l  
N W  
a a a l  
d a a  
0 0  + +  
. .  
. .  
N e 3  ,.- 
I I  0 0
r l r l  . .  
m c -  
r l m  
r l d l  
0 0  + +  
. .  
w w  
m m  
d d  
c u r l  
w o  
w r l  
r l r l  
m O . )  - +  
I 1  
0 0  
r l r l  . .  
r l c -  
N 
I I  
m e a  
% d  
N e 3  * -  
I I  0 0  
d r l  . .  
m r l  ot- 
r l a a  
0 0  
+ I  
. .  
0 0  
I -  
l l  0 0  
r l r l  . .  
N O  
o m  
N t -  
0 0  
I +  
. .  
m O . )  
I I  0 0  
r l r l  . .  
0 0  a m  
m r l  
0 0  + +  
. .  
a2 
II II 
X h  - t - a a  A t -  
* l - l  
. .  o m  A a ,  
N O  
. .  m a ,  ot- 
A 0  
. .  
m r l  
t - t -  
c u m  
t - 0  
c u d  
m m  
t - a ,  
a , c u  
m c -  
t - 0  
0 0 0  
m m  
, - I -  - -  
I I  
0 0  
A d  . .  
o w  
m l - l  
c u d  
, - I -  * -  
l l  
0 0  
A d  . .  
c o w  m o  
A d  
0 
E-r 
. .  
w w  
2: . .  
0 0  
I I  
. .  
0 0  
I I  
. .  
0 0  
I I  
, - I *  
, - I -  
I I  
0 0  
A d  . .  
o m  
A 0  
A *  
. .  
m w  
O d  
d r c u  
. .  
aa 
c u d  
0 0  + +  
z w  . .  
.. 
. .  
0 0  + +  
. .  




















N N  
, - I -  
I I  
0 0  




0 . .  
m m  
m w  
A a ,  
% $  
m c u  
I I  
d d  . .  0 0  
I I  
d d  
I I  
N e 3  
, - I -  
I I  
0 0  
A A  . .  
2 %  
A m  
0 0  
I I  
. .  
2 , "  
I I  
0 0  
l - l A  . .  
a , o  
t - A  t - m  
' X  '3 a 
+ + . .  
0 0  
I I  
. .  
0 0  


































4 2  
5 
w 
U 
0 
l-l 
a, 
k 
5 
bn 
Fr 
.rl 
NASA-Langley, 1974 
