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Abstract
In this paper we investigate the canonical structure of diffeomorphism invariant
phase spaces for spatially locally homogeneous spacetimes with 3-dimensional com-
pact closed spaces. After giving a general algorithm to express the diffeomorphism-
invariant phase space and the canonical structure of a locally homogeneous system in
terms of those of a homogeneous system on a covering space and a moduli space, we
completely determine the canonical structures and the Hamiltonians of locally homo-
geneous pure gravity systems on orientable compact closed 3-spaces of the Thurston-
type E3, Nil and Sol for all possible space topologies and invariance groups. We point
out that in many cases the canonical structure becomes degenerate in the moduli sec-
tors, which implies that the locally homogeneous systems are not canonically closed
in general in the full diffeomorphism-invariant phase space of generic spacetimes with
compact closed spaces.
§1 Introduction
Locally homogeneous systems are, roughly speaking, extensions of spatially homogeneous
systems on simply connected spaces to spaces with non-trivial topologies. Recent increase
of interest in such systems are closely related with the investigations of quantum gravity[1,
2, 3, 4, 5], although early work on them was mainly concerned with applications to the
observational cosmology(see Ref.[6] for review).
In quantum gravity spatially homogeneous systems were intensively studied in the name
of minisuperspace models, because they give simple gravity systems of finite degrees of free-
dom. If one applies the quantization procedure to such systems, however, one encounters
the problem that the Hamiltonian diverges due to the infinite spatial volume except for
Bianchi IX models. Since the evolution equations for space metric do not depend on the
spatial volume, this difficulty was often avoided by considering a virtual finite region of
space. Though this prescription works well in the investigation of classical structure of
canonical dynamics, it is not satisfactory in the quantum problem because the virtual
volume of the region affects quantum behavior of the system though the Hamiltonian.
A more natural and reasonable way to resolve this difficulty is to consider spacetimes
with compact spaces instead of simply connected open spaces. In this approach, how-
ever, two new problems arise. Firstly, most of compact closed 3-manifolds do not allow a
Bianchi-like globally homogeneous metric, i.e., a metric whose isometry group acts simply
transitively on the manifolds. This obliges us to replace the requirement of global homo-
geneity to a local one[1, 2]. Secondly, since compact Riemannian manifolds with non-trivial
topologies are not globally isomorphic even if they are locally isomorphic, the structure
of a locally homogeneous space is not fully described by the components of the metric
with respect to an invariant basis(even if it is well-defined) as in the Bianchi models, but
depends on the so-called moduli parameters. Thus the dynamical structure of a locally
homogeneous system on a compact manifold differs from that of a globally homogeneous
system on its simply connected covering manifold.
These problems also occur in (2 + 1)-dimensional systems and are studied well. There
a natural definition of locally homogeneity is obtained from the requirement that the Ricci
scalar curvature is spatially constant. The locally homogeneous closed two surfaces in this
sense are always covered by a simply connected homogeneous space and is obtained as a
quotient of the latter by its discrete isometry group. Though the Ricci homogeneity is too
weak in the (3 + 1)-dimensional systems, the latter characterization, i.e., the requirement
that its covering spacetime is globally spatially homogeneous, can be easily extended to
higher dimensions. Furthermore if we adopt this as the definition of spatial local homo-
geneity of (3+1)-dimensional systems, we can almost completely determine all the possible
topologies of compact closed spaces and their locally homogeneous structures including the
moduli with the help of Thurston’s theorem.
Recently Koike, Tanimoto and Hosoya[3] completely determined the degree of moduli
freedom of locally homogeneous 3-manifolds for all possible topologies by this approach.
They further applied this result to the investigation of dynamics of spatially locally homo-
geneous spacetimes[4, 5], and gave a systematic algorithm to determine the dynamics of
moduli. Their strategy was as follows. First, they defined a spatially locally homogeneous
spacetime (M, g) as a spacetime with compact space which is obtained as a quotient of
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a spatially homogeneous spacetime (M˜, g˜) with a simply connected space by its discrete
spacetime isometry group K contained in the spatial homogeneity subgroup. Here it is
important to distinguish the isometry group G(t) of each constant time slice of M˜ and
its subgroup Ge whose transformations are extendible to spacetime isometries. Next they
classified the covering spatially homogeneous vacuum solutions and put them into some
standard form (M˜, g˜0) to fix the freedom of extensible homogeneity-preserving diffeomor-
phisms(EHPDs), which are defined as transformations of the covering spacetimes (M˜, g˜)
preserving the spatial homogeneity. By this procedure one obtains spacetime diffeomor-
phism classes of (M, g), each of which is described by the canonical form of the metric g˜0
or a evolutionary family of covering 3-metric q˜0(t), and the conjugate class of the discrete
subgroup K in Ge. Since EHPDs are a subset of the transformations of each constant-time
slice which preserve the spatial homogeneity of q˜0(t), one can further reduce the freedom
of q˜0(t) on each slice by the latter transformations. This time-dependent reduction maps
K to a time-dependent conjugate class K(t) with respect to G(t), which corresponds the
standard moduli/Teichmu¨ller freedom. Thus one can determine the time evolution of the
3-metric and moduli parameters of a locally homogeneous space.
This algorithm is very useful in determine the time evolution of moduli parameters in
the sense defined above at least in the classical framework. However, it has some disad-
vantages in the investigation of canonical structures of the systems and their quantization.
First, the knowledge on the structure of spacetime solutions is required in advance in their
method. Though this is not an obstacle for the pure gravity systems, such information is
not available for systems coupled with matter in general. Second, since they start from the
spacetime solutions, the information on the momentum variable conjugate to the 3-metric
or on the Hamiltonian is not directly given. It must be calculated by inserting spacetime
solutions in the generic definitions of the momentums and the Hamiltonian. This procedure
often fails because defining momentums requires the knowledge of the canonical structure,
which is generally not available in the moduli sector in their approach. Since the informa-
tion on the canonical structure is crucial in going to quantum theory, this defect is serious.
In fact, we will show in this paper that the actual canonical structure is often degenerate
in the moduli sector. Such information can not be obtained in their approach.
On the basis of these considerations, in the present paper, we give a slightly different
scheme to determine the dynamics of locally homogeneous systems. The main point is
that we directly treat the diffeomorphism-invariant phase space of locally homogeneous
canonical data including momentums on a compact closed 3-manifold M , and determine
its canonical structure and the Hamiltonian directly from those of the diffeomorphism-
invariant phase space of generic canonical data on M . This enables us to discuss the
off-shell behavior of the systems as well as relations of the canonical structures of locally
homogeneous systems to generic systems, such as the degeneracy of the canonical structure
in the locally homogeneous sector.
The paper is organized as follows. First, in the next section, we prove a theorem which
enables us to express the diffeomorphism-invariant phase space of locally homogeneous
data on a compact closed 3-manifold M in terms of globally homogeneous data on its uni-
versal covering manifold M˜ and a moduli freedom of the embedding of the fundamental
group π1(M) into an invariance group of the covering data. There Thurston’s theorem on
the classification and the uniqueness of maximal geometries on compact closed 3-manifolds
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play an essential role. Then we explain a general algorithm to determine the canonical
structure and the Hamiltonian of them. We further prove an important theorem on the
dynamics of moduli parameters. In the subsequent three sections, following this algorithm,
we completely determine the canonical structures and the Hamiltonians of locally homoge-
neous pure gravity systems on orientable compact closed 3-space of the Thurston-type E3,
Nil and Sol. As a result we point out that in many of them the canonical structure becomes
degenerate in the moduli sector. Section 6 is devoted to summary and discussions.
§2 General Theory
2.1 Diffeomorphism-Invariant Phase Space
Let M be a compact closed 3-manifold and Φ be a set of canonical variables on it. For
example, for the pure gravity system, Φ consists of a pair (q, p) of a three metric q on M
and its conjugate momentum p. When it is coupled with matter, canonical pairs of matter
fields should be included in Φ.
Naively it is natural to define that canonical data Φ are locally homogeneous when
around each point of M there exist a set of local fields ξI which contain at least three
linearly independent fields and leave Φ invariant, i.e., L−ξIΦ = 0. However, this local
definition is not convenient for our purpose because we must treat cases in which the base
space M has non-trivial topology.
If we instead require that the fields ξI are globally defined on M , the analysis of the
problems gets much simplified. However, this requirement is too stringent and excludes
many interesting cases. For example, consider a compact Riemannian manifold (M, q)
constructed from the cubic region 0 ≤ x, y, z ≤ 1 of Euclidean space E3 by identifying the
pair of faces x = 0 and x = 1 by rotating by π and the other two pairs of faces normally.
Clearly (M, q) is locally isometric to E3 and locally homogeneous, but translation Killing
vectors parallel to the y − z plane cannot be extended to the whole space M . Another
example is given by the class B open Bianchi models which cannot be compactified keeping
the global transitive symmetries1.
Since the main obstruction against the existence of global symmetries in these examples
is of a topological nature, a better definition which remedies the defects of the definitions
above is obtained by considering the universal covering data. Let M˜ be a universal covering
space of M , and j be a covering map from M˜ onto M . Then through the pullback by j we
obtain unique data Φ˜ on M˜ from Φ on M . Clearly Φ˜ is locally homogeneous in the first
definition if Φ is. Further if Φ˜ is real analytic and Φ contains the metric data, the local
symmetries of Φ˜ can always be extended to global symmetries[8]. Hence in this case local
homogeneity of Φ in the naive definition implies global global homogeneity of the covering
data Φ˜. This global symmetry defines an invariance group
InvG(Φ˜, M˜) :=
{
f ∈ Diff(M˜) | f∗Φ˜ = Φ˜
}
. (2.1)
When there occurs no confusion, we often write InvG(Φ˜, M˜) as InvG(Φ˜).
1There had been some misunderstanding on this point in the early literature[7, 1, 6]. It was corrected
in Ref.[2].
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From these observations, in this paper, we define that canonical data Φ on M are
locally G-homogeneous if there exists a universal covering space j : M˜ → M such that
the invariance group of the pullback Φ˜ = j∗Φ, InvG(Φ˜, M˜), is isomorphic to G and acts
transitively on M˜ . The reason why we have introduced the symmetry group G in an
abstract way is that InvG(Φ˜, M˜) is not intrinsic to the original manifold M , and manifests
itself only as local symmetries on M . We denote the set of all locally G-homogeneous data
on M by ΓLH(M,G).
This definition allows us to translate the problem on compact manifold with complicated
topological structures to that on much simpler simply-connected manifolds, and is widely
adopted in the recent literature on this problem[6, 2, 3]. Now we closely examine the
relation between these two problems.
2.1.1 The freedom of the covering space M˜
Our definition gives the description of locally homogeneous data on M in terms of the set
of its universal covering space M˜ , a covering map j, and homogeneous covering data Φ˜.
There is clearly a redundancy in this description since all the universal covering spaces
are mutually diffeomorphic. This redundancy is eliminated with the help of the following
well-known fact.
Proposition 2.1 Let j : M˜ → M and j′ : M˜ ′ → M ′ be a pair of two universal covering
spaces.
1) For any diffeomorphism f : M → M ′, there exists a diffeomorphism f˜ : M˜ → M˜ ′
up to the freedom of covering transformations such that f ◦j = j′◦f˜ , i.e., the following
diagram commutes:
M˜
f˜−→ M˜ ′yj yj′
M −→
f
M ′
(2.2)
2) For any diffeomorphism f˜ : M˜ → M˜ ′ which preserves fibers, i.e., maps each fiber
j−1(x) ⊂ M˜ onto some fiber j′−1(x′) ⊂ M˜ ′, there is a unique diffeomorphism f :
M → M ′ such that f ◦j = j′◦f˜ .
The first part of this proposition follows from the uniqueness of the lift of curves in the
covering space. For example, let x0 and y0 be a pair of points such that y0 = f(x0) and
pick up a point x˜0 ∈ j−1(x0) and another point y˜0 ∈ j′−1(y0). For a given point x˜ ∈ M˜ ,
take a curve γ˜ from x˜0 to x˜. Then the curve f ◦j(γ˜) in M ′ is uniquely lifted to a curve γ˜′
in M˜ ′ starting from y˜0. Let its endpoint be y˜. Since any two curves connecting x˜0 and x˜
are homotopic due to the simple-connectedness of M˜ , y˜ does not depend on the choice of
γ˜ and defines a map y˜ = f˜(x˜). It is a simple task to show that f˜ is a diffeomorphism and
the diagram 2.2 commutes. The second part is trivial.
Now let j : M˜ → M and j′ : M˜ ′ → M be two universal covering spaces of M defining
the local homogeneity of data Φ on M . Then the above proposition implies that there
exists a diffeomorphism f˜ : M˜ → M˜ ′ such that the following diagram commutes:
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M˜
f˜−→ M˜ ′
jց ւj′
M
(2.3)
From this it follows that the covering data Φ˜ on M˜ and Φ˜′ on M˜ ′ are related by f˜∗Φ˜ =
f˜∗j−1∗ Φ = j
′−1
∗ Φ = Φ˜
′. This implies that InvG(Φ˜, M˜) and InvG(Φ˜′, M˜ ′) are connected
by the external automorphism induced by f˜ as InvG(Φ˜′, M˜ ′) = f˜ InvG(Φ˜, M˜)f˜−1. In
particular, if InvG(Φ˜, M˜) ∼= G then InvG(Φ˜′, M˜ ′) ∼= G, and vice versa. Hence there is a
one-to-one correspondence between the description by G-invariant data on M˜ and that on
M˜ ′ up to the freedom of the covering transformations. Therefore we can work in one fixed
universal covering space to construct ΓLH(M,G).
2.1.2 Moduli: intrinsic representation of the freedom of covering map j
If we apply the argument in the last paragraph to the case corresponding to a pair of
different covering maps j and j′ by the same covering space M˜ , we obtain an automorphism
of the covering data on M˜ induced by the change of the covering map. This implies that we
can also fix the projection map j to see the correspondence of data on M and those on M˜ .
However, this approach is not adequate for our purpose because we cannot fix the invariance
group of Φ˜ isomorphic to G, which introduces complications into the investigation of the
structure of allowed covering data.
For example, consider the 3-dimensional Euclidean space E3 as the covering space
and construct the 3-dimensional torus M = T 3 as the quotient manifold by the discrete
transformation group K0 generated by the standard lattice K0 = {(l, m, n) | l, m, n ∈ Z}.
The standard metric on E3 is represented in terms of the natural Descartes coordinate as
q˜0 = dx
2+ dy2+ dz2 and its invariance group is given by IO(3). If we denote the standard
projection map from E3 to T 3 by j0, q0 = j0∗q˜0 gives locally IO(3)-homogeneous data on
T 3. Next let us consider a linear transformation x′ = f˜(x) := Ax. The metric q˜ obtained
from q˜0 by this transformation, q˜ = f˜∗q˜0, gives another data q on T 3 through j0. It is
not isomorphic to q0 if f˜ does not belong to IO(3) because the lengths of closed geodesics
in T 3 with respect to q0 and q are different. Clearly the invariance groups InvG(q˜0, E
3)
and InvG(q˜, E3) are different, though they are connected by the external automorphism
induced by f and both give locally IO(3)-homogeneous data on T 3.
On the other hand if we consider the projection defined by j = j0◦f˜ , q = j0∗f˜∗q˜0 = j0∗q˜
coincides with the data induced from the original standard metric q˜0 by the new projection
map j. Hence by changing the projection map, we can construct non-isomorphic data on
T 3 from covering data with the same invariance group.
On the basis of this observation we do not fix the projection map, and take the approach
to express its freedom in an intrinsic way. The basis of this approach is provided by the
following fact.
Proposition 2.2 For a given point x˜0 in M˜ , each homotopy class of the loops with the
base point j(x˜0) induces a unique covering transformation of the universal covering space
M˜ . Let us denote the corresponding monomorphic embedding of π1(M, j(x˜0)) into Diff(M˜)
as j♯x˜0. Then the image of this monomorphism, j
♯
x˜0(π1(M, j(x˜0)), does not depend on the
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choice of x˜0, and gives a unique discrete subgroup j
♯(π1(M)). Φ˜ = j
∗Φ is invariant under
this subgroup for any data Φ on M , i.e., j♯(π1(M)) ⊆ InvG(Φ˜, M˜).
The former half of the proposition is a well-known fact and is proved by considering
the special case in Prop. 2.1 that (M˜ ′, j′,M ′) = (M˜, j,M) and x0 and y0 are taken as the
start point and the end point of the lift of a closed loop. To show the latter half, take two
points x˜0 and y˜0 in M˜ . Let µ˜ be a curve from x˜0 to y˜0, and µ be its projection on M .
Then from the way of construction of the covering transformation, it is easily shown that
j♯y˜0([µαµ
−1]) = j♯x˜0([α]) holds for any closed loop α with the base point j(x˜0) where [α]
represents the homotopy class of α. The invariance of Φ˜ under j♯(π1(M)) is trivial from
the definition of the pullback.
This proposition shows that the discrete subgroup j♯(π1(M)) yields an intrinsic repre-
sentation of the covering map. Though this discrete group does not uniquely determine
the covering map j, this representation is very useful in our problem. To see this, suppose
that two covering maps j1 and j2 map π1(M) to the same discrete group K. Then since a
fiber containing a point x˜ is given by the set j♯(π1(M))x˜ in general, j
−1
1 (x) ∩ j−12 (y) 6= ∅
implies j−11 (x) = j
−1
2 (y) in the present case. This shows that the identity transformation
f˜ =id gives a fiber preserving diffeomorphism between the two covering space (M˜, j1,M)
and (M˜, j2,M). Hence applying Prop. 2.1 to the following diagram,
M˜
j1ւ ցj2
M
f−→ M
(2.4)
we obtain a diffeomorphism f ∈ Diff(M) such that this diagram commutes. Therefore for
any covering data Φ˜ on M˜ such that K ⊂ InvG(Φ˜, M˜), the corresponding data Φ1 = j1∗Φ˜
and Φ2 = j1∗Φ˜ on M are related by the diffeomorphism f as Φ2 = f∗Φ1. Hence the pair
(Φ˜, K) uniquely determines a diffeomorphism class of locally G-homogeneous data Φ on
M . This suggests that the problem of classifying the diffeomorphism classes of the data in
ΓLH(M,G) can be replaced by that of the pair of data (Φ˜, K). In other words, if we denote
the set of covering data whose invariance group coincides with G˜(⊂ Diff(M˜)) as
ΓH(M˜, G˜) :=
{
Φ˜ | InvG(Φ˜, M˜) = G˜
}
, (2.5)
and the set of all possible images of π1(M) in G˜ by j
♯ as
M(M, G˜) :=
{
K : a subgroup of G˜ | K = j♯(π1(M)) for some j : M˜ → M
}
,
(2.6)
the problem is replaced by that of determining the diffeomorphism class of
⋃
G˜∼=G ΓH(M˜, G˜)×
M(M, G˜).
2.1.3 Eliminating the freedom of G˜
Though the above reformulation reduces the problem to a simpler one, it still has a cum-
bersome large freedom associated with G˜. In order to eliminate this freedom, we utilize
Thurston’s theorem on the geometric structures on 3-dimensional manifolds.
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Space Gmax G
+
max (Gmin)0 Bianchi type
E3 IO(3) ISO(3) R3 I
VII
(±)
0 VII(0)
Nil Isom(Nil) Isom(Nil) Nil II
∼= R×˜IO(2)
Sol Isom(Sol) Sol×˜D2 Sol VI(0)∼= Sol×˜D4
H3 Isom(H3) PSL2C PSL2C V, VII(A 6= 0)∼= PSL2C×˜Z2
˜SL2R Isom( ˜SL2R) Isom( ˜SL2R) R×˜PSL2R III, VIII∼= R×˜PSL2R×˜Z2
H2 ×E1 Isom(H2 × E1) (PSL2R×R)×˜Z2 PSL2R×R III∼= PSL2R×˜Z2 × IO(1)
S3 O(4) SO(4) SU(2) IX
S2 ×E1 O(3)× IO(1) SO(3)×R×˜Z2 SO(3)×R Kantowski-Sachs
models
Table 1: Thurston types
For each Thurston type the maximal symmetry group Gmax, its orientation-preserving com-
ponent G+max, the connected component of minimum transitive invariance groups (Gmin)0,
and the Bianchi types of the simply transitive subgroups are shown[2, 3].
First we give a couple of basic definitions. A pair (M˜,Gmax) of a connected and simply
connected manifold M˜ and its transformation group Gmax is said to define a maximal
geometry on M˜ if there exists a metric on M˜ such that its isometry group coincides with
Gmax and there exists no metric with a larger isometry group. Two maximal geometries
(M˜,Gmax) and (M˜
′, G′max) are said to be isomorphic if there exists a diffeomorphism f :
M˜ → M˜ ′ such that G′max = fGmaxf−1. Further a compact closed manifold M is called a
compact quotient of a maximal geometry (M˜,Gmax) if Gmax has a discrete subgroup K such
that the quotient space M˜/K is diffeomorphic to M . With these definitions Thurston’s
theorem is stated as follows[9, 10, 11]:
Theorem 2.1 (Thurston)
1) [Classification theorem]
Any 3-dimensional maximal geometry (M˜,Gmax) is isomorphic to one of 8 types listed
in Table 1, provided that it allows a compact quotient.
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2) [Uniqueness theorem]
For any 3-dimensional compact closed manifold M , if M is a compact quotient of a
maximal geometry, the corresponding maximal geometry is unique up to isomorphism.
To apply this theorem, first note that from the argument in §2.1.1 for any covering map
j : M˜ → M and f˜ ∈ Diff(M˜), j′ = f˜−1◦j gives a new covering map, and that conversely
for any two covering maps j and j′ there exists a diffeomorphism f˜ such that f˜◦j′ = j.
Further, in this case, the invariance groups of covering data Φ˜ and Φ˜′ corresponding to
the same data Φ on M are mutually conjugate by f˜ . On the other hand, from the above
theorem, the base manifold M uniquely determines a diffeomorphism class of a maximal
geometry. Let us pick up one representative pair of it, (M˜,Gmax), and fix it. Then if the
data Φ contains metric data q, its invariance group InvG(Φ˜) is contained in some maximal
symmetry group G′max since InvG(Φ˜) ⊆ InvG(q˜), and again from Thurston’s theorem there
exists a diffeomorphism f˜ ∈ Diff(M˜) such that G′max = f˜Gmaxf˜−1. Therefore, for any given
data Φ on M , we can always find a covering map j such that InvG(Φ˜) is contained in the
fixed transformation group Gmax.
With the help of this result we can construct a mapping from ΓLH(M,G) to a space
with a much simpler structure. First let us define TSB(Gmax) as a set of subgroups of
Gmax such that it contains just one representative element for each conjugate class of the
subgroups of Gmax with respect to Diff(M˜) . Then from the above argument, each locally
G-homogeneous data (Φ,M) uniquely determines a subgroup G˜ ∈ TSB(Gmax) such that
InvG(j∗Φ) = G˜ holds for some covering map j. The corresponding covering map in turn
determines data (j∗Φ, j♯(π1(M)) in ΓH(G˜, M˜) ×M(M, G˜). Though the covering map j
here is not unique, its freedom is quite restricted. In fact, if InvG(j′∗Φ) = InvG(j∗Φ) = G˜
holds, there should exists f˜ ∈ Diff(M˜) such that j′◦f˜ = j, but this diffeomorphism must
satisfy the condition f˜ G˜f˜−1 = G˜. That is, the freedom in the covering map is represented
by homogeneity preserving diffeomorphisms(HPDs for brevity). Hence, by denoting the
set of HPDs with respect to the symmetry group G˜ as
HPDG(M˜, G˜) :=
{
f˜ ∈ Diff(M˜) | f˜ G˜f˜−1 = G˜
}
, (2.7)
we naturally obtain the map
F : ΓLH(M,G) →
⋃
G∼=G˜∈TSB(Gmax)
(
ΓH(M˜, G˜)×M(M, G˜)
)
/HPDG(M˜, G˜), (2.8)
where the action of f˜ ∈ HPDG(M˜, G˜) is defined as
f˜∗(Φ˜, K) = (f˜∗Φ˜, f˜Kf˜−1). (2.9)
For any data (Φ˜, K) in ΓH(M˜, G˜) ×M(M, G˜), from the definition of M(π1(M), G˜),
there is a covering map j : M˜ → M such that j♯(π1(M)) = K. Since K ⊂ G˜ = InvG(Φ˜),
there exist unique locally G-homogeneous data Φ on M whose pullback by j coincide with
Φ˜. Hence the map F is surjective.
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2.1.4 An expression of the diffeomorphism-invariant phase space
The map F defined above induces an isomorphism between the diffeomorphism-invariant
phase space of the locally G-homogeneous data and the target space of F .
To see this, we first show that F induces a well-defined map from ΓLH(M,G)/Diff(M)
to ΓH(M˜, G˜) ×M(M, G˜). Suppose that two data Φ1 and Φ2 on M are connected by a
diffeomorphism f ofM : Φ2 = f∗Φ1. From the argument in §2.1.3, for each data Φi(i = 1, 2),
we can find a covering map ji such that InvG(Φ˜i) ∈ TSB(Gmax, M˜) where Φ˜i = j∗iΦi. On
the other hand, from Prop. 2.1, there exists a diffeomorphism f˜ ∈ Diff(M˜) such that the
diagram
(Φ˜1, M˜)
f˜−→ (Φ˜2, M˜)yj1 yj2
(Φ1,M) −→
f
(Φ2,M)
(2.10)
commutes. Clearly the covering data Φ˜1 and Φ˜2 are related by f˜ as Φ˜2 = f˜∗Φ˜1, and
their invariance groups as InvG(Φ˜2) = f˜InvG(Φ˜1)f˜
−1. However from the definition of
TSB(Gmax), this implies InvG(Φ˜1) = InvG(Φ˜2) = G˜ for some G˜ ∼= G. Thus G˜ = f˜ G˜f˜−1
holds and f˜ must be a HPD. Further, since diffeomorphisms preserve the fundamental
group, it follows from Prop. 2.2 that j♯2(π1(M)) = f˜∗j
♯
1(π1(M)). Hence we obtain F (Φ1) =
F (Φ2), which implies that F induces the map
F∗ : ΓLH(M,G)/Diff(M) →
⋃
G∼=G˜∈TSB(Gmax)
(
ΓH(M˜, G˜)×M(M, G˜)
)
/HPDG(M˜, G˜).
(2.11)
Next we show that the map F∗ is injective. Suppose that F (Φ1) = F (Φ2) holds for
Φ1,Φ2 ∈ ΓLH(M,G). Then there exist covering maps j1 and j2, G˜ ∈ TSB(Gmax), and
f˜ ∈ HPDG(M˜, G˜) such that Φ˜2 = j∗2Φ2 = f˜∗j∗1Φ1 = f˜∗Φ˜1 and j♯2(π1(M)) = f˜ j♯1(π1(M))f˜−1.
Since j♯2(π1(M))f˜(x˜) = f˜(j
♯
1(π1(M))x˜) holds for any point x˜ ∈ M˜ , f˜ preserves fibers.
Hence from Prop. 2.1 there exists a diffeomorphism f ∈ Diff(M) such that the diagram
(2.10) commutes. For this map f∗Φ1 = Φ2 holds. Hence Φ1 and Φ2 belong to the same
diffeomorphism class in ΓLH(M,G).
Thus we obtain the following theorem:
Theorem 2.2 For a locally G-homogeneous system on a compact closed 3-manifold M of
type (M˜,Gmax), if the canonical variables contain the metric, the diffeomorphism-invariant
phase space is represented as
ΓLH(M,G)/Diff(M) =
⋃
G∼=G˜∈TSB(Gmax)
(
ΓH(M˜, G˜)×M(M, G˜)
)
/HPDG(M˜, G˜). (2.12)
Here note that this formula holds forM of any dimension if we replace TSB(Gmax) by a
set of representative subgroups for the general conjugate classes of transitive transformation
groups with respect to Diff(M˜). However, this generalization will be of little use in higher
dimension because possible types of universal covering spaces and the structure of the
conjugate classes of their transformation groups are not known well. On the other hand for
two dimension, the theorem holds in the present form because the uniformization theorem
holds. In this case the maximal geometries are classified into three types: (E2, IO(2)),
(S2,O(3)) and (H2,PO(2, 1)).
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2.1.5 Note on orientation
In physics we usually consider only orientable spaces because the laws of physics are not in-
variant under the reversal of space orientation. When we restrict spaces to orientable ones,
it is natural to restrict covering maps to orientation preserving ones by fixing orientations
of the base manifold and its universal covering space. Let Γ+LH(M,G) be the corresponding
phase space of locally homogeneous data onM . Then by inspecting the proof, it is easy to
see that Theorem 2.2 holds if we replace Diff(M), Diff(M˜) and InvG(Φ) by the orientation
preserving ones Diff+(M), Diff+(M˜) and InvG+(Φ) = InvG(Φ)∩Diff+(M˜), TSB(Gmax) by
a representative system of the conjugate classes of transitive subgroups of Gmax with respect
to Diff+(M˜), and ΓH(M˜, G˜) and HPDG(M˜, G˜) by Γ
+
H(M˜, G˜) =
{
Φ˜ | InvG+(Φ˜) = G˜
}
and
HPDG+(M˜, G˜) = HPDG(M˜, G˜) ∩Diff+(M˜):
Γ+LH(M,G)/Diff(M) =
⋃
G∼=G˜∈TSB+(Gmax)
(
Γ+H(M˜, G˜)×M(M, G˜)
)
/HPDG+(M˜, G˜). (2.13)
From now on, in the arguments which apply to the orientation-preserving case just
by these replacements, we indicate it by putting the suffix (+) on relevant quantities as
Γ
(+)
LH (M,G) and InvG
(+)(Φ˜).
2.2 The algorithm to determine ΓLH(M,G)/Diff(M)
Theorem 2.2 gives us a systematic algorithm for the classification and the determination
of the diffeomorphism-invariant phase space of locally G-homogeneous data on a compact
closed manifold of a given Thurston-type (M˜,Gmax). It is divided into three parts.
2.2.1 Determination of M(M,Gmax)
Each compact closed 3-manifolds modeled on (M˜,Gmax) is diffeomorphic to a quotient
space M˜/K where K is some discrete subgroup of Gmax acting freely. Two quotient mani-
folds M˜/K and M˜/K ′ are diffeomorphic if and only if K and K ′ are conjugate with respect
to Diff(M˜). In the three-dimensional case this condition is equivalent to the condition that
K and K ′ are isomorphic as abstract groups, as in the two-dimensional case, except for
the Thurston-type M˜ = S3 for the following reason.
First for the Thurston-types other than S3 and H3, π1(M) contain a discrete subgroup
isomorphic to Z[11]. This implies that H1(M) is an infinite group, and M becomes a
Haken manifold[12]. Hence from Waldhausen’s theorem[13] the diffeomorphism class of M
is completely determined by the isomorphism class of the fundamental group π1(M). On
the other hand for H3 the same result holds from Mostow’s rigidity theorem[14].
Since all the manifolds modeled on E3, Nil, ˜SL2R, H2 × E1 and S2 × E1 allow the
structure of Seifert fiber space, their abstract fundamental groups are determined by the
indices of base orbifolds and the Seifert index. On the other hand compact closed man-
ifolds of type Sol have the structure of torus bundle or Klein-bottle bundle over S1, and
their abstract fundamental groups are determined by the gluing map of the torus or the
Klein bottle. Hence from the above fact the moduli space M(M,Gmax) for these types is
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easily determined by examining all the possible embedding of the corresponding abstract
fundamental group into Gmax.
All possible fundamental groups of manifolds of type S3 and their embedding into
O(4) are also determined with the help of the Seifert bundle structure of them[3]. The
classification of the spaces modeled on H3 is not completed yet.
2.2.2 Classification of G-homogeneous data on M˜
This part is divided into the following three steps:
i) Classification of the conjugate classes of transitive subgroups ofGmax ⇐ TSB(+)(Gmax).
ii) Determination of HPDs for each G˜ ∈ TSB(+)(Gmax) ⇒ HPDG(+)(M˜, G˜).
iii) Determination of the structure of G˜-invariant Φ˜ ⇒ Γ(+)H (M˜, G˜).
Some comments are in order. Firstly, in connection with step i), it should be noted
that two subgroups of Gmax may not be conjugate with respect to Gmax even if they are
with respect to Diff(+)(M˜). However, the following useful proposition holds.
Proposition 2.3 Let Gst be a simply transitive subgroup of Gmax. Then for Gst ⊆ G1, G2 ⊆
Gmax, if G1 and G2 are conjugate with respect to Diff
(+)(M˜), they are with respect to
HPDG(+)(M˜,Gmax)× HPDG(+)(M˜,Gst).
Let f ∈ Diff(+)(M˜) be a transformation such that G2 = fG1f−1. Then fGstf−1 ⊂
Gmax. Since explicit analyses show that all the simply-transitive subgroups of Gmax are
mutually conjugate with respect to HPDG(+)(M˜,Gmax)(see §3, §4 and §5 for Isom(E3),
Isom(Nil) and Isom(Sol)), this implies that there exists f ′ ∈ HPDG(+)(M˜,Gmax) such that
f ′fGstf−1f ′−1 = Gst. From this it follows that f ′′ = f ′f ∈ HPDG(+)(M˜,Gst). Hence
f = f ′−1f ′′ ∈ HPDG(+)(M˜,Gmax)× HPDG(+)(M˜,Gst).
Secondly, in step ii), since f ∈ HPDG(+)(M˜, G˜) implies f∗ ∈ EAut(G˜, M˜) ⊆ Aut(G˜)
where EAut(G˜, M˜) is the subset of Aut(G˜) whose elements are induced from transforma-
tions of M˜ , HPDG(+)(M˜, G˜) is easily determined from the automorphism group of the Lie
algebra, Aut(L(G˜)), as follows. Let φ be an element of Aut(L(G˜)) which is expressed in
terms of a basis ξI of L(G˜) as φ(ξI) = ξJAJ I . Then if φ is induced from f ∈ Diff(+)(M˜),
f should satisfy the equation
φ(ξI) = f∗ξI = ξJA
J
I . (2.14)
In a local coordinate system (xµ) this gives a set of differential equations
ξνI (x)∂νf
µ(x) = ξµJ (f(x))A
J
I . (2.15)
Aut(L(G˜)) is easily determined by simple algebraic calculations.
Thirdly, in step iii), even if Φ˜ is invariant with respect to G˜ and InvG(+)(Φ˜)∩Gmax = G˜,
Φ˜ may not belong to ΓH(M˜, G˜) because it can be invariant under some transformation
f˜ 6∈ Gmax. However, in the case G˜ contains a simply transitive subgroup Gst, we can check
rather easily whether Φ˜ belongs to ΓH(M˜, G˜) with help of the following proposition.
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Proposition 2.4 If InvG(+)(Φ˜) contains a simply transitive subgroup Gst, there exists f ∈
HPDG(+)(M˜,Gst) such that InvG
(+)(f∗Φ˜) ⊆ Gmax. In particular if InvG(+)(f∗Φ˜)∩Gmax =
G˜ for any f ∈ HPDG(+)(M˜,Gst), then InvG(+)(Φ˜) = G˜.
The proof is almost the same as that of Prop. 2.3. First from Thurston’s theorem
there exists f ′ ∈ Diff(+)(M˜) such that f ′InvG(+)(Φ˜)f ′−1 ⊆ Gmax. From the assump-
tion this implies f ′Gstf ′−1 ⊂ Gmax. Then, since any subgroup of Gmax is conjugate to
Gst with respect to HPDG
(+)(M˜,Gmax) if it is with respect to Diff
(+)(M˜), there exists
f ′′ ∈ HPDG(+)(M˜,Gmax) such that f ′′f ′Gstf ′−1f ′′−1 = Gst. This implies f = f ′′f ′ ∈
HPDG(+)(M˜,Gst), and InvG
(+)(f∗Φ˜) = f InvG
(+)(f∗Φ˜)f−1 ⊆ f ′′Gmaxf ′′−1 = Gmax.
From this proposition it follows that even if InvG(+)(Φ˜) ∩ Gmax = G˜, Φ˜ should not be
included in Γ
(+)
H (M˜, G˜) if there exists f ∈ HPDG(+)(M˜,Gst) such that InvG(+)(f∗Φ˜) ⊃ G˜
and 6= G˜. For example, as we will show in §3, for the locally homogeneous system Φ = (q, p)
of the type E3, the smallest group G˜ for which G˜ ⊇ R3 and Γ+H(M˜, G˜) 6= ∅ is given not by
R3 but by R3×˜D2 where D2 is the dihedral group of order 4.
In practice we can show by direct analyses that all the transitive connected subgroups in
G(+)max are conjugate with respect to HPDG
(+)(M˜,G(+)max) if they are in Diff
(+)(M˜). Hence the
proposition still holds even if Gst is replaced by the connected component of G˜ containing
identity.
Finally we comment on the diffeomorphism constraint. When Γ
(+)
LH (M,G)/Diff
(+)(M)
is regarded as a subspace of the diffeomorphism-invariant phase space Γ(+)(M)/Diff(+)(M)
of generic data on M , the canonical structure of the latter induces that of the former. Let
Γ
(+)
D (M) be the set of data that satisfy the diffeomorphism constraint. Then the canonical
structure of the generic diffeomorphism-invariant phase space becomes non-degenerate only
in the subspace Γ
(+)
D (M)/Diff
(+)(M). Hence in the study of the canonical structure of the
phase space of locally homogeneous data we must also restrict consideration to the subspace
statisfying the diffeormorphism constraint.
Let us denote this subspace by
Γ
(+)
LH,inv(M,G) :=
(
Γ
(+)
LH ∩ Γ(+)D
)
/Diff(+)(M). (2.16)
Then, since the diffeomorphism constraint on Φ ∈ Γ(+)LH (M,G) is represented as that on the
covering data Φ˜ ∈ Γ(+)H (M˜, G˜) and does not depend on the moduli freedom, Eq.(2.12) and
Eq.(2.13) give
Γ
(+)
LH,inv(M,G) =
⋃
G∼=G˜∈TSB(+)(Gmax)
(
Γ
(+)
H,D(M˜, G˜)×M(M, G˜)
)
/HPDG(+)(M˜, G˜), (2.17)
where
Γ
(+)
H,D(M˜, G˜) := Γ
(+)
H (M˜, G˜) ∩ Γ(+)D (M˜). (2.18)
This restriction to the subspace generally selects data with higher symmetry. This point
should be taken care of in the determination of Γ
(+)
LH,inv(M,G).
2.2.3 Parametrization of Γ
(+)
LH,inv(M,G)
In order to express the canonical structure and the hamiltonian constraint explicitly in
terms of independent canonical variables, we must parameterize the phase space Γ
(+)
LH,inv(M,G)
12
by picking out representative points of the HPDG-orbits in Γ
(+)
H,D(M˜, G˜) ×M(M, G˜). In
this procedure the following proposition plays a crucial role.
Proposition 2.5 Let H˜(K) be the isotropy group at K of the action of HPDG(M˜, G˜)
on M(M, G˜). If the diffeomorphism constraint becomes trivial on some G˜-homogeneous
system on M˜ , i.e., Γ
(+)
H (M˜, G˜) = Γ
(+)
H,D(M˜, G˜), the maximal connected subgroup of H˜(K)
is contained in G˜.
To prove this proposition, for a given K ∈M(M, G˜), take a covering map j such that
K = j♯(π1(M)) and fix it. Suppose that there exists a diffeomorphism f˜ ∈ HPDG(+)(M˜, G˜)
such that f˜Kf˜−1 = K. Then f˜ is a fiber-preserving transformation of the covering space
j : M˜ → M . Hence from Prop. 2.1 it induces a diffeomorphism f ∈ Diff(+)(M) such
that j◦f˜ = f ◦j. In particular, if H˜(K)0(the connected component containing the identity)
is non-trivial, there is a vector field ξ on M such that its pullback ξ˜ = j∗ξ gives an
infinitesimal HPD on M˜ .
Let Φ˜ = (Q˜, P˜ ) be a G˜-homogeneous canonical system on M˜ satisfying the assumption,
and DK be a fundamental region of the action of K on M˜ . Then, since K ⊂ G˜, there exist
canonical data Φ = (Q,P ) on M whose pullback by j coincide with Φ˜. Clearly for these
fields and the above vector fields, the following equality holds:∫
DK
L−ξ˜Q˜ · P˜ =
∫
M
L−ξQ · P, (2.19)
where · denotes natural inner products of Q and P and of Q˜ and P˜ as tensor fields.
However, from the definition the right-hand side of this equation is written in terms of the
diffeomorphism constraint Cj(Q,P ) as∫
M
L−ξQ · P =
∫
M
ξiCj(Q,P ) =
∫
DK
ξ˜iCj(Q˜, P˜ ) (2.20)
which vanishes identically for Φ˜ ∈ Γ(+)H (M˜, G˜) from the assumption. On the other hand,
since HPDs preserve G˜-invariance of fields, L−ξ˜Q˜ · P˜ /
√
|q˜0| becomes constant on M˜ where
q˜0 is some reference G˜-invariant metric on M˜ . Hence L−ξ˜Q˜ · P˜ vanishes identically, which
implies
L−ξ˜Q˜ = 0 (2.21)
because the inner product · is non-degenerate. By the similar argument and the identity∫
M
L−ξQ · P = −
∫
M
Q · L−ξP, (2.22)
it follows that
L−ξ˜P˜ = 0. (2.23)
However, since the isotropy group at Φ˜ of the action HPDG(+)(M˜, G˜) on Γ
(+)
H (M˜, G˜) coin-
cides with G˜, Eqs.(2.21)-(2.23) implies that ξ˜ belongs to the Lie algebra of G˜. This proves
the proposition.
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As will be shown in the following sections, the assumption of the proposition is satisfied
for the locally homogeneous pure gravity systems of types E3, Nil and Sol. Hence one nat-
ural method of parametrizing Γ
(+)
LH,inv(M,G) is obtained by picking up a subsetM0(M, G˜)
ofM(M, G˜) which is transversal to the HPD-orbits inM(M, G˜). If the assumption of the
proposition is satisfied, this leads to
Γ
(+)
LH,inv(M,G)
∼=
⋃
G˜
(
Γ
(+)
H (M˜, G˜)×M0(M, G˜)
)
/(discrete HPDs). (2.24)
Hence natural parameterizations of G˜-homogeneous data and the reduced moduli space
M0 give canonical coordinates of the phase space. In the case in which the assumption
is not satisfied, Γ
(+)
H,D(M˜, G˜) should be further reduced to a subspace to fix residual HPD
freedoms. As will be illustrated in the following sections, this parameterization is quite
useful in the study of the canonical structure.
Of course other methods of parameterization can be adopted depending on the purpose.
For example, if we first pick up a representative point in each HPD-orbit in Γ
(+)
H,D(M˜, G˜)
such that the metric data acquire the highest possible symmetry, the gauge fixing of the
residual HPD freedom reducesM to a larger subspace, which corresponds to the standard
moduli space of locally homogeneous compact Riemann manifolds [3].
2.3 Canonical Structure and Dynamics
With the helps of the representation theorem proved in the previous subsection, we can
determine the canonical structure of locally homogeneous systems rather easily. We next
describe its procedure.
2.3.1 General system
First we briefly summarize basic features of the canonical structure and dynamics of general
Einstein-gravity systems. Let Γ(M) be the phase space of general canonical data Φ =
(Q,P ) on a 3-manifold M . Then the canonical 1-form of Γ(M) is given by
Θ =
∫
M
d3xδQ · P, (2.25)
where δ denotes the exterior derivative in the phase space as a functional space. Then its
exterior derivative ω = δΘ gives the symplectic form, which defines the canonical structure
of Γ(M) by the following procedure. First for a functional F on Γ(M), a vector field XF
corresponding to the infinitesimal canonical transformation is defined by
δF = −IXFω, (2.26)
where IX is the inner product operator on differential forms. Then the Poisson bracket of
two functionals F and G on Γ(M) is defined by
{F,G} = −XFG. (2.27)
Since infinitesimal diffeomorphisms are expressed as infinitesimal canonical transforma-
tions generated by the diffeomorphism constraint functionals CD, diffeomorphism-invariant
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functionals are characterized as those which have vanishing Poisson brackets with CD. From
this and the above definition, it follows that diffeomorphism-invariant functionals makes
a closed Poisson algebra. Though this algebra is in general degenerate, it becomes non-
degenerate when restricted to diffeomorphism-invariant functionals on the subset ΓD of Γ
satisfying the diffeomorphism constraints[15]. Hence a well-defined canonical structure is
defined on the diffeomorphism-invariant phase space Γinv(M) := ΓD(M)/Diff(M).
Though the hamiltonian constraint functional
CH(Φ;N) :=
∫
M
d3xN(x)H⊥(x; Φ) (2.28)
is not diffeomorphism-invariant if N(x) is given as an explicit function on M . However,
it becomes diffeomorphism-invariant if we take as N(x) a functional Nˆ(x; Φ) on the phase
space which takes value in the space of functions on M and transforms covariantly under
diffeomorphism:
f∗Nˆ(∗,Φ) = Nˆ(∗, f∗Φ) ∀f ∈ Diff(M). (2.29)
Hence CH(Φ; Nˆ) gives a hamiltonian constraint functional on Γinv(M).
Let Γh be the subspace defined by
Γh :=
{
Φ ∈ Γinv | CH(Φ; Nˆ) = 0 ∀Nˆ
}
, (2.30)
where we have denoted a diffeomorphism-invariant class and its representative data by the
same symbol. Let YNˆ be the infinitesimal canonical transformation defined by
YNˆ := XCH(Nˆ). (2.31)
Then, since these vector fields commute on Γh, it defines an involutive system there and
foliates Γh into leaves of integration subspaces. It is shown that each leaf is in one-to-one
correspondence with a spacetime-diffeomorphism class of the solutions to the Einstein equa-
tions in the sense that two solutions connected by a spacetime diffeomorphism are mapped
into curves in the same leaf, and any non-degenerate curve in a given leaf corresponds to
a solution in the same spacetime-diffeomorphism class[15].
Let γ(t) be a non-degenerate curve contained in a leaf. Then, since its tangent vector is
linear combination of Y -vectors, there exists a one-parameter family of Nˆ -type functionals,
Nˆt such that γ∗∂t = YNˆt . By operating it on a functional F on Γh, we obtain the canonical
equation of motion,
F˙ = {F,CH(Nˆt)}, (2.32)
which is equivalent to the Einstein equations. This canonical equation coincides with the
Euler equation for the Lagrangian
L =
∫
M
d3xQ˙ · P − CH(Q,P ; Nˆt), (2.33)
which is obtained from the Einstein-Hilbert action by some gauge-fixing.
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2.3.2 Reduction to the locally homogeneous system
Since the diffeomorphism-invariant phase space ΓLH,inv(M,G) of locally homogeneous data
on M is a finite-dimensional subspace of Γinv(M), Θ on the latter uniquely defines a one
form on the former. Let us denote it by the same symbol. Then its exterior derivative
ω = dΘ defines a canonical structure of ΓLH,inv. One potential subtle problem in this
procedure is the possibility that the reduced ω becomes degenerate. As we will show
explicitly in the following sections, this pathology occurs frequently. In such cases, the
canonical structure of ΓLH,inv is ill-defined, which implies that the system is not canonically
closed in the general phase space Γinv. Note that even in such cases the restriction of L
defined by Eq.(2.33) to ΓLH,inv gives a well-defined canonical Lagrangian for the locally
homogeneous system because
∫
M d
3xQ˙ · P is nothing but the value of Θ on the tangent
vector of the curve, γ∗∂t, which is well-defined even if the canonical structure is degenerate.
From now on we use this kinetic term to express the canonical 1-form and denote it by the
same symbol Θ:
Θ =
∫
M
d3xQ˙ · P. (2.34)
Now we describe how to obtain explicit expressions for Θ and the hamiltonian H when
a parameterization of ΓLH,inv(M,G) is given. In this subsection we omit the symbol (+)
on the orientation for simplicity.
Let us denote a representative point of each HPD-orbit in ΓD(M,G) ×M(M, G˜) by
(Φ˜, K(λ)) where λ = (λj) is a set of variables parametrizing the reduced moduli space
M0(M, G˜). We do not introduce an explicit parameterization for Φ˜ = (Q˜, P˜ ) here.
First we pick up a point K0 as the base point inM(M, G˜) and identify M with M˜/K0.
Let us denote the corresponding natural covering map by j0:
j0 : M˜ → M = M˜/K0. (2.35)
Then it defines an embedding of the phase space Γinv(M) into Γinv(D0) through Φ˜ = j
∗
0Φ
where D0 is a fundamental region of the action of K0 on M˜ . This embedding is isomorphic
in the sense that it preserves the canonical structure:
Θ =
∫
M
d3xQ˙ · P =
∫
D0
d3x ˙˜Q · P˜ . (2.36)
Further, for each K(λ) there exists a covering map jλ and a transformation fλ of M˜
such that
jλ = j0◦f−1λ , (2.37)
j♯λ(π1(M)) = K(λ), (2.38)
K(λ) = fλK0f
−1
λ ⇔ K(λ) = (fλ)∗K0. (2.39)
From the second condition Φ˜ defines canonical data Φ on M such that Φ˜ = j∗λΦ. Its em-
bedding by j0 into Γinv(D0) is represented by the data j
∗
0Φ = f
∗
λΦ˜ from the first condition.
Hence from Eq.(2.36) the canonical 1-form of ΓLH,inv(M,G) is expressed in terms of the
coordinates (Q˜, P˜ , λ) as
Θ =
∫
D0
d3xf ∗λ(
˙˜Q · P˜ + λ˙jL−ζj(λ)Q˜ · P˜ ), (2.40)
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where ζj(λ) is the vector field defined by
(ζj(λ))x := (∂λjfλ)(f
−1
λ (x)). (2.41)
From now on we call the transformation fλ a deformation map from the base point K0 to
K(λ).
In terms of the components with respect to an invariant basis this expression can be
rewritten in a more useful form. Let Gst be a simply transitive subgroup of G˜, and τ
a and
τb be bases of Gst-invariant tensors of types Q˜ and P˜ which are normalized as
τa · τb = δab . (2.42)
Then, since P˜ is a tensor density, Q˜ and P˜ are expressed in terms of them as
Q˜ = Qaτ
a, P˜ =
√
|q˜|P bτb, (2.43)
where |q˜| is the determinant of the metric data in Q˜, and Qa and P b are spatially constant
components.
Let us write the pullback of τa by fλ as
f ∗λτ
a = F abτ
b. (2.44)
Then from Eq.(2.42) the pullback of τa is written as
f ∗λτa = τb(F
−1)ba. (2.45)
Hence the components Qa and P
b transform as
(f ∗λQ˜)a = QbF
b
a, (2.46)
(f ∗λP˜ )
a = (F−1)abP b. (2.47)
Inserting these expressions into Eq.(2.36), we obtain
Θ =
∫
D0
d3x(f ∗λ
√
|q˜|)(Q˙aP a + (F˙F−1)abQaP b)
= V (Q, λ)Q˙aP
a + λ˙jCajbQaP
b, (2.48)
where
V (Q, λ) :=
∫
D0
d3xf ∗λ
√
|q˜|, (2.49)
Cajb =
∫
D0
d3x(f ∗λ
√
|q˜|)(∂λjFF−1)ab. (2.50)
Here note that the matrix F depends on the position as well as on λ in general because fλ
maps τa to invariant tensors if and only if fλ is in HPDG(M˜,Gst).
Similarly the hamiltonian gets a simple expression in terms of the components Qa and
P b. Since H⊥(Q,P ) behaves as a scalar density, its pullback to M˜ by jλ is written in terms
of the metric and a function H⊥(Qa, P b) as
j∗λH⊥(Q,P ) =
√
|q˜|H⊥(Qa, P b). (2.51)
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Further the pullback of the lapse function Nˆ should be represented by a spatially constant
function N on M˜ in the locally homogeneous sector. Hence the Hamiltonian is written as
H =
∫
M
d3xNˆH⊥(Q,P )
=
∫
D0
d3xN(f ∗λ
√
|q˜|)H⊥(Qa, P b)
= NV (Q, λ)H⊥(Qa, P b). (2.52)
In particular for the pure gravity system in which Φ = (q, p), q˜ and p˜ are expressed in
terms of the basis of invariant vectors, XI , and its dual basis χ
I as
q˜ = QIJχ
I ⊗ χJ , p˜ =
√
|q˜|P IJXI ⊗XJ , (2.53)
where |q˜| is now written as
|q˜| = |Q||χ|2. (2.54)
For the pullback of the basis
f ∗λχ
I = F IJχ
J , (2.55)
the transformation of the components is written in the matrix form as
f ∗λQ =
tFQF, (2.56)
f ∗λP = F
−1Q tF−1, (2.57)
f ∗λ
√
|q˜| = |F ||χ|
√
|Q|. (2.58)
Hence the canonical 1-form and the Hamiltonian are expressed as
Θ = Ω(λ)
√
Q
(
Tr(Q˙P ) + 2λ˙jTr(Cj(λ)QP )
)
, (2.59)
H = 2κ2NΩ(λ)
√
|Q|
[
Tr(QPQP )− 1
2
(Tr(QP ))2 − 1
4κ2
R(Q)
]
, (2.60)
where
Ω(λ) :=
∫
D0
d3x|χ||F |, (2.61)
Cj(λ) :=
1
Ω(λ)
∫
D0
d3x|χ||F |∂λjFF−1, (2.62)
and R(Q) is the Ricci scalar curvature.
Finally note that (Q,P ) must satisfy the diffeomorphism constraint. This constraint is
expressed in terms of these components with respect to the invariant basis as
HI := 2(cKQIJP
KJ + cKJIQKLP
LJ) = 0, (2.63)
where cIJK is the structure constant of Gst,
dχI = −1
2
CIJKχ
J ∧ χK , (2.64)
and cI := c
J
IJ .
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2.3.3 Dynamics of the moduli parameters
As touched upon in the previous subsection, the canonical structure of ΓLH,inv(M,G) often
gets degenerate. In such cases the time evolution of moduli parameters is not fully deter-
mined by the canonical equation of motion. However, it does not mean that their time
evolution is really uncertain, but it just means that the locally homogeneous system is not
canonically closed in the generic phase space as the following theorem shows.
Theorem 2.3 For a locally G-homogeneous system (Φ,M) of type (M˜,Gmax), let (Φ˜(t), K(t))
be a representative trajectory in Γ
(+)
H (M˜, G˜) × M(M, G˜) corresponding to a locally G-
homogeneous solution Φ(t) on M to the Einstein equations. Then K(t) is expressed in
terms of a family of transformations ft ∈ HPDG(+)(M˜, G˜) as
K(t) = ftK(t0)f
−1
t . (2.65)
As in the previous subsection, let us identifyM with M˜/K(t0) and let the corresponding
covering map be j0 : M˜ → M . Then there exists a family of transformations ft ∈
Diff(+)(M˜) such that
K(t) = ftK(t0)f
−1
t (⊂ G˜), (2.66)
Φ˜(t) = (ft)∗j∗0Φ(t). (2.67)
Hence the Einstein equation
Φ˙ = {Φ, CH(Φ;N)} (2.68)
is written in terms of Φ˜ and ft as
∂t(f
∗
t Φ˜) = {f ∗t Φ˜, CH(f ∗t Φ˜;N)}. (2.69)
Since the Poisson bracket operation commutes with diffeomorphism and N is spatially
constant, this equation is rewritten as
∂tΦ˜ + L−η(t)Φ˜ = {Φ˜, CH(Φ˜, N)}, (2.70)
where η(t) is the vector field defined by
η(t)x = (∂tft)(f
−1
t (x)). (2.71)
Since ∂tΦ˜ and {Φ˜, CH(Φ˜, N)} are G˜-homogeneous, it follows from this equation that
L−ηΦ˜ is also G˜-homogeneous. Hence for any g ∈ G˜, L−ηΦ˜ = g∗L−ηΦ˜ = L−g∗ηΦ˜. Since
InvG(+)(Φ˜) = G˜, this is equivalent to the condition
g∗η(t)− η(t) ∈ L(G˜). (2.72)
From this it immediately follows that
[ξ, η(t)] ∈ L(G˜) ∀ξ ∈ L(G˜). (2.73)
This equation implies that η(t) induces an automorphism of L(G˜) = L(G˜0) where G˜0 is
the connected component of G˜ containing the identity transformation.
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We first show that ft belongs to HPDG
(+)(M˜, G˜0). For ξ ∈ L(G˜), let ξ(t) be a vector
field defined by
ξ(t) := Ad(ft)ξ = (ft)∗ξ. (2.74)
By differentiating this equation with respect to t, we obtain
d
dt
ξ(t) = −[η(t), ξ(t)]. (2.75)
Let us introduce a basis ξI , ξ
′
α of L(Diff(M˜)) such that ξI gives a basis of L(G˜0), and
expand ξ(t) in terms of them as
ξ(t) = cI(t)ξI + d
α(t)ξ′α. (2.76)
Since ξ(t) belongs to a finite dimensional subspace of L(Diff(M˜)) due to Eq.(2.73), the
right-hand side of this equation has well-defined meaning. Then since [η(t), ξI ] ∈ L(G˜0),
dα(t) satisfies a closed evolution equation of the form
d˙α = fαβ d
β. (2.77)
However, since dα(0) = 0, we obtain dα(t) = 0. Hence Ad(ft)ξ ∈ L(G˜0) and ft ∈
HPDG+(M˜, G˜0).
Next, in order to show that ft preserves G˜, let us define Ψ(t) by
Ψ(t) := (ft)∗Ψ0 (2.78)
where Ψ0 is arbitrary G˜-invariant data. Then for any g ∈ G˜, we obtain
∂t(g∗Ψ−Ψ) = L−η(g∗Ψ−Ψ) + L−g∗η−ηg∗Ψ. (2.79)
Since ft maps G˜0-invariant data to data with the same invariance and G˜0 is a normal
subgroup of G˜, g∗Ψ is G˜0-invariant. Hence from Eq.(2.72) the second term on the right-
hand side of this equation vanishes, and we get a closed evolution equation for g∗Ψ−Ψ. If
we expand this quantity in terms of a basis σa of the G˜0-invariant fields as g∗Ψ−Ψ = ψaσa,
then this equation is written as
∂tψ
aσa = ψ
aL−ησa. (2.80)
Since L−ησa is again a G˜0-invariant field, and written as a linear combination of σa, it
gives a closed linear evolution equation for ψa. Hence from g∗Ψ(0)−Ψ(0) = 0, we obtain
g∗Ψ(t)−Ψ(t) = 0, which implies that ft maps G˜-invariant fields to themselves. Therefore
ft must be HPDs with respect to G˜.
This theorem states that the dynamics of the moduli parameters is essentially frozen as
pointed out by Tanimoto, Koike and Hosoya[4]. In particular, in the parameterization in
which the continuous HPD-freedom with respect to G˜ is completely removed, the moduli
parameters become constants of motion. We will confirm this in the following sections
explicitly.
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§3 LHS of type E3
In this section we completely determine the canonical structure of locally homogeneous
pure gravity systems on compact closed orientable manifolds of type E3.
3.1 Basic properties
3.1.1 G(+)max and HPDG
+(G+max)
The maximal symmetry group of E3 is given by Gmax = Isom(E
3) = IO(3) and its
orientation-preserving subgroup by G+max = Isom
+(E3) = ISO(3). We denote each ele-
ment of ISO(3),
f(x) = Ax+ a; A ∈ SO(3),a ∈ R3 (3.1)
by the pair (a, A). In this notation the product of two elements are written as
(a, A)(b, B) = (a+ Ab, AB). (3.2)
The structure of the Lie algebra L(ISO(3)) of ISO(3) is expressed in terms of the basis
TI = ∂I , JI = ǫIJKx
J∂K (3.3)
as
[TI , TJ ] = 0, [JI , TJ ] = −ǫIJKTK , [JI , JJ ] = −ǫIJKJK . (3.4)
In terms of this basis a generic element φ of the automorphism group Aut(L(ISO(3))) is
written in the matrix form as
φ
(
T1 T2 T3 J1 J2 J3
)
=
(
T1 T2 T3 J1 J2 J3
)( kR RV
0 R
)
, (3.5)
where k is a non-zero constant, R ∈ SO(3), and V is a 2-dimensional anti-symmetric
matrix. From Eq.(2.15) this automorphism belongs to EAut(L(ISO(3))) if and only if V
is written in terms of a vector c = (c1, c2, c3) as
VIJ = −ǫIJK(R−1)KLcL, (3.6)
and if k > 0, it is induced from f ∈ HPDG+(E3, ISO(3)) given by
f(x) = kRx+ c. (3.7)
3.1.2 Transitive subgroups of G+max
Conjugate classes of connected transitive subgroups of G+max are determined as follows. For
a connected transitive subgroup G˜, let ξa = A
I
aTI+B
I
aJI be a basis of its Lie algebra. Since
G˜ is transitive, the rank of the matrix (AIa) must be equal to 3. Further from the exact
sequence
0 → R3 j−→ ISO(3) p−→ SO(3) → 1, (3.8)
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p(G˜), the isotropy group at x = 0, must be a connected Lie subgroup of SO(3), which is
either 1 or SO(2) or SO(3).
First, in the case p(G˜) = 1, G˜ coincides with the normal subgroup R3, which is simply
transitive and corresponds to the Bianchi-type I group. Its invariant basis is given by
G˜ = R3 : χ1 = dx1, χ2 = dx2, χ3 = dx3. (3.9)
Second, in the case p(G˜) = SO(2), its generator can be put to J3 by conjugate transfor-
mation in ISO(3). Then G˜∩R3 must be an invariant subspace of R3 for rotations around
x3-axis, and its dimension is larger than one.
If the dimension is two, G˜∩R3 should coincides with the subgroup generated by T1 and
T2. Since G˜ becomes a simply transitive group, by a linear transformation if necessary,
ξI can be put in the form ξ1 = T1, ξ1 = T2, ξ3 = cT3 − J3. Further the constant c can
be transformed to ±1 by a scaling of the x3-coordinate by a positive constant which is in
HPDG+(E3, ISO(3)). Thus in this case G˜ is conjugate to a group generated by
ξ1 = T1, ξ2 = T2, ξ3 = −ǫT3 − J3, (3.10)
where ǫ = ±1. Its algebra is given by
[ξ1, ξ2] = 0, [ξ3, ξ1] = ξ2, [ξ3, ξ2] = −ξ1, (3.11)
and a generic element of this group is written as (a, R3(ǫa
3)). Since this group is isomorphic
to the Bianchi-type VII(0) group, we denote it as VIIǫ(0). The corresponding invariant
basis is given by
G = VIIǫ(0) :
(
χ1
χ2
)
= R(−ǫx3)
(
dx1
dx2
)
, χ3 = dx3. (3.12)
Note that if we allow orientation-reversing transformations, VII+(0) and VII−(0) become
conjugate with each other.
On the other hand if the dimension of G˜ ∩R3 is three, we obtain a four-dimensional
transitive subgroup isomorphic to R3×˜SO(2). In terms of the basis
ξ1 = T1, ξ2 = T2, ξ3 = T3, ξ4 = J3, (3.13)
the structure of its Lie algebra is given by
[ξI , ξJ ] = 0 (I, J = 1, 2, 3),
[ξ4, ξ1] = −ξ2, [ξ4, ξ2] = ξ1, [ξ4, ξ3] = 0. (3.14)
Note that this subgroup contains both of the simply transitive groups R3 and VII±(0).
Finally in the case p(G˜) = SO(3), G˜ obviously coincides with ISO(3).
Next we determine invariance groups with disconnected components. The maximal
connected subgroup of each transitive invariance group must be isomorphic to one of the
connected subgroups determined above. Hence after an appropriate conjugate transforma-
tion, G˜ is decomposed as
0 → G˜0 j−→ G˜ p−→ H → 1 (exact), (3.15)
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where H is a discrete subgroup of SO(3). Each element of H is expressed as a rotation
around some vector n, Rn(θ). It is easily shown that if covering data (q˜, p˜) on E
3 is
invariant by the rotation θ 6= π(mod2π), it is invariant under Rn(θ) with arbitrary value
of θ. Hence θ should be equal to π, which implies that H is isomorphic to a subgroup of
the dihedral group D2 = {1, R1(π), R2(π), R3(π)}, where Rj(π)(j = 1, 2, 3) is the rotation
matrix of angle π around the xj-axis.
In the case G˜0 = R
3, it follows from this that H is transformed to either 1, {1, R3(π)}
or D2 by a SO(3)-transformation, which leaves R
3 invariant. On the other hand, in the
case G˜0 =VII
±(0), Rn(π) leaves G˜0 invariant only when n is parallel to or orthogonal
to the x3-axis. Hence by a rotation around the x3-axis, which leaves G˜0 invariant, H
is transformed to either 1, {1, R1(π)}, {1, R3(π)} or D2. Similarly in the case G˜0 =
R3×˜SO(2), nmust be parallel to the x3-axis, andH is transformed to either 1 or {1, R1(π)}
by a rotation around the x3-axis. Thus every transitive invariance group contained in
ISO(3) is conjugate to one of the following groups with respect to HPDG+(E3, ISO(3)): R3,
R3×˜{1, R1(π)}, R3×˜D2, VIIǫ(0), VIIǫ(0)×˜{1, R1(π)}, VIIǫ(0)×˜{1, R3(π)}, VIIǫ(0)×˜D2,
R3×˜SO(2), R3×˜SO(2)× {1, R1(π)}, and ISO(3).
3.1.3 Topology of orientable compact quotients
All the compact closed manifolds modeled on (E3, IO(3)) admit Seifert fibration with χ = 0
and e = 0, where χ is the Euler number of the base orbifold and e is the Euler number
of the Seifert bundle[11]. From this it is shown that they are all covered by three torus
T 3. In particular the orientable ones are diffeomorphic to either T 3, T 3/Z2, T
3/Z2 ×Z2,
T 3/Z3, T
3/Z4, and T
3/Z6, whose fundamental groups and their representation in IO(3)
are listed in Table2.
We need the volume ΩK of the fundamental region DK for the action of each K =
j♯(π1(M)) in writing down the expression for the canonical 1-form and the Hamiltonian(see
Eqs.(2.59)-(2.60)). It is determined as follows.
First for M = T 3, DK is given by x = ua + vb+ wc with 0 ≤ u, v, w ≤ 1. Its volume
is given by ΩK = |(a× b) · c|.
Second for M = T 3/Zk(k = 2, 3, 4, 6), since α, β and γ
k generate the fundamental
group of the covering T 3, DK is given by x = ua + vb + wc˜(0 ≤ u, v, w ≤ 1) where
c˜ = (1 +R + · · ·+Rk−1)c/k. Hence its volume is again given by ΩK = |(a× b) · c|.
Finally for M = T 3/Z2 × Z2, α2, β2 and γ2 generate π1(T 3), and the quotient group
π1(M)/π1(T
3) is isomorphic to the Klein group Z2×Z2 generated by the cosets [α] and [β].
Hence the volume of DK is given by the fourth of that of the covering torus. In terms of
a˜ = (1+Rα)a/2, b˜ = (1+Rβ)b/2 and c˜ = (1+Rγ)c/2, it is expressed as ΩK = 2|a˜||b˜||c˜|.
3.2 G˜0 = R
3
The automorphism group of R3 coincides with GL(3,R), and its action on the Lie algebra
is expressed as
φ(ξI) = ξJA
J
I A ∈ GL(3,R). (3.16)
For detA > 0 it is induced from f ∈ HPDG+(E3,R3) given by
f(x) = Ax+ a a ∈ R3. (3.17)
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Space Fundamental group and representation
T 3 < α, β, γ|[α, β] = 1, [β, γ] = 1, [γ, α] = 1 >
α = (a, 1), β = (b, 1), γ = (c, 1);
(a, b, c) ∈ GL(3,R).
T 3/Z2 < α, β, γ|[α, β] = 1, γαγ−1α = 1, γβγ−1β = 1 >
α = (a, 1), β = (b, 1), γ = (c, Rγ); Rγ = Ra×b(π),
(a, b, c) ∈ GL(3,R).
T 3/Z2 ×Z2 < α, β, γ|αβγ = 1, αβ2α−1β2 = 1, βα2β−1α2 = 1 >
α = (a, Rα), β = (b, Rβ), γ = (c, Rγ);
(a +Rαa, b+Rβb, c+Rγc) ∈ GL(3,R)
Rα, Rβ and Rγ are rotations of the angle π around mutually
orthogonal axes. Rβa+Rγb+Rαc = 0.
T 3/Z3 < α, β, γ|[α, β] = 1, γαγ−1 = β, γβγ−1 = α−1β−1 >
α = (a, 1), β = (b, 1), γ = (c, Rγ); Rγ = Ra×b(2π3 ),
b = Rγa, (a, b, c) ∈ GL(3,R).
T 3/Z4 < α, β, γ|[α, β] = 1, γαγ−1 = β−1, γβγ−1 = α >
α = (a, 1), β = (b, 1), γ = (c, Rγ); Rγ = Ra×b(π2 ),
b = Rγa, (a, b, c) ∈ GL(3,R).
T 3/Z6 < α, β, γ|[α, β] = 1, γαγ−1 = β, γβγ−1 = α−1β >
α = (a, 1), β = (b, 1), γ = (c, Rγ); Rγ = Ra×b(π3 ),
b = Rγa, (a, b, c) ∈ GL(3,R).
Table 2: Fundamental groups and their representation in Isom(E3) of compact closed
orientable 3-manifolds of type E3
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Since the invariant basis (3.9) transforms by f as
f ∗χI = AIJχJ , (3.18)
the components of R3-invariant data Φ˜ = (q˜, p˜) with respect to the invariant basis, Q =
(QIJ) and P = (P
IJ), transforms as
(f ∗Q) = tAQA, (f ∗P ) = A−1P tA−1. (3.19)
With the helps of these formula we can show that R3-invariant data always have higher
symmetry. First from Eq.(3.19), Q can be always transformed to the unit matrix I3 by
a HPD in HPDG+(E3,R3). This leaves residual HPDs given by A ∈ SO(3), which can
be used to diagonalize P as [P 1, P 2, P 3]. If all of these eigenvalues of P are distinct with
each other, InvG+(Φ˜) ∩ Gmax = R3 × D2. Since it is clear that there does not exist
f ∈ HPDG+(E3,R3) such that InvG+(f∗Φ˜)∩Gmax increases, from Prop.2.4 it follows that
InvG+(Φ˜) = R3 × D2. On the other hand, if two of the eigenvalues coincide, InvG+(Φ˜)
is obviously equal to or larger than a group isomorphic to R3×˜SO(2). Thus the smallest
invariance group containing R3 is conjugate to R3 ×D2.
The HPDs for R3 × D2 is easily determined from HPDG+(E3,R3) by finding f such
that fD2f
−1 ⊂ R3 ×D2. The result is
f ∈ HPDG+(E3,R3 ×D2) ⇔ A =
 p 0 00 q 0
0 0 r
B (3.20)
where p, q, and r are positive constants and B is an element of the octahedral group.
That is, A must be a regular matrix with positive determinant whose components vanishes
except for three entries.
If Q and P are invariant under R3 ×D2, they must be given by the diagonal matrices,
Q = [Q1, Q2, Q3] and P = [P
1, P 2, P 3]. By a transformation in HPDG+(E3,R3×D2) they
can be put in the form Q = I3 and P = [Q1P
1, Q2P
2, Q3P
3]. Hence by the same argument
as above, we obtain
Γ+H(E
3,R3 ×D2) =
{
Q = [Q1, Q2, Q3], P = [P
1, P 2, P 3] | QIP I 6= QJP J(I 6= J)
}
.
(3.21)
From the general formula (2.60) we can easily write down the Hamiltonian for this
system. Let us define the variable α by
e3α := |F |(Q1Q2Q3)1/2, (3.22)
where F is the matrix defined by Eq.(2.55), which turns out to be always spatially constant
in the present case. Then, since the metric is flat(R(Q) = 0) and |χ| = 1, the Hamiltonian
is written as
H =
κ2
12Ω
Ne−3α(−p2α + p2+ + p2−), (3.23)
where Ω is the coordinate volume of a standard fundamental region to be defined later,
and pα and p± are the momentum variables defined by
pα := 2Ωe
3α(Q1P
1 +Q2P
2 +Q3P
3), (3.24)
p− := 2
√
3Ωe3α(Q1P
1 −Q2P 2), (3.25)
p+ := 2Ωe
3α(Q1P
1 +Q2P
2 − 2Q3P 3). (3.26)
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The difference of topology affects the Hamiltonian only through the value of Ω.
On the other hand the structure of the canonical 1-form is sensitive to topology. Next we
determine it for each topology of M . Note that K = j♯π1(M) is contained in G˜ = R
3×D2
only when M is either T 3, T 3/Z2 or T
3/Z2 × Z2 because Rn(2π/k)(k = 3, 4, 6) is not
contained in it(see Table 2).
3.2.1 T 3
Following the procedure explained in §2.2.3, we fix the freedom of continuous HPDs by
reducing the moduli space in order to obtain the expression for Γ+LH,inv(T
3,R3×D2) of the
form (2.24). From Table 2 the moduli spaceM(T 3,R3×D2) is parameterized by a matrix(
a b c
)
∈GL(3,R) apart from the discrete GL(3,Z) modular transformations. By
HPDG+(E3,R3 ×D2) it can be always put in the form
F =
 1 X Y0 1 Z
0 0 1
R(φ, θ, ψ), (3.27)
where X , Y , and Z are arbitrary real constants, and R(φ, θ, ψ) = R3(ψ)R1(θ)R3(φ) is a
SO(3) matrix parameterized by the Euler angles. By this gauge fixing the HPDs reduced
to a discrete subgroup. Note that it does not fix the discrete modular transformations.
Let us take K0 ∼= {(l, m, n) | l, m, n ∈ Z} corresponding to the parameters X = Y =
Z = 0 and R(θ, φ, ψ) = 1 as the base point in the moduli space, and identify T 3 with
E3/K0. Then the deformation map is given by fλ(x) = Fx, and the volume Ω of the
fundamental region D0 is unity. Hence from Eq.(2.59) the canonical 1-form is expressed as
Θ = e3α[Q˙1P
1 + Q˙2P
2 + Q˙3P
3 + 2Tr(F˙F−1QP )]. (3.28)
From the expression for F given above, after a short calculation, we find that it is put in
the canonical form
Θ = α˙pα + β˙+p+ + β˙−p− + θ˙pθ + φ˙pφ + ψ˙pψ, (3.29)
if we change the variables Q1, Q2 and Q3 to α and β± defined by
Q1 = e
2(α+β++
√
3β−), (3.30)
Q2 = e
2(α+β+−
√
3β−), (3.31)
Q3 = e
2(α−2β+), (3.32)
and introduce the momentum variables conjugate to φ, θ and ψ by pφpθ
pψ
 =
 1 0 00 sinφ cosφ
cos θ − sin θ cosφ sin θ sin φ

×

1√
3
p−X
− 1
2
√
3
p−(Y +XZ)− 12p+(Y −XZ)(
− 1
2
√
3
p− + 12p+
)
Z
 . (3.33)
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3.2.2 T 3/Z2
For T 3/Z2, as given in Table 2, the generator γ is represented by a glide rotation. In
order for this to be contained in R3×˜D2, the corresponding rotation matrix Rγ coincides
with either R1(π), R2(π) or R3(π). These three cases are connected with each other by
HPDs because HPDG+(E3,R3×˜D2) contains rotations exchanging two of x1, x2 and x3.
Hence we can choose the gauge such that α = (a, 1), β = (b, 1) and γ = (c, R3(π)) where
a3 = b3 = 0. Further, since γ changes by a translation (d, 1) as
(d, 1)(c, R3(π))(d, 1)
−1 = (c+ d− R3(π)d, R3(π)) (3.34)
we can put c1 and c2 to zero. Finally by automorphisms(i.e., modular transformation)
α↔ β and γ → γ−1 if necessary, det
(
a b c
)
and c3 can be made positive.
Thus the matrix
(
a b c
)
parametrizing M(T 3/Z2,R3×˜D2) is reduced by HPDs
toM0(T 3/Z2,R3×˜D2) parameterized by
F =
 1 X 00 1 0
0 0 1
R3(φ), (3.35)
where X and φ are arbitrary real numbers. The residual HPDs form a discrete group. This
gauge fixing reduces the freedom of modular transformations to SL(2,Z).
If we take K0 with X = 0 and φ = 0 as the base point of the reduced moduli space,
fλ(x) = Fx gives the deformation map from K0 to K corresponding to the above moduli
matrix F . Further from the argument in §3.1.3, the fundamental region D0 and its volume
coincide with those in the case M = T 3. Hence the canonical 1-form is obtained from that
in the previous case by putting Y = Z = 0 and θ = ψ = 0:
Θ = α˙pα + β˙+p+ + β˙−p− + φ˙pφ, (3.36)
where
pφ =
1√
3
p−X. (3.37)
3.2.3 T 3/Z2 ×Z2
In this case, from Table 2, all the generators are represented by glide rotations, whose axes
are mutually orthogonal. Since the corresponding rotation matrices must be taken from
D2, by the HPDs producing permutations in D2, the generators can be put in the form
α = (a, R1(π)), β = (b, R2(π)), γ = (c, R3(π)). (3.38)
Then the constraint Rβa+Rγb+Rαc = 0 gives
c1 = a1 + b1, a2 = b2 + c2, b3 = a3 + c3. (3.39)
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Hence, if we make b1, c2 and a3 vanish by the transformation corresponding to a trans-
lation (d, 1),
(a1, a2, a3) → (a1, a2 + 2d2, a3 + 2d3), (3.40)
(b1, b2, b3) → (b1 + 2d1, b2, b3 + 2d3), (3.41)
(c1, c2, c3) → (c1 + 2d1, c2 + 2d2, c3), (3.42)
we obtain a1 = c1, a2 = b2 and b3 = c3. Since we can make b2c3 positive by the modular
transformation β−1 → β and β2γ → γ, these constants can be put to 1 by rescalings of
x1, x2 and x3 in HPDG+(E3,R3×˜D2). Thus the moduli space is reduced to a single point
corresponding to (
a b c
)
=
 1 0 11 1 0
0 1 1
 . (3.43)
There exists no residual HPD or modular transformation.
From the argument in §3.1.3, the volume of the fundamental region is given by Ω = 2.
Hence by putting F = I3 in Eq.(3.28), we obtain
Θ = α˙pα + β˙+p+ + β˙−p−, (3.44)
where α and β± are defined by the same relations Eqs.(3.30)-(3.32) as in the previous case.
3.3 G˜0 =VII
±(0)
The automorphism group of VIIǫ(0) is isomorphic to R+×˜IO(2) and its element φ is rep-
resented as
φ(ξI) = ξJT
J
I , T = {1, R1(π)} ×
 kR(θ) −c
2
c1
0 0 1
 , (3.45)
where k > 0, and θ, c1 and c2 are arbitrary real numbers. It is induced from f ∈
HPDG+(E3,VII(ǫ)(0)) given by
f(x) = {1, R1(π)}

 kR(θ) 00
0 0 1
x+
 c
1
c2
c3
+R3(ǫx3)
 d
1
d2
0

 . (3.46)
By this HPD the invariant basis (3.12) transforms as
f ∗χI = AIJχJ , (3.47)
where
A = {1, R1(π)} × R3(−ǫc3)
 kR(θ) −ǫv
2
ǫv1
0 0 1
 . (3.48)
As in the case G˜0 = R
3, we can show with the helps of these formula that VII(0)-
homogeneous data always have higher symmetries. To see this, first note that we can
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transform the matrix Q representing the components of the metric data q˜ with respect to
the invariant basis to the diagonal matrix [Q1, 1/Q1, Q3] by the above HPDs. After this
transformation, the diffeomorphism constraint (2.63) is expressed in terms of the coefficient
matrix P of the momentum data p˜ as
P 13 = P 23 = 0, (Q1 −Q−11 )P 12 = 0. (3.49)
If Q1 6= 0, this implies that P is diagonal. Hence InvG(Φ˜) contains VII(ǫ)(0)×˜D2 at least.
On the other hand, if Q1 = 1, by the residual HPDs of the form A = R3(−ǫc3), we can put
P diagonal. Hence the same conclusion holds also in this case.
As in the case of G˜0 = R
3, HPDG+(E3,VII(ǫ)×˜D2) is obtained from f ∈ HPDG+(E3,VII(ǫ))
such that fD2f
−1 ⊂VII(ǫ)(0)×˜D2. Its explicit form is given by
f(x) = {1, R1(π)}

 kR(ǫc3 + lπ2 ) 00
0 0 1
x+
 c
1
c2
c3

 , (3.50)
where l is an arbitrary integer. This induces the following transformation of the invariant
basis:
f ∗χI = AIJχJ ; A = {1, R1(π)}
 kR(lπ/2) 00
0 0 1
 . (3.51)
Covering data invariant under VII(ǫ)(0)×˜D2 are represented by diagonal matrices Q =
[Q1, Q2, Q3] and P = [P
1, P 2, P 3]. From Prop.2.4 it is easily shown that the data has
higher symmetries if and only if Q1 = Q2 and P
1 = P 2. Hence Γ+H,D for G˜ =VII
(ǫ)(0)×˜D2
is given by
Γ+H,D(E
3,VII(ǫ)(0)×˜D2) =
{
Q = [Q1, Q2, Q3], P = [P
1, P 2, P 3] |
Q1 6= Q2 or P 1 6= P 2
}
. (3.52)
Now we determine explicit expressions for the canonical 1-form and the Hamiltonian of
Γ+LH,inv(M,VII
(ǫ)(0)×˜D2).
3.3.1 T 3
All elements of π1(T
3) are represented by translations. However, since each element of
G˜=VII(ǫ)(0)×˜D2 is expressed in the form (a, R3(ǫa3)) or its product with RI(π), a transla-
tion (a, 1) is contained in G˜ if and only if a3 is an integer multiple of π. Hence the matrix(
a b c
)
parametrizing the moduli space must take the form
(
a b c
)
=
 a
1 b1 c1
a2 b2 c2
lπ mπ nπ
 , (3.53)
where l, m, n ∈ Z. However, since for any integer vector (l, m, n) there exists C ∈GL(3,Z)
such that (l, m, n)C = (0, 0, k) where k > 0 is the greatest common divisor of l, m and
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n, we can always put l = m = 0 and n > 0 by modular transformations. Further by the
modular transformation α↔ β if necessary, we can make det
(
a b c
)
positive. Hence
by applying HPDs of the form (3.50), we can finally put
(
a b c
)
in the form
B =
 X Y Z0 X−1 W
0 0 nπ
 , (3.54)
where X > 0, n is a positive integer, and Y , Z and W are arbitrary real numbers. This
completely fixes the HPD freedom of the moduli parameters except in the subspace Y = 0,
which is invariant by the residual HPDs R3(±π/2). These residual HPD transformations
produce a singularity in the invariant phase space with the structure of corned lens space.
On the other hand the freedom of modular transformations represented by upper triangle
matrix in SL(3,Z) still remains. Since these residual modular transformations do not
change the value of n, the invariant phase space Γ+LH,inv(T
3,VII(0)×˜D2) consists of two
families(VII(±)(0)) each of which has countably infinite number of connected components.
To find the expression for Θ, let us take K0 corresponding to X = 1 and Y = Z =
W = 0 as the base point of the moduli space. Then fλ defined by
fλ(x) = Ax; A =
 X Y Z0 X−1 W
0 0 1
 (3.55)
gives the deformation map from K0 to K corresponding to the matrix B. The fundamental
region D0 is given by 0 ≤ x1, x2 ≤ 1 and 0 ≤ x3 ≤ nπ, and its volume by Ω = nπ.
Since fλ transforms the invariant basis as
f ∗λχ
I = F IJχ
J ; F = R3(−ǫx3)AR3(ǫx3), (3.56)
the last term in Eq.(2.59) is expressed as
2Tr(F˙F−1PQ) =
[
2
X˙
X
cos(2ǫx3) + (XY˙ − Y X˙) sin(2ǫx3)
]
(Q1P
1 −Q2P 2). (3.57)
Though it is not non-zero, its integration over D0 vanishes. Hence, noting that |χ| = 1
and |F | = 1, we obtain from Eq.(2.59) the following expression for Θ:
Θ = Ω
√
Q1Q2Q3(Q˙1P
1 + Q˙2P
2 + Q˙3P
3), (3.58)
which is diagonalized by the change of variables (3.24)-(3.25) and (3.30)-(3.32) as
Θ = α˙pα + β˙+p+ + β˙−p−. (3.59)
Thus the canonical structure is completely degenerate in the 4-dimensional moduli sector.
For the present system the Ricci scalar curvature of the metric q˜ is given by
R = − 1
2Q3
(
Q1
Q2
+
Q2
Q1
− 2
)
= −2e−2α+4β+ sinh2(2
√
3β−). (3.60)
Hence from Eq.(2.60) the Hamiltonian is expressed as
H =
κ2
12Ω
Ne−3α
[
−p2α + p2+ + p2− +
12Ω2
κ4
e4(α+β+) sinh2(2
√
3β−)
]
(3.61)
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3.3.2 T 3/Z2
Since each transformation in VIIǫ(0) is a glide rotation around the x3-axis, the rota-
tion matrix Rγ associated with the generator γ in VII
(ǫ)(0)×˜D2 must be of the form
R3(θ)RI(π)(I = 1, 2) or R3(π). The former can be always transformed to R2(π) by some
transformation in VIIǫ(0) because they can be written as R3(θ/2)RI(π)R3(−θ/2), and
R2(π) = R3(π/2)R1(π)R3(−π/2). On the other hand, there exists no transformation in
HPDG+(E3,VIIǫ(0)×˜D2) which transforms R2(π) to R3(π). Hence in this case the moduli
spaceM(T 3/Z2,VII(ǫ)(0)×˜D2) is divided into two disconnected families.
a) Rγ = R3(π): In this case a
3 = b3 = 0, and c3 must be written as nπ with non-
vanishing integer n as in the previous case. On the other hand c1 and c2 can be put to
zero by translations along x1− x2 plane. Further by modular transformations, α↔ β and
γ → γ−1, det
(
a b c
)
and n can be made positive. Hence by HPDs the moduli matrix(
a b c
)
can be put into the canonical form
B =
 X Y 00 X−1 0
0 0 nπ
 , (3.62)
where X > 0, n is a positive integer and Y is an arbitrary real number. There remains
no residual freedom of HPDs except in the subspace Y = 0, while there remains residual
modular transformations corresponding αpβ → β with p ∈ Z.
This moduli matrix is the special case Z = W = 0 of that in the previous case. Hence
the canonical structure is degenerate in the 2-dimensional moduli sector, and the the value
of Ω and the forms of Θ and H are exactly the same as in the previous case.
b) Rγ = R2(π): In this case the moduli matrix
(
a b c
)
takes the form
(
a b c
)
=
 a
1 b1 c1
0 0 c2
lπ nπ mπ
 , (3.63)
where l, m and n are integers. l can be put to zero by unimodular transformations among
α and β, and m to 0 or 1 by a transformation in VIIǫ(0)×˜D2;
(d, 1)
(
(c1, c2, mπ), R2(π)
)
(d, 1)−1 =
(
(c1, c2, mπ + kπ), R2(π)
)
, (3.64)
where d = (0, 0, kπ). Further by modular transformations α → α−1, β → β−1 and
γ → γ−1 if necessary, a1 and c2 and n can be made positive. Finally by translation along
the x1-axis and HPDs,
(
a b c
)
is transformed to
B =
 X Y
m
n
Y
0 0 X−1
0 nπ mπ
 , (3.65)
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where X >, n is a positive integer, m = 0, 1 and Y is an arbitrary real number. As in the
case a), this gauge fixing leaves only the residual modular transformations isomorphic to
Z.
Let us take K0 with X = 1 and Y = 0 as the base point for each of the connected
component of the reduced moduli space M0(T 3/Z2,VII(ǫ)(0)×˜D2). Then fλ defined by
f(x) = Ax; A =
 X 0 Y/nπ0 1/X 0
0 0 1
 (3.66)
maps K0 to K corresponding to the generic matrix B. This is again the special case
obtained from that for M = T 3 by putting Y → 0, Z → Y/nπ and W → 0. Hence the
canonical structure is completely degenerate in the 2-dimensional moduli sector. Ω, Θ and
H are the same as those in the previous case.
3.3.3 T 3/Z2 ×Z2
As in the case of G˜ = R3×˜D2, three generators can be put into the form
α = (a, R1(π)), β = (b, R2(π)), γ = (c, R3(π)), (3.67)
where
(
a b c
)
is expressed in the present case as
(
a b c
)
=
 a
1 b1 c1
a2 b2 c2
lπ mπ nπ
 (3.68)
with integers l, m and n. As in §3.2.3, b1 and c2 can be put to zero by translations parallel
to the x1 − x2 plane, which entails a1 = c1 and a2 = b2. Further l can be put to 0 or
1 by translation along the x3-axis. Hence taking account of the constraint m = l + n,(
a b c
)
is finally put by HPDs into the form
B =
 X 0 XX−1 X−1 0
lπ (l + n)π nπ
 , (3.69)
where X > 0, l = 0, 1 and n is a non-zero integer. Thus the invariant phase space consists
of two families(l = 0, 1) of countably infinite number of connected components.
Let us take K0 with X = 0 as the base point of each connected component. Then fλ
defined by
fλ(x) = Ax; A =
 X 0 00 1/X 0
0 0 1
 (3.70)
yields the deformation map to the generic point corresponding to B. This is a special case
of Eq.(3.55) with Y = Z = W = 0. Hence the canonical structure is degenerate in the
1-dimensional moduli sector, and Θ and H are again given by Eq.(3.59) and Eq.(3.61).
The only difference is the value of Ω, which is given by 2|n|π in the present case.
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3.3.4 T 3/Zk(k = 3, 4, 6)
In order for K ⊂VII(ǫ)(0)×˜D2, from Table 2, its generator should be of the form
α = (a, 1), β = (b, 1), γ = (c, R3(±2π/k)), (3.71)
where the translation part
(
a b c
)
is given by
(
a b c
)
=
 a
1 b1 c1
a2 b2 c2
0 0 c3
 , ( b1
b2
)
= R(±2π
k
)
(
a1
a2
)
, (3.72)
and c3 is a discrete number of the form ±2π/k + nπ(n ∈ Z). By the rotation R1(π) ∈
HPDG+(E3,VII(ǫ)×˜D2), Rγ can be put to R3(2π/k) and a1b2−a2b1 can be made positive.
Further by translations along the x1 − x2 plane we can put c1 and c2 to zero, and a2 to
zero by a translation along x3 in VIIǫ(0)×˜D2. Hence by HPDs the moduli matrix is finally
transformed to (
a b c
)
=
 1 cos(2π/k) 00 sin(2π/k) 0
0 0 2πǫ/k + nπ
 . (3.73)
Thus the reduced moduli space M0 consists of countably infinite number of discrete
points. The canonical 1-form and the Hamiltonian are given by the same expressions as
for T 3 except that Ω = sin(2π/k)|2πǫ/k + nπ| in the present case.
3.4 G˜0 = R
3×˜SO(2)
An automorphism of R3×˜SO(2) is expressed as
φ(ξa) = ξbT
b
a; T =

1 0 0 0
0 ±1 0 0
0 0 ±1 0
0 0 0 ±1


k1R(θ)
0 c2
0 −c1
0 0
0 0
k2 d
0 1
 , (3.74)
where k1 > 0. When d = 0 and k2 > 0, it is induced from f ∈ HPDG+(E3,R3×˜SO(2))
given by
f(x) = {1, R1(π)}

 k1R(θ) 00
0 0 k2
x+
 c
1
c2
c3

 , (3.75)
where c3 is an integration constant. By this HPD the invariant basis Eq.(3.9) transforms
as
f ∗χI = AIJχJ ; A = {1, R1(π)}
 k1R(θ) 00
0 0 k2
 . (3.76)
From the symmetry the components Q and P of covering data Φ˜ = (q˜, p˜) with respect
to the invariant basis Eq.(3.9) must be represented by the diagonal matrices with constant
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Symmetry Topology Moduli Ω Θ
R3×˜D2 T 3
 1 X Y0 1 Z
0 0 1
R(θ, φ, ψ) 1 α˙pα + β˙+p+ + β˙−p−
+θ˙pθ + φ˙pφ + ψ˙pψ
T 3/Z2
 1 X 00 1 0
0 0 1
R3(φ) 1 α˙pα + β˙+p+ + β˙−p−
+φ˙pφ
(Rγ = R3(π))
T 3/Z2 ×Z2
 1 0 11 1 0
0 1 1
 2 α˙pα + β˙+p+ + β˙−p−
(Rα = R1(π), Rβ = R2(π),
Rγ = R3(π))
VII(ǫ)×˜D2 T 3
 X Y Z0 X−1 W
0 0 nπ
 nπ α˙pα + β˙+p+ + β˙−p−
(X > 0, n ∈N)
T 3/Z2
 X Y 00 X−1 0
0 0 nπ
 nπ ′′
(X > 0, Rγ = R3(π), n ∈N ) X Y
m
n
Y
0 0 X−1
0 nπ mπ
 nπ ′′
(X > 0, Rγ = R2(π),
n ∈N , m = 0, 1)
T 3/Z2 ×Z2
 X 0 XX−1 X−1 0
lπ (l + n)π nπ
 2|n|π ′′
(X > 0, n 6= 0 ∈ Z, l = 0, 1,
Rα = R1(π), Rβ = R2(π),
Rγ = R3(π))
T 3/Zk
 1 cos
2π
k
0
0 sin 2π
k
0
0 0 2πǫ
k
+ nπ
 |2πǫk + n|× sin 2π
k
′′
(k = 3, 4, 6) (n 6= 0 ∈ Z, Rγ = R3(2π/k))
Table 3: Canonical Structure of compact orientable closed 3-manifold of type E3.
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Symmetry Topology Moduli Ω Θ
R3×˜O(2) T 3
 X Y Z0 X−1 W
0 0 1
R(θ, φ) 1 α˙pα + β˙+p+
+θ˙pθ + φ˙pφ
(X > 0)
T 3/Z2
 0 0 X
−1
X Y 0
0 1 0
R3(φ) 1 α˙pα + β˙+p+
+φ˙pφ
(X > 0, Rγ = R2(π)) X Y 00 X−1 0
0 0 1
 1 α˙pα + β˙+p+
(X > 0, Rγ = R3(π))
T 3/Z2 ×Z2
 X 0 XX−1 X−1 0
0 1 1
 2 ′′
(X > 0, Rα = R1(π),
Rβ = R2(π), Rγ = R3(π))
T 3/Zk
 1 cos
2π
k
0
0 sin 2π
k
0
0 0 ±1
 sin 2πk ′′
(k = 3, 4, 6) (R = R3(2π/k))
ISO(3) T 3
 X Z W0 Y U
0 0 1/XY
 1 α˙pα
(X, Y > 0)
T 3/Z2
 X Z 00 Y 0
0 0 1/XY
 1 ′′
(X, Y > 0, Rγ = R3(π))
T 3/Z2 ×Z2
 X 0 XY Y 0
0 1/XY 1/XY
 2 ′′
(X, Y > 0, Rα = R1(π),
Rβ = R2(π), Rγ = R3(π))
T 3/Zk
 X X cos
2π
k
0
0 X sin 2π
k
0
0 0 ±1/X2
 sin 2πk ′′
(k = 3, 4, 6) (Rγ = R3(2π/k))
Table 3(continued).
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entries, [Q1, Q1, Q3] and [P
1, P 1, P 3]. In particular the covering geometry is flat, and the
diffeomorphism constraint becomes trivial. Further the data are always invariant under
R1(π). Hence the invariance group contains R
3×˜SO(2)×˜{1, R1(π)} ∼= R3×˜O(2). Since
HPDG+(E3,R3×˜O(2)) = HPDG+(E3,R3×˜SO(2)), Q and P are transformed by HPDs to
[1, 1, 1] and [Q1P
1, Q1P
1, Q2P
2]. Hence InvG+(Φ˜) coincides with R3×˜O(2) if and only if
Q1P
1 6= Q3P 3. Thus we obtain
Γ+H,D(E
3,R3×˜O(2)) =
{
Q = [Q1, Q1, Q3], P = [P
1, P 1, P 3] | Q1P 1 6= Q3P 3
}
. (3.77)
3.4.1 T 3
The translation vectors generating the moduli K can be put into the form
(
a b c
)
= F =
 X Y Z0 X−1 W
0 0 1
R(θ, φ) (3.78)
by modular transformations α ↔ α−1, β ↔ β−1 and γ ↔ γ−1, and HPDs, where X > 0
and R(θ, φ) := R3(φ − π/2)R1(θ)R3(π/2− φ) is a matrix which rotates a vector with the
angular direction (θ, φ) to a vector parallel to the x3-axis. This fixes the gauge freedom
up to residual discrete HPDs and modular transformations. The invariant phase space is
connected.
If we take K0 with X = 1 and Y = Z = W = θ = φ = 0 as the base point of the
reduced moduli space, fλ(x) = Fx maps K0 to a generic K corresponding to F . Hence
from Eq.(2.59) and Eq.(2.60), after a short calculation, we obtain
Θ = α˙pα + β˙+p+ + θ˙pθ + φ˙pφ, (3.79)
H =
κ2
12Ω
Ne−3α(−p2α + p2+). (3.80)
Here α and β+ are related to Q1 and Q2 by the equations obtained from Eq.(3.30) and
Eq.(3.32) by putting β− = 0, pα and p+ are defined by Eq.(3.24) and Eq.(3.26) with
Q1P
1 = Q2P
2, and pφ and pθ are given by
pφ :=
1
2
p+
[(
Y W − Z
X
)
sin φ+XW cosφ
]
sin θ, (3.81)
pθ :=
1
2
p+
[
−
(
Y W − Z
X
)
cos φ+XW sinφ
]
. (3.82)
Of course Ω = 1 is understood in the present case. The canonical structure is partially
degenerate in the moduli sector.
3.4.2 T 3/Z2
As in the corresponding case with G˜ =VII(±)(0)×˜D2, the rotation matrix R associated
with the generator γ can be put to R3(π) or R1(π). Accordingly the invariant phase space
consists of two connected components.
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a) Rγ = R3(π): By a procedure similar to that in §3.3.2, the moduli matrix
(
a b c
)
can be put in the form
F =
 X Y 00 X−1 0
0 0 1
 , (3.83)
where X > 0. This gauge fixing eliminates the freedom of HPDs except in the subspace
Y = 0, while it leaves modular transformations isomorphic to Z. By taking K0 with X = 1
and Y = 0 as the base point, the deformation map fλ is given by fλ(x) = Fx. This is
obtained from the corresponding map for T 3 by putting Z = W = 0 and R(θ, φ) = 1.
Hence Θ is given by
Θ = α˙pα + β˙+p+, (3.84)
and H by Eq.(3.80) with Ω = 1. Thus the canonical structure is completely degenerate in
the 2-dimensional moduli sector.
b) Rγ = R1(π): In this case the moduli matrix has the form
(
a b c
)
=
 0 0 c
1
a2 b2 c2
a3 b3 c3
 . (3.85)
c2 and c3 can be put to zero by translations along the x2 − x3 plane. Hence by modular
transformations and HPDs it can be put in the form
B =
 0 0 X
−1
X Y 0
0 1 0
R3(φ), (3.86)
where X > 0. There remains residual discrete HPDs as well as modular transformations
isomorphic to SL(2,Z).
If we take K0 with X = 1 and Y = 0 and φ = 0 as the base point, fλ given by
fλ(x) = Fx; F =
 1/X 0 00 X Y
0 0 1
R1(φ) (3.87)
maps K0 to K corresponding to B. Inserting this into Eq.(2.59) with Ω = 1, we obtain
Θ = α˙pα + β˙+p+ + φ˙pφ, (3.88)
where
pφ :=
Y
2X
p+. (3.89)
The canonical structure is again completely degenerate in the moduli sector.
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3.4.3 T 3/Z2 ×Z2
As in §3.3.3, the generator of K can be transformed to the same form as Eq.(3.67). Further
by HPDs and modular transformations, the moduli matrix can be put into the form
(
a b c
)
=
 X 0 X1/X 1/X 0
0 1 1
 , (3.90)
where X > 0. No freedom of HPD and modular transformation remains. Hence the phase
space Γ+LH,inv(T
3/Z2 ×Z2,R3×˜O(2)) is connected.
For the base point K0 with X = 1 and Ω = 2, the deformation map fλ is given by
fλ(x) = Fx; F =
 X 0 00 1/X 0
0 0 1
 . (3.91)
This is the special case of fλ in §3.4.2-a) with Y = 0. Hence Θ is given by the same equation
as Eq.(3.84), and the canonical structure is degenerate in the 1-dimensional moduli sector.
3.4.4 T 3/Zk(k = 3, 4, 6)
By an argument similar to that in §3.3.4, the generators of K can be put in the form
α = (a, 1), β = (b, 1), γ = (c, R3(2π/k)), (3.92)
with (
a b c
)
=
 1 cos(2π/k) 00 sin(2π/k) 0
0 0 ±1
 . (3.93)
Thus the reduced moduli space consists of two points which are connected by orientation-
reversing HPDs. The volume of the fundamental region is given by Ω = sin(2π/k), and Θ
and H by Eq.(3.84) and Eq.(3.80), respectively.
3.5 G˜ = ISO(3)
For G˜ = ISO(3), the phase space of homogeneous covering data is obviously given by
Γ+H,D(E
3, ISO(3)) =
{
Q = [Q1, Q1, Q1], P = [P
1, P 1, P 1]
}
. (3.94)
The arguments to determine Θ and H for each spaces are almost the same as those in
the previous case. So I just give outlines of derivations and results.
3.5.1 T 3
By HPDs (3.7) and modular transformations the modular matrix can be put in the form
(
a b c
)
= F =
 X Z W0 Y U
0 0 1/XY
 , (3.95)
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Symmetry Space Q P Nm N Nc Nd Ncc HPD Modular
R3×˜D2 T 3 3 3 6 12 12 0 1 © ©
T 3/Z2 3 3 2 8 8 0 1 © ©
T 3/Z2 ×Z2 3 3 0 6 6 0 1 × ×
VII(0)×˜D2 T 3 3 3 4 10 6 4 ∞ △ ©
T 3/Z2 3 3 2 8 6 2 ∞ △ ©
T 3/Z2 ×Z2 3 3 1 7 6 1 ∞ × ×
T 3/Zk(k = 3, 4, 6) 3 3 0 6 6 0 ∞ × ×
R3×˜O(2) T 3 2 2 6 10 8 2 1 © ©
T 3/Z2 2 2 2 6 4 2 1 △ ©
2 2 3 7 6 1 1 © ©
T 3/Z2 ×Z2 2 2 1 5 4 1 1 × ×
T 3/Zk(k = 3, 4, 6) 2 2 0 4 4 0 2 × ×
ISO(3) T 3 1 1 5 7 2 5 1 △ ©
T 3/Z2 1 1 3 5 2 3 1 △ ©
T 3/Z2 ×Z2 1 1 2 4 2 2 1 × ×
T 3/Zk(k = 3, 4, 6) 1 1 1 3 2 1 2 × ×
Table 4: Canonical and degenerate degrees of freedom for LHS of type E3
The last two columns show whether there exist residual discrete HPDs and modular trans-
formations. © indicates the existence, × the non-existence, and △ the exsistence at
lower-dimensional subspaces.
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where X, Y > 0. There exists no residual HPD except in the subspace ZUX = 0, but the
freedom of modular transformations isomorphic to SL(2,Z) remains.
The deformation map fλ is given by the linear transformation by F . Inserting it into
Eqs.(2.59)-(2.60), we find that the moduli parameters do not appear in the canonical 1-
form, which is simply written as
Θ = α˙pα. (3.96)
The Hamiltonian is given by
H = − κ
2
12Ω
Ne−3αp2α, (3.97)
where Ω = 1.
3.5.2 T 3/Z2
By SO(3) transformation γ can be put in the form γ = (c, R3(π)). The freedom of HPDs
is fixed by putting the moduli matrix to the form
(
a b c
)
= F =
 X Z 00 Y 0
0 0 1/XY
 , (3.98)
except at the subspace Z = 0 where X, Y > 0. The residual freedom of modular transfor-
mations is isomorphic to Z. The phase space is connected and the canonical structure is
completely degenerate in the moduli sector as in the previous case. Ω, Θ and H are the
same as those for T 3.
3.5.3 T 3/Z2 ×Z2
The canonical form of the moduli matrix is given by
(
a b c
)
=
 X 0 XY Y 0
0 1/XY 1/XY
 , (3.99)
where X, Y > 0. For the base point K0 with X = Y = 1, the deformation map is given by
fλ(x) = Fx; F =
 X 0 00 Y 0
0 0 1/XY
 , (3.100)
and the volume of the fundamental region by Ω = 2. The phase space is connected, and
its canonical structure becomes completely degenerate in the 2-dimensional moduli sector.
Hence Θ and H are given by Eqs.(3.96)-(3.5.1) with Ω = 2.
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3.5.4 T 3/Zk(k = 3, 4, 6)
The moduli matrix for the reduced moduli space is given by
(
a b c
)
= F =
 X X cos(2π/k) 00 X sin(2π/k) 0
0 0 ±1/X2
 , (3.101)
and the deformation map by fλ(x) = Fx. There remains no freedom of residual HPDs
and modular transformations. Thus the phase space has two connected components, and
Θ and H are given by Eqs.(3.96)-(3.5.1) with Ω = sin(2π/k)
3.6 Degeneracy of the canonical structure
The reduced form of the moduli matrix, the corresponding canonical 1-form Θ and the
volume Ω of the standard fundamental region obtained so far are summarized in Table 3.
As we have seen, the canonical 1-form often becomes degenerate in the sector of moduli
parameters. The number of degenerate degrees of freedom, Nd, for each space and symme-
try are listed in Table 4 with the independent degrees of freedom of Q and P , the dimension
Nm of moduli space, the total dimension N of the invariant phase space, the number Nc of
the non-degenerate canonical degrees of freedom and the number of connected components
Ncc.
From this table we see that the degrees of degeneracy increases as the covering data
have higher symmetries in general. However, it is difficult to regard this to be simply
brought about by the decrease of the freedom of homogeneous data due to symmetry
because invariant phase spaces corresponding to different invariance groups have no simple
relations with each other. For example the moduli sector of the invariance phase spaces
for G ∼= R3×˜D2 are all compact due to the modular transformations, while their counter
parts for G ∼= R3×˜O(2) are all non-compact.
Furthermore the degeneracy for the systems with G =VII(0) cannot be a result of
the existence of isotropy groups because the invariance group is simply transitive. The
calculation of the canonical 1-form in §3.3.1 rather shows that the degeneracy arises partly
because the couplings among variables vanishes by integration over the fundamental region.
This implies that canonical variables describing the locally homogeneous sector has non-
trivial couplings with locally inhomogeneous degrees of freedom.
In any case, when the canonical structure is degenerate, the canonical equations of mo-
tion alone do not determine the time evolution of locally homogeneous systems completely.
As touched upon in §2.3.3, however, this does not implies that the degenerate moduli free-
dom is non-dynamical, because, from Theorem 2.3, the full Einstein equations completely
determine the time evolution of the parameters describing the reduced moduli space ob-
tained by eliminating the HPD freedom. They are actually constants of motion. For the
locally homogeneous systems of type E3 (as well as other types considered in the present
paper), it is directly confirmed that the moduli parameters in the non-degenerate sectors
are conserved from the structures of the canonical 1-form and the Hamiltonian. Thus the
degeneracy in the canonical structure of locally homogeneous systems means that they are
not canonically closed in the full diffeomorphism-invariant phase space.
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§4 LHS of type Nil
In this section we investigate the canonical structure of locally homogeneous pure gravity
systems of type Nil.
4.1 Basic properties
4.1.1 Gmax and HPDG
+(Gmax)
The space Nil has the structure of the Heisenberg group, and classified as type II in the
Bianchi scheme. As a subgroup of GL(3,R), Nil is expressed as
Nil ∼=

 1 x z + xy/20 1 y
0 0 1
 | x, y, z ∈ R
 . (4.1)
Here we have adopted a parameterization which is different from the standard one. This
parameterization is more convenient for our purpose because it enables us to express all
the HPDs by linear transformations. In this section we denote each element of Nil by the
coordinate (x, y, z). In this notation the product of two elements is expressed as
(a, b, c)(x, y, z) = (a+ x, b+ y, c+ z +
ay − bx
2
). (4.2)
In terms of the generators
ξ1 = ∂x +
1
2
y∂z, ξ2 = ∂y − 1
2
x∂z , ξ3 = ∂z , (4.3)
the structure of the Lie algebra L(Nil) is expressed as
[ξ1, ξ2] = −ξ3, [ξ3, ξ1] = 0, [ξ3, ξ2] = 0. (4.4)
The corresponding invariant basis is given by
χ1 = dx, χ2 = dy, χ3 = dz +
1
2
(ydx− xdy), (4.5)
dχ1 = 0, dχ2 = 0, dχ3 = −χ1 ∧ χ2. (4.6)
As in the case of E3, |χ| = 1 holds for this basis.
The maximally symmetric metric on Nil is given by
ds2 = Q1
(
(χ1)2 + (χ2)2
)
+Q3(χ
3)2
= Q1(dx
2 + dy2) +Q3[dz +
1
2
(ydx− xdy)]2, (4.7)
where Q1 and Q3 are positive constants. From this we find that the maximal symmetry
group of Nil is 4-dimensional and has following decomposition:
0 → Nil → Isom(Nil) → O(2) → 1 (exact), (4.8)
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where O(2) is the group generated by rotations around the z-axis, R3(θ), and the rotation
of angle π around the x-axis, R1(π). Hence a generic transformation f in Isom(Nil) is
expressed as
f(x) = {1, R1(π)} ×R3(θ)

 1 0 00 1 0
−1
2
d2 1
2
d1 0
x+
 d
1
d2
d3

 . (4.9)
The above invariant basis transforms by f as
f ∗χI = AIJχJ ; A = {1, R1(π)} × R3(θ). (4.10)
Isom(Nil) has two connected components, Isom0(Nil) and R1(π)×Isom0(Nil), both of which
preserve orientation.
The generators of L(Isom(Nil)) are given by ξI(I = 1, 2, 3) and
ξ4 = −y∂x + x∂y, (4.11)
whose commutation relations with ξI are
[ξ4, ξ1] = −ξ2, [ξ4, ξ2] = ξ1, [ξ4, ξ3] = 0. (4.12)
From these commutation relations an automorphism of L(Isom(Nil)) is represented as
φ(ξ1, ξ2, ξ3, ξ4) = (ξ1, ξ2, ξ3, ξ4)

(
k 0
0 ±k
)
R(θ)
0 0
0 0
a3 b3
0 0
±k2 d
0 ±1
 , (4.13)
where k > 0 andR(θ) ∈ SO(2). This automorphism is induced from f in HPDG+(Isom0(Nil))
if a3, b3 and d are written as
(a3, b3) = ±k(−d2, d1), d = ±1
2
(
(d1)2 + (d2)2
)
. (4.14)
The explicit form of f are
f(x) = {1, R1(π)} × R3(θ)

 k 0 00 k 0
−k
2
d2 k
2
d1 k2
x+
 d
1
d2
d3

 , (4.15)
where d3 is an integration constant. This is a product of a scaling represented by a diagonal
matrix [k, k, k2] and an element of Isom(Nil).
4.1.2 Transitive subgroups of Isom(Nil)
Let G˜ be a connected transitive subgroup of Isom(Nil). Then from Eq.(4.8) its projection
on O(2) is either 1 or SO(2). In the former case G˜ should be equal to Nil. In the latter case,
G˜ ∩ Nil must have a dimension greater than one. If the dimension is two, from Eq.(4.4),
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it should be generated by ξ3 and a linear combination of ξ1 and ξ2, aξ1+ bξ2. As the third
generator of G˜ we can take one with the form ξ′4 = ξ4 + c
IξI . However, since [ξ
′
4, aξ1+ bξ2]
is written as −bξ1 + aξ2 + cξ3 with some constant c, these three generators do not form
a closed algebra. Hence G˜ must coincide with Isom0(Nil). Thus the connected transitive
subgroups of Isom(Nil) are given by Nil and Isom0(Nil).
Since every invariance subgroup of Isom(Nil) contains Nil, homogeneous covering data
Φ˜ = (q˜, p˜) is expressed by their coefficient matrices Q and P with respect to the invariant
basis (4.5). From the exact sequence (4.8), if the invariance group G˜ is not equal to Nil,
it should contain an element of O(2), i.e., R1(π) or R3(θ) or their product. Hence by
the same argument in §3.1.2, if G˜0 = Nil, G˜ should be a product of Nil and a subgroup
of D2 = {1, R1(π), R2(π), R3(π)}. On the other hand, if G˜0 = Isom0(Nil), G˜ is either
Isom0(Nil) or Isom(Nil).
4.1.3 Topology of orientable compact quotients
Compact closed 3-manifolds modeled on (Nil, Isom(Nil)) allow Seifert fibering with χ = 0
and e 6= 0. Hence we can determine all possible fundamental groups from the fundamental
groups of base orbifolds with χ = 0 and Seifert index. They are classified into 7 types as
listed in Table 5, where their general embeddings into Isom(Nil) are also given.
The fundamental groups have similar structure to those of type E3 except that each
has a parameter n of positive integer. Six of them have counter parts in those of type
E3, and five of them are covered by the simplest one denoted as T 3(n). Their covering
transformation groups coincide with the corresponding ones for E3 as will be explicitly
shown later.
4.2 G˜0 = Nil
The automorphism group of Nil consists of elements whose action on L(Nil) is expressed
as
φ(ξ1, ξ2, ξ3) = (ξ1, ξ2, ξ3)
 Aˆ 00
a3 b3 ∆
 ; ∆ := det Aˆ. (4.16)
Every automorphism φ is induced from f ∈ HPDG+(Nil,Nil) of the form
f(x) =
 Aˆ 00
(a3, b3) + 1
2
(d2,−d1)Aˆ ∆
x+
 d
1
d2
d3
 . (4.17)
The invariant basis (4.5) transforms by f as
f ∗χI = AIJχJ ; A =
 Aˆ 00
(a3, b3) + (d2,−d1)Aˆ ∆
 . (4.18)
By these HPDs the metric matrix Q can be put in the diagonal form [1, 1, Q3]. For this
metric the diffeomorphism constraint Eq.(2.63) is expressed as
P 13 = 0, P 23 = 0. (4.19)
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Space Fundamental group and representation
T 3(n) < α, β, γ|[α, γ] = 1, [β, γ] = 1, [α, β] = γn > (n ∈N)
α = a, β = b, γ = (0, 0,∆(a, b)/n); ∆(a, b) 6= 0
K3(n) < α, β, γ|[α, γ] = 1, βγβ−1γ = 1, αβαβ−1 = γn > (n ∈ N)
α = a, β = R1(π)R3(θ)b, γ = (0, 0,∆(a, b)/n);
R(θ)
(
a1
a2
)
=
( −a1
a2
)
,∆(a, b) 6= 0
T 3(n)/Z2 < α, β, γ|γαγ−1α = 1, γβγ−1β = 1, [α, β] = γ2n >
α = (a1, a2,∆(a, c)/2), β = (b1, b2,∆(b, c)/2),
γ = R3(π)(c
1, c2,∆(a, b)/2n);∆(a, b) 6= 0
T 3(2n)/Z2 ×Z2 < α, β, γ|αγ2α−1γ2 = 1, γα2γ−1α2 = γ−2n > (n ∈N)
α = R1(π)R3(θ)a, γ = R3(π)c;
2nc3 = −(a2, a1)R(θ)
(
a1 − c1
a2 − c2
)
+∆(a, c)
T 3(n)/Z3 < α, β, γ|γαγ−1 = β, γβγ−1 = α−1β−1, [α, β] = γ3n > (n ∈N)
α = a, β = b, γ = R3(±2π3 )c;(
b1
b2
)
= R
(
a1
a2
)
,
(
c1
c2
)
=
(
a3−b3
∆(a,b)
R + 1
2
− a3+2b3
∆(a,b)
)( a1
a2
)
,
c3 = ∆(a,b)
3n
+ 1
6
(c1, c2)R
( −c2
c1
)
with R = R(±2π
3
)
T 3(n)/Z4 < α, β, γ|γαγ−1 = β−1, γβγ−1 = α, [α, β] = γ4n > (n ∈N)
α = (a1, a2, 0), β = (b1, b2, 0), γ = R3(±π2 )(0, 0,∆(a, b)/4n);(
b1
b2
)
= R(±π
2
)
(
a1
a2
)
T 3(n)/Z6 < α, β, γ|γαγ−1 = β, γβγ−1 = α−1β, [α, β] = γ6n > (n ∈N)
α = a, β = b, γ = R3(±π3 )c;(
b1
b2
)
= R
(
a1
a2
)
,
(
c1
c2
)
=
(
− a3
∆(a,b)
− 1
2
+ a
3−b3
∆(a,b)
R
)( a1
a2
)
,
c3 = ∆(a,b)
6n
+ 1
2
(c1, c2)R
( −c2
c1
)
with R = R(±π
3
)
Table 5: Fundamental groups and their representation in Isom+(Nil) of compact closed
orientable 3-manifolds of type Nil
In this table ∆(a, b) = a1b2 − a2b1.
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Hence the momentum matrix can be diagonalized as P = [P 1, P 2, P 3] by residual HPDs
keeping the form of Q. Hence the invariance group of covering data Φ˜ always contains
Nil×˜D2.
For f given by Eq.(4.17), the condition fD2f
−1 ⊂ Nil×˜D2 holds if and only if the
matrix Aˆ is of the form
Aˆ =
(
p 0
0 q
)
,
(
0 p
q 0
)
, (4.20)
and (a3, b3) = (−d2, d1)Aˆ. Hence f ∈ HPDG+(Nil,Nil×˜D2) is expressed as
f(x) =
 Aˆ 00
1
2
(−d2, d1)Aˆ ∆
x+
 d
1
d2
d3
 , (4.21)
by which the invariant basis transforms as
f ∗χI = AIJχJ ; A =
 Aˆ 00
0 0 ∆
 . (4.22)
Covering data invariant under Nil×˜D2 are represented by diagonal matrices Q =
[Q1, Q2, Q3] and P = [P
1, P 2, P 3]. If we transform Q to the Isom(Nil)-invariant form,
[1, 1, Q3/Q1Q2], by HPDs of Nil×˜D2, P transforms to [Q1P 1, Q2P 2, Q1Q2P 3], which be-
comes Isom0(Nil)-invariant only when Q1P
1 = Q2P
2. Hence from Prop.2.4, we obtain
Γ+H,D(Nil,Nil×˜D2) =
{
Q = [Q1, Q2, Q3], P = [P
1, P 2, P 3] | Q1P 1 6= Q2P 2
}
. (4.23)
For the covering metric q˜ in this phase space, the Ricci scalar curvature is given by
R = − Q3
2Q1Q2
. (4.24)
Hence in terms of α and β± defined by Eqs.(3.30)-(3.31), and pα and p± defined by
Eqs.(3.24)-(3.26), the Hamiltonian is written as
H =
κ2
12Ω
Ne−3α
[
−p2α + p2+ + p2− +
3Ω2
κ2
e4(α−2β+)
]
, (4.25)
where Ω is the volume of the canonical fundamental region to be determined below.
Next we determine the canonical 1-form for each topology. Since the rotation matrices
of angle ±2π/k do not belong to Nil×˜D2 for k = 3, 4, 6, T 3(n)/Zk (k = 3, 4, 6) do not
allow locally Nil×˜D2-invariant data as in the case of E3.
4.2.1 T 3(n)
For this space the fundamental group is embedded in Nil, as is shown in Table 5, and the
moduli is determined by the two generators α = (a1, a2, a3) and β = (b1, b2, b3). Since
(p, q, r) ∈ Nil is transformed by HPDs (4.21) as
f(p, q, r)f−1 =
(
(p, q) tAˆ,∆r +
(
p q
)
tAˆ
( −d2
d1
))
, (4.26)
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a3 and b3 can be put to zero by HPDs with Aˆ = 1. Further by using the freedom of Aˆ, we
can transform the moduli matrix
(
a b c
)
to
B =
 1 X 00 1 0
0 0 1/n
R3(φ). (4.27)
Then the HPD freedom is eliminated except for residual discrete ones. There remains the
freedom of modular transformations among α and β represented by SL(2,Z) matrix as
well.
Taking K0 with X = 0 and φ = 0 as the base point, a deformation map fλ from K0 to
a generic moduli K is given by
fλ(x) = Fx; F =
 1 X 00 1 0
0 0 1
R3(φ). (4.28)
For the moduli K0 its generic element is written as
αpβqγr = (p, q,
r
n
), (4.29)
where p, q, r ∈ Z. Hence the fundamental region D0 of K0 is given by 0 ≤ x, y ≤ 1 and
0 ≤ z ≤ 1/n, and its volume by Ω = 1/n.
Inserting the above F into Eq.(2.59), we obtain
Θ = Ω
√
Q1Q2Q3
[
Tr(Q˙P ) + 2φ˙X(Q1P
1 −Q2P 2)
]
, (4.30)
which is written in terms of α, β±, pα, p± and pφ defined by
pφ :=
1√
3
p−X (4.31)
as
Θ = α˙pα + β˙+p+ + β˙−p− + φ˙pφ. (4.32)
Thus no degeneracy occurs in the canonical structure.
4.2.2 K3(n)
From Table 5, the generator β is a product of a transformation b in Nil and Rβ =
R1(π)R3(θ), which is a rotation of angle π around an axis in the x − y plane. Hence,
in order for β to be in Nil×˜D2, Rβ should coincides with R1(π) or R2(π). Since these
two cases are connected by the HPD with Aˆ =
(
0 −1
1 0
)
, we can put Rβ = R2(π), i.e.
θ = π, which implies a2 = 0 from the definition of R(θ) in Table 5. By the HPD given by
Eq.(4.21) with
Aˆ =
(
1/a1 0
0 1/b2
)
, (4.33)
(d1, d2, d3) =
(
b1
2a1
,
a3
a1b2
,
b3
2a1b2
− a
3b1
4(a1)2b2
)
(4.34)
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the corresponding moduli is transformed into one with the moduli matrix
(
a b c
)
=
 1 0 00 1 0
0 0 1/n
 . (4.35)
Hence the reduced moduli space consists of one point.
Transformations in the discrete group K0 are expressed in one of the following two
forms:
αpβ2qγr = (p, 2q,
r
n
+ pq), (4.36)
αpβ2p+1γr = (p, 2q + 1,− r
n
+
1
2
p(2q + 1))R2(π), (4.37)
where p, q, r ∈ Z. By these transformation, any point in Nil can be moved into the region
0 ≤ x, y ≤ 1. All the transformations in K0 that leave this region invariant are written in
the form
γr(x, y, z) = (x, y, z +
r
n
). (4.38)
Hence the fundamental region D0 of K0 is given by 0 ≤ x, y ≤ 1 and 0 ≤ z ≤ 1/n, and its
volume by Ω = 1/n. Since there exists no moduli freedom, the canonical 1-form is given
by
Θ = α˙pα + β˙+p+ + β˙−p−. (4.39)
4.2.3 T 3(n)/Z2
In this case all the generators of the moduli are always contained in Nil×˜D2. It is easy to
see that by a similar argument in the case T 3(n), HPDs transform a generic moduli matrix
to the form (4.27) with n replaced by 2n. Hence the deformation map is given by Eq.(4.28)
with the same replacement.
Transformations in K0 are written as
αpβqγr = (p, q,
r
2n
+
1
2
pq)R3(πr). (4.40)
Hence by the transformations of the forms αpβq, we can move any point in Nil to the region
|x|, |y| ≤ 1/2. This region is left invariant only by the transformations of the form γr. It is
easy to see that we can move any point to 0 ≤ z ≤ 1/2n by these transformations. Hence
the fundamental region D0 of K0 is given by |x|, |y| ≤ 1/2 and 0 ≤ z ≤ 1/2n, and its
volume by Ω = 1/2n. The canonical 1-form and the Hamiltonian are given by the same
expressions for T 3(n).
Finally note that α, β and γ2 satisfy the same relations as those among α, β and γ
for T 3(n). Hence we obtain the exact sequence for the fundamental group of the present
manifold M ,
1 → π1(T 3(n)) → π1(M) → Z2 → 1, (4.41)
which implies that M ≈ T 3(n)/Z2.
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4.2.4 T 3(2n)/Z2 ×Z2
In this case, in order for α to be in Nil×˜D2, Rα = R1(π)R3(θ) should be R1(π) or
R2(π). Hence, as in the previous case, we can put Rα = R1(π) by a HPD. Further by
the freedom d1, d2 and d3 of HPDs, we can put a3, c1 and c2 to zero. Then the HPD with
Aˆ =
(
1/a1 0
0 −1/a2
)
brings the generators to canonical forms
α = R1(π)(1,−1, 0), γ = R3(π)(0, 0, 1/n). (4.42)
Hence the moduli space is reduced to a single point.
To determine the fundamental region of this moduli K0, let us introduce the transfor-
mation β defined by
β := α−1γ = R2(π)(1, 1, 1/n). (4.43)
Then we obtain
[α2, γ2] = 1, [β2, γ2] = 1, [α2, β2] = (γ2)2n. (4.44)
From these relations we easily see that any transformation g in K0 is expressed in the form
g = α2pβ2qγ2r × {1, α, β, γ}. (4.45)
In particular, since {1, α, β, γ} forms the Klein group mod(α2, β2, γ2), we obtain the fol-
lowing exact sequence for the fundamental group of the present manifold M :
1 → π1(T 3(2n)) → π1(M) → Z2 ×Z2 → 1, (4.46)
which justifies our notation for M .
The fundamental region D0 is determined as follows. First by transformations of the
form α2pβ2q × {1, α}, we can move any point to the region 0 ≤ x ≤ 1, and by those of
{1, α2} × β2q to 0 ≤ y ≤ 1. Only transformations which leave the region 0 ≤ x, y ≤ 1
invariant are γ2r = (0, 0, 2r/n). Hence D0 is given by 0 ≤ x, y ≤ 1 and 0 ≤ z ≤ 2/n, and
its volume by Ω = 2/n. Since there exists no moduli freedom, the canonical 1-form is given
by the same expression as Eq.(4.39) for K3(n).
4.3 G˜0 = Isom0(Nil)
From the arguments in §4.1, Isom0(Nil)-invariant data are always invariant by Isom(Nil),
and the corresponding phase space is given by
Γ+H,D(Nil, Isom(Nil)) =
{
Q = [Q1, Q1, Q3], P = [P
1, P 2, P 3]
}
. (4.47)
HPDs (4.15) for Isom(Nil) transform the invariant basis (4.5) as
f ∗χI = AIJχ
J ; A = {1, R1(π)}
 kR 00
0 0 k2
 . (4.48)
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Nil×˜D2 T 3(n)
 1 X 00 1 0
0 0 1/n
R3(φ) 1n α˙pα + β˙+p+ + β˙−p−+φ˙pφ
K3(n)
 1 0 00 1 0
0 0 1/n
 1n α˙pα + β˙+p+ + β˙−p−
(Rβ = R2(π))
T 3(n)/Z2
 1 X 00 1 0
0 0 1/n
R3(φ) 12n α˙pα + β˙+p+ + β˙−p−+φ˙pφ
(Rγ = R3(π))
T 3(2n)/Z2 ×Z2
 1 1 0−1 1 0
0 1/n 1/n
 2n α˙pα + β˙+p+ + β˙−p−
(Rα = R1(π), Rβ = R2(π),
Rγ = R3(π))
Table 6: Canonical structure of compact orientable closed 3-manifold of type Nil
As in the case of E3 with G˜ = R3×˜SO(2), the Hamiltonian for the present case is
obtained from that for G˜ = Nil×˜D2, Eq.(4.25), simply by putting Q1P 1 = Q2P 2, or
β− = 0 and p− = 0:
H =
κ2
12Ω
Ne−3α
[
−p2α + p2+ +
3Ω2
κ2
e4(α−2β+)
]
. (4.49)
The arguments to determine the reduced moduli space and the canonical 1-form are
almost the same as those for G˜ = Nil×˜D2 except for T 3(n)/Zk(k = 3, 4, 6). Hence we just
outline the derivation for T 3(n), K3(n), T 3(n)/Z2 and T
3(n)/Z2 ×Z2.
4.3.1 T 3(n)
The moduli matrix is reduced by HPDs to the canonical form
(
a b c
)
=
 X Y 00 X−1 0
0 0 1/n
 . (4.50)
There exists no freedom of residual HPDs except in the subspace Y = 0 for which the
transformation X → X−1 gives the residual HPD. There remain modular transformations
isomorphic to Z. For the base point K0 with X = 1 and Y = 0, the deformation map is
given by
fλ(x) = Fx; F =
 X Y 00 X−1 0
0 0 1
 . (4.51)
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Symmetry Topology Moduli Ω Θ
Isom(Nil) T 3(n)
 X Y 00 X−1 0
0 0 1/n
 1n α˙pα + β˙+p+
(X > 0)
K3(n)
 X 0 00 X−1 0
0 0 1/n
 1n ′′
(X > 0, Rβ = R3(π))
T 3(n)/Z2
 X Y 00 X−1 0
0 0 1/2n
 12n ′′
(X > 0, Rγ = R3(π))
T 3(2n)/Z2 ×Z2
 X X 0−X−1 X−1 0
0 1/n 1/n
 2n ′′
(X > 0, Rα = R1(π),
Rβ = R2(π), Rγ = R3(π))
T 3(n)/Z3
 1 −1/2 1/20 √3/2 0
0 0
√
3
6n
−
√
3
48
 14n ′′
(Rγ = R3(2π/3))
T 3(n)/Z4
 1 0 00 1 0
0 0 1/4n
 14n ′′
(Rγ = R3(π/2))
T 3(n)/Z6
 1 1/2 −1/20 √3/2 0
0 0
√
3
12n
−
√
3
16
 18n ′′
(Rγ = R3(π/3))
Table 6(continued)
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For this transformation TrF˙F−1QP vanishes. Hence the canonical structure is degenerate
in the moduli sector, and the canonical 1-form is given by
Θ = α˙pα + β˙+p+. (4.52)
The volume of the fundamental region is Ω = 1/n.
4.3.2 K3(n)
By the rotationR3(−π/2+θ/2) in HPDG+(Nil, Isom(Nil)), α and β transform to generators
of the forms (a1, 0, a3) and R2(π)(b
1, b2, b3), respectively. Further by a transformation
d ∈ Nil, they can be put into the form (a1, 0, 0) and R2(π)(0, b2, 0), and by rotations R1(π)
and R2(π) if necessary, a
1 and b2 can be made positive. Hence the reduced moduli matrix
is given by (
a b c
)
=
 X 0 00 X−1 0
0 0 1/n
 . (4.53)
There exists no residual freedom of modular transformations, but the discrete HPD X →
X−1 remains.
For the base point K0 with X = 1, the deformation map is given by
fλ(x) = Fx; F =
 X 0 00 X−1 0
0 0 1
 , (4.54)
which is a special form of that in the previous case. Hence the canonical structure becomes
degenerate in the moduli sector again, and the canonical 1-form is given by Eq.(4.52). Ω
is equal to 1/n.
4.3.3 T 3(n)/Z2
By the freedom of Nil-translation d of HPDs, c1 and c2 can be put to zero. Hence by
rotations around the z-axis and scalings in HPDG+(Nil, Isom(Nil)), the moduli matrix is
put in the form (
a b c
)
=
 X Y 00 X−1 0
0 0 1/2n
 . (4.55)
This is obtained from that for T 3(n) by replacing n by 2n, and the same deformation map
can be used. Hence the results for T 3(n) apply to the present case by the same replacement.
4.3.4 T 3(2n)/Z2 ×Z2
By a translation parallel to the x − y plane and a rotation around the z-axis, α and γ is
put into the forms R1(π)(a
1, a2, 0) and R3(π)(0, 0,−a1a2/n), respectively. By the rotation
R1(π) and scaling they are further transformed to R1(π)(X,−1/X, 0) and R3(π)(0, 0, 1/n).
Hence by introducing β defined by
β := α−1γ = R2(π)(X, 1/X, 1/n), (4.56)
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we obtain the following canonical form of the moduli matrix:
(
a b c
)
=
 X X 0−X−1 X−1 0
0 1/n 1/n
 . (4.57)
The deformation map coincides with that for K3(n). Therefore the canonical 1-form is
given by Eq.(4.52), and Ω by 2/n.
4.3.5 T 3(n)/Zk(k = 3, 4, 6)
By translations, scalings and rotations in HPDG+(Nil, Isom(Nil)), we can completely elim-
inate the continuous freedom of the moduli. Further by R1(π) we can transform Rγ =
R3(−2π/k) to R3(2π/k). Hence the moduli space is reduced to a single point whose mod-
uli matrix is given in Table 6.
The fundamental region is determined as follows. First from the commutation relations
in Table 5 we obtain
[γk, α] = 1, [γk, β] = 1, [α, β] = (γk)n, (4.58)
which leads to the exact sequence
1 → π1(T 3(n)) → π1(M) → {1, γ, · · · , γk−1} → 1. (4.59)
Since {1, γ, · · · , γk−1} is isomorphic to Zk modγk, we obtain M ≈ T 3(n)/Zk.
In the case k = 3, transformations in K0 corresponding to the above moduli matrix are
given by one of the following three:
αpβqγ3r =
(
p− q
2
,
√
3
2
q,
√
3
4
pq +
√
3
2n
r
)
, (4.60)
αpβqγ3r+1 =
(
p− q
2
− 1
4
,
√
3
2
q +
√
3
4
,
√
3
4
pq +
√
3
2n
(r +
1
3
) +
√
3
8
p−
√
3
48
)
×R3
(
2π
3
)
, (4.61)
αpβqγ3r+2 =
(
p− q
2
− 1
2
,
√
3
2
q,
√
3
4
pq +
√
3
2n
(r +
2
3
)−
√
3
8
q +
√
3
48
)
×R3
(−2π
3
)
. (4.62)
From this we find that the hexagon with the vertices(
xj
yj
)
= R
(
jπ
3
)(
0
1/
√
3
)
+
( −1/4√
3/4
)
(j = 0, · · · , 5) (4.63)
gives a fundamental region in the x − y plane. Further γr leaves this region invariant.
Hence noting that γ3 maps z = 0 plane to z =
√
3/2n plane, we find that the volume of
the fundamental region is given by Ω = 1/4n.
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Symmetry Space Q P Nm N Nc Nd Ncc HPD Modular
Nil×˜D2 T 3(n) 3 3 2 8 8 0 1 © ©
K3(n) 3 3 0 6 6 0 1 × ×
T 3(n)/Z2 3 3 2 8 8 0 1 © ©
T 3(2n)/Z2 ×Z2 3 3 0 6 6 0 1 × ×
Isom(Nil) T 3(n) 2 2 2 6 4 2 1 △ ©
K3(n) 2 2 1 5 4 1 1 © ×
T 3(n)/Z2 2 2 2 6 4 2 1 △ ©
T 3(n)/Z2 ×Z2 2 2 1 5 4 1 1 × ×
T 3/Zk(k = 3, 4, 6) 2 2 0 4 4 0 1 × ×
Table 7: Canonical and degenerate degrees of freedom for LHS of type Nil
Next in the case k = 4, since the generators are simply given by
α = (1, 0, 0), β = (0, 1, 0), γ = R3(π/2)(0, 0, 1/4n), (4.64)
the fundamental region is given by 0 ≤ x, y ≤ 1, 0 ≤ z ≤ 1/4n, and its volume by Ω = 1/4n.
Finally in the case k = 6, we find by an argument similar to the case k = 3 that the
hexagon with vertices(
xj
yj
)
= R
(
jπ
3
)(
1/
√
3
0
)
+
(
1
−√3
)
(j = 0, · · · , 5) (4.65)
gives a fundamental region in the x − y plane, and γ6 maps z = 0 plane to z = √3/2n
plane. Hence the volume of the fundamental region is give by Ω = 1/8n.
In all the cases Θ and H are give by the same expressions as those for T 3(n).
4.4 Summary
As a summary of the results, the form of the reduced moduli matrix, the volume Ω of the
fundamental region for the base moduli point and the canonical 1-form Θ are listed for each
invariance group and topology in Table 6. Further the degrees of freedom of the covering
data Q and P , the dimension Nm of the reduced moduli space, the total dimension N of
the invariant phase space, the non-degenerate and the degenerate degrees of freedom of the
canonical variables, Nc and Nd, and the number of connected components of the invariant
phase space are listed in Table 7.
From these tables we see that the canonical structure of Γ+LH,inv(Nil,Nil×˜D2) is sim-
ilar to that of Γ+LH,inv(E
3,R3×˜D2), and no degeneracy occurs. On the other hand, for
Γ+LH,inv(Nil, Isom(Nil)), the canonical structure becomes completely degenerate in the mod-
uli sector. Though the dimensions of the phase space and the reduced moduli are different,
the degrees of degeneracy coincide with those for Γ+LH,inv(E
3,R2×˜SO(2)×˜D2). This sug-
gests that in these cases the degeneracy of the canonical structure is closely related with the
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structure of the isotropy groups of the invariance groups, although the Γ+LH,inv(Nil, Isom(Nil))
has no simple relation to Γ+LH,inv(Nil,Nil×˜D2) as in the case of E3.
§5 LHS of type Sol
In this section we determine the canonical structure of locally homogeneous pure gravity
systems on compact closed orientable manifolds of type Sol.
5.1 Basic properties
5.1.1 Gmax and HPDG
+(Gmax)
Sol is a simply connected 3-dimensional group classified as type VI(0) in the Bianchi
scheme, and homeomorphic to R3. We adopt the parameterization of the group such that
the product of two elements are written as
(a, b, c)(x, y, z) = (a+ e−cx, b+ ecy, c+ z). (5.1)
In terms of the generators of its Lie algebra,
ξ1 = ∂x, ξ2 = ∂y, ξ3 = ∂z − x∂x + y∂y, (5.2)
its structure is expressed as
[ξ1, ξ2] = 0, [ξ3, ξ1] = ξ1, [ξ3, ξ2] = −ξ2. (5.3)
As the invariant basis we adopt
χ1 = ezdx+ e−zdy, χ2 = ezdx− e−zdy, χ3 = dz, (5.4)
dχ1 = χ3 ∧ χ2, dχ2 = χ3 ∧ χ1, dχ3 = 0, (5.5)
which is obtained by rotation of angle π/4 around the z-axis from the natural invariant
basis.
The maximally symmetric metric on Sol is given by
ds2 = Q1[(χ
1)2 + (χ2)2] +Q3(χ
3)2
= 2Q1(e
2zdx2 + e−2zdy2) +Q3dz2, (5.6)
where Q1 and Q3 are arbitrary positive constants. From this we see that Isom(Sol) has
8 connected components, and Sol is its maximal connected subgroup. The other discrete
components are represented by the product of Sol and elements of the discrete subgroup
of rank 8 generated by R3(π), −R1(π) and J defined by
J =
 0 1 01 0 0
0 0 −1
 (5.7)
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which is the rotation of angle π around the line x = y, z = 0. Among these 8 components,
four of them consist of orientation-reversing transformations, while the other four give the
maximal orientation-preserving symmetry group Isom+(Sol) = Sol×˜{1, R3(π), J, JR3(π)} ∼=
Sol×˜D2. f ∈ Isom+(Sol) is written as
f(x) = {1, J} × {1, R3(π)} ×

 e
−c3 0 0
0 ec
3
0
0 0 1
x+
 c
1
c2
c3

 , (5.8)
by which the invariant basis transforms as
f ∗χI = AIJχJ ; A = {1, R1(π)} × {1, R3(π)}. (5.9)
The automorphism group of Sol consists of elements which transform the generators of
the Lie algebra as
φ(ξ1, ξ2, ξ3) = (ξ1, ξ2, ξ3){1, J} ×
 k1 0 c
1
0 k2 −c2
0 0 1
 . (5.10)
They are induced from f ∈ HPDG+(Sol, Sol) given by
f(x) = {1, J} ×

 k1 0 00 k2 0
0 0 1
x+
 d
1 − c1e−z
d2 + c2ez
d3

 . (5.11)
The corresponding transformation of the invariant basis is given by
f ∗χI = AIJχJ ; A = {1, R1(π)} ×
 k+ k− c+k− k+ c−
0 0 1
 , (5.12)
where k± and c± are
k± :=
1
2
(k1e
d3 ± k2e−d3), c± := c1ed3 ± c2e−d3 . (5.13)
The subset HPDG+(Sol, Isom+(Sol)) is easily obtained from these HPDs. Its elements
are expressed as
f(x) = {1, J}

 ke
−d3 0 0
0 ked
3
0
0 0 1
x+
 d
1
d2
d3

 , (5.14)
which transforms the invariant basis as
f ∗χI = AIJχJ ; A = {1, R1(π)}
 k 0 00 k 0
0 0 1
 . (5.15)
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Space Fundamental group and representation
Sol(n;ω1, ω2) [α, β] = 1, γαγ
−1 = αpβq, γβγ−1 = αrβs;
(
p q
r s
)
∈ SL(2,Z)
n = p + s, ω1 =
p−s+√n2−4
2r
, ω2 =
p−s−√n2−4
2r
n > 2 : α = (b1ω1, b
2ω2, 0)
β = (b1, b2, 0) (b1b2 6= 0)
γ = (c1, c2, c3); ec
3
= n+
√
n2−4
2
n < −2 : α = (b1ω1, b2ω2, 0)
β = (b1, b2, 0) (b1b2 6= 0)
γ = R3(π)(c
1, c2, c3); ec
3
= |n|+
√
n2−4
2
Table 8: Fundamental groups and their representation in Isom+(Sol) of compact closed
orientable 3-manifolds of type Sol
5.1.2 Phase space of homogeneous covering data
It is easy to see that by HPDs (5.11) the components QIJ of the covering homogeneous
metric q˜ with respect to the invariant basis are put to the diagonal form Q = [Q1, 1/Q1, Q3].
For this metric the diffeomorphism constraint (2.63) is written as
P 12 = P 23 = P 13 = 0. (5.16)
This implies that the Sol-invariant covering data satisfying the diffeomorphism constraint
is alway invariant by Isom+(Sol). Hence the only non-empty phase space of homogeneous
covering data is
Γ+H,D(Sol, Isom
+(Sol)) =
{
Q = [Q1, Q2, Q3], P = [P
1, P 2, P 3]
}
. (5.17)
Thus, when expressed by the components with respect to the invariant basis, the cov-
ering data have the same structure as those for E3 and Nil. In particular the same param-
eterization of them (3.30)-(3.32) and (3.24)-(3.26) can be used to diagonalize TrQ˙P in Θ.
Further, since the Ricci scalar curvature of the metric q˜ is given by
R = −(Q1 +Q2)
2
2Q1Q2Q3
= −2e−2α+4β+ cosh2(2
√
3β−), (5.18)
the Hamiltonian is given by
H =
κ2
12Ω
Ne−3α
[
−p2α + p2− + p2+ +
12Ω
κ2
e4(α+β+) cosh2(2
√
3β−)
]
. (5.19)
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Symmetry Topology Moduli Ω Θ
Isom+(Sol) Sol(n;ω1, ω2)
 ω1 1 0±ω2 ±1 0
0 0 c3
 |ω1 − ω2|ec3 α˙pα + β˙+p+ + β˙−p−
Table 9: Canonical structure of compact orientable closed 3-manifold of type Sol
5.2 Topology and Moduli space
All the orientable compact closed manifolds of type Sol are torus bundles over S1 with
hyperbolic gluing maps. Conversely any torus bundle over S1 defined by a hyperbolic
gluing map admit a locally homogeneous structure modeled on Sol. Hence in terms of
a matrix Z =
(
p q
r s
)
∈ SL(2,Z), the fundamental group π1(M) is described by the
relations among the generators of the fiber torus, α and β, and the generator γ for the
base space S1 as in Table 8. The condition that the gluing map is hyperbolic is expressed
in terms of n = p + s as |n| > 2.
Abstract groups defined by Z and Z ′ in SL(2,Z) are isomorphic if and only if there
exist an integer matrix V ∈ GL(2,Z) such that
Z ′ = V ZV −1. (5.20)
Since this modular transformation preserves the trace of Z, fundamental groups with dif-
ferent values of n are obviously non-isomorphic. However, the isomorphism class is not
classified only by n2. In fact, since the two roots of the quadratic equation
x =
px+ q
rx+ s
(5.21)
transform as
x′ =
ax+ b
cx+ d
; V =
(
a b
c d
)
, (5.22)
it can be easily shown that the isomorphism classes of the fundamental group are in one-to-
one correspondence with the equivalence classes of the roots of Eq.(5.21) under the modular
transformation (5.22) for given n. From the theorem of the continued fraction, the latter
are determined by the divisor of n2− 4 with the form k2 and the equivalence classes of the
reduced quadratic irrationals associated with the determinant D = (n2−4)/k2, whose count
is finite. Thus for each n there exist a finite number of different isomorphism classes. For
example, for n = 8, there exist two isomorphism classes represented by matrices
(
7 6
1 1
)
and
(
7 3
2 1
)
.
2In Ref.[3] it is stated that the isomorphism class is in one-to-one correspondence with the value of n,
but it is not correct
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The nature of the embedding of the fundamental group differs for n > 2 and n < −2; in
the former case π1(M) is embedded into Sol, while in the latter case γ is contained in the
component R3(π)×Sol, as shown in Table 8. Now we determine their canonical structure.
5.3 Canonical Structure
First we consider the case n > 2. In this case we can put c1 = c2 = 0 by a HPD of the
form (d1, d2, 0) ∈ Sol. Then the HPD with d1 = d2 = 0 keeps the form of γ and transforms
the (x, y) components of α and β as
f∗
(
b1ω1 b
1
b2ω2 b
2
)
=
(
ke−d
3
b1 0
0 ked
3
b2
)(
ω1 1
ω2 1
)
. (5.23)
From the theorem of the continued fraction we can always find ω1 from each equivalence
class such that ω1 > 1 and −1 < ω2 < 0 corresponding to the reduced quadratic irrationals
with the helps of the combination of the modular transformation γ → γ−1 and the HPD J
if necessary. For this choice (b1, b2) can be transformed to (1, 1) for b1b2 > 0 and to (1,−1)
for b1b2 < 0, respectively. Hence the moduli matrix is reduced to
(
a b c
)
=
 ω1 1 0±ω2 ±1 0
0 0 c3
 , (5.24)
where ec
3
= (n +
√
n2 − 4)/2. Thus the moduli space M(M, Isom+(Sol)) reduces to two
points. These two points are connected only by orientation-reversing transformations. The
canonical 1-form is simply given by
Θ = α˙pα + β˙+p+ + β˙−p−. (5.25)
For the moduli K0 corresponding to Eq.(5.24), a generic transformation belonging to
it is simply expressed as
αuβvγw = (uω1 + v,±(uω2 + v), wec3). (5.26)
Hence the fundamental region is given by a parallelepiped and its volume by
Ω = |ω1 − ω2|ec3 = n
2 − 4 + n√n2 − 4
2|r| . (5.27)
The Hamiltonian for the system is obtained just by inserting this into Eq.(5.19).
The argument for the case n < −2 is quite similar. Though γ now contains a factor
R3(π), it does not affect the above derivation, and we get the same result except that n
should be replaced by |n| in the expression for Ω.
Thus for the locally homogeneous systems of type Sol, there exists no freedom of moduli
and there occurs no degeneracy in the canonical structure.
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§6 Summary and Discussion
In this paper we have developed a general algorithm to determine the diffeomorphism-
invariant phase space and its canonical structure of locally homogeneous system on a
compact closed 3-manifold, and have applied it to locally homogeneous pure gravity systems
of the Thurston type E3, Nil and Sol.
The main difference of our formulation from the conventional ones such as that adopted
in Ref.[3, 4, 5] consists in the point that we have classified the diffeomorphism classes of
canonical data which contain both the configuration variables and their conjugate momen-
tums. Though this is a simple extension of the conventional approach, it has enabled us to
obtain directly the canonical structure of the phase space of a locally homogeneous system
from that of a generic system on a compact manifold. Further, together with a neat treat-
ment of the invariance group of the canonical data, it has given us a natural decomposition
of the diffeomorphism invariant phase space into the sector describing the local structure
of locally homogeneous data and the reduced moduli sector describing the global structure
of the data. This moduli sector is in general smaller than that obtained by just considering
the structure of metric data. As we have shown, the dynamics of this moduli sector is
frozen. Though this point was already clearly stated in Ref.[4] and was used in a crucial
way in their formulation, the statement and the proof in our paper is more exact in the
treatment of possible discrete components of the invariance group of data, to which the
HPD freedom and the corresponding gauge-fixing in the moduli sector is very sensitive.
All the results of our analysis of the locally homogeneous pure gravity systems are con-
tained in tables 3, 4, 6, 7 and 9. As these tables show, the canonical structure and the
dynamics of locally homogeneous pure gravity systems are quite simple in our decompo-
sition of the phase space variables to the local sector and the moduli sector, except for
the degeneracy in the canonical structure. This degeneracy implies that locally homoge-
neous systems are not canonically closed in the full diffeomorphism-invariant phase space
of generic data. In particular it is meaningless to discuss the quantum dynamics of a locally
VII(0)-homogeneous system. It will be an interesting problem to find a canonically closed
minimal sector which contains the locally VII(0)-system.
As we touched upon in the analysis of the locally homogeneous pure gravity systems, the
reduction of the moduli space by gauge-fixing often leaves freedoms of discrete HPDs and
modular transformations. These residual discrete transformations introduce non-trivial
topological structures as well as conic singularities into the phase space. The influence of
these topological structures of the classical phase space on their quantum theory may be
an interesting problem.
Finally we comment on the other locally homogeneous pure gravity systems. In gen-
eral locally homogeneous systems are covered by Bianchi models or the Kantowski-Sachs
model. The former is further classified into two subclasses, class A and class B. In this
classification our analysis only covers four of the class A Bianchi models, type I, II, VI(0)
and VII(0). However, these models exhaust all the interesting cases except one as far as
the canonical structure is concerned. First locally homogeneous systems modeled on S3
(type IX) have no moduli freedom. Hence its canonical structure is essentially determined
by their homogeneous covers. Second, among the class B Bianchi models, type V and
type VII(A 6= 0) belong to the same Thurston type, H3, hence they do not have contin-
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uous moduli freedom either(see Table 1). Among the remaining two Bianchi models with
compact quotients, VIII and III, III can be embedded into two Thurston types, H2 × E1
and ˜SL2R. In the former case, the canonical structure is essentially determined by that
in the 2-dimensional systems on H2. On the other hand, in the latter case, the systems
become locally VIII-homogeneous at the same time. Thus they have both class A and class
B symmetries. This is the only important case we have not analyzed. Since our analy-
sis shows that the canonical structure becomes in general degenerate when the invariance
group has non-trivial isotropy groups, the analysis of these locally homogeneous systems
of type ˜SL2R will give useful information on the origin of degeneracy of the canonical
structure as well as the dynamics of local homogeneous systems with class B symmetry(cf.
Ref.[5]. This problem will be pursued in a future work.
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