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provide additional information on the behavior of both models as well as more information on the statistics of surprising surprises.
Statistics of Surprising Surprises
For each LME region, we calculated the number of surprises encountered over 20 year periods. We then compared this with the number of surprises we would expect based on Ps. We refer to elevated frequency of surprising temperatures as "surprising surprises." To simplify the presentation of the regional number of surprising surprises (and also periods when fewer surprises are encountered than expected), we divided the LMEs into four contiguous regions (Fig. S1 ). The time series of the number of surprising surprises over rolling 20-year windows are displayed in Fig. 2A .
To diagnose what is driving the increase in surprising surprises, we computed the trend and variability for each LME over the 15 year period 2004-2018. We then built linear models of the number of surprising surprises (ΔS= difference between observed and expected over the final 20 year window) using the difference in the trend (ΔTrend) and variability (Δ ) between the recent period an earlier 15 year period, i.e.
ΔS=A ΔTrend + B Δ + C (11). We tested models using earlier periods ending in years 1989-2017. All models prior to 2002 were significant (p<0.01). The model using 1986-2000 was the best (R 2 =0.35), though the models for 1985-1999 (R 2 =0.34) and 1976-1990 (R 2 =0.34) were comparable. Focusing on the 1986-2000 period, we fit models with each factor separately and compared these with the full model. All three models were significant (p<0.01). The model using only the change in standard deviation was slightly better than the model using only the change in the trend (R 2 =0.22 compared with 0.19, Table S2 ). However, the full model was significantly better than the simpler model (R 2 =0.35) and had a much lower AIC score. Fig. 2C plots the predicted value of ΔS from the full model against the observed number of surprising surprises.
Parameter sensitivity of economic model
The main free parameter in the economic model is the cost of switching (c). This allows the model to simulate different kinds of decisions or investments. Our goal is not to represent a particular decision, but rather to characterize how the cost of switching strategies influences the sensitivity to trends.
When there is no cost of switching, normalized returns in both the backward-( Fig. S1A , left) and forward-( Fig. S2B , left) looking decline with increasing trend. In both strategies, there is a more rapid decline in return in environments with lower inherent variability. The backward looking strategy outperforms the forward-looking strategy when trends are weak ( Fig. S1C, left) . However, as trends become larger, the forward-looking strategy becomes increasingly better.
As the cost of switching increases to 1 or 10, the decline in returns with increasing warming in the backward-looking strategy is even stronger (Fig. S2A ), while the forward-looking strategy changes little or even increases slightly when c=10 (Fig. S2B ). With c=100, the returns from both models decline considerably, with the declines much stronger for the backward-looking strategy. This suggests that it is even more important for high cost investments like major infrastructure projects to consider expected trends.
Parameter sensitivity of ecosystem model
There are two unconstrained parameters in the ecosystem model. The parameter ϕ was introduced to allow for coexistence in models where species are competing (1) . We looked at the interaction between variance and trend for ecosystems where competition is strong (ϕ=0.25, top rows of Fig. S3 and Fig. S4 ) to ecosystems where there is no interaction among species (ϕ=1, bottom rows). For each level of competition, we tested communities of organisms with four different doubling times: D=0.5, 1, 2, and 4 years arranged left-to-right in Fig. S3 and Fig. S4 .
Increasing the doubling time had the strongest effect. As doubling time increases (as the intrinsic rate of growth decreases), relative abundance declines more sharply with increasing trend (moving left-to-right in Fig. S3 ). The sensitivity to the trend is strongest when there is strong competition among species in the community. As competition decreases, abundance still declines under strong trends, but the declines are less severe (moving top-to-bottom in Fig. S3 ).
The impact of trends on diversity is more complicated. In all configurations, diversity initially decreases with increasing warming rate but then increases when warming is severe. This affect is most apparent when competition is strong (top row of Fig. S4 ) and when the doubling time is 1 or greater. When competition is weaker, the change in diversity becomes less negative when the trends are low and more positive when the trends are high.
The increase in diversity when trends are strong deserves some comment. In this model, increased diversity occurs when overall abundance is very low. In these model states, all species are doing poorly, so the evenness is very high. Thus, these model states do not conform with what most people would think of as a high diversity ecosystem such as a coral reef or rainforest. Instead, the model depicts an ecosystem with a small number of several different kinds of unhappy organisms. Table S2 . Linear models for the number of surprising surprises as a function of the change in trend (ΔTrend) and change in the variability (Δ ). For each independent variable, the change is the difference between the 15 year period ending in 2018 and the period ending in 2000. The coefficients for the two variables and the constant term (C) are shown for trend-only, variability only, and for the full model. All models were significant (p<0.01), and the R 2 and AIC statistics were used to evaluate model performance. 
