Abstract -To obtain a patient-specific cardiac electrophysiological (EP) model, it is important to estimate the 3-D distributed tissue properties of the myocardium. Ideally, the tissue property should be estimated at the resolution of the cardiac mesh. However, such high-dimensional estimation faces major challenges in identifiability and computation. Most existing works reduce this dimension by partitioning the cardiac mesh into a pre-defined set of segments. The resulting low-resolution solutions have a limited ability to represent the underlying heterogeneous tissue properties of varying sizes, locations, and distributions. In this paper, we present a novel framework that, going beyond a uniform low-resolution approach, is able to obtain a higher resolution estimation of tissue properties represented by spatially non-uniform resolution. This is achieved by two central elements: 1) a multi-scale coarse-tofine optimization that facilitates higher resolution optimization using the lower resolution solution and 2) a spatially adaptive decision criterion that retains lower resolution in homogeneous tissue regions and allows higher resolution in heterogeneous tissue regions. The presented framework is evaluated in estimating the local tissue excitability properties of a cardiac EP model on both synthetic and real data experiments. Its performance is compared with optimization using pre-defined segments. Results demonstrate the feasibility of the presented framework to estimate local parameters and to reveal heterogeneous tissue properties at a higher resolution without using a high number of unknowns.
I. INTRODUCTION
C ARDIAC disease is the leading cause of mortality worldwide [1] . To determine treatments for cardiovascular disease, traditional medicine typically relies on prior experiences and empirical data from similar patients. However, this 'one-size-fit-all' strategy is often sub-optimal partly owing to large anatomical and physiological variations among individuals [2] . Recent advances in mathematical modeling and medical imaging technologies have facilitated the use of multi-scale cardiac models as patient-specific predictive and prognostic tools. Promising examples include the design of cardiac resynchronization therapy for ventricular dysynchrony [1] , the design of ablation therapy for atrial fibrillation [3] , and risk stratification of sudden cardiac death for the insertion of implantable cardioverter defibrillator [2] .
Owing to the advances in medical imaging technologies, high-fidelity patient-specific anatomical models have become possible [2] . However, an accurate physiological model requires more than an accurate geometry: it is also important to obtain patient-specific tissue properties (in the form of model parameters). However, these model parameters have to be inferred from sparse and indirect measurements. This often involves a challenging optimization problem to match the output of a sophisticated physiological model to the measurement data. Moreover, material properties of the heart are spatially varying, with local abnormality and heterogeneity bearing important physiopathological implications. This means that an accurate characterization of patient-specific material properties involves a high dimension of unknowns.
Numerous approaches have been developed to estimate patient-specific model parameters, mostly tackling the challenge of having a physiological model in the objective function. These include derivative-free optimization [1] , [4] , [5] , Bayesian estimation by building surrogates using Polynomial chaos [6] or Gaussian process [7] , and Bayesian filtering [8] . Essentially, all these methods involve a non-intrusive, repeated evaluation of the physiological model. However, none of the existing methods can be directly applied to estimate highdimensional model parameters corresponding to the spatiallyvarying material properties. This is because the increased dimension of unknowns: 1) increases the ill-posedness of the problem, where estimation of parameters at the resolution of the discrete cardiac mesh is likely to be unidentifiable given limited indirect measurements, and 2) leads to an exponential increase in the number of model evaluations, where each model evaluation itself is computationally intensive.
As a result, most previous works resort to the estimation of parameters at a reduced spatial dimension. Many works focus on the estimation of a global parameter [9] , [10] by assuming uniform tissue property throughout the myocardium. Although such estimation allows a fast model calibration, it does not capture the locally varying tissue properties. Another approach is to reduce the dimension of the unknowns by partitioning the cardiac mesh into pre-defined segments and to assume uniform parameter value within each segment. This reduces the spatial field of tissue properties to a low-resolution representation (in the range of 3-26 segments) [1] , [4] , [7] , [11] . As a result of this drastically decreased resolution, the solution has limited ability to reflect different levels of tissue heterogeneity, or the existence of local abnormal tissue with various sizes and distributions. Additionally, as the number of pre-defined segments increases, a good initialization is shown to become critical to the accuracy of parameter estimation [4] . This unfortunately relies on the availability of measurement data that can reveal diseased regions a priori. Therefore, a critical gap remains in personalized modeling between the needs for a high resolution estimation of spatially-varying parameters and the difficulty to accommodate such high dimensionality by existing optimization methods.
To bridge the above gap, the central aim of this study is to develop an optimization framework that, instead of a uniform low-resolution representation of the parameter field, can obtain a higher resolution non-uniform representation consisting of higher resolution in heterogeneous regions and lower resolution in homogeneous regions. It is based on the key assumption that not all spatial dimensions corresponding to individual nodes in the cardiac mesh are independent; rather, dimensions corresponding to the neighboring nodes maybe correlated. By automatically dedicating higher resolution to more informative regions, the presented framework allows us to maximize the knowledge of tissue properties we can obtain from limited data, given a limited budget of dimensionality any optimization method can handle. The key contributions of this work are as follows:
i. A multi-scale optimization framework that progressively optimizes from lower resolution to higher resolution, where a lower resolution solution is used to facilitate the higher resolution optimization. ii. An adaptive decision criterion that allocates higher resolution to regions with heterogeneous tissue properties, allowing a higher resolution parameter estimation without using a large number of unknowns. iii. Development of the presented framework with two optimization methods: 1) Gaussian process (GP) surrogate based optimization (GPO) [12] , and 2) Bound Optimization BY Quadratic Approximation (BOBYQA) [13] ; and comparison with standard BOBYQA carried out on a predefined division of cardiac mesh into 26 segments.
iv. Evaluation of the presented framework in the estimation of local tissue excitability in a 3D cardiac EP model, using several measurement data including 120-lead ECG, 12-lead ECG, and epicardial action potentials. It is noteworthy that limited work has been done on estimating local electrophysiological properties using non-invasive ECG data [11] , [14] . We tested the performance of the presented framework on three categories of experiments. First, on synthetic experiments, we evaluated the presented method in estimating local tissue excitability: 1) in the presence of infarcted tissues of varying sizes and locations, and 2) using 120-lead ECG vs. using 12-lead ECG. Second, we applied the presented method to estimate local tissue excitability on seven patients with prior myocardial infarction, where a subset of epicardial potentials simulated from a high-resolution ionic EP model binded to the parameter estimation framework is used as measurement data. Finally, we conducted two pilot studies on patients who underwent catheter ablation of ventricular tachycardia due to prior tissue infarction by using non-invasive 120-lead ECG as measurement data. Results show that the presented framework is able to characterize local abnormal infarct tissues without using any knowledge of the abnormal tissue derived from other data modalities.
II. MODELS OF CARDIAC ELECTROPHYSIOLOGY

A. Cardiac Electrophysiological Model
Over the last few decades, a wide range of computational models of cardiac electrophysiology varying in the level of complexity and detail have been developed [15] . These models can be broadly classified into three types: biophysical, Eikonal and phenomenological. Biophysical models capture the microscopic level ionic interactions within the cardiac cell and through the cell membrane. Because these models typically consist of a large number of parameters and are computationally intensive, they have found limited application in local parameter estimation. In contrast, the Eikonal models focus only on the propagation of the electrical wave-front and cannot accurately describe the action potential. Phenomenological models offer a level of detail that lies in between these two types of models. They capture the key macroscopic dynamical properties such as the inward and outward current. Because these models have a small number of parameter and a faster execution time compared to the biophysical models [16] , they offer a practical balance between model plausibility and computational feasibility for local parameter estimation.
Without the loss of generality, in this study we consider local parameter estimation for the two-variable Aliev-Panfilov (AP) [17] model:
where u is the normalized transmembrane action potential ([0, 1]), z is the recovery current and ε = e0 + (μ 1 z)/ (u + μ 2 ) controls the coupling between the transmembrane action potential and the recovery current. Parameter D is the Fig. 1 . Result of one-factor-at-a-time sensitivity analysis of the AP model. Mean (solid black) and standard deviation (std) (shaded blue) throughout the action potential duration resulting from the variation in each model parameter.
diffusion tensor, c controls the repolarization, and a controls the excitability of the cell.
To select the parameter to be estimated in the AP model, we conduct a one-factor-at-a-time sensitivity analysis of the AP model. As a baseline, we use the values of the parameters as documented in literature [17] : a=0.15, c = 8, e0 = 0.002, μ 1 = 0.2, and μ 2 = 0.3. The shaded blue region in Fig. 1 shows the standard deviation of u throughout the action potential duration resulting from the variations in each model parameter. As shown, the average of these standard deviations is the highest as a result from the variations in parameter a (tissue excitability). Furthermore, tissue excitability is documented to be closely associated with the ischemic severity of the myocardial tissue [16] . Therefore, in this study, we will consider the application of the presented framework in estimating parameter a of the AP model. The physiological bounds on the value of parameter a is [0, 0.5] in which a ∼ 0.15 represents normal excitability and an increase in the value represents an increase in the severity of tissue infarct until a ∼ 0.5 represents necrotic tissue. For the rest of the parameters, their values are fixed to standard values as specified above. We also fix the values of longitudinal conductivity to 0.24Sm −1 and transversal conductivity to 0.024Sm −1 [18] . The EP model is solved on 3D myocardium discretized using the meshfree method [19] .
B. ECG Measurement Model
Action potential inside the heart produces potential on the body surface that is measured as time-varying ECG signals. The relationship can be described by the quasi-static approximation of the electromagnetic theory [20] . Solving the governing equations on the discrete mesh of heart and torso, a linear biophysical relationship between the ECG and action potential can be obtained [19] as:
= Hu(θ ), where is the discrete time ECG signals from all the leads on the body surface, H is the transfer matrix unique to patient-specific heart and torso geometry, u(θ ) is the transmembrane action potential as a function of θ , and θ is the spatially-varying local parameters a of the AP model (1) at the dimensionality determined by the discrete cardiac mesh.
III. SPATIALLY-ADAPTIVE MULTI-SCALE OPTIMIZATION
Estimation of the three dimensionally distributed tissue excitability in a cardiac mesh with m nodes can be formulated as an optimization problem: with bounds constraint: = {θ ∈ R m |lb ≤ θ ≤ ub}. The objective function J could be any measure of similarity between the model output and the measured ECG Y, such as a measure of the similarity in signal magnitude by squared error, or a measure of the similarity in signal morphology by correlation coefficient. Because the measurement ECG data tend to be noisy and there is often a scale difference between the measured and simulated data, we use an objective function consisting of correlation coefficient and squared error term.
where l is the number of body surface leads, t is the number of discrete time samples, and¯ i andȳ i are respectively the mean of simulated and measured ECG on the i th body surface lead. The correlation coefficient takes value in the range [−1, 1] and the value of the squared error mainly depends on the unit of measurement data. Parameter λ is empirically adjusted using the knowledge of the two. The direct estimation of θ involves a high-dimensional optimization that is infeasible due to high ill-posedness and prohibitively large computation. To maximize the resolution of local parameter estimation using a limited dimensionality of unknowns, we present a spatially-adaptive multi-scale scheme that can be used in conjunction with any optimization method. This framework consists of three key components: 1) a multi-scale hierarchical representation of the spatial domain, 2) a coarse-to-fine optimization, and 3) a criterion for adaptive spatial resolution adjustment that favors higher resolution in heterogeneous regions. The flowchart in Fig. 2 shows how each of the key components work together in the presented framework. Given a discrete cardiac mesh, we first construct the multi-scale representation of the spatial domain. Parameter estimation is then carried out as an iterative procedure of coarse-to-fine optimization with an adaptive adjustment of spatial resolution, until further refinement does not produce major improvement in the global optimum. Individual components of the framework are detailed in the following sections.
A. Multi-Scale Hierarchy
To facilitate a coarse-to-fine optimization, a multi-scale representation of the cardiac mesh is needed. By exploiting the spatial smoothness of tissue properties (i.e., neighboring tissues have similar material properties), we adopt a bottom-up agglomerative hierarchical clustering [21] . It begins with every node in the cardiac mesh as separate clusters. As one moves up the hierarchy, a pair of the closest clusters is merged until all the nodes belong to a single cluster. The distance between two clusters is measured by the average of the pairwise Euclidean distance between every node in the two clusters. Fig. 3 shows the clusters of this multi-scale hierarchy at several scales, illustrating (from left to right) how two clusters at a lower scale is merged into a cluster at a higher scale. The finest level in the multi-scale hierarchy corresponds to the beginning stage of the clustering. At this stage parameter estimation would correspond to a direct high-dimensional local parameter estimation at the resolution of the cardiac mesh. The coarsest level in the multi-scale hierarchy corresponds to the end stage of the clustering where all the nodes belong to the same cluster. At this stage, parameter estimation would correspond to a global parameter estimation.
B. Coarse-to-Fine Optimization
In optimizing a highly detailed objective function, a coarseto-fine optimization may: 1) facilitate faster convergence by exploiting coarser-scale information in finer-scale optimization, and 2) decrease the risk of being stuck in a bad local minimum by optimizing a cascade of increasingly complex objective functions over a gradually increasing resolution.
The optimization starts from the coarsest scale of the multiscale hierarchy. It then progressively optimizes the parameters at a higher resolution that is determined by the adaptive spatial resolution adjustment criterion (section III-C). For clarity, in this paper, we represent the change in resolution during the coarse-to-fine optimizations using a tree, in which the leaf nodes represent the clusters in the present resolution. At the k th iteration, we consider the optimization of θ (k) corresponding to the parameter values on the leaf nodes:
In the presented framework, any optimization method that can handle the objective function (3) can be used. As an example, below we present the presented framework with GPO [22] . The use of the presented framework with BOBYQA [13] follows the same line and will be discussed in the experiment section.
A GP is first used to approximate the objective function (4). The GP assumes a smoothness property of the objective function which is mainly determined by its co-variance function. Because the most commonly used squared exponential kernel is known to enforce a large smoothness property, we take the "Mátern 5/2" kernel that enables less smooth function [23] :
2 ||, and γ and α are kernel parameters. Because no prior knowledge about the objective function (4) is available, we use a zero mean function for simplicity.
A typical surrogate based optimization consists of two major ingredients: 1) using the current surrogate of the objective function, find out points in the solution space that can improve the approximation of the objective function well especially in the region of global maximum, and 2) evaluate the objective function at the point determined in the previous step and update the surrogate. Because the initial knowledge of the GP plays an important role in determining how fast a good GP can be obtained in the subsequent updates, here we introduce an additional step to initialize the GP using the coarser-scale optimum. Below we describe each of these major steps:
1) Initialize Using the Coarser-Scale Optimum: Depending on the optimization method used, different strategies can be used. If the optimization starts with a single point, such as the BOBYQA used here, the lower resolution optimum can be used as initialization. If the optimization can start with multiple points, such as the GPO used here, a set of higher resolution points derived from the lower resolution optimum can be used. For two sibling leaf nodes obtained by recent refinement, a set of two values whose average equals to the value on the parent node (lower resolution optimum) are generated. This is done by first uniformly sampling a set of values from the parameter bound [lb, ub] for one of the leaf nodes. Then, corresponding set of values for the second leaf node are generated by subtracting previous samples from twice the value on the parent node. For leaf nodes that did not undergo resolution change, their parameter values are equal to their current optimum. These points are used to obtain an initial GP surrogate.
2) Determine the Next Query Point: In the context of optimization, a good surrogate should both approximate the objective function well globally, and have higher accuracy in the region of global maximum. For the former, the query point is determined to explore the solution space where the predictive uncertainty σ (θ (k) ) of the current GP is high. For the latter, the query point is determined to exploit the current GP at the solution space where the predictive mean μ(θ (k) ) is high. Overall, this n th query point is obtained by maximizing the upper confidence bound (UCB) of the GP using BOBYQA.
where the parameter β = 2 log(π 2 n 2 /6η), η ∈ (0, 1) balances between exploitation and exploration. The predictive mean and uncertainty in (5) is evaluated by using the Sherman-MorrisonWoodbury formula [23] :
where
n−1 ) and K is the positive definite co-variance matrix
A small noise ς is added for numerical stability during matrix inversion.
3) Update the GP: Once a new query point is obtained, the objective function (4) is evaluated at this point. GP is updated at the new point-objective function value pair {θ
This provides an updated GP. These steps are run in iteration until the query points do not change significantly over several iterations. In this way, a GP surrogate of the objective function along with the optimum at a given resolution is obtained.
In this study, we empirically set the values of the kernel parameters. The optimization of the kernel parameters is discussed in section VII-D.
C. Adaptive Spatial Resolution Adjustment
If coarse-to-fine optimization is done on the full multiscale hierarchy, the number of unknowns will again quickly become too high in dimension to be effectively optimized. To overcome this, we aim for a non-uniform resolution with higher resolution in heterogeneous regions and lower resolution in homogeneous regions. To achieve this, instead of refinement of all the leaf nodes after optimization at each scale, we selectively refine the leaf nodes that are heterogeneous and coarsen those that are homogeneous.
To identify the clusters that are heterogeneous versus homogeneous in tissue properties, we propose a greedy criterion based on gain in the global optimum. Intuitively, if a cluster is homogeneous, its refinement is expected to yield children clusters with similar parameter values; as a result, there will be a minimal gain in the objective function in representing this region with higher resolution. The contrary Algorithm 1 Spatially-Adaptive Multi-Scale Optimization 1: H ← multi-scale hierarchy of cardiac nodes 
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is true for heterogeneous clusters. For each pair of sibling leaf nodes
p,i+1 that share the common parent nodeθ 
with the value of their parent nodeθ
is the parameter vector obtained by replacingθ
. For leaf nodes that do not have a sibling due to previous coarsening, no resolution change has occurred but their value may have changed as a result of resolution-change elsewhere. For such nodesθ i , we hypothesize that they represent highly heterogeneous regions and allow a higher resolution representation (i.e., refinement). For the pair of leaf nodes that bring negligible or negative gain (r (k) i < ), we assume that the refinement suggested in the previous scale is not beneficial and thus retract the refinement (i.e., coarsening). The refinement and coarsening is done by using the multi-scale hierarchy (section III-A) as a reference.
D. Algorithm Summary
The overall procedure of the presented framework is summarized in Algorithm 1. First, a multi-scale hierarchy of the cardiac mesh is obtained. Using a random initial value, the optimization starts at the coarsest scale in the multi-scale hierarchy as a 1D global optimization. Then, it proceeds in a coarse-to-fine manner along the multi-scale hierarchy, iterating between the following two steps First, the step of adaptive spatial resolution adjustment determines the refinement and coarsening on the present resolution using the full multi-scale hierarchy as a baseline. Second, the optimization proceeds by optimizing the parameters values on the clusters of the updated resolution. These two steps iterate until the improvement in the global optimum is not significant (≤ ).
IV. SYNTHETIC EXPERIMENTS
In synthetic experiments, we evaluate the performance of the presented framework in combination with the GPO and the BOBYQA (termed as adaptive GPO and adaptive BOBYQA respectively for the remainder of this paper) in the presence of infarcts of varying sizes and locations. We also compare the presented framework with optimization using 26 predefined segments of ventricles, with 17 segments on the left ventricle (LV) based on the AHA standard and 9 segments on the right ventricle (RV) as shown in Fig. 4 . Finally, we study the identifiability of local tissue excitability with respect to: 1) the size of the infarct, and 2) the amount of measurement data.
In total, we consider 35 synthetic cases with different settings of infarcts on three realistic CT-derived human hearttorso geometrical models. We set infarcts of sizes varying from 1% to 65% of the ventricles at different LV and RV locations by using various combinations of the pre-defined segments, or random locations when the size is smaller than one pre-defined segment. To represent healthy and infarcted tissues, the parameter a of the AP model (1) 
A. Performance Based on the Size and Location of the Infarct
We first summarize the performance of the presented framework in the presence of infarcts of varying sizes using three representative examples. Fig. 5(a) shows an example of estimation on a small infarct (3.6%). The tree shows that once a homogeneous healthy region is found in stage 1, the optimization keeps the entire region at a very low resolution and refines only along the heterogeneous region that contains the infarct. It continues narrowing down the infarct with higher resolution, generating a narrow yet deep tree. The final result shown in stage 3 of Fig. 5(a) is achieved with only a dimension of 10 unknowns. In comparison, if a uniform resolution is used, a dimension of 128 would be needed to achieve an estimation at the same resolution. Fig. 5(b) shows another example with a medium sized infarct (28.7%). Since the infarct spans a larger number of clusters, it is not until stage 2 before the tree can be split along one major branch. In addition, because both normal and infarcted tissues are large enough to be represented by low-resolution homogeneous clusters, an overall lower resolution solution is obtained with a wider yet shallower tree. While the presented method converges at a dimension of 7, a uniform resolution would require a dimension of 16 for an estimation at similar resolution. Finally, Fig. 5(c) shows an example with a larger sized infarct (62.4%). A larger sized infarct can be represented by big clusters at low resolution and has a boundary that needs to be represented by a larger number of smaller clusters. Therefore, until stage 2 the large homogeneous regions (both normal and infarcted) are split into major clusters. In the following stages, the border region is split into multiple branches increasing the resolution along the border yielding a wider tree in the first a few steps and narrow branches in later stages. In this case, while the presented method converges at a dimension of 13, a uniform resolution estimation would require a dimension of 64.
Additional examples of the estimated tissue excitability for different infarcts are provided in Fig. 6. Fig. 7 summarizes the accuracy in estimation of the presented adaptive BOBYQA (magenta bar) and adaptive GPO (blue bar) with respect to the size and location of the infarct. In specific, as shown in Fig. 7 , while both the presented methods are in general able to identify infarcted tissues at various locations and of various sizes, the accuracy in the presence of septal infarcts show a noticeable decrease. As shown in an example of septal infarct in Fig. 6(c) , this drop in accuracy is associated with the presence of false positives at the lateral ventricular walls. This implies the existence of multiple parameter configurations that fit the measurement data well. The challenge in dealing with septal infarcts is consistent with that reported in literature [19] . Interestingly, in the presence of septal infarct, adaptive GPO shows higher accuracy than the adaptive BOBYQA (Fig. 7) . This could be because adaptive GPO was able to avoid local minima owing to the initialization with multiple points. The adaptive BOBYQA, however, in general has higher efficiency, especially in the estimation of higher dimension of unknowns. Because both presented methods show similar performance, in the remaining sections of this paper, we consider performance analysis of the presented framework using adaptive GPO only unless explicitly stated otherwise.
B. Comparison With Optimization Using Uniform Resolution
We compare the performance of the presented adaptive methods with the state-of-the-art BOBYQA using 26 predefined segments (termed as uniform BOBYQA for the remainder of this paper). We do not include comparison with GPO using 26 pre-defined segments because it performs poorly for a dimension higher than 20 both as reported in literature [22] and as observed in our experiments. Experimental setup as described in section IV is used. Because uniform BOBYQA is sensitive to initialization, each experiment case is run twice using random initialization and the better result is picked for comparison. The summary statistics of accuracy as shown in Fig. 7 demonstrates that the presented adaptive methods are more robust to infarcts of various sizes and locations. This improvement is statistically significant in both DC and RMSE (paired-t tests on 35 synthetic experiments, p < 0.0025). In particular, using uniform BOBYQA, it is difficult to estimate an infarct of size equal to or less than a single segment. In comparison, the presented methods are able to identify infarcts smaller than a single segment with a small number of unknowns (10) (11) (12) (13) (14) . Furthermore, as shown in Fig. 6 , uniform BOBYQA tends to show false-positives across multiple segments, failing to accurately reveal the spatial distribution of the infarcted tissues. The major computational cost in local parameter estimation comes from the repeated evaluation of the CPU-intensive simulation model. We compare the computational cost of the presented adaptive methods and uniform BOBYQA in terms of the computation time and the number of model evaluations used. This is based on 35 synthetic experiments conducted on a computer with Xeon E5 2.20GHZ processor and 128 GB RAM. In summary, uniform BOBYQA takes on average 3.33±0.83hrs for convergence, while the presented methods take on average 6.07±3.02hrs for convergence. Because, in the presented methods, the tree varies with varying infarct sizes leading to a significant difference in the number of model evaluations, we summarize the comparison of the number of model evaluations by grouping the experiments into two types by infarct size. For smaller and larger infarcts, the trees are deeper involving multiple coarse-to-fine optimizations and an average of 10-12 final dimensions of unknowns (Fig. 8) . Such cases in general require a larger number of model evaluations. Our experiments show that the presented methods take at most twice as many model evaluations. However, it should be noted that uniform BOBYQA for such cases as shown in Fig. 6 and 7 suffer from limited accuracy in estimation. For average sized infarcts, the trees are shallower and end up with an average of 7-8 unknown dimensions (Fig. 8) , resulting in a fewer number of coarse-to-fine optimizations of a smaller number of unknowns. Compared to uniform BOBYQA, the presented methods require a similar number of model evaluations. In the presented methods, the adaptive spatial resolution adjustment step also necessitates model evaluations. Supposing that at a stage there are 2n leaf nodes, a minimum of n model evaluations (when all nodes have sibling) and a maximum 
C. Identifiability Based on the Size of the Infarct
To investigate the limit of the presented method in terms of the smallest size of the infarct that can be identified, we conduct a set of experiments by gradually decreasing the size of an infarct until a size that cannot be identified is found. For such a size of infarct, six different experiments are repeated. In summary, an infarct of size ≥ 3% can be estimated with good accuracy, ∼ 2% can be identified with lower accuracy, and ∼ 1% cannot be identified. Fig. 9 shows two examples of estimation for infarcts of different sizes. For an infarct of size 3.6%, the tree progressively branches by allocating higher resolution along the infarct and lower resolution along the homogeneous normal regions. However, for an infarct of size 2.0%, the tree branches along the infarct only for first a few steps (until H-3) and later branches along the homogeneous normal tissue. This shows that no significant gain in objective function was obtained by dividing the heterogeneous regions containing the infarct. Rather, the gain in objective function by refining the homogeneous regions (fine tuning of parameter values) is comparable to that by refining the heterogeneous region. Hence, in this case the infarct was not observable given the current data and the objective function used. Fig. 9 . Synthetic experiments. Left: tree narrows down along the infarct region showing that the infarct is identified. Right: tree takes first a few steps along the infarct region, but later splits along homogeneous healthy region showing that the infarct is not identified. 
D. Identifiability Based on the Amount of Measurement Data
We investigate the change in the performance of the presented method when the amount of measurement data is decreased from 120-lead ECG to 12-lead ECG on 35 synthetic experiments. Experimental setup as described in section IV is used. In addition, 12-lead ECG is extracted from the simulated and noisy 120-lead ECG. As summarized in Fig. 10 , an overall decrease in the accuracy across both metrics is observed. This is mainly due to larger false positive regions and sometimes non-unique solutions. The accuracy in estimation when infarcts are located at inferior LV and RV regions shows major decline. Fig 11 shows an example of estimation when an infarct is present in the inferior LV. Using 120-lead ECG, the presented method is able to progressively narrow down to the infarct region. Using 12-lead ECG, all the nodes in the tree take the value of 0.15 showing that the infarct is not identified. The drop in accuracy, especially in the RV and inferior LV, could be explained by the limited presence of leads in the inferior and RV side in the 12-lead ECG set.
V. EXPERIMENTS USING A BLIND EP MODEL
AND IN-VIVO MRI SCAR DATA We next test the performance of the presented method in estimating tissue property of 3D myocardial infarct delineated from high resolution in-vivo magnetic resonance (MR) images. Compared to the settings in synthetic experiments, these MRI-derived 3D infarcts have the following characteristics that can be expected to increase the difficulty of local Fig. 11 . Synthetic experiments. Estimation using 120-lead ECG shows good accuracy with splits along the infarct region, whereas using 12-lead ECG is unable to identify the infarct.
parameter estimation: 1) heterogeneous tissues due to the presence of both dense scar core and gray zone, 2) the presence of a single or multiple scars with complex spatial distribution and irregular boundary, and 3) the presence of both transmural and non-transmural scars. Due to the lack of in-vivo electrical mapping data, here measurement data for parameter estimation are generated by a high resolution (average resolution of 350 μm), multi-scale (sub-cellular to organ scale) in-silico ionic EP model on the MRI-derived patient-specific ventricular models as detailed in [2] . Data are extracted from 300-400 epicardial sites, temporarily down-sampled to Fig. 12 . Results of local parameter estimation using the presented method, where measurement data is generated from epicardial potentials simulated by a multi-scale ionic EP model blinded to the presented estimation method. Infarct from 3D-MRI is used as the ground-truth. a 5ms resolution, and corrupted with 20dB Gaussian noise. Note that although no in-vivo electrical data were available for parameter estimation, the experiments are designed to mimic a real-data scenario because: 1) the 3D EP model used to generate the measurement data is known to be capable of generating high-fidelity EP simulation of patient-specific heart [2] , 2) this model is unknown to the framework of parameter estimation and thus no "inverse crime" is involved, and 3) only a subset of epicardial surface data corrupted with noise is used as measurement data. Fig. 12 shows the local tissue excitability estimated using the presented method on 7 cases. Based on the fundamental assumption of the presented method (higher resolution in heterogeneous regions), we expect that its performance will be closely tied to the underlying heterogeneity of the tissue property. Therefore, we analyze the performance of the presented method with respect to the following two factors that affect the heterogeneity of the scar: 1) Scar Transmurality: Because scar non-transmurality increases tissue heterogeneity across the myocardial wall, it is expected that the estimation accuracy in the presence of dense transmural scars would be higher than that in the presence of non-transmural scars. In specific, cases 4-7 have some dense transmural scars surrounded by gray zone. In these cases, the location of the dense transmural scar is accurately identified with the estimated parameter value close to the documented parameter value for infarct core (i.e., 0.5) [16] . In comparison, the nontransmural scars in case 1 anterior-septal region and case 4 apical region are missed. The tissue property for the nontransmural scar in case 3 apical region and case 5 inferior region, although identified, are not accurately estimated. Overall, in the presence of non-transmural scars, the estimation either misses the scar, or produces regions of abnormal tissues larger than the scar with parameter value in between the values for healthy and infarct core.
2) Dense vs. Gray Zone: The presence of gray zone is also expected to increase the difficulty in parameter estimation. For example, tissue property in dense scar in cases 4, 6 apical region and case 2 anterior region are correctly estimated, whereas the gray zone in case 1 septal region is missed. Additionally, as shown in Fig. 12 case 5 view 1, the presence of gray zone within the dense scar decreases the estimation accuracy. In these cases, the location of scar is identified, but the value of the parameter does not accurately reflect the heterogeneous presence of the dense scar and the gray zone.
VI. EXPERIMENTS USING IN-VIVO 120-LEAD ECG AND CATHETER MAPPING DATA
A real-data study is conducted on two patients who underwent catheter ablation of ventricular tachycardia due to prior tissue infarction as described in [25] . The patient-specific heart-torso geometry is constructed from 3D CT images. The tissue excitability is estimated from 120-lead ECG using adaptive GPO, adaptive BOBYQA, and uniform BOBYQA. Because uniform BOBYQA is sensitive to initialization, we use the result of the global parameter estimation to initialize this optimization. For validation of the result, we consider: 1) the relation between the estimated tissue excitability and in-vivo epicardial bipolar voltage data obtained from catheter mapping, and 2) the similarity between the real ECG data and those simulated with the estimated tissue excitability. Note that voltage data can be used only as a reference and not the gold standard for the estimated tissue excitability. Fig. 13 shows a comparison between the estimated tissue excitability and the bipolar voltage data, in which the first column shows the original catheter maps (red: dense scar, pink: healthy tissue), the second column shows the catheter mapping registered to the CT-derived cardiac mesh (red: dense scar ≤0.5mV, green: scar border = 0.5 − 1.5mV, blue: normal > 1.5mV). The catheter maps from patient case 1 reveal a dense scar on the basal lateral region of the LV. As shown in Fig. 13 , tissue excitability estimated using the presented adaptive methods reveal abnormal tissues in the same region. In this case, tissue excitability estimated using the uniform BOBYQA does not align with the catheter maps. Similarly, the catheter maps from patient case 2 reveal a dense infarct distributed across the lateral and inferior LV regions. As shown in Fig. 13 , the tissue excitability estimated from the presented methods and uniform BOBYQA successfully reveal the dense abnormal tissues in this region. However, the estimation results from uniform BOBYQA also shows some dense abnormal tissues in the apical region. Fig. 14 shows a comparison of the real ECG data and those simulated with the estimated tissue excitability on a few example leads. In patient case 1, the simulated ECG fits the real ECG data on majority of the leads, although the fit is poor on a few leads (see an example of a good and a poor fit in Fig. 14(a) ). The average RMSE between the simulated and real ECG across all the leads is 0.2133mV. As shown in Fig. 14(b) , in patient case 2, the simulated ECG fits the real ECG data with lower accuracy: RMSE 0.4388mV. The limited data-fitting accuracy suggests the existence of modeling errors in addition to that in the tissue excitability.
VII. DISCUSSION
A. Relation to the Existing Works
This paper extends our previous work [26] as follows: 1) development of the presented framework with BOBYQA, 2) detailed quantitative evaluation of the presented framework and comparison with standard BOBYQA optimization carried out on a pre-defined 26-segment model of the heart, 3) a study of the identifiability of local tissue excitability when 12-lead ECG is used as measurement data, and 4) a study of the performance of the presented framework in the presence of highly heterogeneous tissue properties on a new set of experiments that uses scar obtained from high resolution MR images and measurement data generated from an EP model blinded to parameter estimation framework.
The presented framework shares an important intuition with [5] and [27] where a coarse-to-fine optimization is used to estimate local conductivity parameters using endocardial electrical potential measurements. In brief, the approach in [5] and [27] first obtains a global estimate of the parameter using the bisection method. Local adjustments are then made to the parameter by iteratively subdividing the spatial region that has a mismatch between regional measurement data and simulation outcome. Despite the common intuition of a coarseto-fine optimization, the presented method and the work in [5] differ in several ways. First, the criteria for adaptive spatial resolution (refinement or coarsening) in the presented framework is based on the gain in the global cost function that encourages the division of regions with heterogeneity; in [5] , the adaptive criteria favors the division of regions that have the highest regional data fitting error. Second, by design, the method in [5] relies on the availability of regional measurement data on the heart; in contrast, our method by design is applicable to a wide variety of measurement data. Finally, in [5] during the local adjustment, the parameter for each subdivisions is sequentially optimized using the 1D-Brent optimizer while the parameter values of the remaining subdivisions are fixed. As a result, as noted in [5] , it is important for the order of this sequential optimization to follow the order of depolarization time measured on the vertices of the cardiac mesh. The presented framework is not subject to this constraint as all parameter values in a resolution are optimized together.
The estimation of the size and location of the infarct is also presented in [28] . In brief, an Artificial Neural Network Fig. 15 . Performance analysis of the presented framework: when threshold for spatial coarsening changes from 0.1% to 20% of the maximum gain in global optimum (left), and when two nodes vs. one node is split for spatial refinement (right). is first used to predict the segment that contains the infarct out of the 53 pre-defined segments. Local adjustments to the initial size and location of the infarct is then done in two steps. First, the optimal location of the infarct is searched by considering the neighboring segments of the current best segment. Second, the optimal size is searched by slowly growing and shrinking the units around the optimal segment. The presented method is fundamentally different from the work in [28] in several ways. First, the presented framework is based on a coarse-to-fine optimization on a multi-scale hierarchy of the parameter space, whereas the work in [28] does not take a coarse-to-fine approach. At most, the method in [28] can be regarded as a two-scale approach with the first scale being the initialization step and the second scale being the optimization step. Second, as noted by the authors, in [28] the parameter search space is reduced by using the knowledge of the initial location of the infarct; in contrast our method reduces the parameter search space by allocating lower resolution to regions with homogeneous tissues and higher resolution to regions with heterogeneous tissues. Finally, the presented method obtains local parameters on an estimated non-uniform resolution of the spatial parameter field; in contrast the work in [28] obtains local parameters on an estimated two regions of the spatial parameter field: the infarct region and the non-infarct region.
B. Threshold for Adaptive Coarsening
In the presented framework, if the refinement of a parent node into two leaf nodes does not yield a significant gain in the objective function, such refinements are retracted. To do this, a threshold value in the gain of the objective function must be pre-determined. We study the influence of this threshold value using synthetic experiments on 5 different infarct cases. On each case parameter estimation is done with the following values of the threshold: 0.1%, 0.5%, 1%, 5%, 10% and 20% of the maximum gain in global optimum at the present resolution. The following observations are made: When a small value of the threshold is used (0.1%), the refinements that contribute small gain to the global optimum are retained, resulting in a large number of unknowns in the higher levels of the multiscale hierarchy and a decreased ability to go deeper into the multi-scale hierarchy. As a result, wider but shallower trees are obtained. Alternatively, when a large value of the threshold is used (20%), only those refinements that contribute a large gain in the global optimum are retained, resulting in an increased ability to go deeper in the multi-scale hierarchy but at the cost of accuracy. As a result, the final tree is narrower and deeper. In overall, as shown in Fig. 15 left, a threshold value of 5% resulted in good accuracy consistently.
C. Effect of Refining Multiple Nodes Versus a Single Node
Because an optimization method can accurately estimate only a limited dimensions of unknowns in local parameter estimation, we choose to create spatial partitions in the cardiac mesh sparingly. Thus, we refine a single node at each scale.
Alternatively, the refinement of more than one node could result in a different final resolution of the cardiac mesh, and consequently different parameter values. On 8 synthetic experiments, we test the performance of the presented method when one node is refined vs. when two nodes are refined. As shown in Fig. 15 right, because the refinement of two nodes results in a need to optimize a larger number of unknowns at each scale, there is a decrease in the accuracy. The ability of the presented framework to go deeper into the multi-scale hierarchy is also impacted.
D. Parameters of the GPO
The GPO is dependent on three kernel parameters: 1) the length scale 'γ ', 2) the covariance amplitude 'α', and 3) the observation noise 'ς ' as described in section III-B. The optimization of these kernel parameters along with each update of the GP could result in higher accuracy. The most commonly used approach is to maximize the marginal likelihood under the current GP, p(J|θ 1:n , α, γ, ς) = N (J|μ1, K α,γ + ς I). As shown in Fig. 16 left, adaptive GPO with kernel parameter optimization does achieve higher accuracy compared to that without. Therefore, we will include kernel parameter optimization in the future development of the presented method.
E. Performance in the Presence of Two Infarcts
On 6 synthetic experiments, we test the performance of the presented framework in the presence of two infarcts. As shown in Fig. 16 right, both the infarcts are revealed. However, when two infarcts are spatially close some false positives might be obtained at the narrow healthy tissue region separating the two infarcts ( Fig. 16 right case (c)) . A large number of studies will be carried out in future to investigate the performance of the presented framework in the presence of multiple infarcts.
VIII. CONCLUSION
This paper presents a novel framework that is able to estimate spatially-varying parameters using a small number of unknowns, achieved through a coarse-to-fine optimization and a spatially-adaptive resolution that is higher at heterogeneous regions. This is demonstrated on the estimation of local tissue excitability in a cardiac EP model on both synthetic and realdata experiments. Our future step is to integrate the presented framework with a probabilistic estimation to quantify the uncertainties in local parameters. Another future step is to improve the ability of the presented framework to go deeper and wider into the multi-scale hierarchy. While experiments in this study consider the estimation of the tissue excitability represented by a single parameter a in the AP model, future work will also study the estimation of multiple parameters at once.
