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COMPLEXITY OF UNKNOTTING OF TRIVIAL 2-KNOTS.
BORIS LISHAK AND ALEXANDER NABUTOVSKY
Abstract. We construct a family of trivial 2-knots ki in R4 such that the maximal
complexity of 2-knots in any isotopy connecting ki with the standard unknot grows
faster than a tower of exponentials of any fixed height of the complexity of ki.
Here we can either construct ki as smooth embeddings and measure their com-
plexity as the ropelength (a.k.a the crumpledness) or construct PL-knots ki, con-
sider isotopies through PL knots, and measure the complexity of a PL-knot as the
minimal number of flat 2-simplices in its triangulation.
These results contrast with the situation of classical knots in R3, where every
unknot can be untied through knots of complexity that is only polynomially higher
than the complexity of the initial knot.
1. Main results.
Let k be a PL-unknot in R3 with N crossings in one of its plane projections. The
results of [Dyn06] imply that k can be isotoped to the standard unknot through
PL-unknots with at most 2(N +1)2 crossings. (See also [Lac15] for further results in
this direction.) On the other hand it was proven in [NW96] that for each n ≥ 3 and
each computable function f there exists a trivial knot k : Sn −→ Rn+2 triangulated
into N (flat) n-simplices such that any isotopy between k and the standard unknot
that passes through PL-knots must pass through a knot that cannot be triangulated
into less than f(N) simplices.
Alternatively, one can consider smooth embeddings of Sn into Rn+2 (or Sn+2) and
measure the complexity of knots as their ropelength (also known as crumpledness -
see [Nab95]) that was defined as vol(k)
1
n
r(k)
, where vol(k) is the volume of k, and r(k)
denotes the injectivity radius of the normal exponential map for k. In other words,
r(k) is the supremum of all x such that any two normals to k of length ≤ x do
not intersect. Informally speaking, one can think of r(k) as the maximal radius of
a nonself-intersecting tube centered at k. The same quantity r(k) is also called the
reach of k and the thickness of k. (In particular, for a 2-knot k the crumpledness is√
Area(k)
r(k)
, where Area(k) is the area of the 2-sphere k.) For this measure of complexity
it will still be true that if n = 1, then there exists a polynomial upper bound for the
complexity of knots in an optimal isotopy connecting an unknot with the standard
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unknot, and for n > 2 the worst case complexity of knots in the optimal isotopies
grows faster than any computable function.
It is natural to conjecture that the results of [NW96] for n > 2 will also hold in
the case n = 2. Here we will prove that the complexity of untying of a trivial 2-knot
can grow faster than a tower of exponentials of any fixed height of the complexity of
the unknot.
Theorem 1.1. Smooth case. For each positive integer k and arbitrarily large N
there exists a trivial smooth 2-knot with crumpledness x ≥ N in the 4-dimensional
Euclidean space or the standard round 4-sphere such that any smooth isotopy be-
tween this knot and the standard 2-sphere passes through 2-knots of crumpledness
≥ 22...2x (k times).
For a PL version of this result we will use the following notion of complexity.
Definition 1.2. Let F be a PL-map between two polyhedra or two polyhedral
pairs. We define the complexity C(f) of f as the minimal number of top-dimensional
simplices in a subdivision of the domain of f such that the restriction of f on each
simplex of the subdivision is linear.
Similarly to the smooth case we will consider PL-embeddings S2 → S4 and their
isotopies K : [0, 1]×S2 → S4. We would like to postulate the existence of unknots for
which for any unknoting K, supt{C(Kt)} grows faster than towers of exponentials.
But unlike in the smooth category PL-isotopies may not be necessarily extendable
to the ambient space. In fact, every PL-knot can be “unknotted” by an isotopy,
and with only very mild increase in complexity: take the complement of a small
neighbourhood of a point in S2 and collapse it inside S4 to a point. If we started
with a non-trivial knot this isotopy would not be extendable to the ambient space
while for “complicated” unknots an extension is possible although “complicated”.
Therefore, it makes sense to use the following definition.
Definition 1.3. Let K : [0, 1] × S2 → T be a PL-isotopy for some polyhedron T
(e.g. T = S4 or R4). We will say K is locally extendable if for every t there is a
closed interval I whose interior contains t such that K : I × S2 → T is extendable
to an isotopy K˜ : I × T → T . We say it is m-effectively locally extendable if there
are extensions with C(K˜) ≤ 22...2C(Kt) (m times).
Local extendability implies global extendability, but the complexity of the global
extension is not controlled: complexity will accumulate over time. Therefore, the
following theorem is stronger than just postulating existence of unknots with fast
growing complexity of global ambient isotopy.
Theorem 1.4. PL case For each positive m and arbitrarily large N there exists
a trivial simplicial 2-knot k in S4 or R4 such that C(k) ≥ N and for each K :
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[0, 1]×S2 −→ S4, K0 = k between this knot and the standard unknot, the complexity
C(Kt) at some moment t is greater than ≥ 22...2
C(k)
(m times) provided that the
isotopy K is m-effectively locally extendable.
For completeness we present a weaker theorem but without the notion of local
extendability.
Theorem 1.5. PL case (second version). For each positive m and arbitrarily
large N there exists a trivial simplicial 2-knot k : S2 −→ S4 with C(k) ≥ N such
that for any ambient PL-isotopy K˜ : [0, 1]× S4 −→ S4 between k and the standard
unknot, the complexity C(K˜t) at some moment t is greater than≥ 22...2
C(k)
(m times).
At the end of this paper we will also show that Theorem 1.4 implies that we have
unknots which require a large number of PL Roseman moves to untie. Roseman
moves are analogous to Reidemeister moves but in dimension one higher [Ros98].
Theorem 1.6. For each positive m and arbitrarily large N there exists a trivial
simplicial 2-knot k : S2 −→ S4 with C(k) ≥ N which requires at least 22...2C(k) (m
times) Roseman moves to untie.
In order to prove these theorems we first construct a sequence of finite presen-
tations of Z. These finite presentations have certain algebraic properties that help
realize them as “visible” finite presentations of 2-knots of complexity comparable
with the total length of the corresponding finite presentations. Moreover, these fi-
nite presentations have the following additional property: In each of them there
exists a trivial element of length m, such that one needs to apply the relations at
least 22
2...2
times, where the height of the tower of exponentials is bounded below
by const lnm for some positive constant const, in order to demonstrate that this
element is, indeed, trivial. Moreover, the total length of the presentation is between
2m and 4m. (In the notations of the next section these presentations of Z are Pn−1,
the trivial element is vn, and m = 2
n+1.)
Then in the smooth case we prove that the effective compactness of the set of
trivial 2-knots of bounded complexity (modulo the group of transformations of R4
generated by dilations and translations) implies that if these trivial 2-knots could
be “untied” without a very large increase of complexity, then we would be able to
contract any null-homotopic closed curve in the complement to the original 2-knot
to a point through closed curves that are not much longer than the original one. An
analogous assertion can also be proven in the PL-case. But the algebraic property of
the finite presentations of 2-knot groups explained in the previous paragraph implies
that this is not the case.
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2. Finite presentations of Z.
The group presented by 〈x1, x2|xx21 = x21〉 is called the Baumslag-Solitar group.
(Here and below we use the standard notation xy for yxy−1.) Note that for each
m, x1
x2
m
= x1
2m , and therefore the commutator wm = [x1
x2
m
, x1] = e. However,
one needs to apply the relation C · 2m (where C is independent of m) times in order
to demonstrate this fact in the most obvious way. In fact, it is well-known that
there is no essentially shorter way to write wm as a product of the conjugates of
the relator and its inverse. In other words, the Dehn function of the Baumslag-
Solitar group is (at least) exponential. A proof of this fact can be found in [Ger92]
(and a sketch of another simpler proof using van Kampen diagrams can be found
in [Sap11]). The idea of the proof in the paper of Gersten is that the realization
complex of the finite presentation will be aspherical. (Recall that the realization
complex of a finite presentation has one 1-dimensional cell corresponding to each
generator of the group and one 2-cell for each relator of the group.) So, its universal
covering will be contractible, and, in particular, will have trivial second homology
group. Therefore, there will be a unique way to fill each null homologous 1-chain
in the universal covering by a 2-chain. Each representation of wm as a product of
conjugates of the relator and its inverse corresponds to a filling of the lift of the
loop spelling out wm in the realization complex to its universal covering. Therefore,
it must have the same number of 2-cells counted with multiplicities as the number
of conjugates in any presentation of wm as a product of conjugates of the relator
and its inverse. It remains only to check that 2-cells in the universal covering that
correspond to the factors in the obvious representation of wm do not cancel, which
can be done using the theory of normal forms in HNN-extensions. The same proof
implies that for each N any representation of wNm as a product of conjugates of the
relator and its inverse has at least C ·N2m terms (because the number of cells in the
2-chain also multiplies by N).
One can iterate the idea used in the construction of the Baumslag-Solitar groups
and consider the following sequence of finite presentation of groups (see [Bri02]). For
each n = 1, 2, . . .
Gn = 〈x1, . . . , xn|xx21 = x21, xx32 = x22, . . . , xxnn−1 = x2n−1〉.
This finite presentation has n generators and n− 1 relators of total length 5(n− 1).
These groups are sometimes called Gromov groups. One can show that the Dehn
function of Gn grows as 2
2...
2k
, where the height of the tower of exponents is n,
using the approach of [Ger92]. (Let us denote 22
...2
k
by expn(k).) The universal
cover is contractible because Gn is obtained as a sequence of HNN-extensions where
for each extension the associated subgroups have no relations and we start with an
aspherical presentation G1 = 〈x1| 〉 (“associated subgroups” of an HNN extension are
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the isomorphic subgroups mapped to each other by conjugation by the stable letter).
To prove the bound on the Dehn function one can consider the following words
gn,k ∈ Gn defined as xx
...x
k
n
2
1 . It is easy to see that gn,k = x
expn−1(k)
1 . Therefore, vn,k =
gn,kx1g
−1
n,kx
−1
1 will be trivial. One needs to apply relations more than expn−1(k) times
to demonstrate that vn,k is trivial, when one proceeds in the obvious way, i.e. first
eliminating xn from all copies of gn,k, then xn−1 etc, until we have [x
expn−1(k)
1 , x1]. As
above, one can use the asphericity of the representation 2-complex to conclude that
the filling in its universal covering is unique on the 2-chain level. Alternatively, one
can use [Ger98] or xi-bands instead of asphericity. See Examples 7.2.10 from [Bri02].
Note that as before with the Baumslag-Solitar group, for the area of vNn,k we have
a lower bound N expn−1(k), because the bound for the area of vn,k is homological.
Below we will choose k = 1 to obtain expn−1(1) lower bound for the area of vn,1.
Now consider the following finite presentations Pn−1 = 〈Gn, t|tvnt−1 = vnxn〉 =
〈x1, . . . xn, t|xx21 = x21, . . . , xxnn−1 = x2n−1, tvnt−1 = vnxn〉, where vn = vn,1 = [xx
...xn
2
1 , x1]
are words considered in the previous paragraph. It is easy to see that Pn is a finite
presentation of Z = 〈t〉 (as vn = e in the corresponding Gromov group) with the total
length of relators equal to 5n− 2+ 2n+2. The following theorem is the key technical
fact in this paper. It asserts that any way to demonstrate that, say, xn+1 = e in
Pn would involve at least expn(1) applications of the relations. Equivalently, each
representation of xn+1 as the product of conjugates of the relators and their inverses
must involve at least this number of terms. We are stating and proving this fact
using the language of van Kampen diagrams (cf. [LS01]).
Theorem 2.1. Each van Kampen diagram with the boundary xn+1 in Pn contains
at least expn(1) cells. Moreover, it contains at least expn(1) cells corresponding to
all relators but the last one (that is, the relators not containing the letter t).
Proof. We prove this result for Pn−1 to simplify the indicies. Consider a minimal van
Kampen diagram with xn on the outer boundary. It must contain cells corresponding
to the last relation. As there are no copies of t on the boundary, these cells must
form annuli (t-annuli) (see Figure 1). Consider one of the innermost t-annuli (that
does not have any t-cells inside). Its inner boundary must be a non-zero power of
either vn or vnxn. The second option is impossible, as this would imply that the
power of vnxn is trivial in Gn, which is false. So, we have a non-zero power of vn on
the innermost boundary. The part of the van Kampen diagram inside this innermost
boundary is a van Kampen diagram in Gn. But we already established that any such
diagram must have size of at least expn−1(1). 
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Figure 1. A Van Kampen diagram for xn, with some t-annuli marked
by grey.
3. Constructing the 2-knots.
3.1. Introduction. The goal of this section is to construct the desired family of
knots indexed by n, and to demonstrate that their complexity (i.e. ropelength) does
not grow too fast with n. Our construction works as follows. We first kill the group
defined by Pn by adding an extra relator t = 1, and denote the resulting finite pre-
sentation Qn. We observe that Qn is a finite presentation of the trivial group, and
it can be connected with the trivial presentation by an explicit (and short) sequence
of elementary transformations on group presentations called Andrews-Curtis opera-
tions. (See the definition of Andrews-Curtis operations below). The smoothed out
boundary of the 5-dimensional 2-handle body of each intermediate presentation will
be a Riemannian 4-sphere (see the definition of the metric below) with nice two-sided
bounds for the sectional curvature, diameter and the inverse of the injectivity radius.
The last of these spheres will be the standard round 4-sphere. By being somewhat
more careful during the smoothing out we can ensure that, say, C3-norms of the
curvature tensor of each of these spheres will also be bounded by not too rapidly
growing function on n.
Andrews-Curtis operations on the finite presentations correspond to certain ex-
plicit diffeomorphisms of underlying Riemannian 4-spheres, called handle slides and
handle cancellations. These diffeomorphisms come with isotopies connecting them
with the identity diffeomorphism, but we will think of the isotopy as a family of
diffeomorphisms to the target sphere with variable Riemannian metric. We will con-
struct the unknot of a small complexity in the sphere corresponding to Qn and then
pull it back to the round sphere using those diffeomorphisms. For this to be use-
ful we need to make sure that the image of the unknot in the round sphere is of a
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small complexity too. We can do that by proving that 1) the diffeomorphisms are
“simple”, and 2) “simple” diffeomorphisms don’t change knot complexity by much.
“Simple” for us will mean having small Lipschitz constants for the diffeomorphism
and its inverse as well as for the derivatives of the diffeomorphism and its inverse.
Though 1) seems obvious if one looks at the definition of those handle slides, it’s
very tedious to provide all details of a rigorous proof, therefore we decided to do it
differently: Each handle slide can be thought of as a smooth family of diffeomor-
phisms between spheres with controlled geometry. Discretizing the isotopy we can
decompose them in the composition of a large number of diffeomorphisms with Lip-
shitz constants for both diffeomorphism and its inverse as well as for their derivatives
are close to 1. Then we will need to verify the (obvious) assertion that the number
of diffeomorphisms in this discretization is “not too large”. As this is tedious, we
can use a formal argument not appealing to what exactly are these handle slides and
handle cancellation that can be briefly described as follows (see more details below):
Using an effective version of Gromov-Shikata theorem we can obtain a sequence of
diffeomorphisms of bi-Lipschitz constant close to 1. By a precompactness argument
we can make this sequence short, and using Karcher’s effective smoothing we can get
a control over derivatives (see details in the next subsection).
We prove 2) now.
Lemma 3.1. Let Mm be a complete Riemannian manifold, and Nk its closed con-
nected submanifold. Assume that some real x ≥ 2 majorizes each of the following
quantities: (a) C1-norm of the curvature tensor of Mm; (b) the inverse value of the
injectivity radius of Mm; (c) the maximal absolute value of a principal curvature of
Nk; (d) the distortion of Nk, i.e. the supremum of the ratio of the intrinsic distance
to the extrinsic distance between x, y ∈ Nk over all pairs of distinct points of Nk.
Then the inverse of the injectivity radius r of the normal exponential map of Nk
does not exceed xc(m), where c(m) is a constant depending only on the dimension m.
Proof. First, consider the case when the ambient manifoldMm is the Euclidean space.
In this case this assertion is well-known and can be found in a much greater generality
in [Fed59], Theorem 4.19. Here is short proof in the Euclidean space: If r−1(Nk)
is less than its maximal absolute principal curvature, then 2r(Nk) is the length of
a straight line segment S perpendicular at both endpoints to the submanifold Nk.
Connect these points by a minimizing geodesic γ in the submanifold. As we have
the upper bound for the distortion, the length of γ does not exceed 2rx. The rate
of change of the unit tangent vector to the geodesic γ is majorized by the maximal
absolute principal curvature of Nk. Now note that he projection of the integral of
the unit tangent vector along the geodesic to the hyperplane perpendicular to S is
the zero vector. Yet at the beginning of S the tangent vector is perpendicular to S.
To compensate it must move to the opposite unit hemisphere somewhere along the
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geodesic. Therefore, the geodesic cannot be too short, giving lower bound const(m)
x2
for r, and, therefore, an upper bound xConst(m) for r−1(Nk).
Now consider the general case. Without any loss of generality we can assume that
r(Nk) is strictly less than the injectivity radius of Mn divided by 2x, and that it
is also less than the inverse of the maximal absolute principal curvature of Nk. In
this case 2r(Nk) is again the length of a geodesic segment S in Mm connecting two
points p, q in Nk and perpendicular to Nk at each of its endpoints. Connect p and q
by a shortest geodesic γ in Nk. The length of γ will not exceed 2xr(Nk). Apply the
inverse exponential map at p to the closed metric ball of radius 2xr(Nk) centered
at p in Mm. Its image will be the closed ball of radius 2xr(Nn) in the Euclidean
space TpM
m, the image of p will be the origin, the image of S will be a straight line
segment of the length 2r(Nk), perpendicular to the image of Nk at the origin, and
the image of γ will be a curve β in the image of Nk. The norms of the differentials
of the exponential map and the inverse exponential map can be explicitly majorized
in terms of the curvature of Mm, and the C2-norms of the exponential map and,
therefore, also of the inverse exponential map, can be majorized in terms of the C1-
norm of the curvature tensor. Hence, the curvature of β = exp−1p (γ) can be explicitly
estimated in terms of x. Now we can run the same argument, that the integral of
the unit tangent vector to β over β is parallel to the straight line exp−1(S), yet at
the origin the tangent vector is perpendicular to this line, and so needs to change a
lot. Juxtaposing this fact with the observation that β cannot be too long we obtain
the desired estimate. 
Corollary 3.2. Assume that Mm, Nk, x satisfy the conditions of the previous
lemma, vol(Nk) ≤ x, F : Mm −→ Mm1 be a diffeomorphism between two Rie-
mannian manifolds, x also majorizes the C1-norm of the curvature tensor of Mm1
and the inverse of its injectivity radius. Assume that, in addition, x majorizes the
Lipschitz constants of F , F−1, and DF . Then there exists a dimensional constant
C(m) such that the complexity vol
1
k
r
of F (Nk) in Mm1 does not exceed x
C(m).
Proof. The diffeomorphism F cannot increase vol(Nk) by more than the factor of
x. The distortion cannot be changed by more than the factor of x2. The change in
the maximal absolute principal curvature can be easily and explicitly controlled in
terms of the norms of the first and the second derivatives of F . It remain to apply
the lemma. 
3.2. Construction of a family of Riemannian 4-spheres. Note that if one adds
one more relation to the finite presentation Pn, namely, t = 1, then one obtains a
finite presentation of the trivial group. Denote the resulting finite presentation of
the trivial group by Qn. The finite presentation Qn can be transformed to the trivial
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finite presentation of the trivial group by performing O(2n) elementary operations of
the following types.
Definition 3.3. Andrews-Curtis operations:
(1) Inserting (or deleting) a pair of canceling generators gg−1 or g−1g in any
position in a generator;
(2) Replacing a relator by its inverse;
(3) Replacing a relator by its product with another relator;
(4) Cyclically permuting a relator;
(5) Adding or deleting a pair, a generator g and a relator g, if the letter g doesn’t
enter any other relations.
Indeed, one can use O(2n) operations involving only the relators tvnt
−1x−1n v
−1
n and
t to replace these two relators by xn and t, then O(1) operations to transform each
of the first n − 1 relators to xi for an appropriate i, and finally O(n) operations of
type (4) removing all generators and relations to obtain the trivial presentation 〈 | 〉.
Note the Qn, the considered trivial finite presentation, and all intermediate finite
presentations are balanced, that is the number of generators is equal to the number
of relators.
For any finite presentation P we can construct a smooth 4-manifold by starting
from the connected sum of several copies of S1 × S3, where S1 in each copy of
S1 × S3 corresponds to one of the generators, and then performing surgeries killing
the relators. More precisely, we realize each relator by a simple closed curve γ, remove
the tubular neighborhood of γ, glue in a copy of D2 × S2 so that its boundary is
glued to the boundary of the removed tubular neighborhood of γ and smooth out the
corners. In principle, in dimension 4 there are two possible non-isotopic framings for
a circle, but only one of those framings for each surgery will give us the alternative
description of this manifold: we could start from the 2-complex with one 0-cell,
1-cells corresponding to the generators and 2-cells corresponding to relators of P
(i.e. the realization complex of P ), embed it into R5, take the boundary of an open
neighborhood of P and smooth-out the corners. The resulting smooth 4-manifold
will have the fundamental group with the obvious finite presentation P . If P is a
balanced presentation of the trivial group, second homology group is also trivial. So,
it will be a homotopy 4-sphere. Denote this manifold by M4(P ).
But it is easy to see thatM4(Qn) will be diffeomorphic to S
4. The reason is that if
two balanced finite presentations P and Q are related by an elementary operation of
type (3) from Definition 3.3, the manifolds M4(P ) and M4(Q) are diffeomorphic via
a diffeomorphism that can be described as a “handle slide”, elementary operations
of type (2) and (4) do not change the manifold at all, elementary operations (5) are
handle cancellations, and elementary operations (1) are similar to a handle slide.
More precisely, an elementary operation (1) or (3) corresponds to an isotopy of
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the “attaching” circle, a neighbourhood of which is removed to do the 2-surgery
corresponding to the relation the move is changing, see for example Figure 2 for
move (1). The isotopy of the attaching circle can be extended to an isotopy of
the whole 4-manifold. After finitely many operations (we use O(2n) operations as
explained above) we will end up with the standard S4 = M4(〈 | 〉). We will denote
by Mt the intermediate manifolds (the index n is suppressed from this notation).
Definition 3.4. Let Mt for t ∈ [0, 1] be the smooth family of smooth manifolds
described above. In particular M0 = M
4(Qn) and M1 = M
4(〈 | 〉) = S4. Denote by
Φi,j the diffeomorphism described above Mi → Mj. Let φn = Φ0,1.
All of Mi are, of course, diffeomorphic to S
4, but we will put different Riemannian
metrics on them. We can define a Riemannian metric on M4(P ) as induced from
R
5, but instead we will use a slightly different metric defined as follows. Consider a
round S4 of radius 1; n+ 2 Riemannian D1 × S3, where D1 has length 1, S3 is also
round and of radius 1
1000(n+2)
; and n + 2 D2 × S2, where the first factor is flat and
its circumference is equal to the length of the corresponding relator and S2 is round
of radius 1
10002(n+2)L
, where L is the length of the presentation. Note that the actual
Riemannian metric on these components will be slightly different, see below.
We will perform surgeries on S4 now as described above. First, we embed the
attaching spheres of the 1-handles (S0) in S4. We want to place these 2(n+2) points
so that they are at least 1
100(n+2)
away from each other. This spacing allows us to
embed the 3-spheres around them. So far the resulting metric is not C∞: to make
it smooth we need to shrink the radius of those S3 in D1×S3 close to the endpoints
of D1, as if it is a continuation of the cut out D4. We shrink the radius over the
distance 1
10000(n+2)
and then smoothly restore it back to the original value of 1
1000(n+2)
.
That defines a Riemannian metric on the connected sum of n+ 2 copies of S1 × S3.
Next we embed the attaching circles of the 2-handles. We run them parallel in
the boundaries of 1-handles and then connect the end points of parallel pieces inside
of S4 by (almost) geodesics. We want to space out these circles so that they never
approach each other closer than 1
1000(n+2)L
. Additionally we make sure that the turns
are smooth to control the curvature. We are ready now to do the surgery. We will
slightly change the geometry ofD2×S2 as follows. Firstly, we will increase the length
of the circumference of D2 to allow for travel inside of S4, secondly, the metric is
not going to be exactly the product metric: different fibres D2 × p are of slightly
different size, depending on the lengths of S1×p inside S4, and lastly we will smooth
out this metric to make it C∞ similarly to how we did for 0-surgeries in the previous
paragraph. Now we have a Riemannian metric on M(P ) a finite presentation P .
We can similarly define Riemannian metric on such manifolds during the moves.
As we move the attaching circle we continue to make sure that it bends smoothly
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and there is sufficient spacing around it. Since circles can’t knot in dimension 4, the
only obstruction is the available space, but since the size of the buffer zone decreases
with the length of the presentation we have plenty of space. We scale the size of the
2-handle according to the length of the attaching circle. This defines Riemannian
metrics on Mi.
There are some ambiguities in defining this metric. First, we didn’t specify where
exactly we place the attaching spheres S0 inside S4 and which points of the second
factor of D1×S3 inside correspond to the attaching spheres S1. Secondly, we didn’t
specify how the attaching spheres S1 with their neighbourhoods avoid each other
inside S4. The diffeomorphism class does not depend on these choices for the same
reason as handle slides discussed above induce ambient isotopies. But also the defined
metrics are close to each other in the following sense.
As we smoothly vary the attaching circle and remove it together with a neigh-
bourhood from the manifold, the resulting submanifolds are continuously close to
each other in the Gromov-Hausdorff metric since they are subspaces of the same
space. Because we attach a two handle with a continuously scaled metric, as the cir-
cle gets shorter or longer, we can obtain a sequence of Riemannian metrics between
the initial manifold and the one after the move with arbitrarily short distances, in
Gromov-Hausdorff metric, between consecutive metrics. We will collect the above
discussion into a lemma, but first we make the following definition:
Definition 3.5. Let f and g be two positive valued functions defined on a closed
unbounded subset D of [0,∞). We say that they have similar growth if there exists
N such that f(x) < expN(g({expN(x)}D)) and g(x) < expN(f({expN (x)}D)). Here
{y}D means min{x ∈ D|x ≥ y}. Increasing functions that do not have similar growth
with at least one function f such that f(x) ≤ x (restricted to their domain) are called
rapidly growing functions. An increasing function that is not rapidly growing is called
reasonably growing.
Now the previous discussion easily implies that:
Lemma 3.6. For any η > 0 there is a finite sequence ti between 0 and 1 such thatMti
and Mti+1 differ from each other by no more than η in the Gromov-Hausdorff metric
and for any Mt the diameter Diam, the volume V ol, sectional curvatures K, the
injectivity radius inj have the following bounds: 1 < V ol < V , Diam < D, |K| < F ,
inj > 1
G
, where V,D, F,G are reasonably growing functions of n independent of η.
Moreover, the C1-norm of the curvature tensor of Mti will not exceed F (n) for all ti.
Proof. We can get control over C1-norm by taking additional care in how smooth
are the attaching circles and how we smooth out the metric after surgeries. (This is
not surprising, as any closed Riemannian manifold with |K| ≤ 1 can be effectively
smoothed out using the Ricci flow to gain a control over any number of derivatives
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Figure 2. A schematic depiction of S4 with 3 surgeries performed
corresponding to generators a, b, c, and the isotopy of the attaching
circle corresponding to move (1): the relator ab is changed to acc−1b.
of the curvature tensor, while staying arbitrarily C0-close to the original manifold -
cf. [BR84] or [NW00] for more details.) 
Remark. One can see that consecutive manifolds in the sequence from this lemma
are bi-Lipschitz homeomorphic by a diffeomorphism Φ such that the Lipschitz con-
stants for Φ and its inverse do not exceed 1 + η directly from construction, but it
also formally from one of the (constructive) proofs (cf. [BN08] that uses [Kar77])
of the Gromov-Shikata theorem [Gro98], Theorem 8.19. These proofs imply that
sufficiently Gromov-Hausdorff close manifolds satisfying upper bounds for |K|, diam
and a lower bound for inj are bi-Lipschitz homeomorphic by means of a diffeomor-
phism, and imply the concrete estimates on the Lipschitz distance in terms of the
Gromov-Hausdorff distance. We are going to use this fact in the next subsection.
3.3. Construction of the 2-knots. Now we are going to construct the 2-(un)knots.
Consider the last relator, t, and its attaching circle S1, also denoted t, that we can
consider to be in M(Pn). The boundary of the attached handle is diffeomorphic to
S2 × D2. Consider the 2-sphere Sn = S2 × {c}, where c is the center of D2. We
claim that Sn represents the trivial 2-knot. Indeed, we can use operations 1)-5) on
Pn to reduce it to 〈t| 〉, which induces an isotopy of M(Qn) to M(〈t|t〉) which fixes
Sn (because we didn’t use the relation t in our reduction), but Sn is clearly trivial in
M(〈t|t〉). This shows that the standard pair (S4, S2) is diffeomorphic to (M(Qn), Sn),
which is diffeomorphic to (S4, φn(Sn)), i.e. φn(Sn) is a family of unknots.
Next we want to make sure that φn(Sn) has reasonable complexity. Corollary 3.2
implies that this boils down to verifying that φn can be decomposed as a composition
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of a reasonably growing number of diffeomorphisms with reasonably growing C2-
norms and C1-norms of the inverses.
This could be seen from a description we will give later of all the intermediate
knots that will have nicely controlled (and clearly reasonably growing) complexities,
but to turn it into a complete proof would require going through a lot of tedious
details. Therefore, as mentioned in the introductory subsection, we will use the
previous lemma and give some a priori bounds that are reasonably growing functions
of n in a way that does not appeal to the geometry of the constructed 2-knots.
The above discussion implies that a reasonably growing in terms of n upper bound
for η-jumps between M(Qn) and the standard sphere S
4 in the Gromov-Hausdorff
metric would be sufficient for our purposes. Here we can assume that η−1 is an
explicit reasonably growing function of n (one can take η−1 = 100G(n), where G is
the same as in Lemma 3.6), and all jumps must be through Riemannian manifolds
with upper bounds for |K|, Diam and inj−1. Now recall the well-known explicit
exponential in a power of exp(D)
ε
upper bound for the ε-entropy of spaces of isometry
classes of Riemannian metrics satisfying a constant negative lower bound for the
Ricci curvature and the upper bound D for the diameter. This bound easily implies
the existence of a reasonably growing in n upper bound for the η/2-entropy of the
space of isometry classes of Riemannian metrics on S4 with the upper bounds for
|K|, Diam and inj−1 as in the previous lemma. (By definition, the ε-entropy of a
compact metric space is the minimal number of metric balls of radius ε required to
cover this space, or, equivalently, the number of points in a minimal ε-net in the
space.)
Now the key observation is that given a sequence of η-jumps as in the previous
lemma, we can replace it by a shortest sequence of η-jumps satisfying the same con-
dition but passing through points in a minimal η/2-net. The length of the shortest
sequence will be automatically bounded in terms of η/2-entropy of the considered
space of isometry classes of Riemannian metrics on S4 satisfying the bounds on
|K|, Diam, inj−1 - and, therefore, is reasonably growing. (Indeed, the shortest se-
quence of jumps can pass through each point in the net at most once.)
Now, as in the remark after Lemma 3.6 every such step yields a diffeomorphism
with small Lipschitz constants. We will abuse notation by redefining φn as the
composition of these diffeomorphisms.
Finally, we can use the fact that the Riemannian 4-spheres have nicely controlled
geometry, and to use (constructive) smoothing with mollifiers from [Kar77] to replace
any diffeomorphism F with nicely controlled C0-norms of DF and DF−1 by a close
diffeomorphism, where one has, in addition, a nice and explicit control over the
second derivatives of F and its inverse. Applying Corollary 3.2 we get the next
lemma.
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Lemma 3.7. The knots φn(Sn) have reasonably growing complexity. Additionally,
the Lipschitz constants for φn and its inverse are reasonably growing functions of n.
3.4. A diagram of the 2-knots. Now we are going to give a picture of these knots,
though we are not going to rely on it in our proofs. A superslice knot is a slice 1-knot
with the property that taking the double of D4 with a slice disk in it produces the
trivial 2-knot. We are going to represent our 2-unknot by such a superslice knot. See
Figure 2 of [LM15] for the 2-unknot similarly represented.
We start by giving a natural handle decomposition of M4(Qn). This sphere is the
boundary of the 5-dimensional manifold consisting of 1 0-handle, n+1 1-handles and
n + 1 2-handles. Equivalently, this sphere is the double of the 4-manifold with the
same handle decomposition. By looking at the second copy of the 4-manifold upside
down we see that this double has 1 0-handle, n+1 1-handles, 2n+2 2-handles, n+1
3-handles, and 1 4-handle (see Example 4.6.3 in [GSS99]). Every original 2 handle
gets its copy as a 0-framed meridian. In fact, all framings are 0 (by Proposition
5.7.1 in [GSS99] the framings are even as the manifold is spin, and we can make
them zero using the meridian). The knotting of the attaching circles is unimportant
because meridian handles allow us to switch any crossing - this is expected since this
manifold comes from 5-dimensional surgery. Below we give a Kirby diagram with
Akbulut notation for 1-handles as dotted circles. By a path entering a rectangle with
a word written in it we mean that this path travels through 1-handles according to
this word, see Figure 3.
x1
x2
=x1
2 xn-1=xn-1x2
x3
=x2
2
x1 x2 xn t
...
... U n+1 3-handles
U 4-handle
vn
xn 2
Figure 3. The natural handle decomposition of M4(Qn). All fram-
ings are 0.
We can cancel the relator t with the generator t (while the meridian cancels with
one of the 3-handles). Then we can see the intersection of Sn with the diagram S
3
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(call it K) as the same circle which used to denote the generator t. To see φn(Sn)
we will continue to simplify this handle decomposition, starting with the isotopy of
the last relator, see Figure 4.
x1
x2
=x1
2 xn-1=xn-1x2
x3
=x2
2
x1 x2 xn K
...
... U n 3-handles
U 4-handle
vn
xn 2
Figure 4. We simplified the last relator to xn, which isotoped Sn to
the sphere intersecting this diagram in the blue knot K.
Next we can handle slide every other 2-handle off xn and cancel it with the 1-
handle. Note that after the handle slides, the two loops of K now play the role of
the generator xn, and that’s what boxes now mean: if there is the xn, go through
both loops with opposite orientation, see Figure 5.
x1
x2
=x1
2 xn-2=xn-2
x1 xn-1 xn
K
...
... U n-1 3-handles
U 4-handle
vn
xn-1 2
Figure 5. We draw the relator xxnn−1 = x
2
n−1 explicitly.
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We continue like this until we cancel all handles to get a picture for φn(Sn), see
Figure 6. Note that double strands on this diagram represent small tubes that can
pass through each other in 4 dimensions preserving the 2-knot, but they can’t pass
through single strands (See Figure 1 of [LM15]). For double strands that can pass
through each other, this knot emulates relations in the corresponding group. This
gives a very long isotopy simplifying φn(Sn) by simplifying vn. The purpose of the
next section is to prove that one can’t do it much faster.
x1 xn-1 xn
K
...
...
U 4-handle
vn
xn-1
xn-1
...
-1
-1
Figure 6. The intersection of φn(Sn) with the meridian sphere S
3.
The thick blue line denotes a bunch of 2n pairs of blue strands.
One can also perform a stereographic projection from a point on S4 far from φn(Sn)
and obtain desired 2-knots in R4.
4. Filling functions.
Now we are going to use a concept from [Gro98]:
Definition 4.1. For each Riemannian manifold, or, more generally, length space X
of finite diameter we define its filling length function F lx(X) as follows. For each
positive x let Cx denote the set of all contractible closed curves on X that have
length ≤ x. For a closed contractible curve γ let H(γ) be the set of all homotopies
contracting γ to a point. For each h ∈ H(γ) let fill(h) denote the maximal length
of a closed curve in h. Then define filllengthX(γ) as the infh∈H(γ) fill(h). Finally,
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we define F lx(X) as the supremum of fillengthX(γ) over all closed contractible γ of
length ≤ x, and the filling constant of X Fl(X) = supx F lx(X)x .
For M a compact Riemannian manifold F lx(M) behaves essentially like the Dehn
function of π1(M), which we will see in the proof of the next lemma. We are going
to use F l for knot complements, which have cyclic fundamental group. This group
has linearly growing Dehn function which implies the finitness of F l.
Lemma 4.2. For a compact Riemannian manifold M with or without boundary
F lx(M) is finite for all x. If π1(M) = Z, then the filling constant of F l(M) is also
finite.
Proof. Let D be the diameter of M . Consider a fine triangulation T of M . We
can use the 1-skeleton of T and any spanning tree t in this 1- skeleton to define
a set of generators g1, . . . , gn of π1(M), where n = n(M,T, t). Some of the two
dimensional simplices of T corresponds to (all) relators in a finite presentation of
π1(M). Given a contractible loop γ, one can first homotop it to a geodesic loop via
a length non-increasing homotopy, and then to a simplicial loop in the 1-skeleton
of T via a homotopy that increases length by a factor that depends only on M
and T but not on γ. Now it can be represented as a word in gi and their inverses
of length bounded by const1(M,T, t)length(γ). This word represents the trivial
element in π1(M) = Z, and it can be reduced to the trivial word applying less than
const2(M,T, t)const1(M,T, t)length(γ) relations (as Z has a linear Dehn function).
Each application of a relation increases the length of the curve by a very small
summand (the length of which is bounded by const3(M,T, t)). Taking the supremum
over all contractible loops of length ≤ x we obtain an upper bound on F lx(M) of the
form Const(M,T, t)x. Choosing T and then t in any canonical way, and dividing
both sides by x, we see that F l(M) ≤ Const(M).

Now we plan to use these filling functions similarly to how it was done in [Nab96].
The main idea is that they behave in a similar way to their algebraic counterparts that
measure how difficult it is to see that all trivial words in a “visible” finite presentation
of the fundamental group ofM are, indeed, trivial (or, more concretely, the maximum
over all trivial words of a given length of the minimal area of a van Kampen diagram
for the considered word). More specifically, we would like to introduce N(Sn) defined
as the tubular neighbourhood of Sn in M(Qn) of radius
1
10B(n)
, where B(n) is a
reasonably growing function, and 1
B(n)
is the common lower bound of r for all 2-
knots in the sequence connecting Sn in M(Qn) and φn(Sn) in the standard round
S4. Similarly we define N(φn(Sn)) as the open tubular neighbourhood of φn(Sn) in
S4 of radius 1
10B(n)
. Then we consider the complements to N(Sn) in M(Qn), and
φn(N(Sn)) in the standard S
4 and want to establish that:
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(1) If knots φn in the standard S
4 can be untied through 2-knots of a reasonably
growing complexity, then F l(S4 \N(φn(Sn))) is reasonably growing;
(2) the values of F l for these two 2-knot complements (in S4 and M(Qn)) are
similarly growing functions of n; and
(3) F l for the complements of N(Sn) in M(Qn) is a not reasonably growing
function of n, as its growth is more or less the same as the growth of the area
of van Kampen diagrams required to demonstrate that the groups of these
2-knots are trivial (see Theorem 2.1).
Taken together these three facts would establish that the constructed 2-knots can
be untied only through 2-knots of a very high complexity. The fact that we removed
not merely φn(Sn) but its open neighbourhood ending up with a compact space
is helpful not only because so far F l(X) was defined only for compact spaces but
also in a specific proof of assertion 1 given in the next proposition. On the other
hand Lemma 3.7 asserting among other things that the diffeomorphism between
(M(Qn), Sn) and (S
4, φn(Sn)) and its inverse have reasonably growing Lipschitz con-
stants (regarded as functions of n) would immediately imply that F l(M(Qn) \ Sn)
and F l(S4\φn(Sn)) are similarly growing providing we would make sense of F l in the
non-compact case. On the contrary, it is not that easy to compare the filling constant
of the complements of the tubular neighbourhoods of Sn and φn(Sn) as the image
of the tubular neighbourhood under φn is not the same as the tubular neighborhood
of the image - and it is not so easy to relate the two in our case. To circumvent
this difficulty we prove that F l of the complement of a 2-sphere S in a 4-sphere
Σ is finite and can be majorized in terms of F l of the complement to the tubular
neighbourhood of S of a reasonably small thickness. As an immediate corollary, we
will have assertion 1 for F l of the complements to the 2-spheres (in addition to just
established assertion 2). Finally, we will establish assertion 3 directly for F l of the
complement of Sn rather than N(Sn). Again, together these three assertions for the
complements of the spheres will imply our main theorem.
To summarize: we prove Theorem 1.1 by first obtaining a sequence of knots φn(Sn)
from Lemma 3.7. By Proposition 4.10, F l(M(Qn) \ Sn) is not reasonably growing.
Then by Proposition 4.9 F l(S4\φn(Sn)) is not reasonably growing, and from Lemma
4.8 it follows that F l(S4 \ N(φn(Sn))) is also not reasonably growing. Finally, by
Proposition 4.3, this sequence of knots can not be easily untied.
Now we are going to present a proof of the next proposition modulo some technical
lemmas that are proved right after. We are going to use C(k) for the square of
“crumpledness”, that is C(k) = Area(k)
r2(k)
.
Proposition 4.3. Let k(i) be a sequence of 2-unknots in the round sphere S4 of
radius 1 with 1
r(k(i))
≤ B(i) for some reasonaby growing function B. Assume that k(i)
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can be untied through 2-knots of complexity bounded above by a reasonably growing
function of i. Then F l(S4 \N 1
10B(i)
(k(i))) is a reasonably growing function of i.
Remark. The assumption that inverses of r(k(i)) are bounded above by a reasonably
growing function of i is unnecessary here, if instead of N 1
10B(i)
(k(i)) one would use,
say, N r(k(i))
10
(k(i)).
Indeed, if r(k(i)) is very small, it is easy to see that k(i) is in a metric ball of a
very small radius centered at some point p ∈ S4, and rescaling this ball to a much
larger but still small metric ball we obtain a new knot with reasonably large r and
comparable complexity C that can be connected with k(i) by an isotopy that passes
through intermediate rescalings of k(i). It is easy to see that F l of the complements
of the appropriate tubular neighbourhoods of these rescalings are comparable to
F l(S4 \ N 1
10B(i)
(k(i))). (By a rescaling here and below we mean a map of a smaller
metric ball Br1(p) to a larger concentric ball Br2(p) obtained as a composition of the
inverse exponential map to Tp S
4, rescaling by the factor of r2
r1
, and the exponential
map expp. The center of the rescaling should not be too close to the knot.)
Yet we do not need this stronger version of the lemma.
Proof. We suppose that k(i) can be untied through knots Kt, t ∈ [0, 1] (index i
suppressed) of complexity bounded by a reasonably growing function of i. By Lemma
4.5 without loss of generality we can assume that the areas of the knots during the
isotopy are between 1
g(i)
and g(i), where g is a reasonably growing function, and
the injectivity radius of the normal exponential map during a contracting isotopy
is bounded below by 1
F (i)
, where F is also a reasonably growing function. From
Generalized Gauss Lemma (see, for example, [Gra12]) it follows that equidistant
to Kt surfaces, ∂Nε(Kt), have radius of the normal exponential map bounded from
below by 1
F (i)
− ε.
The idea of the proof of this proposition is to discretize the isotopy Kt in a number
of “short” steps, so that each step does not change the function F l by much. The
number of steps will be kept small using the fact that the space of knots of bounded
complexity is “small”.
Observe that the isotopy between the standard unknot and the given unknot can
be replaced by a sequence of “jumps” of “length” ≤ 1
100000F (i)
, where the number
of jumps is bounded by a reasonably growing function of i for the following reason
(“length” here is the Gromov-Hausdorff distance): The number of these jumps is
bounded by the number of points in an 1
100000F (i)
-net in the space of compact Rie-
mannian manifolds S4 \ ∂N(Kt) plus two. Indeed, we can take every “jump” except
the first and the last one to be between the points in the net. The number of points
in such a net is a reasonably growing function of i by Lemma 4.7.
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Now we can start at the standard unknot, “jump” back to the given 2-knot and
observe that F l(S4 \N(k(i))) does not exceed const# jumps by Lemma 4.6, which is
bounded by a reasonably growing function of i. 
Note that one can prove the result for 2-knots in R4 instead of S4 by scaling the
isotopy kt to a very small neighbourhood of the origin and then placing this isotopy
on S4 without much change in the complexity. Now we prove the technical lemmas.
Lemma 4.4. Let M be a smooth submanifold of S4 with the standard round metric
and r ≤ r(M). Let f be the radial projection N r
10
(M) → M . Then the Lipschitz
constant of f is bounded from above by 10
8
. Similarly, the Lipschitz constants of
the diffeomorphism ∂Nδ(M) → ∂N2δ(M) and its inverse are bounded by 2, where
r
10
< δ < r
10
+ r
100
.
Proof. The idea is that f can not stretch vectors by a lot because we are far away
from where the normal exponential map becomes singular. If we had the flat R4
instead of S4 the result would follow just from considering similar triangles. Having
instead constant curvature 1, we will use Jacobi fields.
We can split Tp(S
4) into the “parallel” and “normal” parts for a point p close to
M . This splitting can be defined using coordinate charts coming from coordinates on
M and coordinates from normal directions to M (they are called Fermi coordinates,
see [Gra12]). The normal part is killed by the projection. To calculate the effect
on a parallel vector of length 1 we need to solve the Jacobi equation: this vector
generates a family of geodesics - normals, which define a Jacobi field. We know
that the nearest point where the Jacobi field vanishes is at least 9r
10
away, say at the
distance 9r
10
+ c, where 0 ≤ c < pi
2
. So the solution of the Jacobi equation for constant
positive curvature 1 gives us that the vector is stretched by J(r+c)
J( 9r
10
+c)
= sin(r+c)
sin( 9r
10
+c)
. This
fraction is the smallest for c = 0, and since r is small, sin r
sin( 9r
10
)
< 10
8
.
To prove the second claim we need to see what happens to vectors in normal
directions. The calculation is similar except that Jacobi field of a variation in the
normal direction vanishes on M , therefore we need to estimate sin(2δ)
sin(δ)
, which is less
than 2. In the parallel direction the calculation is similar: sin(2δ+c)
sin(δ+c)
< 2, where
8r
10
< c < pi
2
. 
Lemma 4.5. There exists reasonably growing function L = L( 1
r0
) such that for a
smooth isotopy Kt between knots k1 and k2 in the standard round S
4 satisfying
r(k1) ≥ r0, r(k2) ≥ r0, we can obtain a smooth isotopy K ′ between k1 and k2 with
1
r(K ′t)
≤ L · C(Kt) and 1L·C(Kt) ≤ Area(K ′t) ≤ L · C(Kt).
Proof. The only way 1
r
is much larger than C is if the area of Kt is very small, but
then, we claim, its diameter is small and therefore the knot is located inside a small
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ball in S4 that we can scale up like one can do in R4, thus decreasing 1
r
. We need to
estimate the diameter of Kt in terms of its area. We can do it through estimating
the intrinsic diameter of Kt as follows.
Let γ be a geodesic in Kt of length D, the diameter of Kt. We place
D
r
points on
γ, each at the distance r from its neighbours. We claim that geodesic balls (in the
ambient S4) centered at these points of radius r
10
do not intersect, we call them Bi.
This claim follows from the fact that projecting on Kt increases lengths by at most
10
8
(Lemma 4.4), while ( r
10
+ r
10
)(10
8
) < r.
Now we want to bound the volume of r
10
-neighbourhood of Kt in terms of the
area of Kt. Problem 5-2 from [Gra12] gives us the equation V ol(N r
10
(Kt)) =∫ 0.1r
0
const sin x(Area(1 − 3
2
sin2 x) + 2π sin2 x)dx, where Area = Area(Kt) and
r = r(Kt). For small r we obtain V ol(N r
10
(Kt)) ≤ const1Area · r2 + const2 · r4.
We can find a lower bound for the volume of N r
10
(Kt) by adding up the volumes
of Bi which yields the inequality const3
D
r
· r4 ≤ const1Area · r2 + const2 · r4, or
D ≤ r(const4C + const5), where C = C(Kt) = Arear2 . We scale up Kt up to
some constant intrinsic diameter D0 if its intrinsic diameter is less than D0 and
call the resulting isotopy K ′t. (Here the center of the rescaling should not be too
close to Kt.) The complexity C(K
′
t) does not change by much: we choose D0
small enough so that 0.001C < C ′ = C(K ′t) < 1000C. Therefore, we obtain
1
r′
≤ const4C′+const5
D0
≤ 2 const4C+const5
D0
≤ const6 C
D0
as C is uniformly bounded below
by a positive constant.
Since r′ can not be greater than π, Area′ ≤ π2C ′. Also, Area′ = (r′)2C ′ ≥
const26
C2D20
0.5C = const7
D20
1
C
.
However, we do not want to change k1 and k2 during the described procedure.
For this purpose we first observe that the above argument works when r0 ≥ D02 as
the intrinsic diameter of a knot k is greater than or equal to its extrinsic diameter
≥ 2r(k). Then we notice that if r0 < D02 , we can simply replace D0 by a new value,
namely, by D0(r0) = 2r0 and observe that the above argument is still valid without
any changes.

Lemma 4.6. Let k1, k2 be two knots in S
4. Let F ≥ max( 1
r(k1)
, 1
r(k2)
), and as-
sume S4 \N 1
10F
(ki) are
1
10000F
-close to each other in Gromov-Hausdorff metric, then
F l(k1) < 10
6 · F l(k2).
Proof. First we want to show that we can contract small, of length l ≤ 1
100F
, curves
in Ci = S
4 \ N 1
10F
(ki) through curves of length at most 5l. Let γ be such a curve.
If γ is not in l-neighborhood of ∂Ci, then it is a convex metric ball of radius
l
2
in
S4 and can be contracted within this ball without any length increase. Otherwise,
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it can be homotoped along outer normals to ∂N 1
10F
(ki) to the outer boundary of the
2l-neighborhood of ∂N 1
10F
(ki) (or, equivalently, (
1
10F
+2l)-neighborhood of ki). Note
that the length of γ under the projection increases less than by a factor of 2 (the
second part of Lemma 4.4), therefore we can place γ in a Euclidean ball of radius l
and contract without length increase.
Now we can adapt the argument from section 2 of [Nab96] to prove the lemma.
The idea is that in order to contract a contractible closed curve γ1 in C1, one can
transfer the curve to (close in Gromov-Hausdorff metric) C2 without significant length
increase, contract the resulting curve γ2 there, discretize the contracting homotopy,
transfer it back to C1 and “fill” the discretized homotopy. We transfer curves in the
following way: choose points on the curve distance d apart, where d is the Gromov-
Hausdorff distance. Then we transfer them to the other space which makes them
at most 3d apart and connect by a minimizing geodesics. We transfer homotopies
similarly and then need to contract geodesic squares of length at most 12d to restore
the homotopy on the other side.
In order for this program to work one needs to be able to contract without sig-
nificant length increase “short” closed curves. Here “short” means of length that
does not exceed the distance between Ci times an appropriate constant. (It is not
difficult to see that one can choose this constant to be equal to 12.) In order to see
that γ2 is contractible in C2 we can construct a contracting homotopy by similarly
“transferring” a homotopy contracting γ1 in C1. We refer the reader to the proof of
Lemma 2 in [Nab96] for detailed descriptions of such transfers. This argument works,
for example, if the distance between ∂NF (ki), i = 1, 2 does not exceed
1
10000F
. 
Lemma 4.7. There exists a reasonably growing function f with the following prop-
erty. Let S(F,G, L,D) = {S4 \ N(k)|r(k) ≥ 1
F
, L ≤ Area(k) ≤ G,Diam(k) ≤ D}
the set of knot complements endowed with Gromov-Hausdorff metric, where N(k)
denotes the r(k)
10
-neighbourhood of k. Then there exists a 1
10000F
-net of size at most
f(F +G+D + 1
L
) on S(F,G, L,D).
Proof. First we are going to construct a 1
10000F
-net on M = (S4 \ N(k)) ∈
S(F,G, L,D) and obtain a uniform reasonably growing upper bounds for sizes of
nets on M in the following way.
Let M ′ = (S4 \ Nε) ⊂ M , where ε = 110r(k) + 120000F . We can find a finite set of
points, call it T1, in M whose
1
100000F
-neighbourhood contains M ′. This set will be
a subset of a 1
200000F
-net on S4, which can be obviously chosen of reasonable size as
a function of F . The subset consists of those points which lie in M . The distance
between two points in S4 of length less than 1
100000F
doesn’t increase by more than
the factor of 2 when regarded as intrinsic distance in M (by the same argument as
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in the previous lemma), therefore 1
100000F
-neighbourhood of T1 in the intrinsic metric
of M contains M ′.
Then we find a 1
20000F
-net of reasonably growing size for ∂M with the induced
Riemannian metric, call this net T2. We can do that because we have bounds on
curvature, diameter and volume of ∂M . If we take the 1
10000F
-neighbourhood of T2
in M it will contain M \M ′ due to the triangle inequality. Therefore, T1
⋃
T2 is a
1
10000F
-net for M .
Then one can use the standard argument, namely the above mentioned Gromov
precompactness criterion, to prove the lemma. 
Let K = Σ \ S denote the complement of a 2-sphere S in a Riemannian 4-sphere
Σ. As K is not compact, Lemma 4.2 does not imply that F l(K) <∞. Nevertheless,
this is so, and will be seen from the following proposition. Assume, that for some x
r(S) ≥ 1
x
, the absolute value of sectional curvature of S is less than 1 (this is always
achievable by a rescaling), volume of S is 1
x2
and diameter of S is ≤ x. The Cheeger
inequality now implies that the injectivity radius of S is greater than const 1
x2 exp(x)
.
Let N denotes the open tubular neighbourhood of S of radius r
C
for some constant
C, and K1 denotes Σ \ N . Our next proposition tells us that F l(K) and F l(K1)
differ by a factor bounded by a reasonable growing function of x. In particular, as
F l(K1) is finite by virtue of Lemma 4.2, F l(K) is finite as well.
Lemma 4.8. Let x, K, and K1 be as above.
There exists a reasonably growing function f(x) such that
F l(K) ≤ f(x)F l(K1).
Proof. We need to estimate F l(K) in terms of F l(K1). We would like to prove that
if γ is a curve in K, then there exists a closed curve γ1 in K1 such that fill(γ1) in
K1 will be less than f(x)F l(K)length(γ) in K for an appropriate reasonably growing
function f . Moreover, γ and γ1 can be connected by a homotopy in K that passes
through curves of length ≤ f(x)F l(K)length(γ).
The main problem is the potential existence of uncontrollably many very short arcs
that loop around S in different directions. As γ is contractible in the complement
of S, the linking number of γ and S is zero. This gives us the idea of “sliding”
these short loops along S so that they become close to each other, and the absolute
majority of them can be paired with oppositely directed loops and cancelled. Then
the resulting curve could be pulled away from S without increasing its length too
much. Here is a description of how this can be accomplished.
Let i denote the minimum of the convexity radii of S and Σ. Consider a smooth
triangulation of S into “fat” triangles Tk of diameter i/10 and the maximal radius
of a metric ball inside Tk greater than i/g(x) for a reasonably growing g. (The
possibility of having “large” radii of metric balls in Ti easily follows from the fact
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that we control the Lipschitz constants of the exponential map expp and its inverse
at each point p ∈ S at distances < i/2.) Consider “slabs” Sk made of points of Σ on
normals to S of length not more than r/C starting at a point of Tk. We are going to
consider all maximal connected arcs of γ that are in some slabs Si. Order them in
the same order they appear along γ starting from some point of γ: Sj1, Sj2, . . . , SjN ,
and then Sj1 again. Of course, this list can include multiple copies of the same slab.
The curve γ might also contain arcs βk after exiting slab Sjk and before entering
the next slab. Denote the maximal (connected) arc of γ in Sjk by αk. We need a
resonably growing in x upper bound for the number N of (possibly repeating) slabs
in this sequence. Such an upper bound would be automatic if the length of each αk
were at least i
1000
. To reduce the general case to this situation observe that if αk
has length < i
1000
, then it lies close to the boundary of Sk and can be pushed to the
boundary (and, thus, outside of open slab Sk) by a radial projection from the center
p of the slab. (As we have a nice control over Lipschitz constants of expp and exp
−1
p ,
we can think about path homotopies of arcs in slabs almost as if the slabs were in
the Euclidean space.) Pushing out all short arcs outside of the slabs we will be left
only with long arcs in a controlled number of slabs as desired.
Now our strategy will be to homotop αk to the minimal geodesic in Σ between
the endpoints of αk, and then to push it out of the slab (leaving possibly only one
or two vertical “whiskers” going up along the boundary. This happens only if γ
enters Sjk from its side. This can happen only if it enters immediately from Sjk−1
with trivial intermediate arc βk−1. In this case pairs of whiskers emanating from the
same point p of γ and corresponding to adjacent slabs will afterwards be cancelled.
Of course, to make this possible one needs to go “up” in the identical way for both
occurrences of p at the boundary of the adjacent arcs of γ, which will not present
any difficulties.) However, this homotopy might not be possible if αk wraps about S
a non-zero number of times. Moreover, we do not even have control over the winding
number wk of αk about S as αk can come to S arbitrarily close. (To formally define
wk we close αk by adding the minimizing geodesic in Σ between its endpoints.) Note
that N0 =
∑
k wk need not be zero, but N0 is the winding number of the rest of α
about S. As the rest of α lies “far” from S one can majorize |N0| by a reasonably
growing function of x.
For each arc αk denote its point closest to S by yk. Without any loss of generality
we can assume that y1 is the closest to S among all points yk. Now the idea is to
create |N0|+
∑N
k=1 |wk| loops going in positive and negative directions (in accordance
to the signs of N0 and wk) from y1 about S along the same metric circle of radius
dist(y1, S) centered at the point of S nearest to y1. The total length, however, will
be less than the length of γ.
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The next step will be to move
∑N
i=2 |wi| circles currently attached to α at y1 to
y2, . . . yN . We will be moving these circles one by one, first, to y2, then to y3, etc. until
they reach the desired destinations. Moving a circle from yi to yi+1 is equivalent to
contracting (in K) of the closed curve ̺ formed by two copies of the arc of α between
yi and yi+1 traversed in opposite directions separated by oppositely oriented circles
around S at yi and yi+1. The winding number of this closed curve is 0, and therefore
it is null-homotopic at K. We start from homotoping two metric circles on both ends
of the arc along metric circles based at point of the arc. We are moving the base
points along the arc until they exit the corresponding slabs, and the considered curve
̺1 that needs to be contracted will be outside of the
r
C
-neighbourhood of S, that is
in K1. The curve ̺1 gets shorter as we consider shorter arcs of α but can increase
because we replace two very short metric circles at both ends of the curve by metric
circles of radius slightly larger r
C
. However, as the segments of ̺ coming from α are
sufficiently long, this will not increase the length by more than a const factor. Once
the considered closed curve is in K1, its contractibility will be controlled by F l(K1).
As we move these small loops one by one, these temporary length increases do no
accumulate in the process.
Once we moved these loops in the desired positions, we are going to have the new
arcs α˜k that look like αk plus |wk| small circles oriented so that α˜k
⋃
the geodesic
segment connecting its endpoints has winding number 0 and is null-homotopic. The
key idea now is that the complement to a 2-plane in the Euclidean 4-space has F l
equal to 1. As slabs are nicely bi-Lipschitz homeomorphic to convex domains in
R
4 \ R2, contractible closed curves in slabs can be contracted with only a nicely
controlled length increase. This means that we can now implement our original
program - at least for slabs 2, 3, . . . , N - and to push all arcs of α but α˜1 outside of
N into K1.
We are facing an additional problem with α˜1. At the end of the reduction process
we are going to get an arc with |N0| small circles about S at y1 which obviously
has winding number N0. If not these circles, we would homotop this arc first to
the minimizing geodesic, then to an arc α¯1 consisting of at most two “whiskers” in
∂Sj1 leading from the endpoints of α1 to the boundary of K1 and a short arc in the
boundary ofK1. (The whiskers would be later cancelled with the same but oppositely
oriented whiskers coming from the adjacent slabs.) The idea is to homotop the arc
α˜1 with |N0| small circles around S to α¯1 together with |N0| (much larger) circles
around S of radius r
C
that are attached to a middle point of α¯1. (As |N0| is nicely
controlled in terms of x, the resulting arc in K1 will have length ≤ h(x)length(γ)
for a reasonably growing function h.) For this purpose we first “forget” about |N0|
small circles, and homotop α˜1 to α¯1 with |N0| small circles still attached to a point
y in its middle part via two oppositely oriented copies of a minimizing geodesic
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connecting y and y1. Then we start rescaling these circles to a larger and larger radii
simultaneously cancelling larger and larger arc of the geodesic yy1 starting at y1. At
the end we are going to get the desired arc that after the subsequent cancellation of
the two whiskers at its ends will be in K1. These completes the demonstration of
the upper bound for F l(K) in terms of F l(K1).

Now, we are going to observe that:
Proposition 4.9. The functions F l(M(Qn) \ Sn) and F l(S4 \ φn(Sn)) are similarly
growing functions of n.
Proof. This assertion immediately follows from Lemma 3.7 and the obvious obser-
vation that a L-bi-Lipshcitz homeomorphism changes F l by at most the factor of
L2. 
Now it remains just to prove the following proposition that will complete our proof
of Theorem 1.1:
Proposition 4.10. The function F l(M(Qn) \ Sn) is not reasonably growing.
Proof. We are going to prove this theorem by contradiuction. We are going to assume
that FL(M(Qn) \ Sn) is reasonably growing.
In view of Theorem 2.1 we will be proving that the length increase of the nearly
optimal homotopy contracting the closed curve corresponding to the generator xn+1
grows similarly to the number of cells in the minimal van Kampen diagram with
the boundary xn+1 in Pn not counting the cells corresponding to the last relator
(containing t). The idea is that given a nearly optimal homotopy in M(Qn) \ Sn
contracting the closed curve corresponding to xn+1, we first find a nearly optimal
homotopy contracting this curve in the presentation complex of Sn with similarly
growing length. Then we demonstrate that this homotopy can be used to get a
sequence of words in Pn starting from xn+1 and ending at the trivial word, so that
the maximal length of these words grows as as the maximal length of closed curves
during the contracting homotopy.
The Riemannian manifold M(Qn) was built starting from the presentation (2-
)complex for the finite presentation Qn of the trivial group. Geometrically, one can
think about it as about the (smoothed-out) boundary of a tubular neighbourhood
of the presentation complex sitting in R5, where all 2-cells have reasonably simple
geometries. Formally speaking, this means that they are bi-Lipschitz homeomorphic
to the corresponding Euclidean discs with Lipschitz constants being slowly (in par-
ticular, reasonably) growing functions of n. Geometrically, the difference between
the tubular neighbourhood and its boundary consists in deletion of cells of dimen-
sions 3, 4 and 5 - all with simple geometry. Therefore, the standard argument from
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a graduate course in topology that adding/removing cells of dimension ≥ 3 does
not change the fundamental group, can be easily adapted to demonstrate that each
null-homotopy of a contractible closed curve in the boundary inside the tubular neigh-
bourhood could be easily projected to the boundary of the tubular neighbourhood
without increasing lengths of curves by much. Further, the existence of an obvious
deformation retraction of the tubular neighbourhood to the presentation complex
itself implies that the filling constant F l of the boundary of the tubular neighbour-
hood will be “almost the same” as F l of the tubular neighbourhood , which will
be “almost the same” and F l of the presentation complex. This is a very general
argument that pertains not only to Qn but to all finite presentations of (trivial or
non-trivial) groups with “small” presentation length.
This argument would pertain to M(Qn). Yet observe that we are interested in
M(Qn) \ Sn. Geometrically, we delete the center from one of 2-cells of the presen-
tation complex of Qn, the 3-dimensional “equatorial” disc from the corresponding
5-dimensional cell of the tubular neighbourhood, and the 2-sphere from S4 in the
boundary of the tubular neighbourhood which is the boundary of the aforemen-
tioned 5-cell. As these pairs (5-cell, 3-cell) and (S4, S2) have very simple geometry,
the above argument implies that F l(M(Qn) \Sn grows similarly to F l of the presen-
tation complex of Qn with the puncture at the center of the disc corresponding to
the relator t. Here we can assume without any loss of generality (an up to a reason-
ably growing factor) that the metric of the presentation complex is the path metric,
where all generators are circles of length 1, and all 2-cells before their attachment
are Euclidean discs with the length of the circumference equal to the length of the
corresponding relator.
Now we are going to demonstrate that F l for such complexes grows similarly
to the Dehn function of the corresponding group presentation minus the relator
corresponding to the punctured 2-disc. In our case we are talking about Qn minus
the relator t, i.e. Pn.
Consider first the presentation 2-complex for Qn without any 2-cells containing the
punctures, that is, the presentation complex for Pn. It is well-known that the filling
length in a presentation complex of a finitely presented group is closely related with
the Dehn function of the finite presentation - see, for example, [GR02] for details. In
particular, one of these two functions is reasonable if and only if the other is.
Our situation is somewhat different as rather than studying different words in a
fixed finite presentation we study the situation when the set of finite presentations
is variable but one considers only one word in each finite presentation. Nevertheless,
we can apply similar ideas. Consider a nearly optimal homotopy in the presentation
complex of the curve corresponding to xn+1. By a “nearly optimal homotopy” we
mean a homotopy, where the maximal length of closed curves during the homotopy
is almost minimal possible. Triangulating all 2-cells as the cones with a new vertex
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at the centre of the cell over a triangulation of the boundary, and replacing this
homotopy by its simplicial approximation, we can assume that it is simplicial. We
can think about this homotopy as about a sequence of simplicial closed curves in
the 1-skeleton of the triangulation of the presentation complex, where the symmetric
difference of each pair of consecutive closed curves is the boundary of a 2-simplex of
the triangulation. Assuming that the triangulation of the presentation complex has
the minimal number of 2-simplices, this number of 2-simplices is proportional to the
length of Pn. Therefore, the number of all distinct simplicial curves of length bounded
by a reasonably growing function of n is reasonably growing. An optimal homotopy
does not revisit the same closed curve twice. So, the curves in this homotopy pass
through the center at a 2-cell reasonably many times. Without any loss of generality
no closed curve in the homotopy passes through more than one center of a 2-cell.
Now forget about the chosen triangulation. At each moment of the homotopy
when the closed curve does not pass through the center of a 2-cell, it can be radi-
ally projected from the centers of 2-cells to a closed curve in the 1-skeleton of the
presentation complex. Each such curve corresponds to a word in the group up to a
conjugacy corresponding to a choice of the shortest path connecting the base point
and the initial point of the curve. The projected curves change continuously until
homotopy passes through the center of a cell. The corresponding words change also
only in those moments, and each change can be described as the deletion/insertion of
a conjugate to the relator corresponding to the 2-cell. This means that there exists
a van Kampen diagram with xn+1 on the boundary with a reasonably growing as a
function of n number of cells that yields a contradiction with Theorem 2.1.
Yet our situation is somewhat different. Instead of not having a 2-cell correspond-
ing to the relation t, have the this cell but with a puncture at its center. So, consider
a nearly optimal homotopy contracting a closed contractible curve γ in the punctured
metric presentation 2-complex for Qn. We can continuously push the arcs of this ho-
motopy in the punctured cell to its boundary by the radial projection with the center
at the puncture. As a result, we can get an uncontrollably large number of cancelling
pairs of letters t and its inverse. However, Theorem 2.1 states that one needs to ap-
ply large number of relations regardless of the number of free cancellations. This
completes the proof of the proposition.

5. PL case
In this section we will abuse notation by using the same symbol for both a simplicial
complex and its geometric realization. For example, S4 will denote both the space
and the simplicial complex ∂∆5. By “subdivision” (or refinement) we will always
mean rectilinear subdivision. Let L ⊂ K be simplicial complexes. By N(L,K)
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we will denote the simplicial neighbourhood of L, and by C(L,K) the simplicial
complement. A subdivision K ′ of K we will call derived near L, if it is obtained
from K by adding centres to those simplices that neither lie in L, nor in C(L,K).
We start by defining combinatorial filling length similarly to the Riemannian case:
Definition 5.1. For a triangulated compact spaceM and a simplicial closed curve γ,
let H(γ) be the set of all simplicial homotopies contracting γ (a simplicial homotopy
is a finite ordered collection of simplicial curves, where two neighbouring curves differ
by a 2-simplex). For h ∈ H(γ) let fill(h) denote maximal length of a closed curve
in h (length of a curve here is the number of 1-simpleces). Define filllength(γ) =
infh∈H(γ) fill(h). Finally, let F l(M) be the supremum of
filllength(γ)
length(γ)
over all closed
contractible curves.
Alternatively to F l we could use the concept of visible presentations of the funda-
mental group defined in [LN16], but we decided to go with F l to make this section
similar to the previous one. We will also need the following facts relating PL topology
to combinatorics.
Lemma 5.2. Let [K] denote the number of simplices in a complex K.
(1) Given a linear embedding K1 → K of triangulated spaces, we can refine the
triangulation on K to contain K1 as a subcomplex so that the number of
simplices is a reasonably growing function of max([K], [K1]).
(2) Given two refinements K1, K2 of the same triangulationK, we can find a com-
mon refinement with the number of simplices bounded by d[K1][K2], where
d is a constant which only depends on dimension.
(3) There exists a reasonably growing function f with the following property. Let
K1, K2 be two triangulations of (M,N), a pair of closed manifolds, N ⊂ M .
Let L1, L2 be the restriction of those triangulations to N . Let K
′
i be the
derived near Li. Then there is a PL-homeomorphism K1 → K2 fixing N and
sending N(L1, K
′
1) to N(L2, K
′
2) of complexity at most f([K]), where K is a
common refinement of K1, K2.
(4) There exists a reasonably growing function f with the following property. Let
K ′ be a subdivision of K, a triangulation of a compact manifold. Then if the
manifold has no boundary, K and K ′ are related by a sequence of bi-stellar
moves of length at most f([K ′]). If boundary is nonempty, then the same
result holds for shellings/inverse shellings instead of bi-stellar moves.
Proof. (1) Assuming K1 has one simplex we can easily refine the triangulation K
to include it. So the result follows by induction on the number of simplices
in K1.
(2) Take a simplex v1 in K1 and a simplex v2 in K2. Their intersection is a convex
polyhedron because they both lie in some larger simplex of K. Define d to
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be the maximal number of simplices we need to triangulate an intersection
of two rectilinear simplices in the given dimension.
(3) That’s an effective version of Theorem 3.8 from [RS73] and we will follow the
proof given in that reference. We are going to show that there is an effective
homeomorphism K1 → K such that N(L1, K ′1) is mapped to N(L,K ′), where
L is the restriction of K to N and K ′ is the derived near L , and that
would complete the proof by composition. We define h : K1 → [0, 1] by
sending vertices of L1 to 0, the rest to 1 and extending linearly. For example,
h−1(1) = C(L1, K1). We can find a small enough ε such that h
−1([0, ε]) has
no vertices of K \ L. We can place the vertices of K ′ \K and of K ′1 \K1 on
h−1(ε). This shows that the geometric realizations ofN(L1, K
′
1) andN(L,K
′)
are the same, and since K ′ and K ′1 are subdivisions of K1 we can use part 2
of this lemma to finish the proof.
(4) The result stated without the bound on the number of moves is due to Pachner
[Pac91], but the proof, see a nice exposition by Lickorish [Lic99], is construc-
tive so one can get an effective (reasonably growing) estimate.

Lemma 5.3. There exists a reasonably growing function f , such that for a PL-
homeomorphism K → L between compact manifolds of complexity less than c,
F l(L) < f(F l(K) + c).
Proof. By Lemma 5.2.(4) there exists a sequence of elementary transformations (bi-
stellar or shellings/inverse shellings) of reasonable length between K and L. Each
elementary transformation changes F l by at most a constant number independent
of K or L. The lemma follows. 
We are going to triangulate the sequence of knots constructed previously and use
it to prove the main result. We summarize the results we need about this sequence in
the following proposition which is a PL analogue of Proposition 3.7 combined together
with a PL-version of analogs of Proposition 4.9 and Lemma 4.10 for the complements
to the tubular neighbourhoods of 2-knots (and not for the complements to 2-knots
themselves as in section 4).
Proposition 5.4. There exists a sequence of PL-unknots ki : S
2 → S4 with the
following properties. There exist triangulations (S4, ki) with a reasonable number of
simplices (as a function of i) such that the simplicial neighbourhoods Ni of ki are
regular and F l(S4 \Ni) is not a reasonably growing function of i.
Proof. First we are going to show that we can triangulate M(Qn) with reasonable
number of simplices. For any presentation we can embed its presentation complex in
R5 and triangulate a small neighbourhood of it with a reasonable number of simplices
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such that the triangulation, call it M˜(Qn) shells to the presentation complex, denoted
P (Qm) ⊂ M˜(Qn). The boundary of M˜(Qn) is a triangulation of M(Qn). We can do
the same for any finite presentation.
Note that for any presentation Q all three M(Q), M˜(Q), and P (Q) have “similar”
FL; in fact, for Q = Qn or Q = Pn, F l are similarly growing functions of n for
the following reasons. By a dimensional argument both curves and homotopies of
curves in M˜(Q) can be pushed off P (Q), and then they can be pushed further to the
boundary, M(Q), by inverse shellings.
We can also make sure that Sn is a subtriangulation and derive the triangula-
tion near Sn, and we can do the same for Dn - the obvious 3-disk filling of Sn in
M˜(Qn), that is D
3×{c} in the last 2-handle. For the same reason as in the previous
paragraph, F l(M(Qn) \N(Sn)) and F l(M˜(Qn) \N(Dn)) are similarly growing.
There is an obvious PL-homeomorphism of small complexity from M˜(Qn)\N(Dn)
to M˜(Pn) where we retract the last 2-handle. Therefore, we have a chain of spaces:
P (Pn), M˜(Pn), M˜(Qn) \ N(Dn)), M(Qn) \ N(Sn) with similarly growing F l, while
F l(P (Pn)) is not reasonably growing by Theorem 2.1. Therefore F l(M˜(Qn)\N(Dn))
is not reasonably growing.
Finally, notice that Andrews-Curtis operations induce obvious PL-
homeomorphisms of controllable complexity: the isotopies of the attaching
circle corresponding to handle slides trace out disks that we can tuck away into
a small neighbourhood of the attaching circle at the end of the isotopy. The
complexity of this homeomorphism depends reasonably on the number of simplices
we started with. The complexity of the composition of these homeomorphisms, φn,
is controlled by Lemma 5.2.2. Then Lemma 5.2.3 gives us a PL-homeomorphism of
S4 into itself of reasonable complexity that maps φn(N(Qn)) to N(φn(Qn) and fixes
Qn. Now we can use Lemma 5.3 to finish the argument. 
Now we state and prove a PL analogue of Proposition 4.3.
Proposition 5.5. Let k(i) be a sequence of 2-unknots in S4 that can be untied
through 2-knots of complexity bounded by a reasonably growing function of i and
the isotopies realizing those minimal untyings are m-locally extendable, then F l(S4\
N(k(i))) is a reasonably growing function of i.
Proof. For k(i) letK (index suppressed) be anm-effectively locally extendable isotopy
to the trivial embedding of reasonable complexity. We can construct local extensions
of K: K˜(1), ..., K˜(n), for time intervals [t0, t1], [t1, t2], ..., [tn−1, tn] with complexities
bounded by a reasonably growing function. We don’t have control over how big n is.
For each ti we will subdivide S
4 so that a triangulation ofKti(S
2) with the minimal
number of simplices will be a subcomplex with a reasonable number of simplices
(Lemma 5.2.(1)). Then we take the first derived subdivision of this triangulation
32 BORIS LISHAK AND ALEXANDER NABUTOVSKY
so that the simplicial neighbourhood, call it Ni, of Kti(S
2) will be regular. Define
φi = K˜
(i)
ti+1
, it is a PL-homeomorphism of reasonable complexity. Now we want to
compare N ′i := φi(Ni) to Ni+1, both regular neighbourhoods of Ki+1. Let C
′
i, Ci+1
be the complements of these spaces. Then by By Lemma 5.2.(3) there exists a
PL-homeomorphism of reasonable complexity between C ′i and Ci+1.
The total number of simplicial complexes of size s is a reasonably growing function
of s. Therefore, we have a reasonable number of combinatorially distinct spaces C ′i, Cj
“related” by PL-homeomorphisms of reasonable complexity. “Related” here means
that there is a sequence of PL-homeomorphisms of reasonable complexity between
them and the length of the sequence does not exceed the number of combinatorially
distinct C ′i, Cj. Then by Lemma 5.2.2 there is a PL-homeomorphism of reasonable
complexity between any C ′i and Cj. Therefore, since F l(Cn) is small, we get that
F l(C0) is a reasonably growing function by Lemma 5.3. 
The two propositions above immediately imply Theorem 1.4. Notice that the only
place in the proof of Proposition 5.5 where we used the effective local extendability
condition was to obtain effective PL-homeomorphisms φi. Therefore, as a corollary
to the proof we can obtain the following more combinatorial result:
Corollary 5.6. For each positive m and an arbitrarily large N there exists a trivial
2-knot k : S2 → S4 (or k : S2 → R4) with complexity x = C(k) ≥ N such that
for any family of knots Kt (t = 1, . . . , n), where K1 = k and Kn is the standard
embedding, there exists i such that C(Ki) ≥ 22...2
x
(m times), as long as for each
j ∈ {1, . . . , n − 1} there exists a PL-homeomorphism φj : (S4, Kj) −→ (S4, Kj+1)
with the following property: C(φj) does not exceed 2
2...2
C(Kj )
(m times).
This corollary proves Theorem 1.6.
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