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Abstract A competitive learning model was introduced in Mehta and Luck (1999)
(Phys Rev E 60, 5: 5218-5230), in which the learning is outcome-related. Every indi-
vidual chooses between a pair of existing strategies or types, guided by a combination
of two factors: tendency to conform to the local majority, and a preference for the type
with higher perceived success among its neighbors, based on their relative outcomes.
Here, an extension of the interfacial model of Mehta and Luck (1999) is proposed,
in which individuals additionally take into account their own outcomes in arriving
at their outcome-based choices. Three possible update rules for handling bulk sites
are considered. The corresponding phase diagrams, obtained at coexistence, show sys-
tematic departures from the original interfacial model. Possible relationships of these
variants with the cooperative model of Mehta and Luck (1999) are also touched upon.
Keywords Complex systems · Agent-based models · Game theory · Strategic learning
1 Introduction
The application of tools and concepts of statistical physics in the modeling of social
behavior has received considerable attention in recent times (for a recent review see,
e.g., Castellano et al. 2009). There are instances, in social and biological contexts, of
regularities emerging on the collective scale even when the interactions of any given
individual are confined to a very small subset of the population, and these examples
share similarities with cooperative phenomena in other physical systems. Such social
interactions may well take the form of learning, describable in very general terms as
mimicking, or adopting, the behavior of other individuals. From the perspective of
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2game theory, this would be seen as an adoption of a particular strategy, whose result
may or may not be associated with a favorable outcome. It is quite reasonable to expect
that the effectiveness of a strategy in yielding favorable outcomes would influence how
likely it is to persist, and spread through the population.
Against the backdrop of the above ideas, a model of strategic learning was intro-
duced in Mehta and Luck (1999) which considers a population of interacting agents on
a regular lattice, with one of two possible strategies, or types, being associated with
each. At every time step of the dynamics, each agent independently makes a choice
to either remain unchanged in type or switch to the other type, based on two ele-
mentary rules: a majority-based updating, reflecting every agent’s tendency to align
with the local neighborhood, followed by a performance-based updating depending on
the [random] outcomes of its neighbors of both types in some ‘game’. An outcome is
categorized as being either a success (with a fixed probability p± for each type) or
a failure; every individual revises its choice, adopting the more successful of the two
types among its neighbors. This model, in its two versions, interfacial and cooperative,
was investigated in depth in Mehta and Luck (1999) at coexistence, i.e., when p+ =
p− = p. Using an analytical pair approximation as well as numerical simulation, the
corresponding phase diagrams were constructed. In the case of the interfacial model,
the phase diagram was found to possess a regime of disorder for intermediate values of
the performance parameter p, flanked by frozen phases on either side; a correspondence
was exhibited between regimes close to p = 0 and p = 1.
In what follows, a variant of the interfacial learning model is considered with the
addition of one extra ingredient: the introduction of self-coupling in the performance-
based updation rule. This is a natural extension of the previous work on this model,
and would perhaps bring it closer to capturing the dynamics of a group of individuals
in contexts where some form of learning by observation may be involved. In certain
situations, choices made by individuals between available alternatives might be based
not only on which of the alternatives is more widespread in the population, but also on
which of them is perceived to be more ‘successful’ at doing whatever they are supposed
to do. If agents are going to decide between sticking to their own type and changing
to the other type depending on the relative outcomes, then it is reasonable to suppose
that every agent would observe and factor in the result of its own chosen course as
well as the realizations of its neighbors, in making these choices. As plausible real-
world examples which such a model might approximate, one can think of consumers
being influenced by the experiences of friends in deciding which brand of product to
buy, or farmers opting for a particular agricultural practice/crop variety on the basis
of their neighbors’ successes, or even perhaps, the competition that may have existed
between prevalent hunting strategies in pre-historic social groups. We mention here that
the kernel of the above idea has appeared earlier in some work on the learning-based
diffusion of technology (Chatterjee and Xu 2004). However, that study was limited to
a one-dimensional setting, and in its details differs considerably from the model to be
analyzed here.
This paper proceeds as follows: In the next section, the modified version of the
learning model is introduced, and three possible ways of incorporating the self-coupling
are described. Subsequently, the results of the numerical analysis of these models on a
two-dimensional square lattice are presented in Sec. III. This is followed in Sec. IV by
a recapitulation and some discussion of the relationship of the present model with the
cooperative model of Mehta and Luck (1999). We conclude by putting our work in the
context of previous models of learning in Sec. V.
32 The Model
In the standard interfacial model as defined in Mehta and Luck (1999), individuals are
located at the sites of a regular lattice with coordination number z (equal to 4 for a
square lattice in two dimensions) and every individual is associated with an efficiency
ηi, which can take one of two possible values: +1 or -1. These alternatives will be re-
ferred to as ‘+’ types and ‘−’ types respectively. The dynamical evolution proceeds via
a two-step process: a majority-based updation (step 1) followed by a performance-based
rule (steps 2 and 3). In the latter step, every interfacial site compares the ‘successes’
of its neighbors of both types (more specifically, the ratios r+ and r− representing the
fractions of successful neighbors of each type) averaged over some observation period,
and based on their relative values, decides to either convert to the other type or remain
unchanged. Bulk sites, having all neighbors of a single type, are left untouched by the
outcome-based rule in this model, as its name suggests.
Mehta and Luck (1999) also introduce a cooperative variant of the above model.
Very briefly, the cooperative model involves the same update rules as the interfacial
model for interfacial sites, but introduces the additional possibility that, in the event
of a majority of the neighbors of a bulk site failing, they are persuaded to convert to
the other type along with the central site. (If the central site is already of the other
type, then of course it stays the same.)
Here, it will be assumed that step 1 of the interfacial model remains unaffected,
and as before, the efficiencies are updated according to the following majority rule:
ηi(t+ 1) = +1 if hi(t) > 0,
ηi(t+ 1) = +1 or − 1 w.p. 1/2 if hi(t) = 0,
ηi(t+ 1) = −1 if hi(t) < 0.
(1)
Following Mehta and Luck (1999), hi(t) denotes the local field of site i, defined as the
sum of efficiencies of its neighbors.
It is only the second step which will be altered by now taking every site’s own
outcome into account too: In addition to its neighbors on the lattice, the realizations
of the central site are also included in the determination of the corresponding ratios r+
and r−. A departure from the properties of the original model may thus be expected.
For a start, the inclusion of outcomes of one extra site in the performance-based up-
dation rule changes the form of the transition probabilities w±(hi). These encapsulate
the net effect of steps 2 and 3 in the limit when the time scale on which individuals
change type is much slower than the rate at which the outcomes of individuals are
updated. In the symmetric case (p+ = p−), these probabilities are now given by
ηi(t) = +1 → ηi(t+ 1) = +1 w.p. w+(hi),
ηi(t) = −1 → ηi(t+ 1) = +1 w.p. w−(hi)
4where
w+(+4) = 1
w−(+4) = 1− p− (1− p)
5
w+(+2) = p
5 + 1− p
w−(+2) = 1− (1− p)
5 − p2 − 2p(1− p)3(1 + 2p)
w+(0) = 1− p
2(1− p3)− 2p(1− p)3(1 + 2p)
w−(0) = 1− p
5 − (1− p)5 − 3p(1− p)4
−(1− p2)(3p2 − 2p3)
w+(−2) = 1− 3p(1− p)
4 − (1− p2)(3p2 − 2p3)
w−(−2) = p− p
5
w+(−4) = p+ (1− p)
5
w−(−4) = 0. (2)
Here, we have followed the convention of Mehta and Luck (1999) and continue to treat
the probabilities as functions of the local field hi, even though their determination
would now involve input coming from the central site as well. These probabilities
satisfy the condition w+(+hi) + w−(−hi) = 1, which follows from symmetry under
a global reversal of signs. (The derivation of the above expressions is summarized in
the Appendix.) The extra feature being introduced here, compared with the interfacial
model, is the possibility of conversion even when a site might be surrounded by all
neighbors of a single type: For example, if ηi(t) = −1 and is surrounded by all neighbors
of the ‘+’ type, there is a non-zero probability, given by w−(+4), that it will switch
to the ‘+’ state at step 3 (this cannot happen in the interfacial model of Mehta and
Luck (1999)). Loosely speaking, the self-coupling increases the effective noise in the
system by adding to the randomness in the dynamics of the outcome-based update
rule – ‘noise’ here referring to changes which do not obey a simple majority rule. A
widening of the disordered paramagnetic phase may thus be expected.
The above modification (referred to hereafter as SCM1 ≡ Self-Coupled Model 1),
however, does not introduce the potential for changes in a sea of individuals belonging
to the same type. (To avoid ambiguity, it is clarified here that our notion of a ‘sea’, in
which the central site as well as its neighbors are identical, is distinct from ‘bulk’, by
which we only mean that all the neighbors of a given site have the same type, but are
not necessarily identical to it.) In fact, the probabilities w−(+4) and w+(−4) only act
to increase the order locally. One could therefore think of an alternative modification
of the following kind: If a site is surrounded by neighbors all of which are of its own
type, then it will decide to flip to the other type if, and only if, all of them (including
itself) fail. In this particular situation, the central site is unable to make a comparison
between the two types since all its neighbors as well as itself have the same type. This
rule can thus be thought of as the central site deciding to take a risk and changing to
the other type only in the worst-case scenario of total failure of its own type (i.e. itself
and all its neighbors). It may be noted that this “all-or-nothing” rule is different from
step 3 of the cooperative model of Mehta and Luck (1999) in two respects: One, only
the central site flips here, so there is no persuasion of the neighbors to convert; and
secondly, this is not a ‘majority-based’ rule, in the sense that the central site flips only
if all z + 1 sites fail, not just if more than half of them fail (which is the case for the
cooperative model).
5This second version of self-coupling modifies only the probabilities w+(4) and
w−(−4), which are now given by
w+(+4) = 1− (1− p)
5
w−(−4) = (1− p)
5, (3)
and this variant will be referred to as SCM2. All other transition probabilities remain
the same as in the SCM1 model. One can immediately see from Eq. (3) that SCM2
introduces the possibility of changes in a sea of the same type; this effect is expected
to increase as site failures become more probable, which would happen at sufficiently
small values of p. This conversion of the central site to the other type could ‘propagate’
in the course of the updating according to step 3, before the next round of step 1 (the
majority rule) has a chance to ‘reset’ it back again.
Taking the above reasoning a step further, one can possibly consider a third variant
(SCM3), which implements a majority-based rule at step 3: If a site as well as all its
neighbors are of the same type, the central site decides to flip to the other type if a
majority of them (which on a square lattice would be equal to or greater than 3 out of
5) fail. The transition probabilities for sites in a sea now assume the form
w+(+4) = 1− (1− p)
5 − 5p(1− p)4 − 10p2(1− p)3,
w−(−4) = (1− p)
5 + 5p(1− p)4 + 10p2(1− p)3 (4)
with the rest of the probabilities remaining the same as in SCM1 and SCM2. At p = 0,
the expressions in Eq. (4) obviously coincide with the corresponding probabilities for
SCM2 in Eq. (3), since here all the sites fail in any case. However, for any non-zero
value of p, SCM3 introduces a greater likelihood of site conversions inside ordered
domains.
There are thus two kinds of effective noise being introduced by the dynamics of the
outcome-based update rule: the interfacial noise which affects sites having neighbors
of both types, and bulk noise which is associated with the updating of sites all whose
neighbors are of one type. Referring to the models defined here, SCM1 contains only
interfacial noise, but in the SCM2 and SCM3 models, bulk noise is also present.
An attempt to understand the resulting dynamical phases of the above models
will be made in the following sections. Two-dimensional square lattices of size N ×N
are considered and periodic boundary conditions (with the identification of opposite
edges) are imposed. In order to quantify the nature of the collective dynamics and
identify various phases, the averages of two quantities will be looked at. These are
the magnetization M(t), defined as the mean efficiency over the whole lattice, and
the energy E(t), given by the fraction of disparate, or active, bonds (i.e. those which
connect sites with unequal efficiencies):
M =
1
N2
∑
i
ηi (5)
E =
1
4N2
∑
(ij)
(1− ηiηj). (6)
The second summation above is taken over all possible pairs of nearest-neighbor sites.
With this definition, the energy is zero when full consensus is reached in the population
(corresponding to M = ±1), and maximized (equal to +1) in an antiferromagnetic
state.
6At a qualitative level, an idea of the behavior of these models may be had by
making a correspondence with a generalized two-parameter stochastic model studied
in Drouffe and Godre`che (1999) and Oliveira et al. (1993), as was done in Mehta and
Luck (1999). The transition probabilities in this class of nonequilibrium spin models
are parametrized by two variables p1 and p2, interpreted respectively as measures of
interfacial and bulk noise. Specific points in the p1− p2 plane correspond to particular
cases, like the zero-temperature Ising-Glauber model (p1 = p2 = 1), and the voter
model (p1 = 3/4, p2 = 1) (Holley and Liggett 1975; Frachebourg and Krapivsky 1996;
Dornic et al. 2001). The analysis in Drouffe and Godre`che (1999) and Oliveira et al.
(1993) showed that the phase diagram is divided in a ferromagnetic region near the
p1 = 1, p2 = 1 point and a disordered paramagnetic phase, which are separated by
a line of continuous phase transitions terminating at one end at the voter point. In
Mehta and Luck (1999), the interfacial model with no bulk noise was associated with
the p2 = 1 line, and the critical point was shown to have the character of a first-order
transition belonging to the same universality class as the voter model, which shows
criticality in two dimensions.
Considered in the above context, each self-coupled model, in a rough sense, may
be represented by a curve parametrized by p in the p1 − p2 plane. These curves would
all converge at the zero-temperature Ising point when p = 1, and cross the critical line
into the disordered phase at different points (equivalently, at different values of p < 1).
In SCM1, bulk noise (taken to mean a non-zero probability for a site surrounded by all
neighbors of its type to flip to the opposite type) is absent. Thus, this version would
follow the p2 = 1 line just as the interfacial model, going from fully ordered ferromag-
netic to paramagnetic behavior; the corresponding critical point may be expected to
be voter-like with a discontinuity in the value of order parameter. As for SCM2 and
SCM3, there is also the presence of bulk noise in addition to interfacial noise, implying
that the order-disorder transition in these models would be of the continuous type.
Moreover, while the interfacial noise is identical in all the three models – allowing a
direct correspondence to be made with p – there is an overall enhancement of bulk
noise in SCM3 compared to SCM2. Referring back to the phase diagram and the criti-
cal line of the generalized model suggests that the critical point of SCM2 would occur
at higher interfacial noise, i.e. at a smaller value of p, relative to SCM3 (this is also
anticipated on general grounds). These expectations will be borne out by the analysis
in the next section.
3 Numerical results
The time-evolution of the lattice dynamics is implemented numerically. In every run,
the population is assumed to start out in a random initial configuration of efficiencies,
in which each site is independently chosen to be of the ‘+’ type or ‘−’ type with equal
probability. As for the updating procedure to be employed, different options exist. A
commonly used scheme in the literature for problems of this type (which, however,
normally involve only a single-step update rule) is random sequential updating (see,
e.g., Christensen and Moloney 2005; Landau and Binder 2005) in which one site is
picked at random at every moment and its state updated; this means that any given
site in the lattice gets updated once every N2 time steps only on an average. But
here, following Mehta and Luck (1999), the updating will be carried out in an ordered
sequential manner, which consists of “sweeping” through the lattice in a regular fashion
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Fig. 1 Plots of the inverse of the mean energy E(t) as function of time in the vicinity of
p = 0.8 for the self-coupled model 1 (SCM1). System size is 500 × 500.
(left to right and top to bottom, say) so that adjacent sites along any one direction
get updated in succession. One complete round of updating is implemented by first
sweeping through the lattice updating sites according to step 1, followed by a sweep
of updating based on the probabilities w±. These two sweeps together will be taken to
constitute one “time step” of the dynamics.
We first consider the SCM1 model. Figs. 1 and 2 show the evolution of the average
energy with time for different values of p, for a square lattice of size 500 × 500 over
T = 1, 000 time steps. Each curve is an average over 100 runs (with different starting
seeds). The narrow range of p values displayed in Fig. 1 has been chosen to bring out
the crossover occurring in the behavior of the system between p = 0.81 and 0.82, which
is reflected in the change in the asymptotic nature of the curves. The occurrence of a
similar transition near p ≈ 0.5 can be inferred from Fig. 2.
This behavior shows up in the plots in Figs. 3 and 4 of the average energy and
average magnetization as functions of the probability p; the corresponding results for
the interfacial model are also shown for comparison. A square lattice of size 100 ×
100 has been used here (and in the subsequent results); this system size is found to
be large enough to give reliable averages, and the deviations of its predictions from
larger lattices are insignificant. For obtaining the data points, runs lasting T = 50, 000
time steps each have been carried out with averaging being done over the last 10,000
steps. These graphs clearly indicate a paramagnetic phase with zero net magnetization
occurring between p ≈ 0.5 − 0.8, with macroscopic order in the remainder of p-space.
The transition from disorder to fully ferromagnetic is quite sharp, consistent with
the expectation of a first-order phase transition for this model. These results bear
a resemblance to the interfacial model in Mehta and Luck (1999); the similarity is
expected, given that in both models it is only the interfacial noise which is present.
However, the interval of disorder in SCM1 is almost doubled in comparison with the
interfacial model, which may be attributed to an overall enhancement of the interfacial
noise due to the self-coupling.
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Fig. 2 Evolution of the mean energy with time for p values around 0.5 for the SCM1 model.
System size is 500 × 500.
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Fig. 3 Comparison of mean energy vs. p for the interfacial model (IM) and self-coupled model
1 (SCM1). Lattice size is 100× 100.
The nature of the ordered phases was probed a little further by looking at the time
series of individual runs (starting from random initial configurations) with different
choices for p. In all the runs carried out, the system was observed to always get com-
pletely ordered when evolution was allowed to proceed for sufficiently long times. Also,
since bulk noise is absent in this particular model of self-coupling – that is, individuals
cannot break out of a sea – the fully ordered state is absorbing. At the two end points
p = 0 and p = 1, however, it is found that the system can also end up in frozen stripe
states which are only partly ordered and remain stable over time. At these end points,
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Fig. 4 Comparison of mean magnetization vs. p for the interfacial model (IM) and self-
coupled model 1 (SCM1). (Lattice size is 100× 100.)
where all sites succeed or all of them fail with certainty, the outcome-based rule in
step 3 becomes irrelevant and evolution is driven solely by the zero-temperature Ising
update rule of step 1. The frozen states seen here are consistent with earlier results for
quenching and phase ordering in zero-temperature Ising models (Spirin et al. 2001a, b;
Barros et al. 2009). Based on this, it is conceivable that sufficiently close to p = 0 and
p = 1 where the interfacial noise introduced by step 3 would be very weak, the system
may not get fully ordered for some initial seeds. It could, for example, remain trapped
in partially ordered configurations indefinitely; in such cases, while the interfacial noise
might induce some activity at the boundaries it could be too weak to induce transitions
to the fully ferromagnetic state. This possibility has not, however, been looked into in
detail in the present work.
The second version with self-coupling, SCM2, is considered next. Figs. 5 and 6 are
plots of the mean energy and mean magnetization as functions of p displayed along with
the corresponding curves for SCM1 (again for a 100×100 lattice with every run lasting
T = 50, 000 time steps and averaging being done over the last 10, 000 steps). Visually,
from the plot of the magnetization, only one clear-cut transition can be made out, and
it is located very near to the critical point of SCM1. But recalling the analogy with
the generalized spin model of Drouffe and Godre`che (1999) and Oliveira et al. (1993),
the presence of bulk noise here is expected to change the nature of the transition to a
continuous type. To locate the critical point, the susceptibility, defined in terms of the
variance of the net magnetization as χ = N2(〈M2〉−〈M〉2) (Christensen and Moloney
2005), is considered in the vicinity of the transition and is plotted in Fig. 7 (the points
correspond to averages over the last 20,000 time steps in runs up to T = 100, 000). From
the peak in the data, which is expected at the disorder-order transition, the critical
point is located at pc ≈ 0.815, confirming the second-order nature of this transition.
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Shifting attention to the other side, i.e. for smaller values of p, the magnetization
is observed to remain nearly zero. The energy is far from minimized, and in fact, it
steadily increases in the p→ 0 limit, suggestive of a preference for an antiferromagnetic
state. However, it is found that even in the p→ 0 limit the proportion of active bonds
does not reach unity, so the system does not appear to get antiferromagnetically aligned
in its entirety. Figs. 8 and 9 show the time evolution of energy and magnetization over
one run each for the SCM1 and SCM2 models (with random initial seeds) when p = 0,
at which point the difference between the two models is maximum. It can be seen that
the SCM1 model gets stuck in a frozen stripe state (at t ≈ 1, 700). In the case of SCM2,
the energy asymptotes to some steady-state value slightly less than unity (with small
fluctuations) and the net magnetization is zero, indicating an antiferromagnetic state.
Based on several individual runs, it is confirmed that this asymptotic value of energy
is independent of the initial conditions, and is a function of p alone. This is illustrated
in Fig. 10 with three different starting states, including two random seeds and the fully
ordered state (which after a single time step converts to antiferromagnetic).
A glimpse at the snapshot of the lattice at p = 0 (taken after a sufficiently long
time is allowed to elapse starting from a random initial seed) shows that an almost
completely antiferromagnetic configuration is reached, consistent with the increase in
the energy of the system towards the p → 0 end. However, some patches of disorder
are found to persist along the edges. We have checked that these are due to finite-size
effects. Furthermore, in the antiferromagnetic domain, collective flipping of sites at
every time step is observed.
The preference for antiferromagnetic ordering seen in this model can be understood
by noting that close to p = 0 failures become increasingly likely, so that an individual
surrounded by all neighbors of the opposite type would tend to retain its type. In
contrast, an individual in a sea of identical types would tend to do the exact opposite,
choosing to convert because of all-round failure of its own type. Also, there would be no
interfacial noise at p = 0. The majority rule in step 1 acts to increase the local order.
The bulk noise due to step 3 following it would then come into play and neighbors
would tend to anti-align, thus favoring a configuration made up of active bonds all
over.
The above behavior is expected to be seen also for the third variant, SCM3, which
implements a majority rule at step 3 and thus introduces even more bulk noise. Fig. 11
displays the result for behavior of the energy, plotted against the earlier self-coupled
models. SCM2 and SCM3 show qualitatively similar behavior in the small p regime,
but in the latter case, the antiferromagnetic alignment is comparatively stronger at any
given value of p. (In the strict limit of p→ 0, however, this difference disappears as the
models become essentially identical.) From the plot of Fig. 11, as well as from lattice
snapshots taken at large times, it appears that even here, the system does not reach a
fully antiferromagnetic state at p = 0. A finite-size scaling analysis (Christensen and
Moloney 2005) of this model, however, indicates that in the limit of infinite lattice size,
the system energy does tend to unity. A steady reduction in the relative magnitude of
the disordered area to the lattice size is implicit in this result, leading to a completely
ordered antiferromagnetic state. Fig. 12 shows the results for different lattice sizes
ranging from N = 50 to N = 400 on a log-log plot, and a linear fit to the data points
yields the scaling relation 1−E(N) ∝ Nδ with δ = −0.959 ± 0.008.
Towards the other end of the phase diagram, a continuous ferromagnetic transition
is found to occur beyond a critical value of p which is discernible in the plot in Fig.
13. The corresponding data for the susceptibility as a function of p in the transition
11
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Fig. 5 Comparison of mean energy vs p for the two self-coupled models SCM1 and SCM2,
for system size of 100 × 100.
region (see Fig. 14) shows a peak at pc = 0.86, which is associated with the critical
point. This value is higher than the corresponding value of pc for the SCM2 model.
Also, the transition from disorder to ferromagnetic (i.e. complete) ordering is more
gradual relative to SCM2. These differences may be put down to the comparatively
higher level of bulk noise introduced by the majority rule of step 3 here (in place of
the all-or-nothing rule of SCM2), which persists for larger values of p, and introduces
greater disorder.
4 Discussion: Quantitative analysis of results
The model of competitive learning introduced in Mehta and Luck (1999) involves agents
which make choices based only on observing their local neighborhood, and do not
take into consideration the realizations of their own actions. In the preceding sections,
the consequence of introducing this additional feature for the collective behavior of
the population has been explored. The motivation for doing this needs hardly any
justification: since agents in the original model were assumed to be sophisticated enough
to learn by temporal integration of information from their local environment, it seems
quite natural to also assume some capacity for self-observation (or self-reflection),
which should then have a bearing on the learning dynamics. Having said that, this
particular extension is to be regarded as only one among the many possible directions
in which the original model of Mehta and Luck (1999) can be taken further, and needless
to say, several other possibilities remain to be explored.
Nonetheless, the analysis carried out here suggests that the incorporation of a self-
term can indeed introduce new features into the dynamics of the model. In general, the
self-coupling as considered here adds to the interfacial noise, and also brings in some
12
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0
0.5
1
1.5
p
M
ag
ne
tiz
at
io
n
 
 
SCM1
SCM2
Fig. 6 Comparison of mean magnetization vs p for the self-coupled models SCM1 and SCM2
(again for a 100 × 100 lattice).
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Fig. 7 The susceptibility, defined in terms of the variance of M , as a function of p for
the SCM2 model (system size is 100 × 100). The capped spike occurs at the disorder-order
transition.
bulk noise. The question of which update rule to adopt when an individual happens
to be at a bulk site was explored systematically with three possible choices; the corre-
sponding phase diagrams do indeed show some significant differences. On allowing for
the possibility of conversions inside a sea of individuals of the same type, as has been
done in the SCM2 and SCM3 models, a preference for antiferromagnetic ordering is
seen in the lattice as the p = 0 end point is approached, in which limit failures be-
come increasingly more frequent. An antiferromagnetic state would be interpreted as a
13
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Fig. 8 Comparison of time evolution of energy over one run at p = 0 for the two self-coupled
models SCM1 and SCM2 (for a 100 × 100 lattice).
tendency of individuals to continually maintain a position which is at odds with their
local neighborhood. Additionally, introduction of bulk noise into the system changes
the character of the phase transition occurring at the high-p end, replacing the dis-
continuity in SCM1 with a continuous transition from paramagnetic to ferromagnetic
behavior. This is a feature that the models SCM2 and SCM3 share in common with
the cooperative model, which was introduced in Mehta and Luck (1999). In going from
SCM1 to SCM3, as the effective bulk noise being introduced into the system increases,
the location of the critical point as well as the onset of full ferromagnetic ordering are
pushed further towards the p = 1 end.
It may also be pointed out that the self-coupled versions are very different from
the cooperative model at the low-p end of the phase diagram. The cooperative model
incorporating a hard rule (Mehta and Luck 1999) predicts a phase of oscillatory coars-
ening in a narrow interval near p = 0, which is not reproduced here merely by addition
of self-coupling to the original interfacial model. The existence of this time-dependent
oscillatory phase is presumably related to the fact that in the cooperative model, not
only can a bulk site change, but it can also persuade its neighbors to convert to the
other type. This guess is supported by looking at the implementation of the cooperative
model with the soft rule, according to which only the failed sites among its neighbors
accompany the central site in converting to the other type. This version also shows
oscillations near p = 0. If one takes the soft rule a step further, and implements an
even weaker version of it in which only the central bulk site converts [provided that
a majority of its neighbors fail, as before], it turns out that the oscillatory phase dis-
appears and, in fact, gets replaced by antiferromagnetic behavior at the low-p end. It
may be noted that this weaker-than-soft scheme is actually quite similar to the SCM3
model (leaving aside the self-coupling of the latter). The above results thus suggest
the interpretation that persuasion of neighbors to convert collectively, a feature which
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Fig. 9 Comparison of time evolution of the mean magnetization over one run at p = 0 for
the self-coupled models SCM1 and SCM2 (for a 100 × 100 lattice).
is present in both the hard and soft versions of the cooperative model, but not in the
other models, may be necessary to sustain the peculiar oscillatory behavior.
Going a bit further, the variation of mean energy with p has been plotted for
the three versions of the cooperative model in Fig. 15. For comparison, the result for
the weaker-than-soft version of the cooperative model is also shown along with the
corresponding curve for SCM3 in Fig. 16. The onset of ordering in the case of the
weaker-than-soft version occurs at a smaller value of p relative to the other cases. At a
qualitative level, these differences are traceable to the differences in the effective ‘noise’
being introduced by the outcome-related rule in the various models, and this may be
seen as follows: At p = 1, all models are ferromagnetically ordered. As p decreases, the
strengths of both the bulk and the interfacial noise grow (starting from zero at p = 1) in
all the models. However, at any particular value of p, both sources of noise are stronger
in SCM3 compared to the weaker-than-soft version of the cooperative model. That is,
with decreasing p, the effective noise grows faster in the SCM3 model. If a transition to
the disordered regime is taken to happen once the noise in the system crosses a certain
‘threshold’, then it is natural to expect that the onset of the paramagnetic phase would
occur in SCM3 before it occurs in the weaker-than-soft cooperative model, or, in other
words, closer to the p = 1 end point.
A similar comparison may also be made between the different versions of the cooper-
ative model: the hard/soft rule on one hand and the weaker-than-soft rule on the other.
All the three variants introduce identical interfacial noise, because the outcome-based
rules for conversion of the interfacial sites are the same for all of them. In addition,
they all introduce the same transition probability for the bulk sites. However, in the
weaker-than-soft case, the neighbors of the bulk site which is being updated are not
persuaded to convert; as a result, updating of a bulk site would involve a conversion of
only that site (if at all). In contrast, when the hard version of the cooperative model is
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Fig. 10 Result for three runs with different seeds (including a fully ordered starting state)
for the SCM2 model at p = 0. (Lattice size = 100 × 100.)
considered, the corresponding update rule for bulk sites involves not just the site which
is currently being updated, but also a conversion of its neighbors due to persuasion. In
a sense, the conversion of a cluster of sites in a sea (i.e., the neighbors plus the updated
bulk site) which happens in the hard version, is a bigger ‘fluctuation’ than the conver-
sion of just a single site in a sea, which happens in the weaker-than-soft version; the
probabilities in the two cases are, however, the same. If one then makes the assumption
that the level of effective noise is ‘measured’ not just in terms of how probable changes
are, but also by their ‘size’, i.e., the number of sites affected by update of a site, it
would follow that the effective noise is uniformly stronger over the entire range of p
when persuasion is present. Thus, the hard version of the cooperative model may be
anticipated to turn paramagnetic nearer to p = 1 relative to its weaker-than-soft vari-
ant. The interpretation in the last line is lent support by recalling the analogy with the
two-parameter generalized model (Drouffe and Godre`che 1999; Oliveira et al. 1993),
which predicts a critical point at smaller value of interfacial noise (here, at larger p)
when more bulk noise is present in the system.
To conclude this section: the extension of the competitive learning model of Mehta
and Luck (1999) to additionally include self-performance in the revising of the agents’
individual choices is found to bring about some changes in the macroscopic dynamics of
the population. The three choices for the update rule of bulk sites which were considered
in this context introduce some systematic modifications, and these are reflected in the
corresponding phase diagrams.
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Fig. 11 Comparison of plots for mean energy vs p for all three models with self-coupling, for
a 100×100 lattice. The SCM3 model implements a majority rule at step 3.
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Fig. 12 Log-log plot showing scaling of the mean energy at p = 0 with lattice dimension N
for the SCM3 model. The best-fit straight line gives 1−E(N) ∝ Nδ with δ = −0.959± 0.008.
5 Discussion: Implications of our results for models of learning
In this section, we will put our results in the context of existing models of learning,
and analyze their implications. Chatterjee and Xu (2004) have in a scholarly paper,
mentioned several papers of relevance in the context of human behavior: models of
cultural evolution (Bisin and Verdier 2001) which represent social conformity, and
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Fig. 13 Plots of the net magnetization vs p for all three models with self-coupling, for a
100×100 lattice.
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Fig. 14 Dependence of susceptibility on p for the SCM3 model (system size is 100 × 100).
The capped spike indicates location of an order-disorder transition.
models of learning by boundedly rational agents (Ellison and Fudenberg 1995, Eshel
et al. 1998), which incorporate the tendency to learn from the successes of others. A
realistic example of this can be found in agricultural innovation, where farmers employ
fertilisers in response to their neighbors’ successes (Conley and Udry 2000).
Chatterjee and Xu (2004) build on these ideas to come up with two learning rules:
one where the agent never switches type unless he fails, and one where he always looks
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Fig. 15 Comparison of mean energy vs p curves for all three versions of the cooperative
model. (Lattice size = 100×100.)
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Fig. 16 Comparison of weaker-than-soft version of the cooperative model with SCM3 (Lattice
size = 100×100.)
around. In both cases the agent learns from the successes of his neighbours, as in the
model of Mehta and Luck (1999). However in the model of Chatterjee and Xu (2004),
there is no mechanism to change to a more successful type in a sea of failures, which
exists both in the present model (SCM2 and SCM3), and in the cooperative model of
Mehta and Luck (1999). Another difference is that the analysis of Chatterjee and Xu
(2004) was done not at coexistence, but where one of the probabilities of success was
greater than the other; the dynamics of Ising spins makes it clear that in the general
case, the magnetization will correspond to the sign of the dominant spin, i.e. the better
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technology will spread with probability 1, as was found in that paper. Analyzing the
behavior at coexistence, as we have done, makes the generic behavior clearly visible
in the phase diagrams presented here as well as in Mehta and Luck (1999). A third
difference is that the agents in the paper of Chatterjee and Xu (2004) make decisions
based on immediate outcomes; in both this paper and that of Mehta and Luck (1999),
we have set timescales such that an agent can make a decision based on the average
outcome over a time period. It is easy to show (De Munshi et al. 2009) that the phase
diagram depends critically on this choice; the conclusions of Bala and Goyal (1998)
agree with this. Also, the stochastic selection of outcomes at any given timestep in our
models is similar to that of Ellison and Fudenberg (1995).
To the best of our knowledge, none of the models mentioned above include the
weighting of choices which include the agent’s own performance, which is the main
contribution of the present paper. In the case of the SCM1 model, the self-term acts to
increase local order (the social conformity referred to above) by allowing the agent to
switch types; while in the case of SCM2 and SCM3, the agent can, to varying extents,
flip to a more successful type if it is in a sea of failures (’learning from one’s failures’).
This is midway between the inertia of earlier models in the case of failures (Chatterjee
and Xu 2004) and the persuaded flipping of unsuccessful clusters via the hard and soft
rules of the cooperative model of Mehta and Luck (1999). We view this as a rather
realistic example of human behavior, which, when confronted by the failure of its own
choices – imposed by social conformity – decides to change course individually.
So far, all our examples of learning were taken from cognitive/behavioral examples,
which are in general those to which the present model is most applicable. There is
however an interesting parallel to be found in the phenomenon of motor learning, where
both learning and forgetting, as adaptive processes with different timescales have been
shown to be important mechanisms in the phenomenon of reaching (Smith et al. 2006).
In the original model of Mehta and Luck (1999), both learning and forgetting are part
of the cognitive arsenal of a given agent, and it would be interesting to see, in future
work, if the simple ideas of this paper could be used for modelling motor learning in
humans and animals.
Appendix: Derivation of the probabilities w±(h)
The transition probabilities are calculated based on reasoning similar to that followed
in arriving at the probabilities in Mehta and Luck (1999), but it is to be remembered
that now the type and outcomes of the central site also play a role, and have to be
included in calculating the ratios r+ and r−.
Let us begin with the derivation of the expression for w+(0): this is just the prob-
ability that r+ ≥ r−, given that ηi(t) = +1 and hi = 0 (i.e. with a total of three
‘+’ and two ‘−’ sites including the central site), and may be symbolically written as
P (r+ ≥ r− | ηi = +1, h = 0). Now, P (r+ = r− | ηi = +1, h = 0) is the probability
that all sites succeed or all of them fail, which is just equal to p5 + (1 − p)5. Next,
to get P (r+ > r− | ηi = +1, h = 0), all pairs (r+, r−) for which r+ > r− have to
be enumerated and their probabilities added up. The set of all such possible pairs is
{(1/3, 0/2), (2/3, 0/2), (2/3, 1/2), (3/3, 0/2), (3/3, 1/2)}, and their weighted sum is thus
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given by
P (r+ > r− | ηi = +1, h = 0) =
3p(1− p)2 · (1− p)2
+ 3(1− p)p2 · [(1− p)2 + 2p(1− p)]
+ p3 · [(1− p)2 + 2p(1− p)]
= 3p(1− p)4 + (3p2 − 2p3)(1− p2),
so w+(0) finally reads
w+(0) = P (r+ ≥ r− | ηi = +1, h = 0)
= p5 + (1− p)5 + 3p(1− p)4
+ (3p2 − 2p3)(1− p2). (7)
This expression can be rearranged to end up with the form given in Eq. (2). All other
w’s can be derived in a similar manner:
w+(+2): This is equal to P (r+ ≥ r− | ηi = +1, h = 2) with 4 ‘+’ and 1 ‘−’ sites, and
is given by
w+(+2) = P (r+ ≥ r− | ηi = +1, h = 2)
= 1− P (r+ < r− | ηi = +1, h = 2)
= 1− p · (1− p4) = 1− p+ p5 (8)
and the third line above makes use of the fact that r+ < r− is possible only when the
‘−’ type site succeeds and at least one ‘+’ type site fails.
w−(+2): This is the probability that a ‘−’ site will flip its state, and is given by
P (r− < r+ | ηi = −1, h = 2) with 3 ‘+’ and 2 ‘−’ sites. The possible pairs (r+, r−) for
which this holds are {(1/3, 0/2), (2/3, 0/2), (3/3, 0/2), (2/3, 1/2), (3/3, 1/2)}, and the
total probability is thus
w−(+2) = P (r− < r+ | ηi = −1, h = 2)
= (1− p)2 · [1− (1− p)3]
+2 · p(1− p) · [3p2(1− p) + p3]
= (1− p)2 − (1− p)5
+ 2p(1− p)(3p2 − 2p3) (9)
which can be brought into the form given in Eq. (2).
w+(−2) and w−(−2) can be directly obtained from the above probabilities: w+(−2) =
1− w−(+2) and w−(−2) = 1− w+(+2).
w+(+4)(w−(−4)) would be equal to 1(0) since the central site has no way to make a
comparison between the outcomes of the two types. On the other hand, if ηi(t) = −1
and h = +4, the central site can make such a comparison by considering its own
outcome too; it will flip to the other type if it fails and at least one of its neighbors
(all of which are ‘+’) succeeds, so
w−(+4) = P (r− < r+ | ηi = −1, h = 4)
= (1− p) · [1− (1− p)4]
= 1− p− (1− p)5 (10)
and this consequently gives w+(−4) = 1−w−(+4) = p+ (1− p)
5.
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