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Matemātika. Diferenciālvienādojumi i Xinatniakia rakati/ Atb. 
red. J.Xlokovm.­ 577. sāiuB*. ­ Rlgai LU, 1992.­ 138 1pp. 
Rakstu krājuma aaiu. nātnie ко* rtketus, kuri veltīti 
pai&bto diferenciālvienādojumu teorijai. Pātlti jautājumi par 
diferenciālvienādojumu atrisina jumu eksistenci un Īpašībām. 
Daži raksti veltīti konkrēto problāmu izpātes metodēm. 
Uakstu krājuma paredzēta zinātniekiem, pasniedzējiem un 
student lai, kuri nodarbojas ar per jsto diferenciālvienādojumu 
un to atrisinājumu pātlāanu. 
MATHEMATICS • DIFFERENTIAL EQUATIONS 
The collection contains articlea on the qualitative theory 
of ordinary differential equations. The problēma of existsncs 
of solutions as well as their properties are inveetigatud. 
Several articles are devoted to deve 1 ping of wetnode• of 
investigation of applied problēma. 
The collection is destined for researchers and students in 
the field. 
МАТЕМАТИКА* ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ 
Сборник содержит неумные статьи по нач* ;твенной теории 
обыкновенных днффере) цнальных уравнений. Исследуются вопросы 
сущее твованна решений, изучаете а их свойства. Ряд статей 
поев еще л разработка методов исследование конкретных 
практических задач. 
Сборник предназначен для научных сотру днннов, 
преподавателей и студентов, которые зан .маются исследования*» в 
области обыкновенных дифференциальных уравнений. 
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sekretārs), J.Cepltie, A . C l b u U s , В.Kalis, A.Lepins, U.Raituma, 
A. Reinfelda , V.Ponomarsve . 
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SOLVABILITY OF THE INITIAL VALUE PROBLEM FOR 
DIFFERENTIAL EQUATION HITS SINGULARITIES 
J.Cepltie 
Summary.There ere formulated sufficient conditions which 
ensure solvability of certain initial value problem for the 
n­th order differential equation having unsummable 
singularities. 
1991 MSC 34A34 
Consider differential equation 
r"" ­ f(t,x,x- x'"­"), (1) 
where л * 2 , f or some <r с (О,**) and any S с (0,<r) , function 
f t (в,(Т| x F n " Й satisfies Caratheodcry 'e condition, but 
has,may be,unsumnable singularities if t • 0. 
Левите for >t «• i, ... ,л­1 existence of functions 
7кЦ0,(г) * (0,­ND) 
having for all 6 a <0,cr) on [&,<?] absolutely continuous 
derivatives of the order n-h such that 
lim у ft) - +« , (2) 
.B-k £T 
lim — e x p < ­ / у (T)dx) < +• . (3) 
t­*o* d t n t 
For fixed 1 * {0,1, ... #n­2) we introduce the initial 
conditions 
lim x ( i*(t) - 0 ,i - 0 1, 
limexpf / r t ,(T)dT)x f l )(t) ­ c} , 
t ­ о * t 
vhera CJ «= R, and shall investigate the solvability of the 
initial value problem {1 >, (4j ), (bj, ) . 
As a solution of the initial v Лив ргоЫев ( 1),(4.),(5.) 
4 
we mean a function x which for eon j z a ia defined and 
has absolutely continuous deri itive of tht (n­1) st ordsr on 
[0,'z1.,satisfies conditions (4j),(5j) and for every в ь (0 #т) 
almost everywhere in [6,т) diferentlal equation (1). Therefore 
these solutions belong to the claea of functions which usually 
designates with t([0,x]). 
Use designations 
­ x'­ v^Dx, i ­ 1, ,n­l, 
let ct{0,a) ­» 0,+«) is bounded function such that 
lim c(t) ­ 0 , 
t ­»(>• 
a <r a n-a £ \ 
In(t) « I I ... S c(4 n. ) П « Р ( Л П * „ i < T > d T * 
*/*. V ? V i 
t 
x ехр(/ r ^ r l d t j d ^ ... dC t . if n > 2, 
9 t 
I2(tJ ­ Sc(E )ехр(/ у (r)dc)df • 
8 t 1 c f 1 
Definition.We »ay that the condition Bļ Is held it 
a d J 
lirf Jexpi/y, /T)dr-S- rl (t)l < , (в) • 
t­o* t **J d t 1 n 
for some H < (0,+«») ,any 5 « (0,<r),r < («,<r] and solution 
xi[h,T] ­ a of the differential quation (1) which satisfies 
estimate 
lr(t)| s * , t s | J . t ) , 
the inequality 
, Х > г ы Х ( а Н * C ( A > 
э т и м validity in [B,xj of the inequality 
Тпеэгот 1. Let the condition ia held.Then tfm initial 
value problem (1 ,(4j),(5 i) haa a solution r bhich In the 
domain of ite definition satisfies estimate {D. 
Pr .nf.Let с, e Л is f ixed. Intiodrce arxi'iary f 'met ions 
U o(t> - c oexp(.X r i(x)dr) <-l) n*\r n(t>, 
а Ё t лм 
M ( t ) - -c Xexp(/4.(T)dT:)exD(/ у (T)dr)dC + v-?.> I n ( t ) , 
1 t <r 1 
for i * 2, ii,(tl - (-l)Ac.J J . . . S e x p U S , ,(T)dr * 
хУехрС/11 T i . ļ M ( x)dT ) e x p { J 7 1(T)dT)d? J...de j + (-l) n + 1I n(M. 
J*' *l-i.i 
According to (2),(3),(6 J ve have 
U m u ^ V ) - 0 , 1 * 0 , . . . ,1. 
It ia clear that for some s. e (0,cr] Inequalities 
-ff < Ux{t) < Щ t t a (0 
are true. 
Choose series of numbers к j , h ­ sucn that 
and solutions of the diferential equation (1) *л*{*ь*^д1 * R 
satisfying the initial conditions 
and inequalitiea 
­K < xh(t) < И ,t « t V t k ) ' ( 9 ) 
Notice that Uj ia the unique solution of the differential 
equation 
which aatisfies first (n­l) conditions of (8) vthus 
and according to condition 
, D n ­ i X k ( t ) l s c ( t > ' 1 * {skftk]' { l 0 ) 
If с are chosen max i sum right as possible , then on* 
of the 1ГХ+ three expressions 
6 
-м * xk(tk) , хк s п , tH с 
is true at leaat. 
Tjet 3 ­ inf}{tk).Since (9) and (10) a a <0,<r). 
Further,fro* (­2) , (3), (6) and (10) we say deduce that aequencea 
of functions 
are uniformly bounded and equicontinuoua .Thie allows select for 
any а с (0,в) in [6,s] uniformly convergent subsequence 
» жк limit of whi :h ia the solution of the differential 
equation (1). 
Function xs[0,s) ­ R which ia defined consequently 
x(t) ­ lim x. (t) , t a (0,s] f x(t) • 0 , t ­ 0 
a­* m 
is the solution of the differential equation (1) #aatiefies 
conditions a n d Also estimate (7). The theorem ia 
proved• 
Let by extension 
s € <0,<r] f c ļ n с A* , -ļ 2 1 « (cj 1 1,*-), 
and solutions of initial value problem (1) , (4j ) , (5j ) for every 
c i * Ц ?4 ! a r e continuable on [0,5].We say that 
x « S. ifcl 1 J,c t 2 1)) if x * лс n . ( l 0 , s l ) ia u aolution of the 
111 121 
difer ntial equation (1) and for some c^ a [c^ ,Cj ] 
eatisfies conditions (4.1,(5.); 
Connectedness of the set Sj ( [cļ 1 1,с\ я ])) in the space of 
functions AC^^( (0,5]) haa +ti ijaportant meaning in 
investigation of boundary value problems for the differential 
equation (1>,therefore we note the next result. 
Theorem 2, Lrt the condition с j is hel 1 Then the set 5А[с[и,с[21)) is connected in AC .((0,*)). i i i л - -. 
Proof.Assume contrary,namely that ж ,X are arbitrary 
solutions of the differential equation (1) which belong to 
various connected komponenta of the" set Sji[bljl,c1^ )).Ther. for 
all tk a (0,5) are found f^ a [0,1] auch that t h e n are uo 
solutions of the differential equation (1) which satisfy 
equal it" 
7 
for some « * 
Let к ­» ie the eequence of numbers such that 
е к м * < ° - V • u W k - 0 
and x^ are solutions of the differential equation (1) which 
satisfy the initial conditions 
As th* condition Cj is held we can from the aequence к •* x^ 
select the subsequence m * к * г. which converges to the 
solution of the initial value problem (1), (4 ^  ), (5^ ) for srtie 
сj a f cļ 1 1 ,cļ a l ]. не proof completes by standard opinions (. *e 
[2] ) now. 
Example. Consider together with conditions (4, ># (5j­) the 
differential equation 
where function g x (0,<rj ­ R auch that for all в < (0,a) g in 
ашптаЫе on [6,0*] and £or some с < (0,+m> negative part of the 
function t « (g(t)+c't) ib aummable on [0,<r)e 
*\ - <* excllij ^rJdTj^^-^exptT^^xJdTjx' 1* 0,..., 
function t * t~ c/(t,x) eatiafies the Caratheodory•в condition 
on fO,<r) x R 1 1. 
Notice that particular case of this problem,where 
n ­ 2 , 9t{i) - p/t , g(t) ­ (l+q)/t » р И , д > ­ 2 , 
has been examined in the paper [1]. 
If the point *j( n) is determined by the initial conditions 
* 4 1 * ' ( ( ) a n d P'f 0**) *• R i" summable function which 
overwhelms function г ­ t~ cf(t,r) in ­ some interior of th 
pointXj(O) i then choose 
t t 
L(t» ­ t cXp(C)sxp( ±Т(\д{ж)+ c/«l­<9<*>+c7ff))clff)d€ 
8 
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and repeat opinions from the ^aper [3) we eaay convince of 
validity of the condition Cj,if only inequality (6 : is true. 
At the end notice that the differential operator 
„ .n-i n ct^d 
where € A,is often visible in applications.lt can be 
expressed in the form of the left side of the differential 
equat ion (11) by functions 
*j<t) • Pļ/t , g(t) - q/t ; q,px с R,i - l,...,n-l. 
The conditions of the theorem 1 in such case are expressed by 
inequalities tieing the valusa qtpļt • •• fPj]-i* 
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Аннотация. Рассматриваются краевые задачи для 
эллиптических уравнений вида 
(A(u,x)u' >'-f(~), '1) 
а также для си* ем, состоящих из двух уравнений вида { /. 
Приведены условна, обеспечивающие единственность решения, и 
некоторые примеры неединственности. 
УДК 519.21 
1. Рассматриваются кр^епые задачи для эллиптических 
уравнений и систек с непрерывными нелинейное!нии при старших 
производных. Системы такого вида возникают, например, иэ 
термодиффузионной задачи в квазистацночарнон случае [1, 2 ] , 
когда разрывные нелинейности сглаживаются непрерывными 
функциями. Оказывается, что уже для простейших уравнений (и тем 
более длк систем) тского вида решение краевых задач, вообще 
ггворя, не единственно даже в классе гладких функций. Ниже 
приводятся примеры неединственности, а также некоторые условия, 
обеспечивающие единственность решения 
2. Пусть заданы числа A ļ,А 2>0, Л, В, функции ХсС(Я­>[Х ], 
А
а1)# fc£.2(a,b) и ищется решение задачи 
(A(u)u' )'­f, x«(a,b), <1) 
щ а ) ­ Д , и' (Ъ)­В. (2) 
П и мер 1. Покажем, что задача (1)­(2) может инеть 
бесконечно много решений. Для этого рассмотрим функцию 
u(x)­x+ln(l+rx<? ж). (3) 
Чля ir о.о т*0 она удовлетворяет соотношениям 
10 
A(u(b) )­А(г(Ь) ) В­с, (9) 
u<0)«0, u'(l)­l, 
( e V )' ­ (e u) ((l+TJfe"r) e*)<ex+xx Г­е*. 
Отсюда следует, что при f*е х, а­Д^О, £н*В­1 существуют А а> 1 и 
гладкая функция A :К~>[1,А^] такая, что задача (1), < 2) имеет 
бесконечно много решений вила ( 3 ) . 
3 случае условий 
и'(а)«Л, ы'(Ь)­В (4) 
решение уравнения (1) может быть не единственно даже при 
линейной коэффициенте А. Например, для А­1, г~«совх, ашАшВ**0, 
Ь=П решениями задачи (1), (4) являются функции u­c­созх, где с 
­ произвольная постоянная. 
В случае же условий Лирихле справедливо • 
Предложение 1. Уравнение (1) при условиях 
и(а)­Д, )=В (5) 
может иметь не более одного решения в классе в** (3]. 
Доказательство проведем от противного, т.е. пусть u, v 
(иху) ­ два решения задачи {1), (5). 
Положим 
V 
к(ы)«| A(C)dt (6) 
О 
Тогда из (1) и того, что (к (V) )' «А (v\v* , получим к(и)~ 
-K{V J«cļx-»-c2. В силу условий (5) имеем: с^с^-О, и 
следовательно, х (и) шк (v). Отсюда, u*v, так как функция к 
монотонна. 
Предложение 2. Пусть 
A(t )-А(т)j(t-r)sO t,TC*. (7) 
Тогда задача (1)/ (2) может иметь не более одного решения 
в классе w\ 
2 
Доказательство. Пусть и, к - различные решения эагачн (1), 
(2). Тогда из (1), (2) и (6) получаем 
к(и)-к(к)-с(х-а) (8) 
11 
где с ­ некоторая постоянная. 
Рассмотрим случай с>0. Случай с<0 рассматривается вполне 
аналогично, а при с­0 так же, как и при доказательстве 
предложения 1, получаем u«v. 
Из (3) имеем к(и)>к{г), хс(а,Ь], и вследствие монотонности 
к: 1г(Ъ}>и(Ъ). Учитывая последнее неравенство, из (7) заключаем, 
что (A(u(b))­A(y(b)))*0, a ttTo противоречит соотношению f9). 
Замечание 1. В доказательствах единственности, приведенных 
выше, нигде не использовалась непрерывность функции А. Вопросы 
разрешимости в классе в** эллиптических уравнений и систем с 
разрывными непинейностяии рассмотрены в [2, 4 ] . 
Предложение 3. Пусть f*L2, А:Ях[а,Ь)­>[ А 4, А д ] , А ^ О , 
является липшицевой по первому аргументу, т.е. существует сек 
такая, что 
|A(t,x)­A(T,x)| * с|г­т|, t,T€fl, Х€[а,Ь]. 
Тогда уравнение 
ļ\(u,r)u' j'«f (10) 
при условиях (5) может иметь не более одного решения в классе 
4 
Доказательство. Пусть u, v (u*v) - решения вариационного 
неравенства (BP) 
Ь . 
ļ[\{u,x)u'C+fŗ)dx-0 *Z*vĻ . ( И ) 
а 





и относительно vel/ рассмотрим следующее ЗР: 
Ь 
ļļAfu^b-'+kT/ļfraVr-O v S f c ^ * r " < 1 2 ) 
а 
Решение v=*0 является его единственным чтением. Это вытекает. 
12 
например, из [4], поскольку а функции v на в<*(а,Ь; 
является гельдеровой [3], 
С другой стороны, из BP < 11) фолу чаем 
Ъ 
О ­ \(\(u,v)u'-X(r,x\r' )£'dx ­J a 
- J(X(u,x) (ti­r)'+k(ir­ir) K'dx, 
т.е. что решением BP (12) является функция ь**Ч1­г. Итак, пришли 
к противоречию: u«v. 
Оказывается, что в задаче (10), (5) литанцевость 
коэффициента X существенна для единственности решения. 
Пример 2. Пусть а­Д­В­0, b­П, f«ainx­3ein 3x. В качестве X 
возьмем непрерывную функцию такую, что 
X(t,r) ш 
1+t2, t*einx, 
1 . з 
1, ttsinx+­^3in х. 
Тогда уравнению (10) и условиям (5) удовлетворяют функции 
1 . 3 
u*sxnx и u«einjf+­jsin X. 
3. Перейдем к рассмотрению задачи Дирихле для системы 
эллиптических уравнений 
| <<X(U,F)U' )'­F, (, 3 > 
I (ci****)*' 
Приведем дьа примера неединственности решения системы (13) 
с условиями Дирихле, которые получаются из примера 2 
неединственности решения задачи (10), (5). 
Пример 3. Пусть а«0, Ь­П, и(а)­и(а)~и(п)»0, к(Ь)«П, дш0, 
/1*1, а а ­ произвольная непрерывная функция такая, что 
( 1+t 2, tseinr, 
1 э ( U ) 
1, t*einT+~ain т. 
13 
Тогда решениями системы (13) являются следующие пары функций! 
{uļtrt )-(ainx,x), (u 2 fv a>«(einx+^ein 3x,r). 
Пример 4. Пусть g"f­einx­3ein 3x, а­0, Ъ­П, 
u(a)­u(b)­v(a)­v(b)­0, (15) 
а ­ произвольная непрерывная функция такая, что 
[ l+t2, tsr, 
«<t,r) - { (16) 
I 1, t*T-^x\ . 
a ${t,x)K4t(t,x). Тогда системе (13) удовлетворяют следующие 
пары функцмй: 
( V V " ( a i n J ° e i n X 4 ^ e i n 3 X ) ' ' < V V < W " 
Замечание 2. Липшицевы функции не могут удовлетворять 
соотношениям (14) или (16). Вопрос о единственности решения 
краевой задачи Дирихле для системы (13) в случае личшицевых 
коэфФициентои а, 0 остается открытый. 
В заключение приведен некоторые условия, обеспечивающие 
едннстьенносгь решения системы (13)', (15). 
Предложение 4. Пусть хотя бы одна иэ функций f, д есть 
тождественный нуль. 
Тогда задача (13), (15) имеет единственное решение в 
9 » 
классе (г XL , 
2 2 
Доказательство существования решения можно провести, 
например, по принципу Шаудера, а для доказательства 
единственности, без ограничения общности, предположим, что Z*0. 
Тогда из равенства 
Ь 
| aiu,v)WĶdx - 0 V£el/, 
а 
взяв в качестве £ функцию и и учитывая, что a(u,v)>0, полу iie.i 
u~conat. Отсюда, в силу краевых условий, и-0. Теперь из 
предложения 1 следуея , что решение v уравнения ({?(0,г )г' )' "о; 
определяется однозначно. 
Предложение 4 справедливо также при замене нулевых условий 
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\ 0(u i,r i)K;-^<U 2,K a)^-c a, 
(19) 
которые получаются из (13). 
Отметим, что 
При =0 из (20) получаем также С 2-0. Тогда uļ (а)«u a (а), 
vļ (е ļ^v^ ) и * согласно условию (i), ui ­u„, K j * ^ . 
Пусть с^>0 (случай с^О рассматривается аналогично). Тогда 
из (17) и (19) получаем u'i{a)>u'ļ[a), uļ(b>>u 2(b). Это значит, 
что сущестсует to<=(a,b) такое, что uļ {tQ)*u2( tQ), причем 
uļ (i u) Ац*г (t o). Из (18) следует, что (t Q) ­«v'2( t Q ) . Тогда из 
(19) получаем, что с^О, но это противоречит предположению. 
доказательство завершено. 
(15) следующими: 
и(л)-и(Ь)-А, v(.j,»ir(by­F. (17) 
Если же одна из функций и, г у, концах интервала приникает 
различные значения, то предложение 4 , вообще говоря, неверно 
(см. призер 3 ) . 
Предложение 5. Пусть 
(i} система (13) удовлетворяет условию однозначной 
разрешимость задачи Коши; 
(ii) выражение a{u,v)du+&(utv)dv является полным 
дифференциалом. 
Тогда задача (13) , (17) может иметь не более одного 
решения {u,v) в классе С?х(?. 
Локазательстпо. Пусть (u yV j), j«l,2, ­ различные решения. 
По условию (ii) существует функция Q такая, что dQ^ctdu+fidv. 
Складывая уравнения системы (13), получаем Q"**f+g, поэтому 
0{и^,1г ^~®(Ц'г/1Г-г)жс\Х*С2' В силу краевых условий (17) с^с^О, 
и следовательно, Q(u t ,v )*Q< U 2 * V 2 ^ " Отсюда и из строгой 
монотонности 0(u,v) по каждой из переменных следует 
a(C)*ua(t) • ^ ( C ) ­ r 2 ( t ) , tc[a,b]. (18) 
Л<"*лее рассмотрим равенства 
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Summary. Two­point boundary value problems for an equation 
(X(u,x)u')'­f(r), (1) 
aa well as for the system of two equations of type ( 1 ) , are 
considered. The cosditione ensuring uniqueness of solution and 
some nonuniqueness examples are given. 
1991 MSC 34B15 
F. Sadirba jevs, A.Clbulls. Atrisinājušu unitate m neunltāte 
nelineāriem eliptiskiem vienādojumiem. 
Anotācija. Aplūkotas robežproblēma» eliptiskam 
vienādojumam 
(A(u,x>u')'­f(x), II) 
un sistēmām, kas sastāv no sAda tipa vienādojamiem. Uzvadīti 
nosacījumi, kas qarante atrisinājuma unitāri, kā ari neunitāten 
piemēri­
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ОБ ОДНОЙ КРАЕВОЙ ЗАДАЧЕ ДЛЯ СИСТЕМЫ 
ДВУХ УРАВНЕНИЙ ТИПА ЭМДЕНА­ФАУЛЕРА 
Г.П.Гризанс 
Аннотация. Исследуется область разрешимости двухточечной 
краевой задачи для системы уравнений типа Эмдена­Фаулера. 
Рассмотрены некоторые примеры. 
УДК 517.927.4 
Рассмотрим краевую задачу для системы двух уравнений типа 
Эмдена­Фаулера 
хт + £х' * Р п(*,у) ­ О, 
у* + ­у' + Qa(x,y) ­ О, 
х'(0)-у'(0)-0, (2) 
х ( т ) ­ х и У ( т ) ­ У 1 , (3) 
где к>-1, *пвОш ­ однородные полиномы степени п и га, л,я>1, 
*,,У,*0, т>0. 
Задача (1)­{3) разрешима при любых ху1 у^ лишь для очень 
узкого класса полиномов Р^, Qm§ в частности, если 
Рп(х,у)*Оя{х0у) и P n(x,x)­conat. 
В общем случае, нам правило, задача (1)­(3) разрешима не для 
всех Mft y t­
Отметим, что в статье [1] полностью изучена область 
разрешимости краевой задачи 
х- + %Г + а tpxn « О , (4) 
Г < 0 ) « 0 , *(^)­Х 0, (5) 
где р,и>­1, п>1, a Q,T,x o>0, х(С)>0. Здесь мы постараемся 
использовать эти результаты для исследования задачм (1)­(3). 
Очевидно, что если существует Z q*0 такое, что 
то тогда с помощью замены ХЖ^0У система (1) сводится к 
уравнению (4), где р*0, aeR. 
Однако для разрешимости задачи (1)-(3) необходимо также 
В этом случае можно использовать теоремы, доказанные в работе 
11]. 
I. Пусть П"вР"2. Найдем условия, когда систеиу (1) линейным 
преобразованием можно свести к виду 
и" + ļrti' + T 2 ( U , F ) - 0, (7) 
Vя + £г' + а 0г 2 т О, (8) 
то есть к системе, где одно уравнение содержит лишь одну 
неизвестную функцию. 
Имеем 
X я + £г' + Лх2 + Вху + Су а - О, 
у* + £у' + Dx 2 + Еху * Гу* - 0. 
Сделав замену 
х - au + tor, 
у - си * dv, 
где ad*bc, получаем систему 
сГ + £u* • J^u2 + B^r • C ^ 2 - 0 f 





2Da 2M-Ea 2 d + (£-2Л) abc+{ 2F-B) acd-Bc*b-2Cc2d-Q. 
Заметим, что первое уравнение совпадает с уравнением (6) 
I B 
(2Dz 2+ (E-2Ā) z o-B) z o-2C- (2F-B) z^EzJ, 
(2Dz 2+ {Е-2Л) z o-B) ^ 0-2C- (2F-B) z o-Ez* • 
Учитывая необходимость detļ * ^ j*0 или z Q*v o, получим! 
(Ai) 2Dz*+(£­2A)Z 0­B­0, 
£"z2+(2F­B)z ­2C­0. о 0 
Следовательно, если коэфициенты А, В, С, О, Е, F такие, что 
система (11) имеет решение zQ*Rt т о возможна замена (9), 
которая сводит систему (1) к виду (7), (8), причем fl­»zoc и 
detf ? ^ 1*0. 
Теперь рассмотрим задачу 





(13) а(т)~и%, r(_T)­rt. 
Очевидны с а в д е ш ш е утверждения! 
1. Если r f такое, что задача х 
т- • £r' + a r 2 • 0, 
• не имеет решения, то м задача (12), (13) не имеет решючке. 
2. Если задача (14) имеет решение r(t) такое, что Vt>0 
0<ir(t ><Ct~ 2, где 0 0 , f 15) 
и дли всех гс (0,СС~ 2) существуют верхняя и нижняя функции для 
если положить Zq» ^ . Обозначим через VQ- ^ и заметим, что d*0. 
Тогда (10) можно переписать в виде 
Dzjļ+( fi-A) z 2+ <F-B) z o-C-0, 
{2Dz*+ (E-2A) z -В) У--2C- (2F-B) Z-Ez2 f
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и" + + Ли2 + Bv2 ­ О, 
у + £v" + лу2 • О, 
(16) 
(17) 
и' (О)­г' (0)­0, 
U(T)»U ļ, *{т)-
где А<0, 0>О, а ,u ,v >0, ke(5,9+4^2). 
Из теоремы 2 [11 следует, что для любого m*N найдется ir 
такое, что задача (14} будет иметь ровно m реиэннй, в 
2(К-3)а 
частности, при vļ=» — задача (14) имеет бесконечное число 
решений. Легко показать разрешимость уравнения (16), если 
выбрать в качестве верхней и нижней функций /S(t)*U(, a(t)*0. 
Следовательно, задача (16), (17) имеет не менее т ргшеннй, если 
к, a Q, v^t т такие, что задача (14) имеет ш решений. 
II. Пусть пттж3. Ииеен 
к + ~х' + Ах 3 + Ъх2у + Сху2 + Dy 3 т О, 
у* •¥ £у' + Ex 3 + Fx zy *• Gxy z + Ну - 0. 
• Необходимо, чтобы после преобразования 
х - ли + Ьг, 
у * си + d>, 
ad*cb 
второе уравнение имело бы вид 
у + £jr' + Н^ 3 - 0. 
Соответственно необходимо 
первого уравнения системы (12), удовлетворяющие краевым 
условиям (13), тс задача (12), (13) ииеет решение [2, с.95, 
т-1.1]. 
Отметим, что из результатов работы [ 1 ] в ы т е к а е т ч т о в 
зависимости от параметров задача (14) может иметь любое наперед 
заданное число решений, удовлетворяющих условию (15). 
Для иллюстрации рассмотрим следуюший пример: 
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ИЛИ 
Rz*4 (Г- А ) zjļ+ (G-B) z a+ (Я-С) z o-D-0 , 
(3JEz% ( 2F-3*) z 2 * (G-2B) ZQ-C) ь^-ЗВ* ( 2 С- ЗЯ) ZQ+ (B-2G) s^-Fz*, 
(SEz*+ < F-ЗЛ) zjļ-B (2FZ 2* (2G-2B) z e-2C) * 0-
«3IH(C-3JI)Z0-G3*. 
Можно показать, что если система 
3bX4(2F-3A)z a+(S-2B)z - 0 0 , 
О О * ' О 
Fzjļ- (B-2G) z*+ (2С-ЗЯ) Z o - ЗВ-0 
имеет решение ZQCR такое, что 
[Fza+(C-B)zo^jfc[3£>+(C-3ff)zo-Gzaļ [3Bza+(F-3il)Zo-B] , 
то с помощью замены (9) систему (1) можно преобразовать к виду 
<7), (8). 
Аналогично можно рассматривать случай л=»т—4 и так далее. 
Однако отметим, что при росте показателей степени полиномов 
резко возрастает сложность расчета условий относительно 
кознфициентов полиномов. 
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G.Grlzans. Far kādu robezproblemu divu Emdena­Faulera tipa 
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vienādojunu sistēmai.. 
Anotācija. Rakātā tiek petits Badena­Fmiera tipa jietēmas 
robežproblēmas atrisinājuša ekaiatences apgabals. Izskaitīti 
daži piemēri. 
Институт математики и информатики Поступила 20.04.92 
Латвийского университета 
Рига, б.Райня, 29 
22 
ЛОКАЛЬНЫЕ ФУНКЦИИ, 
МОНОТОННЫЕ БЛОЛЬ ИНТЕГРАЛЬНЫХ КРИВЫХ, IV. 
А. Каневский 
Аннотация. Для дифференциального уравнения без 
единственности решений разработано достаточное условие 
существования ограниченной локально лкпшицевой функции с 
отрицательно определенной производной в силу уравнения. 
Областью определения функции яЕляется окрестность множества М х 
J, где М­компактное множество из R , a J с R. 
УДК 517.925 
0. Введение 
Настоящая статья продолжает цикл работ автора [1)­[3] по 
исследованию необход иных м достаточных условий существования 
функций Ляпунова и Ляпунова­Красовского. Для дифференциальных 
уравнений без единственности решений используется семейство 
функций 1(<Р) , включающее в себя и семейство решений. Аля 
уравнений с единственнностью решений использовались лишь 
решения уравнения. 
В этой статье рассматривается вопрос о существовании 
функции Ляпунова ­ Красовсксго в окрестности некоторого 
множества К * J, где М ­ контактное множество из R , a J 
­(а .Ь) , с г ­ » ( Ь =s +» -
основу взят метод и определения, предложенные 
Я.Куривейяем и И.. Вркочем ь [4]. 
1. Обозначении» » определения 
1.1. 0»>оз»ачиг1* j=fca.*b), где а^­«, Ь=*+ш. Символ II 
применяется: ждя обычаеа овмлм­яоаой норны в R n и сир­ нормы для 
функций. Кро**е того* dist(x.y>=tx у|; dist(X, Y)=inf {ix~y I : x*X A 
ytY> (рассто(»ш4е;>; «*fx,Y):=max{sup{di8t(x ,> Y> :x€X> , sup{<iist (y,X) t 




РеС, xeGcR 1, G­c г крытое ограниченное множество, tej. Решение 
уравнения (1­1) обозначается через х(*>. множестве кусочно 
гладких С* функций y(­)i[A y,b)—­* R n A y€J­ через С, график 
функции у"(­)­ через Г . 
Всюду будем считать, что некоторое компактное множество м 
является частью G, т.е. McG HU(M,H)CG ДЛЯ некоторого R>0. Через 
S будем обозначать открытое множество, такое, что М с 5, CIS с 
U(M,H). 
Указанные окрестности S и Ш Н , В ) существуют в силу того, 
что пространство R нормально. 
Обозначим 
A(r,h)­{x€S:dist(M,x) * г, diet(dS,x) £ h>. 
Ниже всюду г и Ь считаются такими, что A(r,h) не пусто. 
1.2. Определение.. Функцию CISxJ—­*R назовем допустимой, 
если она непрерывна и положительна для xeS\M и ^(x,t) eO для 
xedSuM. 
Обозначим для у(­)еС', y ( t 0 ) = x Q / 
b 
* y ( x 0 , i 0 ) « | ^(у(т) ,T)|y(T)­P(y (T),T)|dT. 
Для допустимой функции введем гемейстьо 1(ф)сС . 
Считается,что yt • в . ^ ( i H t* е с л и 
из y(t')edSuH для некоторого t r«J следует 
У д л я всех tc[t',Ь) м 
* yvy(A v),A y)<X (* у(у(А у),А у><1/2) 
1.3. Обозначим верхнюю правую производную Лини -функции 
V;G*«3 — *R, GcR n вдоль решения х( • ) через D + ( i 1 ) V * х 0 fc0*' 
нижнюю правую, верхнюю левую и нижнюю левую производные будем 
записывать с помощью символов и + , Ь~, D_. 
Длн локально Липшицевых функций V значение * этих 
производных не зависит от выбора решения х( • ) с начальными 
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данными x(t f t)«x n.* Будем обозначать асе четыре производные 
общим символом j Л Применение в высказывании символа ^ 
означает, что высказывание истинно с любой из четырех 
производных. 
1.4. Определение. Функцию V:GxJ —­»R~ назовем отрицательно 
определенной относительно MxJ, если существует возрастающей 
функция а:к — т а к а я , что а(0)­0 и V(x,t)s­a(dist(x,M)). 
1.5. Сформулируем теперь условия, о которых пойдет речь в 
основной теореме. 
Условие СО.Для любого открытого множества S такого, что 
McS, ClScU(M,H) существует допустимая функция £:ClSxJ—­R , для 
которой при любых r,h>0 существует Т>0 такое, чтр для всех 
у( -)*хт 
M<teJ; dist(y(t) ,М)ы diat(y(t) ,3S)feh> < T, 
где ц - мера Лебега. 
Условие НО. Для любого открытого множества D такого, что 
HcDcClDcU(M,H) существует ограниченная локально липшицевая 
функция V:(D\Mjxj — • R с отрицатель но определенной 
относительно HVJ производной ņj-i 
2. Предварительные результаты 
2.1. Опреде пение. Для некоторой допустимой функции 
#:ClSxJ—-*R + и семейства {f у ( у <-),-)> / У ( ) € С -функций 
¥У*Ду-Г R <2-Х> 
определим функции 
V ^ ' V ^ 1 " * y ^ O ' V ^ y * * * ' ^ 1 ' ( 2 " 2 ) 
(где x 0'y(t Q)ļ и функцию V:(S\M)xJ—» R 
V<x 0,t 0)=sup{V y{x 0,t 0>: у< )el(tf), X y ­ t Q ,y(t 0)~x 0} (2.3) 
2.2. Лемма. Пусть дня некоторого множества S (см. пункт i.l) м 
допустимой функции ш € С при X«JS\M И такой, что * 
задано семейство (2.1* такое, что для некоторого та>0 
3» s f y ( x 0 , t r ) * 4и. $ 
Тогда заданная с понгкпш (2.3) функция V огртниче»:ь я 
E > . ? W s V i , W * (2.5) 
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S частности, 
3m s V(x 0,t Q) s 4ni (2.6) 
Доказательство. Правые неравенства в (2.5) и (2.6) сразу 
следуют из (2.3)• Для доказательства левых неравенств выбираем 
решение х(­) с x(t n)«x n. Тогда 
v , xo' to» г V x o ' V = 1х<хЬ'*о> ' З ш 
Лемма доказана. 
2.3. Лемма< Пусть выполнены все условия леммы 2.2. Тогда 
V(x o r t 0 ) « 
e n p 4 V y ( x 0 f f t p ) : У()^1 2 (*:/ *y­t 0r y ( t 0 , ­ x 0 } ­ { 2 ' 7 ) 
Доказательство. Аля любых се{П;щ) и (х,t )*= (S\M)xJ найдется 
функция y(')di#) такая, что при * у = ^ 0 , y(t 0;­x Q, 
Используя fy(x ū #t f t)±4m, имеем 
V * 0 - V < 1 - ^ < "2­
Лемма доказана. 
2.4. Лейка. Для допустимой функции ©, удовлетворяющей 
(2.4) и люоой (х, L >E(S\M|x J. найдугсгя числа й, т)^, ТЦ, 0 < 5 < 
min­ll;(TG- ­а>/2 ; (b­tfl)/lO } и 0 < i>^  < TIJ, зависящие только 
ст (x 0,t 0), и Р, такие, что из ifх-»t-ļŗlХ. R t. j j < 6 и 
у(­)€ Ife>, YTT^ XJES следует 
ctist(y(t>,M| > в^, dist(y(t),aS) > TĪ 2, t2.fi) 
на ( t l f t 0 + 5 * ) ­
Докаэатеиьстао. Положим с^га!л{1; (tg­aJ/2 (b­t n)/10, 
1 •4BB*fi?fx,t­i+11 xcClS, te[t c­c,t Q+5c)b 6=ain<diet lx 0,5S)/481; 
dist(x 0,M)/481; c>, ij^di?^ (x Q,M)/4 , Tj^oisttx^aS)/4. ПУСТЬ на 
jt' ,4. * ' ?CITĻFTa+5S J имеем dist(y(t' ) , aS) * dist(x L,dS) И 
diet (x A #dS)/4 r disT.(y{ fc) ,c*S) i dist(XL,JS), y(t)*S. 




ly<t" )-y(t')| < diet(x l #as)/2 • JlP(y(r),T|dT 
t' 
Так как |y(t" )-y(t*) I a diet(y(t' ) ,3S) - diet(y(t" ) ,SS), то 
t " 
diattyft*')^) * di*t( X ļ,as)/2 - J|P(y(T) #r|dx a 
f' 
dlat(x l feS)/2 -IX^XQI/2 - Jp<y(x) ,T) |dr a 
t # 
diat(x 0 dS)/2~ 66(1 4- aax{ IP(x,t) I x t Q-c * t л t Q+5c, xcCXS}> 
> diat(x Q,5S)/4. 
Полученное противоречие доказывает правильность выбора т)^. 
Рассуждения относительно л^ аналогичны. 
2.5. Лемма. Пусть выполнены все условия леммы 2.1. Веди 
дополнительно для каждого K-A(r,r)x(t* ,t' е ] с г>0 и t',t''«J 
СУДЕСТЕУЕТ число Ь^в такое, что для любых и( •) ,v( • ) , i( * )el(e), 
для которых Г и л Г у « Г 2 , Г^Г^сК, Г^Г^сК, 
*< Г ,Л Г*' r v\ rz> * H u ( X u ) , X u ) - <т(А у),А у)| 
имеет место неравенство 
»f u(u(X u),X u)-f v(v<A v),A v)l-L K(lu<X u)-V(A v)| + |X ļ i.A zl+|X v-A xl), 
то заданная с помощью (2.3) функция V локально лнгшицева. 
Доказательство., Выберем точку (x o rt^)€(S\M)xj, а для нее 
числа 6, г) 1в согласно лемме 2.4. 
Понятно, что le(x,t) - f(x*,t*)l * L ļl(x,t) - (х ,t ) \ t 
|f(x,t)|*L2, |P(x,t)|aL 2, для (x,t) и (x ft ) из окрестности 
A(41#TI2)x[T0­«;T0+5ē) точим ( x n , t 0 ) . Числа Lx и некоторые 
константы для данной окрестности. 
Положил теперь 6^- min{6; 1/(4L+1); ч 1/2; П 2/2>, где L ­
Lļ+L2*4L 2^. Понятно, что неравенства (2.8) остаются верными и 
на множестве А( TJ j, T»2)*[ t n-5 ^ ; tg+Sa ^  ). 
Рассмотрим точки (XJ,TJ), (x 2#t- 2) м з * ^ -окрестности точки 
( x Q , t n ) . Положим t 3 - tj • 2 | ( x ļ f t 1 ) - ( x 2 , t 2 ) I .Следовательно, 
истинны неравенства 
I t 1 - t 3 | s 2 | | x 1 # t ļ ) - ( x 2 # t 2 ) | < 4 a l (2.9) 
| t 2 - t 3 U 3 M x 1 ^ t 1 ) - ( x 2 , t 2 ) \<вёх (2.10» 
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Зададим джинов с > 0. Найдется функция и' •) $ [ t ^ b ) — - R n 
u<-)el 2(e), и ( * 1 > в х 1 Т А Ю Ш > ч т о 
V i x 1 # t A ) < V ļ ļ<x 1 #t 1)^c 
Согласие лайма 2.4 для tclt^t^] имеем 
di»t(a(t),H) > пх, diat(u(t),*S) > Ч2. 
Зададим функции <г( •) «It 2#t 3) — * l t l / f c 3 ^ 
<r(t>- t 3 + -i — 
<t 2-t 3> 
и %»(«Htt ļ #t 3J — к*, •(<)t[t 2,b) — R n 
v(t)-u(t) • (x 2 - X ļ ) 
l ~ *3 
t r t 3 
v(t)-w(«r(t>) для t « ( t i # t 3 b 
v(t)-u(t) для tc(t 3 #b) 
Имеем v(1 2)«x 2. Кроме того, Iw( t) -u(t) \m\x2~ xj I Поэтому 
силу выбора 6j л TJ /2, 6^ я л /2 для t « [t^,t^J получаем 
diat(v(t),M) а я^/2, diat(w(t) tōS) m т>2/2. (2.11) 
Зададим a(>) e 1(f), как ограничение u(-) иа (t^,b). Тогда 
«M Г,\Гг, TV\R2) » lix^T^­ (x2,T?)» (2-12) 
даяая замен? переменных т"чт( t) а интеграле 
b 
• V < X 2 ' V " J e(v(t) #t)|v(t)-P(v(t),t)!dt 
и учитывая, что v(t)-w(t)ir( t) для T-Jt^tj], получаем 
lAi- • • v ( J t 2 ' t 2 > " t « N r t i | N 
t 3 x _ x t _ t 




P(u(x),T) + P(u(t>,T) ­ JV<U<T),(T))IU(T) - P(tt(T),x)|dT|a 
Ji»(w(x)f«r х(т)) - •(U(T),(T))||U(T) - P(ll(T),T)|dT + 
t 3 x -x 
\p^ix)fa'1ix))\.-Midi • 
Jf(w(T),<r" 1(T:))|P(w(x) #a e l(T) ) | ^ r b dx + 
f 3 
Jf(w(T)#o- A(T))lP(u(T) /T)|dx s 
'I 
t 
|l*(w(r) #a" X(x)) - •<U(T),<T))MU(T) - P(u(T),x)|dx • 
4 
2 M * a t x!» + b 2 ( l t 2 - t 3! «fltj - t 3l) 
Из f(x,t) * 1 для x я М и 6S, u(-) С 1(f) следует 
к 
JtU(T) - P(U(T),T)ldT < 1 
H 
и из (2.9), (2.10) теперь вытекает, что 
!al s L K x ^ t j ) - ( x 2 , t 2 ) | (2.13) 
Так как u( ) * 1 2 ( в ) , то ^ ( « ļ ^ ļ ) * используя то, 
что в j < 1/(4L+1), из (2.13) получаем 
V x 2 ' e 2 > * • u ( x 1 ' t 1 > * 2La x < 1 
Таким образом, * v ( x 2 , t 2 ) < 1. Это неравенство вместе со 
способом задания v(• ) и (2.11) позволяет утверждать, что v( • )с 
I 2(f)-
Отсюда V ( x 2 , t 2 ) >Vv(x2,t2),H в силу условий ЛЕММЫ 2.3, 
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настоящей леммы, а тамге неравенств (2.9) - (2.13) получаем 
V(x1,t1) - V(x2,t2) < V u(x 1,t l) - V x 2 , t 2 ) + C * 
(l-*v(x2,t2)!lfu(x1,t1)- £ v ( x 2 , t 2 ) | •lAlr^Cxj,^) + z * 
I ^ D X J - x2l + \Ь% - t3l + |t2 - t3l) 
• 4ML|(x 1,t ļ)- (x2/t2)» • c, 
причем и L зависят только от (x n, t Л ) и P« Поскольку с 
выбирается произвольным и аналогичную оценку можно получить для 
разности V(x^ft2) ­ V { X L # t j ) , то лениа 2.5 доказана. 
2.6. Лемма. Пусть выполнены все условия лемм 2.2 и 2.5. 
Пусть также все функции fу(у(')#•)# У(') с !(•) невозрастаюиме. 
Если дополнительно существует непрерывная функция 0x(S \ М) • 
j — н R + такая, чтоУ у( •) с 1(e), и­для почти всех t Q с [к^вЬ) 
производные оцениваются 
ж ~ V y ( t b t ) ļ t - t 0 я ­e(x 0,t 0), (2.14) 
где x^ т y(tp) и выполнено еже одно условие.' 
V u ( ) , v ( ) € 1(e) из Г и с Г у следует £ у 1 Г и ­ £ ц Г (2.15) 
то для заданной с помощью (2.3) функции V существуют 
производные jjfXQftft) »* (S\M)xJ и 
Э(х ,t 0) 
уи.1,<ХО<ЬО> * { Р г - * 
Доказательство. Возьмем произвольную точку ( x t . t ? ) . х, « 
S \ М, a (a b) и решение х( ­) с начальными 'данными 
х ( ) ­ х ^ . ( Согласно лемме 2.5 функция V локально липшииева. 
Следовательно, производные Дини, как было упомянуто в 1.3, не 
зависят от выбора решения с начальными данными (x,,t^)). Пусть 
t 2 > tj и x(t) « S \ И на ( t ļ , t 2 ) . Обозначим x(t2) ­ зц.. 
Для любой функции у.;*) € 1(c) , для которой Ay­t 2, y(t2) 
­ х 2 поставим в соответствие функцию у(­) < 1(e), 
y<t)­x(t) на [tvt2] 
y(t)«y(t) на ( t 2 , b ) . 
Тогда согласно (2.14) для всех у< •) я 1(e)/ для которых 
y(t 2) ­ х 2 , 
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2 
tliXyt^ f y ( x 2 , t 2 ) + J0(x(T),r>dT 
Так как x( • ) решение уравнения (1.1), то «­(х^,с <) т 
« y ( x 2 , t 2 ) . С О Г Л А С Н О (2.15 ),f­(x 2,t 2)*f y(x 2,t 2). Следовательно, 
V y C x ^ t ^ ­ d ­ i j ( x 1 # t 1 ) ) f ­ ( x 1 # t 1 ) ^ 
4 
(l-» y ( x 2 , t 2 ) ) ( f y ( x 2 , t 2 ) + ^{x(x),x)dx) 
По лемме 2•3 получаем 
V(x ļ,t 1) * eupiV-tx^t^): y ( ) € l 2 ( e ) , * у ­ * 2 , y(t 2)­x 2> * 
V(x 2,t 2)+inf{(l­4 y ( x 2 , t 2 ) : y ( ) € l 2 ( c ) , A y ­ t 2 , 
y(t 2)­x 2}|/3(x(x),T)dT) * \'(x 2,t 2)+ \ j"e(x(T),r)dx 
*1 fcl 
Следовательно, 
Если выбрать с самого начала t 2 < tj такими,что x(t) « S\M 
на (t 2,t.}, то получим вместо (2.1С) 
D - ( i . i ) V ( x i ' t i ' s D " i . i ) v , x i ' t l ' * ~ \ » » * i * V ' 
Ген самым лемма доказана. 
3. Основная теорема' 
Приведем доказательство основной теоремы. 
3.1. Теорема. СО * НО. 
Доказательство. Пусть D • некоторое открытое множество, 
выбранное согласно условию НО. Тогда найдется открытое 
множество S такое, что 
C1D с S с CIS с U ( H F Н ) • 
t 
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, ( x , t ) « w t { * ( x , t , , - a i ī E | i 7 ? ŗ ļ + i. Л 1 я « ж . * ; * 1 } 
для х i S \ Н, f(x,t)-0 для х с Н и as. Поскольку 1(e) с 1(f), 
то для семейства 1(f) условие СО тоже выполнено. 
Покажем, что существует непрерывная функция g:ClS 
—*[Ofl]R обеспечивахяаая для всех у(*) я 1(f) выполнение 
неравенства 
Ь 
| g(y(T))dT <1 
и являющаяся положительно определенной на D относительно М. Для 
этого выберем убывающие последовательности (r^>, {g^} 
такие, что г^> 0, 0<д^<1, r i — ­ 0 , д^ —»0 и 
i * i T i < *> 
i-l 
где соответствует кольцу А(г^,г^) по условию СО. 
Если iXļ}, i с К разбиение единит подчиненное системе 
{Aj>, где A L - IntA(r 2,r 2), I n M A ( r i + 1 # r i + ļ ) \ А ( г 1 в 1 , r ^ j ) ) 
для i * 2, то функция 
«* 
9(x>- £ 9i+i*i* X ) для x e S \ M , 
i-»l 
g(x)­0 для x € OS \J M 
является искомой. * 
Рассмотрим семейство функций i*y(y( * ) , •) *Г у —» R, у(-) а K f ) 
f y(x f t,t 0) - вЦЗ + J g(y(t))dt) 
Так как Зн * *у( хо'*л) * т о Функция V, заданная с помощью 
(2.3)г является,согласно лемме 2.2. ограничейной. 
Пусть u(*),v('),z()cl(f) и Ги л RV - Г 2 . Тогда 
Зададим гладкую на {S \ И) Ж J допустимую функцию a: ClSxJ—•* 
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"j g(u(t))dt - j g(v(t))dt I* |x u -X.I U v -A zl • 
Следовательно, функция V, заданная с псногмо (2.3), 
я-ляется согласно 2.5,локально лигтшкцевой. 
t j , то Покажем, что фуницин х Ļfневозрестатааие. Если t ^ 
tyiylt^.ty) ­ £ y ( x 0 , t 0 ) ­ ­ |g(y(t))dt) 
Таким образом, функция f£y(•), ­ ) невозрастающая и для 
всех t с [Ау,Ь) 
-ar V y ( t ) ' t } t»t0 " ­ 9 < V 
Следовательно, применяя лемму 2.6 с Э(ХД,'~П)­Д(х^ ) , 
получаем, что функция V.. . ,задчннья с помощью (2.3 , , является 
(I • А | 
отрицательно определенной относительно М х J. 
Таким образом, ограничение функции Vw заданной с покогаья 
(2.3) на (D \ М) ­ J.является искомьк. 
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СУЩССТВОВАТ­ЯЕ НЕТРИВИАЛЬНЫХ ГАШЕНИЙ 
В ПЕРИОДИЧЕСКОЙ КРАЕВОЙ ЗАДАЧЕ 
ДЛЯ УРАГ::5НИЯ Я К Р О Г О П О Р Я Д К А 
Ф. Ж.Садырбаов 
Аннотация. Указывается случай влияния асимметрии в 
уравнении на существование решений в гериодической краевой 
задаче длл уравнения второго порядка ­
УЛК 517.927 
О. Введение. Известно, что в ряде случаев асимметрия в 
дифференциальном уравнения и еле 7 к неединственности решений 
н* лии ->Йных краевых задач. Примером могут служить "скачущие* 
*!*л* нейности в краевых задачах для уравнений тиг а 
г­+у<х)­р(С), 
где поведение функции д{х) при значениях х­»+ю и значениях х­­« 
оясличается. При этом существенным оказывается взаимодействие 
поведения функции д(х)/х при больших значениях пер­­мемной х со 
спектром задачи, порожденной линейным урапноь.:ем 
х"+Ах*0, 
и' соответствующими краевыми условиями (см., например, (3], 
[ 4 J ) • 
Другим гримером могут служить результаты из (11, гл.15, 
;де доказывается ряд теорем о существовании н^скольки:: ренеииП 
в нелинейных краевых задачах для дифференциальных е?стен 
второго порядка. Причиной неединственности де­ь является 
различное повеление уравнение для 1ыш­.х эна 1еиий зависимой 
переменной и вблизи тривиального ­эешени я. 
Значительно сложнее случаи уравнения порядка выше второго 
и норйодиЧ4М>коЙ краевой зада*.и для уравнении второго порядка. 
Для периодической краевой задачи это во многом объясняете-* т***м, 
что собст пенимо значения линеаризованной палачи могут иметь' 
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где и=ил, v*vx* 
При этом периодические краевые условия переходят в 
разделенные: 
u(0)­v(0), u(l)­r(l) 
W (G)­vr' (0), u' (l)­v' (1) 
Условия при т­1 получаются из требования непрерывной стыковки 
решения x(t) на отрезках (а,к) и (к,Ь). 
2. В данной части рассмотрим систему четвертого порядка 
кратность 2 и фактически такая задача ииеет порядс < 4. 
Наш подход к доказательству существования нетривиальных 
решений периодической краевой задачи следующий: 
уравнение второго порядка путей преобразования независимой 
переменной на различных частях интервала приводится к систеие 
двух (независимых) уравнений второго порядка, но при этом 
периодические краевые условия становятся разделенными. 
В связь с э % им в части 2 рассматривается двухточечная 
краевая задача для системы четвертого порядка. 
1. Расснотрии нелинейную задачу 
x*­f<t,x), (1) 
x(a)«x(b), х'(а)-х'{Ь) (2) 
на конечной интервале [а,Ь] в предположении непрерывности 
функции f вместе с частной производной fx. 
Обозначим (Ь­а)/2**)с. Переходя от уравнения (1) к систеие 
х «у, y'«f(t,x) 
и применяя преобразование из (2,с.239] 
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с краевыми условиями ( 4 ) . 
Предположим, что функции Q, ft удовлетворяют условиям! 
(I) существуют непрерывные частные п р о и з в о д н ы е ^ . h r ; 
(II) g(x,u)­r i(t)u+« i(T /u). 
л(т # г)­г г(х )г+е^(т #1г) # (6) 
причеи 6^ (т,я)/»­»0 при з-±т равномерно по т в интервале [0,1]; 
(III) для решений задач Коати 
W^r(X)u0 ц(0)­0, u'(0)­A, 
г"­г 2(т)г, r(0)­0, F(0>­1, ( 7 ) 
выполняется соотношение 
(Iv) существует п­1,3,5,... такое, что для всех т, выполняется 
П 2(п­1) 2<г 1(т)<Л 2(п­^) 2, 1­1,2, (9) 
II 2(n-l) 2<g u(r r0)<h ļ r(T,0)<N 2(n^) 2; (10) 




Теорема 1. Пусть выполняются условия (!)­(?). Тогда задача 
(5), (4) имеет решение. 
Доказательство. Для конкретности рассмотрим случай л**1 в 
условии (Ir). Рассмотрим систему (5) с начальными условиями 
u(0)­r(ū)­0, iT (O)­ir' (0)­а (13) 
при а>0. Пусть »(а,т) ­ угловая функция решения и(а,т), т.е. 
функция, определяемая соотношениями 
и(т)«р*соае(а,т), и'(т)­р­sine(а,т). 
Аналогично в{а,х) - угловая функция решения к(а,т). 
Поведение решений начальных задач (5), (13) для малых 
значений а определяется линейными задачами для уравнений в 
вариациях 
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u­­g„<T,0)u, u(0)­O t u'(0)­l, 
U (14) 
г'­Л^т.О)­*, r(0)«0, r'(0)­l. 
Ввиду условия (10) и предположения, что п­1, для малых значений 
а .и и ее и 
е(«,т) > е(а,т). 
Отсюда получаем, что при т и 1 
ц(а,1) < г(а,1). 
С другой стороны, при а­»+» —ввиду условия (ii) — поведение 
решений и(а,х), г(а,т) определяется поведением решений линейных 
задач (7). Отсюда и из (8), (9) следует, что 
0 < е(а,1) < в(а,1) < П/2, 
а это значит, что u(a,1)>v{a f1). Поскольку в силу гладкости 
функций д, л решения начальных задач (5), (13) непрерывно 
зависят от начальных данных к, следовательно, разность и(а,1)­
­г(а,1) непрерывно зависит от параметра'а, найдется значение а, 
при котором и(а,l)­v(a,l). Пусть aQ ­ максимальное из подобных 
значений а. 
Пусть для определенности, и' (a Q, 1; (a*o, 1 ) . Повторяя 
рассуждения для начальных задач (5), (13) с отрицательными 
значениями а и используя нечетность функций д, h по второй 
переменной, заключаем, что для a—­a Q выполняется 
u(­a o,l)­r(­a Q,l), u'(­« 0rl)-*r'(­a 0/l)­
Из соображений непрерывности отсюда следует, что 
существует угол ьм|[~П/2,П/2] н число сг>0 такие, что решения 
системы (5), определяемые начальными условиями 
и(а,0)ке:совь), и' (а,0)когв1пь>, 
г(а, 0)­асов и, г1 (а, 0)"aeinu, 
удовлетворяют также условиям 
u(a,l)­K(a,l>, u'ta,l)-r'{a,l). 
Это означает, что задача (5), (4) имеет решение при данной 
де[­П/2,П/21, н, в силу нечеткости правых частей системы (5), 
также симметричное решение при ­и. 
ЗВ 
3. Переходя теперь к периодической задаче (1), (2) , как 
следствие инеем следующий результат. 
Теорема 2. Пусть функция f(t,x) удовлетворяет условиям: 
1) f(t,0)­0, f(t,x)— f(t,­x); 
2) для функций 
G(T,U)­Kzf ((А­а)т+а,ц), 
H(x#v)*K2F ((K­B) с+Ь,. i 
при 0зт/з1 выполняются условия (i)-(iv) предыдущего параграфа. 
i 
Тогда существует нетривиальное решение задачи (1), (2). 
Доказательство получается комбинацией результатов, 
параграфа 2 с преобразованием системы (1) м виду (3). 
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ON THE SOLVABILITY OF THE BOUNDARY VALUE PROBLEM 
MODELLING BIOCHEMICAL REACTIONS 
J.CepItis , I.Minkeviča 
Summary. Solvability of boundary value problem 
x " + "Г** " a / t o * cx2 • " 0 ' г'^> * K< 
while values of jc are small,is discussed. 
1991 MSC 34B15 
Distribution of the substr:.tu-n concentration in a 
spherical particle which situated in ^he biochemical reactor is 
described in the stationary case by the differential equations 
*"+ -Ļx' - fi(Jf , i - 1,2, ( b ) 
where the variables t,x a*-e normalized and 
but in the report [21 , inproving the model, 
a <= (0,+«) , с e (a,+«) , b <= ( ­ 2 / ac , -|— - 3c ) . 
These restrictions on values aZ r.he coefficients warrant the 
continuity and the succeeding properties of tl.3 function f^z 
y O ) ­ Г , f 2(­) > 0 ,x € (0,1], 
jl" ' in the dcr.ain ' 0 , 1J has zero and so f has the local 2 г 
maximum only in the point XQ e V a/c '^2'' t ^ i e domain 
•0.1] has zero and so f, h«s the point of inflection or.ly in 
the one point e (X q,1}. 
Note that practical meaning havy the solutions of the 
differentiae equation (1^1 which satisfies inequalities 
0 £ x{t) * 1 , t * [0,1] . 
Therefore henceforth we shall interest only about such 
solutions of the differenti. equation (tļ)> 
Consider the conditions 
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r'<0) ­ 0 , х<1) ­ * , (2) 
1х2Г^х(х)}ах ­ ic , ( 3 i J 
6 
where 5 с (0, 1 ] , but к с (0, +•) is determined by experimental 
observations of thn process productivity. 
Problem to find solution of the differential equation fjU) 
and number 6 с (0 f 1] such that conditions (2) and {3^) are 
satisfied is equivalent to the Neumann's problem for the 
differential equation (lj) with the conditions 
x'<0) ­ 0 , x-(1) ­ к . (4) 
Indeed,consequence of (1^) is the equality 
( t V ) ' - Л \ ( х ) , 
integrationfrom 0 to 1 and first equality of the conditions (2) 
give x* (1) щ л. On the other hand,it is easy to check,that 
every solution x of the differential equation (11 which 
satisfies conditions r(l) • 6 , x*(l) * к has x'(0) * 0 only 
in the case of validity (3^). 
We shall show in this paper that Neumann's problem 
(lj),(4) has a solution if к is sufficiently small and shall 
draw attention to circumstance that the boundary value problem 
(1 ),(4) Je able to have more then one solution. To prove the 
solvability we shall make use lower and upper functions (see 
[ 3 ]) which for the differential equations with uneummable 
singularities should be applied according to paper [4]. Notice 
alao that following estimates of the boundary value problems 
solutions are useful for hastening of numerical methods. 
First of all consider the boundary value problem (1^1,(2) 
for aibitrary в a (0,1).On the solvability of these problems we 
can convince by choosing lower function « Q(t) " 0 , t с [0,1], 
and upper function Э 0( t) ­ 6 , t с [0,1] .Estimate of the 
solutions bw lower function is not difficult to improve. 
For example,we can search lover function o^in the shape 
a t(t) ­ 6 + X fc I 1 • t с [0,1], 
where X с [0,65] ensure inequalities 
О'* a x(t) * 1 , t с [0,1). 
Indeed,as 
a " (t) • -Ļa '(t, - X. , 
that,if holds inequality 
X * f^tt^tl) , t € [0,1] , (S±) 
a t is the lower function of the differential equation (J^). 
If a t — ,it is easy to find e (0,65) such that (5^) are 
true for all X € [A^ ,65]. 
Further,if a * 1 ,then lower function of the differential 
equation (1 ) is 
iii 2e5 eht *. , , N I I 
« 2(t) ­ — ; # t € [0,1] , ­ 1 t for which holds a a(l) ­ 6 , « 2(t) * 0(t) , t e [0,1] also. 
For the proof cf solvability of Neumann's problem 
(lj),(4) these lower and upper functions are not 
suitable,because are not true necessary inequalities 
a' (1) s к * £' (1). (6) 
Theorem l. The boundary value problem (1^ ) , (4 ) has a 
solution .if к is sufficiently, small. 
Proof.Notice that f^(0) ­ ~ ~ < 0 , x € [0,1], 
V •*> < 0 ' r € [ 0 ' V ' f f t ' ( x ; < 0 ' r 6 t V 1 ! ' 
therefore 
^ f lx) , x e [0,1] 
and so solutions of the differential equation t 
X* ' + ­J— X' 1 
are lower functions of the differential equation (jtV). 
Let 5 с (0,1) is chosen that 
« (a~ 1 / 2ct 
then for the lower function 
5 1 / 2 h a" l / 2 ­ 1) * fc 
sh a ot(t) ­ б 
x t sh a 
we have 
0 < a(t) , С € [0,1] , a'(0) « 0 , a'(l) * к. 
ŗ o r e/rery v с {0,n) the equation 
f.(x) ­ vz - v*x 
has the root x^ с (0,1) such that 
f (x) * ­ vx , x * [x^,l], 
thereiore solutions of the differential equation 
x " + -1­х' ­ v* ­ Л г 
whicn has values in the domain [x^,lj are upper functions 
o* the differential equation (1^)­
J.et 6 « (6 ,1) ia chosen that 
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к * 1*я - Ж * ctg V - 1 ) , 
then for the upper function 
H U - i • ( *2 - il-rfn^ 
we have 
a(t> я fiļt) л X . t с [0,1} # Э'.О) - 0 , fi'(X) fc к. 
Since for conctructed lower and upper functions 
inequalities (6) are true,standard opinions allow to establish 
solvability of the boundary value problem (1^), (4) and the 
solution x satisfies estimates 
a(t) л x{t) * p(t) , t a [0,1]. (7) 
The theorem ia proved. 
Theorem 2. Let v2 a (0,n> , a e (v2, a + ļ + c * v2), 
equation f 2(x) « д ­ v2x has three real roota : r } с (0,1) , 
x £ € (x j #l) ,х з e (х з,1) and inequalities 
X J * ( XJ­H ' ain v ' J • # Z ' 
are held.Than if 
* € • I V % »W c t 9 * " M ' < х , - ) ( v c t g * " 1 П ( 9 ) 
the boundary value problem (1 ),(4) has at least two solutions. 
Proof. According to the conditions of the theorem we have 
( " D > l f 2 ( x ) * (-1) J + I<H ­ $ * \ . * « [ x J ' x j . i ' ' j m Ц * * 
so inequalities (8) allow to choose 
as the lower function of the differential equation (l g) and 
as the upper function of the differential equation (l 2),but the 
lower function a of the differential equation (1^) we can 
choose in the same way aa in the preliminary theorem.Notice 
that inequalities (6), 
a 0'(l) < * < * ' , 1 ) , (10) 
and a(C) * 0(t) s a Q(t) , t с [0,1], hold. 
He have the solution x of the boundary value nroblem 
(l 3b(4) which satisfies the estimates (7).Suppose that 
Uj , J"l,2 are solutions of the d .feren' al equation (1 3) 
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which differs from x and satiafies inequalities 
x 
The theorem is proved. 
jr(l) < r 2 * u(l) a r 3 
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which satisfies the conditions 
Uj(l) ­ JTJm , uy<l> ­ *­
Let us show,that for all t e (0,1) 
u (t) > P(t) , u a(t) < a j t ) . (11) 
Inequalities (11) are true for some it e (0,1) in (t , 1 ) , 
because (10) holds.If,for example,finds t с (0,t ) such that 
- э ( t 0 ) , 
then the differential equation 
x­­ + i _ x ­ ­ „ . v*x (12. 
in the domain [t Q,l) has as the lover function and as the 
upper function and ve obtain two different solutions of the 
differential equation (12) which satisfy the conditions 
These solutions are $ and 13^  and inequalities 
a{t) < vt(t) s 0г(1) * « 0(t) ( t e (t o,l), 
show they difference,but since t? e (0,тг) it is not possible.The 
second of the inequalities (11) is established alike,because 
(8) *(9) imply that u^ir the upper function of the differential 
equation (12) in any subinterval of (0,1). 
Repeating opinions from the paper [5] wo now obtain that 
the boundary value problem (1 ),(4) has л second solution u 
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РАЗРЕШИМ.ОСТ Ь НАЧАЛЬНОЙ ЗАДАЧИ ДЛЯ ОБЫКНОВЕННОГО 
ДИФФЕРЕНЦИАЛЬНОГО УРАВНЕНИЯ С ОСОБЕННОСТЯМИ 
М.М.Адью гов 
Аннотация. Дл i начальной задачи для обыкновенного 
дифференциального уравнения второго порядка с особенностями по 
независимой перененкой и искоиой функции установлена область 
разрешимости в пространстве параметров и доказаны теоремы о 
свойствах положительного решения. 
УДК 517.911 
1. В настоящей статье рассматривается начальная задач*. 
х'+ Е*' -ха£(1.х,т' ),' (1) 
1}$Ух'(1)-0, (2) 
где р>-1, ae(-lel)s f [t,xtxf )сС((0 /а] 3) для некоторого а>0 и 
ļfa f{tgx(t),x'(t))mfo>Q (4) 
для всех дважды непрерывно дифференцируемых и положительных 
вместе с первой производной в некоторой правой Полуокрестности 
нуля функций х{t), для которых выполняются условия (2) ( 13)' 
Такие функции х( t) будеи считать решением задачи, если они в 
той же окрестности удовлетворяют уравнению ii). 
Эта задача весьма актуальна в математической физике < см., 
например, [1]). Уравнение (1) имеет несумнируемую особенность 
по С при t­>0+ и особенность по х при х­»0+, если ас^­1,0), или 
для правой части не выполняется условие Липшица, если а€^0,1). 
Отдельно особенности по С изучались многими авторами ( см. 
монографию [ 2 J, статью [3 ], а также присзленный в них список 
литературы }. Если условие 13; заменить на условие 
\to.M{L\- хо>0, 
46 
tpx'-ļs*xaf(t,x{s) ,х' is) )ds. 
Левая часть равенства стремится к нулю при t-M)+, поэтому 
интеграл сходится. Из сходимости интеграла и условия (4) 
получаем 
x"tp 
Так как о<0, то 
1 •» 
а 
По правилу Лопмталм получаем 
I 
Ihtr-ļ ri; 
Сравнивая это равенство с < 2 ) , находим 
то доказало, что задача имеет единственное решение ждя р>-1 м 
не имеет решения для р*-1. Есям же в (2) и (3) заменить t-»0+ на 
t-*t о + в где * о>0 ш то такого рода задача рассмотрена в работе 
(4), в которой доказаны существование и единственность 
положительного решения для ее(-1,1). Несложно заметить, что 
задача (1)-(3) является предельным случаем первой задачи при 
XQ-MO+ и второй задачи при t0~»0+. 
2. Первая нз теорем ограничивает область параметров а и р, 
для которых существует решение. Вторая теорема дает 
характеристику поведения решения в окрестности нуля. 
Теорема 1. Бели а<0 и р*-( 1+а) (1-е)' 1, то задача (1)-( 3) 
не имеет решения. 
Доказательство. Умножив (1) на t9, получаем 
{tpx'y-tpx*f{t,Mex'). (5) 
Интегрируем (5) на интервале [Q,t], учитывая (2) г 
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­А±Е .г >_p, 
откуда следует утверждение теоремы. 
Теорема 2. Бели решение задачи (1)-(3) существует, то для 
него справедливо 
^ . » ' < t ) - 0 . (6) 
Доказательство. Из (4) следует, что функцию f можно 
записать в виде 
где е - непрерывная Функция и (0)-0. Умножин (5) на tpx': 
(tV )' tpx' ­t2pxax' fo< l+ct< t) J (7) 
и проинтегрируем на интервале [0,t]s 
{tV) a-2p piVf o(l+ E ļ(ff))d*. <8) 
о 
T T 
Интегралы J"s2pxax'f*0( 1+C ļ(s) )ds и Js a px ex' fQds в силу свойств 
о о 
функции сходятся одноврененно. По правилу Лопнталя их 
отношение стремится к единице при t-*0+, поэтому (8) может быть 
записано в виде 
t 
(t V ) 2 -2f 0 (1+с 2 < t)) J* 2 pxV d*, < 9 ) 
i ••• '•'.'•V'-. ,•/ i-, ' e ,' v " , ,:• • ', r.b-';'_ 
где с з - непрерывная функция и e 2(0)-0. Докажем, что 
Для р*0 это очевидно следует из (3). При р<0 получаем 
М». ļ S s - № . - - *-
Последнее равенство следует из сходимости интеграла (9). 






*'(T) WWl *'{t) 
3. Получим априорные оценки для решения н его производной: 
2 2 
C^T*' A < х{ t) < C * T 1 _ A , 
C^tl~a < x' (t) < c V ' 0 * , 
* * 
где c t , с , и С ­ положительные постоянные, независящие от 
решения. После получения априорных оценок существование решения 
задачи (1) ­(3) может быть доказано аналогично тому, как это 
делалось, например, в (51, поэтому доказательство здесь 
опускаем. Априорные оценки получим в такой последовательности: 
3.1) ркО ­ оценка снизу; 
3.2) рьО ­ оценка сверху; 
3.3) ­1<р<С ­ оценка снизу; 
3•4) ­1<р<0, 0^а<1 ­ оценка сверху; 
Интеграл сходится, так как все остальные слагаемые стремятся к 
нулю при L­»0+. Разделим уравнение на t2*; 




Для psO это очевидно. При р>0 справедливость выражения легко 
устанавливается с помощью правила Лопиталя. 
Следствие. В некоторой правой полуокрестности нуля для 
любого решения задачи {1)-(3) выполняется неравенство 
<t. in) х' (T) C" *R*J 
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3.5) -1<р<0, -1<а<0 - оценка сверху. 
Рассмотрим подряд все случаи. 
3.1. Возьмем представление (9) уравнения (1) и оценим 
интеграл, используя следствие теоремы 2: 
о о 
- Ш ^ ^ Ф Ф > т ^ г р * а * ' - & Р р * а ^ 
о о 
(l + | P - ļ p ^ V d s > . 
о 
Подставив эту оценку в (9), получаем 
Обозначим 
га - min fQ(l+cz(t))t . (12) 
М - max / o(l+c 2(t)) 
на некотором отре зке [0,t Q] и будем рассматривать t€[О,t Q J, 
Тогда 
* > 1+а+2р • 
Извлекая квадратный корень и интегрируя, получаем искомые 
оценки. 
3.2. Из (1) находии 
x"sx af(t,x,x*). 
Учитывая (12) и теорему 2, дважды интегрируем на отрезке [О,С] 
и получаем оценку сверху. 
3 - 3. Эта оценка получается аналогично 3.2, так как при 
рс(-1,0) неравенство поненяет знак: 
xM>x*f{t,x,x' ). 
3.4. Из (5) и (12) нахсдии 
(t1** )'<Mtpxa, (13) 
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Далее воспользуемся следствием теоремы 2: 
( ( f x - ) 1 - ) ' <(l-a)ļft' 
Интегрируя это неравенство, получаем требуемые оценки. 
3.5. В неравенстве (13) воспользуемся уже полученной в 3.3 
оценкой снизу i 
Двукратное интегрирование завершает нахождение последней из 
априорных оценок. 
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to independent variable and unknown function is consdered. The 
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дмеФЕРЕНЦИРУЕМОСТЪ ПО ПАРАМЕТРУ РЕШЕНИЙ 
СИСТЕМЫ ОПЕРАТОРНЫХ УРАВНЕНИЙ 
В.Д•Пономаре а 
Аннотация. Приводятся условия, при которых решение системы 
операторных уравнений дифференцируемо по параметру. Рассмотрены 
примеры. 
УДК 517.927.4+517.988.5 > 
Рассмотрим краевую задачу 
Г(х,д)«0, #(х,ц)-0, (1) 
где FlE jxE a­>B 3 # •t£ix£,2­>aTft# 
­ вещественнее нормированное пространство с нормой ļ'|j# 
i-l,...,4, 
В работе приводятся условия, при которых решение системы 
операторных уравнений (1) дифференцируемо по параметру. 
Для доказательства основного результата нам потребуется 
следующие две леммы. 
Лемма 1 (теорема 8.6.2 из [1] и теорема 2 гл. 12 п°Э UU 
[2]). Пусть ET G нормированные пространства над полем 
действительных чисел и f:£->G дифференцируемо в каждой точке 
сегнента S, соединяющего точки а,Ье£. Тогда для каждого *0*Е 
такого, что f ( x Q ) существует, ни тем 
|f(b)-f(a)-f'<* )(Ъ-а)| *|b-a| аир | Г <х)-Г<* 0> |, 
X€S 
где l'ļg, | • iE - нормы пространств Е, G соответственно, а | | ­
операторная норма, 
Депма 2. Пусть FQ:Е ­>* 2, # Q:^­> Е д, f ^ , , 
и:{1,2,. . .}­>а7 j, гв(0,я) « выполняются условия: 
1) оператор x->FQ(x)i fQ демнкоипактен и оператор F Q непрерывен 
на В(0,г); 
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2) li- lF 0(u k)+f 0| a- 0? 
3) для любого к€{1,2,...} u f c€B(0,r). 
Тогда найдутся подпоследовательности i­>fifc , последовательности 
k­>u f c и u Q такие, что 
i+m 1 
Если выполняются условия 1­3 леммы 2 и 4 ) , оператор * о 
непрерывен на В(0,г), 
5) LIBI i V V + f J a ­ 0 ' то ftouoi^o­0. 
k ~* • 
Доказательство, В силу демикомпактности оператора 
x­>Fo(x)+r"o существует подпоследовательность i ­ ^ ^ # сходящаяся 
к некоторому элементу и 0 € Е 1 ' Далее, 
* li* l*,,(«ļ,)-Vjc»li+ i 1 " I W + f o l a - 0 ' k-»» k-»« 
т.е. F (u )+f «0. Аналогично, Ф„ (" ) ­ 0 , что и завершает 
О О О О О О ^ 
доказательство. ^ 
Теорема 1. Пусть l,nQ<eE2, 5,г€(0,«) и выполняются условия! 
1) существует функция х:(-3,6)->E ļ / х(­fi,6)£В(х(0),г), для 
которой для любого S€(­5,5) 
F(x(s),n o+sl)«0, *(x(s) fM o+sl)­0 
и 
liM |х(я)­х(0)| ­ 0 ; (2) 
я­» О 
2} отображения x->F{x,UQ) и X­>*(X,Uq) дифференцируемы в х ( 0 ) , 
а отображения u­>F(x,u) и. и­>#(х,ц) дифференцируемы на 
lf«ļ Д€£Га ļ (3s«(-8#6))(n-M0+sI) } 
для любых ХСВ(Х(0),Г) и 
lim [|i)/(X(s),a)-D 2F(x(0) rM o)| + ii>a*(x(*),M)-D2t{x(0)#ļio)|)-0; 
3) операторы х - > 0 ^ (х(0 >,UQ ) (х) , x - ^ F f х(0),U Q) (г) х( 0) , 
UQ)(l) демикомпактны; 




F(jf(s),uo+sJ )­0, •{X(S»,MO+S1)­0, 
F(x(0) fu o)"0, Ф< '(0),n oJ­0 
D|F(x(0>>fio)(x<'S)­x(0) )+D 2F(x(0) #n o)(sl) + 
(S)+F)2(S)­0, 
D^(x(0) fM o)(x(s)­x(0) )+D 2*(x(0),w o)(sl ) + 
<5) 
Для функции а на основании леммы i имеем следующую оценку, 
справедливую для любых s«(­5,5) 
ГДЕ S ­ сегмент, соединяющий точки u o+£i и JJ, . Гак нам 
|DaF{X(s),M>­D/(x(­),M ) |» 
DtF{xlO\.no)(u)-ū, D |«(x(0) f^ o)(u)»0 (3) 
имеет единственное решение. 
Тогда существует предел 




Доказательство. Определим для любого ее (­£,£) функции 
9{8), ^ ( s ) . «>2(s)eB3 и *x(s), + 1&]ШКГ следующим 
образон: 
• (s)­F(jr(s)FHo+sl)­F(x(S),No)­D2F(x(s)#No)(sI), 
9ļis)~F{xis) ,Uq)-F{X{0) ,uo)-DF{x{0) ,цо) (x(s)-x(O) ) , 
1>^s)-iD2F(x(s) ,uo)-D2F{x(0) ,Uq) ) (Sl)+l>is) , 
ф(8)-*{х{з) ,uQ+sl)-*{xis) ,no)-D2*(xis) ,uQ) (si), 
^ i(s)-*(r(s),u ; ))^*(x(0) /M o)-I> i*(x(0),^ o)(x(s)-x(0)) f 
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то имеем 
|*2<*>|3- ( б> 
Из дифференцируености отображения х->Г(х,д о) имеем 
l ^ . < s ) l 3 " O d x C s J - x t O ) ^ ) . (7) 
Аналогично получаем 
l # t ( * ) l 4 - 0(1*(*)-*(0)1х)< 1* г<*>1 4- 0(|sl| 2). (8) 
Определим функцию zt (-6 ?6 )\{0} -> следующим образом: 
2(sļ»(x(a)-x(0))s~ . Тогда из (5) имеем 
DiF<x(0)fiio)(z(s))+DaF<X(0)#No)(l)­4»*(ff)+V*{s)­0# 
D 1*(X(0) #a o)(z(s))+B 2 t(x<0),M o)(I)+# i(5:)+# 2(s)­0, 
где ^ - f ļ ' * " 1 , 1-1,2. 
Из (6), (8) имеем 
lim !•!!<*> 1 Э" ° ' l i e 1*а<*>14- ° - < 1 0 > 
Из (7) t \8) для любой последовательности 
si<1,2,...)­><­*,5)\{0> такой, что lim s.­O и lz{s.)j *0, имеем 
Я*. * * * 
lim — i = ­ 0, lim — ­ * ­ 0. (11) 
Кроме того, отметим, что 
(vsoe(­E#«)\<0))(|z(so)|i­ 0 * 
Для докаэате ьства того, что 
покажем, что 
lim |^ (ВЦЭ­ 0, lim 1 * ^ 8 ) 1 ^ 0, (12) 
•Up < «. 
sM­3,6)\{0> 
Предполагая противное, найден последовательность 
si{l f f2, ...» ­> <­6,А)\{0> 
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такую., что 
l i m а ­ 0 , l*(ak)\*0, l i » | z ( s . ) | — . 
к+т К я 1 к — я 1 
Определяя последовательность ut{l,2,...} -> Е% следующим 
образом. 
имеем из (9) 
D iF(x(0) /M o)<u f c)+f o(s J f)­0, 
J> ti(х(0>,д0)(пк) +* о(а н)­О f 
(13) 
f e(* k)*(^(*(0),M o)(i)+«*(s h)+e*(s k))|z(s k ) r ļ # 
1*0(*к1­|ив#(»(0) ,Д0) (i > + **<V +*2 ( e k> >' l 2< V 
причем, с учетом (10), (11) ограниченности операторов 
aūFix(0),uQ), D a#(x(0),|i o), получаем 
lim 1р0<ВН)\Э- О , ii­ l*0(sh)ls О. 
Поэтому из (12) имеем 
li* |DF(x(Q) f fu )(ti k)| ­ li» |­a> ) I ­ 0, 
li» |D l#(x(0),M f l)(u k)| 4­ li» С * . ) | ­ 0. 
k­*«> k­*« 
На основании леммы 2 существует решение UQ системы (3) со 
свойством 1 А 0 | ) " 1' ч т о противоречит единственности решения 
системы (3). Следовательно, соотношения (12) доказаны. 
Докажем теперь существование предела 
li» z(s> т li» (x(s)­x(O))s _ l. 
я­0 
Пусть последовательность sf(1,2,...) ­> (­6,А)\(0> такая, 
что li» в.- 0. Из (6) инеем 
К­»» * 
11ш |D |F(x(0),*i o)(x(a k))+D 2F(jr(0),u o)(l)| j» 0, 
li» |D 1#(x(0),u o)(z(s. ))+D #(х(0),м о)(1)| 4" 0. к­»» 
Тогда для F ^ F t x l O ) , ^ ) , f^FixiO) ,u o) (1 ) , * 0 ­ D * < x( 0 ļ, M Q ) , 
fO*D2*(JR (0) (1), u^-z( s^> выполняются все условия лемм I 2 . 
Поэтому существует подпоследовательность i ->u. 
57 
последовательности К-4*!/, и И е£ такие, что lira ĻU. ­ИJ * 0 к 
К 0 5 к+т Ki ° 1 
Uq ­ решение системы ( 4) * По условию 4 теоремы U Q « 
единственное решение системы (4), что дает lira ЦиЛ~ип1у* и* £ 
тем самым lira х{з)ш и -
Замечание. Условие 2) в теореме 1 можно заменит ь на 
следующее? 
2*) отображения x~>F(x tuQ+sl) и х->*{х,ĻIQ+S1) дифференцируемы 
на В{х{0) tr) для любого s€{-&,6) t а отображения 
V->F{x(0) ,ĻI) и ц~>Ф{х(0),д) дифференцируемы в д о к 
lira ļ|D jF(x /H 9+sl)- JD ļF(x(0),u o)| + 
х­х(О) 
+ |ОгФ(х(5),д)-ОгФ{х(0),до)1|- 0. 
Для доказательства одной модификации теоремы I нам 
потребуются следующие леммы. Рассмотрим задачи 
fir * 0, дх ­ к, 
где f ,fiE ­> £* , g ,g:£ ­> £ . k , k e £ £ , ­ нормированные 
пространства с нормами i»l,2,3. Положим 
*<f,g,k)-ļ хек ļ fx - 0, gx - k }. 
Лемма 3 (теорена 1 из [ 3)). Пусть * 0*£, f и выполняются 
условия: 
1) х €N(f ,g , 0 ) ; 
о 1 о " о 
2) операторы f Q и g Q дифференцируемы в XQ; 
3) оператор f(X q) деникомпактен; 
4) система уравнений 
f;(xo)(u) - о, 0 O ( ' O M U > - 0 
имеет единственное решение. 
Тогда существует p^fO,**} такое, что для любого x^cBlX^p^) из 
' i * * ^ О ' 0 О , О ) следует х^х^. 
Лемма 4 (следствие 1 из [43). Пусть ре(0 #+*),' *Q*ĒX и 
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1) *<#,,«„.V л В(хо,р)-{хо>, 
2) f^t g o непрерывны на В(х^,р); 
3) отображение ffl демикомпактно. 
Тогда для любого ';е(0,+«о) найдется 5е(0,+<») такое, что для 
любых f :E t->E a , д:6 1­>Е э, k€B(k 0,ā) и xcJT(f,g,k) n B(x o<p) из 
выполнимости 
|f or| 2<« и |g 0*­g*| 3<4 ( Н ) 
для любого xeN(f,g,k) л В(х о,р) следует |х о~х| 1<с­
Теорена 2. Пусть выполняются все условия теоремы 1, кроме 
соотношения (2), а также условия: 
1) отображения х­>Г(х,д о) и х->Ф{хнепрерывны на В(х(0),г); 
2) отображение X­>F(X,JJq) деминомпактно; 
3) отображения s->F(x(s), д о) , s->$(x{s) fvQ) ограничены на 
(­6,6), т.е. 
вир ||F(x(s),NO)|3+ ļ*(x(s) #u o)| 4 ļ se(-6,fi)ļ < +». 
Тогда справедливо заключение теоремы 1. 
Доказательство. Для справедливости теоремы 2, очевидно, 
достаточно проверить выполнимость соотношения (2): 
11л |x(s)­x(O)| i«0­ (2) 
Положим k Q*k­0, * о ­ х ( 0 ) , 
3­eup |lF(x(s),y o)| 3+ |*(х(я),д о)| 4 ļ se(-A,6)ļ , 
для любых х*Е, и SC(­Ō,Ō): 
f o ( x ) « F ( x ^ o ) , f(x(s))­F(x(s)^ o­«­sJ) 
i 
f ( x ) ­ F ( x ^ Q ) при x*x<s), 
д о(х)=Ф(х,д о), a g(x(s) Н*(х(а),д о+з1> 
д(х)­#(х,д о> при x*x(s). 
По лемме 3 найдем такое, что решение Xq локально 
единственно. Легко проверяется справедливость включения 
tf(f,g,0) л B(XQ,p) с < x(s) | se(­6,5) }, 
что дает выполнимость соотношений (14). Оледовс­ гельнс, по лемме 
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нормой 
|XJ-8JP | ||x i(t)ļdt ļ i€{l #...,n>|. 
b 
а 
Найдем производную Фреше от .оператора А в точке Имеем 




А(х+л)­Ах­х'+л'­F(x +h)­x +Fx * * о ' о о л о ' О о 
h'­F(x o+h)+FX o­h'­F y h+u (Л), 
О О 
ļļu (П)| 
li» 1 _ ° L « о, 
F^ ­ производная Фреше от оператора F в точке х . 
о ° 
Отсюда 
А'х h-h'-Fx ft, 
i.e. это дифференциал оператора А в точке xft при приращении ft: 
dA(x o,h)­h'­F^h, 
о . 
или можно сказать, что оператор А имеет в каж­ot. точке х 
4 получаем трсоуемое. 
Ниже приводятся два примера, иллюстрирующие теорему 1. Б 
первом примере находится производная Фреше от оператора, 
задаваемого функционально­дифференциальным уравнением, а во 
второй примере выписывается вид первого уравнения из системы 
(4) для функционально­дифференциального уравнения, зависящего 
от параметра. 
Пример 1. Пусть (Ах)(t)»х'{t)­(Fx)(t), т.е. Ах~х'-Fx, где 
FzAC[I,fP) ­> X.(I,R n), AC(I,pP) ­ пространство абсолютно 
непрерывных на I « [ a r b ] , ­ш<а<Ь<+В>, функций х : 1 ­ Ж п с нормой 
|x|­aup |зг^<t> | j (i,t)6{ļ,...,n)xrļ; 
L{I,Rn) - .пространство суммируемых по Лебегу функций xtI~>Rn с 
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производную •реле А'х , задаваемую формулой о 
<д' h)(t)­h'(t)­(F;h)(t), 
о о 
где л ­ произвольный элемент из АС{1 . 
Пример 2. Пусть F(x,u)-x'­f (х,ц), где fiAC[I ,Kx)Y.iP -> 
L{I,Rn). Тогда согласно примеру 1 инеем 
D iF(x o,u)(h)-h' -Dxt(хо,л)(Л) 
для любого л«ЛС(1,К л) и любого ася"1 и 
0 аГ(х,д о) (р)—D/(х,д о) (р) 
для любого реЯ™ и любого хедС!!,!*11) . Поэтому первое уравнение 
из системы (4) перепишется в виде 
DiF{ Хо' цо И U> + V ( *о' Мо> < 1 > " 
«4i'­B if(x o fM o)(u)+D 2f(x o /M o)(J)­0. 
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V bonoearjovs. Operatoru vienādojumu sistēmas dl/erenr jamīha 
pec parametra. ANOTĀCIJA. Formulēti nosacl j**™1 i, p: .* kuru izpildes 
operatoru vienādojumu sistēmas atri&i.-.ā jums ir d.* f exence jams 
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О СВЯЗИ ЕДИНСТВЕННОСТИ РЕШЕНИЯ 
ВАРИАЦИОННОЙ КРАЕВОЙ ЗАДАЧИ С СУЩЕСТВОВАНИЕМ 
ПРОИЗВОДНОЙ ОТ РЕШЕНИЯ ПО ПАРАМЕТРУ 
В.Д.Пономарев 
Аннотация • Доказывается, что единственность решения 
вариационной краевой задачи при определенных условиях 
эквивалентна существованию производной от решения но параметру. 
УДК 517.927.4+517.988.5 . 
Рассматривается система операторных уравнений 
F(x,<i)­0, *(x,u>­0, (1) 
где FzExE^^E^, * *Е *£" , Е^ ­ нормированное пространство с 
нормой I'll/ i»l/...,4. 
Следующая теорема показывает, что единственность решения 
краевой задачи 
D T F ( Y ( 0 ) F | I o ) ( u ) ­ 0 f D ļ*(x<0),n o)(u)«0 
в определенной смысле эквивалентна дифференцируеиости решения 
по параметру краевой задачи (1)• 
ДЛЯ U O # i ^ * ^ ō€(0,«) и (€,1))«{1,2}Х<1,...,п> положим 
Д € Е 2 I (3S€(-5 r6)J{u-M o+sl C l ļ) } . 
Теорема. Пусть {1 ­1 , ,1 -1 \ - базис Е , х е£ , 
R * \ 11 21 ' ' \п 2П) 2* О IЕ 
u Q«E 2, rt&€(0,m) и выполняются условия: 
1) F ( X O , M o ) ­ 0 # *(xo;*io)­0; 
2) существует функция г:{1,2>Х{1,...,п}Х(-а,5)->B(X q,г) такая, 
что для любых K,n,s)c{l#2}*{1 п}Х(­6,5) выполняется 
F(x(£,7),s),jio+sla7ļ)»0, •(r(^,7),s),ļio+sl^7ļ)«0 
и существуют пределы 
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limļr(Cf4*e)-r ļ" s-u f eE (2) 
s-»0 * ' 
для любых (€,i})c{l,2>x{l, .. . ,n} ; 
3 ) отображения X - > F ( X , M q ) и х->*(х,д о) дифференцируемы в X q , а 
отображения n->F(x,u) и д->Ф(х,д) дифференцируемы на Н и 
соответственно для любых (Ķ,,2}х{1,,. . ,п} и 
reB(x Q #r) и для любых ( £,?))€{ 12>*{ 1 ? ...,п) 




4) операторы x­>D,F(x(0) ,д о) <х), х­>1>^(х(0) tUQ) (х) + 
+ D AF(x( 0) ,UQ) (l27ļ) Для любого 7)€{1,...,л} демикоипактны; 
5) отображение Dnt{x^.ķiō) инъентнвно; 
6 ) пространство решений уравнения 
В^{хо,ио)[и)-0 О ) 
п-мерно. 
Тогда краевая задача 
DF{x o,u o)<u)-0, D t*(x o /M o)(u)-0 (4) 
имеет единственное решение. 
Доказательство. В силу существования пределов (2) можно 
показать точно так же, как это было сделано в теореме 1 из 
[1], ЧТО ДЛЯ ЛЮбыХ ((,Т))€{1,2}х{1, . ..,л) выполняются 
DF(x o,M o)(u C ļ l) +D aF(r o,u 0)(i 2 7 ),-0; (5) 
D * ( V V ( U 5 4 ) + V < V V < V - ° - <6> 
Из (5) следует, что функции для любого п«{1,... ,п> 
являются решениями уравнения ( 3 ) . 
•окажен, что система 
К""*,' •••u.n-uan} <7> 
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является базисом пространства решений уравнения (3). Так как 
размерность пространства реше 1ИЙ уравнения (3) равна л, то 
достаточно показать, i :тема (7) лигейно независима. 
Дс стим противное, т. j , Ч Т О существуют элементы «^«Р (Е^ -
пространство над пелен Р ) , rj»l,...,n, не все равные нулю,такие, 
что 
) а и ­и >«0. (8) 
Из (6) инеем 
Учитывая линейность отображения D^(XO,UQ \ , формулу (8) и 
условие 4,.получаеи 
что противоречиво. Следовательно, (7) ­ базис пространства 
решений уравнения (3). 
Предположим, что краевая задача (4) ииеет ненулевое 
решение v. Тогда существуют числа 0^, 71^1,...,п, не асе pat ш е 
нулю, такие, что 
Ив (6) инеем 
D,»<Jro'"o>(J1*4<u.4­%>)+V<'»'''o>(iiS1^ «i,4­J24'j­0­
Отсюда, с учетом того, что к удовлетворяет граничному условию 
краевой задачи (4), получаем 
Условие 4 дает! 
что противоречиво. Следовательно, краевая задача (4) имеет 
только нулевое решение 
8 качестве приложения полученного результата рассиотрим 
краевую задача лля обыкновенного дифференциального уравнения с 
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функциональным граничили условием! 
x'«f(t,x), Фх­а, 
где f€Car(IxR n #J? n), Ф.ЛС( J,** аск", С а г ( Г х К П , к Л ) ­
множество функция г " . Х х Я п - > Я п , удовлетворяющих условию 
Каратеодори, ЛС(1,РР) ­ множество абсолютно непрерывных функций 
x.I-^. 
Предполагается, что у функции FTLXLF* ->FP существуют 
частные производные O^f j€Car(IxJ?n#J?1) г г:.­ 1—2, ... #1Н­1, 
J­l,...,n. 
Нам потребу >тся следующие два вспомогательных результата. 
Первый является стедствием теоремы 1. 
Следствие 1. Пусть {l i,... fl ļ ļ> - базис if1, x oeeC(J 0шР), 
^eJ?", г,£€(0,«) и выполняются условиях 
1) x0'<t>«r(',xo(t>), ** 0«V 
2) существует функция х: ; 1,... ,п}х(­5,6 )­>B(x Q i г) такая, что 
для любых (т,,з)е{1,. .. ,п)*(­б,а) выполняется 
существуют ­пределы 
для любых вс{1,...,п>; 
3) отображение > ­>*х дифференцируемо в x q. 
Тогда краевая задача 
w'="( D ir*j(t #x o(t))u, (Ф'х о)п­1, 
где 1­2,...,n+1, J«l,...,n, имеет единственное решение. 
Лемма 1 (теорема 3 из 12]). Пусть X QcAC( J,fP), l ra oeP n, 
/е(0,«) и выполняются условия: 
1) r o'<t>­f(t,x o(t)>, ф х ^ , 
2) отображение х­>Фх дифференцируемо на В(х о #г) н отображение 
х­>Ф'х непрерывно в x q; 
3) краевая задача 
ii'­(D if J(t #x oit))u # (Ф'х о)и­0, 
где i­2,...,n+l, J­l,..*.,n, имеет единст ценное реже ми е. 
Тогда существует * о*с(0,«Ь функция xi <­* 0,* 0)­> в(* в#г) 
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И ш ( х ­X i s - W e i C i 
5­0 S 0 0 
являющийся решениен краевой задачи 
Из следствия 1 и леммы 1 получаем утверждение об 
эквивалентности единственности решения вариационной краевой 
задачи и существования производной от решения по параметру. 
Теорема 2. Пусть XQ*AC(I , R N ) , o QeR n, re(0,») и выполняются 
УСЛОВИЯ1 
1) x o'<t)­f(t.x o(t)b tx 0­a 0, 
2) отображение х­>#х дифференцируемо на B(x Q,r) и отображения 
х­>#'х непрерывно в X Q . 
Тогда следующие условия эквивалентны! 
1. Краевая задача 
u'-iDļf j(t,x o(t))ci, (t'xju-l, 
где i"2,...,n+l, J«l,...,n, имеет единственное решение. 
2. Для любого существует £«(0,«), функция Х!(­6 0 #« 0) ­> 
­> В(х о,г) такая, ito для любого sc (­£,£) выполняется 
*;(t)­f(t,x s(t)), #x s­a o+si, 
и существует предел 
lim(x ­х )s~ l­u ^ ( I , * " ) , 
являющийся решением краевой задачи 
u;­(0 Jf J(t,x o(t))u o, (Ф'х о)и о­1. 
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atrisinājuma atvasinājuma pēc parametra elsistencei. 
Институт математики и ин<1ь жатнкн Поступила 27.02.92 
Латвийского университета 
Рига, б.Райня, 29 
6H 
EQUIVALENCE OF NONLINEAR DIFFERENTIAL EQUATIONS 
WITH IMPULSE EFFECT IN ВANACH SPACE 
"»\THEMAT TCS. 
DIFFERENTIAL EQUATIONS" 
A. Reinields, L. fermone 
Summary. In the present­ paper the question of global 
strongly dynamically equivalence of nonlinear equations with 
impulse effect at fixed moments in Banach space is considered. 
The investigation is carried out by means of piecewiss 
continuous map which is analogous of Green's function. 
1991 MSC Э4А37 
0. Introduction 
For mathematical descriptions of evolution of real proces­
ses with short­term perturbations it is often convenient to 
consider these perturbations as momentary. Such idealization 
reduces to the necessity to investigate differential equations 
with impulse effect [11. 
The problems of classification and equivalence in the the­
ory of ordinary differential equations without impulse effect 
are explored by Ph.Hartman [2], D.M.Grobman [3] and other mat­
hematicians [4­6]. In this paper, we shall disouss the 
equivalence problem of nonlinear differential equations with 
impulse effect [7,8]. 
1. Preliminaries 
Let us consider two nonlinear differential equations with 
impulse effect at fixed moments in the Banach space X x 
dx/dt - 4<t)x • t^i.x), (I) 
tx\ t­x ­ r(r.+ 0) ­ х(т (­ 0) ­ *,*<t t­ 0) + I(r(r 
*nd 
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dx/dt ­ A{t)x + f 2(t,x), (2) 
A r l t ­ r t ­ x ^ * 0) ­ x(xr 0) ­ Bkx{xr 0) + K t ^ T j ­ U ) ) f 
where > 
a) map Л i R ­» Bom(X) ie locally integrable in the 
Bochnere sense; 
b) map* fyi R x X —» X and f^: R x X ­* X are locally 
integrable in the Bochnere sense with respect to t for fixed x, 
If^tfX) ­ ^ 2(t #x)i < N < +m (3) 
and in addition satisfy Lipschitz conditions 
ft(t,x) - fļ(tfx')\ я c|x ­ x'l, (4) 
l^jftjij ­ f 2(t p^')« * clx ­ x'lj (5) 
c) i « Z, В ^ Hom(X), maps : X ­» X satisfy ineg­
ualitiea 
II^x) ­ K(r)l < N < +», ( 6 ) 
\I%{x) ­ J (x' )l s clx ­ x' I, ['/) 
IX (x) ­ X t(x' )l * clx ­ x' I; (8) 
d) maps x ­» x * B ^ , r ­» x • B{x • I ^ r ) , x ­> x + B x * 
• K^(x) are hot eomorphisms; 
e) sequence of the moments т is strictly increasing. 
Definition. A solution of differential equation with < 
impulse effect (1) is called a piecewise absolutely continuous 
map with discontinuities of the first kind at the points t * T ( 
which for a l m e t all t satisfies equation and for с % % 
satisfies the condition of "jump". 
Let us introduce the notation x {•,£ ,x Is Ŗ - Z for the 
1 * * 0 0 
aolution of the equation (1), " # Со'*о' s R ­* X for the solu­
tion of the equation (2), which satisfies the initial condition 
where x ^ t ^ 0,t o,X Q) - x 2(t Q+ 0,t Q,x o) ­ X q . At the break 
pointa it. the values for all solutions are taken at t ( + 0 if. 
it is not other specified. 
Lei us note that the solution of (1) for t * t Q is given 
by formul i 
*1< С' Со'*о> " *< с' 1о>*о * \[ ^ ittx)fx(xtxi(xftotxQ)^dx * 
the solution of (2) for t * t is given by formula 
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V ^ o ' V * Х ( С' ео ) го * j! *(t,r)f a<T,VT,t O,V)dr + 
wher* X(t,r) is evolui. f ,*tor of rhm linear equation 
dx/dt - A(t)x, 
a x l t = t ­ x(T t+ 0) ­ x{xr 0) ­ Btx{x%- 0 ) . 
definition. Bquationa (1) and (2) are globally strongly 
dynamically equivalent if there is auoh romeoTnorphism H(LQf*)i 
X X that 
*li»«j«t^ij dii ­ r 2<t,t o /H(t o,ir o)). 
Let us assume the existence of pieemwise continuous map 
G: ­» Hora(X) such as: 
a) G ( * , t ) : t »—» G(t,x) is absolutely continuous when t * 
* t, t * x' and it almost everywhere satisfies the equation! 
dx/dt - A(t)x, 
b) G f r ^ 0,x)­G(T(- 0 f x ) ­ BO(xr 0fi), x * xļt 
G(x + 0,T)-G(T - 0,x) - E", i * X | # 
G(x^ 0 , ^ - 6 ( 1 ^ 0,^) - E 4 B ^ C ^ - 0 , r t ) f 
c) sup t (f^lGCt^TjIdx + |G(t o /T ļ)ļ) - H < 
о ­» I • 
(£ is the identity operator in the space X ) . 
2. The main theorem 
Theorem. Let G be plecevisc continuous, He < 1 and 
inequalities (3­8) be fulfilled. Then equations (1) and (2) are 
globally strongly dynamically equivalent. 
Proof.Let us consider operator 3, defined by formulai 
* h ( V П,х,(т,­ 0,t o,x o))| ­ !,(*,(«,­ 0,t o (jt o))). 
Let us take arbitrary h t »t, where P C is the space of 
bounded maps, piecewite continuous in t with first kind breaks 
for t • rļ and continuous in t. The space P C is supplied with 
the supremum norm. Boundedness of differences f^- f and I -
- K t, 'condi tions (5) and (8) and the conditions of the theorem 
involve oh « P C . 
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Further, 
I5h(t0,jr0) - e h M t u x o ) l - i J ^ O C t ^ x X f ^ x ^ ^ T . t ^ r ^ • 
+ h{T,KxiTtto,xQ))) - ^ I ^ ļ t f i ^ I T h'(Ttxļ(x,tQfxQ))))dx + 
- V V V °'Со'*о> + h ' < V ° ' W °'1о'хо^)){ * 
• cJ" H ,|O(t 0,T)llh(r fx i(T ft 0,r 0)) ­ h' (t,x%{xttQtxQ))\dx * 
+ l + - 10(^,^)1) - CH |h - h'|. 
From the last inequality it follows that 5 is a contracti­
on. It involvea in PC there ie only one solution satisfying the 
functional equation 5b * h. 
We have for t * tQ 
h(t,r i(t ft o,x o)) ­ l*MG(L,r)(fii(x,xi(xlt,xļ(tlto,xQ)) + 
• Щх,^(т,t.^Xt.t^r0)У)) - f l(T,x i(r,t,x ļ(t,t u fjt o)M)dc + 
- O,t,x i(t,t o,x o)))) - V V V 0#t^ 1( t'' to' ro ) П ) " 
- \+mQļt,x)(f2(x,xiix,tQ,XQ) • h(x /x i(x,t o,x o)) i -
- f i(x,x i(r,t o,x o)))dx + J** G<t,x i)(K(x i(x r O,t o,x o) + 
• hd,- 0 # r i ( x r O,t o,x o))ļ - " l t ( i ( V O,t o #r o)>) -
- K t ^ j l j ^ O t L ^ T M f ^ x ^ ^ x ^ ^ r ^ + M x ^ x , ^ , * , } ) ) -
+ hlx,- 0,* (x, - O.t o,r o))) - I.tx^x,- 0,to.4ro))>) + 
• Jļ X ( t , l ) ( r a(r,X ļ(T , t o fX 0) + /UTrX^X.t^XjJ) -
• h | t ļ - O.x.ix,- 0,t o,x o))| - 1,1x,1т, - 0,t o,x o))(. 
Lot us check that i)(t) ­ x, t,t o,x o) + n( t ,x,< t ,C o,x o>) 
•at is fie. the equation (2). 
4<t) ­ Z(C,to)jro • |J X(t.t)f i(t fx i(t,t o,x 0))dt • 
+ L .x * * ' » ' V I i « V V O ' W » * 
О 1 
+ l[x(t,x)if2{T,Ti{x)) - f i(t ljr ļ(r #t o,x o)))dx + 
- xit,t 0)n<t 0) + J[ X(L. , ^ i,i)(r))dt • 
+ ^ < r ^ ' W ^ V 0)) 
О 1 
Therefore r i(t ft O /X F L ) • h(t,Y |(t,t O,X O) ) - X 2 ( t , t O , X O + 
t n(L-0tXQ)). The case t < tQ is considered analogously. 
Changing the roles of f? and f , and IC| and 1^ ve prove, 
in the ваше way, the existence of л' , which satiF Н е е the 
equality x 2(t,t Q,x o) + h' (t Щ t, t o - X Q ) ) - Xļ{t,tQ,MQ + 
* h'(t 0,x o)). 
Designating H(t o,x o) - X q + h(t o,x f l), H'(t Q,x o) т;-Щ'** 
* п'<* 0,* 0)' we get H' »H( t ,x x {t, t Q, X Q ) ) ­ ж% <t, tQ,H' ­H( t Q,X 0) ) 
and H.H' (t,x a(t,t o,x o) ) ­ x 2(t,t Q,H.H' (t 0,x Q)) . Taking into 
account uniqueness of mapping Я* «H - id • nd H«H' ­ id in PC we 
have H ' ­ id and H«H' ­ id and therefore H is homeouorphism, 
establishing strong global dynamical equivalence of equations 
(I) and (2). 
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КОНТИНУАЛЬНАЯ ЭКВИВАЛЕНТНОСТЬ ДИНАМИЧЕСКИХ 
СИСТЕМ НА ДВУМВРНЫХ МНОГООБРАЗИЯХ 
О.Юдруп 
Аннотация. В настоящей статье доказано, что множестве 
классов континуально эквивалентных динамических систен, траек­
тории которых пересекают меридианы тора в одной направлении, 
имеет мощность континуума. 
УЛК 517.938 
Проблема классификации динамических систем является одной 
из интереснейших задач качественной тео ич динамических систем. 
В настоящее время хорошо изучена тополо. ,*ческая эквивалентность 
динамических систем и известно, что структурно устойчивые, а 
также ft ­ устойчивые системы не типичны. В работе [11 исследу­
ется гомотопная эквивалентность динанических систем на плоскос­
ти. Оказалось, что и эта эквивалентность слишком тонка для гло­
бального изучения динамических систем, поскольку множество 
классов гомотопно эквивалентных динамических систем имеет мощ­
ность континуума. В настоящей статье продолжается исследование 
континуальной эквивалентности [2] динамических систем на дву­
мерных иногообразнях, начатое в работе (3) на двумерной сфере. 
Рассмотрим динамические системы ф на гладком ш ­ иерном 
многообразии М. Положим ф * ф, если существует непрерывное 
сюрьектияное отображение Fi М -» М такое, что 
т.е. F отображает траектории системы ф на траектории системы ф 
при условии, что сохраняется направление движения на траекто­
риях. 
Под требованием сохранения отображением F направление дви­
жении на траекториях мы понимаем существование отображения 
Г| ft к М ­» f) со свойствам»! 
а) Т(с,ж) непрерывно; 
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б) Т(0,х) - 0; 
в) Т{* ,x)i R ­* Н монотонно возростающая функция? 
Г) F­*(t,x) -K(T<t,x)/(x)). 
С О Г Л А С Н О Н.Бурбаки [4), соотношение ф t ф является соот­
ношением пр^длорчдка в множестве динамических систем ЗЛ(М), оп­
ределенных на многообразии в*. Очевидно, соотношение (ф г ф и 
^ * ф) не влечет за собой с необходимостью ф » ф, сл­ дователь­
но, соотношение ф ъ Ф ие является соотнсшением порядка. Соглас­
но [4] соотношение (ф * ф и ф ъ ф) является с* ношением экви­
валентности. 
Динамические системы фиф называются биконтинуально экви­
валентными, если справедливо соотношение 
Ф * ф и ф * ф ) . 
Это соотношение эквивалентности обозначил через И (в работе {1] 
оно имело ш 1ванне ­ гомотопная эквивалентность динамических 
систем)• 
Как известно, соотношение предпорядка ф ъ Ф индуцирует не­
которое соотношение порядна X \ У, где ХеОТ(М)/Н, У ё и 
(Эф)(Э*)((^ с X л ф с У) и ф *• ф ) . Мы говорим, что X \ У есть 
соотношение порядка на фактормножестве 5П(М)/И, ассоциированное с 
ф * ф. Для каждого X с ffl(N)//i существует не менее одного мно­
жества с Я1(М)/Н, на которой J является соотношением совер­
шенного порядка,и X яьляется наибольшим элем?нто;< множества К:« 
Обозначим через Т". минимальный элемент множества , а через П 
­ множество минимальных элементов класса X. Предположим, что на 
рассматриваемом многообразии для каждого V существ; ат мини­
мальный элемент Х^ (в работе (3] существование Х^ дсказано ча 
сфере S 2) . 
Множество линейно упорядочено, следовательно, в каждой 
множестве существует не более одного элемента X > а для каж­
дого X существует не менее одного множества У . 
Скажем, что X,У с Я(М) /Я континуально эквивалентны, если 
0 в • Ū . Континуальная эквивалентность, очевидно, является от­
ношением эквивалентности и индуцирует некоторую экви; алентность 
динамических систем, которую также назовем континуальной экви­
валентность >. 
Винамические сие ?ны ф с X и ф с У называются континуально 
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Пусть Л4 * h0. Тогда отображение Ух Т ­> Т индуцирует не­
прерывное сюръективное отображение Hi R 3 -# И а такое, что диаг­
рамма 
Т 2 -
4 н Т ь 
R 2 Л 2 
комутатнвна. В частности Н{ф(Я,-)) - *(R,H(­H» * » силу сюрь­
ектнвкости Г имеем Щх* + 1,х2, - (я'сх) • ш, 1?{х) • п ) , 
(х !,х а + 1> ­ {ifix; • р, Н*{х) * о;), где я,п,р,9 ­ целые чис­
ла, 'итак, инеем ф * фщ 
эквивалентными, если X и У валяются континуально эквивалентными 
классами множества Ж(Н)/Н. 
Динамическую систем» ы in i о вел минимальной, если и € Х^, 
где X ­ минимальный DJ. t\ и% некоторого множества У . 
• ­а 
6 дальнейшем положим И ­ и докажем существование кннн­
иалышх динамических систем на торе. 
Рассмотрим динамическую систему * на плоскости R 2, опреде­
ленную уравнением 
* ­ /"(г), (1) 
где х ­ (хЧх2), f(x) ­ {f1{x)lf2(x))t f с С, f(xl,xz) « f(x* + 
+ 1,х2) ­ f(x1,x2 + 1) и функция f удовлетворяет условию единс­
твенности решения уравнения (1). Предположим, что /1(х) > 0. 
Решение уравнения (1) обозначим через ${ttxc)s ф{0,х^) ** Х^, е 
траекторию, проходящую через точку х # ­ через ф . Согласно ус­
о 
ловию f &(x) > 0, имеем # !(t,x o) ­> « пр» t ­» ». Следовательно, 
систеиа не имеет точек покоя. 
Пусть hi R 2 Т 2 ­ накрытие. Тогда динамическая систеиа ф 
определяет динамическую систему пф на торе Т^. Для таких систем 
известно, что сушествует предел 
U - Н и — - • 
t ­ ­ Ф <t,xo) 
не зависящий от хо и называемый числом вращения. 
Вспи xfc ­ ^ a(t f c,0), где «'(t^O) ­ к, то 
х2 
ц - lira 
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я . pi • 
где ц,ц являются числаии вращения с ответственно систеи ф, 
а числа л и л , р и q взаиинс просты. 
Доказательство Пусть tf(R,0) ­ а , Н(0) - 0. Н'в г> € . 
Рассиотрим траекторию $ Q системы ф, Соответвужэщая траектория 
систеиы V будет Я(Ф 0) ­ tfrQ, так как и~(0) ­ 0. :1усть XQ ­ 0, х^­
• ^ Q f) к х R, тогда х к т Н(* к) € a Q + (кт,кп), г де а о « tf(0,R), 
а выражение a Q + (кт,кп) обозначает кривую a Q, сдвинутую на ,Ч/л 
по направлению оси X 1 и на кп ­ по направлению оси х г. Пусть 
далее х^ * R х (3^,3^ + 1 ) , где sfc » [х 2} <[*) означает целую 
часть). Тогда х^ находится нежду линиями + (ps^fqs^) и а,* 
U«V * 1)Р# '*h * 1)Я), т.е. х* ­ (км + p s k + ^ ,кп * gs^ + 
• где |^| < |р|, |^| < ļtfl- Поэтоиу в силу равенства 
liu 
i 
к -> со 
Кп + qs + п + qu 
­* * к/п + P s h * С к bj -5- рц 
чей и закончено доказательство леммы. 
Лемма 2. Для любой сингулярной систеиы ф существует эрго­
дическая систеиа ф s фг 
Доказательство. Пусть ф сингулярная динамическая система, 
определенная на торе Т2 .Для системы Ф на Т2 сушес гует гло­
бальная секущая ­ подмногообразие 5 ­ л(0,Я),и пусть д - диф­
феоморфизм исследования, определенным системой ф~ Пусть f: S -> S 
канторовая функция (5], которая непрерывна Н А смежных интерва­
лах . Определим гомеоморфизм u: S -* S , полагая и (х) » f • у -
f 1 { х ) . Пусть ф является надстройкой гомеоморфизма и. Тогда 
отображение Ft Т* ­» Т 2 имеет вид 
F(x) ­ *<t,ff*(­t,x)>), 
где ф(­С,х) с Ь(0,R). Лемм,* доказана. 
Лемма Э. Для любсй дин. мической системы ф с числом враще­
ния и существует динамическая система ф 's ф с числом мрашения 
М я + р М ' 
где в, i,p,<J ­ целые числа и \mq ­ пр' * I. 
Лемма X. Если ф * фт то справедливо соотношение 
i»* - " + 9* . 
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Доказательство. В работе [6] при условии \mq ­ пр| ­ 1 по­
строен гомеоморфиэи Hi R 2 И 2, который отображает траектории 
системы ф на траектории системы ф. Оказалось, что такии образом 
построенное отображение является гомеоморфизмом и при ļmg - лр| 
> 1, но отображение Fi Т 2 -> Т 2, F(x) - П • Н - lf*(X), которое 
отображает траектории системы Ъф на траектории системы Ьф} 
гоиеоиорфнэмом уже не является, если ļmq - пр\ > 1. 
Денна 4. Если ^­эргодические системы на торе Т 2 и ф i ^, 
то | ^ 
Доказательство. Пусть И и ы числа вращения систем фиф. 
Согласно лемме 1 имеем 
, п + дд 
tf " я + рд * 
где ш,л,р q ­ целые числа, но 
* 
л ­ над 
д ­ . ' 
­Q* + РМ 
и в силу леммы 3 имеем # г ф. 
Теорема 1. Эргодические системы являются минимальными сис­
темами для динамических систем на торе с иррациональным числом 
вращения. 
Доказательство. Пусть ф - эргодическая система с числои 
вращения д, для которой существует минимальная систеиа и * ф и 
соотношение ф л ь> не истинно. Согласно лемме 4 существует неко­
торая систеиа ф з и с числом вращения ц. Системы ф и ф имеют 
одинаковые числа вращения д, а согласно [6] такие системы топо­
логически эквивалентны, следовательно tu & ф t ф и эргодические 
системы являются минимальными. В силу леммы 2 эти системы явля­
ются минимальными и для сингулярных динамических систеи. 
Теорема 2. Множество классов континуально эквивалентных 
динамических систем на торе ииеет мощность конти уума. 
Доказательство. В силу лемму 1 множество биконтинуально 
эквивалентных эргодических динаиических систеи счетно, но мно­
жество эргодических систем с иррациональным числои eŗ щения 
имеет мощность континуума. В силу теорены 1 эг­одические систе­
мы являются минимальными системами дл. систек с иррациональный 
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числом крашения. Следовательно, множество классов континуально 
эквивалентных динамических систем имеет пошлость континуума. 
Теорема 3. Динаиические системы с рациональным кислой 
вращения имеют только три класса континуально эквивалентных 
систем. 
Доказательство. Пусть систеиа ф имеет рациональное число 
вращения. Тогда существует система ф с числом вращения и • О, 
которая топилогически эквивалентна системе ф. Согласно лемме 
14.1 работы [7], для динамической системы ф существует глобаль­
ное секущее многообразие S и отображение последования и на S. 
Пусть на Т 2 существует открытое множество А незамкнутых траек­
торий системы Ф, предельное множество которых состоит из зам­
кнутых траекторий ф^, ф^ , где х, у е S .Допустим, *"io х * у и 
рассмотрим непрерывное отображение f: S -> S ,/(0) ­ /"(I): ( 0 ,если Ь € [0,е ] 
р(в), если в € [в 2,] ] в 
где 0, в 2 являются координатами точек х*,у. Если координата 0 е 
[0,6^], то ей соответствующая точка х я В pj S, где В ­ множес­
тво точен траекторий ф^ е А. Отображение р: (e^fl) S, р(1) я 
­ Р(в 2) является гомеоморфизмом со свойством: для каждого в € 
( в 2/1)/ справедливо р(8) * О. Положим v\x) т f • и • f'l(x), 
где х с S. Пузть « 4 является надстройкой гомеоморфизма v. 
Систеиа имеет только одну замкнутую траекторию. 
Если положить, что иножество А содержит только замкнутые 
траектории, то аналогично получим систему и^, которая содержит 
только замкнутые траектории. Очевидно,'системы и u g являются 
мининалоными. Легко показать, что других минимальных систем для 
и ­ 0 не существует. Следовательно, имеем только три класса 
континуально эквивалентных систем. 
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EXISTENCE OF CENTRAL HANIFOLD FOR DIFFERENTIAL 
EQUATIONS WITH IMPULSES IN А ВANACH SPACE 
"MATHEMATICS. 
DIFFERENTIAL EQUATIONS B 
A. Reinfelds 
Simnary. A theorem of existence of central manifold cf 
system of differential equatior*3 with Impulses in a Banach spa­
ce is proved under the assumption that system splits into two 
parte one of which has Green's type map and its nonlinear terms 
satisfy Lipschitz conditions with small constant. 
1991 MSC 34A37 
0. introduction 
Differential equations with impulses provide зп adequate 
mathematical models of evolutionary processes which suddenly 
change their state at certain moments. 
The development of the mathematical thaory of differential 
equations with impulses began with the work of A.D.Myshkis and 
V.D Mil'man [1], while the work cf D.D.Bainov et al. [2] marked 
the beginning of the mathematical theory of the same equations 
in abstract spaces. 
In the present paper, a theorem of the existence of. 
central Tianifold for systems with impulses is proved r.nder the 
assumption that the system splits into two equations for one of t 
which there exists the Green's type тар» In D.D.Bainov et al. 
[3] thr existence of integral manifold ia proved in the case 
when linear operators cf differential equation and condition of 
"jump" commute with each other. A.M.Samoilenko and N. A. 
Perestyk investigate the existence of integral manifolds in 
finite dimensional space [4,5] under t; з assumption that the 
spectrum does not intereec». the imaginary axis. 
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1. Statement of И м problem 
Let X end У be the complex Banach spaces, £(X) and £(Y) be 
the Banach spaces of linear bounded operators. Consider the 
following system of differential equations with impulse effect 
at fixed moments 
f dx/dt ­ Jl(t)x + f<t,x,y), ( 1 ) 
1 dy/dt ш B{t)y • g(t ri,y), 
a x l t ^ ­ * ( V 0 ) ­ xix^O) ­ С ^ т ^ ­ О ) + I f <X<T s­0) , у ( т г 0 ) ) , 
1 " (2) 
A y l t e T ­ y ( V ° ! " У < Т Г ° ) ­ B%y(xrO) + ^ ( x ^ ­ C b y ^ ­ O ) ) , 
where i 
a) maps a : R —» £(X) and В г R ~» C(Y) are locally inte­
grable in the Bochners sense; 
b) maps f t R у X x Y­» X and gi R x X x Y ­* У are Vocally 
inteqrable in the Bochners sense with respect to t for fixed x 
and y, and in addition satisfy conditions 
lf(t,x,r) ­ f(t,x',y>l * c(lx ­ x'l + [у - у'I), 
lg(t,x,y) ­ g(t,x',y')l * e(|x ­ x'l + \y ­ у' I), 
sup t Jg(t,x,0)| < + «; 
c) 1 € Z, С € *<X), B ( e £(Y), maps I ( : X x Y —* X, 
i X x Y ­* Y satisfy inequalities 
II t(x (y) ­ Ixix',y')\ * c(lx ­ x'l + iy ­ y'l), 
1^(Х #У) ­ К<Х',У'Н * G(|X - X'l + ly ­ y'l), 
sup | | KiK |(x f0)| < + 
d) maps <x,y) м (x *' C (x + r t(x,y), у + D%y + JCt(x,y)), 
(x,y) и» (x + C^x, у + D^y) are homeomorphisms; 
e) the moments x^ of impulse effect form a strictly 
increasing sequence 
* T­t < ,X-l < \ < T l K X 2 < 
lim x ­ t m as n ­» ± «. * 
a 
Definition. A solution of system with impulres is called a 
piecewise absolutely continuous map wi„h discontinuities of the 
first kind at the points t ­ r which, for almost all t, 
satisfies system (1) and, for t « T ļ, satisfies the con 'ition 
of a "jump" (2). 
L*t (*(-,t 0.X a #y o), y ( - * W y 0 ) > - R ^ X x Y be the 
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solution of the system <1), where \x{to+ 0, t0*x{ļt У 0 ) , Y{tQ+ 0, 
t o,x o,y o)) « < * 0 ' У о ) ' A t t n e break points x^ t.he values tor all 
solutions are taken at l ( + 0 if it is not other specified. 
Let U(l,t) and V(t,x) be Cauchy evolutionary operators of 
the homogeneous linear equations vith impulse effect 
du/dt T A{с)u, 
i 
and respectively 
dv/dt ­ B(t)vr (3) 
A K | t ­ x m v { x i + 0 > ~ и ( г г 0 ) * D i F < T r 0 ) • 
1
 2 Let us introduce map Gs IR ­» £(Y) by the formula 
f V(tfs)PV(srx) ,if t & x 
G(t,x> ­ \ 
( V{tfs)(P~E)V(stx) ,if t < x. 
where P: Y—+ Y is a projection (P* * P) and £; Y —r Y is a 
identity operator. 
Definition. A map Gi ER2 ­> E(Y) is called the Green's rcap 
of the homogeneous linear equation with impulse effect (3) if 
inequality 
eup t ( f + a!C7(t o,T) Idx + J * " (G(t yx,)|) • К < +« 
О -oj i к -oo .' • 
holds. 
Definition. The integral manifold cf system with impulses 
(1), (2) which are described by equation in the form 
У л n{t,x) 
is called a central manifold* 
The шар h satisfies functional equation 
h ( t o ' V " [ + < eG<t 0,x)g(T,z(T),n(i,z(T\) )dt * 
+ С[1о,х{)К^{г(хг 0 ) ^ ( 1 ^ 0,21^­ 0))), 
f1 1 to -oo 
where z : к —» X is the solution of equation with impulses 
dz/dt * A(t)z + f(l,z,n(t,z)), x[to) =» xQf (4) 
A z l t 3 c x ­ kft.* 0) ­ z(X (­ 0) ­ ^ z ( x t ­ 0) + 
+ 1^;Ц*А^ 0),h<x (­ 0гг{хк- 0))). 
The solution of (4) ­^»r С * t car. be represented in the 
form 
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Z{t) ­ U(t,t o)r o + J 1 l/(t,T)f"(T,Z(X),ft<X,Z(X>))dX + 
0 
+ L < x i t u < t ' T , » l I < z ( T r ° » » h ( T , " °>>ь 
О 1 
and for t < t 
о 
z(t) ­ U(t /t o)x o ­J­ p l/<t,x)f(x,z(x),h(x,z(x)))dx ­
~ L<x * " { t , T ) I ( ^ T r 0)lh{xl- 0 # z ( x r 0))). 
1 о 
Here, for shortening, we use notation z(t) •» z(t,t o,x Q). 
2. Auxiliary lemma 
Let PC be the linear space of bounded maps hi F x Ж —* Y f 
which are piecewise continuous in С with first kind breaks for 
t ­ Хд and are continuous in x. The space PC is supplied with 
the supremum norm. For p > 0 let 5П(р) he the set of maps h * PC 
which satisfies inequality \h{t,x) ­ h(t,x' )| * plx ­ x' i. 
Then W(p) is closed subset in PC. 
Let us note 
И ­ eup T f+to|G<x,t)l|l/(t,x)ldt + aup x £ + M lG(x,x t)\\Щх^0 9х) I 
-03 1 a - e 
In the proof of the main theorem we shall use the 
following lemma. 
Lemma. Let h € ffi(p), n' с PC and let e(l+p)W < 1. Then 
following estimate is valid 
ļ*m\Gito,t)\\z{t) - z'(t)|dt + 
I = -ее 
* W(l - e(l + p)W) - 1(ix o - x^t + ctfIл -
Proof. Using the estimates on f and I ( we get for E a t 
Iz(t) - z'(t)l ^ lf)4tVt0)U*d - x;i * c(l -t- p ) | £ |U<t,x)| x 
ж |z(x) - z'(x)|dx + £ ( x IU(t,T )llz<T -0) - z'(x r0)|ļ + " 
И |Л ­ Л'| Г il/(t,T>ldx • £ ll*(t,T )l . (5) 
»-J о 0 1 J 
Multiplying with G(toJ,t) and inLograting from t to + да, we 
obtain 
[**|G(t ,t)llz(t) ­ z'ļtildt => 
о 
3 , Yo " * a l I T B | G * t o e t , | l l / U ' t ' ) i d t + 
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- z>[x)\dx + £ < г l a t t^x^llzfx^O) - z'<x (-0)l) + 
о i 
+ с \h - Л-1 (f|-|e(t0,T)ldT + £ < T IQtt0,Ti)\)]. 
О ' O k J 
с t 
inequality 
The case < t is considered analogously. Next we obtain the 
J*"lO|t0,t> 11ж|с> - z>{t)\dt * 
a sup T JS<?(x,tHltf<t,x)ldt [ļxo - x;i + 
+ c{l + p)< J + w|0(t o fx)||z(x) - z'{x)[dx + 
|(J(to#xļ)lļz(xi-0) - z ' ( V 0 > ! ) * c M 1 Л " h'l]'" 
Multiplying (&) with G( t Q,x } and sunning for all J with 
respect t Q< X i wo obtain 
£ < r I G C t ^ H l z t T ^ - O ) - z ' ( x r 0 ) l i 
t * " P X X IC(T,T )||l/(T -0,x)l * 
- [c(l + p)(ļ^\G(to,x)\\z{x) - г ' ( т ) № • 
* It <r W W M * ( V 0 ) z J ( y O ) l ) + 
+ c \b - h-J| | h ō | t f T ) i ( f t + T iB(t ft)i;ļ. 
J О 0 1 J 
The case t < t Q is considered analogously. As a result, we 
obtain the estimate 
Y*9 Ю ^ х ^ И г С ^ ­ О * ­ Z'(T }­0)I * 
* « U P T L I G l t . ^ J I I U I ^ ­ C r H ^ ­ x;» + 
c(l • P)ll*M\G(to,x)\\z(x) - z'{x)tdx + 
• lG(t ,r )llz(r -0) ­ z*(x-0)l) + ctf \h ­ h'f 1. 
Denote 
• ­ |*"lC<t o ft)i|z(t) ­ z'<t>ldt • 
Prom the above inequalities we obtain inequality 
H K|l ­ i|l • p)W)"'(!x ­ x'\ + cH|ft ­
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Э. Main result 
Theorem. Let О be piecevise continuous, ANc s 1 and 2cM < 
i 1 * 41 - AcN . Then system with impulses (1), (2) has a 
central manifold. 
Proof. We now define an operator I: PC -> PC by the formula 
(Ift)<C o,x o)| + e ,0(t o rr)g(T /z(r),h(T #2(r)))dT • 
+ I + " ^ o ' W ^ V 0 > ' Й < Т Г °' Z<V 
Let ue take arbitrary h с W(p) and Л* с PC. Conditions of 
the theorem involve Xh, th* e PC. Further 
\[Xh){to,xo) - (th'){t o,r^| * f + e | 0 < t o # T ) | x 
x |g(x,z(T),h(x,z(x))) - g(x,z'(Tbft'(T,z'(x)))ldx + 
+ l6(t o /T i)MIC ļ(z(T i- Ō b h ļ ^ 0 # z ( t r 0))) -
- ^( Z ' t * - 0 ) f h ' ( ^ " ? J * ' f V 0)))| * 
л c(l + p) Гf+e|G(to#t:)||z(T) - z'(T)|dr + 
t J |G< t o,x 4) I Iztx^O) - z' ( x ^ O ) ! + eK ļh - h' |. # 
If ANc * 1, then there is p > 0 satisfying inequality 
cN{l + p)(l - c(l + p)W)"' * p-
We choose p - (2cW)'1(l - 2ctf - 4 1 - AcN ) . Then p + 1 - 2(1 + 
+ -11 - 4cW ))"* and 2c(1 + p)N s 1. 
Using the result of lemma, we obtain 
UIh)(t o,x o) - (Ih'Mt 0,x;>| a 
* cN{l + p)(l - c(l + р)К) м!х о ­ x^! • 
+ CM (cW(l + p)(l ­ e(l + p)N)~1 + l)|h ­ h'I ­
" P , J fo " * 0I + (1 + p)|h ­ h ' ) . 
If 2cM < I + 41 ­ 4etf , we get cK(l + p> < 1. He obtain that I 
is a contraction on JR(p). It involves in Я(р) there is only one 
solution satisfying the functional equation of central 
manifold. In addition, map h also is unique map in PC satisfy­
ing functional equation In » h. 
It remains to verify that у ­ h (t,x) is equation of 
integral manifold. It should be noted that z(t) ­ z(t,t o,x o), 
*(TJ ­ *(T,t 0,x a> ­ z<T,t,z(t,C 0,x 0)). 
Let n(t) ­ h(t,i(t)| and t * t . 
37 
i?(t) - h(t,z(t)) -
- J*~G(t,T)g<r,z(T),n<r,z<T)))<fc + 
+ £ + e G{texv)Ky(zixr 0),h{xr 0,z(xr 0)>) « 
- K<t /t ū ) | j +*G(t o,T)g(x,z{Tj /h<T,z(x)))dT + 
+ X * " t;(t ū /x ļ)K(z(T ļ- 0 ) # л ( х г 0,z(r 4- 0)))ļ + 
+ £ K<t,T)g(T,z(T), h(T,z(T)))dr + 
J о 
+ L <г * / 1 ' ' т . > к ( ( 2 ( т < - ° > ' A < V ° ' 2 < V °>)i -
О 1 
- K(t,t o>*(t o) + ļ[ K(t,T)g(Tfz(T),7»(x))dx + 
0 1 
It means, that (zi •) ,tj( -) ) s R -+ X * Y is solution of (1), (2) 
satisfying initial conditions z(tQ) • XQ, Ч ( с 0 ) " п ^ о ' г о ^ * 
From the uniqueness of the solution we get for all С « R 
ft<t,*<cfto,xoin(to,xon ­ y( t /t o,x o rh(t o,x o)) 
Theorem is proved. 
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CERTAIN PROPERTIES OF THE SOLUTIONS OF THE 
COMPLETELY INTEGRABLB EQUATION 
G.Pettere 
Summary, Homogeneous Pfaff's differential equation and 
<:'• blow­up eyatem on the unit sphere are considered in "this 
article. The definition of right upper and lower type numbers 
along the definite way arr give n here and some properties of 
the solutions of the blow­u^ system and type numbers are proved 
further on. 
1991 MSG 34C11 
Let us consider a completely integrable equation 
dx~P(x)dt (1) 
where PsG^J^**, G is an open domain in R n , FeC* , P(cx)-c**P(x) e 
q>l and satisfies the condition of complete integrability: 
0P(x)P(x)­DP i(x)P j(x) 
and regards the solution of this equation (1).as a function 
f(­,X o)lQ(x ) V 
where ©(0,x o)«x o, Q(x o)cF f l(K™), P{Fr) is a many ­ sheeted space 
multiplier covering the Eucliuean space Я*, a in the 
ami Lplicity of covering pi F (J7BV*I7B, l*as+«. .The existence 
and the uniqueness of a solucion «< • ,X q) is proved, thanks to 
such definition of Q{XQ) in [1]. 
System (1) may be Ыown­up in the usual i \y by introducing 
the distance variable, r H x l , the unit direction vector, u-x/r, 
r*0, and a rescaled time, dx^rq~ldt. Then the blow­up system is 
fdū«(F(u)­uu TP(u) )dx 
1 t < 2> [dr-ru P{u)dx, lul­1 
Let us designate with the u(­,uQ), & ( 0 , U Q ) « U q the solution 
of first equation and with the £ ( ­ , г о ) 4 ^ ( ° # r 0 ) " r 0 t n e eolation 
of the second equation of the system (2). 
Note that x is a function from t and x : T-T(t,x ) . 
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i. The function T ha* the following property? 
x(te 1" q fox 0) ­ T(t,x o). 
Proof. By the definition of r is seen that 
­taf(t,x o)| g" la 1" qdt ­ ie(t,x o)l 9" ,dt ­ i(t,x o>. 
• <t,x Q) 
That proves the 1c 
Let ua designate with 
and 
Leasee. The solutions of the 
equations (2) satisfy the following equalities: 
u(x,u ) ­ 5|t,x 1 
system of differential 
and 
r<x,r > ­ F(t,x n) 
inverse if t is substituted by t(*,xo), where t(*,x Q) is the 
function of x(­,x o). 
Proof. Let ua do the proof for the first case. Note that at 
first both functions have equal beginning conditions: 
x,/IXJ u(0,u o) ­ u o 
and 
0(0,x\ - «<0,xn)/|*(0,'r >l ­ г /1х I. 
Next, let us show that the function ū( ,XQ) satisfies the as 




?<t,x c)*'(t,r o)P(e(t,x o)) 
l*ft,x oH J 
e(t,x f t) f Tlt,i I 
dx 
\vit,x\\ 
le(t,xo)l i«(t,x o)i 
P{Vit,xo)) 
dx 
So we shall obtain the result using the definition of function 
Г'( ,x ) and the property of function P: 
du m (p(ū)-»iaTrļU) idx. 
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С ­ lim 0 
f **- s 
s**m S\Df(s)\ds 
о • \* 
and the right lower type number is 
s 
SU1{f{s)0uo)P((j(ns)tuo))Df[s)ds *} \Ш ^  5 
* f\Df{s)\ds 
о 
Lemma. The following equalities are right: 
+ In £<f(s),r o) X' « Jim ­
and 
k~ - lim 
S\Df(s)\ЙЬ 
о 




Proof.Consider the integral: 
S uTif(s),uQ)PiU{fis)uO\)7)fls)ds 
о 
We obtain the needed result because the uniqueness theorem has 
been proved in f1]• 
The proof for the second function is an analogy. 
Conclusion. The solution u(-,XQ) satisfies the following 
equalities: 
1) 2<t« l"* f«r o) ­ 5{t,r o) 
where ot>0 and a n a constant and 
2) "(t l+t a,x o) ­ Ū{tļfpit2txO))C 
Proof. To prove these equalities we can use the equalities 
of definition of the function u. Then the needed properties 
follow automatically. 
Let us choose a way T-f(s), f: ]0;-h»[*tfn, feC 1, which tends 
to the boundary of definition domain but not to the branching 
s 
point or to the. positive infinity, and J*|Df(s)lds diverges. 
о 
Definition, The right upper type number of the solution 
f(-,XQ) along the way f is 





<•-»+• s " JIDi(s)lds 
s A". 
о 
Theorem. If the right lower type number is >0, then the 
solution p(­,x o) of the differential equation (I) tends to the 
positive infinity along the 'way f. 
Proof. The existing sequence of tor which 
in r{xf{s i,г) 
Hp, _ 4 1 xx л 
V * " T n!Df(5)ids 
0 
is followed from the definition of the upper limit. For 
arbitrary c>0 the function with following oroperty is 
founded: if s p>S(c) tnen under the condition X~>c>0 
s }{Hs),rQ)uTif{s),u)P{uif{s),u_))Df(s) 
ш j 2 ds -
о r{f(s),rQ) 
s d In £(f{s),r ) 
« J ­ d s ­ In f(f(3br Q) ­ In r(f(C),r o). 
с ds 
The needed result is obtained putting the received expression 
in the formula of definition X* . The second equality is proof 
of analogy. 
Lemma. The right type numbers are limitc 1 from above by ft 
» max \uTP(u)\ and from below by ­ M . 
u e S ^ O ) 
Prcof. As ­ TP(; )еС(К°"1) and S^" 1 (0) ie the compact set, 
then H = max luTP(u)l exists. 
Function u (f (• ) )P(fi(f (• ) ,U Q)Df (•) is a scalar product. 
Therefore 
-H\Df{S)\ * u1{f{-))PiU(f( ),Uo)Df(­) * H | D f ( ) | . 
Then using the definition of the type numbers, the needed 





In r4zf{s ),г ) 
­ ­ ­ > Х--С 
s t 
S \Df{s)Ids 





f ( T ( f < * n b r o ) > e 
as A^>0 and с can be chosen less than A~ then the needed result 
is evident. 
Theorem. If the right upper type numoer is Xj. <0, then the 
solution *(*,jf ) of the differential equation (1) tends to the 
zero along the way /• 
The proof for this theorem is analogy to proof of tho 
previous theorem. 
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G.Pettere. Pilnīgi integrējauu vienādojumu atrisinājumu 
dažas īpašības, 
Anotaci ja.Rakstā apskatīts diferenciālvienādojums 
dz­P(r)dt, kur PĪG h. G ir vaļējs apgabals telpā FP, P«c\ 
P(cr) - cQP{x), q > 1 un DPj[x)Pļ(x) « DP1(x)Pj(x) . Tiek 
apskatīta atbilstošā diferenciālvienādojumu sistēma uz vienības 
sfēras. Rakstā ir pierādītas dažas iegūtās diferenciālvienādo­
jumu sistēmas atrisinājumu Īpašības. dc f inēti tipu skaitļi dotā 
vi^nāuojuma atrisinājumiem ил parādīts sakars starp tipu 
skaitļu zīmi un atrisinājuma izturēšanos. 
Г.Петтере. Некоторые свойства решений вполне интегрируемых 
уравнений. 
Аннотация. 0 статье рассматривается однородное вполне 
интегрируемое дифференциальное уравнение d(x) • P(x)dt, где 
р : С - Ft1 m , G является открытой областью в RN, F е С1, 
P(cx)=cqP(x)t q > 1 и DPj{x)Pi(x\ = ZP. ix*)? -tX) -
Рассматривается соответствующая система i:a единичной 
сфере. Ь статье доказывается некоторые свойстес решений 
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подученной дифференциальной системы, определены типовые числа 
для решения данного дифференциального уравнения и некоторая 
связь между знаком типового числа н поведения решения. 
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О ЕДИНСТВЕННОСТИ СТАЬИОНАРНОГО РЕШЕНИЯ 
УРАВНЕНИЯ КУРАМОТО-ЦУЗУКИ 
А.И.Звягинцев 
Аннотация. Д О К А З А Н О , Ч Т О при выполнении неравенств с *0, 
с^>0, к/ ^( 1+с*) уравнение Кураиото*-Цуэуки в случае 
стационарного режима 
(l+ic t)i^4v-(l^ic 8) |^| 2ы-0 # 
ииеет единственное решение, тождественно равное нулю. 
УДК 517.927 
В работе Курамото и Цузуки [б] было рассмотрено уравнение, 
описывающее поведение многих открытых диссипативных систем в 
окрестности точки бифуркации* 
wt-*r+< M c l )ЫХХ-( i+ica) |v ļ V 
lf(x,0)-* 0(x) # **[0,JJ, (1) 
Исследование этой краевой задачи проводилось в работах. [7­9]. 
Для анализа решений задачи (1) в малых областях АхроиаевоЙ Т.С. 
и Налинецкнм Г.Г. была предложена и изучена двухнодовал система 
(1-4). 
В настоящей работе рассматриваете! случай стационарного 
режима V t"0. Полагая W»u+tv м У £еО, от задачи (1) перейдем к 
краевой задаче для вещественных обыкновенных дифференциальных 
уравнений: 
(1+ic'ju­—u­c ir^(u a+r e)((l+c ic a)u+(c rc a)rj r {2) 
(H-icJ)r­—c iu.r+(u a+r a)((l+c ic 2)r+(c i­c l)u), (3) 
u'(0)­r'<0)-4i'(i)­»r'(i)­«# <*> 
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Лекиа X. Пусть с^О, с 2*0 и Щ х ) , v{x) - решение краевой 
задачи (2)-(4). Тогда для хе г0,1] выполняются неравенства; 
0*и г(х)+к а(х)*В 2, (5) 
ļu(x)ļ*B, \r{xi\sBŗ (6) 
|u'(x)|*H, |к'(х)|*1а. <7> 
Доказательство. Сложив уравнение (2), умноженное на u(r), 
с уравнением (3), умноженный на v ( x ) , получил уравнение 
1+с 2 V 1 ' / i 
Пусть X Q€[G,1} ­ точка, в которой 
u a<x )+г2(х m a x f j 3 ( x ) + v 2 ( x p . 
0 0 0*хз1 
Для доказательства неравенства (5) достаточно показать, что 
г:'(хв) *к 2(х ц)*В 2. Если предположить противное, то из уравнения 
td) тогда следует, что 
(и г(х)+|г г(х))^ г >0. (9) 
о 
В случае 0<X Q<1 необходимо 
(а г(х)чг г(х))^ ж «О, ;ч г(лг)+^(хм;« х *о, 
о ' о 
что противоречит (9) . Если же х о^0 или *Qml i т о ь силу (4) 
iu a(v)+r a(*) )'хжх а ' неравенство пр^титю*ечнт 
ū 
максимальности точки х р. Пол/ченно<= противоречие доказывает 
неравенства (5», а вместе с ними и оценки (f 
Поскольку u*(0)~0, У'(0)­0, то из ре ч. t гсь Дж.Бричка 
[jļ следуют неравенства 
где с 1 #с 2ей, l€(0,+-). 
Ясно, что краевая задача (2)-(4) имеет тривиальное решение 
uļjfļ=0, к(х)еО. Положил 
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l u ' l j o ^ i l u - l ^ i , . I''l L0,i)* jl­"IC0,1,' < 1 0 > 
где Kirn it* e j p |*( г>|* H a основании оценок (5), (б) на 
уравнений ( 2 ) , (3) имеем |ы"1г 0,1]* л' 1 Г"1 [О, J }* Л л 0 т с ю Д А в 
силу (10) получаем неравенства (7). Леима доказана. 
Лемма 2. Пусть <^*0, с 2>0. Тогда краевая задача <2)­(4), 
за исключением тривиального решения, не имеет решения и (х), 
г(х) такого, что для всех х<[0,1] сумма и г(х)+г*(х) равна 
константе. 
Доказательство. Предположим противное. Пусть и(х) f v{x) -
нетривиальное решение краевой задачи (2)-(4) и * 
u a<x)+r 2(x)ak, 
где к>0, Тогда система (2), (3) принимает вид ; 
[ {Х+с*)и"-(к(1+с с2)­1)и+(*(с -с )-с )v, 
[ { l + c 2 ) r - — ( k ( C j - c a ) - C l >u+(k< 1 + C i c a )-l)r. 
Так как на основании (5) ksl, то 
fc(crc2)-cT<0. 
Общее решение системы (11) имеет вид ; 
( Х.х -X х А х ~К
Х\ 
-D fe 1 - Д е 1 + Д е а +D 4« z j, 
V -\x \x " V 
rfxj-Be ^D ae +D 3e +D 4e 
где 
А 1-Л(1+с 1с г)­1+1(К(с 1-с г)-с 1), 
X a-%4(l+c ļc a)-l-i(h(c ļ-c a)-c i). 
Из краевых условий (4) для нахождения констант D t DļS D^, 
получаем однородную линейную систему алгебраических уравнений, 
определитель которой равен 
1 - 1 )(• а ) . 
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Поскольку Л *Х и 2ReA ImA «К(с ­с 1­е <0, то А#0. 
Следовательно, Dfо£2mD^«D^»0 и u 2(x) +r 2(x) " 0 , что противоречит 
предположению k>Qi Лемма доказана. 
Теорема. Пусть с^ьО, с 2>0 и выполняется неравенство 
Z</^(l+c 2>. ( 12) 
Тогда краевая задача (2)­{4) имеет только тривиальное решение. 
Доказательство. Предположим противное. Пусть существует 
решение и(х), краеаой задачи (2)­(4), не равное 
тождественно нулю. Обозначим 
f(x)-(u'(JT)ļ 2+(r<x)ļ 2. 
Отметим, что в силу краевых условий (4) и леммы 2 функция Г(х) 
не равна тождественно константе. 
Из доказательства леммы 1 следует, что 
является решением краевой задачи 
2(1+с с > . 
2* - ^ - z 2 - -^--2 + 2f<x|, (13> 
1 + с 2 1 + с 2 
z'(0)-z'(J)-0. ("I 
В силу лемм 1 и 2 
0 * z ( x ļ * l+clc ' <15> i а 
и функция z(x) не равна тождественно констачте. 
Обозначив z o»z(0), из <15) имеем О * ZQ я ļ+c^c .Вели 
I 2 
z ­ 0 , то и(х), к(х) являются решением дифференциальном сметены 
(2), (3) с начальными условиянн 
и(0)­(Г (0)­0, ylOl­v' (0)­0. ( 16» 
Но задача Коши (2), (3), (16) в силу теоремы единственности 
имеет только нулевое решение, что противоречит предположению о 
функциях и(х), с(х). 
Рассмотрим случай Q<zo- у­^. с > Вели 0 < z 0 < t » c с ' Т О ' 
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• <*'<*> >** Л - ( — 1 - 5 (z 3(x)-z^ - l ( z a ( , ) ^ ) ) . 
Поскольку z'(x)*0 на отрезке [0,т], то для хс[0,т] инеем 
z' l x )* " / / ^ 7 I ^ r l z ( ' ) " z o ) ( z ( x ) - z . ) ( z ( x > - z a ) ' <17> 
где для j-1,2 
3 f 1 1 + C 1 C 2 
ZJ - 2 ( 1 + ^ ) I 2 Г" 2. + 
• i - D J / } + -^3^-(v< 1 +^S>ļļ )• ' <18> 
Интегрируя неравенство (17) по х от 0 до т, получаем 
/
3(1+с*) Г 
1 • «* • (19) 
4 ( l + C ļ C a ) J ^ ( 2 О - 2 ) (Z-2 t)(Z 2-Z) 
z x 
Рассмотрим сперва случай 0 i z z я "J^. Тогда, используя 
очевидные неравенства 1*т и z *0<z *z , из /19) имеем 
учитывая на основании (4) равенство f(С)­0, из (13) пч лучаеи 
z"(0)<0. Следовательно, существует интервал i0,т)с[0,1] такой, 
что г'{х)<0 для х«(0,т) н z' (т )«0. Если же z « , ļ, , то в 
о А+с гс 2 
силу (15) функция z (х) убывает на некотором интервале 
(0,т)с[0,1], т.е. также г* (х)<0 для Х€(0,т) и z* (х )«0. 
Обозначим z r»z(T). Ясно, что Osz T<z Q. 
Так как f(x)fcO для хя[0,1], то из (13) следует неравенство 
z"(x)* z <*> - " я z < r > -
1 + с 3 1 + с 2 
Для хс[0,т] > умножая это неравенство на Ш* (Х)л0 и интегрируя 
затеи его от 0 до х, получаем 
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3 < 1 + S » . 1 f dz 
4(l+c lc a) • ( z o - z ļ J z 2 J /z 0-z „-z, < z , J 
2 ( l + C l c a e 
Отсюда с учетом оценок 
К 5 * V Т + Ь г * Z 2 * 2(1+с с ) ' < 2 0> i а i г 
которые в силу (18) справедливы при 0 a Z Q * , получаем 
1 2 
неравенство 1* ^ / i(l +c 3) r противоречащее (12), 
Осталось рассмотреть случай 2 Z 0 < Z T < Z 0 ' Поскольку z'(х)<0 
при 0<х<т и Z' < 0 )«z' (т)­0, то z"(x )fe0, и на уравнения (13) 
следует, что 
Чх) *-^г ( 1 ­ < 1 * с Л ) * т 1 . (21, 
С другой стороны, на основании леммы 1 для f(z) получаем оценку 
сверху 
«V * l fllO.T] * l u'|[0,xj + l^'lIo.T] * < 2 2> 
Таким образом, из (21) и (22) имеем 
/ z (1­(1+с с )z ) 
г * — ­ 1 3 — . (23) 
Л / 2(1+с 2) 
2 
Вели 0 < z Q л jŗŗ—-——t т о из (23) вытекает, что Ttļp(zQ), где 
Л / 8(1+с 3) 
Полагая z^»z(e(z e)), в силу монотонного убывания функции z(x) 
на интервале (0,т) имеем Z Q > Z >я т­ Из тераве» тва (19) получаем 
1 * 
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*(l+c,c 2) J •(z 0­z)(^­z 1)(z 2­z) 
2* 
3 < 1 + c ! > i r dz 
Отсюда, используя оценки (20), приходим к неравенству 
z(«(z o)) 
Исследуем функцию g(z o)»l­ • Так как при Z q­0 и о 
значения f(z ) , z(e(z Q)), z' {<p(zQ)), Z * ( « ( Z q ) ) тоже стремятся к 
нулю, то , дважды применив правило Лспиталя, получаем 
lim g(z o)­l. Поскольку »'(z Q)>0 д л я z o € ^ 0 , 3 ( 1 + 2 С J и z''r)iU 
Z Q 1 2 
для Х€[0,т), то ^2 <=<). Следовательно, на отрезке [0, 3 ­ 2 .1 
функция g ( Z Q ) возрастает и g(zQ)fcl. Таким образом, из (24) 
получаем 1*^/Т+? ,что противоречит (12). 
Е с л и 3(l4,e.) * 2о 3 ī ī l — 
* 1 2' 12 T ^ ( Z q ) , где 
а / V 2(1+ср 
Полагая z^=z(V(z o)), в силу монотонного убывания функции z(x) 
на интервале (0,т) имеем Z Q > Z ^ > Z T . 
Покажем, Что для z p€^^ ^ 2 g ^, g j спраье,.ливы оценки 
0 * 9z * < 2 5> 
3<1+c?> Г dz 
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U /2(l+c 2)z o(l-(l+c ic 2)z b) 
V[3(i4ca)-1TC7J и для X € [ 0 , T J , то левое 
неравенство (25) очевидно. Для доказательства правого 
неравенства (25), уиножив неравенство (17) на 0'(Z Q)<O, 
получаем при хшф{г) 
л Z ļ l ^ c ^ z ; 1 / ( l ^ c i c 2 ) ( z o - z ^ ) ( z ^ z i ) ( z r z 0 ) 
Д(1+с 2)%^ / z o(l-(l^c |c 2)z o) 
Отсюда, используя оценки 2(l+cc)z-l*l, z -z.sz /2, z.-z s 
* 1 2 0 О Ц) 0 ļp 1 i 4 с ' и к е е м 1 2 
dz 1 / z -z. 
a z o l(l+c 2)v^ / 1-(1-KC IC 2)Z O 
Исследуем функцию y(z o)- на. отрезке 
z 2-z(*(z o)) 
k c i ^ r l + c ^ č j - Т а к к а к п р и Z o ^ 1 / { 1 + c i C 2 ] значения #(z Q), 
z'(*(z 0)), z­(#(zQ)> стремятся к нулю и z(tf ( Z Q ) )­1/< 1 + с ^ ) , то, 
дважды применив правило Лопиталя, получаеи 
1 z o lim /(z,)" ­ • Поскольку то в силу (20) zft­i/o.;ci 1 2 Р 
0 12 
имеем 
Z ­ 1 Z 
lim y(zj a lim а 
2 я-»г/п«зсс ) z -»г/<згзс с . 
О 1 2 0 12 
1­(1+с с )z * 2 ( 1+с с ) * 
) 4 1 2 ' 0 * 12' 
Следовательно, на концах отрезка [jŗī^f-^-p т+ с с j в силу (26) 
выполняется правое неравенство (25). Если функция y(z o) имеет 
точку экстремума г о « [ з ( ^ с )' 1+с с ) ' т о н е о б х ° Д * м о 
l ­ 2 < l + C l c 2 ) z o 
Так как 0 ' ( z o ) e 
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( až 2 - as* ļ ( 1 - < 1 + C . C 2 > z o ] + < 1 + C , C 2 ' < v z * > = °-
V о о * 4 ' 
о 
Тогда неравенство (26) принимает вид 
D Z * „ L / d z * *h 
Так как в с», ху (18) fe 1, то получаем 
d 2 0 
Отсюда, учитывая ранее доказанное свойстьс £ О, следует, 
о 
d Z * 1 
что s 2" Т е м саиь. : доказано правое i «равенство (25). 
о 




M l + c ^ j J v^(z o-z)(z- Z j)(z 2-z)' 
z 0 
3(l+cf) dz 
4(1+c с )(z -z )z J •z ­z " 
* l 2 0 1 ' i. J 0 
Отсюда, используя оценки Z q z^ 2z^ 
1+c с ' V T(l+c с )' 
HHjen 
Исследуем на отрезке ^ 
(1+c с )'ī+c -cļ Ф У н к ^ и ю nīz r)-z o-
-z(^(z Q)) . Поскольку *(z o)­^(z Q) в точке Z q«2/( З + З с ^ ) и (как 
было раньше для функции доказано) z -z *z , то 
dz dz. 
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"(attj.c,)) * т а к " а к Ш-а * 0 " C I u l y < 2 5 ) ' 
из (27) получаем l*J|( 1+с 2), что противоречит (12). Теорема 
доказана. 
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A. Zvyaglntsev. On the uniqueness of stationary solution of 
Kuramo to-Tsuzukl equation. 
Summary. It is proved that Kurarnoto-Tsuzuki equation, in 
нелинейных диссипативных средах. О некоторых упрощенных 
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stationary caae a ­
Н+Ц, )v­+v­( l+ic 2)\v\ 7v-0, 
v* (O)­v' (1 )*0 
has only trivial solution 1 f the following conditions are 
satisfied: c t»0, c a > 0 , l</\( 1+c*) • 
1991 ЩС 34B39 
A.Zv jagincevs. Pair stacionāra atrisinajuma unitlti nuramoto­
Cuzuki vienSdo jummm. 
Anotācija. Apskatīta atriain!juma eksistence Kuramoto­
Cusuki problēmai 
( l + i c x l + i c a ) | V | V ­ 0 y 
kur c^O, c^>0, 
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V 
О ЗА£АЧЬ Е.И.ЗОЛОТАРЕВА 
А. И. 3в iгинцев, И.В.Филипенкова 
Аннотация. В случае л«2 для задачи Е.И.Зслста^­ьа 
приводится решение в терминах бэта­функций. 
УДК 517.5 
Для получения *приорных оцегск решений обыкновенных 
дифференциальных уравнений иногда требуется вычислить норму 
многочлена, наименее уклгняющег^я от нуля (см., например, 
[5] у. В этой свялн интерес представляет решение задачи 
В.И.Золотарева. 
Задачей Е.И•Золотарева называют задачу о нахождении 
многочленов с двумя старшими фиксированными коэффициентами вида 
п­г 
2 ( х ) ^ ­ ^ " 1 * £ a f x J , (1) 
j~o J ф 
где oeR, которые доставляют минимум велкчине 1 2 п ' ^ t ­ и ' 
Другими словами, требуете, нейти наименьшее уклонение 
* . * 
. у (с)« inf |z I. , 
' " ' а П , 2 € * Р 
где л€{2,'3, . . .} , Isps». Хорошо известно, ^ т о при \лр-%» 
существует единственный многочлен z^{x ,<т) вида ( 1 ) , для 
которого g z n p ( • ,<г) . 
Первой работой Ли этоП тематике явился меиуар 
К.И.Золотарева [3], в которой рассклтрираем*. i гад*.Ч£ пол­.остья? 
решена гюи р«=«. Многочлены 2 (х,<г) назыьают мне. очленами 
* Л * 
Золотарева. Кроме этого случая, в настоящее MI ШЯ И З »JCTHO 
полное решнние задачи при p­i (1,2] и при р*2 (4,с.*dj. 
В статье раегмат ривается случай п=*2 и 1<р<», i о есть 
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И ДЛЯ 4T&1 
zai(x,a)-jf ­ох, 7at(a)-<r, 
2 
а при р«* для Qsff<2 
2гв(х^)­хг­сгх+^(<та­4сг­4), У а . < < г ^ < < Г * а > 
и для С-2 
Z2JX,V\-X2-<RX-L, 7 ^ < Т % > Т А -
Лемма. Пусть 
1 
8čld.b) - I t ^ d - O ^ d t , 
с 
где Ь > 1 , d+b*l и d>\ при с я 0 или d*0 при 0<с * 1 . 
Тогда 
g c(d.b) - - - ^ b l l " * ЭТБГТ <» е(Д.ь -1 ) . (2) 
ec(d,b) - - c d " ^ ļ ļ : ^ b • a l ^ r ge(d-i,b). о ) 
Доказательство. Используя тождество 
r d( l-t ) b" 2-t d" 1 { 1-t ļ ^ - t * - 1 ( 1-t ) 
и формулу интегрировании по частям, получаем 
1 
,b-iw d _ t*c[d,b) - * J (l-t^dt43 
с 
О гг.юл i с л е д у е т (2 ļ . 
задача о нахождении величины 
Отметим, что замена Ж на -х позволяет ограничиться только 
случаем <гг0. 
Из ранее полученных результатов известно, что при р= 1 для 
0atr<l 
z 2 i(x,iD - х а - ах + ^ , ^ ( с г ) -
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Отсюда следует (3). Лемма домазана. 
О 
B{dtb) 
тметим, что BQ((9,b\ является обычной бэта­< ункцией 
Теорема. Пусть 1<р<«, <г*0, 4аз<гг, 
2+<Mv£*­4a 2­ff+v£*^4a 2%/<г2­4а 
и о* «(0,2) есть единственный корень уравнение 
В (l­2p,p)­*(p,p)­0. 
i—-о 
'от да дл^ 0=«<г о 
" »^«*)­1*Цр) P[(l+a o+cr) p(2­Kr) + (l+a o-HT) p(2­cr)] p f 
1де a Q ­ единственный корень уравнения 
0 а ( а ) ( 1 " 2 р ' р ) " Э ( Р / О ) * . ^ ( 3 ( а ) < 1 " 2 р ' Р , " ° ' 
* 2 p W ( 2 + 4 p ) p[(l+a o+<r) p(2+tr)+( <7­l­a o) p(2­<r)] p # 
где а о ­ 'единственный корень уравнения 
, 0 а ( а )(1­2р,р)­0(р,р)+0 т ( а )(р,р)­О. 
Доказательство. Поскольку экстремальный многочлен 
?,г [ х, сг) «x*'­irx+ao существует и единственен, то необходимо 
коэффициент а является единственным корнем уравнения 
г 
Г ļ х2-чгх+ао ļ р s ign (x 2­cx+a Q) dx­0. (4) 
­I 
Используя тождество 
t d­"( 1­t )Ь­< 1­t ) b­ 1t d­ 2­( 1­t )»-ltd-1 
и формулу интегрирования по частям Л*получаем 
1 
ес«*.ь) - - £ J td'ld( i ­ t ) b ­
с 
m cd~l(l-c)b . d­1 . d­1 | й | 
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+ j(x-x ) р \ х - х а ) р 'dx - 0, 
или после несложных преобразований 
а а ( а 0 ) ( 1 " 2 р ' р ) ^ ( р ' р ) + Э Э ( в >< 1- 2Р'Р)-°- < 5> 
Если только один нуль многочлена z (х,сг! лежит в 
интервале (-1,1), то (4) эквивалентно равенству 
X . 
f ( x r x ) p ( x 2 - x ) p dx - | ( » - x i ) p ( х а - х ) р dx - 0 (5') 
Э«(а ) < 1 - 2 р ' р > - ^ 1 ( а jU-^PfP)"©- <*> 
Аналогично получаем а случае x s f* 2с(-1,1) 
i 
+0(P+i,P+l)+0ej a jļ-l-ip.p+DJP 
случае x^t-1,1), х 2*1 
Иэ (t) следует, что по крайней мере один нуль многочлена 
z 2p(x,a) принадлежит интервалу (-1,1)» Поскольку нулями 
многочлена z^( х,<г) являются 
то обязательно 4а о«г 2, -1<х<1. 
В случае, когда оба нуля T ļ н * а содерясатся а интервале 
(1-/1), равенство (4) эквивалентно равенству 
J ( x r r ) p ( х 2 - х ) р dx - J(Jr-x t) p ( х а - х ) р dx + 
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* 0 4 « e » < " l r 2 p ' p * 1 , J 
На основании леммы 
0(p+l,p+l) - ; ^ ļ P ; p ) e ( P > P ) , 
Тогда из (7) в силу (5) следует, что при х 2«(-1,1) 
2(1+2р) 
Э(а )­!­ар(1­(3(а )) р(2­Э(а оН р / 
2<1 +2р) " Т Г Ш р У 
1Р <2+4р) p[(l+a o4<r) p(2*«r|+(l+a o­«r) pC2^)]' 
кует, что при х 2*1 а из (8) в силу (6) следу пр ж^Х
» V •'*>l V...»­< E'­ 4V ,' L P[ : 2<1+2р) 
,<P.P>)jP ­ <**«Р> p[(l.a 0*ff» p(2*ir) + 
Ill 
• <<r­l-a oJ p<2­<r)] p. 
Для аавврмнмя доказательства теоремы осталось показать, 
что ' 2<1 при сг<о*о м х г*1 прм о"»<го- Прежде всего докажем, что в 
случае * 2*1 выполняется неравенство 
l+aQfcO. (9) 
Предположив противное: l+a Q<0, имеем 
|«фВД*#Н ** i**Jm < *-i-a e - |z 2 p(i,ff)| # 
Возьмем *>Э столь малым, чтобы 
1+ао+а+а < о--1-ао-в, (10) 
-1 < j ļ сг-Л2-4(ао+*) | < 0. 
Используя теорему Лагранжа, получаем 
|х а-ох+а+6| р -1х а-ох+а | р 
Р F 
1 
- л а р Jļx 3-ox-a o+cļ p aign (х а-ех+а о+с )dx • (11) 
-1 
а ^ 1 -
- вр| Jļx a-ex*a o+cļ p dx - Jļ-x a+ex-a o-c j p dxļ , 
-1 а 
где 0<L<6, a«yļ J-I/O^-4 (a o+c) j . 
Так как на интервале (-1, а) функция x a­ox+a +г выпукла 
вниз, а на питерские <а,1) функция ~х 2+ох-а о-е выпукла вверх, 
то для х«(-1,а) 
1-Нг+е +с 
x­47x+a0+c < r j j — (е-х) 




а а-1-а -с 
-х+ох-а-с > — (*-«>. 
Y 
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' ­1 l > ­1 
а l . J а ­ ¥ P*p^  
Из (11) следует, что 
| ^ + V e , P p ( _ i r i ) - | ^ r + . o | P p ( . i f i , < 
< e^l-HxXl-Nr^a^ci 1* -(l-«)(<x-l-a 0-c) p j . 
Тдк как 0<с<а н ­1<а<0, то в силу (10) закатаем, что 
l * A ^ * + V * l L p , - , , , , H ^ * + » e l L p « - . , , , « °« 
что противоречит минимальности многочлена х^(ж,6\ш Полученное 
противоречие доказывает неравенство (9). 
Дифференцируя равенство (5) по <г, получаем 
d(*4 2­4a ) (1+а -нг) р ~(1+а л-чг) р 
О * ft-* " Л * & ^ ^ ^ ' ' V 
(1+а о*г) р <2+<г)+( 1 ^ а о ) р (2мг) # 
Учитывая, что • случае жш г<(­1,1) 
2 а р(­1,<г) - 1+а0+<т > 0 Г * а рП,о%) - 1+а0-<г > О, 
d(/a £­4a ) 
имеем ^ > 0. 
Дифференцируя равенство (6) по <г, получаем 
<*<*42­4а ) (1+а о-мг) Р 1 + (ог-1-а о) р ' п . 
т Va ­4л л . 
(1+а о-нг) р (2-Иг) + (о­­1-а0 ; р (2-<г) 





также киееи — ! — > О. 
Поскольку при tr*-0 а силу симметрии многочлена * ар<*»0) оба 
нуля z f м х а принадлежат интервалу <-l fl) и 'а*! ļe+v£a —* * 0 ļ 
монотомно воэр&стаецая по сг функция, а при <гш2 х а>1» то у 
многочлена х^(жвс) при малых а оба нуля содержатся а интервале 
(-1,1), а при достаточно больших а только едим нуль 1-1,1). 
Наконец, 1 а случае v£ a-4a o-2-с- Тогда а(а о)-1 -^, # (а &) -1, 
т(а о)«0 и равенства (5), (6) эквивалентны 
0 ff(l-2p,p)-ļJ<p,p)-0. 
i — я 
Теорема доказена. 
В заключение отметин, что равенство (5) эквигалетно (€), 
если (-1)Р"1. Действительно, в (5* ), прибавляя и вычитал 
интеграл 
1 
после преобразования получается 
Эа(а |(*- 2Р*Р>-ЭСР.Р) + С - 1 | Р Э Л ( а ) в1-2р,р)-0. 
В частности, при р-2 
*в(х,«г)-хя-<гх-1 < * 43 ? 
Авторы признательны профессору Б.И.Буренкову аа внимание к 
работа. 
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О КРАЕВОЙ ЗАДАТВ ДЛЯ УРАВНЕНИЯ ВТОРОГО ПОРЯДКА 
С УСЛОВИЕМ ШРЕДЕРА 
А.Я.Лепки 
АННОТАЦИЯ. ДЛЯ краевой задачи 
х*-Г<t,x,r'>, V V 
алх*В, а'(а)лх'(а)*В'(а), 
гда а - нижняя функция, а В - верхняя функция, укввакы условии 
для существования решения. 
УДК 517.927 
Рассмотри* краевую задачу 
x--f (t,r,x' >, V " V 
(!) 
ялхлб, «' (а)ях' (а)яЛ'(а), 
где fcCarflxK2,*:)* I-[a #bJ, а**/ Ья(л,»), BļfMqmC{SiX,*) ,«), 
hļfhjUtt a*A(I,R)i £ с В ( Г,Л), Сах;1хк*,А) - множество функция, 
удовлетворяющих условию Харетеодорм, S(X,R)mS^(I,R) - множество 
реже ни Я х: 1-»Я уравнеяия r~-f (t,x,r') с топологией ив С( J,2?), 
Ā{IrR)-Aŗ{I,R) - множество нижних функций уравнения 
х~»*г*(t ,х,х') и В{ I,R)-B^(I,R) - множество верхних функций 
уравнения х*-/(t,X,r') (см. [1,с.9 и 23)}. В работе (2] был 
изложен подход к обобщению базовых теорем работы (1]. Наша цель-
получить обо бее ми в теоремы 15 работы [2) при наличии условия 
•редераt для любых t }«[a,b), tf«^ ,Ь) и любого ранения 
xt(t t,t t)*» уравнения х--Г(С,ж,х') из a(t)*x(t)*A(t) f ta{tļft7) 
следует аир( |ж' (t) | tt«( t,1^) Условие «' (а)**' (м)л$' (а) 
существеиио усложняет исследование краевой задачи (1). Вели ото 
условна опустить-или заменить на условна о* (а)*х' (а)«0' (а) или 
иа условна ^а' (а)ах' {а\*В' <а>, «' {Ь)*ж* (Ь)лВ' (Ь), то 
доказательство соответствующих теорем существования . резаки и я 
существенно упрощается (см. (3], теоремы 3-5). 
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д,1г At (Л ,А^) и *у. т » л 
Teopctia. Пуст! 
Пусть e(*ty,z)«(x+|x-yļ-ļy-zļ+z>*2" 1. Из условия Шредера 
следует cy­цествовавие не(Сгда) такого, что для 
i*<t,x,x' )­f(tfd(of<t)fxf0(t)),e(-h­,x',n)> 
a«J- (I,R). Pefl (ГгЯ) и 
|x€S(I,«) so^x=i0| * ļ^^f < s a s x s t f l . 
В дальнейшем будем считать, что Нам потребуются следующие 
лем<(ы, доказательство которых аналогично доказательству 
соответствующих мест в работах [4-5), Существование минимальных 
• максимальных решений, которые встречаются в дальнейшем, 
следует из работы [6]. 
Лейка 1. Пусть q,zcS(J,R), cŗs-zt q* (a )&z* (а), q{b)»z{br, г 
­ максимальное решение краевой загаси 
x*«/(t,x,x' >, х' (а)­о/ (a), x(b)­z(b), o^x^z, (2) 
g*r, K^cR, A a * ( * , г") я Д­ч* любых т*Г, х^.х^еЯ решение задачи 
Koam 
x"~f(с,*,*' ) f rii:)­xQ, x' (T)*x t (3) 
единственно. Тогда существует инъе^тиЕ нее непрерывнее 
отобрааемле stļkjm^^*S(I,Р.) такое, что «*g, 2r^fa)"«T* ( а ) т 
q­(a)<s Aea)<rta), s­^r млн ^ ( b » ­ z ( b ) , ^(а)<рГ«а), 
r'(b.<^(b)<q J (Ь), q*sx для Ae(^,A 3) и ­ г . 
Лемма 2. Пусть У,х*?Г(I»!?), r ~ ммммм.зпьао~, а ь* — 
максимальное решение краевой задачи 
х"­г"^с,хгх" ). x(a}=*y(a), r(b)~z(Jb), y*rsz, {4f 
r*vt A / f A ,«) и лль любых u f , г ,у € & реяение задача! 
Кош и 4 31 еяи«стго.*!яо. Тогда существует кнъектиьное непрерывно* 
отоЛрал*г»щ«» ,а l'5(I,l>) такое, что s =г. 
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х<а)-чх(а) А ļx' (а)«0' (a) v (х'(а><*'(а> л х b)­/3(b)) j 
Я^ял, V Н а Х * П 2 , 
ļr'(a)-0'(a> У <*' (a)<fi' <*) л x(b)­£(b))j л 
Hxx-ht * » 2х*й 2. 
(в) 
О ) 
х(а)­/9(а) x(b)-0(b) * Я х*л v » BX*h 2, (10) 
х(а)«0(а) А х' (а)ъа' ( а ) л И х~Ь * Я х*Л , (11) 
х(а)«£(а) А ļx'(a)«a'(a) У (г* (а)Хк' (а) А х(Ь)-а(Ь))1 -* 
Я 5 х ь Й 1 у я 2хлл г # 
ļx'(а)­чх'(a) v <x'(a)>a'(a) л x(b)»a(b) ) ļ А 
Н х­л ­ Н ях*Л . 
1 1 2 2 
(12) 
Тогда существует решение краевой задачи (1). 
Доказательство. Предварительно докажем теорему при 
следующих дополнительных условиях: &<% и для любых те/, х ,х^еР 
решение задачи Копи (3) единствеьно.' Пусть у ­ наксимальное 
решение ираевой задачи 
x?~f(t,x,x'), х(а)«а(а), z(b)«a(b), ccsxsfl, 
a z ­ минимальное решение краевой задачи 
x­­=f(t,x,x' ), х(а)«0<а), х(Ь)~3(Ь>, 
ir ­ минимальное, а ь» ­ максимальное решение краевой задачи (4), 
JL^« (eoee , a i гну ) м Ь*|^:фс[0,2П]|. Из единственности решения 
japan* Коява следует y<z. Покажем, что для любого seStJ.m мп 
nssf& и s(b»=afb) следует­ (а)<£' (а). Предположим противней1: 
з"(а>^Д'{а). Пусть а ^ л. Тэгда мрг.енан задача 
не имеют решения, выполняется условие Шредера, и для любого 
xeS(I,R) из а*х*& следует 
х(а)­а(а) А х(Ь)~а(1 ) -» Я xah V Я ахял £, (б) 
х(л)«а<л) А х'(А)*Р'(а, А Я гх­л а * Я , * * * , » (7) 
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x­­i­(t,;r,x'), х'(а)«Г (a), x ^ J ­ a ^ b ) , a^xsp, (14) 
имеет решение, что противоречит отсутствие решений у краевых 
задач (5). Аналогично доказывается, что для любого seS(I,F?) иэ 
a*s*8 и s(b) B£(b) следует а' (е)<£' (в). Из определения у и z 
имеем а' ^ а)*у' (а)<(8' (а) и a' (a)<z' {а)з0 # (а) • Покажем, что для 
любого S€S<J ,J? ) иэ s*z, 5(а)­у(а) и s'(a)>y'(a) следует 
з{ t )>y(t), te(a„b]. Предположим противное. Тогда найдется 
Т€(а,Ь] такое, что а(х)»у(т) и s(t)>y(t)„ t€(a,T)« Пусть 
a ļ ( t ) B S ( t ) , te [а,г] и at i(t)«y(t), t€[T,bJ. Тогда краевая задача 
x"«f (t,x,x' >, х(а)^а1(а), х{Ь)-аг(Ь), a*xsz (15) 
имеет решение, что противоречит максимальности у. Аналогично 
доказывается, что для любого seS(I,R) из s*y, s(b)=z(b) и 
s'(b)>z'(b) следует s(t)<z(t), te(a,b). Покажем, что для любого 
S€SļI,R) из s*z, s{a)>y(a) и s' ( а ) в £ ' (а) следует s>y. 
Предположим противное. Тогда найдется тс(а,Ь] такое, что 
^(т>*у(тг) м s(t)>y(t), te[a,T). Пусть «r(t)*s(t) f te(a,t] и 
&ļ\t)~y(tf, Се[т,Ь]. Тогда краевая задача (14) имеет решение, 
что противоречит отсутствию решений у краевых задач {5)* 
Покажем, что для любого seS(I,R\ из s(a)**y(a) и 
у' (a )<s'(a)<v' (а) следует у( t ><s(t)<r(t), tc(a,b}. Предположим 
противное. Если найдется те(а,Ь] такое, что £(?) ЕУ(?) н 
y(t)<s(t)<v(r) # te(a,x), то пусть а (t) Bs(t), t€[a,x] и 
a ļ(t)=y(t), Се[т,Ь]. Тогда краевая задача (15) инеет решение, 
что противоречит максимальности у. Если найдется Tč(a,b] такое, 
что s[x) =V{T t и у{ t )<s\ t )<v( t ) , tc{a,x), то пусть в. (t )»s( с ) , 
te(a,i) и £ (t)»v(t), tc[T,b). Тогда краевая задача 
x"­f<t,x,x' ) t x(a)<=0.(a>, xCb)­*,;*), y « 4 , (15) 
имеет решение, что противоречит минимальности к. Аналогично 
доказывается, что для любого s€S(ī,R) иэ s(b)*z{b) к 
z' <b)<s' (b)<v' (Ь) следует ь*( t )<s( t )<z( t >, t€[a,b>­
Построии кнъечтиыкое непрерывное отображение $:L-S[I,R) со 
следующими свойствами. Для х^=Ф(Z­^> y*x^*z, Ф«{ 0, 2l\ ] t x0~Vt 
найдутся у , ¥>ге( 0 # П ) такие» что * Sw и 
х^{а)»а(з) А х^(а)<0'(а), «^(О,©^, 
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* у(а)­а(а) а {x^(a)«fl'(a) v (х^(а)<0'<а) а хр{Ь)~&(Ь)) j , 
( V A ) " * ( A ) V V B , ­ * < B ) ) л x^(a><fi'(a), * « < * T . » Г ) . ( 1 7 ) 
х р(а)~л<а) а [х^(а)­(3'(а) v <x^(a)<fl'(a) л х^(Ъ)­*<Ь) )ļ, 
х^(а)«й'(а) V 1х^(а)<в'(а) а Х^(Ь)«Й<Ь)j, 1 * ( | > Г , П ) , 
х п » 2 г найдутся * з,а 4«ГП,2П) ганне, что f 3*p 4 и 
х р<а)-0(а) а х^(а>>а'<а), ее(П,с<э), 
(а)-Э(а) л (х^а)­с'(а) v (х^(а)>«'(а) а х^(Ь)­а(Ь))j, 
(*e(a)«fl(a) v х^(Ъ)«а(Ь)1 а х^(а)>а' 'а), 9*(93,f>A), (18) 
xf(a}­e<a) л ļx^(a)-a'(a) v <х^(а)>а'<а) л х^(Ъ)-а(Ъ))), 
^(a)-a'(a) v ļx^(a)>a' (a) А х^<Ю«а(Ъ) j , е€<« 4,2П), 
Пусть КсД* лежит внутри простой замкнутой кривой 
L„«ļ(x^(a),x^(a>) :*»е[0,2П)1. Тогда для т­а . любых I*,,,*, )eJC 
решение х задачи Коши (3) удовлетворяет неравенствам y*x*z и 
a' (a)ах' (а)=£' (а). 
Построим инъективное непрерывное отображение 
и: [0 Г A # J­»S(I,F) такое, что y^ti^sz, А€[0,а #], и0тУ* найдутся 
Л ,А с(0,А м) такие, что А и 
u A(a)­a(a) л u A(a)<£' (а), ЛяСО,*,), 
a Ata)­o(a) а ļuA<a)-0'<a> v (и А<а)^в'(а) л ик(Ь)-#[Ъ) )), 
ļt A(a)-a(aj v uA(b)-0(o)J л u A(a)<e (а), Ae(A , A 2 ) , 1 1 9 ) 
ыА<э)-=а(а> л [ил(а)«(3' (а) у (и А(л)<£'(а) л и А ( Ь ) = Э | Ь | ф 
3 * & Z 2 
120 
u x<« (-0'<«) v ļu AM)-/»'(«) л iiA(b)«e<b)j, А е ( А а , А # ) , 
и и'х^ж* Обозначим через р А , <г^, х^ решения задач Ковш 
r"«f(t,x,x'), х(а)-«(а), х'(a)­A, 
x W ( t , x , x > , x(b)-0(b), r'(b)­#i, 
г*­/(С,х,х'), x(a)-», x'<a)-0'(a). 
Рассмотрим сдуч я, когда 0* (a)sr' (а). Пусть P " P p ^ a ļ - Если 
0'(а)­г'(а), »о р-г. вели 0'(а)<г'(а), то y(t)<p(t)<r(t), 
t«(a,b]. Пусть ^ - V l , Д 1 ( А ) ­ У ( в ) + А ( Р ' ( * ) ­ Г а А ­ р ц ( А ) # 
* М 0 # * а Ь Ь^ли p(b)-0(b), то А 1"А 2 и д­р­ Если p(b)<0(b) , то 
д а(А)­е|а>+(А­А шНЭ(а)­аСа)), 
А*­вир |A o€[A a,A 2+l)i(VA€[A 2 FA o)KT^ ( A )<Z)ļ, 
а^х ',1. u k " T | # u v ļ Ас(А , А 1 ] • Из единственности решения 1*1 * M a % * # з 
задачи Ковш следует g(b) «0 (b) . Пусть ^ « g и г ­ максимальное 
решение краевой задачи * 
x*­x*<tfx,x' Ь х М а ) ­ $ ( а ) , x(b)«z(b), а^яхяг. (20) 
Вели r«g, то А*»А*. Если Г*д, то А 2»А 5+1 и U A " S A , A«[A a,A lJ, 
г/ s, находится по лемме 1 и удовлетворяет условиям з »д и 
А 1 г а s ­г. Вели г­z, то А^ вА ­ Если r*z, то +1# 
А 2 2 
ц а{А)­г'(Ь)+(А­А г)(г (Ь)­г'(Ь)) и " Л - ^ Д ( Х ) . А . А \ А * Ь Я С Н О , 
что и ­ у и " Z . Докажем неравенства ysu, sz, Ае(0,А ) . Для 
О А 
u. ­р, u *q и и ­г это очевидно. Для Ае(0,А ) из 
S А 1 А 2 
у' {a)<u'{a,<v ļa, следует у<t)<u.(t ><r(t), te(a,b). Если p*g, 
A A 
то y<u^<z, Ac( ,A ) . Действительно, по определения) А имеем i i iK<z, .Ac(A.,A ) . Следовательно, y<u. , Ae(A ,A ) . Если g*r, то 
для AefA ,A » по лемме 1 имеем u A4a)-0'(a), g(a )<и д(а )<r (а) r
u Aar или u A(b>-0(b), uA(a)<0'(a)# (b)<u A(b)<g'(Ь), g*u A­ В 
первом случае У < " А , a i > втором u A(C)<z(t), tc[a,b). Если r*z, 
то rļt)<u.( t)<z{ t), Ac(A 2,A #), c«(a,b). Предположим противное. 
2 
Если найдутся A C | A » A V ) И те(а,Ь) такие, что U A < T ) « Z ( T ) и 
т 
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дальнейшее построение и д совпадает со случаен, когда 
в' (а)лг* (а). Ясно, что условия (19) выполняются для А«(А.л_). 
Вели найдется А1*(А ,д+1J такое, что а' (а)­р' (а), 
* д(а)<в'(й), *«<\г* 1 и е(а)<»' 1(а), то 
л 
X 2-eup|Ae[A ļ,A ,l:a A(a)-e(a) згд(а)«Э(Ь»|. 
и А » л д , Ас[А , A k ] , с*п . и дальня нем с построение и д совпадает со 
случаем; когда 0'(a)sr'(a). Ясно, что условия (19) выполняются 
для aafA,,**]. Вели s A(a)<3'(a)» AcJA^A^lJ, то A ^ A ^ l , 
r(t)<ux{t)<z(t), t«(t,b), то пусть e ^ n ­ z t t ) , Г€[а,т] и 
Pj(t)»u^(t J, te[r,b]• Тогда краевая задача (16) имеет решение, 
что противоречит минимальности z. Вели найдутся Ас(Л 2, А # ) и 
т«[а,Ь) такие, что и д(т)­г(т) и r(t;<u A(t)<z(t), t€(r,b), то 
пусть a^tj-rft), tc[a,T] и о (t) eu x(t), t€[r,b]. Тогда краевая 
задача (20) имеет ре венке, что противоречит максимальности г. 
Для лс[0,А 2] условия (19) следует из построения и.. Покажем, 
2 2 
что и д(а)<£'(а), \с(а ,а^)« Предположим, что найдется А»=(А ,ХМ) 
такое, что и д(а)*£'(а). Пусть в,*^* То. да краевая задача (20) 
имеет решение, что противоречит максимальности г. 
Рассмотрим случай, когда г' [а)<Вг (а). Пусть А }»1, 
**4<*>­У (a>+A(ir'(a)-y*(a)) и " А ­ Р у ( А ) . 1*10,*^- Ясно, что 
y(C)<u x(t)<F(t), tc(a,bj, Ac(0,AJ и условия (19) выполняются 
для >л[0.\1* Ксли то А ^ , A)­v' (b)-( А­А г) (z' <b)-
-v' (b)), A S € ( А э, A 2+l ] находится из условий <r^  , Д 1 ^  (a)*£' (а) и 
*ц (А)*****'***' А€(А а,А ХЬ " ^ „ ( А ) ' ^ l ^ ^ b , и 
Дальнейшее построение и д совпадает со случаем, когда 
£'(a)sr'(a). Ясно, что w{ t )<ц. (t )<z( t ) , te(a,b), Ac(A,A 1) и 
условия (19) выполняются для А«(Аз,А ) . Если r*v, то ло лемме 2 
находим 5 Д , A C [ A J , A 1 + 1 J такое, что з д -v, а д(а)«у(а), 
^ i 
г' (a)<sA(a)<b­' (а), адаь­ или a A{b)-z(b), v' (а)<л д(Ь)<7' (b), г** д 
для Ас( А ], А^+1) и в д + ļ ^ . Ясно, что. yss^az, Ae[A ļ,A ļ+l]. Если 
найдется А­«(А.»\^1 J такое, что а' (а ) - В ' (а), з'х(а)<Б- (а), 
г 
A€(A t,A 2) и а А (а)­а(а), то р­» д , °А в*А' Л* ( Ai'^г 1 ? з а 
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u A » s ^ # A€[A ļ fX z) и дальнейшее построение совпадает со 
случаен, когда K « V . Ясно, что условия (19) выполняются для 
А € [ А 1 / А г Ь 
Пусть •(L ļ ))«u J^ n-i p, ея[0,П] и * i ­ A ; , n A i , i­1,2­ Тогда 
условия (17) следуют из условий (19), а неравенства уях^я-г, 
р€[0,П) из неравенств y*u^xz, Ас(0,А #]. Для ее[П,2П] построение 
* проводится аналогично. При этом получаются условия (18) и 
неравенства ysx^sz, ?е[П,2П], Инъективность #^»(L^ļ для 
интервалов (0,П] и [П,2П] следует из построения. Для любых 
^€tO,nj и *с[П,2П] из *. и условий (17)-(18) следует 
*1 2 
Л ^ О , или ф тф^жЦ. Непрерывность * очевидна из 
построения. Из условий (17)-(1б) следует, что 
а' \a)*xĻ(M)*&' (а), ecf0,2П]. Из этих неравенств н условий 
(17)­(18) для любой точки (х ,х ), лежащей внутри LMt решение х 
0 1 
задачи Коаш (3) при хяа удовлетворяет неравенствам 
of' (а \*х' (а\*0' (а). Покажем, что ysx*z. Предположим противное. 
Рассмотрим случай, когда найдется CQ€l такое, что z(t o)<x(t p). 
Множество 
* ­ { <У<а),у'(а>) » Y*S{I,R) * | 
неограниченно и связно. Следовательно, L #nH*e. Пусть 
ty&*Y lcX^net­ Тогда для решения s задачи Коши (3) при т«а, 
**0*"У0 и xi" yj­ ******* 2 < * 0> < з г( с 0 ) < у { t Q ) , ч т о противоречит 
неравенству s*z. Аналогично рассматривается случай, когда 
найдется С «Г такое, что xft )<y(t p. 
Лля ixQ$x ) € f t Z обозначим через к решение эагачм 
о* 1 
Коши (3) при т»а. Если в некоторой точки L„ ае<тор*н>е поле 
Н(Х ,х Д ­h ,Я s ­п ) обращается­ а нуль, то 
о i i «x0,xt> i ( Г о ' * 1 > 2 
существует решение краевой задачи (1). Пусть векторное поле II 
на 1*# не обращается в нуль. Покажем, что иращеяие векторного 
поля И на Ьщ отлично от нуля, что гарантирует существование 
решения краевой задачи (1)* Из (6)­(13 > и (17)­(18) следует, 
что для Н ­Н(х . . ,х' . . ) Н не лежит в первой квадранте, при 9 Р\а) f te i о 
«>< (0,f > Н не сомапрэвлен с (1,0), И не лежит вс второй 
1 • V, 
квадранте, при ©е(е ,е ] Я не делает ни одного полного 
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оборот*, И не лежит во второй квадранте, при ее (а ,ТГ) Я не 
соне правлен с (0,­1), не лежит в третьем квадранте, при 
ee(TI,f>3) Н не сонаправлен с (­1,0), И не лежит в четвертой 
квадранте, при « [ » f e ) И не делает ни одного полного 
3 4 С* 
оборота, нвв лежит в четвертой квадранте, при ас(ю^,2П) В*^  
не соналревлен с (0,1). Таким образом отличие от нуля вращения 
векторного поля доказано. 
Перейден к доказательству теоремы в общем случае. Пусть 
$h**B+k~l, k*N. Тогда Pk€B{I,F) я а < ^ ^ ' k e N ' Теперь 
аппроксимируем правую часть так, чтобы была единственность 
решения задачи Коим. Пусть для keN, як{4к,4k+L,...}, 
П€{И1,П+;1., . . . } , t € j , x,y,zctf 
f>(z)-2" ,|z-2(-ļz-L|-BĻZTL|-2~ ,ļz+2|, 
*(z)-2" 1 ļ|z-2|-ļz-lļ-|z+lļ + ļz+2 | ļ , 
*т{х)-шГ1ч>{тг), Фя[г)щф{тг), 
f t a B(t,r,y)«-f(t,a-e l ļ |(M(t))a i ļ l(y-« /(t))-
­*> и(х­Э к(Г ) )Фт(у-В' <t)) ,у­Ч»я(у­а' (t) )*я(х­а(г.) >­
­ ^ ( y - r t t J J ^ x - ^ t t ) ) ) , 
r+i /п y+i /п 
^ J e n ( t , x , y ) ­ ( 2 n ) " 2 J J i­ | i e(t,u,F)dudy. 
x­i /п y­i /ri 
tel функция отличается от f только в 
точек <«<t),a'(t)), (£ k(t>,Č'(t)), рчвна 
f <С,л(£) ra'|X)) и и" 1 окрестности точки (a(t),a'(t)) и 
f t£,£fc(C ) ,0'(t)) в и"*1 окрестности точки (0fc( t ) ,j9'(t j ) . Функция 
> воряет обобщенному условию Липшица по второму ь 
аргументам, aeAf (I**?) и &k*Bf 
явш кжп 
Рассмотрим случай, когда найдется к ^ такое, что для 
ажг{*о,*о*1^ шв?{4к,4к+1,...} и 1кМш,вН-1,...} выполняются 
условие. Краевые задачи 
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* * * r j i M ( t * # («)-*'<«)» x(b)-cr(b), а*х*0 к, 
^* flo«r< t' j r' x'b x'<a)-«'<a), x(b)*0 k<b), а*х** к, 
не имеют решения и для любого x«S- <1,Я) из аях*£. следует 
zkmn * 
x(a)-a(a) A x(b)-a(b) * w 1 X 2 l n 1 v я я * * п 2 ' 
х(а)-а(а) А х'(а)я£'(а) А Я а х « л а * ^ ' ^ г 
х(а)«а(а) А ļx'(a)-0'(a) » (*' <«><*' (а) A х(Ь)-0 к(Ь))] -
1х'(а)«Э'(а) V <х'(а)<3'<а) А Х{Ъ\-0н1Ь) )ļ А 
А Я Х - Ь ­» Я x*h -
1 1 2 2 
х{а)«0 к(а) А х{Ь)-Э к(Ь) - Н х * ^ v Я ах*л а, (21) 
Jr(al-/3k(a) А х ' ( а ) А Я 2 Х » Л 2 * К хал,, 
*(а)-0 л(а) A |x'ta)-x'(a) v (х'<а)>ос'(а) л x(b)-e(b))j * 
H|x*fki V я ахяп 2, 
ļx'(a)-a'(a) v (х'(а)>а'(а) А x(b)«u(b))ļ л 
А Я Х - Л *' H„rih . 
1 1 2 2 
Тогда по уже доказанному существует решение '^1шп краевой задачи 
a*x*0 k, а'(а)ад'(а)яЭ'(а). 
Иэ можно выделить сходящугся последовательность 
x i-xc5(I,R) такую, что а*х*Э, Ķx*b%ģ и 2 Х ш \ и 
а'<а)*х'(а)ял'<а). 
Гассмотрим случай, когда найдется последовательность 
r i€S- ( rfR)# i«l,2 #... такая, что k^*, 4к^*а.*л., 
а*х^*0 к * i-1,2,-.. и x^-»xeS(I,J?), для которой не выполняются 
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условия (21). Без ограничения общности можно считать, что 
нарушается одно из условий (21). Если х^(а)­а(а), х^(Ь)­а(Ь), 
H^x^h^ и Я ях^>Л г для 1­1,2,..., то х ­ решение краевой задачи 
( 1 ) в Действительно, х(а)­а(а), х(Ь)«а(Ъ), н^хел , Н^хъп^ и 
а' (а)зх' {а)<6' (а) . Из условия (б) инеем и г х я п % и л и я а Г ; 5 П г * 
Следовательно, H ļX ļ-h ļ или Hjc-h^* Если , то нэ условия 
(13) следует Н х*п . Следовательно, Я x­h . Если Я хшЬ , то из 
условия (7) следует Я^хзл^. Следовательно, H jx«h ļ. Еслн 
х^(а)­а(а), х^(а)зв'(а), Я дх^­Ь г и H 4x^>h t для 1­1,2,..., то х 
решение краевой задачи (1)* Действительно, х(а)­а(а), 
х'(а)з£'(а), Н 2х­л г и Я х*л • Из условия (7) имеем К^хя/^* 
Следовательно, Н^х=п^. Если для i­1,2,... 
хл(а)»ог(а) А (xl(a)­e'(a) v (xļ(a)<B'(a) л r f (bj-fl^ļb) )ļ А 
л H ļx ļ>h j А ay^ajL, 
то х ­ решение краевой задачи (1). Действительно, 
х(а)«а(а) А ļx'(а)-Э'<« > v (х'(«)<*'(а) л x(b)«fl(b))j А 
А Я хал А Я Х З Л . 
1 1 2 2 
Иэ 'условия (8) инеем И х*Ь или Я х*л . Следовательно, Я х ­ Л 
* 1 1 2 3 1 1 
или Я гх­л з. Если Я ж­л , то иэ условия (9) следует Я г**л а* 
Следовательно, H^x~h^. Вели Я 2х-л а, то иэ условия (7) следует 
Я^ал • Следовательно, Я |Х-Л 1. Если для i­1,2,... 
ļxļ(a)-fl'(*) v <xj(a)<fi'(*> А х 1(Ь)-чЗ^(Ь)) j А 
А Ы%ж1'Л1 A H ax J^h e, 
то х - решение краевой задачи (1)* Действительно, 
1х'(а)-Э'(а^у (х'(а)<Э'<а) A x(b,-0(b))j А 
A aTtaTeht А a^JT**,. 
Иэ условия (9) имеем Я^хвл . Следовательно, Hjt-h^. Остальные 
случаи рассматриваются аналогично* 
Следствие. Пусть asfl, а' (а)<0'(а), краевые задачи 
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x*-f(t,x,x'), x' (а,>л'{a t, т(Ь)-аГЬ), asx*0, 
x"~f(t,x,x'), x' (a)<ļ3' (а), х{Ь)~Р(Ъ), a*x*fi 
не имеют решения, выполняется условие Шредера и для любого 
Х€^(1,Л) из цях±£ следует 
х(а)­=а{а) л х<Ь)~а(Ъ) * iTxsh v U^xsh^ 
х{а)=ек(а) л x'(a)s£'<a) A H^x-h^ * * ч Х Л Л 1 » 
:i\'aļ=oc(a) л х'(а)~в'(а) * Я Г Х ^ ' 1 V и^*пп* 
х'(а)»/3'(а) л Hx­ft •* Rj***1*' 
х(а)=а(о) л х(Ь>=чЗ(Ь) * V H2x*h2, 
x(aī«£(aj л х'(а)гсг'(а') л Нхтп •* H^x*h^, 
xia)^fi(a) л х'(а)=чх'(а) * Hx*h v Hxsh , 
t 1 с 2 
x'(a)*=a'(a) л H x=h •* Н x*h . 
Тогда существует решение краевой задачи (1). 
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A.Lepin. On boundary value problee for second order 
differential equation satisfying Schrader condition. 
Summary. For boundary value problem 
X*-f ( t , X , X' ) , * ВЯ*ЯП2 ' 
а*х*0, «'(а)дх' (а)ав' (а), 
where a is a lower function and в is an upper function the 
conditions for existence of aolution are given. 
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ОБ ОДНОЙ КРАЕВОЙ ЗАДАЧЕ ГАЗОВОЙ ДИНАМИКИ 
Н.И.Васильев 
Аннотация. Для задачи 
JMC' "+2xx*­x' 2+2H­­0, 0<t<A, 
х(0)«х' (0)~0, х<Д)­1/2, х' (Д)+тх*(Л)«1, 
где к > 0 , т>0, доказаны существование и единственность решения, 
а также численно изучены зависимости Д­Л(к), т ­ фиксировано и 
Нжк{т) , д ­ фиксировано. 
УДК 517.927 
Рассмотрим краевую задачу 
mx''' +2xr*­X'3+2fc­0, 0<t<a, (1) 
х(0>­х' (0)«0, х(Д)­1/2, ' хМЛ)+шх­<Д)«1. (2) 
* 
Уравнение (1) вместе с граничными условиями (2) получается при 
рассмотрении течения вязкого газа в окрестности критической 
линии затупленного осесимметрнчного тела при обтекании его пыврз эуковым потоком гага [ 1 ]. Положительные параметры я1 и к 
считаются известными. Параметр л* ­ отношение плотности 
набегающего газа к плотности газа сразу за скачком, параметр ю 
рлваа обра* ной зеличинь параметра разреженности. Параметр Д 
определяет безразмерный отход ударной волны и должен быть 
найцен а результате нахождения решения задачи (IJ, (2). 
Уравнение ( 1} являемся следствием уравнения импульсов, 
спроектированного на касательную плоскость к обтекаемой 
пояср::нос1и тела. Первые два краевых условия выражают условии 
непротенгдия и прилипания па поверхности, соответственно; 
краевое условие v{A)»l/2 есть следствие закона сохранения 
маесь; краевое условие х' (Л)+яиг*1Д)*1 есть следствие сохранения 
импульса при переходе через ударную волну. 
.В такой постановке задача (1)г (2} изучалась как 
лн<и;и/чч^сни f 1 ļ, гак и численно [ 2 J. 9 маетности, в [ 1J 
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доказано, что при достаточно малых н>0 и 0<к<1/2 задача {1), ' 
(2) имеет единственное решение, и для таких к, когда н ­ малый 
параметр, дано асимптотическое представление решения. 
В работе 12], используя метод последовательных 
приближений г доказано существование•­ по крайней хере ­одного 
решения задачи (1), (2) при любом и>0 и k>19+6m+( 36т2­г307гн­
+324 ) 1 / 2 , а также при любом к>0 и достаточно больших н. 
В этой работе мы док лжем, что краевая задача (1), (2) 
имеет единственное решение при любых положительных т и к . 
Также для решений этой краевой задачи численно на ЭВМ изучены 
зависимости Д­Д(«), я ­ фиксировано; кшк(м), Д ­ фиксировано. 
Пусть xa(t,k) - решение уравнения (I), удовлетворяющее 
начальным условияи 
x a(0 #k)­x^(0,k)­0, x'<0,k)­a. (3) 
Тогда очевидно, что для любых t, при которых решение х^[г,к) 
существует, имеет место 
2 t s 
xait,к) - ^ - £ J (t­s) 2exp(-£ J xa(Ck)dt}ds. (4) 
О ь О 
Предварительно сформулируем дье леммы, которые легко 
доказываются с использованием соотношения (4). 
Лемма 1. Пусть x ^ t . k ^ и x^(t,k 2) ­ решения 
соответствующих задач Ковш (1), (3), причем я>0, 
0<а*а, 0 < * 2 * * i ' fi­a+k|­ka>0. (5) 
Тогда rlt,k )<xQ(t,K) для всех t«(0,r), при которых а ­ р 2 
x a(t,k x)>0. 
Доказательство. Иэ уравнения (1) и условия (5) следует, 
что для всех достаточно малых t>0 
x^t,*,) < хвП,к2). <6> 
Неравенство (б) справедливо для всех С>0, при которых 
x t f(t,к % )*0. Предполагаем противное, т.е. что при некоторой 
r « < C ' V " V ' V ' 
причем x'a(t,kt )<Xņit,ķ3) VtefO,^).-. Тогда с учотом (4) имеем 
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к Zi 3 0 
0 0 
о 0 
t 2 * ­ k c i s 
о о 
Полученное противоречие доказывает лемму 1. 
Следствие 1, Пусть выполняются условия леммы 1 и 
существует Д ^ О такое, что х^(Д^ rJc )­1/2, 0 < J f a ( t * к х ) < 1 / 2 
Vte(0,A ]). Тогда найдется А 2, 0<Д <Д , такое, что 
х 0 < Л з ' * 2 > в 1 / 2 ' 0 <^(t,k k :)<l/2 Vt«E(0 PA a,. 
Следствие 2. Пусть х {t,k) ­ решение задачи (1), (3) 
такое, что существует Д>0, при котором х^( Д,к) «1/2 ­ Тогда 
Л--Л (а) Является непрерывной монотонно убывающей функцией, а 
A«6J/£) — является непрерывной монотонно возрастающей Функцией. 
Лемма 2. Пусть х д( t ,к () и х^{ t ,k2> ­ решения 
соответствующих задач Ког:и {!>, (3) такио, что 
х а ( 0<x a(t lh ļ)<l/2 VtaieVA^ll 
х э(Д 2,к: я)-1/2, 0<x^(t,k 2)<l/2 vte(0,A ?) 
и 0<в*в, 0<Rvaļlt, причем 
а-0->к -к < 0-г i 
*огдэ 
Доказательство. Согласно следствию 1 А >А . При этен 
* 4 (t ,n ļ)--х| С ) Vft(0,A^]. Далее имеем 




2k A a 3 
к -к А г 5 
> э - а + 2-^-2 J e*p(-jļ j x e(C ,k a )de)ds > 0, 
0 0 
т.е. M'ai&t,kt)<x-ita,H3). 
Учитывая условия x f f(A j f k ļ)-l/ 2 f A 2 , k 2)-l/ 2 , получаем 
2k Ai s 
« - C ļ 1 + "яг J <v»>"«p(-i J 
о 0 
2k A 2 3 
B " A 2 2 ( 2 + -JT J <V s > a e x p ( - i J *A(€.k2)dc)dsļ. 
Отсюда 
X ^ A 2 ' K 2 > - *;< w - А Г - A 7 ' + 
~иГ Г А 1 1 J V*'V D*) D* ­
0 1 0 
2k A a sA ­ s 2 , ­ * v "яГ J ъ « P -i J V e ' k aH d s > о 2 о 
A a 
А ; Х - А Г + iafa; J (< W A A ­ *< * A " 
0 
s 
- к Д , ) * exp[­| j * p (^ # k 2 )dc)d* > 0, 
0 
т.е. x'(A,k.) < x ' ( A ­ k ) , что завершает доказательство леммы 
01 V 1 р 2 2 
2. 
Следствие 3. Пусть x f l(t,k) ­ решение задачи Кошм (1), (3) 
такое, что х а(А,к)-1/2, причем 0<ха(А,к)<1/2 vt€(0,A). Тогда 
при фиксированных л и к функция 
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f>(«> ­ x^<A,k) * ax­(A,K) ­ 1 
чвлЯегся непрерывней монотонно возрастающей по а. 
Теореме. Краевая задача < 1 ) , (2) имеет единственное 
решение при любых положительных к и л . 
Докаэательстьо. Рассмотрим задачу (1), ( 3 ) . Покажем, что 
при любых л>0, т>0 существует единственное значение aQ такое, 
что решение x(t) уравнения (1) с начальными условиями 
х(0)«x' (0)­), Xм(О)"<*0 лри соответствующей A Q>0 удовлетворяет 
также условиям 
х(А о)­1/2, х'(А о)+»аГ(А о)­1 # 
причем 0<х( t )<1/2 vte( 0, A Q ) ­ Заметим, что при а>0 решение 
х д(С,к) задачи (1), (3) при t>0 имеет только один экстремум ­
положительный максимум в некоторой точке t 0 > ^ » П Р И этом 
xa(t,k)<c / 2 , x^(t,k)«*t, x'(t,k)<a для тех t, при котяры. 
% а {t, к) определена. 
Правая часть уравнения (1) ((3), [А]) удовлетворяет 
условию Бернштейна. По лемме 4 гль аы 5 ([ А ]) для достаточно 
большого а*=а. будем иметь, что соответствующее решение х_(t ,к) 
в 
задач!. (1), (3) пересекает пряную х=»1/2 прк некоторой t~A, при 
зтом * (й)>0. В то же время существует а>0 такое, что при 
некотором Д>Д 
x a{A,k>­l/2, x^(X,k)­0, *;(&",k)*0, 
т.е. *(а)<0. Заметим, что если а> достаточно мало, то функция 
f(a) не определена, так как соответствующее решение X {t,k) в 
силу непрерывной зависимости от начальных данных не пересекает 
прямую х«1/2 и уходит в область х<0. 
Учитывая непрерывность е(а>, из следствия 3 получаем, что 
существует единственное значение a «(a,a) такое, что х (t (k) 
с ­ е о 
при некотором Д^е(А , X) удовлетворяет краевым условиям (2), что 
завершает доказательство теоремы. 
Замечание 1. Георена остается ь силе, если вместо условий 
(Г) ~аданы краевые условии 
x{U)­x'( О)«0, Г(Д>­3 , * х' i Л ) +/ х"{ A j­i t, ( 2 ) 
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где 7lf7Ķ>0, Г а,Г 3*0, T a+? 3>0. 
Рассмотрим далее два частных случая значений параметров к 
н я. 
Пусть к-0, я>0. Тогда уравнение (1) имеет вчд 
ях''' +2хх' -х' а-0, (7) 
и решение краевой задачи (7), (2) легко iаходится в яьном виде. 
В самок деле, пусть х (t) - решение ( 7 ) , удовлетворяющее 
начальным условиям 
x^Oj-xlfOj-O, xŗ<0)«l. , <8) 
Тогда решение x^( t) уравнения (7), удовлетворяющее начальным 
условиям х а(0)«х^(0)­О, х*(0)«чх, выражается через x^t)! 
V t ) ­ a , / 3 V a W J t ) . 
Отсюда, учитывая#• что х { (С )­t2/2, имеем явный вид решения 
краевой задачи < 7 ) , (2 ) 
*(t)~ , A - i f W l T * " ] - (9) 
l+.ĪBHVl+ra * I ' • * 
В случае m*0, k>0 уравнение (1) принимает вид 
?rx*-x' 2+2k­0, (10) 
и условие х'(0)*0 выпадает. Искомое решение в этом случае имеет 
вид 
x(t) - VTRt + ^ 2 ^ t 2 , А - — i — . (11) 
, ī+vre 
Лля численного нахождения решения. х(С) задачи (1) г (2) в 
случае к>0, я>0 удобно использовать баллистический метод. При 
этой желательно, по возможности, более точно определить 
а
0
шх" (0)• Чтобы получить априорную оценку 0<a Q<a, воспользуемся 
краевым условием х' < А )+щг"{а)­1. Отсюда имеем 
А 8 
ао т Ш [ 1 * Ч I <*-»••> « Х Р ( 4 J «-(Odcļtlsļ. (12) 
О 0 
Так как решение х (t) задачи (1) , (2) является монотонно 
возрастающей функцией, причем 0*x(t)'l/2 vCc[0,A), то из (12) 
получаем следующую априорную оценку для величины aQ: 
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Однако удобнее использовать более грубую оценку 
i о Зг 
0 < % < i + ^ Д ' < 1 4> 
которая получается иэ условия к' (А)»0. В оценки (13) и (14) 
входит неизвестная величина А. Априорная оценка для ^ величины А 
вида 0<A<S может быть найдена, исходя на ус лоаий < £)»1/2, 
х^(£)*0, что приводит к соотношению, 
£ л 
^ - J (£s-3 a)exp[-i J xaiĶ)dt-]d9. (15) 
О О 
Учитывая, что 0*x a(t)sl/2 *t«(0,£j, имеем 
£ 
ч£ * J (£s-s 2»expļ-^ļds. (lu) 
о 
Рассмотрим теперь относительно £ трансцендентное уравнение 
2toAļl+exp(«)ļ-4HJi aļl-exp(-^)ļ-l-0. (17) 
Легко видеть, что ' уравнение (17) имеет единственный 
полож тельный корень £. Отсюда получаем искомую априорную 
оценку на величину aQ 
О < a Q < а, где 
5 " i + Ч 1* (18) 
a £ - положительный корень уравнения (17). 
Имея оценку (18), баллистическим методом для любых 
положительных К и т легко находится решение краевой задачи (1), 
(2). При этом для нахожденмя соответствующих решений х д( t) 
задачи Коши (1), (2) МОЧЕНО использовать какой-либо из 
Эффективных разностных методов, например, Рунге-Кутта. 
На рисунках 1 и 2 для решений краевой задачи (1), (2) как 
результаты числе чного эксперимента приведены' зависимости, 
соответственно, Д-Л(Я), я фиксировано». и h-^h(m), А 
неирс «ано. Монотонный характер этих зависимостей теоретически 
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Summary. For the problem 
жх' "+2xx"­x' +2k­0, 0<t<A, 
r(0)«x' (0)­0, x(A)­l/2, x'(A)+**~<A>­l# 
where k>0, л>0, the existence and the uniqueness of solution 
have been proved. The f unctiona Л­A < h), vhere m ia f Ixed, 
л шН(я) and A ia fixed, have bi en investigated by carrying out 
numerical calculations. 
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*\V*siļJevs Par kudu gāzu dinamikas robeSproblesu. 
Anotācija. U2de"umam 
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x(0)«x' (0)­0, x<A)­l/2, x' <Д)+ваг­<А)­1# 
kur A>0, «>0, pierādīta atrisinās .в* eksistence un unitflte, ka 
ari skaitlieki izpētītas eakaribb* А­Д(л) un Jc­)r(n) attiecīgi 
fiksētie» к un A. 
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