Previous work introduced two measure-conjugacy invariants: the f -invariant (for actions of free groups) and Σ-entropy (for actions of sofic groups). The purpose of this paper is to show that the f -invariant is essentially a special case of Σ-entropy. There are two applications: the f -invariant is invariant under group automorphisms and there is a uniform lower bound on the f -invariant of a factor in terms of the original system.
Introduction
The paper [Bo08b] introduced a measure-conjugacy invariant, called Σ-entropy, for measurepreserving actions of a sofic group. This was applied, for example, to classify Bernoulli shifts over an arbitrary countable linear group. Previously, [Bo08a] introduced the f -invariant for measure-preserving actions of free groups. The invariants of both papers have strong analogies with classical Kolmogorov-Sinai entropy. The purpose of this paper is to show that the f -invariant is essentially a special case of Σ-entropy. We apply this result to show the f -invariant does not change under group automorphisms and that there is a lower bound on the f -invariant of a factor in terms of the f -invariant of the system. The introductions to provide further background and motivation for Σ-entropy and the f -invariant.
To define Σ-entropy precisely, let G be a countable group and let Σ = {σ i } ∞ i=1 be a sequence of homomorphisms σ i : G → Sym(m i ) where Sym(m i ) denotes the full symmetric group of the set {1, . . . , m i }. Σ is asymptotically free if for every pair g 1 , g 2 ∈ G with g 1 = g 2 lim i→∞ {1 ≤ j ≤ m i : σ i (g 1 )j = σ i (g 2 )j} m i = 0.
The treatment of Σ-entropy given next differs from [Bo08b] in two respects: for simplicity, we assume that each σ i is a homomorphism and we use observables rather than partitions to define it. We will write G T (X, µ) to mean (X, µ) is a standard probability measure space and T = (T g ) g∈G is an action of G on (X, µ) by m.p. (measure preserving) transformations. This means that for each g ∈ G, T g : X → X is a m.p. transformation and T g 1 T g 2 = T g 1 g 2 .
An observable of (X, µ) is a measurable map φ : X → A where A is a finite or countably infinite set. We will say that φ is finite if A is finite. Roughly speaking, the Σ-entropy rate of φ is the exponential rate of growth of the number of observables ψ : {1, . . . , m i } → A that approximate φ. In order to make precise what it means to approximate, we need to introduce some definitions.
If φ : X → A and ψ : X → B are two observables, then the join of φ and ψ is the observable φ ∨ ψ : X → A × B defined by φ ∨ ψ(x) = φ(x), ψ(x) . If g ∈ G then
H depends on σ i but, to keep the notation simple, we will leave this dependence implicit. Let ψ H * ζ i be the pushforward of
Definition 1. If φ : X → A is an observable and A is finite then define the Σ-entropy rate of φ by
The first infimum above is over all finite subsets H ⊂ G.
Definition 2. Define the entropy of φ by
Definition 3. If φ : X → A is an observable and A is countably infinite then let π n : A → A n be a sequence of maps such that 1. A n is a finite set for all n;
2. for each i > j there is a map π ij :
3. π n is asymptotically injective in the sense that for all a, b ∈ A with a = b there exists N such that n > N implies π n (a) = π n (b).
Now define
In [Bo08b] it is proven that if H(φ) < ∞ then this limit exists and is independent of the choice of sequence {π n }.
An observable φ is generating if the smallest G-invariant σ-algebra on X that contains {φ −1 (a)} a∈A is equal to the σ-algebra of all measurable sets up to sets of measure zero. The next theorem is (part of) the main result of [Bo08b] . Next let us discuss a slight variation on Σ-entropy. Let {m i } ∞ i=1 be a sequence of natural numbers. For each i ∈ N, let µ i be a probability measure on the set of homomorphisms from
is said to be asymptotically free if for every pair g 1 , g 2 ∈ G with g 1 = g 2 ,
where E[·] denotes expected value. The Σ-entropy rate of an observable φ : X → A with A finite is defined by
With these definitions in mind, theorem 1.1 is still true if "homomorphisms" is replaced with "probability measures on the set of homorphisms". Let us note one more generalization. If G is a semigroup with identity then the above definitions still make sense. Using results from [Bo08c] it can be shown that theorem 1.1 remains true. Now let us recall the f -invariant from [Bo08a] . Let G = s 1 , . . . , s r be either a free group or free semigroup of rank r. Let G T (X, µ). Let α be a partition of X into at most countably many measurable sets. The entropy of α is defined by
where, by convention, 0 log(0) = 0. If α and β are partitions of X then the join is the partition α ∨ β := {A ∩ B | A ∈ α, B ∈ β}. Let B(e, n) denote the ball of radius n in G with respect to the word metric induced by its generating set (which is either {s 1 , . . . , s r } if G is a semigroup or {s
The partition α is generating if the smallest G-invariant σ-algebra containing α equals the σ-algebra of all measurable sets up to sets of measure zero. 
This theorem was proven in [Bo08c] . The special case in which G is a group and α 1 , α 2 are finite is the main result of [Bo08a] . Because of this theorem, we define the f -invariant of the action by f (T ) := f (T, α) where α is any finite-entropy generating partition of X (if one exists).
In order to relate this result with Σ-entropy, let us make the following definitions. If φ : X → A is an observable, then letφ = {φ −1 (a)} a∈A be the corresponding partition of X. Define F (T, φ) := F (T,φ) and f (T, φ) := f (T,φ). The main result of this paper is:
. Let φ be a finite observable. For i ≥ 1, let µ i be the uniform probability measure on the set of all homomorphisms from
We will prove a refined version of this theorem as follows. Recall the definition of d 
This theorem is proven in section 2. In section 3 we prove theorem 1.3 from it.
Application I: automorphism invariance
Let G be a countable group or semigroup. Let
This new action of G is not necessarily isomorphic to the original action. That is, there might not exist a map φ : X → X such that φ(T g x) = T ω g φ(x) for a.e. x ∈ X and all g ∈ G. Let Σ = {σ i } be an asymptotically free sequence of homomorphisms
is chosen uniformly at random, it follows that the law of σ i • ω is the same as the law of σ i . Therefore, if µ i is the uniform probability measure on the set of homomorphisms from G to Sym(i) and Σ = {µ i }, then h(Σ, T, φ) = h(Σ, T ω , φ). Theorem 1.3 now implies:
This implies that f (T, φ) does not depend on the choice of free generator set {s 1 , . . . , s r } for G since any two free generating sets are related by an automorphism.
1.2 Application II: lower bounds on the f -invariant of a factor Definition 5. Let G T (X, µ) and G S (Y, ν). Then S is a factor of T if there exists a measurable map φ : X → Y such that φ * µ = ν and φ(T g x) = S g φ(x) for all g ∈ G and a.e. x ∈ X.
To motivate this section, let us point out two curious facts. First, Ornstein proved in [Or70] that every factor of a Bernoulli shift over Z is measurably conjugate to a Bernoulli shift. It is not known whether this holds when Z is replaced with a nonabelian free group. A counterexample due to Sorin Popa [Po08] (based on [PS07] ) shows that if G is an infinite property T group then there exists a factor of a Bernoulli shift over G that is not measurably conjugate to a Bernoulli shift.
Second, the f -invariant of an action can be negative. For example, if X is a set with n elements, µ is the uniform measure on X and T = (T g ) g∈G is a m.p. action of G = s 1 , . . . , s r on X then f (T ) = −(r − 1) log(n).
From these two facts a natural question arises: can the f -invariant of a factor of a Bernoulli shift over G be negative? To answer this, let us recall the following result from 
In order to apply this to Bernoulli shifts, let us recall the definitions. Let K be a finite or countable set and κ a probability measure on K. Let (K G , κ G ) denote the product measure space. Define T g :
This defines a measure-preserving action of G on (K G , κ G ). It is the Bernoulli shift over G with base measure κ. In [Bo08a] it was shown that f (T ) = H(κ) where It is unknown whether there exists a nontrivial factor S of a Bernoulli shift over a free group G such that f (S) = 0.
In [Bo08c] , classical Markov chains are generalized to Markov chains over free groups. An explicit example was given of a Markov chain with finite negative f -invariant. It follows that this Markov chain cannot be measurably conjugate to a factor of a Bernoulli shift. It can be shown that this Markov chain is uniformly mixing. To contrast this with the classical case, recall that Friedman and Ornstein proved in [FO70] that every mixing Markov chain over the integers is isomorphic to a Bernoulli shift.
Now we can construct a mixing Markov chain with positive f -invariant that is not isomorphic to a Bernoulli shift as follows. Let T denote a mixing Markov chain with negative f -invariant. Let S denote a Bernoulli shift with f (S) > −f (T ). Consider the product action T × S. A short computation reveals that, in general, f (T × S) = f (T ) + f (S). Therefore T × S has positive f -invariant. It can be shown that T × S is a mixing Markov chain. However it cannot be isomorphic to a Bernoulli shift since it factors onto T which has negative f -invariant.
Proof of theorem 1.4
Let G = s 1 , . . . , s r be a free group or free semigroup of rank r. Let G T (X, µ). Let φ : X → A be a finite observable.
We will need to consider certain perturbations of the measure µ with respect to the given observable φ : X → A. For this purpose we introduce the notion of weights on the graph G = (V, E) that is defined as follows. The vertex set V equals A. For every a, b ∈ A and every i ∈ {1, . . . , r} there is a directed edge from a to b labeled i. This edge is denoted (a, b; i). We allow the possibility that a = b. A weight on G is a function W : V ⊔ E → [0, 1] satisfying:
For example,
is the weight associated to µ. If σ : G → Sym(n) is a homomorphism and ψ : {1, . . . , n} → A is a function then we define the weight W σ,ψ by
So given two weights W 1 , W 2 define
Proposition 2.1. Let n be a positive integer. Let W be a weight. Suppose that W (a, b; i)n ∈ Z for every a, b ∈ A and every i = 1 . . . r. If σ : G → Sym(n) is chosen uniformly at random then
Proof. Note that if d * (W, W σ,ψ ) = 0 then for all a ∈ A, W σ,ψ (a) = W (a). Equivalently,
The number of functions ψ : {1, . . . , n} → A that satisfy this requirement is
If ψ 1 , ψ 2 are two different functions that satisfy equation 1 then there is a permutation τ ∈ Sym(n) such that
is chosen uniformly at random, this implies that the probability that d * (W, W σ,ψ 1 ) = 0 is the same as the probability that d * (W, W σ,ψ 2 ) = 0. So fix a particular function ψ 0 satisfying equation 1. Then
For any two weights W 1 , W 2 and 1 ≤ i ≤ r, define Given such a pair of partitions, the number of collections of bijections M a,b : P a,b → Q a,b (for a, b ∈ A) equals a,b∈A (nW (a, b; i))!. Since there are n! elements in Sym(n) it follows that
The proposition now follows from this equality and equation 2.
Let W be the set of all weights on G. It is a compact convex subset of
We follow the usual convention that 0 log(0) = 0. Observe that
Given a weight W , let q W denote the smallest positive integer such that W (a, b; i)q W ∈ Z for all a, b ∈ A and for all i ∈ {1, . . . , r}. If no such integer exists then set q W := +∞. If p and q are integers, p = 0 and q p ∈ Z then we write p | q. Otherwise we write p ∤ q.
Lemma 2.2. F : W → R is continuous. Also, there exist constants 0 < c 1 < c 2 and p 1 < p 2 such that for every weight W with q W < ∞ and every n ≥ 1 such that q W | n, if σ : G → Sym(n) is chosen uniformly at random then
Proof. It is obvious that F is continuous. The second statement follows from the previous proposition and Stirling's approximation. The constants depend only on |A| and the rank r of G.
Lemma 2.3. There exists a constant k > 0 such that the following holds. Let W be a weight and let n > 0 be a positive integer. Then there exists a weight W such that q f
Proof. Choose a 0 ∈ A. For b, c ∈ A − {a 0 } and i ∈ {1, . . . , r} define
Let us check that W is a weight. It is clear that a∈A W (a) = 1. If
This proves that W is a weight. It is clear that q f W < ∞ and q f W |n. Lastly observe that if a,
We are now ready to prove theorem 1.4.
Proof of theorem 1.4. Recall that φ : X → A is an observable and A is a finite set. Let n ≥ 0 and let σ n : G → Sym(n) be a homomorphism chosen uniformly at random. Given a weight W , let
For any ǫ > 0,
So let us fix ǫ with 0 < ǫ < ǫ 0 . By the previous lemma, if n is sufficiently large then there exists a weight W such that d * (W, W µ ) ≤ ǫ and q W | n. Lemma 2.2 implies 
Here c 2 > 0 and p 2 are constants. Equations 4 and 5 imply lim sup
Since δ is arbitrary, it follows that
3 Proof of theorem 1.3
As in the statement of theorem 1.3, let G = s 1 , . . . , s r be a free group or free semigroup of rank r ≥ 1. Let
where each µ i is the uniform probability measure on the set of homomorphisms from G to Sym(i). Let σ i : G → Sym(i) be a homomorphism chosen uniformly at random among all homomorphisms of G into Sym(i). Theorem 1.3 is an immediate consequence of the next two propositions.
Proposition 3.1.
Proof. Let S = {s 1 , . . . , s r }. Observe that for any n, if ψ : {1, . . . , n} → A is any function then d
This implies h(Σ, T, φ) ≤ F (T, φ).
Recall that B(e, n) denotes the ball of radius n in G and f (T, φ) = inf n F (T, φ B(e,n) ). Thus we have inf n h(Σ, T, φ B(e,n) ) ≤ f (T, φ). Since φ and φ B(e,n) generate the same σ-algebra, theorem 1.1 implies that h(Σ, T, φ) = h(Σ, T, φ B(e,n) ) for all n. This implies the proposition.
Proof. Given a finite set K ⊂ G, define
It follows that h(Σ, T, φ) = inf m h(Σ, T, φ; B(e, m)). Thus claim 1 implies the proposition.
To simplify notation, let B denote B(e, m). To prove claim 1, for m, n, ǫ ≥ 0, let P (m, n, ǫ) be the set of all pairs (σ, ω) with σ : G → Sym(n) a homomorphism and ω : {1, . . . , n} → A a map such that d B σ (φ, ω) ≤ ǫ. Since there are n! r homomorphisms from G into Sym(n),
Let Q(m, n, ǫ) be the set of all pairs (σ, ψ) with σ : G → Sym(n) a homomorphism and
For g ∈ B let π g :
Claim 2. If c = 1 + |B| then the image of R is contained in P (m, n, ǫc). Claim 3. There are constants C, k > 0 depending only on m such that if ǫ <
4|B|
then R is at most C exp(nkǫ + nH(2|B|ǫ)) to 1. I.e., for any (σ, ω) in the image of R, |R −1 (σ, ω)| ≤ C exp(nkǫ + nH(2|B|ǫ)).
Claims 2 and 3 imply
C exp(knǫ + nH(2|B|ǫ)) P m, n, ǫc) ≥ Q(m, n, ǫ) .
Together with equations 6 and 7, this implies claim 1 and hence the proposition. Next we prove claim 2. For this purpose, fix a homomorphism σ : G → Sym(n). Observe that for any x ∈ X and any t ∈ {s 1 , . . . , s r }, π g φ B (x) = φ(T g x) = π gt −1 φ B (T t x) ∀g ∈ B ∩ Bt.
Therefore if i ∈ {1, . . . , n} and for some g ∈ B ∩ Bt, ψ : {1, . . . , n} → A B satisfies π g ψ(i) = π gt −1 ψ σ(t)i then ψ ∨ ψ t (i) = φ B ∨ φ Bt (x) for any x ∈ X. So, let G be the set of all i ∈ {1, . . . , n} such that for all t ∈ {s 1 , . . . , s r }, π g ψ(i) = π gt −1 ψ σ(t)i ∀g ∈ B ∩ Bt.
where G c denotes the complement of G and ζ denotes the uniform probability measure on {1, . . . , n}.
Let G m be the set of all i ∈ {1, . . . , n} such that σ(g)i ∈ G for all g ∈ B. Note ζ(G .
This is because there are n ⌊n(1−|B|ǫ)⌋ sets in {1, . . . , n} with cardinality equal to ⌊n(1 − |B|ǫ)⌋ and for each i ∈ {1, . . . , n} − L(ψ), there are at most |A| |B| possible values for ψ(i). Because H is monotone increasing for 0 < x < 1/2 it follows from Stirling's approximation that if ǫ < 1 4|B| then n n(1 − |B|ǫ) ≤ C exp nH 2|B|ǫ
where C > 0 is a constant. This and equation 9 now imply claim 3 and hence the proposition.
