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Abstract
Pairings and copairings of topological spaces induce pairings of function spaces. These induced pairings of function spaces are
studied. For this purpose, the C-open topology of function spaces is studied for subcategories C of Top. It is shown that the C-open
topology enjoys good properties for homotopy theory. Making use of the C-open topology, theory of induced pairings is established
and fundamental results on pairings which deduce various commutativity properties of elements in homotopy set are extended to
function spaces.
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1. Introduction
Let [A,Z] be the set of base point preserving homotopy classes of base point preserving continuous functions from
A to Z. A pairing μ :X × Y → Z and a copairing θ :A → B ∨C induce pairings in homotopy sets:
+· : [A,X] × [A,Y ]
μ∗−→ [A,Z] and
+˙ : [B,Z] × [C,Z] θ∗−→ [A,Z].
Some properties of pairings and copairings of homotopy sets are studied in [16]. In this paper we generalize the
results on pairings and copairings of homotopy sets to the pairings of the spaces of continuous functions. If we use
the compact-open topology for function space, we have to assume various conditions on spaces in question to obtain
the results. So we use the C-open topology (see Section 2 for the definition) for function space (cf. Vázquez [20],
Wyler [24], Booth and Tillotson [3], Brown [4,5]): Let C be any nonempty full subcategory of Top, the category of
topological spaces and continuous functions. The set of continuous functions Top(X,Y ) with the C-open topology
is denoted by C(X,Y ). This topology of function space is discussed in Section 2. We prove fundamental properties
of function spaces with the C-open topology. We also consider the based theory. In Section 3, the induced homotopy
for C(X,Y ) is studied. Our approach in this paper is that we consider Axioms (C), (P), (L) for C, if necessary, and
remove restrictions on spaces of Top. The Axioms (C), (P), (L) are studied in Section 2. To state the results in the
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C(X,Y ). In view of the results in the previous sections, we see that it is fruitful to use the C-open topology for function
spaces assuming that C satisfies Axioms (C), (P) and (L) or that C satisfies Axioms (C) and (P) and the source space
is locally C-imaged (see Section 2 for the definition). Then the results in [16] on pairing for homotopy sets can be
generalized to the space of continuous functions A∗Z so that various commutativity results and associativity results
which are known for elements in homotopy set are extended to function spaces. Let μ :X × Y → Z be a pairing with
axes f :X → Z and g :Y → Z. It induces a pairing +· :A∗X × A∗Y → A∗Z for any space A. Let θ :A → B ∨ C be
a copairing with coaxes h :A → B and u :A → C. It induces another pairing +˙ :B∗Z × C∗Z → A∗Z for any space
Z. Our main results on pairings of function spaces are summarized as follows, where  means base point preserving
homotopy relation and map means continuous function: Assume that each base point is a closed set and the unit
interval I is locally C-imaged. Moreover assume that C satisfies Axioms (C), (P) and (L) or that C satisfies Axioms
(C) and (P) and A is locally C-imaged. Then the following (1)–(5) hold.
(1) Let Φ1,Ψ1 :B∗X ×C∗X × B∗Y × C∗Y → A∗Z be the maps defined by
Φ1(α,β, γ, δ) = (α +˙ β)+· (γ +˙ δ),
Ψ1(α,β, γ, δ) = (α +· γ ) +˙ (β +· δ)
for any elements α ∈ B∗X, β ∈ C∗X, γ ∈ B∗Y and δ ∈ C∗Y . Then Φ1 = Ψ1 (Theorem 4.4).
(2) Let Φ2,Ψ2 :B∗X ×C∗Y → A∗Z be the maps defined by
Φ2(α, δ) = h∗(α) +· u
∗(δ) and Ψ2(α, δ) = f∗(α) +˙ g∗(δ)
for any elements α ∈ B∗X and δ ∈ C∗Y . Then Φ2  Ψ2 (Theorem 4.5).
(3) Let Φ3,Ψ3 :C∗X ×B∗Y → A∗Z be the maps defined by
Φ3(β, γ ) = u∗(β)+· h
∗(γ ) and Ψ3(β, γ ) = g∗(γ ) +˙ f∗(β)
for any β ∈ C∗X and γ ∈ B∗Y . Then Φ3  Ψ3 (Theorem 4.6).
(4) Let Φ4,Ψ4 :B∗X ×C∗X → A∗Z be the maps defined by
Φ4(α, δ) = h∗(α) +· u
∗(δ) and Ψ4(α, δ) = u∗(δ)+· h
∗(α)
for any elements α ∈ B∗X and δ ∈ C∗X. If f  g :X → Z, then Φ4  Ψ4 (Theorem 4.7).
(5) Let Φ5,Ψ5 :B∗X ×B∗Y → A∗Z be the maps defined by
Φ5(α, δ) = f∗(α) +˙ g∗(δ) and Ψ5(α, δ) = g∗(δ) +˙ f∗(α)
for any elements α ∈ B∗X and δ ∈ B∗Y . If h  u :A → B , then Φ5  Ψ5 (Theorem 4.8).
As an immediate consequence we have the following result (Theorem 4.9): Let Z be a Hopf space and A a co-Hopf
space. If we define Φ,Ψ :A∗Z × A∗Z → A∗Z by Φ(α,β) = α +· β and Ψ (α,β) = α +˙ β for any α,β ∈ A∗Z, then
Φ  Ψ . Moreover these multiplications are commutative and associative.
We remark that to prove the results on induced pairings in the last section, the properties of Theorems 2.12, 2.14
and 3.5 must be proved. If we use the compact-open topology, Theorem 2.12 does not hold in general, it holds only
with some restriction for spaces, namely locally compact space A for example. Brown [5] (p. 187) showed that The-
orem 2.4 holds for A = kCA when C is the category of all the small compact Hausdorff spaces, where kCA is the
k-space obtained by making use of the category C. Brown’s result can be extended to general C with Axioms (C), (P),
(L) by Lemma 6 of [10]. We will obtain more general result by making use of Proposition 2.2.
In the last section we prove propositions and theorems only for the case X∗Y = C∗(X,Y ) and the usual prod-
uct space. However, the results in the last section also hold for the cases X∗Y = K∗(X,Y ) = C∗(kCX,Y) and
X∗Y = F∗(X,Y ) = kCC∗(X,Y ) as is mentioned in Remark 4.1, although the precise proof will not be stated in
this paper. So we can define three distinct invariants in Top or Top∗. We also remark that in various categories of
k-spaces, the corresponding results of Theorems 2.12, 2.14 and 3.5 hold. So our results in the last section also hold
for various categories of k-spaces. More precisely: the results (1)–(5) mentioned above also hold for kC -spaces if
X∗Y = F∗(X,Y ) = kCC∗(X,Y ) and X⊗Y = kC(X×Y), since the corresponding results of Theorems 2.12, 2.14 and
2414 Y. Hirashima, N. Oda / Topology and its Applications 154 (2007) 2412–24243.5 hold for function spaces F∗(X,Y ) and product spaces X ⊗ Y . We note that the function space C(X,Y ) is the set
of continuous functions, compared with the set K(X,Y ) of k-continuous functions in, for example, Brown’s book [5]
or Whitehead’s book [23]; we also note that the results are also obtained for F∗(X,Y ) and X ⊗ Y for kC -spaces X,
Y by applying our results in Sections 2 and 3, although we do not give the proof in this paper. Our results show that
as far as we develop the theory of pairings of function spaces without using the exponential homeomorphism, we can
use any C-open topology with Axioms (C), (P) and (L). If we have to use the exponential homeomorphism, then we
will have to work in the category of kC -spaces as in Theorem 9 of [10].
Concerning categorical approach, we have to remark that most of the results we prove in this paper, especially
those on C∗(X,Y ), cannot be treated in a general setting of Cartesian closed category nor monoidal category (cf.
Chapter VII of MacLane [13]), since our main interest is the topological spaces with base point and the spaces of
base point preserving continuous functions with a few conditions on C and no restrictions on the spaces in most cases.
If we consider, for example, CGHaus∗ of compactly generated Hausdorff spaces with base point, then the smash
product is associative and CGHaus∗ is a symmetric monoidal category with unit and also the exponential bijection
CGHaus∗(X ∧ Y,Z) ∼= CGHaus∗(X,Z(∗)Y ) holds (cf. pp. 189–190 of [13]) and hence various categorical proofs
are available. The smash product X ∧ Y is not a product in Top∗ in the sense of category theory, that is, it does not
have the universality which the Cartesian product has in Top. It is known that the Cartesian product X × Y does not
have a right adjoint in Top∗ (cf. p. 190 of [13]). The Cartesian product is the product in Top∗, as well as in Top,
and there exists a bijection Top∗(A,X × Y) ∼= Top∗(A,X)× Top∗(A,Y ), but the homeomorphism C∗(A,X × Y) ∼=
C∗(A,X) × C∗(A,Y ) does not always hold (for example, see Corollary 2.13 in the case of the compact-open topol-
ogy). Moreover, in the theory of pairings, the Cartesian product X × Y must be considered as a ‘pseudo-product’, not
as a product in the sense of category theory (cf. [17]). In Top∗, the natural homeomorphism X∧(Y ∧Z) ∼= (X∧Y)∧Z
and the exponential bijection Top∗(X∧Y,Z) ∼= Top∗(X,C∗(Y,Z)) do not always hold; it is not then possible to adopt
the following categorical proof of Theorem 2.12, for example: Top∗(B,C∗(A,X × Y)) ∼= Top∗(B ∧ A,X × Y) ∼=
Top∗(B ∧A,X)×Top∗(B ∧A,Y ) ∼= Top∗(B,C∗(A,X))×Top∗(B,C∗(A,Y )) ∼= Top∗(B,C∗(A,X)×C∗(A,Y )),
which implies the homeomorphism C∗(A,X × Y) ∼= C∗(A,X)×C∗(A,Y ). However, the theory of pairings of func-
tion spaces in the last section can be reformulated in various categorical settings, including the case of CGHaus∗.
2. A topology on function spaces
The category of small sets is denoted by Set and a morphism in Set is referred to as a function. The identity
function is denoted by 1X :X → X for any set X. Let Top be the category of small topological spaces and continuous
functions, which we usually refer to as spaces and maps, respectively. For a topological space X, its topology is
denoted by O(X). We denote by Top∗ the category of topological spaces with base point and base point preserving
maps.
Let C be a nonempty full subcategory of Top. A C-test map on a space X is a map ϕ :K → X with K ∈ C. The class
of all C-test maps on X is denoted by CX . A space or its subspace is said to be C-imaged if it is the image of a C-test
map. A space is said to be locally C-imaged if each point of it has a fundamental system of C-imaged neighborhoods
(cf. [10]). (A space is locally compact if each point has a fundamental system of compact neighborhoods.)
Let X and Y be topological spaces. For any subsets A ⊂ X and U ⊂ Y , we define a subset W(A,U) = {f ∈
Top(X,Y ) | f (A) ⊂ U} of Top(X,Y ). For any C-test map ϕ ∈ CX and any open set U ∈ O(Y ), let W(ϕ,U) =
W(Imϕ,U). We define the topological space C(X,Y ) as the set Top(X,Y ) endowed with the topology generated by
the subbase
{
W(ϕ,U) | ϕ ∈ CX and U ∈O(Y )
}
.
The topology of C(X,Y ) is called the C-open topology or the C-test-open topology [3,10,5]. The feature of our
approach is that we prove results by imposing, if necessary, some of the following Axioms (C), (P), (L) on C and thus
remove traditional restrictions on spaces:
Axiom (C): Any space in C is compact.
Axiom (P): The Cartesian product of any two spaces in C is in C.
Axiom (L): Any space in C is locally C-imaged.
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neighborhoods; ‘regular’ means that each point has a fundamental system of closed neighborhoods; ‘compact’ means
quasi-compact space without assuming T2. The axioms above are used by predecessors: Axiom (P) is Axiom 2(a) of
Vogt [21,22] and Axiom (L) was considered in 2.6 of Wyler [24].
Remark 2.1. If one assigns to each class A of topological spaces the full subcategory C of Top whose objects
are spaces of A, then there is one to one correspondence between the classes of topological spaces and the full
subcategories of Top. Therefore the C-open topology in this paper is the same as the A-open topology in Booth and
Tillotson [3]. The C-open topology on C(X,Y ) is a special case of the set-open topology by Arens and Dugundji [1].
It coincides with the compact-open topology Ccpt(X,Y ) of Fox [8] if C = Ccpt, the category which consists of all the
small compact spaces; and the test-open topology C2(X,Y ) of Brown [5] if C = C2, the category which consists of all
the small compact Hausdorff spaces. The case C = C3, the category which consists of all the small compact regular
spaces, is also considered in [10]. The category Ccpt satisfies Axioms (C) and (P); the categories C2 and C3 satisfy
Axioms (C), (P) and (L).
Wyler [24] uses more complicated set-open topology, but the C-open topology coincides with the topology
Ca(X,Y ) of Wyler in some special cases. By the result of 2.6 (p. 233) of [24], we see that
(i) Assume that C satisfies Axiom (C). Then Ca(X,Y ) = Ccpt(X,Y ) = C(X,Y ) if X is locally C-imaged.
(ii) Assume that C satisfies Axioms (C) and (L). Then Ca(X,Y ) = C(X,Y ).
It follows that all the results in this section hold for the A-open topology in Booth and Tillotson [3], the test-open
topology of Brown [5] and the topology Ca(X,Y ) of Wyler [24] in special cases mentioned above.
As is well-known, if we consider the compact-open topology, we have to assume some conditions on spaces as
in, for example, Maunder [14]; only the results proved without Axiom (L) in this paper hold for the compact-open
topology (for example, theorems in Section 3). Some results in this paper improve those on the compact-open topology
(Theorem 2.14) and some results prove both Hausdorff type and regular type results as corollaries (Theorems 2.4
and 2.12). In many propositions in this paper, instead of the condition (L) on the category C, we impose the condition
‘locally C-imaged’ on source spaces to obtain the desired results; it implies results for Hausdorff, regular or locally
compact spaces in the compact-open topology.
2.1. The C-open topology on base point free function spaces
For any spaces X and Y , we denote by X × Y the Cartesian product of them with the product topology, by X  Y
the disjoint union of them. We denote by X∨Y the one point union of spaces X and Y with base point. Now we begin
by remarking that we have the following result by the proof of Lemma 6(iii) of [10].
Proposition 2.2. Assume that C satisfies Axioms (C) and (L), or that C satisfies Axiom (C) and A is locally C-imaged.
If O(Z) is generated by a subbase S , then C(A,Z) is generated by a subbase
{
W(ϕ,S) | ϕ ∈ CA and S ∈ S
}
.
The results similar to Proposition 2.2 are known by Lemma 2.1 of Jackson [11], Lemma 3.5 of Vázquez [20] or
p. 187 of Brown [5].
Corollary 2.3. Assume that A is Hausdorff or regular or locally compact. If O(Z) is generated by a subbase S , then
Ccpt(A,Z) is generated by a subbase
{
W(K,S) | K is a compact set in A and S ∈ S}.
Proof. If A is Hausdorff or regular, then Ccpt(A,Z) = C2(A,Z) or C3(A,Z), respectively. When C = Ccpt, ‘locally
C-imaged’ means ‘locally compact’. Hence the result follows by Proposition 2.2. (cf. Proposition 2.92 of James [12]
for regular type, Lemma 2.1 of Jackson [11], Chapter XII 5.1(a) of Dugundji [7] and Lemma 6.2.33 of Maunder [14]
for Hausdorff type.) 
2416 Y. Hirashima, N. Oda / Topology and its Applications 154 (2007) 2412–2424We define a function σ :C(A,X)×C(A,Y ) → C(A,X × Y) by σ(g,h) = (g × h) ◦ΔA, where ΔA :A → A×A
is a diagonal map.
Theorem 2.4. Assume that C satisfies Axioms (C) and (L) and A is any space, or that C satisfies Axiom (C) and A is
locally C-imaged. Then the function σ :C(A,X) × C(A,Y ) → C(A,X × Y) is a homeomorphism for any spaces X
and Y .
Proof. We see that σ is continuous by Proposition 2.2: Let g :A → X and h :A → Y be any maps and suppose
that σ(g,h) ∈ W(ϕ,U × V ) for a map ϕ :K → A with K ∈ C and U ∈ O(X),V ∈ O(Y ). We see σ(W(ϕ,U) ×
W(ϕ,V )) ⊂ W(ϕ,U × V ) and hence σ is continuous. Let ρ :C(A,X × Y) → C(A,X) × C(A,Y ) be a function
defined by ρ(f ) = (p1 ◦ f,p2 ◦ f ) for any f ∈ C(A,X×Y), where p1 :X×Y → X and p2 :X×Y → Y are natural
projections. This function ρ is continuous, because it is induced by continuous functions p1 and p2. Since ρ and σ
are mutually inverse maps, we have the result. 
Corollary 2.5. Assume that A is Hausdorff or regular or locally compact. The function σ :Ccpt(A,X)×Ccpt(A,Y ) →
Ccpt(A,X × Y) is a homeomorphism for any spaces X and Y .
Proof. The result follows by Theorem 2.4. (cf. Theorem 6.2.34 of Maunder [14], Proposition 2.93 of James [12].) 
Let γ :C(A,X)×C(B,Y ) → C(A×B,X×Y) be a function defined by γ (f,g) = f ×g :A×B → X×Y, namely
(γ (f, g))(x, y) = (f (x), g(y)) for any f ∈ C(A,X), g ∈ C(B,Y ) and x ∈ A, y ∈ B . Then we see that the continuity
of σ (Theorem 2.4 and Corollary 2.5) implies the continuity of γ as in the following two corollaries. These facts are
not used in this paper and the proof of them is left to the readers. We remark that the continuity of γ :C(A,X) ×
C(B,Y ) → C(A × B,X × Y) conversely implies the continuity of σ :C(A,X)×C(A,Y ) → C(A,X × Y).
Corollary 2.6.
(i) Assume that C satisfies Axioms (C) and (L). Then
γ :C(A,X)× C(B,Y ) → C(A ×B,X × Y)
is continuous for any spaces A, B , X and Y .
(ii) Assume that C satisfies Axiom (C) and A and B are locally C-imaged. Then
γ :C(A,X)× C(B,Y ) → C(A ×B,X × Y)
is continuous for any spaces X and Y .
Corollary 2.7. If both A and B are Hausdorff or regular or locally compact, then
γ :Ccpt(A,X)×Ccpt(B,Y ) → Ccpt(A × B,X × Y)
is continuous for any spaces X and Y .
Let A,B be spaces with base point. The space A  B is the disjoint union of A and B (forgetting base point). Let
π :AB → A∨B be the identification map and j1 :A → AB and j2 :B → AB be the inclusion maps. Then we
have relations π ◦j1 = j1 :A → A∨B and π ◦j2 = j2 :B → A∨B and the natural function ξ :C(A,Z)×C(B,Z) →
C(A  B,Z) is well-defined.
Theorem 2.8. The function ξ :C(A,Z) × C(B,Z) ∼= C(A  B,Z) is a homeomorphism for any spaces A,B and Z.
Proof. We first show that ξ is continuous. Let f ∈ C(A,Z) and g ∈ C(B,Z) be any elements. Suppose that ξ(f, g) ∈
W(Φ,U) for a C-test map Φ :K → AB and an open set U ∈O(Z). If (ImΦ)∩A = ∅ and (ImΦ)∩B = ∅, then we
choose fixed elements a0 ∈ (ImΦ) ∩ A and b0 ∈ (ImΦ) ∩ B and define maps pA :A  B → A and pB :A  B → B
so that pA|A = 1A and pA(B) = a0 and pB |B = 1B and pB(A) = b0. Let ϕ = pA ◦ Φ and ψ = pB ◦ Φ . Then we
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Φ :K → A and we choose C(A,Z) × W(Φ,U) or W(Φ,U) × C(B,Z) as the neighborhood of (f, g) in place of
W(ϕ,U)× W(ψ,U) above, respectively.
Conversely, the maps j1 :A → A  B and j2 :B → A  B induce continuous functions j∗1 :C(A  B,Z) →
C(A,Z) and j∗2 :C(AB,Z) → C(B,Z) and hence we obtain a continuous function ζ :C(AB,Z) → C(A,Z)×
C(B,Z). Since ξ and ζ are mutually inverse maps, we have the result. 
The following Proposition 2.9 is used to prove Proposition 2.11. We remark that a monomorphism f :X → Y in
Top is called an embedding when f :X → Imf is a homeomorphism, where Imf has the induced topology by Y .
Proposition 2.9. Let f :X → Y be a map which satisfies the condition that for any ψ ∈ CY , there exist a finite number
of ϕk ∈ CX (k = 1,2, . . . , n) with f (⋃nk=1 Imϕk) = Imψ . Then the induced map f ∗ :C(Y,Z) → C(X,Z) is an
embedding for any space Z.
The proposition above is a generalization of Lemma 4(ii) of [10] and the proof is obtained by a similar argument. In
fact, we can prove Proposition 2.10. We leave the proof to the reader only remarking the following fact for the proof of
it: Let P , Q be spaces and S a subbase of O(P ). Then a continuous injection j : P → Q is an embedding if and only
if for any S ∈ S , there exists G ∈O(Q) such that j−1(G) = S. It is equivalent to saying that for any S ∈ S and any
p ∈ S there exist T1, T2, . . . , Tn ∈O(Q) such that p ∈⋂nk=1j−1(Tk) ⊂ S (cf. Chapter XII 5.1(b) of Dugundji [7]).
Proposition 2.10. Suppose that f :X → Y is a map which satisfies the following condition: for any ψ ∈ CY and any
G ∈O(Y ) with Imψ ⊂ G, there exist a finite number of ϕk ∈ CX (k = 1,2, . . . , n) such that Imψ ⊂ f (⋃nk=1 Imϕk) ⊂
G. Then the induced map f ∗ :C(Y,Z) → C(X,Z) is an embedding for any space Z.
Proposition 2.11. Let A and B be spaces with closed base point. Let π :A  B → A ∨ B be the identification map
from the disjoint union to the one point union of A and B . Then π∗ :C(A ∨ B,Z) → C(A  B,Z) is an embedding
for any space Z.
Proof. We show that the map π :A  B → A ∨ B satisfies the condition of Proposition 2.9. Let ϕ :K → A ∨ B be a
C-test map.
Case 1. Imϕ does not contain the base point: In this case, we see that ϕ factors through π as ϕ = π ◦ ϕ with
ϕ :K → AB . We see that ϕ is continuous if the base point is closed in each space, and Imϕ = π(Imϕ) as required.
Case 2. Imϕ contains the base point: Let qA :A∨B → A and qB :A∨B → B be projections. Then the composed
maps qA ◦ ϕ and qB ◦ ϕ are C-test maps on A and B , respectively, and hence they can be regarded (through inclusion
maps) as the C-test maps on A B . Then we see Imϕ = π((ImqA ◦ ϕ)∪ (ImqB ◦ ϕ)) as required. 
2.2. Spaces with base point
In this subsection, we consider spaces with base point. Let X and Y be spaces with base point. We denote by
C∗(X,Y ) the set of base point preserving maps f :X → Y . Since C∗(X,Y ) ⊂ C(X,Y ), we consider C∗(X,Y )
as a subspace of C(X,Y ). Then any base point preserving map f :X → Y induces base point preserving maps
f∗ :C∗(W,X) → C∗(W,Y ) and f ∗ :C∗(Y,Z) → C∗(X,Z) for any spaces W and Z with base point.
The map σ :C(A,X) × C(A,Y ) → C(A,X × Y) of Theorem 2.4 induces a restriction map σ :C∗(A,X) ×
C∗(A,Y ) → C∗(A,X × Y). Then by Theorem 2.4, we have the following result.
Theorem 2.12. Assume that C satisfies Axioms (C) and (L) and A is any space, or that C satisfies Axiom (C) and A is
locally C-imaged. Then, for any spaces X and Y , there is a natural homeomorphism
σ : C∗(A,X)× C∗(A,Y ) ∼= C∗(A,X × Y).
Corollary 2.13. Assume that A is Hausdorff or regular or locally compact. Then the function σ :C∗cpt(A,X) ×
C∗cpt(A,Y ) → C∗cpt(A,X × Y) is a homeomorphism for any spaces X and Y .
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ξ : C∗(A,Z) × C∗(B,Z) ∼= C∗(A ∨B,Z).
Proof. Consider the following diagram:
C∗(A,Z) ×C∗(B,Z) ⊂
ξ
C(A,Z) ×C(B,Z)
ξ∼=
C∗(A ∨B,Z) ⊂ C(A ∨B,Z) π∗ C(A B,Z)
By Theorem 2.8, the vertical map ξ :C(A,Z) × C(B,Z) → C(A  B,Z) on the right of the diagram is a homeo-
morphism. The map π∗ :C(A ∨ B,Z) → C(A  B,Z) is an embedding by Proposition 2.11. Then as subspaces, the
bijection ξ :C∗(A,Z) × C∗(B,Z) → C∗(A ∨B,Z) is a homeomorphism. 
As an immediate consequence of Theorem 2.14, we have the following result (the case C = Ccpt) which improve,
for example, Theorem 6.2.32 of Maunder [14].
Corollary 2.15. For any spaces A, B with closed base point and any space Z, there is a natural homeomorphism
ξ :C∗cpt(A,Z) × C∗cpt(B,Z) ∼= C∗cpt(A ∨B,Z).
3. Homotopy
We begin with two theorems. Let κ :C(X,Y ) × Z → C(X,Y × Z) be the function defined by (κ(f, z))(x) =
(f (x), z) for any f ∈ C(X,Y ) and any z ∈ Z.
Theorem 3.1. Assume that C satisfies Axiom (C). The function κ :C(X,Y ) ×Z → C(X,Y × Z) is continuous.
Proof. Suppose that κ(f, z) ∈ W(ϕ,U) for any elements f ∈ C(X,Y ), z ∈ Z, ϕ ∈ CX and any open set U ∈O(Y ×
Z). Let ϕ :K → X with K ∈ C. Then K is compact by Axiom (C) and we see κ(f, z)(ϕ(K)) = f (ϕ(K)) × z ⊂ U .
Hence there exist open neighborhoods V1 of f (ϕ(K)) and V2 of z such that f (ϕ(K)) × z ⊂ V1 × V2 ⊂ U . It follows
that f ∈ W(ϕ,V1) and κ(W(ϕ,V1)× V2) ⊂ W(ϕ,U). 
Let η :C(X×Y,Z)×Y → C(X,Z) be the function defined by (η(G,y))(x) = G(x,y) for any G ∈ C(X×Y,Z),
y ∈ Y and x ∈ X. A special case of the following theorem (when X = {∗}) improves, for examples, Theorem 6.2.31
of Maunder [14] or Theorem 11.1 of Rotman [18].
Theorem 3.2. Assume that C satisfies Axioms (C) and (P). If Y is locally C-imaged, then η :C(X × Y,Z) × Y →
C(X,Z) is continuous for any spaces X and Z.
Proof. Suppose that η(G,y) ∈ W(ϕ,U) for any elements G ∈ C(X × Y,Z), y ∈ Y , ϕ ∈ CX and any open set U ∈
O(Z). Let ϕ :K → X with K ∈ C. Then we see η(G,y)(ϕ(K)) = G(ϕ(K), y) ⊂ U , namely ϕ(K)×y ⊂ G−1(U). By
Axiom (C), ϕ(K) is compact and hence there exist open neighborhoods V1 of ϕ(K) and V2 of y such that ϕ(K)×y ⊂
V1 × V2 ⊂ G−1(U). Since Y is locally C-imaged, there exists a C-test map, say, ψ :L → Y such that ψ(L) is a
neighborhood of y and ψ(L) ⊂ V2. Let V0 be the interior of ψ(L). By Axiom (P), we can construct a neighborhood
of (G,y) of the form W(ϕ ×ψ,U)× V0. Then it follows that η(W(ϕ ×ψ,U)× V0) ⊂ W(ϕ,U). 
We consider the case where the homotopies are base point free homotopies in the next two theorems. If two maps
f,g :X → Y are homotopic with a base point free homotopy, it is denoted by f  g :X → Y . Let I be the unit interval.
Then the following results are proved by standard arguments making use of Theorems 3.1 and 3.2, respectively (cf.
Theorem 6.2.25 of Maunder [14] or Theorem 3.2 of Dugundji [7] for the case of the compact-open topology). We
remark that I is locally C-imaged if, for example, C2 ⊂ C or C3 ⊂ C.
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space W .
Theorem 3.4. Assume that C satisfies Axioms (C) and (P) and that I is locally C-imaged. If f  g :X → Y , then
f ∗  g∗ :C(Y,Z) → C(X,Z) for any space Z.
Let G :X × I → Y be a homotopy for f  g :X → Y such that G(x,0) = f (x) and G(x,1) = g(x). Then the
homotopy H for Theorem 3.3 is given by the following composition of continuous functions:
H = G∗ ◦ κ :C(W,X)× I → C(W,X × I ) → C(W,Y ),
where κ is continuous by Theorem 3.1. Since H(α,0) = f∗(α) and H(α,1) = g∗(α) for any α ∈ C(W,X), we have
f∗  g∗. The homotopy H for Theorem 3.4 is given by
H = η ◦ (G∗ × 1I ) : C(Y,Z) × I → C(X × I,Z)× I → C(X,Z)
which is continuous by Theorem 3.2, since C satisfies Axioms (C) and (P) and I is locally C-imaged by our assump-
tion. We see H(α,0) = f ∗(α) and H(α,1) = g∗(α) for any α ∈ C(Y,Z). It follows that f ∗  g∗.
Let G :X × I → Y be a base point preserving homotopy for the next theorem. If two maps f,g :X → Y are
homotopic with a base point preserving homotopy, it is denoted by f  g :X → Y (the same notation as the base
point free case). Then the following result is obtained by Theorems 3.3 and 3.4.
Theorem 3.5.
(i) Assume that C satisfies Axiom (C). If f  g :X → Y , then f∗  g∗ :C∗(W,X) → C∗(W,Y ) for any space W .
(ii) Assume that C satisfies Axioms (C) and (P) and that I is locally C-imaged. If f  g :X → Y , then f ∗ 
g∗ :C∗(Y,Z) → C∗(X,Z) for any space Z.
4. Induced pairings of function spaces
In this section we work in Top∗. We assume throughout this section that each base point is a closed set and I is
locally C-imaged; moreover we assume that C satisfies Axioms (C), (P) and (L) or that C satisfies Axioms (C) and (P)
and A is locally C-imaged. We denote X∗Y = C∗(X,Y ) for simplicity. The base point of any space X is denoted by ∗.
The homotopies are base point preserving ones. If two maps f,g :X → Y are homotopic with a base point preserving
homotopy, it is denoted by f  g :X → Y .
Remark 4.1. (1) When we work in the category Top∗, there can be many topologies for Top∗(X,Y ). In this
section, we only prove propositions and theorems for the case X∗Y = C∗(X,Y ) and the usual product space; it in-
cludes, for example, X∗Y = C∗2 (X,Y ) and C∗3 (X,Y ). However, the results in this section also hold for the cases
X∗Y = K∗(X,Y ) = C∗(kCX,Y) and X∗Y = F∗(X,Y ) = kCC∗(X,Y ) (under the same assumption mentioned at
the beginning of this section for kCC∗(X,Y ), but ‘kCA is locally C-imaged’ instead of ‘A is locally C-imaged’ for
C∗(kCX,Y)). More precisely:
(a) The case K(X,Y ) = C(kCX,Y) and X∗Y =K∗(X,Y ) = C∗(kCX,Y): In this case, the product space of function
spaces is
K(A,X)×K(B,Y ) = C(kCA,X)×C(kCB,Y ).
The product of spaces in Top is X × Y for any spaces X and Y and the homotopy for f  g :X → Y is H :X ×
I → Y . The relation kCA unionsq kCB = kC(A unionsq B) holds for any spaces A and B . It follows that if the base points are
closed, then kCA∨ kCB = kC(A∨B) holds for any spaces A,B ∈ Top∗. Thus all the theorems in Section 2 hold.
Next, we have to check homotopies carefully: We see that if X is a kC -space and Y is a locally compact kC -space,
then X ⊗ Y = X × Y , which is obtained by an argument similar to Proposition 5 of [10], cf. Proposition 3.11
of Vogt [22]. It follows that if C satisfies Axioms (C) and (P), then η :C(kC(X × Y),Z) × Y → C(kCX,Z)
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rems 3.3–3.5 hold for the case C(kCX,Y) and X∗Y = C∗(kCX,Y) under the assumption that I is a locally
C-imaged kC -space.
We see C2(k2X,Y) =K(X,Y ) of Brown [5] (p. 175), where k2X is the kC -space obtained by C = C2.
(b) The results for the case F(X,Y ) = kCC(X,Y ) and X∗Y = F∗(X,Y ) = kCC∗(X,Y ) are obtained by making use
of the results in Sections 2 and 3 (see Clark [6], Booth [2] and Brown [5] for this topology). The product space of
function spaces for this case is
F(A,X)⊗ F(B,Y ) = kC
(
F(A,X)× F(B,Y ))
= kC
(
C(A,X)× C(B,Y )).
The product of spaces in Top is X × Y for any spaces X and Y and the homotopy for f  g :X → Y is H :X ×
I → Y with the assumption that I is a locally C-imaged kC -space. Then we see that all the theorems in Sections 2
and 3 hold. But the details are omitted here.
(2) If the spaces are kC -spaces and the product topology X × Y is replaced by X ⊗ Y = kC(X × Y) and F(X,Y ) =
kCC(X,Y ) and X∗Y = F∗(X,Y ) = kCC∗(X,Y ) (cf. [5,15,19,21–24]), then all the theorems in Sections 2 and 3 hold
under the assumption that C satisfies Axioms (C), (P) and (L). The homotopy for f  g :X → Y in this case is
H :X ⊗ I → Y . We remark that if C satisfies Axioms (C), (P) and (L), then for any topological spaces X and Z, there
exist natural homeomorphisms
kCC(kCX,kCZ) ∼= kCC(kCX,Z) ∼= kCCcpt(kCX,Z)
by Lemma 10 of [10], since Axioms (C), (P) and (L) is equivalent to Axioms (i) and (ii) of [10].
We are now in a position to study induced pairings of function spaces. Let i1 :A∗X → A∗X×A∗Y be the inclusion
map to the first factor defined by i1(α) = (α,∗) for any α ∈ A∗X, and i2 :A∗Y → A∗X × A∗Y be the inclusion map
to the second factor defined by i2(β) = (∗, β) for any β ∈ A∗Y . Let i1 :X → X × Y and i2 :Y → X × Y be inclusion
maps to the first and second factors, respectively. Then, under the identification σ :A∗X × A∗Y ∼= A∗(X × Y) by
Theorem 2.12, we have i1(α) = i1∗(α) and i2(β) = i2∗(β), that is, the following diagram is commutative:
A∗X
i1 i1∗
A∗X ×A∗Y ∼=
σ
A∗(X × Y)
A∗Y
i2 i2∗
A map μ :X × Y → Z is said to be a pairing with axes f :X → Z and g : Y → Z if μ ◦ i1  f and μ ◦ i2  g.
A pairing μ :X × Y → Z induces a pairing μ∗ :A∗X ×A∗Y → A∗Z defined by the following composition of maps:
μ∗ = μ∗ ◦ σ :A∗X ×A∗Y ∼= A∗(X × Y) → A∗Z.
The first map is the homeomorphism σ : A∗X × A∗Y ∼= A∗(X × Y) of Theorem 2.12 and the second map is induced
by μ and hence continuous. For any elements (α,β) ∈ A∗X ×A∗Y , the element μ∗(α,β) ∈ A∗Z is given by
μ∗(α,β) = μ ◦ (α × β) ◦ΔA :A → Z,
where ΔA :A → A× A is the diagonal map. We also write simply
μ∗(α,β) = α +· β = α +· μ β.
Proposition 4.2. The induced map μ∗ :A∗X ×A∗Y → A∗Z is a pairing with axes f∗ :A∗X → A∗Z and g∗ :A∗Y →
A∗Z for any space A.
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f∗ :A∗X → A∗Z and μ∗ ◦ i2  g∗ :A∗Y → A∗Z for any space A, since μ ◦ i1  f and μ ◦ i2  g implies μ∗ ◦ i1 =
μ∗ ◦ i1∗ = (μ ◦ i1)∗  f∗ and μ∗ ◦ i2 = μ∗ ◦ i2∗ = (μ ◦ i2)∗  g∗ by Theorem 3.5(i). 
Let i1 :B∗Z → B∗Z ×C∗Z and i2 :C∗Z → B∗Z ×C∗Z be the inclusion maps as before. Let q1 :B ∨C → B and
q2 :B ∨ C → C be the projection maps to the first and the second factors respectively. Then, under the identification
ξ : B∗Z × C∗Z ∼= (B ∨ C)∗Z of Theorem 2.14, we have i1(α) = q∗1 (α) and i2(β) = q∗2 (β), that is, the following
diagram is commutative:
B∗Z
i1 q
∗
1
B∗Z × C∗Z ∼=
ξ
(B ∨C)∗Z
C∗Z
i2 q∗2
A map θ : A → B ∨ C is said to be a copairing with coaxes h :A → B and u :A → C if q1 ◦ θ  h and q2 ◦ θ  u.
A copairing θ :A → B ∨C induces a pairing θ∗ :B∗Z ×C∗Z → A∗Z defined by the following composition of maps:
θ∗ = θ∗ ◦ ξ :B∗Z × C∗Z ∼= (B ∨C)∗Z → A∗Z.
The first map is the homeomorphism ξ : B∗Z × C∗Z ∼= (B ∨ C)∗Z of Theorem 2.14 and the second map is induced
by θ and hence continuous. For any elements (α,β) ∈ B∗Z × C∗Z, the element θ∗(α,β) ∈ A∗Z is defined by
θ∗(α,β) = ∇Z ◦ (α ∨ β) ◦ θ :A → Z,
where ∇Z :Z ∨Z → Z is the folding map. We also write simply
θ∗(α,β) = α +˙ β = α +˙θ β.
Proposition 4.3. The induced map θ∗ :B∗Z ×C∗Z → A∗Z is a pairing with axes h∗ :B∗Z → A∗Z and u∗ :C∗Z →
A∗Z for any space Z.
Proof. The axes of the induced pairing θ∗ :B∗Z × C∗Z → A∗Z are given by the following formula: θ∗ ◦ i1 
h∗ :B∗Z → A∗Z and θ∗ ◦ i2  u∗ :C∗Z → A∗Z for any space Z, since q1 ◦ θ  h and q2 ◦ θ  u implies θ∗ ◦ i1 =
θ∗ ◦ q∗1 = (q1 ◦ θ)∗  h∗ and θ∗ ◦ i2 = θ∗ ◦ q∗2 = (q2 ◦ θ)∗  h∗ by Theorem 3.5(ii). (We note that by the proof above
this proposition holds with Axioms (C) and (P) and closed base point.) 
The “generalized square lemma” is obtained in Theorem 2.7 of [16] as a relation of two pairings +· and +˙ induced
by any pairing and any copairing, respectively. The following result is the generalized square lemma for function
spaces (cf. Theorem 1.5 of Hilton [9]).
Theorem 4.4. Let μ :X×Y → Z be a pairing and θ :A → B ∨C be a copairing. Let Φ1,Ψ1 :B∗X×C∗X×B∗Y ×
C∗Y → A∗Z be defined by
Φ1(α,β, γ, δ) = (α +˙ β)+· (γ +˙ δ) and
Ψ1(α,β, γ, δ) = (α +· γ ) +˙ (β +· δ)
for any elements α ∈ B∗X,β ∈ C∗X,γ ∈ B∗Y and δ ∈ C∗Y . Then Φ1 = Ψ1.
Proof. (Cf. Theorem 4.1 of [17].) We see that both Φ1 and Ψ1 are continuous, since they are expressed by composites
of continuous maps as follows:
Φ1 = μ∗ ◦ (θ∗ × θ∗) and Ψ2 = θ∗ ◦ (μ∗ × μ∗) ◦ (1B∗X × T × 1C∗Y ),
where T :C∗X ×B∗Y → B∗Y × C∗X is a switching map.
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〈α,β〉 :B ∨C → X; 〈γ, δ〉 :B ∨C → Y ;
(α, γ ) :B → X × Y ; (β, δ) :C → X × Y.
We define a map Ξ :B ∨C → X × Y by
Ξ = (〈α,β〉, 〈γ, δ〉)= 〈(α, γ ), (β, δ)〉.
Two definitions of Ξ coincide by the universality of products and coproducts. We see μ ◦ (Ξ ◦ θ) = (μ ◦Ξ) ◦ θ . Each
side of the last equation can be calculated as follows:
μ ◦ (Ξ ◦ θ) = μ ◦ (〈α,β〉 ◦ θ, 〈γ, δ〉 ◦ θ)= μ ◦ (α +˙ β,γ +˙ δ)
= (α +˙ β)+· (γ +˙ δ);
(μ ◦ Ξ) ◦ θ = 〈μ ◦ (α, γ ),μ ◦ (β, δ)〉 ◦ θ = 〈α +· γ,β +· δ〉 ◦ θ
= (α +· γ ) +˙ (β +· δ),
which completes the proof. 
Theorem 4.5. Let μ :X×Y → Z be a pairing with axes f :X → Z and g :Y → Z. Let θ :A → B ∨C be a copairing
with coaxes h :A → B and u :A → C. Let Φ2,Ψ2 :B∗X × C∗Y → A∗Z be maps defined by
Φ2(α, δ) = h∗(α) +· u
∗(δ) and Ψ2(α, δ) = f∗(α) +˙ g∗(δ)
for any elements α ∈ B∗X and δ ∈ C∗Y . Then Φ2  Ψ2.
Proof. The following two composite maps
B∗X
q∗1−→ (B ∨C)∗X θ∗−→ A∗X and
C∗Y
q∗2−→ (B ∨C)∗Y θ∗−→ A∗Y
have values (θ∗ ◦ q∗1 )(α) = α +˙ ∗ and (θ∗ ◦ q∗2 )(δ) = ∗ +˙ δ. It follows that
(
μ∗ ◦
(
(θ∗ ◦ q∗1 )× (θ∗ ◦ q∗2 )
))
(α, δ) = (α +˙ ∗) +· (∗ +˙ δ).
Next, we see that the following two composite maps
B∗X i1∗−→ B∗(X × Y) μ∗−→ B∗Z and
C∗Y i2∗−→ C∗(X × Y) μ∗−→ C∗Z
have values (μ∗ ◦ i1∗)(α) = α +· ∗ and (μ∗ ◦ i2∗)(δ) = ∗ +· δ. It follows that
(
θ∗ ◦ ((μ∗ ◦ i1∗)× (μ∗ ◦ i2∗)
))
(α, δ) = (α +· ∗) +˙ (∗ +· δ).
If we put β = γ = ∗ in Theorem 4.4, we see
(α +˙ ∗)+· (∗ +˙ δ) = (α +· ∗) +˙ (∗ +· δ).
It follows that μ∗ ◦ ((θ∗ ◦ q∗1 ) × (θ∗ ◦ q∗2 )) = θ∗ ◦ ((μ∗ ◦ i1∗) × (μ∗ ◦ i2∗)) and hence Φ2 = μ∗ ◦ (h∗ × u∗)  μ∗ ◦
((θ∗ ◦ q∗1 )× (θ∗ ◦ q∗2 )) = θ∗ ◦ ((μ∗ ◦ i1∗)× (μ∗ ◦ i2∗))  θ∗ ◦ (f∗ × g∗) = Ψ2 by Theorem 3.5. 
Theorem 4.6. Let μ :X×Y → Z be a pairing with axes f :X → Z and g :Y → Z. Let θ :A → B ∨C be a copairing
with coaxes h :A → B and u :A → C. Let Φ3,Ψ3 :C∗X × B∗Y → A∗Z be maps defined by
Φ3(β, γ ) = u∗(β)+· h
∗(γ ) and Ψ3(β, γ ) = g∗(γ ) +˙ f∗(β)
for any β ∈ C∗X and γ ∈ B∗Y . Then Φ3  Ψ3.
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(∗ +˙ β)+· (γ +˙ ∗) = (∗ +· γ ) +˙ (β +· ∗).
Then by an argument similar to the proof of Theorem 4.5, we see that μ∗ ◦ ((θ∗ ◦ q∗2 )× (θ∗ ◦ q∗1 )) = θ∗ ◦ ((μ∗ ◦ i2∗)×
(μ∗ ◦ i1∗)) ◦ T , where T :C∗X × B∗Y → B∗Y × C∗X is a switching map. It follows that Φ3 = μ∗ ◦ (u∗ × h∗) 
μ∗ ◦ ((θ∗ ◦ q∗2 )× (θ∗ ◦ q∗1 )) = θ∗ ◦ ((μ∗ ◦ i2∗)× (μ∗ ◦ i1∗)) ◦ T  θ∗ ◦ (g∗ × f∗) ◦ T = Ψ3 by Theorem 3.5. 
Theorem 4.7. Let μ :X × X → Z be a pairing with axes f  g :X → Z. Let θ :A → B ∨ C be any copairing with
coaxes h :A → B and u :A → C. Let Φ4,Ψ4 :B∗X × C∗X → A∗Z be maps defined by
Φ4(α, δ) = h∗(α) +· u
∗(δ) and Ψ4(α, δ) = u∗(δ) +· h
∗(α)
for any elements α ∈ B∗X and δ ∈ C∗X. Then Φ4  Ψ4.
Proof. By Theorems 4.5 and 4.6, we have Φ4 = μ∗ ◦ (h∗ × u∗) = Φ2  Ψ2 = θ∗ ◦ (f∗ × g∗)  θ∗ ◦ (f∗ × f∗) 
θ∗ ◦ (g∗ ×f∗) = Ψ3 ◦T  Φ3 ◦T = μ∗ ◦ (u∗ ×h∗) ◦T = Ψ4 by Theorem 3.5, where T :B∗X×C∗X → C∗X×B∗X
is a switching map. 
Theorem 4.8. Let θ :A → B ∨ B a copairing with coaxes h  u :A → B . Let μ :X × Y → Z be any pairing with
axes f :X → Z and g :Y → Z. Let Φ5,Ψ5 :B∗X × B∗Y → A∗Z be maps defined by
Φ5(α, δ) = f∗(α) +˙ g∗(δ) and Ψ5(α, δ) = g∗(δ) +˙ f∗(α)
for any elements α ∈ B∗X and δ ∈ B∗Y . Then Φ5  Ψ5.
Proof. By Theorems 4.5 and 4.6, we have Φ5 = θ∗ ◦ (f∗ × g∗) = Ψ2  Φ2 = μ∗ ◦ (h∗ × u∗)  μ∗ ◦ (h∗ × h∗) 
μ∗ ◦ (u∗ × h∗) = Φ3  Ψ3 = θ∗ ◦ (g∗ × f∗) ◦ T = Ψ5 by Theorem 3.5. 
A space Z is called a Hopf space with a multiplication μ if there exists a pairing such that X = Y = Z and
f  g  1Z in the definition of a pairing μ :X×Y → Z with axes f and g. A space A is called a co-Hopf space with
a co-multiplication θ if there exists a copairing such that A = B = C and h  u  1A in the definition of a copairing
θ :A → B ∨C with coaxes h and u.
Theorem 4.9. Let Z be a Hopf space and A a co-Hopf space.
(i) Let Φ,Ψ :A∗Z ×A∗Z → A∗Z be maps defined by Φ(α,β) = α +· β and Ψ (α,β) = α +˙ β for any α,β ∈ A∗Z.
Then Φ  Ψ .
(ii) Let Φ ′,Ψ ′ :A∗Z×A∗Z → A∗Z be maps defined by Φ ′(α,β) = α+· β and Ψ ′(α,β) = β +˙α for any α,β ∈ A∗Z.
Then Φ ′  Ψ ′.
(iii) Let Φ ′′,Ψ ′′ :A∗Z × A∗Z × A∗Z → A∗Z be maps defined by Φ ′′(α,β, γ ) = (α +˙ β) +· γ and Ψ ′′(α,β, γ ) =
α +˙ (β +· γ ) for any α,β, γ ∈ A∗Z. Then Φ ′′  Ψ ′′.
(iv) Let Φ ′′′,Ψ ′′′ :A∗Z × A∗Z × A∗Z → A∗Z be maps defined by Φ ′′′(α,β, γ ) = (α +· β) +˙ γ and Ψ ′′′(α,β, γ ) =
α +· (β +˙ γ ) for any α,β, γ ∈ A∗Z. Then Φ ′′′  Ψ ′′′.
Proof. Since f  g  1Z and h  u  1A, we have (i) by Theorem 4.5, and (ii) by Theorem 4.6. (iii) If we put γ = ∗
in Theorem 4.4, we have a relation
(α +˙ β)+· (∗ +˙ δ) = (α +· ∗) +˙ (β +· δ).
It follows that the relation μ∗ ◦ (θ∗ × (θ∗ ◦ q∗2 )) = θ∗ ◦ ((μ∗ ◦ i1∗) × μ∗) holds and hence we see Φ ′′ = μ∗ ◦ (θ∗ ×
1A∗Z)  μ∗ ◦ (θ∗ × (θ∗ ◦ q∗2 )) = θ∗ ◦ ((μ∗ ◦ i1∗)×μ∗)  θ∗ ◦ (1A∗Z ×μ∗) = Ψ ′′. (iv) is proved similarly, by making
use of the relation obtained putting β = ∗ in Theorem 4.4. 
2424 Y. Hirashima, N. Oda / Topology and its Applications 154 (2007) 2412–2424Remark 4.10. By Theorem 4.9, we see that if A is a co-Hopf space and Z is a Hopf space, then (A∗Z,+· ) is equivalent
to (A∗Z, +˙) up to homotopy as Hopf spaces and the multiplication of A∗Z is associative as well as commutative. We
note that our results also hold for the compact-open topology when A is Hausdorff or regular or locally compact.
This is a generalization of the results which are shown under some conditions, for example, in Proposition 6.3.24 of
Maunder [14].
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