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Abstract— In the real world, it is not always true that
the nextdoor house is close to my house, in other words,
“neighbors” are not always “true neighbors”. In this study,
we propose a new Self-Organizing Map (SOM) algorithm,
SOM with False Neighbor degree between neurons (called
FN-SOM). The behavior of FN-SOM is investigated with
learning for various input data. We confirm that FN-SOM
can obtain the more effective map reflecting the distribution
state of input data than the conventional SOM and Growing
Grid.
1 Introduction
Since we can accumulate a huge amount of data in re-
cent years, it is important to investigate various cluster-
ing methods [1]. Then, the Self-Organizing Map (SOM)
has attracted attention for its clustering properties. SOM is
an unsupervised neural network introduced by Kohonen in
1982 [2] and is a model simplifying self-organization pro-
cess of the brain. SOM obtains statistical feature of input
data and is applied to a wide field of data classifications.
We can obtain the map reflecting the distribution state of
input data using SOM. In the learning algorithm of SOM,
a winner, which is a neuron with the weight vector clos-
est to the input vector, and its neighboring neuron are up-
dated, regardless of the distance between the input vector
and the neighboring neuron. For this reason, if we apply
SOM to clustering of the input data which includes some
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Figure 1: What are the “neighbors”? The houses B and
C is A’s next-door neighbors on the left and on the right,
respectively. (a) The house B is at the top of a mountain.
(b) The river between A and B does not have a bridge.
clusters located at distant location, there are some inactive
neurons between clusters. Because inactive neurons are on
a part without the input data, we are misled into thinking
that there are some input data between clusters.
Meanwhile, in the real world, it is not always true that the
next-door house is close to my house. For example, a case
that the next-door house is at the top of a mountain whereas
my house is at the foot (as Fig. 1(a)), and another case that
there is a river, which does not have a bridge, between my
house and my next-door house (as Fig. 1(b)). This means
that “neighbors” are not always “true neighbors”.
On the other side, the synaptic strength is not constant
in the brain. So far, the Growing Grid network was pro-
posed in 1985 [3]. Growing Grid increases the neighbor-
hood distance between neurons by increasing the number
of neurons. However, there are few researches changing
the synaptic strength as far as we know even though there
are algorithms which increase the number of neurons or
consider rival neurons [4], [5].
In our past study, we proposed the algorithm which
changes the neighborhood distance between neurons [6].
However, the algorithm used the rank order of the distances
between the input data and weight vectors of neurons in ad-
dition to changing the neighborhood distance. Thus the al-
gorithm did not work well if the positions of all the weight
vectors of the neurons were not taken into consideration.
Moreover, the algorithm needs a lot of calculation amount
because we have to calculate the rank order at every updat-
ing of the weight vector.
In this study, we propose a new SOM algorithm, SOM
with False Neighbor degree between neurons (called FN-
SOM) without the rank order. False-neighbor degrees are
allocated between adjacent rows and adjacent columns of
FN-SOM. We find the neuron q which has become the win-
ner least frequently, and the neurons, which is the most dis-
tant from q in a set of direct topological neighbors of q, are
said to be “false neighbors” of q. The initial values of all
of the false-neighbor degrees are set to zero, however, they
are increased with learning, and the false-neighbor degrees
act as a burden of the distance between map nodes when
the weight vectors of neurons are updated.
We explain the learning algorithm of FN-SOM in detail
in Section 4. The learning behaviors of FN-SOM for 2-
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dimensional input data, Swiss Roll data and Iris data are
investigated. Learning performance is evaluated both vi-
sually and quantitatively using two measurements. Fur-
thermore, the results are compared with those obtained by
the conventional SOM and Growing Grid. We can con-
firm that there are few inactive neurons using FN-SOM,
and FN-SOM can obtain the most effective map reflecting
the distribution state of input data in the three algorithms.
2 Self-Organizing Map
We explain the learning algorithm of the conventional Self-
Organizing Map (SOM). SOM consists of n × m neurons
located at a regular low-dimensional grid, usually a 2-D
n × m rectangular grid. The basic SOM algorithm is it-
erative. Each neuron i has a d-dimensional weight vec-
tor wi = (wi1, wi2, · · · , wid) (i = 1, 2, · · · , nm). The
initial values of all the weight vectors are given over the
input space at random. The range of the elements of d-
dimensional input data xj = (xj1, xj2, · · · , xjd) (j =
1, 2, · · · , N) are assumed to be from 0 to 1.
(SOM1) An input vector xj is inputted to all the neurons
at the same time in parallel.
(SOM2) Distances between xj and all the weight vectors
are calculated. The winner, denoted by c, is the neuron with
the weight vector closest to the input vector xj ;
c = arg min
i
{‖wi − xj‖}, (1)
where ‖ · ‖ is the distance measure, Euclidean distance.
(SOM3) The weight vectors of the neurons are updated as
wi(t + 1) = wi(t) + hc,i(t)(xj −wi(t)), (2)
where t is the learning step. hc,i(t) is called the neighbor-
hood function and is described as a Gaussian function;
hc,i(t) = α(t) exp
(
−
‖ri − rc‖
2
2σ2(t)
)
, (3)
where ‖ri − rc‖ is the distance between map nodes c and
i on the map grid, α(t) is the learning rate, and σ(t) cor-
responds to the width of the neighborhood function. Both
α(t) and σ(t) decrease with time, in this study, we use fol-
lowing equations;
α(t) = α0(1− t/tmax), σ(t) = σ0(1− t/tmax), (4)
where α0 and σ0 are the initial value of α and σ, respec-
tively, and tmax is the maximum number of the learning.
(SOM4) The steps from (SOM1) to (SOM3) are repeated
for all the input data.
3 Growing Grid
We explain an overview of the Growing Grid. The network
of Growing Grid consists of nm neurons located at a rect-
angular n × m grid. Each neuron has an d-dimensional
weight vector wi as the conventional SOM. A winning fre-
quency γi is associated with each neuron and is set to zero
initially.
An input vector xj is inputted to all the neurons, and a
winner c is found according to Eq. (1). The weight vectors
of the neurons are updated according to
wi(t + 1) = wi(t) + hGc,i(t)(xj −wi(t)), (5)
where hGc,i(t) is the neighborhood function of Growing
Grid;
hGc,i(t) = α0 exp
(
−
dg
2(c, i)
2σ02
)
, (6)
where α0 is a constant learning rate, and σ0 is a constant
width parameter. dg(c, i) is the distance on the grid be-
tween a winner c and each neuron i and is calculated by
city-block distance (which is also known as L1-norm). At
each learning step, the winning frequency of c is incre-
mented by γcnew = γcold + 1.
After n × m × λg number of learning steps have been
performed, we determine the neuron q which has become
the winner most frequently;
q = arg max
i
{γi}. (7)
We find the neuron f which is with the most different
weight vector in 1-neighbor of q. We insert a new row (or
column) between q and f . The weight vectors of the new
neurons are interpolated from their neighbors which does
increase the density of weight vectors in the vicinity of wq.
The number n of rows (or m of columns) are increased,
then all the winning frequency is reset. We continue with
the next round of learning unless nm ≥ nmmax is fulfilled.
The growth process is finished, we perform the fine-tune
the weight vectors using a decreasing learning rate. We
perform t′max = n × m × λf steps according to Eq. (5)
using α(t′) = α0(α1/α0)t
′/t′
max
. t′ denotes the learning
step in the fine-tuning phase which starts after the growth
step is finished.
4 SOM with False Neighbor Degree
(FN-SOM)
We explain a new SOM algorithm, SOM with False Neigh-
bor Degree between neurons (FN-SOM). False-neighbor
degrees of rows Rr (1 ≤ r ≤ n− 1) are allocated between
adjacent rows of FN-SOM with the size of n × m grid (as
Fig. 2). Likewise, false-neighbor degrees of columns Ck
(1 ≤ k ≤ m − 1) are allocated between adjacent columns
of FN-SOM. In other words, R1 means the false-neighbor
degree between neurons of the 1st row and the 2nd row, and
C4 is the false-neighbor degree between neurons of the 4th
column and the 5th column. The initial values of all of the
false-neighbor degrees are set to zero, and the initial values
of all the weight vectors are given over the input space at
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Figure 2: A false-neighbor degree of row Rr (1 ≤ r ≤
n − 1) and column Ck (1 ≤ k ≤ m − 1). Neurons of
FN-SOM are located at a n×m rectangular grid.
random. Moreover, a winning frequency γi is associated
with each neuron and is set to zero initially.
Learning Steps
(FN-SOM1) An input vector xj is inputted to all the neu-
rons at the same time in parallel.
(FN-SOM2) Distances between xj and all the weight vec-
tors are calculated, and a winner c is found according to
Eq. (1).
(FN-SOM3) Increment the winning frequency of winner c
by γcnew = γcold + 1.
(FN-SOM4) The neighboring distances between the win-
ner c and the other neurons are calculated. For instance,
for two neurons s1, which is located at r1-th row and k1-th
column, and s2, which is located at r2-th row and k2-th col-
umn, the neighboring distance is defined as the following
measure;
df (s1, s2) = (|r1−r2|+
r2−1∑
r=r1
Rr)
2+(|k1−k2|+
k2−1∑
k=k1
Ck)
2,
(8)
where r1 < r2, k1 < k2, namely,
∑r2−1
r=r1
Rr means the
sum of the false-neighbor degrees between the rows r1 and
r2, and
∑k2−1
k=k1
means the sum of the false-neighbor de-
grees between the column k1 and k2.
(FN-SOM5) The weight vectors of the neurons are updated
as
wi(t + 1) = wi(t) + hF c,i(t)(xj −wi(t)), (9)
where hF c,i(t) is the neighborhood function of FN-SOM:
hF c,i(t) = α(t) exp
(
−
df (c, i)
2σ2(t)
)
. (10)
(FN-SOM6) If ∑nmi=1 γi ≥ λ is satisfied, we find the false-
neighbors and increase the false-neighboring degree, ac-
cording to steps from (FN-SOM7) to (FN-SOM10). If not,
we perform step (FN-SOM11). In other words, we consider
the false-neighbors every time when the learning steps are
performed for λ input data.
Considering False-Neighbors
(FN-SOM7) We find the neuron q which has become the
winner least frequently:
q = arg min
i
{γi}, (11)
where, if more than one γi is minimum, the neuron i with
the smallest index is chosen.
(FN-SOM8) A false-neighbor f of q is chosen from the set
of direct topological neighbors of q denoted as Nq1.f is the
neuron whose weight vector is most distant from q:
f = arg max
i
{‖wi −wq‖}, i ∈ Nq1 (12)
(FN-SOM9) A false-neighbor degree between q and its
false neighbor f , Rr or Ck, is increased. If q and f are
in the r-th row and in the k-th and (k + 1)-th column (as
Fig. 3(a)), the false-neighbor degree Ck between columns
k and k + 1 is increased according to
Ck
new = Ck
old +
{
1− exp
(
−
‖wf −wq‖
4
2σF 2
)}
, (13)
where σF is the constant width parameter of the Gaussian
function.
In the same way, if q and f are in the k-th column and in
the (r+1)-th and r-th row (as Fig. 3(b)), the false-neighbor
degree Rr between rows r and r + 1 is also increased ac-
cording to
Rr
new = Rr
old +
{
1− exp
(
−
‖wf −wq‖
4
2σF 2
)}
. (14)
(FN-SOM10) The winning frequency of all the neurons are
reset to zero:
γi = 0. (15)
(FN-SOM11) The steps from (FN-SOM1) to (FN-SOM10)
are repeated for all the input data.
5 Experimental Results
We apply FN-SOM to various input data and compare FN-
SOM with the conventional SOM and Growing Grid.
5.1 For 2-dimensional data
First, we consider 2-dimensional input data as shown in
Fig. 4(a). The input data is generated artificially as fol-
lows. Total number of the input data N is 1200, and the
input data include three clusters. 400 data are distributed
within a range from 0.1 to 0.9 horizontally and from 0.05
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Figure 4: Learning results of three algorithms for 2-D data. (a) Input data. (b) Conventional SOM. (c) Growing Grid.
(d) FN-SOM.
fq
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Figure 3: Increment the false-neighbor degree. (a) q and its
false-neighbor f are in the 3rd row and in the 2nd and 3rd
column, respectively. Then, the false-neighbor degree C2
between columns 2 and 3 is increased by Eq. (13). (b) q
and f are in the 2nd column and in the 4th and 3rd row,
respectively. Then, the false-neighbor degree R3 between
rows 3 and 4 is increased by Eq. (14).
to 0.15 vertically. The other 400 data are distributed within
a range from 0.1 to 0.9 horizontally and from 0.45 to 0.55
vertically. The remaining 400 data are distributed within
a range from 0.1 to 0.9 horizontally and from 0.85 to 0.95
vertically. All the input data are sorted at random.
Both the conventional SOM and FN-SOM has nm =
100 neurons (10 × 10). Growing Grid starts learning with
a 2× 2 neurons, and new rows and columns are inserted as
long as the number of neurons is less than nmmax = 100.
We repeat the learning 15 times for all input data, namely
tmax = 18000. The parameters of the learning are chosen
as follows;
(For SOM)
α0 = 0.3, σ0 = 4,
(For Growing Grid)
α0 = 0.1, σ0 = 0.9, λg = 20, α1 = 0.005, λf = 100,
(For FN-SOM)
α0 = 0.3, σ0 = 4, σF = 0.05, λ = 500,
where we use the same α0 and σ0 to SOM and FN-SOM for
the comparison and the confirmation of the false-neighbor
degree effect.
The learning results of the conventional SOM and Grow-
ing Grid are shown in Figs. 4(b) and (c), respectively. We
can see that there are some inactive neurons between three
clusters. The other side, the result of FN-SOM is shown in
Fig. 4(d). We can see from this figure that there are no inac-
tive neurons between three clusters, and FN-SOM can ob-
tain the more effective map reflecting the distribution state
of input data than SOM and Growing Grid.
Furthermore, in order to the learning performance of FN-
SOM in comparison with the conventional SOM and Grow-
ing Grid, we use the following two measurements to eval-
uate the training performance of the three algorithms.
Quantization Error Q: This measures the average dis-
tance between each input vector and its winner;
Q =
1
N
N∑
j=1
‖xj − w¯j‖
2, (16)
where w¯j is the weight vector of the corresponding win-
ner of the input vector xj . Therefore, the small value Q is
more desirable.
Neuron Utilization U: This measures the percentage of
neurons that are the winner of one or more input vector
in the map [5];
U =
1
nm
nm∑
i=1
ui, (17)
where ui = 1 if the neuron i is the winner of one or more
input data. Otherwise, ui = 0. Thus, U nearer 1.0 is more
desirable.
The calculated two measurements are shown in Table. 1.
The quantization error Q of FN-SOM is the smallest value
in the three algorithms, and by using FN-SOM, the quan-
tization error Q has improved 18.9% from using the con-
ventional SOM. This is because the result of FN-SOM has
no inactive neurons, therefore, the more neurons can self-
organize the input data. This is confirmed by the neuron
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utilization U . The neuron utilization U of FN-SOM is the
largest value in the three algorithms and is 1.0 which is the
maximum value. It means that all the neurons of FN-SOM
are the winner of one or more input data, namely, no neu-
rons are inactive neurons.
Table 1: Quantization error Q and Neuron utilization U for
2-dimensional input data.
SOM Growing Grid FN-SOM
Q 6.2756× 10−4 7.1131× 10−4 5.0902× 10−4
U 0.8200 0.8056 1.0
5.2 For Swiss Roll data
Next, we consider “Swiss Roll” data used by Tenenbaum et
al. [7], as shown in Fig. 5. Total number of the input data
N is 1000, and the input data are normalized and are sorted
at random.
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Figure 5: Swiss Roll data for 3-dimensional input data.
We repeat the learning 15 times for all input data, namely
tmax = 15000. The learning conditions are the same used
in Fig. 4 except σF = 0.03 and λg = 300 for FN-SOM.
The learning results of the three algorithms are shown
in Figs. 6(a)-(c), respectively. Furthermore, Figs. 6(d)-(f)
show the results of Figs. 6(a)-(c) in 2-D (namely, X-Y co-
ordinate), respectively. We can see from these figures that
FN-SOM can obtain the most effective map reflecting the
distribution state of input data.
The calculated the quantization error Q and the neu-
ron utilization U are shown in Table. 2. We confirm that
the quantization error Q of FN-SOM is the smallest value
in the three algorithms, and Q of FN-SOM has improved
14.6% from using the conventional SOM. Moreover, the
neuron utilization U of FN-SOM is the largest value in the
three algorithms and is 1.0, which is the maximum value,
as in the case of the 2-dimensional input data. From this
table and Fig. 6, we can say that the result of FN-SOM has
the fewest inactive neurons.
Table 2: Quantization error Q and Neuron utilization U for
Swiss Roll data.
SOM Growing Grid FN-SOM
Q 0.0121 0.0123 0.0104
U 0.9400 0.9821 1.0
5.3 For Iris data
Furthermore, we apply FNN-SOM to the real world clus-
tering problem. We use the Iris plant data [8] as real data.
This data is one of the best known databased to be found
in pattern recognition literatures [9]. The data set contains
three clusters of 50 instances respectively, where each class
refers to a type of iris plant. The number of attributes is four
as the sepal length, the sepal width, the petal length and the
petal width, namely, the input data are 4-dimension. The
three classes correspond to Iris setosa, Iris versicolor and
Iris virginica, respectively. Iris setosa is linearly separable
from the other two, however Iris versicolor and Iris vir-
ginica are not linearly separable from each other.
We repeat the learning 100 times for all input data,
namely tmax = 15000. The input data are normalized and
are sorted at random. The learning conditions are the same
used in Fig. 4 except σF = 0.02 for FN-SOM.
The calculated quantization error Q and the neuron uti-
lization U are shown in Table. 3. We confirm that the quan-
tization error Q of FN-SOM is the smallest value in the
three algorithms, and Q of FN-SOM has improved 16.7%
from using the conventional SOM. This is because the re-
sult of FN-SOM hardly has inactive neurons between Iris
setosa and the other two, therefore, the more neurons can
self-organize the data of Iris versicolor and Iris virginica.
The neuron utilization U of FN-SOM is the largest value
in the three algorithms. From these results, we can confirm
the efficiency of FN-SOM.
Table 3: Quantization error Q and Neuron utilization U for
Iris data.
SOM Growing Grid FN-SOM
Q 0.0018 0.0027 0.0015
U 0.7300 0.7315 0.7800
6 Conclusions
In this study, we have proposed a new SOM algorithm,
SOM with False Neighbor degree between neurons (called
FN-SOM). False-neighbor degrees are allocated between
adjacent rows and adjacent columns of FN-SOM. The ini-
tial values of all of the false-neighbor degrees are set to
zero, however, they are increased with learning, and the
false-neighbor degrees act as a burden of the distance be-
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Figure 6: Learning results of three algorithms for Swiss Roll data. (a) Conventional SOM. (b) Growing Grid. (c) FN-
SOM. (d) Result of SOM shown in 2-D (X-Y coordinate). (e) Result of Growing Grid shown in 2-D. (f) Result of
FN-SOM shown in 2-D.
tween map nodes when the weight vectors of neurons are
updated. We have applied FN-SOM to 2-dimensional data,
Swiss Roll data and Iris data, and we have investigated
the learning behaviors of FN-SOM. Furthermore, the re-
sults were compared with those obtained by the conven-
tional SOM and Growing Grid. We have confirmed that
the quantization error of FN-SOM was the smallest value
in the three algorithms. Moreover, the neuron utilization
of FN-SOM was the largest value in the three algorithms.
From these results, we have confirmed the efficiency of FN-
SOM.
In the future we intend to investigate FN-SOM in more
detail in particular its use for high-dimensional data.
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