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Preface
When mathematically modeling physical phenomena, the mathematical models al-
most always include certain unknown parameters. These parameters are usually to
be determined via experiments. The experiments are subject to variability and chance.
Having modeled physical phenomena mathematically with appropriate parameters
determined from the experiments, one tries to predict the outcome of certain physical
processes. For this prediction a computer may be used. Since machine precision is of
limited accuracy, the results of these computations are subject to chance and variability
due to rounding errors.
With these difficulties in mind is the mathematical model derived correct? Do small
variations of the set of parameters only result in small variations of the outcome? Are
the computations carried out by the computer meaningful? In summary, what is the
effect of small variations in the (parameters of themathematical) model to the solution?
The aim of this thesis is to provide a mathematical framework for addressing the lat-
ter question. Moreover, discussing several notions of “smallness”, we provide results
of the type: “small variations in the parameters lead to small variations of the solu-
tion.” The focus is on evolutionary equations, that is, ordinary or partial differential
equations involving the time derivative.
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Introduction
In 2009 Rainer Picard [Pic09] developed a breakthrough functional analytic approach,
taking advantage of a common structural property of many linear partial differential
equations modeling dynamical processes of mathematical physics. It is well-known
that many equations can be written in the form of a certain ‘balance law’
∂tV +AU = F, (0.1)
which relates the time derivative of an unknown quantity V and an operator A com-
prising the spatial derivatives of another unknown U to a given external source term
F. Equation (0.1) is usually complemented by a ‘material law’ relating U and V, which
in the present thesis we assume to be a linear operator M, as
MU = V.
The resulting equation, where we substituted the material law into (0.1), reads
∂tMU +AU = F. (0.2)
In this introduction, we shall refer to equations of the form (0.2) as evolutionary equa-
tions and to M as the material law. Various aspects of equations of the form (0.2) have
been studied extensively from the mathematical perspective using a large variety of
techniques. The pioneering technique of [Pic09] is based on a new structural observa-
tion about equations (0.2) and an associated functional analytic framework in a special
Hilbert space setting. It allows one to prove existence and uniqueness of solutionsU as
well as their continuous dependence on F for a wide class of M and A, which was not
possible within the previously existing approaches. More precisely, Picard provided
a space-time Hilbert space in [Pic09] such that the operator S(M) := (∂tM+ A)−1 is
well-defined and continuous. Moreover, in the particular setting in [Pic09], S(M) is
also shown to be causal, that is, S(M)F vanishes up to time t if F does. The Hilbert
space setting developed in combination with the possibly provocative philosophy that
any “reasonable” linear time-dependent problem in mathematical physics should be
an evolutionary equation, that is, an equation as described in [Pic09], leads to impor-
tant structural insights and well-posedness theorems for problems that emerge in di-
verse applied fields. The standard evolution equations in mathematical physics, that
is, Maxwell’s equations, the wave equation, the elasticity equations, and the heat equa-
tion fit into the aforementioned class ([PM11, Section 6]). Possibly degenerate cases like
the eddy-current approximation for Maxwell’s equations or problems with change of
type ranging from elliptic to parabolic to hyperbolic on different space-time regions
are evolutionary as well, see [PTW15c, Examples 2.7 and Examples 2.43]. The frame-
work has found to be useful for problems in control theory with unbounded control
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and observation operators [PTW14c, PTW14b, PTW13]. As it was already pointed out
in [Pic09, Section 3.5], the structural perspective developed is particularly useful, when
discussing coupled phenomena in the light of so-called ‘multi-physics’ problems, see
also [Pic09, Sections 4.3 and 4.4] for a brief account on thermoelasticity and piezo-
electro-magnetism (cf. also [MPTW16]). The coupling of several equations of elastic
type leads to well-posedness results in problems with micromorphic media, [PTW15b,
Section 3]. A combination of the heat equation and the elastic equations form the de-
scription of an elastic material, that changes its elastic properties upon thermal excita-
tion. A class of models of thermoelasticity is discussed in [MPTW14, MPTW15]; sev-
eral equations of Maxwell type lead to a description of linearized versions of Maxwell-
Dirac systems or the equations of gravito-electro-magnetism, [PTW14d].
The framework of evolutionary equations has also natural applications to problems
with memory involving integral expressions in M. Typical examples are fractional
derivatives in time ([PTW15a, Wau14b]) or integro-differential equations involving
(other) convolution-in-time type operators ([Tro15b]).
Once the unique existence of U in (0.2) is established, it is natural to address questions
like energy conservation or (exponential) stability. For the former we refer to [PTW13]
and for the latter we refer to [Tro14b, Theorem 3.2], see also [Tro13b, Tro15a] where
criteria for the respective properties are given.
Of course, in applications, one is interested in actually computing the solution to a
given problem numerically. In order to reduce computational costs when treating het-
erogeneous media there is a need for simplification of the constitutive relations. In par-
ticular, if the coefficients describing the material properties are highly oscillatory, com-
putational costs for computing the respective solutions might even exceed the capabil-
ities of modern computers. In the late 1960’s, Spagnolo [Spa67, Spa68] mathematically
approached this problem. After that many other researchers devoted a great deal of ef-
fort into the development of the newly founded mathematical theory of homogeniza-
tion. We refer to some standard references [CD10, BLP78, Tar09, Zhi83, ZKON79] and
the references given there for a more detailed account on homogenization theory. With
the structural perspective of evolutionary equations as in (0.2) for the particular case of
time-shift invariant operators inmind, the author of the presentmanuscript considered
homogenization problems for mathematical physics in [Wau11]. Further development
was achieved for ordinary (delay) differential equations in [Wau12, Wau14a]. A con-
tribution for partial differential equations can be found in [Wau16a, Wau14b, Wau13].
In the studies mentioned, homogenization theory is viewed as a certain property of
the solution operator S(M) associated to (0.2): Is M 7→ S(M) continuous under the
weak operator topology? In essence, the author’s work in this line of research reduces to
proving criteria, whereM 7→ S(M) indeed satisfies the continuity property mentioned.
The present thesis addresses the continuous dependence of M 7→ S(M) under various
topologies for a particular class of material laws. We focus on three possible topologies
the set of material lawsmay be endowedwith: The norm topology as well as the strong
and weak operator topologies.
We comment on the set of material laws as follows. In non-autonomous problems,
the material law M does not satisfy time-shift invariance. In [PTWW13] with minor
extensions in [Wau14c] we developed an adapted solution theory for problems as in
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(0.2), which are not time-shift invariant. The class of admissible M that lead to a solu-
tion theory for (0.2) has been introduced in [Wau14a, Wau14c]: The class of evolutionary
mappings. This class will be the central object to study in the bulk of this manuscript.
Inspired by a similar notion introduced in [PM11, Definition 3.1.14], we develop a the-
ory of evolutionary mappings. To the best of the author knowledge this has not been
done before.
Chapter 1 is devoted to introducing the time derivative in exponentially weighted L2
spaces. Moreover, we will present a well-known representation theorem, which char-
acterizes operator-valued functions of the time derivative introduced. This represen-
tation theorem will render the relationship of time-shift invariant operators to evolu-
tionary mappings. In Chapter 2 we introduce the central concept of this exposition,
the notion of evolutionary mappings. This chapter also contains some preliminary
results particularly useful in the forthcoming chapters. We provide a solution the-
ory for linear ordinary differential equations (in infinite-dimensional state spaces) and
abstract partial differential equations of the form (0.2) in Chapter 3. The method of
proof for the solution theory just mentioned is similar to the one used in [PTWW13]
or [Wau14c]. However, as the focus is on (causal) evolutionary mappings, we will be
able to derive more properties of the solution operator to the extent that we show that
the solution operator S is causal and evolutionary itself. We introduce the topologies
on evolutionary mappings in Chapter 4. In a first step towards applications, we pro-
vide continuous dependence results of M 7→ S(M) = (∂tM+A)−1 under the topolo-
gies introduced for A = 0. A natural example is the Drude–Born–Fedorov model in
the theory of electro-magnetism, which we shall treat as an application of the con-
tinuous dependence results developed in Chapter 4. The corresponding results for
partial differential equations are provided in Chapter 5. We will apply the respective
results to the eddy-current approximation in electro-magnetic theory, where a hyper-
bolic equation is approximated by a parabolic one. Further, we provide an application
to non-autonomous thermodynamics. The last application concerns homogenization
theory and relates our findings to a homogenization problem for the equations model-
ing acoustic wave propagation.
All the chapters are accompanied by a comments section, which puts the results ob-
tained into perspective of other research. Moreover, almost all sections are added a
subtitle. In this subtitle we give some keywords for this section and/or mention the
most important results of the respective section. We emphasize that the strengths of
the results developed lie in its general applicability. Furthermore, the main focus is on
the discussion of properties of M rather than A in (0.2).
Given the structural point of view of evolutionary equations, the results developed
in this thesis are original and shed some light on the influence of the choice of M for
modeling aspects and computational treatments. Moreover, as to the best of the au-
thor knowledge, the question of continuous dependence on the coefficients has not
been addressed so far to this extent of generality. Regarding known results obtained
by the author of this manuscript in earlier works, we highlight that the methods de-
veloped here do not use the concept of abstract distribution spaces such as Sobolev
lattices/towers.
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There is some research for specific equations under particular topologies, which com-
plement the result of the thesis. We refer to the concluding section of Chapter 5 for a
more detailed account of available results.
Some Remarks on the Notation
Whenwriting this manuscript, wemade an effort in using themost reasonable notation
in the whole of the present thesis. However, we are aware of the fact that some readers
(if not all) may find the notation used counterintuitive at some point. We mention
some of the idiosyncrasies as follows. The time derivative will be denoted by
∂t, ∂t,ν, ∂t,µ, or ∂t,η (time derivatives)
(the additional subscript refers to the domain of definition). All vector-analytic opera-
tors such as
curl, div, or grad (spatial operators)
are thought of acting on the spatial variables only. Operators acting in space-time are
denoted with capital calligraphic letters, that is,
M, N, S, T, etc. (space time operators)
General abstract Hilbert spaces are denoted by
X, Y, Z, or W (abstract Hilbert spaces)
and operators acting in these spaces are denoted by capital Latin letters, such as, M,
N, etc. We use the letters
n, s, and w (superscripts)
as superscripts of certain sets to indicate the underlying topology being the norm, the
strong or the weak operator topology, respectively. The space of continuous linear
operators from a Hilbert space X to a Hilbert space Y is denoted by
L(X,Y), or L(X), if X = Y. (continuous linear operators)
Multiplication operators induced by certain functions f are denoted by
Tf (multiplication operators)
or, to avoid unnecessarily cluttered notation, just by f again. The operator of multipli-
cation by 1(−∞,t], the characteristic function of the real interval (−∞, t], will be written
as
Qt = T1(−∞,t].
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Furthermore, we write
Pt := 1−Qt, t ∈ R.
We denote the identity operator just by
1 or id . (identity)
If we consider a mapping acting as x 7→ x, we also write
→֒ (canonical embedding)
and if this mapping happens to be compact, we may use
→֒→֒ . (compact embedding)
The sets
Lev,ν(X,Y), and Lsev(X,Y) ((standard) evolutionary mappings)
of evolutionary and standard evolutionary mappings are introduced in Definition 2.1.3
and 2.1.6, respectively. The set
Cev,ν(X) (closable evolutionary mappings)
of closable evolutionary mappings is defined in Definition 2.3.10.
Unless expressed explicitly otherwise, all vector spaces discussed in this manuscript
have the complex numbers as underlying scalar field. Particularly important for the
representation theorem to be proved in Section 1.2 is that all scalar products are anti-
linear in the first and linear in the second factor. The domain, kernel and range of a
mapping T are respectively denoted by
dom(T), ker(T), and ran(T). (domain, kernel, range)
The image of a set D under T is written as
T[D]. (image)
A linear operator T with domain dom(T) mapping from a Hilbert space X to a Hilbert
space Y is also written as
T : dom(T) ⊆ X→ Y. (operator)
We will occasionally employ the custom of identifying T with its graph
T ⊆ X× Y. (graph)
T is closed, if T ⊆ X× Y is closed and T is closable, if T ⊆ X× Y is right-unique in the
sense that for all (x, y1), (x, y2) ∈ T, we always have y1 = y2. If T : dom(T) ⊆ X → Y
and S : dom(S) ⊆ Z→ W for some Hilbert spaces Z andW, we write
T = S or T ⊆ S, (extensions)
13
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if the graphs of T and S coincide or if the graph of S is a superset of T. We write
T|D (restriction)
for the restriction of T to a set D and say T = S on D, if T|D = S|D. The sum T + S
and composition ST of two operators T and S are defined on the respective natural
domains, that is, dom(T) ∩ dom(S) and {x ∈ dom(T); Tx ∈ dom(S)}. We will also
use
S ∩ T : {x ∈ dom(S) ∩ dom(T); Sx = Tx} ⊆ X∩ Z→ Y∩W, x 7→ Sx.
The spectrum and the resolvent set of T are respectively denoted by
σ(T) and ρ(T). (spectrum and resolvent)
The dual of a Hilbert space X is denoted by
X∗. (dual)
The index set of a net (xι)ι will generically be a directed set I; similarly, a sequence
(xn)n is thought of as a mapping N ∋ n 7→ xn. Limits are denoted by
lim
n→∞ xn, limι xι. (limits)
We also write xι
ι→ limι xι or (xι)ι → limι xι. We will leave it to the context to stress
the particular topology. Unless explicitly expressed otherwise d is a positive integer.
If there is a risk of ambiguity, we will add a subscript to the scalar products 〈·, ·〉 and
norms ‖ · ‖ to identify the particular Hilbert or Banach space the computations are
carried out. The closed unit ball of a Banach space Z is written as
BZ. (unit ball)
The support of f will be denoted by
spt f . (support)
We will also use the standard notation to denote Sobolev spaces, Lebesgue spaces,
spaces of continuous functions etc. We shall also use self-explanatory notation as in
R>0, R>0, CRe>0, etc.
A definition will be ended by△, a remark by ⋄, the end-of-proof symbol is .
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1 Time-shift Invariant Operators
In this chapter, we shall present the basic results needed for the remaining parts. In
particular, we introduce the (time) derivative operator on weighted vector-valued L2-
type spaces. We provide an explicit spectral representation for the time derivative via
the Fourier–Laplace transformation. Later on, we present a well-known representation
result for time-shift invariant, causal operators. In the setting presented in this expo-
sition, time-shift invariant, causal operators are equivalently described by bounded
operator-valued, analytic functions of the time derivative. As such, time-shift invari-
ant causal operators form an important class of so-called evolutionary mappings to be
introduced in the next chapter.
1.1 The Time Derivative
time derivative · Young’s inequality · Fourier transformation · Fourier–Laplace transformation ·
Theorem 1.1.6 · Theorem 1.1.11
We start out with the definition of the time derivative. For this, we recall the L2-variant
of the Morgenstern norm known from the classical proof of the Picard–Lindelöf theo-
rem (see [Mor52]): Let ν ∈ R. We define
L2ν(R) := { f ∈ L2loc(R); t 7→ e−νt f (t) ∈ L2(R)}.
With λν being the Lebesgue measure on R with Radon–Nikodym derivative t 7→ e−2νt,
we immediately verify the equality
L2ν(R) = L
2(λν).
Hence, L2ν(R) is a Hilbert space. Henceforth, we will encounter Hilbert space valued
L2ν-functions. That is, for a Hilbert space X, we let
L2ν(X) := L
2
ν(R;X)
:= L2(λν;X)
:= { f : R → X; f measurable, t 7→ ‖ f (t)‖X ∈ L2ν(R)}.
Note that L2ν(R;X) and L
2
0(R;X) = L
2(R;X) are unitarily equivalent. Indeed, the map-
ping of multiplication by t 7→ e−νt, denoted bymν, is the desired unitary operator from
the weighted to the unweighted space: Take f ∈ L2ν(R;X) and compute
‖mν f‖2L2 =
∫
R
‖e−νt f (t)‖2Xdt =
∫
R
‖ f (t)‖2Xe−2νtdt = ‖ f‖2L2ν .
15
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Realizing that mν is a bijection on compactly supported measurable functions, we infer
that the range of mν is dense in L2(R;X). Thus, mν is unitary.
We recall the Sobolev space H1(R;X) of Hilbert space X-valued L2-functions with dis-
tributional derivative representable as L2-function. The exponentially weighted ver-
sion of this Sobolev space can be defined in two ways: either as the unitary image of
H1 or as the space of L2ν-functions with distributional derivative lying in L
2
ν:
Proposition 1.1.1 Let ν ∈ R, X Hilbert space. Then
H1ν(R;X) := { f ∈ L2ν(R;X); f ′ ∈ L2ν(R;X)} = m−ν[H1(R;X)].
Proof Let f ∈ H1ν(R;X). Then mν f ∈ L2(R;X). Moreover, for any φ ∈ C∞c (R) (the
space of smooth functions with compact support), we compute∫
R
φ′mν f =
∫
R
φ′(t)e−νt f (t) dt
=
∫
R
((mνφ)′(t) + νe−νtφ(t)) f (t) dt
=
∫
R
(mνφ)′(t) f (t) + νe−νtφ(t) f (t) dt
= −
∫
R
(mνφ)(t) f ′(t)− νe−νtφ(t) f (t) dt.
Hence, mν f ∈ H1(R;X) and (mν f )′ = mν f ′ − νmν f . Thus, we obtain the inclusion
H1ν(R;X) ⊆ m−ν[H1(R;X)]. On the other hand, let f ∈ m−ν[H1(R;X)] and let g ∈
H1(R;X) be such that f = m−νg. Then, for every φ ∈ C∞c (R), we get∫
R
φ′ f =
∫
R
φ′m−νg
=
∫
R
(m−νφ)′g− νm−νφg
=
∫
R
−m−νφg′ − νφm−νg
=
∫
R
−φm−νg′ − νφm−νg.
Consequently, f ′ = m−νg′ + νm−νg ∈ L2ν(R;X), which yields the assertion. 
With Proposition 1.1.1 at hand, we can define the time derivative.
Definition 1.1.2 Let ν ∈ R, X Hilbert space. We define the graph
∂t,ν := {( f , g) ∈ L2ν(R;X)× L2ν(R;X); g = f ′} ⊆ L2ν(R;X)× L2ν(R;X). △
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1.1 The Time Derivative
By linearity of the distributional derivative, ∂t,ν is a linear relation. Moreover, by
the uniqueness of the weak derivative, ∂t,ν is actually a linear operator. Next, if for
f ∈ H1ν(R;X) we have f ′ = 0 then a short argument shows that f is constant almost
everywhere. The only λν-integrable constant, however, is 0. Thus, ∂t,ν is one-to-one.
But even more is true: One of the key facts used in the following is that ∂t,ν is bound-
edly invertible as an operator in L2ν(R;X). Before stating and proving such a result, we
recall the notion of convolution of two functions.
Definition 1.1.3 Let h : R → C, f : R → X, where X is a Hilbert space. Let t ∈ R and
assume that s 7→ h(t− s) f (s) ∈ L1(R;X). Then define
h ∗ f (t) :=
∫
R
h(t− s) f (s) ds.
△
When it comes to convolutions an inequality due to Young is of prime importance. We
state the inequality in our present context.
Theorem 1.1.4 (Young’s inequality) Let ν ∈ R, X Hilbert space, h ∈ L1(λν), and let
f ∈ L2(λν;X). Then, for almost every t ∈ R, s 7→ h(t− s) f (s) ∈ L1(R;X) and
‖h ∗ f‖L2(λν;X) 6 ‖h‖L1(λν)‖ f‖L2(λν;X).
Proof We compute
‖h ∗ f‖2L2(λν;X)
=
∫
R
‖h ∗ f (t)‖2e−2νt dt
6
∫
R
( ∫
R
‖h(t− s) f (s)‖ ds
)2
e−2νt dt
=
∫
R
( ∫
R
|h(t− s)|e−ν(t−s)‖ f (s)‖e−νs ds
)2
dt
6
∫
R
( ∫
R
|h(t− s)|e−ν(t−s) ds
)( ∫
R
|h(t− s)|e−ν(t−s)‖ f (s)‖2e−2νs ds
)
dt
= ‖h‖2
L1(λν)
∫
R
‖ f (s)‖2e−2νs ds
= ‖h‖2L1(λν)‖ f‖
2
L2(λν;X)
. 
Remark 1.1.5 We shall put Theorem 1.1.4 into an operator-theoretic perspective. The
inequality asserted is the same as saying that the operator of convolution with h is a con-
tinuous mapping in L2ν(R;X) with operator norm bounded by ‖h‖L1(λν). Later on, we
employ this fact, when we recall the convolution theorem in the context of the Fourier
transformation. ⋄
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Next, we provide the result of bounded invertibility of the time derivative, which may
be dated back to [Pic89].
Theorem 1.1.6 Let ν ∈ R \ {0}, X a Hilbert space. Then ∂t,ν is boundedly invertible in
L2ν(R;X) and, for all f ∈ L2ν(R;X), t ∈ R, the formula
∂−1t,ν f (t) =
{∫ t
−∞ f (s) ds, ν > 0,
− ∫ ∞t f (s) ds, ν < 0, (1.1)
as well as the inequality ‖∂−1t,ν ‖ 6 1/|ν| hold true.
Proof To prove that the integrals in (1.1) exist and that the right-hand side of (1.1) de-
fines an element in L2ν(R;X), we use Theorem 1.1.4. In fact, for ν > 0, it is sufficient to
observe that h : t 7→ 1[0,∞)(t) ∈ L1(λν) satisfies ‖h‖L1(λν) = 1/ν as well as
h ∗ f (t) =
∫
R
h(t− s) f (s) ds
=
∫
R
1[0,∞)(t− s) f (s) ds
=
t∫
−∞
f (s) ds (t ∈ R, f ∈ L2ν(X)).
For ν < 0 use h = −1(−∞,0] instead. Once proved that h∗ = ∂−1t,ν , the estimate for the
operator norm follows from Theorem 1.1.4. Next, by Fubini’s Theorem the distribu-
tional derivative of g :=
(
t 7→ ∫ t−∞ f (s) ds) equals f , so ∂t,ν ◦ (h∗) = idL2ν . Another
application of Fubini’s Theorem yields that for any f ∈ dom(∂t,ν) we have
h ∗ ∂t,ν f = h ∗ f ′ = (h ∗ f )′ = f .
Therefore, (h∗) ◦ ∂t,ν = iddom(∂t,ν). 
The main observation needed for the proof of Theorem 1.1.6 is
∂−1t,ν f = h ∗ f , for h =
{
1[0,∞), ν > 0,
−1(−∞,0], ν < 0.
(1.2)
Exploiting equation (1.2) a bit further, we will move on proving an explicit spectral
theorem for ∂−1t,ν , that is, we will show that ∂
−1
t,ν is unitarily equivalent to a multiplica-
tion operator. The unitary operator yielding the spectral representation involves the
Fourier transformation, which will be defined next.
Definition 1.1.7 Let X Hilbert space. We define the Fourier transformation
F : L2(R;X) → L2(R;X)
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as the continuous extension of the operator given by
Fφ(ξ) :=
1√
2pi
∫
R
e−iξtφ(t) dt, ξ ∈ R,
for all integrable measurable functions φ : R → X. △
Remark 1.1.8 (a) We recall that Plancherel’s theorem (for Hilbert space valued func-
tions) states that F is not only continuous but unitary.
(b) For f ∈ L1(R) and g ∈ L2(R;X) the so-called convolution theorem holds, that is,
F( f ∗ g) = √2pi(F f ) · (Fg). In fact, the equality is an application of Fubini’s theorem
for f ∈ L1(R) and g ∈ L1(R;X) ∩ L2(R;X). In particular, for f ∈ L1(R) and all
g ∈ L2(R;X) it follows that
√
2pi‖(F f ) · (Fg)‖L2(R;X) 6
√
2pi‖F f‖∞‖Fg‖L2(R;X)
6 ‖ f‖L1(R)‖g‖L2(R;X)
where ‖F f‖∞ := supξ∈R |(F f )(ξ)|. We read off that the mapping
L2(R;X) ∋ g 7→
√
2pi(F f ) · (Fg) ∈ L2(R;X)
is continuous. Moreover, the latter mapping coincides with the continuous map
L2(R;X) ∋ g 7→ F( f ∗ g) ∈ L2(R;X)
on the dense set L1(R;X) ∩ L2(R;X) ⊆ L2(R;X); thus, F( f ∗ g) = √2pi(F f ) · (Fg) for
all f ∈ L1(R) and g ∈ L2(R;X). ⋄
Being mainly interested in the case of exponentially weighted L2-spaces, we intro-
duce the Fourier–Laplace transformation Lν as an operator from L2ν(R;X) to L
2(R;X),
XHilbert space, ν ∈ R, as follows
Lν := Fmν. (1.3)
As a composition of unitary operators, Lν is unitary itself. In the proof of Theorem
1.1.6, we realized that ∂−1t,ν can be written as a convolution. From Remark 1.1.8(b) we
get that convolutions are multiplication operators on the Fourier transformed side.
Putting these two facts together, we get the desired spectral representation for ∂t,ν as
multiplication operator with a certain function. For stating the result, we introduce Th
the multiplication operator of multiplying by some measurable function h : R → C in
L2(R;X), X a Hilbert space.
Corollary 1.1.9 Let X Hilbert space, ν ∈ R \ {0}. Then the equality
∂−1t,ν = L
∗
νThˆνLν
holds, where Thˆν is the operator of multiplication by the function hˆν : R ∋ ξ 7→ 1/(iξ + ν).
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Proof Recall from equation (1.2), the equality ∂−1t,ν g = h ∗ g for g ∈ L2ν(R;X) with h =
1[0,∞) for ν > 0 or h = −1(−∞,0] for ν < 0. In either case we have
√
2piFmνh = hˆν.
Hence, with m−νF∗ = (Fmν)∗ = L∗ν and using the convolution theorem (Remark
1.1.8(b)) we get for g ∈ L2ν(R;X):
∂−1t,ν g = h ∗ g
= m−νmν(h ∗ g)
= m−ν(mνh ∗mνg)
= m−νF∗F(mνh ∗mνg)
= L∗ν
√
2pi(Fmνh) · (Fmνg)
= L∗νThˆνLνg. 
Remark 1.1.10 Note that Corollary 1.1.9 also contains the spectral representation for
∂t,ν. Indeed, the operator Lν being unitary it suffices to observe T−1hˆν = T1/hˆν , where
T1/hˆν is the operator of multiplying by ξ 7→ iξ + ν. Hence, we get
∂t,ν = L
∗
νT1/hˆνLν.
A consequence of the latter formula is
Re〈∂t,νφ, φ〉 = ν〈φ, φ〉 (φ ∈ dom(∂t,ν)). (1.4)
Indeed, take φ ∈ dom(∂t,ν). Then
Re〈∂t,νφ, φ〉 = Re〈T1/hˆνLνφ,Lνφ〉
= Re〈(ξ 7→ iξ + ν)Lνφ,Lνφ〉
= νRe〈Lνφ,Lνφ〉
= νRe〈φ, φ〉. ⋄
With the help of Corollary 1.1.9 we can define a functional calculus for the operator
∂−1t,ν . Before properly defining the functional calculus, we analyze the spectrum of ∂
−1
t,ν
first. We restrict ourselves to the case ν > 0. Moreover, note that it suffices to state the
scalar case only, as the respective operator defined on X-valued L2ν-functions has the
same spectrum as in the scalar-valued case as long as X is at least one-dimensional. We
denote by B(a, δ) the open ball in C centered at a ∈ C with radius δ > 0. The boundary
of an open set Ω in some underlying topological space is denoted by ∂Ω. The spectrum
of ∂−1t,ν , ν > 0, is as follows.
Theorem 1.1.11 Let ν ∈ R>0. Then σ
(
∂−1t,ν
)
= ∂B(r, r) with r := 1/(2ν).
Lemma 1.1.12 Let ν ∈ R>0. Let hˆν(ξ) = 1/(iξ + ν), ξ ∈ R. Then ran(hˆν) = ∂B(r, r) \
{0} with r := 1/(2ν).
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Proof For proving ran(hˆν) ⊆ ∂B(r, r) \ {0}, we take ξ ∈ R and compute∣∣∣∣ 1iξ + ν − r
∣∣∣∣2 =
∣∣∣∣−iξ + νξ2 + ν2 − 12ν
∣∣∣∣2
=
∣∣∣∣ νξ2 + ν2 − 12ν − i ξξ2 + ν2
∣∣∣∣2
=
(
ν
ξ2 + ν2
− 1
2ν
)2
+
(
ξ
ξ2 + ν2
)2
=
(
ν
ξ2 + ν2
)2
+
(
1
2ν
)2
− 1
ν
ν
ξ2 + ν2
+
(
ξ
ξ2 + ν2
)2
=
(
1
2ν
)2
= r2.
Next, we show ∂B(r, r) \ {0} ⊆ ran(hˆν). For this, let θ ∈ (−pi,pi) and compute
Re
( 1
reiθ + r
)
=
1
r
Re
( e−iθ + 1
|eiθ + 1|
)
=
1
r
( cos(θ) + 1
2+ 2 cos(θ)
)
= ν.

Proof (of Theorem 1.1.11) By Corollary 1.1.9, the operator ∂−1t,ν is unitarily equivalent to
the operator of multiplying by hˆν : ξ 7→ 1/(iξ + ν). The spectrum of a multiplication
operator of multiplying with a continuous function coincides with the closure of the
range of this function. Hence, it suffices to show that ran(hˆν) = ∂B(r, r) \ {0}. The
latter equality, however, has been settled in Lemma 1.1.12. 
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operator-valued functions of time derivative · causal continuous operators ·
translation-invariance · time-shift invariance · Paley–Wiener Theorem · Hardy–Lebesgue space ·
Corollary 1.2.5
In order to put the applications to be discussed later on into a broader perspective, we
introduce operator-valued functions of ∂−1t,ν . For this, in principle, it would be sufficient
to consider functions with domain ∂B(r, r), r = 1/(2ν). We will, however, also ad-
dress causality in our solution theory, which necessitates the consideration of a some-
what different class of functions. We shall provide a proper definition of the notion of
causality next. Afterwards, with the help of a well-established representation theorem,
we motivate this specific class of (operator-valued) functions of ∂−1t,ν . We highlight an
important property of this class (Remark 1.2.4), which will serve as the basis for the
definition of evolutionary mappings.
Definition 1.2.1 Let X, Y Hilbert spaces, ν ∈ R,M : L2ν(R;X) → L2ν(R;Y) bounded, linear.
(a) M is called (forward) causal, if for all t ∈ R we have PtMPt = MPt, where Pt is the
operator T1[t,∞) of multiplication with 1[t,∞);
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(b) M is called translation-invariant (or time-shift invariant), if for all h ∈ R the equality
τhM = Mτh holds true, where τh f (t) := f (t+ h), t ∈ R. △
Remark 1.2.2 Let X, Y be Hilbert spaces, ν ∈ R, M ∈ L(L2ν(X), L2ν(Y)). We define
L2ν(0,∞;X) as the space of L
2
ν(R;X)-functions supported on [0,∞) only.
Assume that M is translation-invariant. Then M is causal iff M maps L2ν(0,∞;X) into
L2ν(0,∞;Y). Indeed, the necessity being trivial, we show the sufficiency next. Let t ∈ R,
and let f ∈ L2ν(R;X). Then
τtPt f = P0τt f ∈ L2ν(0,∞;X).
Thus,MτtPt f ∈ L2ν(0,∞;Y) and, hence,
τtMPt f = MτtPt f
= P0MτtPt f
= P0τtMPt f
= τtPtMPt f .
So,MPt f = PtMPt f yielding the assertion. ⋄
Next, we give a well-known representation theorem for translation-invariant, causal
mappings. We adopt the strategy given in [Wei91] for the proof.
Theorem 1.2.3 Let X, Y Hilbert spaces,M ∈ L(L2(X), L2(Y)). Assume that M is time-shift
invariant and thatM maps L2(0,∞;X) into L2(0,∞;Y). Then there is a unique, bounded and
analytic function M : CRe>0 → L(X,Y) with the following property: For any u ∈ L2(0,∞;X)
we have
(LνMu)(ξ) = M (iξ + ν) (Lνu)(ξ), ξ ∈ R, ν > 0. (1.5)
Remark 1.2.4 In the situation of Theorem 1.2.3 define for ν > 0 the function Mν : R →
L(X,Y) by Mν(ξ) := M(iξ + ν), ξ ∈ R. Then, using our convention for multiplication
operators, we realize that equation (1.5) can be written as
LνMu = TMνLνu (ν > 0, u ∈ L2(0,∞;X)). (1.6)
Equivalently, equation (1.6) may be written as
Mu = L∗νTMνLνu (ν > 0, u ∈ L2(0,∞;X)).
Next, as the left-hand side is translation-invariant, so is the right-hand side, which
yields equality for all u ∈ L2c (R;X), that is, for compactly supported L2-functions. Fur-
thermore, by the boundedness of M, the expression L∗νTMνLν defines a bounded linear
operator from L2ν(X) to L
2
ν(Y). Thus, M defined on L
2
c(R;X) admits a unique continu-
ous extension as an operator on L2ν(R;X) and as such, it coincides with L
∗
νTMνLν. Since
for any u ∈ L2ν(X)∩ L2µ(X)with µ, ν ∈ R we can choose a sequence (un)n∈N in L2c(R;X)
converging in both the spaces L2ν(R;X) and L
2
µ(R;X) to u (e.g. take φ = 1[−1,1] and set
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un := φ(·/n)u, n ∈ N), the respective extensions of M to L2ν(R;X) and L2µ(R;X) coin-
cide on L2ν(R;X) ∩ L2µ(R;X), ν, µ > 0. Write Mν for the closure of M as an operator in
L2ν. Thus, equation (1.6) finally implies
Mν = L∗νTMνLν (ν > 0). (1.7)
We will discuss the property for operators of being continuously extendable to the
spaces L2ν for all sufficiently large ν > 0 in the context of evolutionary mappings later
on. ⋄
The main corollary of Theorem 1.2.3 is the following.
Corollary 1.2.5 Let X, Y Hilbert spaces, ν ∈ R,M ∈ L(L2ν(X); L2ν(Y)) translation-invariant
and causal. Then M extends to an operator in L(L2µ(X), L
2
µ(X)) for all µ > ν and there is a
unique, bounded, analytic M : CRe>ν → L(X,Y) satisfying
(LµMu)(ξ) = M (iξ + µ)Lµu(ξ), ξ ∈ R, µ > ν, (1.8)
for all u ∈ L2µ(R;X). Moreover,
‖M‖L(L2µ(X),L2µ(Y)) 6 sup
z∈CRe>µ
‖M(z)‖L(X,Y) .
Proof First, we observe that N := mνMm−ν ∈ L(L2(X), L2(Y)) is causal. Moreover, N
is translation-invariant. Thus, by Theorem 1.2.3, there exists a mapping N : CRe>0 →
L(X,Y) bounded and analytic with the property that for all u ∈ L2(0,∞;X) we have
(LηNu)(ξ) = N (iξ + η) (Lηu)(ξ), ξ ∈ R, η > 0. (1.9)
The latter equation thus implies that for all ξ ∈ R, η > 0 and u ∈ L2ν(0,∞;X) (use
Lηmν = Lη+ν)
(Lη+νMu)(ξ) = N (iξ + η) (Lη+νu)(ξ)
Setting M(iξ + µ) := N(iξ + η) for all µ = η + ν, η > 0, we get the desired representa-
tion.
For a proof of the uniqueness statement, let M1 : CRe>ν → L(X) be analytic, bounded
and such that (1.8) holds with M replaced by M1. Then, the mapping N1(iξ + η) :=
M1(iξ + η + ν) for all η > 0 satisfies (1.9) with N replaced by N1. By the uniqueness
statement of Theorem 1.2.3 it follows that N1 = N and, hence, M1 = M.
The norm estimate follows from the unitarity of the Fourier–Laplace transformation.
Before we prove Theorem 1.2.3, we want to state a converse to Corollary 1.2.5. This
requires the (vector-valued) Paley–Wiener theorem, see for instance [Wau11, Corollary
1.2.6] for a self-contained proof.
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Theorem 1.2.6 ([Rud87, Chapter 19] and [Pic09, Corollary 2.7]) LetX be a Hilbert space.
Define theHardy–Lebesgue space
H2(X) := { f : CRe>0 → C; f analytic, ‖ f‖H2 := sup
η>0
‖ f (i(·) + η)‖L2(X) < ∞}
endowed with the obvious norm. ThenH2(X) is a Hilbert space and the mapping
L2(0,∞;X) ∋ f 7→ (iξ + η 7→ (Lη f )(ξ)) ∈ H2(X)
is unitary with inverse
H2(X) ∋ f 7→ lim
η→0+
L∗η f (i(·) + η) ∈ L2(0,∞;X).
A converse to Corollary 1.2.5 reads as follows.
Theorem 1.2.7 Let X, Y Hilbert spaces, ν ∈ R. Let G : CRe>ν → L(X,Y) be bounded and
analytic. Then, for any µ > ν the operator given by
L∗µTGµLµ with Gµ(ξ) := G(iξ + µ), ξ ∈ R, (1.10)
defines a causal, translation-invariant, bounded, linear operator on L2µ(R;X).
Proof Addressing translation-invariance first, we realize that for any h ∈ R, we have
for f ∈ L2c(R;X), µ > ν
Lµτh f (ξ) =
1√
2pi
∫
R
e−iξt−µt f (t+ h) dt
=
1√
2pi
∫
R
e−iξ(t−h)−µ(t−h) f (t) dt
= e(iξ+µ)hLµ f (ξ), (h ∈ R, ξ ∈ R),
and so τh = L∗µTtµLµ with tµ(ξ) = e(iξ+µ)h, ξ ∈ R, h ∈ R. Thus,
L∗µTGµLµτh = L
∗
µTGµTtµLµ = L
∗
µTtµTGµLµ = τhL
∗
µTGµLµ.
Next, we prove causality. By Remark 1.2.2, it suffices to show that L∗µTGµLµ leaves
functions supported on [0,∞) invariant. For this, take f ∈ L2µ(0,∞;X). Then, by def-
inition, mµ f ∈ L2(0,∞;X). Hence, using the Paley–Wiener Theorem 1.2.6, we infer
that
CRe>0 ∋ iξ + η 7→ (F(mµ f ))(ξ − iη) := (Lη(mµ f ))(ξ)
belongs to the Hardy–Lebesgue space H2(X). The boundedness and analyticity of G
implies that TGµ mapsH
2(X) into H2(Y) in the sense that if g ∈ H2(X) then
(
TGµg : CRe>0 → Y, (iξ + η) 7→ G(iξ + µ + η)g(iξ + η)
)
∈ H2(Y).
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Again referring to Theorem 1.2.6, we get F∗(TGµ(F(mµ f ))) ∈ L2(0,∞;Y), or, equiva-
lently,
L∗µTGµLµ f ∈ L2µ(0,∞;Y),
which yields the desired invariance property for the operator under consideration. The
boundedness of L∗µTGµLµ is obvious from the boundedness of G. 
Remark 1.2.8 Let ν > 0. By Lemma 1.1.12, the sets CRe>ν and B(r, r) with r = 1/(2ν)
are biholomorphically mapped to one another by z 7→ 1/z. Hence, the conclusion in
Corollary 1.2.5 might also be written as that (apart from continuous extendability of
M) there exists a unique bounded analytic M : B(r, r) → L(X) satisfying
(LµM
µu)(ξ) = M (1/(iξ + µ))Lµu(ξ), ξ ∈ R, µ > 1/(2r), (1.11)
for all u ∈ L2µ(R;X), or, with Remark 1.2.4,
Mµu = L∗µM(hˆµ)Lµu (µ > ν, u ∈ L2µ(R;X)), (1.12)
where hˆµ(ξ) = 1/(iξ + µ) and z 7→ M(hˆµ)(z) := M(hˆµ(z)), µ > ν. ⋄
Next, we prove Theorem 1.2.3 along the lines of [Wei91]. The first preparatory result is
the following lemma. For s ∈ C we put
e−s : R → C, t 7→
{
0, t < 0,
e−st, t > 0.
Lemma 1.2.9 ([Wei91, Remark 1.1]) Let s ∈ CRe>0, z ∈ L2(0,∞). Assume that for all
h > 0, we get τhz = e−shz on [0,∞). Then there is a unique a ∈ C such that z = ae−s.
Proof At first note that z ∈ L1(0,∞). Indeed, we compute
∞∫
0
|z(t)| dt =
∞
∑
n=0
n+1∫
n
|z(t)| dt =
∞
∑
n=0
1∫
0
|z(n+ t)| dt
=
∞
∑
n=0
1∫
0
|e−snz(t)| dt =
∞
∑
n=0
1∫
0
e(−Re s)n|z(t)| dt
6
∞
∑
n=0

 1∫
0
e(−Re s)2n dt

1/2 ‖z‖L2
=
∞
∑
n=0
(
e(−Re s)
)n ‖z‖L2 = ‖z‖L2 11− e−Re s < ∞.
With the help of the dominated convergence theorem, we realize that
Z : t 7→
∞∫
t
z(τ) dτ
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is continuous. Moreover, for t > 0, we infer
Z(t) =
∞∫
t
z(τ) dτ =
∞∫
0
z(τ + t) dτ = e−stZ(0).
We read off that Z is indefinitely differentiable. But, taking φ ∈ C∞c (0,∞), we also
realize that
∞∫
0
φ′Z =
∞∫
0
φ′(t)
∞∫
t
z(τ) dτ dt =
∞∫
0
τ∫
0
φ′(t) dt z(τ) dτ =
∞∫
0
φz
which yields se−stZ(0) = −Z′(t) = z(t) for almost every t ∈ R>0. 
The author is indebted to Sascha Trostorff for providing the latter short proof.
Lemma 1.2.10 Let X, Y Hilbert spaces, Φ : X → L2(0,∞;Y) bounded and (anti-) linear, s ∈
CRe>0. Assume that for every w ∈ X there exists a unique vw ∈ Y such that Φ(w) = e−svw.
Then X ∋ w 7→ vw ∈ Y is (anti-) linear and continuous.
Proof (Anti-) linearity of w 7→ vw follows from the respective property of Φ. Next, let
w ∈ X. We estimate
‖vw‖2 = 2Re s‖vw‖
2
2Re s
= 2Re s
∞∫
0
‖vwe−st‖2 dt
= 2Re s
∞∫
0
‖Φ(w)(t)‖2 dt = 2Re s‖Φ(w)‖2 6 2Re s‖Φ‖2‖w‖2,
which yields the assertion. 
Lemma 1.2.11 ([Wei91, Lemma 2.1]) Let X Hilbert space, s ∈ CRe>0 and z ∈ L2(0,∞;X).
Assume that for all h > 0, we get τhz = e−shz on [0,∞). Then there exists a unique v ∈ X
such that z = e−sv.
Proof Define Φ : X× L2(0,∞;X) → L2(0,∞) by Φ(w, y)(t) := 〈w, y(t)〉X for a.e. t ∈ R,
w ∈ X, y ∈ L2(0,∞;X). The Cauchy-Schwarz inequality implies the boundedness of
the sesquilinear mapping Φ with bound 1. Furthermore, note that for h ∈ R>0, we
have
τhΦ(w, z) = Φ(w, τhz) = Φ(w, e
−shz) = e−shΦ(w, z) (w ∈ X, z ∈ L2(0,∞;X)).
Hence, by Lemma 1.2.9, for any w ∈ X there exists aw ∈ C such that Φ(w, z) = awe−s.
By Lemma 1.2.10 applied to Φ(·, z) in the position of Φ and a(·) in place of v(·), we infer
that v : X ∋ w 7→ aw defines a bounded, anti-linear functional. We identify v ∈ X with
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its Riesz image. It now remains to show z = e−sv. For this, we observe for all w ∈ X
the equality
Φ(w, z)(t) = awe−s(t) = 〈w, v〉e−s(t) = 〈w, (ve−s)(t)〉 = Φ(w, (ve−s))(t) (1.13)
for a.e. t ∈ R. Next, we observe for α ∈ L2(0,∞),w ∈ X, y ∈ L2(0,∞;X)
〈Φ(w, y), α〉L2(0,∞) =
∞∫
0
〈w, y(t)〉∗Xα(t) dt =
∞∫
0
〈y(t),w〉Xα(t) dt = 〈y, αw〉L2(0,∞;X).
In particular, putting α = 1E for some E ⊆ [0,∞) bounded, measurable, and y = z, we
get for w ∈ Xwith the help of equation (1.13)
〈z,1Ew〉 = 〈Φ(w, z),1E〉 = 〈Φ(w, ve−s),1E〉 = 〈ve−s,1Ew〉.
As the set {1Ew; E ⊆ [0,∞) bounded, measurable,w ∈ X} is separating for the space
L2(0,∞;X), the assertion follows. 
We are now in the position to prove Theorem 1.2.3.
Proof (of Theorem 1.2.3) We note that as an operator in L2(R;X) we have that τ∗−h = τh
for all h ∈ R. Thus, asM is translation-invariant, so isM∗. In particular, for w ∈ Y and
h ∈ R>0 denoting by Pt the multiplication by 1[t,∞), we get
τhP0M
∗e−sw = P−hτhM∗e−sw
= P−hM∗τhe−sw
= P−hM∗e−she−sw
= e−shP−hM∗e−sw (s ∈ CRe>0).
Thus,
τhP0M
∗e−sw = e−shP0M∗e−sw on [0,∞).
Hence, by Lemma 1.2.11 applied to z = P0M∗e−sw, for s ∈ CRe>0 and for all w ∈ Y
there exists a unique vw ∈ X with P0M∗e−sw = e−svw. Applying Lemma 1.2.10 to
Φ(w) = P0M
∗e−sw, we get that G(s) : w 7→ vw is continuous for all s ∈ CRe>0. In
particular, note that we get for all w ∈ Y, s ∈ CRe>0,
‖G(s)w‖X =
√
2Re(s)|‖e−sG(s)w‖L2(0,∞;X)
=
√
2Re(s)‖M∗e−sw‖L2(0,∞;X)
6
√
2Re(s)‖M∗‖L(L2(Y),L2(X))‖e−sw‖L2(0,∞;Y)
= ‖M‖L(L2(X),L2(Y))‖w‖Y,
which implies the boundedness of CRe>0 ∋ s 7→ G(s) ∈ L(Y,X).
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Next, let u ∈ L2(0,∞;X). We observe for s = iξ + ν ∈ CRe>0 and w ∈ Y by the first part
of the proof that
〈w,LνMu(ξ)〉Y = 〈eiξ−νw,Mu〉L2(Y)
= 〈M∗e−s∗w, u〉L2(X)
= 〈M∗e−s∗w, P0u〉L2(X)
= 〈P0M∗e−s∗w, u〉L2(X)
= 〈e−s∗G(s∗)w, u〉L2(X)
= 〈e−s∗w, (t 7→ G(s∗)∗u(t))〉L2 (Y)
= 〈w, (LνG(s∗)∗u)(ξ)〉Y = 〈w,G(s∗)∗(Lνu)(ξ)〉Y (1.14)
Setting M(iξ + ν) := G((iξ + ν)∗)∗, we infer the equality asserted in the theorem to be
proved. For analyticity, we realize by putting u = e−1v for some v ∈ X into (1.14) and
using Lνe−1(ξ) = 1√2pi
1
iξ+ν+1 =
1√
2pi
1
s+1 ,
〈w,G(s∗)∗v〉Y =
√
2pi(s+ 1)〈e−s∗w,Mu〉L2(Y). (1.15)
Since u is supported on [0,∞), thus, so is Mu by hypothesis. Hence, the mapping
CRe>0 ∋ s 7→ 〈e−s∗w,Mu〉L2(Y) is analytic, by Lebesgue’s dominated convergence
theorem. Thus, the right-hand side of (1.15) is analytic in s. As this argument ap-
plies to all w ∈ Y, v ∈ X, the mapping M is analytic on the L(X,Y)-norming set
{N 7→ 〈w,Nv〉Y;w ∈ Y, v ∈ X} ⊆ L(X,Y)′ . This, together with the boundedness of
M, where the boundedness we have proved already, is sufficient for analyticity of M,
see [ABHN11, Proposition A.3]. This finishes the proof. 
1.3 Comments
As already mentioned the idea of discussing the time derivative in weighted spaces
dates back to (at least as early as) the work of Morgenstern ([Mor52]), where an ex-
ponentially weighted norm on the space of continuous functions was used to deduce
existence and uniqueness of solutions of ordinary differential equations. Since then
many people studied differential equations in weighted spaces. However, the core
idea of discussing the derivative operator with this particular weight has been less
prominent. In the late 1980’s Rainer Picard ([Pic89]) studied integral transforms and
their relation to explicit spectral theorems for differential operators. In these stud-
ies it then turned out that the Fourier–Laplace transformation (see (1.3)) is the unitary
transformation realizing the spectral representation as amultiplication operator for the
derivative on the weighted L2-type spaces L2ν(R;X), ν ∈ R.
Wewill demonstrate that the freedom in the choice of the parameter ν together with the
estimate ‖∂−1t,ν ‖ 6 1/|ν| yields an easily accessible way of discussing ordinary differen-
tial equations in a L2-type setting. We sketch a solution theory for possibly nonlinear
ordinary differential equations as follows. Let F : Cd → Cd be Lipschitz continuous,
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with the property F(0) = 0. Then for all ν ∈ R, it is easy to see that the Nemitskii-
operator NF induced by F, that is,
NF : L
2
ν(R;C
d) → L2ν(R;Cd), φ 7→ (t 7→ F(φ(t)))
is Lipschitz continuous as well. Next, let f ∈ L2(0,∞;Cd) ⊆ ⋂ν>0 L2ν(R;Cd), we want
to find u : R → Cd, which is locally weakly differentiable such that
u′(t) = F(u(t)) + f (t) (t ∈ R). (1.16)
The latter equation interpreted in L2ν(R;C
d) is the same as
∂t,νu = NF(u) + f .
Thus, multiplying by ∂−1t,ν , we get
u = ∂−1t,ν NF(u) + ∂
−1
t,ν f =: Φν(u),
which is a fixed point problem for u ∈ L2ν(R;Cd). Once we show that there exists ν > 0
such that Φν is a strict contraction, the existence of a weakly differentiable function u
for (1.16) is warranted. But, if |F|Lip is a Lipschitz constant for F, then |F|Lip is also a
Lipschitz constant for NF. Hence, for u, v ∈ L2ν(R;Cd), we obtain
‖Φν(u)−Φν(v)‖L2ν = ‖∂−1t,ν NF(u)− ∂−1t,ν NF(v)‖L2ν
6
1
ν
‖NF(u) − NF(v)‖L2ν 6
|F|Lip
ν
‖u− v‖L2ν .
Therefore, choosing ν large enough yields that Φν is a strict contraction and (1.16) can
be solvedwith the help of the contraction mapping theorem. The application presented
is a first of many others. In fact, it is possible to extend these ideas in such a way that it
leads to a unified solution theory for delay differential equations, that include discrete
and continuous delays as well as neutral equations, see [KPS+13].
This line of ideas has further applications. Indeed, starting out from the observation
that ∂−1t,ν is the convolution with the Heaviside function (see Theorem 1.1.6), it is possi-
ble to extend this unified way of looking at problems of the ordinary delay differential
type to a Banach space setting, see [PTW14a].
Another class tractable with this approach is the class of so-called (ordinary) integro-
differential equations, that is, equations where the right-hand side of (1.16) is replaced
by some integral expression involving u. A prominent example are convolutions with
respect to the time variable. These convolutions may be written as a multiplication by
some function in Fourier space by the convolution theorem, see Remark 1.1.8. More-
over, they can be represented as certain functions of ∂−1t,ν as in (1.12) in combination
with Corollary 1.1.9, that is, in the form
M(∂−1t,ν ) := L
∗
νM(hˆν)Lν (1.17)
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for some appropriate M. We refer to [Tro15b, PTW15a, Wau14b] for a thorough treat-
ment of this type of functions of ∂−1t,ν and applications to partial differential equations.
A specific integral operator is the fractional time derivative ([PTW15a, Wau14b]), ∂αt,ν,
which also falls into the class of operators that admit a representation as in (1.17)
for some bounded, analytic function M. Indeed, for α ∈ (−∞, 0] the operator ∂αt,ν is
translation-invariant and causal by Theorem 1.2.7. A detailed look at ∂αt,ν shows that,
in fact, if applied to functions being supported on (0,∞) only, the resulting operator
is the Riemann-Liouville fractional derivative, see also [PTW15a, p 3143] or [Tsa14]. It
should be noted that this fractional derivative has also been discussed with regards to
numerical analysis, see [Rub15].
The representation theorem proved in this chapter, Theorem 1.2.3, has major appli-
cations in control and system theory. It is used in the representation theory for shift-
invariant causal systems and is related to the description of the input-output relation of
control systems by means of their so-called transfer function. We refer to the references
in [Wei91] for a more detailed account of that.
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In this chapter we provide the notion of evolutionary mappings. With regards to appli-
cations discussed later on, it is of interest whether the operators considered in certain
L2ν-type spaces are actually “independent” of ν: Given an operator S, which is densely
defined and continuous in both the spaces L2ν(R) and L
2
µ(R) for µ 6= ν, it is a priori
unclear, whether the respective continuous extensions, denoted by Sν and Sµ coincide
on the intersection of their respective domains, that is, on L2ν(R) ∩ L2µ(R). The most
prominent examples of such S are solution operators to certain (abstract) partial dif-
ferential equations. Defining evolutionary mappings in Section 2.1, we will obtain the
desired independence result upon assuming one additional property for S. The addi-
tional property is (forward) causality, which is defined in Section 2.3 for evolutionary
mappings.
2.1 Evolutionary Mappings
standard causal domains D(X), Dν(X) · standard evolutionary mappings
In Remark 1.2.4, we pointed out an important property of causal, translation-invariant
mappings, namely the property of being extendable to continuous operators on L2µ
for all µ > ν. Though lacking the property of translation-invariance, multiplication
operators are still causal and enjoy the same property of being extendable to the L2ν-
scale for all ν ∈ R:
Example 2.1.1 Let X, Y Hilbert spaces, ν ∈ R, and let M : R → L(X,Y) be strongly
measurable and bounded. Then
M : L2ν(R;X) → L2ν(R;Y), f 7→ (t 7→ M(t) f (t))
defines a bounded linear operator satisfying
‖M‖ 6 esssupt∈R ‖M(t)‖.
Assume, in addition, thatM is strongly differentiable, with bounded derivative, that is,
for u ∈ X the mapping t 7→ M(t)u is differentiable and t 7→ (M(·)u)′(t) is bounded for
every u. As a pointwise limit of measurable mappings, the mapping (t 7→ (M(·)u)′(t))
is measurable itself. Hence, X ∋ u 7→ (t 7→ (M(·)u)′(t)) ∈ L∞(R;Y) is well-defined.
Moreover, by the mean-value inequality, this mapping is closed and continuous by the
closed graph theorem. Thus, the mapping
M′ : L2ν(R;X) → L2ν(R;Y), v 7→ (t 7→ (M(·)v(t))′ (t))
is well-defined and continuous. Moreover, for f ∈ dom(∂t,ν) we get M f ∈ dom(∂t,ν)
and ∂t,νM f = M′ f +M∂t,ν f . ⋄
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Note that the operator norm of the multiplication operator introduced in Example 2.1.1
is independent of the chosen ν ∈ R. We recall that causal, translation-invariant map-
pings have an operator norm being decreasing in ν. In fact, this is the upshot of Corol-
lary 1.2.5. Given an operator acting on the whole scale (L2ν(R))ν∈R, the operator norm
need not be decreasing in general, as the following example shows.
Example 2.1.2 Let h ∈ R and for ν ∈ R let τh,ν : L2ν(R) → L2ν(R), f 7→ f (· + h). Then,
‖τh,ν‖ = ehν. This implies that ‖τh,ν‖ → ∞ as long as νh > 0 and |ν| → ∞. Hence, in
particular, ‖τh,ν‖ → ∞ if h > 0 and ν → ∞. Note that the operator τh,ν is causal if and
only if h < 0. ⋄
We raise the idea of extendability to an operator acting continuously on L2ν(R;X) for
all ν large enough with operator norm “fairly independent” of ν to the main definition
of this section:
Definition 2.1.3 (evolutionary mappings) Let X,YHilbert spaces, ν ∈ R. We call a linear
mapping
S : dom(S) ⊆ ⋂
µ>ν
L2µ(R;X) →
⋂
µ>ν
L2µ(R;Y) (2.1)
evolutionary (at ν), if dom(S) is dense in L2µ(R;X) for all µ > ν, S extends to a bounded
linear operator Sµ from L2µ(R;X) to L
2
µ(R;Y) for all µ > ν and is such that
lim sup
µ→∞
‖Sµ‖L(L2µ(R;X),L2µ(R;Y)) < ∞.
The continuous extension of S to some L2µ will be denoted by S
µ, and, if there is no risk of
confusion, we will re-use the notation S. We set
Lev,ν(X,Y) := {S; S is as in (2.1) and is evolutionary at ν};
Lev,ν(X) := Lev,ν(X,X). △
Note that Lev,ν(X,Y) ⊆ Lev,µ(X,Y) for all µ > ν.
Example 2.1.4 Let X, YHilbert spaces.
(a) Let ν ∈ R, M ∈ L(L2ν(X), L2ν(Y)) be translation-invariant and causal. Then M with
dom(M) = L2c(R;X) is evolutionary at ν. Indeed, this is Corollary 1.2.5.
(b) Let M : R → L(X) be strongly measurable and bounded. Then the induced multi-
plication operator M as introduced in Example 2.1.1 is evolutionary if endowed with
the domain L2c(R;X).
(c) Let h ∈ R. Then the time-shift τh with the domain L2c(R;X) is evolutionary if and
only if h 6 0, see Example 2.1.2. ⋄
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Evolutionary mappings will play the central role throughout this exposition. In ap-
plications, constitutive relations or material laws can be realized as evolutionary map-
pings. Moreover, we will show that for given (ordinary/partial) differential equations
modeling physical processes the respective solution operators will be evolutionary
mappings itself. So, it is of interest to study sum, product and inverses of evolutionary
mappings and to address the question, whether the resulting operators are evolution-
ary again. However, we want to stress two subtleties in this context.
(a) If we are given an evolutionary mapping S, its adjoint S∗ is, in general, not evo-
lutionary again: Indeed, acting on different Hilbert space, it is a priori unclear what
operator an adjoint of S would be. So, in fact, the adjoint of S computed in L2ν(R;X)
and L2µ(R;X) for both µ, ν large enough, µ 6= ν, might differ from one another. An
example is the time-shift again, see Example 2.1.2: τ∗h,ν = τ−h,νe
2hν, ν, h ∈ R.
(b) The sum of two evolutionary mappings need not be densely defined any more.
Indeed, take the time-shift τh for h < 0. Consider τ
(1)
h and τ
(2)
h as the operator acting
as τh but with
dom(τ(1)h ) = L
2
c(R) (2.2)
and
dom(τ(2)h ) = lin{t 7→ tne−(t+δ)
2/2; δ ∈ R, n ∈ N0}. (2.3)
Then, by the density of (linear combinations of) Hermite functions in L2(R), it is easy
to see that dom(τ(2)h ) is dense in L
2
ν(R) for all ν ∈ R. Also note that only the zero
element in dom(τ(2)h ) is compactly supported: For this let g ∈ dom(τ
(2)
h ) have compact
support. Then there are polynomials p1, . . . , pn : R → C and real numbers −∞ < δ1 <
· · · < δn < ∞ with
g(t) =
n
∑
j=1
pj(t)e
−(t+δj)2/2 =
n
∑
j=1
pj(t)e
−t2/2−δjt−δ2j /2 (t ∈ R).
For t ∈ R large enough, setting qj := e−δ
2
j /2pj, j ∈ {1, . . . , n}, we get
et
2/2+δ1tg(t) = 0 =
n
∑
j=1
qj(t)e
−(δj−δ1)t = q1(t) +
n
∑
j=2
qj(t)e
−(δj−δ1)t.
Hence, as t → ∞ we have ∑nj=2 qj(t)e−(δj−δ1)t → 0 and, thus, q1(t) = 0. Continuing in
this manner, we infer q2 = · · · = qn = 0. Thus, g = 0. But, all functions in L2c(R) are
compactly supported, and so dom(τ(1)h + τ
(2)
h ) = {0}. Hence,
τ
(1)
h + τ
(2)
h = 0 ⊂ 2τh.
In order to circumvent the last problem, we will seek a possibility to endow an evo-
lutionary mapping with a standard domain. It turns out that this can be done, if we
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assume causality for the evolutionary mapping under consideration. However, note
that in Definition 1.2.1, we have defined causality for closed continuous mappings
only. The definition of an adapted version of causality for closable operators is post-
poned to Section 2.2. But, a first link of evolutionarity and causality can be given right
away.
Remark 2.1.5 Let X, Y Hilbert spaces, ν ∈ R, S ∈ Lev,ν(X,Y) and assume that for
all t ∈ R the set dom(SQt) ∩ dom(S) is dense in L2µ(R;X0) for µ > ν1, where Qt
is the operator T1(−∞,t] of multiplication by 1(−∞,t]. Then S
µ is causal for all µ > ν:
Since Lev,ν ⊆ Lev,µ, it suffices to prove that Sν is causal. For this, let f ∈ L2ν(R;X),
t ∈ R and assume that Qt f = 0. We choose ( fn)n in dom(SQt) ∩ dom(S) such that
fn → f in L2ν(R;X) as n → ∞. For all n ∈ N we have Qt fn = fn − Pt fn ∈ dom(S),
Pt := 1−Qt = T1(t,∞), and
Pt fn → Pt f = f (n → ∞)
in L2ν(R;X). In particular, the latter implies that gn := Pt fn approximates f in L
2
µ(R;X)
for all µ > ν. Now, we follow the idea of [KPS+13, Proof of Theorem 4.5]. For this let
φ ∈ L2c(R;Y) with support bounded above by t. For µ > ν we get that∣∣∣〈Sν f , φ〉L2(R;Y)∣∣∣ = limn→∞ |〈Sνgn, φ〉|
= lim
n→∞ |〈Sgn, φ〉|
6 lim
n→∞ ‖Sgn‖L2µ‖φ‖L2−µ
6 ‖S‖L(L2µ) ‖ f‖L2µ‖φ‖L2eµt
= ‖S‖L(L2µ) ‖ f (·+ t)‖L2µ‖φ‖L2
Letting µ → ∞, we deduce that 〈Sν f , φ〉L2(Y) = 0. Hence, Sν f = 0 on (−∞, t], that is,
QtS
ν f = 0 or SνPt f = PtSνPt f since Pt f = f . The latter yields causality, see Definition
1.2.1. ⋄
The key observation of the latter remark is that certain conditions on the domain of
evolutionary mappings result in the causality of the closure of these mappings. A
prototype of such a domain is given next.
Definition 2.1.6 Let X, Y Hilbert spaces, ν ∈ R. Then the set
Dν(X) :=
⋂
µ>ν
L2µ(R;X)
is called standard causal domain (at ν); we set D(X) :=
⋂
ν∈R Dν(X). We call a map
S ∈ Lev,ν(X,Y) standard evolutionary (at ν), if dom(S) is the standard causal domain (at
ν). We define the set of all standard evolutionary mappings
Lsev,ν(X,Y) := {S; S standard evolutionary at ν},
Lsev(X,Y) :=
⋃
ν∈R
Lsev,ν(X,Y),
Lsev,ν(X) := Lsev,ν(X,X), Lsev(X) := Lsev(X,X). △
1dom(τ(1)h ) from (2.2) meets and dom(τ
(2)
h ) from (2.3) violates this assumption.
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Standard evolutionary mappings are closed under vector space operations and com-
position:
Proposition 2.1.7 Let X, Y, Z Hilbert spaces, ν ∈ R, S,T ∈ Lsev,ν(X,Y), U ∈ Lsev,ν(Y,Z),
α ∈ C. Then
(a) S+ αT ∈ Lsev,ν(X,Y),
(b) US ∈ Lsev,ν(X,Z).
Proof The statement in (a) is easy. For (b), we observe that if f ∈ Dν(X) = dom(S),
then, by the evolutionarity of S, S f ∈ ⋂µ>ν L2ν(Y) = Dν(Y) = dom(U). The remaining
norm estimate follows from the submultiplicativity of the operator norm. 
We will elaborate more on evolutionary mappings once we discussed causality for
closable mappings in the next section.
2.2 Causality for Closable Mappings
resolution space · causal · characterization of densely defined operators with causal closure ·
strongly causal · Theorem 2.2.9
In order to motivate the upcoming notion of causality, we recall that for a Hilbert space
X, and some ν ∈ R, we say a mapping S ∈ L(L2ν(R;X)) is causal (see Definition 1.2.1),
if
PtSPt = SPt (t ∈ R), (2.4)
where Pt is the operator of multiplication by 1(t,∞). If now S is defined on a proper do-
main in L2ν(R;X) the way of defining causality just mentioned has the drawback that
dom(SPt) may only consist of the 0 function, see (2.3) for a possible domain. Hence,
every continuous mapping endowed with such a domain would be causal, if (2.4) char-
acterized causality also for closable mappings. Anticipating the latter, we seek a dif-
ferent notion of causality, which for closed, continuous maps yields the same. For this,
we discuss (2.4) in more detail: Introducing Qt := 1− Pt, we get that, equivalently to
(2.4), for all t ∈ R the equality
QtS = QtSQt (2.5)
or, for all f ∈ L2ν(R;X), the implication
Qt f = 0 =⇒ QtS f = 0 (2.6)
hold true.
Yet another reformulation of (2.6) or (2.5) is that for all φ ∈ BL2ν(X), BL2ν(X) the unit ball
of L2ν(X), there exists C > 0 such that for all f ∈ L2ν(R;X) we have
|〈QtS f , φ〉| 6 C‖Qt f‖. (2.7)
Indeed, the latter estimate follows from (2.5) and implies (2.6), which, in turn, implies
(2.5). The continuity estimate in (2.7), however, is the starting point for defining causal-
ity for closable mappings.
Beforehand, we introduce the concept of a resolution space.
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Definition 2.2.1 ([Sae70]) Let X be a Hilbert space, let (Qt)t∈R in L(X) be a resolution of
the identity, that is, for all t ∈ R the operator Qt is an orthogonal projection, ran(Qt) ⊆
ran(Qs) if and only if t 6 s and Qt converges in the strong operator topology to 0 and 1 if
t → −∞ and t → ∞, respectively. The pair (X, (Qt)t) is called resolution space. △
In what follows we provide the notion of causality for closable mappings. We stick to
the linear case here. For a possible way to define the respective concept for non-linear
mappings as well, we refer to [Wau15].
Definition 2.2.2 Let (X, (Qt)t), (Y, (Rt)t) resolution spaces, D ⊆ Y, S : dom(S) ⊆ X→ Y
linear. We say that S is causal on D, if for all r > 0, t ∈ R, φ ∈ D there exists C > 0 such
that for all f ∈ BS(0, r) we have
|〈RtS f , φ〉| 6 C‖Qt f‖,
where BS(0, r) := { f ∈ dom(S); ‖ f‖2 + ‖S f‖2 < r2}. If D = Y, then we say that S is
causal. △
Remark 2.2.3 (a) Another way of expressing causality in Definition 2.2.2 is that the
mapping
(BS(0, r), |Qt (· − ·)|) → (Y, |〈Rt (· − ·) , φ〉|)
f 7→ S f ,
is Lipschitz continuous for all φ ∈ D, r > 0.
(b) If in Definition 2.2.2 the operator S is also continuous, then BS(0, r)may be replaced
by BX(0, r)∩ dom(S), the open r-ball in X intersected with the domain of S. Indeed, by
continuity of S, we have BS(0, r) ⊆ BX(0, r) ∩ dom(S) ⊆ BS(0,Cr) for some C > 0. ⋄
The notion of causality for closable operators coincides with the one for closed opera-
tors:
Theorem 2.2.4 ([Wau15, Theorem 1.7]) Let (X, (Qt)t), (Y, (Rt)t) resolution spaces. Let
the operator S : dom(S) ⊆ X → Y be linear and closable. Then the following statements
are equivalent:
(i) for all f ∈ dom(S), t ∈ R, we have that Qt f = 0 implies RtS f = 0;
(ii) S is causal;
(iii) there exists D ⊆ Y dense such that S is causal on D.
Theorem 2.2.4 also admits a generalization to the Banach space case. In this exposition,
however, it is sufficient to consider the Hilbert space case only. The somewhat more
involved version of Theorem 2.2.4 (including an adapted version of causality) for the
general Banach space case can be found in [Wau15].
For the proof of Theorem 2.2.4, we need some prerequisites. Note that the next lemma
has already been proven in the first few lines of this section for the case of continuous
S with dom(S) = X:
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Lemma 2.2.5 ([Wau15, Lemma 1.9]) Let (X, (Qt)t) and (Y, (Rt)t) be resolution spaces. Let
S : dom(S) ⊆ X → Y linear and closed. Then the following assertions are equivalent:
(i) for all f ∈ dom(S), t ∈ R, we have that Qt f = 0 implies RtS f = 0;
(ii) S is causal;
(iii) there exists D ⊆ Y dense such that S is causal on D.
Proof The implication “(ii)⇒(iii)” is trivial. Assume that (iii) holds. Let f ∈ dom(S)
with Qt f = 0 for some t ∈ R. By hypothesis, for all t ∈ R and φ ∈ D, we find C > 0
such that
|〈RtSg, φ〉| 6 C‖Qtg‖ (g ∈ BS(0, ‖ f‖+ 1))
So, 〈RtS f , φ〉 = 0. As φ ∈ D is arbitrary, and D is dense, we get RtS f = 0. Hence, (i)
follows.
For the sufficiency of (i) for (ii), we show that S violates the condition stated in (i)
provided S is not causal. For this, let r > 0, t ∈ R, φ ∈ X and ε > 0 such that for all
n ∈ N there is fn ∈ BS(0, r) with
‖Qt fn‖ 6 1
n
and |〈RtS fn, φ〉| > ε.
By boundedness of ( fn)n and (S fn)n, there exists a subsequence (nk)k of (n)n, such
that ( fnk)k, and (S fnk )k weakly converge. By linearity and closedness of S, S is weakly
closed. Hence, we deduce that f := w- limk→∞ fnk ∈ dom(S) and w- limk→∞ S fnk =
S f . By (weak) continuity of Qt we get
‖Qt f ‖ 6 lim inf
k→∞
‖Qt fnk‖ = 0.
Now, from
|〈RtS f , φ〉| = lim
k→∞
|〈RtS fnk , φ〉| > ε
we read off that S does not satisfy (i). 
Lemma 2.2.6 ([Wau15, Lemma 1.10]) Let (X, (Qt)t), (Y, (Rt)t) be resolution spaces, and
S : dom(S) ⊆ X → X closable, D ⊆ X. Then the following statements are equivalent.
(i) S is causal on D;
(ii) S is causal on D.
Proof Let r > 0, t ∈ R. Then BS(0, r) is dense in BS(0, r) with respect to |Qt(· − ·)|.
Indeed, for ε > 0, f ∈ BS(0, r) there exists g ∈ BS(0, r) such that
| f − g|+ ∣∣S f − Sg∣∣ 6 ε.
In particular, we have |Qt( f − g)| 6 ‖Qt‖ ε. Assuming the validity of (i), we see that
(BS(0, r), |Qt(· − ·)|) → (X, |〈Rt(· − ·), φ〉|), f 7→ S f
is Lipschitz continuous on the dense subset BS(0, r) for all φ ∈ D. This implies (ii), see
also Remark 2.2.3. The converse is trivial. 
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Proof (of Theorem 2.2.4) By Lemma 2.2.5, condition (i) is equivalent to causality of S and
to causality of S on some dense set, the latter two properties are, in turn, equivalent to
causality of S (condition (ii)) and causality of S on some dense set D (condition (iii)),
respectively, by Lemma 2.2.6. 
For applications discussed later on, we give an instant of an example for closable causal
mappings.
Proposition 2.2.7 Let (X, (Qt)t) a resolution space, S : dom(S) ⊆ X → X linear. Assume
for every t ∈ R the inequality
|〈QtS f , f 〉| > c〈Qt f , f 〉
for some c > 0 and all f ∈ dom(S). Then S−1 defines a linear mapping and is causal.
Furthermore, S−1 satisfies the inequality
|〈QtS−1g, φ〉| 6 ‖φ‖
c
‖Qtg‖ (t ∈ R, φ ∈ X, g ∈ ran(S)). (2.8)
Proof First of all, we verify that S is one-to-one. For this, we have to verify that
ker(S) = {0}. Let f ∈ ker(S). Then for all t ∈ R we have
0 = |〈QtS f , f 〉| > c〈Qt f , f 〉.
Letting t → ∞, we infer ‖ f‖2 = 0. We are left with showing (2.8), which is also
sufficient for causality of S−1. For this, let t ∈ R, φ ∈ X, g ∈ ran(S). We compute,
using the hypothesis,
|〈Qtg,QtS−1g〉| = |〈Q2t g, S−1g〉|
= |〈Qtg, S−1g〉|
> c〈QtS−1g, S−1g〉
= c〈QtS−1g,QtS−1g〉 = c‖QtS−1g‖2.
Hence,
|〈QtS−1g, φ〉| 6 ‖QtS−1g‖‖φ‖ 6 ‖φ‖
c
‖Qtg‖. 
In view of the applications to follow, the inequality that has been shown for S−1 is often
satisfied. That is why, we introduce a concept slightly stronger than causality.
Definition 2.2.8 Let (X, (Qt)t), (Y, (Rt)t) be resolution spaces, S : dom(S) ⊆ X → Y lin-
ear. Then we call S strongly causal, if for all t ∈ R there exists C > 0 such that for all
f ∈ dom(S)
‖RtS f‖ 6 C‖Qt f‖. △
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The next theorem is the reason, why the notion just introduced is so important for
applications. Namely, for continuous mappings, causality and strong causality are the
same.
Theorem 2.2.9 Let (X, (Qt)t), (Y, (Rt)t) resolution spaces, S : dom(S) ⊆ X → Y densely
defined, linear, continuous. Then the following conditions are equivalent:
(i) for all f ∈ X, t ∈ R we have Qt f = 0 implies RtS f = 0;
(ii) S is causal;
(iii) S is causal on D for some D ⊆ Y dense;
(iv) S is strongly causal;
(v) for all t ∈ R, we have RtSQt = RtS;
(vi) for all t ∈ R, we have (1− Rt)S(1− Qt) = S(1−Qt).
Proof Using that dom(S) = X as S is continuous and densely defined, the equivalence
of (i), (ii), and (iii) has been established in Theorem 2.2.4. The equivalence of (v) and
(vi) is an easy computation. Moreover, linearity of S implies that (i) is necessary for
(v). But, if (i) holds, then from f = Qt f + (1−Qt) f and using that Qt(1−Qt) = 0, we
infer
RtS f = RtS(Qt f + (1−Qt) f ) = RtSQt f + RtS(1−Qt) f = RtSQt f ( f ∈ X),
which is (v).
Next, clearly, (iv) is sufficient for (ii) and, assuming (v), we get for all f ∈ X
‖RtS f‖ = ‖RtSQt f‖ 6 ‖RtS‖‖Qt f‖ 6 ‖S‖‖Qt f‖,
which implies (iv). 
2.3 Causality for Evolutionary Mappings
causal evolutionary mappings are standard evolutionary · closures of standard evolutionary
mappings are independent of ν · standard evolutionary mappings form a vector space · closable
evolutionary · criterion for inverses being standard evolutionary · bounded sets of evolutionary
mappings · Theorem 2.3.12
In this section, we combine the results from Sections 2.1 and 2.2. An important result of
this section is Theorem 2.3.4 together with Proposition 2.3.7, that is, roughly speaking,
• causal evolutionary mappings are essentially the same as standard evolutionary
mappings, (Theorem 2.3.4)
• the closure of a causal, evolutionary mapping is widely independent of the expo-
nential weight (Proposition 2.3.7).
To begin with we define causality for evolutionary mappings.
Definition 2.3.1 Let X, Y Hilbert spaces, Qt := T1(−∞,t), ν ∈ R. Then both the spaces
(L2ν(R;X), (Qt)t) and (L
2
ν(R;Y), (Qt)t) are resolution spaces. Let S ∈ Lev,ν(X,Y). We call S
causal, if S is causal considered as a mapping from L2ν(R;X) to L
2
ν(R;Y). △
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Proposition 2.3.2 Let X, Y be Hilbert spaces, ν ∈ R, S ∈ Lev,ν(X,Y) causal. Then, for all
µ > ν, S ∈ Lev,µ(X,Y) is causal.
Proof As S is evolutionary, we are in the position to apply Theorem 2.2.9 to S consid-
ered as a mapping from L2ν(X) to L
2
ν(Y). Thus, for all t ∈ R, φ ∈ L2c(R;Y) there exists
C > 0 such that
|〈QtS f , φ〉L2ν | 6 C‖Qt f‖L2ν ( f ∈ dom(S)) (2.9)
But, as S is evolutionary, dom(S) ⊆ L2ν ∩ L2µ. Hence, for f ∈ dom(S),
‖Qt f‖2L2ν =
t∫
−∞
‖ f (τ)‖2e−2ντdτ =
t∫
−∞
‖ f (τ)‖2e−2µτe2(µ−ν)τdτ 6 ‖Qt f‖2L2µe
2(µ−ν)t.
Thus, using that multiplication by the exponential function is a bijection on L2c(R;Y),
we infer from (2.9) for all t ∈ R, φ ∈ L2c(R;Y), there exists C > 0 such that
|〈QtS f , φ〉L2µ | 6 Ce(µ−ν)t‖Qt f‖L2µ ( f ∈ dom(S)),
which implies that S as a mapping in L2µ is causal on L
2
c(R;Y). Hence, S is causal in L
2
µ,
by Theorem 2.2.4. 
Recall that the condition of being standard evolutionary, that is, being evolutionary
with the standard causal domain Dν(X) =
⋂
µ>ν L
2
µ(X) as underlying domain of defi-
nition, results in causality:
Proposition 2.3.3 Let X, Y Hilbert spaces, S ∈ Lsev(X,Y). Then S ∈ Lev,ν(X,Y) is strongly
causal for all ν ∈ R large enough.
Proof By Remark 2.1.5, Sν (the closure of S in L2ν) is causal for all ν large enough. Hence,
the assertion follows from Proposition 2.3.2 and Theorem 2.2.9. 
Next, we will seek to prove the following converse of the latter proposition.
Theorem 2.3.4 Let X, Y Hilbert spaces, ν ∈ R, S ∈ Lev,ν(X,Y) causal. Then
T := {( f , g); f ∈ Dν(X) ∧ ∃µ > ν : g = Sµ f} ∈ Lsev,ν(X,Y).
Moreover, for all µ > ν: Tµ = Sµ.
Definition 2.3.5 Let X, Y Hilbert spaces, ν ∈ R, S ∈ Lev,ν(X,Y) causal. We call T as defined
in Theorem 2.3.4 the standard realization of S. △
We remark here that Theorem 2.3.4 implicitly asserts that T defines a right-unique re-
lation, that is, a mapping. Theorem 2.3.4 also serves as a justification for treating stan-
dard evolutionary mappings later on, only. Furthermore, in view of Theorem 2.3.4, we
shall even employ the custom to consider causal evolutionary mappings and standard
evolutionary mappings as synonymous. The first step for the proof of Theorem 2.3.4 is
to show that T is right-unique.
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Lemma 2.3.6 Let µ, ν ∈ R, µ > ν, X,Y Hilbert spaces. Let both Sν ∈ L(L2ν(X), L2ν(Y)),
Sµ ∈ L(L2µ(X), L2µ(Y)) be causal. Assume there is D ⊆ L2ν(X) ∩ L2µ(X) dense in L2µ(R;X)
with the property that Sν|D = Sµ|D. Then Sµ and Sν coincide on the set L2ν(X) ∩ L2µ(X).
Proof Let f ∈ L2ν(X)∩ L2µ(X), t ∈ R. Let Qt be the operator of multiplication by 1(−∞,t].
By hypothesis, there exists ( fn)n in D such that fn → f in L2µ(X) as n → ∞. Hence,
Qt fn → Qt f in L2ν(X) ∩ L2µ(X) as n → ∞. Hence, for n ∈ N,
QtSµQt fn = QtSµ fn = QtSν fn = QtSνQt fn.
As both the left-hand and the right-hand side of the latter equality converge in L2loc(X),
their respective limits coincide. So,
QtSµ f = QtSµQt f = QtSνQt f = QtSν f .
Since the rationale presented applies to all t ∈ R, the claim is proved. 
Proposition 2.3.7 Let ν ∈ R, X,Y Hilbert spaces. Let S ∈ Lev,ν(X,Y) causal. Then Sν and
Sµ, the closures of S in L2ν and L
2
µ, respectively, coincide on L
2
ν(X) ∩ L2µ(X), µ > ν.
Proof As S is evolutionary, dom(S) ⊆ L2ν ∩ L2µ is dense in both L2µ and L2ν. The respective
continuous extensions Sν and Sµ are causal, by Proposition 2.3.2 and Theorem 2.2.9. Sν
and Sµ coincide on dom(S) and, thus, on the intersection of the respective domains, by
Lemma 2.3.6. 
Proof (of Theorem 2.3.4) Proposition 2.3.7 implies that T is well-defined. Note that this
also settles evolutionarity of T. In particular, we get that T is standard evolutionary at
ν. The last assertion, Tµ = Sµ, µ > ν, can be seen as follows. By definition, for all µ > ν
we have Tµ|Dν = Sµ|Dν . So, Tµ = Sµ asDν(X) is dense in L2µ(X). 
Basically, Proposition 2.3.7 asserts that the closures of evolutionary (and causal) map-
pings do not depend on the particular realization in some L2ν, that is, on the exponen-
tial weight parametrized by ν. Theorem 2.3.4 contains the prototype of domains causal
evolutionary mappings may be endowed with.
Another consequence of Theorem 2.3.4 is the inclusion Lsev,ν ⊆ Lsev,µ, µ > ν, in the
following sense:
Corollary 2.3.8 Let X, Y Hilbert spaces, ν, µ ∈ R, µ > ν, S ∈ Lsev,ν(X,Y). Then S ⊆ T,
where T ∈ Lsev,µ(X,Y) is the standard realization of S considered as evolutionary at µ.
In the sense of Corollary 2.3.8, any standard evolutionary mapping at ν may be consid-
ered as standard evolutionary at µ > ν, we shall do so in the following. This custom
enables us to ease the formulations of several statements. For instance, a reformulation
of Proposition 2.1.7 reads as follows.
Proposition 2.3.9 Let X, Y, Z Hilbert spaces, S,T ∈ Lsev(X,Y), U ∈ Lsev(Y,Z), α ∈ C.
Then S+ αT ∈ Lsev(X,Y) and US ∈ Lsev(X,Z).
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In order to develop a solution theory for certain differential equations, apart from the
Hadamard requirements of unique existence of solutions that depend continuously on
the data, we ask for causality of the solution operator. Moreover, the solution operator
should be widely independent of the exponential weight, which results in the require-
ment of evolutionarity for the solution operator. For (abstract) ordinary differential
equations with potentially infinite-dimensional state spaceX, the solution operator can
be computed explicitly as a composition (of inverses) of causal evolutionary mappings,
see Chapter 3.
The next theorem should be viewed in the context of Proposition 2.3.9. Indeed, with
additional regards to Theorem 2.3.4, causal evolutionary mappings are closed under
composition and addition. The next theorem complements these statements, by giving
a criterion for an inverse being causal and evolutionary. Before giving the precise state-
ment, we need to introduce a slightly more general concept than that of evolutionary
mappings.
Definition 2.3.10 Let X, Y Hilbert spaces, ν ∈ R. We call
B : dom(B) ⊆ ⋂
µ>ν
L2µ(R;X) →
⋂
µ>ν
L2µ(R;Y)
closable evolutionary (at ν), ifB is linear, dom(B) dense in L2µ(R;X) and that for all µ > ν
dom(B) ⊆ L2µ(R;X) → L2µ(R;Y), f 7→ B f
is closable. Again, we denote by Bµ the respective closure of B, µ > ν. We set
Cev,ν(X,Y) := {B;B closable evolutionary at ν}; Cev,ν(X) := Cev,ν(X,X). △
Example 2.3.11 Let X, YHilbert spaces, ν ∈ R.
(a) RecallDν(X) =
⋂
µ>ν L
2
µ(X). Then
∂ˇt,ν :=
⋂
µ>ν
∂t,ν = {( f , g); f , g ∈ Dν(X), g = f ′}
is closable evolutionary at ν > 0. Note that ∂t := ∂ˇt :=
⋂
µ>0 ∂t,µ is also closable
evolutionary at ν > 0.
(b) Let A : dom(A) ⊆ X → Y be a densely defined, closable, linear operator. Then
the (abstract multiplication) operator A given by A f := (t 7→ A f (t)) for functions f
with bounded support and assuming values in dom(A) is closable as an operator in
L2µ, µ ∈ R. Denoting by Aµ the respective closure, we see that
Aˇ :=
⋂
µ∈R
Aµ
is closable evolutionary at ν. We will also just write A for Aˇ.
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(c) If B ∈ Cev,ν(X,Y), then
Bˇν :=
⋂
µ>ν
Bµ
is closable evolutionary at ν as well. ⋄
Theorem 2.3.12 Let X Hilbert space, ν ∈ R, B ∈ Cev,ν(X). Assume there exists c > 0 such
that for all µ > ν, t ∈ R,
Re〈QtB f , f 〉L2µ(X) > c〈Qt f , f 〉L2µ(X) ( f ∈ dom(B)),
where Qt is multiplication by 1(−∞,t). Assume, in addition, that ran(B) is dense in L2µ(R) for
all µ > ν.
Then S := B−1 is evolutionary at ν and causal. Moreover, for all µ1, µ2 > ν, we have that
Sµ1 = Sµ2 on L2µ1(X) ∩ L2µ2(X).
Proof Existence and causality ofB−1 as a mapping in L2µ(R;X) follow from Proposition
2.2.7. In fact, for all µ > ν the inequality
|〈QtB−1g, φ〉| 6 ‖φ‖
c
‖Qtg‖ (t ∈ R, φ ∈ L2µ(R;X), g ∈ dom(B−1))
holds true. Hence, by letting t → ∞ and computing the supremum over φ with norm
1, we arrive at
lim sup
µ→∞
‖B−1‖L2µ(X)→L2µ(X) 6 1/c.
This, together with the density of dom(S) = ran(B) in L2µ(R;X) establishes evolution-
arity and causality of S. Let µ1 > µ2 > ν. Then, by Proposition 2.3.2, S ∈ Lev,µ2(X) is
causal. Hence, Sµ1 coincides with Sµ2 on L2µ1(X) ∩ L2µ2(X), by Proposition 2.3.7. 
The condition on the density of the range of B can be dropped, if B is assumed to be
continuous:
Corollary 2.3.13 Let X Hilbert space, ν ∈ R, B ∈ Lev,ν(X). Assume there exists c > 0 such
that for all µ > ν, t ∈ R,
Re〈QtB f , f 〉L2µ(X) > c〈Qt f , f 〉L2µ(X) ( f ∈ dom(B)),
where Qt is multiplication by 1(−∞,t).
Then S := B−1 is evolutionary at ν and causal. Moreover, for all µ1, µ2 > ν, we have that
Sµ1 = Sµ2 on L2µ1(R;X) ∩ L2µ2(R;X).
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For the proof of Corollary 2.3.13, it is sufficient to observe that the inequality assumed
implies (as t → ∞):
Re〈B f , f 〉L2µ(X) > c〈 f , f 〉L2µ(X) ( f ∈ dom(B)),
Thus, the needed density result for the application of Theorem 2.3.12 follows from the
following observation:
Proposition 2.3.14 Let X be a Hilbert space, B a densely defined, linear operator in X satisfy-
ing
Re〈Bφ, φ〉 > c〈φ, φ〉 (2.10)
for all φ ∈ dom(B) and some c > 0. Then B is closable.
If, in addition,
|〈B∗ψ,ψ〉| > c〈ψ,ψ〉 (2.11)
for all ψ ∈ dom(B∗), then 0 ∈ ρ(B), ‖B−1‖ 6 1/c, and ran(B) is dense in X.
If B is continuous, then (2.10) implies (2.11).
Proof We address closability first. The Banach space version of the closability result
can be found in [Bey07, Theorem 4.2.5]. Assume B not to be closable. Then we find
(φn)n in dom(B) converging to 0 ∈ Xwith the property that (Bφn)n converges to some
non-zero ψ ∈ X. Without restriction, ‖ψ‖ = 1. By the density of dom(B), there exists
ζ ∈ dom(B) with ‖ψ − ζ‖ < 1/2. Hence, ‖ζ‖ > 1/2. Next, for all β > 0 and n ∈ N,
we obtain due to (2.10)
∥∥ζ − 1
β
φn
∥∥ 6 ∥∥ζ − 1
β
φn + βB
(
ζ − 1
β
φn
)∥∥ = ∥∥ζ − 1
β
φn + βBζ − Bφn
∥∥.
Letting n → ∞ and afterwards β → 0, we obtain
1
2
< ‖ζ‖ 6 ‖ζ − ψ‖ < 1
2
,
a contradiction, yielding closability.
Next, the inequality (2.10) for B implies the same for B (for all φ ∈ dom(B)). Hence,
B is one-to-one and the, thus, existing inverse has an operator-norm bounded by 1/c.
Moreover, the same inequality implies the closedness of the range of B. Hence, for
showing 0 ∈ ρ(B) we are left with showing that B is, in fact, onto. For this, we recall
the orthogonal decomposition X = ran(B) ⊕ ker(B∗). So, the inequality assumed for
B∗ implies that B∗ is one-to-one, and, hence, ker(B∗) is trivial, implying
X ⊇ ran(B) = ran(B) ⊇ ran(B) = X.
The latter settles both the density of ran(B) in X as well as 0 ∈ ρ(B). 
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The author is indebted to Sascha Trostorff for spotting a flaw and stating a simpler
argument compared to an earlier version of the latter proposition. Sebastian Mildner
eventually found the source [Bey07], which settled an issue concerning the closability
statement.
In order to apply the following concept right away in the beginning of Chapter 3, we
conclude with some convergence aspects of evolutionary mappings. Later on, we will
deal with these issues in more detail. We introduce the notion of boundedness and
convergence of standard evolutionary mappings.
Definition 2.3.15 Let X, Y be Hilbert spaces. A subset S ⊆ Lsev,ν(X,Y) is called bounded
if
sup
µ>ν
sup
S∈S
‖S‖L2µ < ∞.
We say S ⊆ Lsev(X,Y) is bounded, if there exists ν ∈ R such that S ⊆ Lsev,ν(X,Y) is
bounded. A family (Sι)ι∈I in Lsev(X,Y) is called bounded if {Sι; ι ∈ I} is bounded.
Let (Sn)n∈N in Lsev(X,Y), T ∈ Lsev(X,Y). We say that (Sn)n∈N is convergent to T (or
(Sn)n converges to T), Sn→T (n → ∞), if there exists ν ∈ R such that
S
µ
n → Tµ in L(L2µ(X), L2µ(Y)) as n → ∞,
for all µ > ν. △
2.4 Comments
The notion of evolutionary mappings is inspired by the term ‘evolutionary’ introduced
in [PM11]: It roots in determining the ‘time-like’ directions in a given partial differen-
tial expression with constant coefficients. For sake of presentation, we think of a poly-
nomial p in d variables with formally inserted the partial derivatives ∂1, . . . , ∂d leading
to
p(∂1, . . . , ∂d) = ∑
α∈Nd0
cα(∂1, . . . , ∂d)
α,
where we employed multiindex notation and assume that all but finitely many cα ∈ C
are 0. Next, for given f consider the problem of finding u such that
p(∂1, . . . , ∂d)u = f . (2.12)
We might try setting up a solution theory for (2.12). Similar to the ordinary differential
equations case in the previous comments section, we seek a solution u in an exponen-
tially weighted space for every variable, that is, in a tensor product space
⊗d
j=1 L
2
wj
(R)
for w = (w1, . . . ,wd) ∈ Rd. So, applying the Fourier–Laplace transformation in each
variable and using Remark 1.1.10, we get that (2.12) reads
p(iξ1 +w1, . . . , iξd + wd)uˆ(ξ1, . . . , ξd) = fˆ (ξ1, . . . , ξd) (ξ1, . . . , ξd ∈ R) (2.13)
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for appropriate uˆ and fˆ . Therefore, solving for u in (2.12) leads to inverting p(iξ1 +
w1, . . . , iξd + wd) for all ξ1, . . . , ξd ∈ R. To make this procedure well-defined, we ask
p(iξ1 + w1, . . . , iξd + wd) 6= 0 for one w = (w1, . . . ,wd) ∈ Rd and all (ξ1, . . . , ξd) ∈ Rd.
Following [PM11, Definition 3.1.14], we let w ∈ Rd, |w| = 1, and call p(∂1, . . . , ∂d)
evolutionary in direction w, if there exists ν ∈ R such that for all µ > ν the polynomial
Rd ∋ ξ 7→ p(iξ + µw) ∈ C has no zeros. When discussing so-called ‘canonical forms’
of differential expressions, the direction of evolutionarity is singled out as the direction
of time, see [PM11, Section 3.1.7]. We shall also refer to [PM11, Section 3.1.6], where
evolutionarity is discussed in view of the classical classification of partial differential
equations into elliptic, parabolic and hyperbolic.
In the framework presented in this exposition, the direction of time is already given
and modeled by the direction of the real line in the first variable of the space L2ν(R;X).
Thus, similar to [PM11], the remaining variables are thought of being contained in
X, the Hilbert space describing ‘spatial coordinates’. Followed by the introduction of
evolutionarity in [PM11], causality of evolutionary partial differential expressions has
been discussed as well. The definition of causality is similar to the one in Definition
1.2.1 but formulated for mappings from the space of distributions to the space of dis-
tributions (see [PM11, Definition 3.1.47]), see also Remark 2.1.5. The theorem of Paley–
Wiener (Theorem 1.2.6) has proven to be useful in showing causality already in [PM11,
pp 134], or [Pic09]. It rests on the usage of the Fourier–Laplace transformation. For
non-autonomous problems this strategy, however, may not be applicable any more.
Hence, we developed a framework which enables us to discuss and prove causality
without employing the Fourier–Laplace transformation for the general setting of evo-
lutionary mappings discussed here.
The question of whether a closable mappings admits a causal closure has been ad-
dressed in the time translation-invariant case in the community of control and systems
theory, see [JP00]. The method of choice for answering this question is the (Fourier–
)Laplace transformation or the z-transformation for discrete-time settings. In [Wau15],
we gave a possible characterization of operators admitting a causal closure without
asking for time-shift invariance. We also developed a Banach space analogue for this
characterization.
The independence of the exponential weight for certain solution operators of certain
partial differential equations has been addressed in [PM11, Theorem 6.1.4], [Tro13b,
Lemma 3.6] for the time-shift invariant case. Hence, naturally, the arguments in [PM11,
Tro13b] employ the Fourier–Laplace transformation. In [KPS+13, Theorem 4.6] the
same question is discussed for possibly non-linear ordinary delay differential equa-
tions. In [Wau14c, Section 4] the independence of exponential weight has been shown
for a specific class of linear non-autonomous partial differential equations. The line of
ideas in [Wau14c] together with [Wau15] have then eventually lead to the treatment
developed here.
There is also a huge theory of causal differential equations with a focus on ordinary
differential equations in a Banach space setting developed in [LLDM09] and the refer-
ences given there. We shall also refer to the references given in [Wau15] for the treat-
ment of causal mappings in other settings.
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Equations
The aim of this chapter is to prove two well-posedness statements for evolutionary
equations. In very abstract terms, we will consider operator equations of the type
Bu = f (3.1)
for B being defined in some L2ν(R;X), X Hilbert space. So, we address conditions on
the continuous invertibility of B.
Assuming conditions on the structure of B, we will consider both ordinary and par-
tial differential equations. More precisely, by assuming that B is a sum of products
of certain operators, we will provide conditions on the constituents of this composure
yielding a solution theory for (3.1). Here, in a solution theory, we gather the three
Hadamard requirements, that is, existence, uniqueness of solutions as well as contin-
uous dependence on the data. Furthermore, we want the solution operator S = B−1
once existent to be causal. Moreover, being realized in certain weighted L2ν-spaces we
want S to be fairly independent of ν, that is, if S existed in L2ν and L
2
µ then S should be
a well-defined mapping on L2ν ∪ L2µ. The latter fact is properly restated as that the real-
izations Sν and Sµ of S on L2ν and L
2
µ, respectively, should coincide on L
2
ν ∩ L2µ. Hence,
asking for a solution theory of (3.1), amounts to the question of whenB−1 = S is evolu-
tionary at some ν and causal or, equivalently (cf. Proposition 2.3.3 and Theorem 2.3.4),
is standard evolutionary.
In consequence, both the treatments of ordinary and partial differential (evolutionary)
equations discussed are similar to one another: In a preparatory step, we will show
continuous invertibility of a certain operator in some L2ν(X)-space. This settles the
three Hadamard requirements of existence and uniqueness as well as the continuous
dependence on the data. The concluding step will be to apply the results derived in
the preparatory step to (standard) evolutionary mappings and to show that the corre-
sponding solution operator is standard evolutionary itself.
3.1 Ordinary Differential Equations
solution theory for ordinary differential equations · Theorem 3.1.4
In order to further illustrate the notion of evolutionary mappings and some of the
main ideas of the solution theory to be developed for non-autonomous evolutionary
equations, we stick to a specific class of evolutionary equations first. The class to be
discussed in this section is the one of abstract ordinary differential equations with pos-
sibly infinite-dimensional state space.
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Theorem 3.1.1 Let X, Y Hilbert spaces, ν, c0, c1 > 0. Let M ∈ L(L2ν(R;X)) and let N =
(Nij)i,j∈{0,1} ∈ L(L2ν(X× Y)). Assume
Re〈Mφ, φ〉L2ν(X) > c0〈φ, φ〉L2ν(X), Re〈N11ψ,ψ〉L2ν(Y) > c1〈ψ,ψ〉L2ν(Y) (3.2)
for all (φ,ψ) ∈ L2ν(X× Y). Further assume the validity of the estimate
c1‖N00‖+ ‖N01‖‖N01‖ < νc0c1. (3.3)
Then the operator
B := ∂t,ν
(
M 0
0 0
)
+
(
N00 N01
N10 N11
)
defined in L2ν(X×Y) with domain dom
(
∂t,ν
(
M 0
0 0
))
is continuously invertible. Moreover, the
estimate∥∥∥(B−1(∂t,ν 00 1
)
−
(
M−1 0
−N−111 N10M−1 N−111
) )∥∥∥
6
c1‖N01‖+ ‖N01‖‖N10‖
c0c
2
1ν
+
θ
1− θ
( 1
c0
+
‖N01‖
c0c1ν
+
‖N10‖
c0c1
+
‖N01‖‖N10‖
c0c
2
1ν
)
,
with θ = (c1‖N00‖+ ‖N01‖‖N01‖)/(νc0c1) holds true.
Remark 3.1.2 The strategy of the proof of Theorem 3.1.1 will be based on an explicit
computation of B−1. In fact, we will show that
B−1
(
∂t,ν 0
0 1
)
=
(
M−1 0
−N−111 N10M−1 N−111
)
+
(
0 −M−1∂−1t,ν N01N−111
0 N−111 N10M
−1∂−1t,ν N01N
−1
11
)
+
∞
∑
k=1
(
TkM−1 −TkM−1∂−1t,ν N01N−111
−N−111 N10TkM−1 N−111 N10TkM−1∂−1t,ν N01N−111
)
,
where we set T = −(∂t,νM)−1R as well as R = N00 −N01N−111 N10 and the series being
convergent in operator norm. ⋄
In the next statement, we will treat the case Y = {0} in a slightly more general setting.
Lemma 3.1.3 Let X Hilbert space. Let D be a densely defined, closed linear operator in X
mapping onto X, M,N ∈ L(X), cd, cm > 0. Assume for all φ ∈ dom(D)
Re〈Dφ, φ〉 > cd〈φ, φ〉, Re〈Mφ, φ〉 > cm〈φ, φ〉. (3.4)
If, in addition, the estimate
‖N‖ < cdcm (3.5)
holds, then B := DM− N is continuously invertible in X,
B−1 =
∞
∑
k=0
(
(DM)−1N
)k
(DM)−1, and ‖B−1‖ 6 1
cdcm − ‖N‖ .
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Proof By hypothesis both D and M are continuously invertible. Moreover, the esti-
mates ‖D−1‖ 6 1/cd, ‖M−1‖ 6 1/cm hold, which is a consequence of (3.4), see
Proposition 2.3.14. From (3.5) it follows that ‖(DM)−1N‖ 6 c−1d c−1m ‖N‖ =: θ <
1. Hence, with the help of the Neumann series we get continuous invertibility of
(1− (DM)−1N). As a composition of continuously invertible operators, we infer con-
tinuous invertibility of B = (DM)(1− (DM)−1N). Moreover, we compute
B−1 = (1− (DM)−1N)−1(DM)−1 =
∞
∑
k=0
(
(DM)−1N
)k
(DM)−1.
In order to prove the estimate asserted in the lemma, we observe
‖B−1‖ = ∥∥ ∞∑
k=0
(
(DM)−1N
)k
(DM)−1
∥∥
6
∞
∑
k=0
∥∥((DM)−1N)k(DM)−1∥∥
6
1
cdcm
∞
∑
k=0
θk
=
1
cdcm
1
1− θ =
1
cdcm − ‖N‖ . 
Proof (of Theorem 3.1.1) To begin with, note that by Lemma 3.1.3, applied to D = ∂t,ν,
M = M, N = R = N00 −N01N−111 N10 the operator
B˜ := ∂t,νM+N00 −N01N−111 N10
is continuously invertible in L2ν(X) since for cm = c0, cd = ν (cf. (1.4)) and
‖R‖ = ‖N00 −N01N−111 N10‖ 6 ‖N00‖+ ‖N01‖c−11 ‖N10‖ (3.6)
the needed estimate in Lemma 3.1.3 is warranted by hypothesis. One immediately
verifies the computation
B =
(
∂t,νM+N00 N01
N10 N11
)
=
(
1 N01N
−1
11
0 1
)(
B˜ 0
0 N11
)(
1 0
N−111 N10 1
)
.
Hence, B is a composition of continuously invertible operators and, thus, B is contin-
uously invertible. Next, we compute B−1. For this, we employ again Lemma 3.1.3 to
get
B˜−1 =
∞
∑
k=0
(− (∂t,νM)−1R)k(∂t,νM)−1 = ∞∑
k=0
(− (∂t,νM)−1R)kM−1∂−1t,ν .
49
3 Solution Theory for Evolutionary Equations
Hence, we obtain
B−1
=
(
1 0
−N−111 N10 1
)(
B˜−1 0
0 N−111
)(
1 −N01N−111
0 1
)
=
∞
∑
k=0
(
1 0
−N−111 N10 1
)((− (∂t,νM)−1R)kM−1∂−1t,ν 0
0 0kN−111
)(
1 −N01N−111
0 1
)
=
∞
∑
k=0
(
1 0
−N−111 N10 1
)((− (∂t,νM)−1R)kM−1 0
0 0kN−111
)(
∂−1t,ν −∂−1t,ν N01N−111
0 1
)
=
∞
∑
k=0
(
1 0
−N−111 N10 1
)((− (∂t,νM)−1R)kM−1 0
0 0kN−111
)(
1 −∂−1t,ν N01N−111
0 1
)
×
(
∂−1t,ν 0
0 1
)
.
In the series expression for B−1
(
∂t,ν 0
0 1
)
just derived, the summand for k = 0 reads
as (
1 0
−N−111 N10 1
)(
M−1 0
0 N−111
)(
1 −∂−1t,ν N01N−111
0 1
)
=
(
M−1 0
−N−111 N10M−1 N−111
)
+
(
0 −M−1∂−1t,ν N01N−111
0 N−111 N10M
−1∂−1t,ν N01N
−1
11
)
. (3.7)
The norm of the second summand in (3.7) is bounded above by
1
c0c1ν
‖N01‖+ 1
c0c
2
1ν
‖N01‖‖N10‖.
Next, for k > 1, we compute using T = −(∂t,νM)−1R(
1 0
−N−111 N10 1
)(
TkM−1 0
0 0
)(
1 −∂−1t,ν N01N−111
0 1
)
=
(
1 0
−N−111 N10 1
)(
TkM−1 −TkM−1∂−1t,ν N01N−111
0 0
)
=
(
TkM−1 −TkM−1∂−1t,ν N01N−111
−N−111 N10TkM−1 N−111 N10TkM−1∂−1t,ν N01N−111
)
. (3.8)
Thus, with the help of estimate (3.6), we obtain
‖T‖ = ‖(∂t,νM)−1R‖ 6 1
νc0
(
‖N00‖+ ‖N01‖c−11 ‖N10‖
)
=: θ.
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Therefore, for any k ∈ N>1 an estimate for the operator norm of the matrix given in
(3.8) reads∥∥∥∥∥
(
TkM−1 −TkM−1∂−1t,ν N01N−111
−N−111 N10TkM−1 N−111 N10TkM−1∂−1t,ν N01N−111
)∥∥∥∥∥
6 θk
( 1
c0
+
‖N01‖
c0c1ν
+
‖N10‖
c0c1
+
‖N01‖‖N10‖
c0c
2
1ν
)
.
So, for the expression
(
B−1
(
∂t,ν 0
0 1
)
−
(
M−1 0
−N−111 N10M−1 N−111
) )
⊆
(
0 −M−1∂−1t,ν N01N−111
0 N−111 N10M
−1∂−1t,ν N01N
−1
11
)
+
∞
∑
k=1
(
TkM−1 −TkM−1∂−1t,ν N01N−111
−N−111 N10TkM−1 N−111 N10TkM−1∂−1t,ν N01N−111
)
,
we find
∥∥B−1(∂t,ν 0
0 1
)
−
(
M−1 0
−N−111 N10M−1 N−111
)∥∥
6
1
c0c1ν
‖N01‖+ 1
c0c
2
1ν
‖N01‖‖N10‖
+
∞
∑
k=1
θk
( 1
c0
+
‖N01‖
c0c1ν
+
‖N10‖
c0c1
+
‖N01‖‖N10‖
c0c
2
1ν
)
=
c1‖N01‖+ ‖N01‖‖N10‖
c0c
2
1ν
+
θ
1− θ
( 1
c0
+
‖N01‖
c0c1ν
+
‖N10‖
c0c1
+
‖N01‖‖N10‖
c0c
2
1ν
)
. 
We conclude this section with the solution theory for linear abstract ordinary differen-
tial equations in the context of evolutionary mappings:
Theorem 3.1.4 LetX,YHilbert spaces,M ∈ Lsev(X), andN = (Nij)i,j∈{0,1} ∈ Lsev(X×Y).
Assume that there exists c > 0 such that for all (φ,ψ) ∈ dom(M)× dom(N11) the positive
definiteness conditions
Re〈QtMφ, φ〉L2ν(X) > c〈Qtφ, φ〉L2ν(X), Re〈QtN11ψ,ψ〉L2ν(Y) > c〈Qtψ,ψ〉L2ν(Y) (3.9)
hold for all t ∈ R and eventually all ν large enough, where Qt is multiplication by 1(−∞,t).
Then the operator
B := ∂t,ν
(
M 0
0 0
)
+
(
N00 N01
N10 N11
)
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is one-to-one in L2ν(X× Y) for all ν satisfying (3.9) and
c‖Nν00‖+ ‖Nν10‖‖Nν01‖ < νc2.
Moreover, B−1 ∈ Lsev(X× Y) and we have
lim sup
ν→∞
∥∥∥(B−1(∂t,ν 00 1
)
−
(
M−1 0
−N−111 N10M−1 N−111
) )∥∥∥
L(L2ν(X×Y))
= 0. (3.10)
Proof By Corollary 2.3.13, both M−1 and N−111 are evolutionary and causal. Thus, by
Theorem 2.3.4, (the standard realization of) M−1 and N−111 are standard evolutionary.
In order to apply Theorem 3.1.1 in the present context, we need to warrant inequality
(3.3), that is, we need to show that
c‖Nν00‖+ ‖Nν10‖‖Nν01‖ < νc2 (3.11)
for eventually all ν large enough. But, note that the left-hand side of the latter in-
equality remains bounded as ν → ∞ since N is evolutionary. The right-hand side,
however, blows up as ν → ∞. Hence, for eventually all ν large enough the inequality
corresponding to (3.3), that is, (3.11), is satisfied. Next, by Remark 3.1.2, B−1 can be
represented as an (infinite) sum of compositions of standard evolutionary mappings.
Observing that the partial sums are standard evolutionary by Proposition 2.3.9 and
bounded, we infer together with the convergence in operator norm (see Remark 3.1.2)
for every ν large enough that the series converges to a standard evolutionary mapping.
The last assertion of the lemma, that is, (3.10), follows from the estimate in Theorem
3.1.1. 
Remark 3.1.5 Appealing to Theorem 3.1.1, we find the following estimate to hold true
∥∥∥(B−1(∂t,ν 00 1
)
−
(
M−1 0
−N−111 N10M−1 N−111
) )∥∥∥
L(L2ν(X×Y))
6
c‖N01‖>ν + ‖N01‖>ν‖N10‖>ν
c3ν
+
θ
1− θ
(1
c
+
‖N01‖>ν
c2ν
+
‖N10‖>ν
c2
+
‖N01‖>ν‖N10‖>ν
c3ν
)
,
with θ = (c‖N00‖>ν + ‖N01‖>ν‖N01‖>ν)/(νc2) for all ν > 0 large enough, where we
set ‖R‖>ν := supµ>ν ‖Rµ‖L(L2µ) for a suitable evolutionary mapping R. ⋄
3.2 Partial Differential Equations – Preliminaries
Proposition 3.2.2 · Corollary 3.2.7 · Proposition 3.2.8 · Lemma 3.2.11
In the abstract settings discussed here, the main difference of ordinary differential
equations and partial differential equations is the occurrence of another unbounded
linear operator apart from the time derivative. Indeed, in order to cope with many
commonly known linear evolutionary equations from mathematical physics, one has
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to take into account spatial derivatives, as well. So, the general equation Bu = f from
(3.1) to be studied in the following admits the more precise form
(∂t,νM+N+A) u = f . (3.12)
In this preliminary section, wewill introduce some of the assumptions on the operators
M, N (the ‘material law’) and A (the ‘unbounded spatial operator’) and some of its
consequences. Moreover, we will have the occasion to provide some results of a more
general nature to be used later on.
The operator A (see Hypothesis 3.2.1) is thought of containing the spatial derivatives.
In manifold applicationsA is an (unbounded) skew-selfadjoint operator (in the under-
lying spatial Hilbert space). For incorporating more involved evolutionary problems,
we will, however, relax this condition. The main assumption is roughly rephrased by
both the numerical range of A and of its adjoint lying in a right half plane of the com-
plex numbers. Further, anticipating the fact that in applications A contains the spatial
derivatives, we will assume a compatibility condition for Awith ∂t,ν.
The assumptions on the coefficient M of ∂t,ν – in comparison to the ODE-case – have
to be strengthened in the way that they should boundedly commute with time-differ-
entiation (see Hypothesis 3.2.10), which reflects the fact that if treating multiplication
operators with operators depending explicitly on time these operators should be Lip-
schitz continuous, see also Example 2.1.1.
Next, we introduce the hypothesis on A:
Hypothesis 3.2.1 (on the unbounded spatial operator) Let X be a Hilbert space, ν > 0.
Assume A : dom(A) ⊆ L2ν(R;X) → L2ν(R;X) to be densely defined, closed, linear and such
that ∂−1t,ν A ⊆ A∂−1t,ν . △
Proposition 3.2.2 Assume Hypothesis 3.2.1 to be satisfied. Then, for all ε > 0, the following
inclusion holds
(1+ ε∂t,ν)
−1
A ⊆ A (1+ ε∂t,ν)−1
For the proof of Proposition 3.2.2 some preparations are in order.
Remark 3.2.3 (a) A reason for merely being interested in (1+ ε∂t,ν)
−1 rather than ∂−1t,ν
as in Hypothesis 3.2.1 is the following. The resolvents (1+ ε∂t,ν)
−1 converge strongly
to the identity operator as ε → 0. Indeed, since Re(1 + ε∂t,ν) > 1 the operators
(1+ ε∂t,ν)
−1 are contractions for all ε > 0, see equation (1.4) together with Proposi-
tion 2.3.14 (recall ν > 0). Hence, it suffices to verify
(1+ ε∂t,ν)
−1 φ → φ (ε → 0) (3.13)
for φ belonging to the dense set dom(∂t,ν) ⊆ L2ν(X). In order to deduce (3.13), it is
sufficient to observe for ε > 0 and φ ∈ dom(∂t,ν)
(1+ ε∂t,ν)
−1 φ = (1+ ε∂t,ν)−1 (φ + ε∂t,νφ)− ε (1+ ε∂t,ν)−1 ∂t,νφ
= φ− ε (1+ ε∂t,ν)−1 ∂t,νφ, (3.14)
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where the last summand converges to 0 as ε → 0.
(b) Similar to the convergence result in (3.13), we observe the following
ε∂t,ν (1+ ε∂t,ν)
−1 φ → 0 (ε → 0) (3.15)
for all φ ∈ L2ν(R;X). In fact, from (3.14) we read off that
(1+ ε∂t,ν)
−1− 1 = ε∂t,ν (1+ ε∂t,ν)−1 .
Hence, in view of (a), the left-hand side converges strongly to 0 as ε → 0, thus, so does
the right-hand side. ⋄
Lemma 3.2.4 Let ν > 0 and ε > 0. Then for r := 1/(2ν), we have the expansion
(1+ ε∂t,ν)
−1 = ε−1∂−1t,ν
1
1+ (r/ε)
∞
∑
k=0
(
(r− ∂−1t,ν )/ε
1+ (r/ε)
)k
.
Proof For all z ∈ ∂B(r, r), we compute
1
1+ (z/ε)
=
1
1+ (r/ε) + ((z− r)/ε)
=
1
1+ (r/ε)
1
1+
(
(z−r)/ε
1+(r/ε)
)
=
1
1+ (r/ε)
∞
∑
k=0
(
(r− z)/ε
1+ (r/ε)
)k
,
where the series converges uniformly in z. By the functional calculus induced by the
unitary equivalence stated in Corollary 1.1.9 for ∂−1t,ν (see also Theorem 1.1.11) we de-
duce that
(1+ ε∂t,ν)
−1 = ε−1∂−1t,ν
1
1+ (r/ε)
∞
∑
k=0
(
(r− ∂−1t,ν )/ε
1+ (r/ε)
)k
with convergence in operator norm, yielding the assertion. 
Remark 3.2.5 Note that (1+ ε∂t,ν)−1 is translation-invariant and causal. In fact, this is
a straightforward consequence of Theorem 1.2.7. For the proof of Theorem 1.2.7, we
used the Paley–Wiener theorem, which we stated without proof. For having a self-
contained proof of translation-invariance and causality of (1+ ε∂t,ν)−1 in this exposi-
tion, we argue as follows. Indeed, the claim is a consequence of the explicit formula for
∂−1t,ν in Lemma 1.1 (recall ν > 0) and the representation in Lemma 3.2.4: The latter repre-
sentation immediately yields translation-invariance (since ∂−1t,ν is translation-invariant)
and that (1+ ε∂t,ν)−1 leaves functions supported on [0,∞) invariant as well (since so
does ∂−1t,ν by Lemma 1.1). Hence, (1+ ε∂t,ν)−1 is causal, by Remark 1.2.2. ⋄
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Remark 3.2.6 (a) Aiming for a proof of Proposition 3.2.2, we will employ Lemma 3.2.4.
For this observe the following elementary fact. In a Hilbert space X, let A be a closed
linear operator and assume that there exists a sequence (Tn)n of bounded linear oper-
ators in X being strongly convergent to some T ∈ L(X). If, for all n ∈ N, TnA ⊆ ATn,
then TA ⊆ AT. Indeed, let φ ∈ dom(A). Then, by hypothesis, Tnφ ∈ dom(A), n ∈ N,
and Tnφ → Tφ as well as ATnφ = TnAφ → TAφ as n → ∞. By the closedness of A, we
infer Tφ ∈ dom(A) and ATφ = TAφ, which is the claim.
(b) Another observation being used in the following is in order. Assume A to be only
closable in X, T, T′ ∈ L(X). If TA ⊆ AT + T′, then TA ⊆ AT + T′. Indeed, for
φ ∈ dom(A), let (φn)n in dom(A) converge to φ in X with (Aφn)n → Aφ in X. Then,
for all n ∈ N, we have
ATφn = TAφn − T′φn → TAφ− T′φ (n → ∞).
Hence, by the closedness of A and continuity of T and T′, we infer Tφ ∈ dom(A) and
ATφ = TAφ− T′φ. Thus, in other words, TA ⊆ AT+ T′. ⋄
Proof (of Proposition 3.2.2) Appealing to Lemma 3.2.4 and Remark 3.2.6, we observe
that the assertion is proved, if we show for n ∈ N that
ε−1∂−1t,ν
1
1+ (r/ε)
n
∑
k=0
(
(r− ∂−1t,ν )/ε
1+ (r/ε)
)k
A
⊆ Aε−1∂−1t,ν
1
1+ (r/ε)
n
∑
k=0
(
(r− ∂−1t,ν )/ε
1+ (r/ε)
)k
.
The latter inclusion, however, is a straightforward consequence of
(λ + ∂−1t,ν )A = λA+ ∂
−1
t,ν A ⊆ Aλ +A∂−1t,ν ⊆ A(λ + ∂−1t,ν ),
for all λ ∈ R, where we used Hypothesis 3.2.1. 
Corollary 3.2.7 Assume Hypotheses 3.2.1 to be satisfied. Then dom(∂t,ν)∩dom(A) is dense
in dom(A), endowed with the graph norm of A, as well as dense in L2ν(R;X).
Proof Let ε > 0, f ∈ dom(A). By Proposition 3.2.2, we have (1+ ε∂t,ν)−1A ⊆ A(1+
ε∂t,ν)−1. Thus, (1+ ε∂t,ν)−1 f ∈ dom(∂t,ν) ∩ dom(A). Since, by Remark 3.2.3,
(1+ ε∂t,ν)−1 f → f and A(1+ ε∂t,ν)−1 f = (1+ ε∂t,ν)−1A f → A f as ε → 0,
we conclude that dom(∂t,ν) ∩ dom(A) is dense in dom(A) endowed with the graph
norm of A. The density of dom(A) in L2ν(R;X) yields the second assertion. 
With the techniques just employed, we can also show that A is actually translation-
invariant:
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Proposition 3.2.8 Assume Hypotheses 3.2.1 to be satisfied. Then for all h ∈ R, we have
τhA ⊆ Aτh.
To begin with, we represent the time translation as a function of the (inverse) time
derivative.
Lemma 3.2.9 Let ν > 0, r := 1/(2ν), h ∈ R, X Hilbert space. Then:
(a) For all ε > 0 the series
τh,ε :=
∞
∑
k=0
1
k!

 h
r+ ε
∞
∑
ℓ=0
(
r− ∂−1t,ν
r+ ε
)ℓk
converges absolutely in L(L2ν(R;X)).
(b) τh,ε → τh as ε → 0 in the strong operator topology of L(L2ν(R;X)).
(c) There exists (pn)n, a sequence of polynomials, such that pn(∂
−1
t,ν ) → τh as n → ∞ in the
strong operator topology of L(L2ν(R;X)).
Proof (a) Let ε > 0. The convergence of the series can be seen by Fourier–Laplace
transformation. Indeed, the series
th,ε(z) :=
∞
∑
k=0
1
k!
(
h
r+ ε
∞
∑
ℓ=0
(
r− z
r+ ε
)ℓ)k
converges uniformly for all z ∈ ∂B(r, r).
(b) For ε > 0 using the formula for the exponential function and Neumann’s series, we
get for z ∈ ∂B(r, r)
th,ε(z) = exp
(
h
r+ ε
∞
∑
ℓ=0
(
r− z
r+ ε
)ℓ)
= exp
(
h
r+ ε
1
1− r−zr+ε
)
= exp
(
h
r+ ε + z− r
)
= exp
(
1
ε + z
h
)
.
From (dominated) pointwise convergence of th,ε to th : z 7→ eh/z on ∂B(r, r), we get,
using Lebegue’s dominated convergence theorem, that the multiplication operators
associated with th,ε converge in the strong operator topology of L(L2(R;X)) to the
respective multiplication operator associated with th as ε → 0. Via Fourier–Laplace
transformation, (the multiplication operator associated with) th is unitarily equivalent
to τh. Thus, the assertion follows.
(c) This is a combination of the absolute convergence asserted in part (a) and the strong
operator convergence of part (b). 
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Proof (of Proposition 3.2.8) By Lemma 3.2.9(c), the operator τh of time translation can
be approximated by a sequence of polynomials (pn)n applied to ∂−1t,ν with respect to
the strong operator topology. An application of Remark 3.2.6 with Tn = pn(∂−1t,ν ) and
A = A yields the assertion. 
We conclude this preliminary section, with the hypotheses onM and N in (3.12), and a
small consequence thereof:
Hypothesis 3.2.10 (on the material law) Let X Hilbert space, M,N ∈ L(L2ν(R;X)). As-
sume that there existsM′ ∈ L(L2ν(R;X)) such that
M∂t,ν ⊆ ∂t,νM−M′. △
We denote the commutator of two operators A, B by [A, B] = AB− BAwith its natural
domain. Hence, Hypothesis 3.2.10 properly rephrased reads [∂t,ν,M] ⊆ M′ ∈ L2ν(R;X).
Lemma 3.2.11 Assume that M,N satisfy Hypotheses 3.2.10. Then the following statements
hold:
(a) For every ε > 0, we have:
[(1+ ε∂t,ν)−1, ∂t,νM] = −ε∂t,ν(1+ ε∂t,ν)−1M′(1+ ε∂t,ν)−1
Moreover,
[(1+ ε∂t,ν)−1, ∂t,νM]
τs→ 0 (ε → 0)
in L2ν(R;X), that is, the closure of the commutator converges to 0 in the strong operator topol-
ogy τs.
(b) For ε > 0, we have
[(1+ ε∂t,ν)−1,N]
τs→ 0 (ε → 0).
Proof (a) Let u ∈ dom(∂t,ν). We compute
[(1+ ε∂t,ν)−1, ∂t,νM]u
= (1+ ε∂t,ν)−1∂t,νMu− ∂t,νM(1+ ε∂t,ν)−1u
= (1+ ε∂t,ν)−1 (∂t,νM(1+ ε∂t,ν)− (1+ ε∂t,ν)∂t,νM) (1+ ε∂t,ν)−1u
= −ε∂t,ν(1+ ε∂t,ν)−1M′(1+ ε∂t,ν)−1u.
By Remark 3.2.3 (a) and (b) together with the formula just derived, we get the desired
convergence result in (a).
(b) The second statement follows from the continuity of N and (1+ ε∂t,ν)−1 → 1 as
ε → 0 in the strong operator topology, by Remark 3.2.3 (a). 
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3.3 Partial Differential Equations – Invertibility
Computation of [(1+ ε∂t,ν)−1,B] · for u ∈ dom(B) we have (1+ ε∂t,ν)−1u ∈ dom(B) · the
adjoint of B · Theorem 3.3.2
Next, we come to the announced result concerning the continuous invertibility of the
operator sum B = ∂t,νM+N+A, that is, the well-posedness of the abstract partial dif-
ferential equation as in (3.12). In the next section, strengthening the positive definite-
ness requirement stated in the forthcoming hypothesis, we will address both causality
and evolutionarity.
The continuous invertibility result will be formulated in the following situation.
Hypothesis 3.3.1 Let M,N,A be as in Hypotheses 3.2.10 and 3.2.1, that is, M,N,M′ ∈
L(L2ν(R;X)), A densely defined, closed in L
2
ν(R;X) for some Hilbert space X and ν > 0 with
M∂t,ν ⊆ ∂t,νM−M′ and ∂−1t,ν A ⊆ A∂−1t,ν .
Furthermore, assume there exists c > 0 such that the positivity conditions
Re〈(∂t,νM+N+A) φ, φ〉 > c〈φ, φ〉 (3.16)
and
Re〈((∂t,νM+N)∗ +A∗)ψ,ψ〉 > c〈ψ,ψ〉 (3.17)
hold for all φ ∈ dom(∂t,νM) ∩ dom(A), ψ ∈ dom(∂t,ν) ∩ dom(A∗). We define B :=
∂t,νM+N+A with dom(B) = dom(∂t,νM) ∩ dom(A). △
Theorem 3.3.2 Assume Hypothesis 3.3.1. Then B is closable, ran(B) is dense in L2ν(R;X);
B is continuously invertible in L2ν(R;X) with
∥∥∥B−1∥∥∥ 6 1/c.
The idea for proving Theorem 3.3.2 is to invoke Proposition 2.3.14. For this, we want
to understand dom(B) in a better way:
Lemma 3.3.3 Assume Hypothesis 3.3.1. Then, B is closable, and for ε > 0 and u ∈ dom(B)
we have (1+ ε∂t,ν)−1u ∈ dom(B) as well as the formula
(1+ ε∂t,ν)
−1
Bu
= B (1+ ε∂t,ν)
−1 u− ε∂t,ν(1+ ε∂t,ν)−1M′ (1+ ε∂t,ν)−1 u (3.18)
+
[
(1+ ε∂t,ν)
−1 ,N
]
u.
Proof First of all note that the closability follows from Proposition 2.3.14 by inequality
(3.16) and Corollary 3.2.7 in order that dom(∂t,ν) ∩ dom(A) ⊆ dom(B) is dense in
L2ν(R;X). We recall Lemma 3.2.11 for the formulas of the commutators of (1+ ε∂t,ν)
−1
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with the operators ∂t,νM and N, and Proposition 3.2.2 for the respective one with A.
Then, for u ∈ dom(∂t,νM) ∩ dom(A) = dom(B), we compute
(1+ ε∂t,ν)−1Bu
= (1+ ε∂t,ν)−1 (∂t,νM+N+A) u
= (1+ ε∂t,ν)−1∂t,νMu+ (1+ ε∂t,ν)−1Nu+ (1+ ε∂t,ν)−1Au
= [(1+ ε∂t,ν)−1, ∂t,νM]u+ [(1+ ε∂t,ν)−1,N]u+ [(1+ ε∂t,ν)−1,A]u
+ ∂t,νM(1+ ε∂t,ν)−1u+N(1+ ε∂t,ν)−1u+A(1+ ε∂t,ν)−1u
= −ε∂t,ν(1+ ε∂t,ν)−1M′ (1+ ε∂t,ν)−1 u+ [(1+ ε∂t,ν)−1,N]u+ 0
+B(1+ ε∂t,ν)−1u.
We conclude with applying Remark 3.2.6 (b) to
A = B,
T = (1+ ε∂t,ν)−1, and
T′ = −ε∂t,ν(1+ ε∂t,ν)−1M′ (1+ ε∂t,ν)−1 + [(1+ ε∂t,ν)−1,N].
Hence, (3.18) follows, which, in particular, implies that (1+ ε∂t,ν)−1u ∈ dom(B) for all
ε > 0 and u ∈ dom(B). 
Remark 3.3.4 We note that in the same manner, one gets for u ∈ dom(B) also ∂−1t,ν u ∈
dom(B) and
∂−1t,ν Bu = B∂
−1
t,ν u−M′∂−1t,ν u+
[
∂−1t,ν ,N
]
u. (3.19)
Lemma 3.3.5 Assume Hypothesis 3.3.1 to hold. Then for all ε > 0 and u ∈ dom(B), we
have (1+ ε∂t,ν)−1u ∈ dom(∂t,ν) ∩ dom(A). For all ε > 0 there exists C > 0 such that
‖A(1+ ε∂t,ν)−1u‖ 6 C
(‖Bu‖+ ‖u‖) (u ∈ dom(B))
Furthermore,
B (1+ ε∂t,ν)
−1 u → Bu in L2ν(R;X)
as ε → 0+ for all u ∈ dom(B).
Proof Let u ∈ dom(B) = dom(∂t,νM) ∩ dom(A), ε > 0, and uε := (1 + ε∂t,ν)−1u.
By Proposition 3.2.2, uε ∈ dom(A) and, since uε ∈ dom(∂t,ν), we also have uε ∈
dom(∂t,νM), by Hypothesis 3.2.10. Then we compute with the help of Lemma 3.3.3
Auε = Auε +Nuε + ∂t,νMuε − (Nuε + ∂t,νMuε)
= Buε −Nuε −M∂t,νuε −M′uε
= (1+ ε∂t,ν)−1Bu+ (ε∂t,ν(1+ ε∂t,ν)−1M′uε −
[
(1+ ε∂t,ν)
−1 ,N
]
u)
−Nuε −M∂t,νuε −M′uε.
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Hence, using ‖ε∂t,ν(1+ ε∂t,ν)−1‖ 6 1 (by Remark 1.1.10), ‖(1+ ε∂t,ν)−1‖ 6 1 as well
as the boundedness of M, M′ and N, we infer the desired estimate for u ∈ dom(B).
Since, by definition, dom(B) is dense in dom(B) with respect to the graph norm of B,
we obtain the estimate also for u ∈ dom(B).
For the proof of the convergence result, it suffices to recall equation (3.18) and Lemma
3.2.11 as well as that (1+ ε∂t,ν)
τs→ 1 as ε → 0, by Remark 3.2.3. 
Remark 3.3.6 Amore detailed look at the computations in the latter proof reveals that
we have the more precise estimate
‖Auε‖ 6 ‖Bu‖+ (2‖M′‖+ 3‖N‖+ 1
ε
‖M‖)‖u‖. ⋄
We recall that we want to apply Proposition 2.3.14 for proving Theorem 3.3.2. For this,
we need to compute the adjoint of B. We note that dom(∂t,ν) ∩ dom(A) is dense in
L2ν(R;X) by Corollary 3.2.7. So, from dom(∂t,ν) ⊆ dom(∂t,νM) by Hypothesis 3.2.10,
we get dom(B) = dom(∂t,νM) ∩ dom(A) is dense in L2ν(R;X), which yields that B∗ is
a well-defined linear operator.
Lemma 3.3.7 Assume Hypothesis 3.3.1 to be satisfied. Let f ∈ dom(B∗). Then, for all ε > 0,
fε := (1+ ε∂∗t,ν)−1 f ∈ dom(B∗) ∩ dom(A∗),
B∗ fε =
(
1+ ε∂∗t,ν
)−1
B∗ f + [(1+ ε∂t,ν)−1 , ∂t,νM]∗ f + [(1+ ε∂t,ν)−1,N]∗ f , (3.20)
=
(
(∂t,νM+N)
∗ +A∗
)
fε. (3.21)
Proof With the help of Lemma 3.3.3, for u ∈ dom(B) we have
〈Bu, (1+ ε∂∗t,ν)−1 f 〉
= 〈B(1+ ε∂t,ν)−1u, f 〉+ 〈[(1+ ε∂t,ν)−1 , ∂t,νM]u, f 〉+ 〈[(1+ ε∂t,ν)−1,N]u, f 〉
= 〈u, (1+ ε∂∗t,ν)−1B∗ f 〉+ 〈u, [(1+ ε∂t,ν)−1 , ∂t,νM]∗ f 〉+ 〈u, [(1+ ε∂t,ν)−1,N]∗ f 〉,
proving that fε ∈ dom(B∗) as well as (3.20). For (3.21), we deduce with the help of
the boundedness of both M and N that dom(∂∗t,ν) ⊆ dom((∂t,νM + N)∗). So, fε ∈
dom((∂t,νM+N)∗). Next, for u ∈ dom(∂t,ν) ∩ dom(A), we compute
〈u,B∗ fε〉 = 〈(∂t,νM+N+A) u, fε〉 = 〈Au, fε〉+ 〈u, (∂t,νM+N)∗ fε〉.
Since dom(∂t,ν)∩dom(A) is dense in dom(A)with respect to the graph norm ofA (see
Corollary 3.2.7), we infer (3.21). 
Corollary 3.3.8 Assume Hypothesis 3.3.1 to be satisfied. Then, the operator
C : dom(∂∗t,ν) ∩ dom(A∗) ⊆ L2ν(X) → L2ν(X), u 7→ ((∂t,νM+N)∗ +A∗)u
is closable, and
B∗ = C.
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Proof The closability follows from C ⊆ B∗. Next, let f ∈ dom(B∗). By Lemma 3.3.7,
fε := (1+ ε∂∗t,ν)−1 f ∈ dom(C) and, by (3.21), B∗ fε = C fε, ε > 0. By Lemma 3.2.11, we
have
[(1+ ε∂t,ν)−1, ∂t,νM], [(1+ ε∂t,ν)−1,N] → 0 (ε → 0)
in the strong operator topology. Hence,
[(1+ ε∂t,ν)−1, ∂t,νM]∗, [(1+ ε∂t,ν)−1,N]∗ → 0 (ε → 0)
in the weak operator topology. Thus, by Lemma 3.3.7, (C fε)ε weakly converges to B∗ f
as ε → 0. Moreover, since fε → f weakly as ε → 0, we infer f ∈ dom(C) and C f = B∗ f ,
which yields the assertion. 
We come to the proof of Theorem 3.3.2:
Proof (of Theorem 3.3.2) We apply Proposition 2.3.14 to the operator B and the space
L2ν(R;X) as underlying Hilbert space. For this, we note that (2.10) is guaranteed by
(3.16). Next, since C from Corollary 3.3.8 satisfies the analogous positivity estimate
(3.17), by the closability of C, the inequality is valid for C replaced by C. By Corollary
3.3.8, however, C = B∗, which yields (2.11). Thus, the assertion indeed follows from
Proposition 2.3.14. 
3.4 Partial Differential Equations – Causality and the
Independence of ν
a solution theory of partial differential equations · Hypothesis 3.4.4 · Theorem 3.4.6
This section is devoted to a proof of an adapted version of Theorem 3.3.2 including
causality. Moreover, we will prove the independence of the solution operator of the
parameter ν in the solution theory. So, as in the case of ordinary differential equations,
the aim is to show that the solution operator S = B−1 associated with (3.12) is stan-
dard evolutionary. Beforehand, we will state a sufficient condition warranting both the
inequalities (3.17) and (3.16).
Hypothesis 3.4.1 Let X be a Hilbert space, ν > 0, A : dom(A) ⊆ L2ν(X) → L2ν(X) linear,
densely defined, closable,M,N,M′ ∈ L(L2ν(X)), and letD ⊆ dom(∂t,ν) be a core for ∂t,ν. We
assume
Re〈φ,Aφ〉, Re〈ψ,A∗ψ〉 > 0 (φ ∈ dom(A),ψ ∈ dom(A∗)), (3.22)
Further, assume
M∂t,ν|D ⊆ ∂t,νM−M′ and ∂−1t,ν A ⊆ A∂−1t,ν
and
Re〈(∂t,νM+N)φ, φ〉 > c〈φ, φ〉 (3.23)
for all φ ∈ D and some c > 0. △
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Proposition 3.4.2 Hypothesis 3.4.1 implies Hypothesis 3.3.1 (with A instead of A).
Proof It follows from Remark 3.2.6(b) that the Hypotheses 3.2.1 and 3.2.10 are valid.
Hence, it remains to prove (3.17) and (3.16). For this, we observe
Re〈(∂t,νM+N)φ, φ〉 = Re〈(∂t,νM+N)∗φ, φ〉
for all φ ∈ dom(∂t,ν) = dom(∂∗t,ν). Thus, we are left with showing that (3.23) carries
over to all φ ∈ dom(∂t,νM). This, however, follows from ∂t,νM = ∂t,νM|D, which we
show in the next proposition. 
Proposition 3.4.3 Assume Hypothesis 3.2.10. Let D ⊆ dom(∂t,ν) be a core for ∂t,ν. Then
∂t,νM = ∂t,νM|D.
Proof Endowed with the respective graph norms, we observe that the canonical em-
bedding dom(∂t,ν) →֒ dom(∂t,νM) is continuous by Hypothesis 3.2.10. Hence, it suf-
fices to show that dom(∂t,ν) is a core for ∂t,νM, that is, the mentioned embedding is
dense. So, take u ∈ dom(∂t,νM). Then, we compute for ε > 0
∂t,νM(1+ ε∂t,ν)−1u = [∂t,νM, (1+ ε∂t,ν)−1]u+ (1+ ε∂t,ν)−1∂t,νMu.
Hence, letting ε → 0 and recalling Lemma 3.2.11, we read off that
dom(∂t,ν) ∋ (1+ ε∂t,ν)−1u → u and ∂t,νM(1+ ε∂t,ν)−1u → ∂t,νMu. 
One of the reasons of having introduced Hypothesis 3.4.1 is as follows. Theorem 3.3.2
has a natural analogue in the context of evolutionary mappings with a variant of Hy-
pothesis 3.4.1 as the set of assumptions as we shall see next. This version of Hypothesis
3.4.1 reads as follows.
Hypothesis 3.4.4 Let X Hilbert space, ν > 0, M,M′,N ∈ Lsev,ν(X), A ∈ Cev,ν(X), c > 0.
Assume for all µ > ν:
M∂t,µ ⊆ ∂t,µMµ − (M′)µ, ∂−1t,µA ⊆ Aµ∂−1t,µ ,
Re〈Q0Aφ, φ〉L2µ(X) > 0, Re〈(Aµ)∗ψ,ψ〉L2µ(X) > 0 (φ ∈ dom(A),ψ ∈ dom((Aµ)∗)),
as well as
Re〈Qt(∂t,µM+N)φ, φ〉L2µ(X) > c〈Qtφ, φ〉 (φ ∈ D),
where Qt denotes multiplication by 1(−∞,t) andD ⊆
⋂
η>ν dom(∂t,η) is a core for ∂t,µ. Define
B := ∂ˇt,νM+N+ Aˇ, where Aˇ :=
⋂
η>ν A
η and ∂ˇt,ν :=
⋂
η>ν ∂t,η, see Example 2.3.11. △
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Remark 3.4.5 The reason of introducing the operator Aˇ in the latter hypothesis is that
being closable evolutionary only, the operatorAmight be endowedwith a domain that
intersects only trivially with the domain of ∂ˇt,νM, see also the discussion after Example
2.1.4. ⋄
Theorem 3.4.6 Assume Hypothesis 3.4.4. Then S := B−1 is evolutionary at ν and causal,
supµ>ν ‖Sµ‖L(L2µ) 6 1/c. In particular, the solution operator does not depend on the exponen-
tial weight, that is, for all µ1 > µ2 > ν the operators S
µ1 and Sµ2 coincide on the intersection
of the respective domains.
With the results of Chapter 2 in mind, apart from the norm estimate, the assertion in
Theorem 3.4.6 may be expressed as S ∈ Lsev,ν(X). The proof of Theorem 3.4.6 relies on
the Theorems 2.3.12 and 3.3.2. We need two preparatory results.
Proposition 3.4.7 Let X Hilbert space, ν > 0, denote Qt as multiplication by 1(−∞,t), A ∈
Cev,ν(X). Assume for all µ > ν
Re〈Q0Aφ, φ〉L2µ(X) > 0 (φ ∈ dom(A)) and ∂−1t,µA ⊆ Aµ∂−1t,µ .
Then
Re〈QtAµφ, φ〉L2µ(X) > 0 (φ ∈ dom(Aµ), t ∈ R).
Proof By Proposition 3.2.8 in combination with Remark 3.2.6(b), we get for all µ > ν
τtA
µ ⊆ Aµτt (t ∈ R),
where we recall τt f = f (· + t). Hence, for all t ∈ R, φ ∈ dom(Aµ), we have τtφ ∈
dom(Aµ) and
0 6 Re〈Q0Aµτtφ, τtφ〉L2µ = Re〈Q0τtAµφ, τtφ〉L2µ
= Re〈τtQtAµφ, τtφ〉L2µ = Re〈QtAµφ, τ∗t τtφ〉L2µ
= e2tµ Re〈QtAµφ, τ−tτtφ〉L2µ = e2tµ Re〈QtAµφ, φ〉L2µ ,
where we used τ∗t = τ−te2tµ ∈ L(L2µ(X)). 
Lemma 3.4.8 Assume Hypothesis 3.4.4. Then the operator B is densely defined.
Proof For all η > ν, dom(A) is dense in L2η(R;X) by hypothesis. Next, the operator
(1+ ε∂t,ν)−1 is translation-invariant and causal by Remark 3.2.5. So, we infer that (1+
ε∂t,ν)−1 leaves L2η(R;X) invariant for all η > ν, by Remark 1.2.4. By Remark 3.2.6(b),
we have ∂−1t,η A
η ⊆ Aη∂−1t,η . Thus, by Proposition 3.2.2, we get for η > ν and ε > 0
(1+ ε∂t,ν)−1A ⊆ (1+ ε∂t,η)−1Aη ⊆ Aη(1+ ε∂t,η)−1.
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Hence,
(1+ ε∂t,ν)−1A ⊆
⋂
η>ν
(Aη(1+ ε∂t,η)−1).
We read off that if φ ∈ dom(A), then for ε > 0, we get
(1+ ε∂t,ν)−1φ ∈
⋂
η>ν
dom(∂t,η) ∩ dom(Aη).
Thus,
lin
⋃
ε>0
(1+ ε∂t,ν)−1[dom(A)] ⊆

⋂
η>ν
dom(∂t,η) ∩ dom(Aη)

 ⊆ dom(B).
Using Remark 3.2.3 and the density of dom(A), we realize that the left-hand side is
dense in L2η(X), η > ν, hence, so is the right-hand side. 
Proof (of Theorem 3.4.6) We will apply Theorem 2.3.12 to B. For this, we establish the
positivity estimate required in Theorem 2.3.12 first. Let µ > ν. By Proposition 3.4.3, D
is a core for ∂t,µMµ. Hence, for all t ∈ R, we have
Re〈Qt(∂t,µMµ +Nµ)φ, φ〉 > c〈Qtφ, φ〉 (φ ∈ dom(∂t,µMµ))
Moreover, by Proposition 3.4.7, we get
Re〈QtAµφ, φ〉 > 0.
Thus,
Re〈QtBφ, φ〉L2µ = Re〈Qt(∂t,µMµ +Nµ +Aµ)φ, φ〉 > c〈Qtφ, φ〉 (3.24)
for all φ ∈ dom(B), t ∈ R. Therefore, the estimate required in Theorem 2.3.12 is
shown.
Next, we show that B ∈ Cev,ν(X). For this, we realize that B is densely defined by
Lemma 3.4.8, so only closability is the issue here. But, if we let t → ∞ in (3.24), we get
B is closable by Proposition 2.3.14.
To conclude, we are left with showing that ran(B) is dense in L2µ(X) for all µ > ν. This,
however, follows from Proposition 3.4.2 and Theorem 3.3.2. Indeed, for µ > ν, the
estimates
Re〈(∂t,νM+N)φ, φ〉L2µ(X) > c〈φ, φ〉L2µ (φ ∈ D)
and
Re〈φ,Aφ〉L2µ > 0 (φ ∈ dom(A))
follow either from Hypothesis 3.4.4 or Proposition 3.4.7 by letting t → ∞ in order that
Qt → 1 strongly. 
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3.5 Comments
As it has been mentioned already, for ordinary differential equations, there is a wider
class of problems, that may be studied in this L2-type setting: Delay differential equa-
tions covering a class of functional differential equations, equations of neutral type,
integro-differential equations or differential-algebraic equations. But note that, M and
N in Theorem 3.1.4 are linear operators in space-time. Assuming time translation-
invariance forM andN these are operators of convolution type. Hence, the set of equa-
tions treated in Theorem 3.1.4 may already be summarized by “integro-differential-
algebraic”.
Theorem 3.4.6 has its roots in [Pic09, Solution Theory]. In [Pic09], the problem of solv-
ing
Bu = (∂t,νM(∂
−1
t,ν ) +A)u = f
for some bounded and analytic function M of ∂−1t,ν with values in L(X) and a skew-
selfadjoint operator A in X has been addressed, where A is the lift of A to L2ν(R;X), as
in Example 2.3.11(b). As noted in [Wau14c, Section 3.1], Theorem 3.4.6 covers the class
discussed in [Pic09] by putting M = M(∂−1t,ν ) and N = 0. There are plenty of equa-
tions already covered by this class: A treatment of electro-seismic waves is included in
[MP11] (one needs to involve fractional time derivatives in M(∂−1t,ν )), a general class of
fractional partial differential equations [PTW15a] (e.g. fractional Fokker-Planck equa-
tions, or super and subdiffusion problems ([Wau13, Theorem 4.5, Remark 4.6])). For
more examples, we refer to the list given in the introduction. We further remark here
that the assumptions on A in Theorem 3.4.6 allow for spatial operators with certain
differential equations as boundary conditions. A prominent example are boundary
conditions of impedance type. We refer to [Pic12] and [PSTW16]: In both these refer-
ences the assumptions on A being asked for in Hypothesis 3.4.4 have been established
for impedance type boundary conditions for the wave equation and for boundary con-
ditions of Leontovitch type in the area ofMaxwell’s equation, respectively. A structural
point of view treating possible boundary condition in a slightly more abstract setting
can be found in [Tro14a].
We will treat some (standard) problems of mathematical physics in the Sections 5.3, 5.4
and 5.5.
The method of proof of the [Pic09, Solution Theory] relied on the spectral represen-
tation of ∂t,ν. Later on, still using the explicit spectral theorem for ∂t,ν, in [Pic12], the
method has been generalized to include operators A that commute with the inverse of
the time derivative, as in Hypothesis 3.2.1. The latter comes in handy, when discussing
the aforementioned problems with impedance type boundary conditions. For non-
autonomous problems, techniques as the Fourier–Laplace transformation have limited
applicability. Hence, the regularization technique presented in this exposition might be
the method of choice. This technique was used in [PTWW13]. As shown in [Wau14c],
this technique applies to a broader class. The strategy of proof of Theorem 3.4.6 de-
veloped here has its roots in the methods from [PTWW13, Wau14c]. We note here that
65
3 Solution Theory for Evolutionary Equations
problems with changing type, that is, problems that are hyperbolic, parabolic and el-
liptic on different space-time regions may be addressed as well, see [PTWW13, pp 765],
[PTW14c, Remark 6.2], or [Wau16b].
Another possible way to deduce a solution theory for problems of the type (3.12) is
the usage of the theory of maximal monotone relations. In this line of reasoning one
treats (3.12) as a sum of the two maximal monotone relations ∂t,νM and A. This strat-
egy has been successfully applied to time translation-invariant M and non-linear A in
[Tro11, Tro12, Tro13a, Tro15b] eventually yielding a solution theory for partial differ-
ential inclusions. For time dependent operators M, an adapted form can be found in
[TW14b]. For a possible extension to a Banach space setting, we refer to [Weh15].
Going back to linear problems, one may address the minimal ν ∈ R the solution op-
erator S in Theorem 3.4.6 is evolutionary at. In fact, if this ν was negative, it is pos-
sible to address the question of exponential stability in this framework as well, see
[Tro13b, Tro15a].
Some remarks on the comparison to other strategies of finding solutions to this type of
partial differential equations are in order. The overall strategy may be thought of as a
particular instance of discussing sums of unbounded operators similar to the seminal
paper [dPG75]. We refer to [dPG75, Section 5], where a hyperbolic type case is treated.
The strategies developed in [dPG75] are thorough and deep and do also cover the Ba-
nach space case. Note that, however, restricting ourselves to a Hilbert space setting and
employing the particular role of the time derivative yields a particularly accessible way
of discussing continuous invertibility of evolutionary partial differential equations. In-
deed, the method solely relies on emphasizing the special role of the time derivative
and the well-known observation that strict positive definiteness eventually leads to
continuous invertibility as demonstrated in Proposition 2.3.14.
Putting M = 1 and N = 0 in (3.12) with A being quasi-m-accretive, we realize that the
corresponding equation (A is given as in Example 2.3.11)
(∂t,ν +A)u = f
may well be treatable with C0-semi-group theory. We refer to [EN99, ABHN11, Paz83]
for a thorough treatment of semi-groups with regards to the solution theory of dif-
ferential equations. Being genuinely developed in a Banach space setting, C0-semi-
groups may give more insight on particular properties of the corresponding solution,
that is, for instance, boundedness, p-integrability, positivity, or stability. We refer to
[EN99, ABHN11, Paz83] again for an account on that. Leading to a continuous-in-time-
solution, semi-group theory may also be viewed as a regularity theory of evolutionary
equations as in (3.12).
The idea of introducing semi-groups or its second order analogue cosine families as a
solution concept for partial differential equations has its roots in the finite-dimensional
case: Given A ∈ Rd×d the fundamental solution to ∂tu = −Au or ∂2tu = −Au may
respectively be written as t 7→ e−tA or t 7→ cos(−tA). Keeping this idea in mind, non-
autonomous equations are solved by finding a corresponding solution family associ-
ated to ∂tu = −A(t)u, say. Solution families generalize the concept of the fundamental
matrix for non-autonomous ordinary differential equations to the infinite-dimensional
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setting [Kat53, Paz83, Tan79, Soh78]. In particular, when A(t) is an unbounded oper-
ator for every t, one needs to cope with varying domains of A(t). Again, we view the
concept of evolution families as a certain regularity theory. As a particular example,
we mention the non-autonomous heat equation, formally given by
∂tu(t, x)− div a(t, x) grad u(t, x) = f (t, x).
As it will be demonstrated in Section 5.4, we reformulate this equation into a problem
of first order. This reformulation enables us to apply the solution theory given in The-
orem 3.4.6 without the need of coping with subtleties of possibly changing domains.
We refer to [AMP15] for a deep and thorough treatment of these kind of problems in a
Banach space type setting.
Semi-groups, cosine families and evolution families basically provide solutions for ini-
tial value problems. Non-homogeneous problems are then solved using some sort of
variation of constants type formulas. The solution concept developed here treats the
non-homogeneous problem first. We sketch an adapted treatment of initial value prob-
lems as follows. We refer to [PM11, Section 6.2.5] for more details. A corresponding
theory for initial value problems can be obtained by formally putting
∂t,νu+Au = δ0u0, (3.25)
where δ0 denotes the Dirac-δ-distribution at 0 and u0 ∈ dom(A) ⊆ Xwith A being the
lift of a quasi-m-accretive A to L2ν(X), ν > 0. Recalling that ∂t,ν1[0,∞) = δ0, we obtain
from (3.25) the equation
∂t,ν(u− 1[0,∞)u0) +A(u− 1[0,∞)u0) = −1[0,∞)Au0. (3.26)
Hence, solving equation (3.26) for v = u− 1[0,∞)u0, we obtain a solution to (3.25) by
putting u = v+ 1[0,∞)u0 . Indeed, causality of (∂t,ν +A)
−1 yields that v is supported
on [0,∞) only. If, in addition, v is weakly differentiable, then v is continuous on R, by
Sobolev’s embedding theorem (see [KPS+13, Lemma 5.2]). Hence,
0 = v(0) = lim
t→0−
v(t) = lim
t→0+
v(t) = lim
t→0+
(u(t) − 1[0,∞)(t)u0) = lim
t→0+
u(t)− u0.
Thus, u attains its initial value and satisfies (3.25) on (0,∞). For a more detailed treat-
ment of initial value problems, we also refer to [KPS+13, Theorem 5.4] and [PTW14a,
Example 2.18] for the ordinary differential equations case.
We summarize that semi-groups, cosine families and evolution families are the fun-
damental solutions or abstract Green’s functions to certain (partial) differential equa-
tions. The solution theory developed here complements these treatments to partial
differential equations as the existence of (a sufficiently regular) fundamental solution
is a priori not needed. However, in the present approach – roughly speaking – L2 right-
hand sides are mapped to L2-solutions only. The strategy of solving partial differen-
tial equations by means of semi-groups, cosine families or evolution families leads to
more regular solutions. So, take a partial differential equation, where it is possible to
apply both the approach discussed in the previous section as well as one of the three
approaches semi-groups, cosine or evolution families. Then either of the latter three
solution strategy may be viewed as a regularity theory for the approach advanced in
the present exposition.
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4 Convergence of Evolutionary Mappings
and an Application to Ordinary
Differential Equations
In this chapter we will address convergence issues of evolutionary mappings. We have
occasion to discuss the norm, the strong and the weak operator topology in the light
of evolutionary mappings. As a first application of these concepts, we will consider
abstract ordinary differential equations as discussed in Section 3.1.
4.1 Topologies on Evolutionary Mappings
norm topology · strong operator topology · weak operator topology · characterization of the
topologies on bounded sets · compactness result for the weak operator topology · metrizability for
bounded sets under the weak operator topology · continuity of multiplication and inversion
under the norm and strong operator topologies
We start out with the definition of the topologies we are interested in on standard
evolutionary mappings at some ν, see Definition 2.1.6.
Definition 4.1.1 Let X,Y be Hilbert spaces, ν ∈ R. The norm topology τn,ν on Lsev,ν(X,Y)
is defined as the initial topology induced by
S 7→ Sµ ∈ L(L2µ(R;X), L2µ(R;Y))
for all µ > ν. The strong operator topology τs,ν (weak operator topology τw,ν) on the
space Lsev,ν(X,Y) is defined as the initial topology induced by
S 7→ Sµ ∈ (L(L2µ(R;X), L2µ(R;Y)), τs)
(
S 7→ Sµ ∈ (L(L2µ(R;X), L2µ(R;Y)), τw)
)
for all µ > ν. Denote Lnsev,ν(X,Y) :=
(
Lsev,ν(X,Y), τn,ν
)
, Lssev,ν(X,Y) :=
(
Lsev,ν(X,Y), τs,ν
)
and Lwsev,ν(X,Y) :=
(
Lsev,ν(X,Y), τw,ν
)
the corresponding topological spaces.
Moreover, the norm, strong operator, and weak operator topology on Lsev(X,Y) are de-
fined as the final topologies induced by
Lnsev,µ(X,Y) →֒ Lsev(X,Y), Lssev,µ(X,Y) →֒ Lsev(X,Y)
and Lwsev,µ(X,Y) →֒ Lsev(X,Y)
for all µ ∈ R, respectively. Denote the respective topological spaces by Lnsev(X,Y), Lssev(X,Y)
and Lwsev(X,Y). △
69
4 Convergence of Evolutionary Mappings
Note that as an immediate consequence of the latter definition, for µ > ν, we have the
continuous (canonical) embeddings
Lnsev,ν(X,Y) →֒ Lnsev,µ(X,Y),
Lssev,ν(X,Y) →֒ Lssev,µ(X,Y), (4.1)
Lwsev,ν(X,Y) →֒ Lwsev,µ(X,Y)
as well as the continuous embeddings
Lnsev,ν(X,Y) →֒ Lssev,ν(X,Y) →֒ Lwsev,ν(X,Y).
In particular, the embeddings
Lnsev(X,Y) →֒ Lssev(X,Y) →֒ Lwsev(X,Y) (4.2)
are continuous.
Remark 4.1.2 (a) We note that in Definition 4.1.1, the final topology on Lnsev(X,Y),
Lssev(X,Y) or L
w
sev(X,Y) is not defined as the linear or locally convex final topology
on Lsev(X,Y). More precisely, for t ∈ {n, s,w} the topology τt on Ltsev(X,Y) is given by
τt = {U ⊆ Lsev(X,Y); f−1ν (U) ⊆ Ltsev,ν(X,Y) open for all ν ∈ R},
where fν : Lsev,ν(X,Y) →֒ Lsev(X,Y) is the canonical embedding, ν ∈ R. In particular,
we do not view any of the spaces Lnsev(X,Y), L
s
sev(X,Y) or L
w
sev(X,Y) as topological
vector spaces.
(b) Unless specified otherwise, for product spaces of the form Ltsev(X,Y) × Ltsev(X,Y)
we will use the final topology induced by
Ltsev,µ(X,Y)× Ltsev,ν(X,Y) →֒ Lsev(X,Y)× Lsev(X,Y) (µ, ν ∈ R)
instead of the product topology, t ∈ {n, s,w} (see also Theorem 4.1.13 below). In
particular, the mapping
p : Ltsev(X,Y)× Ltsev(X,Y) → Ltsev(X,Y), (S,T) 7→ S+ T
is continuous for all t ∈ {n, s,w}. ⋄
Example 4.1.3 Let X,Y be Hilbert spaces. Let (Sι)ι∈I be a net in L(X,Y) with the prop-
erty supι ‖Sι‖L(X,Y) < ∞. Let ν ∈ R and
S
(ν)
ι : L
2
ν(X) → L2ν(Y), f 7→ (t 7→ Sι f (t)) (ι ∈ I).
Then, by standard density arguments, we find (one might also consult Proposition
4.1.4 below):
(a) If (Sι)ι converges in (L(X,Y), ‖ · ‖L(X,Y)), then (S(ν)ι )ι converges in Lnsev,ν(X,Y).
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(b) If (Sι)ι converges in the strong operator topology of L(X,Y), then (S
(ν)
ι )ι con-
verges in Lssev,ν(X,Y).
(c) If (Sι)ι converges in the weak operator topology of L(X,Y), then (S
(ν)
ι )ι converges
in Lwsev,ν(X,Y). ⋄
Following the general philosophy of this exposition to formulate the results in ν–
independent type as much as possible the following small observation is in order.
Proposition 4.1.4 Let X, Y be Hilbert spaces, D ⊆ X and E ⊆ Y dense, B ⊆ L(X,Y)
bounded.
(a) Let S : dom(S) ⊆ X→ Y linear and assume dom(S) = D. Then
sup
φ∈D∩BX
‖Sφ‖ < ∞ ⇐⇒ S ∈ L(X,Y).
If S ∈ L(X,Y), then supφ∈D∩BX ‖Sφ‖ = ‖S‖.
(b) Let τs be the strong operator topology on L(X,Y). Define τD to be the initial topology on
L(X,Y) induced by the mappings
T 7→ Tφ (φ ∈ D).
Then (B, τs) →֒ (B, τD) is a homeomorphism.
(c) Let τw be the weak operator topology on L(X,Y). Define τD,E to be the initial topology
on L(X,Y) induced by the mappings
T 7→ 〈ψ, Tφ〉 (ψ ∈ E, φ ∈ D).
Then (B, τw) →֒ (B, τE,D) is a homeomorphism.
Proof For the proof of (a), note that S ∈ L(X,Y) implies the finiteness of the supremum.
The equality follows from the density of D. On the other hand, the supremum being
finite together with the linearity of S imply the Lipschitz continuity of S. Hence, S is
Lipschitz continuous as well, yielding S ∈ L(X,Y).
To prove (b) and (c), note that both the mappings js : (B, τs) → (B, τD), x 7→ x and
jw : (B, τw) → (B, τE,D), x 7→ x are continuous. Hence, it remains to prove continuity
of j−1s and j−1w . The arguments will conceptually be the same for both these inverses.
We will only show continuity of j−1w .
Denote κ := supS∈B ‖S‖, and let (Sι)ι be a net in (B, τE,D) convergent to some T ∈ B.
Let x ∈ X, y ∈ Y, ε > 0. Choose φ ∈ D, ψ ∈ E such that ‖x− φ‖+ ‖y− ψ‖ 6 ε. There
exists ι0 such that for all ι > ι0 we have
|〈y, (Sι − T)x〉| 6 |〈ψ, (Sι − T)φ〉|+ 2κ(‖x‖‖y− ψ‖+ ‖y‖‖x− φ‖)
6 ε + 2κε(‖x‖ + ‖y‖). 
With the latter proposition at hand, we can formulate a description of the strong and
weak operator topology on bounded subsets of Lsev. We recall from Definition 2.3.15
thatB ⊆ Lsev is bounded, if there is ν ∈ R withB ⊆ Lsev,ν and supµ>ν supS∈B ‖Sµ‖ <
∞. For a subsetB ⊆ Lsev, we denote the relative topology of Lnsev, Lssev and Lwsev byBn,
Bs andBw, respectively.
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Theorem 4.1.5 Let X, Y Hilbert spaces,B ⊆ Lsev(X,Y) bounded. Recall the space D(X) :=⋂
ν∈R L2ν(R;X). Then the following holds.
A net (Sι)ι in Bs is convergent to some T ∈ Bs if and only if there exists ν ∈ R such that for
all φ ∈ D(X) and µ > ν
Sιφ
ι→ Tφ in L2µ(R;Y). (4.3)
Proof Let (Sι)ι∈I a net in B, T ∈ B. Then, by definition, Sι ι→ T in Bs if there exists
ν ∈ R such that {Sι; ι ∈ I} ⊆ Lsev,ν(X,Y) and for all µ > ν we have that Sµι ι→ Tµ
in (L(L2µ(X), L
2
µ(Y)), τs), that is, in the strong operator topology of L(L
2
µ(X), L
2
µ(Y)).
But, the latter convergence implies that Sι
ι→ T in (L(L2µ(X), L2µ(Y)), τD(X)), where we
adopted the notation from Proposition 4.1.4(b) for the topology τD(X). Hence, (Sι)ι
converges to T as in (4.3).
On the other hand, let (Sι)ι converge to T as in (4.3). By the boundedness of B ⊆
Lsev(X,Y), there exists ν0 ∈ R such that B ⊆ Lsev,ν0(X,Y) with supµ>ν0,S∈B ‖Sµ‖ < ∞.
Moreover, by hypothesis, there exists ν1 ∈ R such that for all µ > ν1 we have that
(Sι)ι→T in (L(L2µ(X), L2µ(Y)), τD(X)). The latter is the same as (Sµι )ι→Tµ in the space
(L(L2µ(X), L
2
µ(Y)), τD(X)). Hence, for µ > max{ν0, ν1} we get by Proposition 4.1.4(b)
that (Sµι )ι converges to Tµ in the strong operator topology of L(L2µ(X), L
2
µ(Y)). Thus, as
Lssev,ν0 →֒ Lssev,max{ν0,ν1}, the assertion follows. 
Theorem 4.1.6 Let X, Y Hilbert spaces,B ⊆ Lsev(X,Y) bounded. Define the spaceD(X) :=⋂
ν∈R L2ν(R;X) and correspondinglyD(Y). Define the topology τD(Y),D(X) onB induced by
B ∋ S 7→
∫
R
〈ψ(t), Sφ(t)〉Y dt (φ ∈ D(X),ψ ∈ D(Y)). (4.4)
ThenBw →֒ (B, τD(Y),D(X)) is a homeomorphism.
For the proof of the latter theorem, we need two elementary observations. The first one
will be stated without proof.
Lemma 4.1.7 Let X be a vector space, B ⊆ X, D ⊆ X′, f : D → D bijective. On B, the
topology τD induced by
B ∋ S 7→ x′(S) (x′ ∈ D)
coincides with τf [D] induced by
B ∋ S 7→ ( f (x′))(S) (x′ ∈ D).
Lemma 4.1.8 Let X, YHilbert spaces,B ⊆ Lsev(X,Y),D ⊆ ⋂ν∈R L2ν(X), E ⊆ ⋂ν∈R L2ν(Y),
µ ∈ R. Assume
{t 7→ e−2µtψ(t);ψ ∈ E} = E.
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Let τ0 be the initial topology onB induced by
S 7→
∫
R
〈ψ(t), Sφ(t)〉 dt (ψ ∈ E, φ ∈ D) (4.5)
and τµ be the initial topology on B induced by
S 7→
∫
R
〈ψ(t), Sφ(t)〉e−2µt dt (ψ ∈ E, φ ∈ D) (4.6)
Then τ0 = τµ.
Proof Note that for any S ∈ Lsev(X,Y) the integrals in (4.5) and (4.6) exist: Indeed, for
S there exists η ∈ R such that Sη ∈ L(L2η(X), L2η(Y)). Thus, using
D ⊆ ⋂
ν∈R
L2ν(X) ⊆ L2η(X) and
e2η(·)[E] ⊆ e2η(·)[⋂
ν∈R
L2ν(Y)] =
⋂
ν∈R
L2ν(Y) ⊆ L2η(Y),
we get∫
R
|〈ψ(t), Sφ(t)〉| dt =
∫
R
|〈e2ηtψ(t), Sφ(t)〉|e−2ηt dt
6
∫
R
‖e2ηtψ(t)‖Y‖Sφ(t)‖Ye−2ηt dt
6 ‖e2η(·)ψ(·)‖L2η (Y)‖Sφ‖L2η(Y).
The same argument applies to (4.6). The assertion, τ0 = τµ, follows from Lemma
4.1.7. 
Proof (of Theorem 4.1.6) By the boundedness of B ⊆ Lsev(X,Y) there exists ν ∈ R with
B ⊆ Lsev,ν(X,Y) and
sup
µ>ν
sup
S∈B
‖Sµ‖ < ∞.
Next, note that D(X) is dense in L2µ(R;X) for all µ > ν and for all µ ∈ R, we have
e−2µ(·)[D(Y)] = D(Y). Hence, by Lemma 4.1.8,
(B, τD(Y),D(X)) →֒ (B, τD(Y),D(X),µ)
is a homeomorphism, where τD(Y),D(X),µ is the initial topology induced by
S 7→ 〈ψ, Sφ〉L2µ(Y) (ψ ∈ D(Y), φ ∈ D(X)).
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Next, denoting Bµ := {Sµ; S ∈ B}, we realize that the spaces (B, τD(Y),D(X),µ) and
(Bµ, τD(Y),D(X),µ) are (obviously) homeomorphic via S 7→ Sµ. Hence, by Proposition
4.1.4(c), we infer for all µ > ν that
(B, τD(Y),D(X)) ∋ S 7→ Sµ ∈ (Bµ, τw) is a homeomorphism, (4.7)
where τw is the weak operator topology on L(L2µ(X), L
2
µ(Y)). So, if a net (Sι)ι converges
to T ∈ Bw, then there exists µ > ν such that (Sµι )ι converges to Tµ in (Bµ, τw). Hence,
by (4.7), (Sι)ι converges to T in (B, τD(Y),D(X)). On the other hand, if (Sι)ι converges to
some T ∈ B in (B, τD(Y),D(X)), then, by (4.7) (Sµι )ι converges to Tµ in (Bµ, τw) for all
µ > ν. We infer that (Sι)ι converges to T inBw. 
Another application of the almost trivial observation in Lemma 4.1.8 can be found in
the proof of the next lemma, which will lead us to the proof of a compactness property
for the weak operator topology of standard evolutionary mappings.
Lemma 4.1.9 Let X,Y Hilbert spaces, ν ∈ R, B ⊆ Lsev(X,Y) with supµ>ν,S∈B ‖Sµ‖ < ∞.
ThenBw ⊆ Lwsev →֒ B ⊆ Lwsev,ν(X,Y) is a homeomorphism.
Proof By definition Lwsev,ν(X,Y) ∩B is continuously embedded into Bw. On the other
hand, if (Sι)ι converges to T ∈ Bw, then there exists η ∈ R such that (Sηι )ι converges
to Tη in the weak operator topology of L(L2η(X), L
2
η(Y)). Hence, (Sι)ι converges to T in
(B, τη), where τη is given as in (4.6) with η instead of µ and E = D(Y), D = D(X). By
Lemma 4.1.8, (Sι)ι converges to T in (B, τµ) for all µ ∈ R. Thus, by Proposition 4.1.4
and the boundedness of B considered in L(L2µ(X), L
2
µ(Y)), we get that (S
µ
ι )ι converges
to Tµ in the weak operator topology of L(L2µ(X), L
2
µ(Y)) for all µ > ν. Thus, (Sι)ι
converges to T in Lwsev,ν(X,Y). 
Lemma 4.1.10 Let X,Y Hilbert spaces, ν ∈ R. Define the topological space
R := ∏
µ>ν
(
∏
φ∈L2µ(X)
ψ∈L2µ(Y)
BC(0, ‖φ‖‖ψ‖) ∩ {S; S : L2µ(X)× L2µ(Y) → C sesquilinear}
)
endowed with the product topology.
ThenR is compact.
Proof We use Tikhonov’s Theorem to deduce that
Rµ := ∏
φ∈L2µ(X),ψ∈L2µ(Y)
BC(0, ‖φ‖‖ψ‖)
is compact. Moreover, it is easy to see that
Rµ,ses := Rµ ∩ {S; S : L2µ(X)× L2µ(Y) → C sesquilinear} ⊆ Rµ
is closed. Hence, Rµ,ses is compact, and, consequently, so is R = ∏µ>ν Rµ,ses by
Tikhonov’s Theorem again. 
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Theorem 4.1.11 Let X, Y Hilbert spaces, B ⊆ Lsev(X,Y) bounded. Then Bw ⊆ Lwsev(X,Y)
is relatively compact.
Proof Without loss of generality B = {S ∈ Lsev,ν(X,Y); supµ>ν ‖Sµ‖ 6 1} for some
ν ∈ R. Recall the compact topological space
R := ∏
µ>ν
(
∏
φ∈L2µ(X)
ψ∈L2µ(Y)
BC(0, ‖φ‖‖ψ‖) ∩ {S; S : L2µ(X)× L2µ(Y) → C sesquilinear}
)
from Lemma 4.1.10.
In order thatBw is compact, we show thatBw can be identified with a closed subspace
of R. Recalling the Riesz–Frechet representation theorem, we observe that, for Hilbert
spacesW, Z, any contraction T ∈ L(W,Z) is a sesquilinear mapping sT on Z×Wwith
bound 1 and vice versa. The isomorphism is induced by s(·) : T 7→ ((φ,ψ) 7→ 〈φ, Tψ〉).
Hence,
j : B ∋ T 7→ (sTµ)µ>ν ∈ R
is a well-defined one-to-one mapping. By Lemma 4.1.9, Bw carries the topology of
Lwsev,ν. Hence, by definition of the topology on L
w
sev,ν, the mapping j : B
w → R is
continuous.
For proving that j is a homeomorphism and that j[Bw] ⊆ R is closed, we are left with
showing that for any closed A ⊆ Bw the set j[A] ⊆ R is closed as well. For this, let
A ⊆ Bw closed, and (Tι)ι be a net inA such that (j(Tι))ι converges inR to some (sµ)µ>ν.
We have to show that (Tι)ι converges inBw to some S ∈ Awith j(S) = limι j(Tι).
Employing the Riesz–Frechet theorem again, we infer – by the definition of R – that
there exists Sµ ∈ L(L2µ(X), L2µ(Y)), ‖Sµ‖ 6 1, with sµ = sSµ for all µ > ν. Moreover,
T
µ
ι
ι→ Sµ in the weak operator topology. Hence, if we show that there exists S ∈ Bw
with Sµ = Sµ for all µ > ν, we infer limι Tι = S ∈ A, by the closedness of A.
In order that Sµ = Sµ for all µ > ν for some S ∈ B, it suffices to show that Sµ1 =
Sµ2 on L
2
µ1
(X) ∩ L2µ2(X) for all µ1, µ2 > ν. So, let f ∈ L2µ1(X) ∩ L2µ2(X). Since both
Sµ1 f , Sµ2 f are measurable there exists a nullset N0 such that for J := R \ N0 we have
(Sµ1 f )[J] ∪ (Sµ2 f )[J] ⊆ Y0 for some closed separable subspace Y0 ⊆ Y. Let D0 ⊆ Y0 be
countable and dense. Next, it is plain thatD := {hy; h ∈ C∞c (R), y ∈ D0} ⊆ D(Y). But,
for ψ = hy ∈ D we have∫
R
〈Sµ1 f (t), y〉Yh(t) dt = limι
∫
R
〈Tµ1ι f (t),ψ(t)〉Y dt
= lim
ι
∫
R
〈Tµ2ι f (t),ψ(t)〉Y dt =
∫
R
〈Sµ2 f (t), y〉Yh(t) dt.
Hence, by the fundamental lemma of the calculus of variations and the countability of
D0, we infer that there exists a nullset N1 ⊇ N0 such that for all t ∈ R \ N1 and y ∈ D0,
we have 〈Sµ1 f (t), y〉 = 〈Sµ2 f (t), y〉. Thus, by the density of D0 ⊆ Y0, we conclude
Sµ1 f (t) = Sµ2 f (t) for all t ∈ R \ N1. 
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Corollary 4.1.12 Let X, Y be separable Hilbert spaces,B ⊆ Lsev(X,Y) bounded. ThenBw is
metrizable.
Proof Without loss of generality B = {S ∈ Lsev,ν(X,Y); supµ>ν ‖Sµ‖ 6 1} for some
ν ∈ R. Since X and Y are separable, then so are L2ν(X) and L2ν(Y). In particular, the
(standard causal) domains D(X) =
⋂
µ∈R L2µ(X) and D(Y) considered as respective
(metric) subspaces of L2ν(X) and L
2
ν(Y) are separable, as well. So, take countable dense
sets D ⊆ D(X) and E ⊆ D(Y). Then the mapping
j : Bw ∋ S 7→ ((ψ, φ) 7→ 〈ψ, Sφ〉L2ν(Y)) ∈ ∏
ψ∈E,φ∈D
BC(0, ‖φ‖‖ψ‖)
is continuous and one-to-one. For injectivity of j use that E and D are respectively
dense in L2ν(Y) and L
2
ν(X). As B
w is compact, we infer that j is a homeomorphism
onto its image. Hence, as ∏ψ∈E,φ∈D BC(0, ‖φ‖‖ψ‖) is metrizable by the countability of
E×D, the metrizability of Bw follows. 
In the concluding parts of this section, we address continuity of multiplication and
inversion in Lsev. We recall that both the latter operations are not continuous under
the weak operator topology of L(X,Y) for infinite-dimensional Hilbert spaces X and Y.
Thus, we cannot expect continuity of multiplication and inversion in Lwsev, leading to
more subtle statements, when the weak topology is involved. The results on continuity
of multiplication read as follows, for which we recall from Definition 2.3.15 that a set
B ⊆ Lsev(X,Y) is called bounded, if there exists ν ∈ R withB ⊆ Lsev,ν(X,Y) and that
sup
µ>ν
sup
S∈B
‖Sµ‖ < ∞.
We say that D ⊆ Lsev(X,Y) × Lsev(Y,Z) is bounded, if there exists bounded B1 ⊆
Lsev(X,Y), B2 ⊆ Lsev(Y,Z) with D ⊆ B1×B2. We also recall Remark 4.1.2.
Theorem 4.1.13 Let X, Y, Z Hilbert spaces. Consider the multiplication (S,T) 7→ TS as a
mapping in the following underlying topological spaces:
(a) Lnsev(X,Y)× Lnsev(Y,Z) → Lnsev(X,Z),
(b) Lssev(X,Y)× Lssev(Y,Z) → Lssev(X,Z),
(c) Lwsev(X,Y)× Lwsev(Y,Z) → Lwsev(X,Z).
Then the multiplication in (a) is continuous, and, on bounded subsets, multiplication in (b)
is continuous, whereas in (c) multiplication is only separately continuous, that is, for every
V ∈ Lsev(X,Y) and W ∈ Lsev(Y,Z) the mappings S 7→ WS and T 7→ TV are continuous.
Proof Taking the continuous inclusions (4.1) into account, the results are straightfor-
ward consequences of the corresponding statements, when Lsev is replaced by L(X,Y).
As an example, we treat (b): Let ((Sι,Tι))ι be a convergent net in the space Lssev(X,Y)×
Lssev(Y,Z); denote the respective limit by (U,W). By definition, there exists ν0 and ν1
such that ((Sι,Tι))ι converges in Lssev,ν0 × Lssev,ν1 ⊆ Lssev,ν × Lssev,ν, ν := max{ν0, ν1} (see
(4.1)). Hence, in particular, by the submultiplicativity of the norm, we deduce that
TιSι ∈ Lsev,ν. And, by the corresponding statement of (b) when Lsev(X,Y) is replaced
by L(X,Y), the assertion follows. 
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Remark 4.1.14 Let ν ∈ R. We note that, if, in Theorem 4.1.13, one replaces all Lsev(X,Y)
by Lsev,ν(X,Y) the respective assertions hold true as well. In fact, it is even a more
direct consequence of the analogous statements for the operator topologies on L(W,Z)
for Hilbert spacesW, Z. ⋄
We conclude this section with addressing the continuity of computing the inverse of
evolutionary mappings. Beforehand, for a Hilbert space X, κ > 0, we introduce the
sets
GLsev,ν(X) := {S ∈ Lsev(X); S−1 ∈ Lsev,ν(X)},
GLκ,sev,ν(X) := {S ∈ GLsev,ν(X); sup
µ>ν
‖(S−1)µ‖ 6 κ}.
We recall our convention to denote by Bn the topological subspace of Lnsev for a subset
B ⊆ Lsev and similarly forBs.
Theorem 4.1.15 Let X Hilbert space, κ > 0. The mapping S 7→ S−1 is continuous as a
mapping in the following underlying topological spaces
(a) GLsev,ν(X)
n → Lnsev(X),
(b) GLκ,sev,ν(X)s → Lssev(X).
Proof For the proof of (a), we let (Sι)ι be a convergent net in GLnsev,ν; denote T := limι Sι.
Hence, there exists η > ν such that Sι,T, S−1ι ,T−1 ∈ Lsev,η(X) for all ι. Hence, for all
ι, we have S−1ι − T−1 = S−1ι (T − Sι)T−1 ∈ Lsev,η(X), by Proposition 2.1.7. Next, let
µ > η. Then (Sµι )−1(Tµ − Sµι )(Tµ)−1 → 0 since ‖Tµ − Sµι ‖ → 0 and ‖(Sµι )−1‖ =
‖(Tµ + (Sµι − Tµ))−1‖ 6 2‖(Tµ)−1‖, once ‖(Tµ)−1(Sµι − Tµ)‖ 6 1/2.
In order to show the corresponding statement for (b), we similarly let (Sι)ι be con-
vergent in GLsκ,sev,ν; with T the corresponding limit. As in (a), we find η > ν, such
that S−1ι (T − Sι)T−1 ∈ Lsev,η(X) for all ι. Moreover, by definition of GLκ,sev,ν(X), we
have supµ>η,ι ‖(S−1ι )µ‖ 6 κ. Hence, (S−1ι )µ(Tµ − Sµι )(T−1)µ converges strongly to 0 in
(L(L2µ(X)), τs), which yields the assertion. 
4.2 The Norm and the Strong Operator Topologies and
Ordinary Differential Equations
the set SOc,ν(X,Y) · continuity of the solution operator for ordinary differential equations in the
coefficients · norm convergent series’ and the norm, strong and weak operator topologies ·
Theorem 4.2.2 · Theorem 4.2.3
In this section and the next section, we are aiming for continuity results of ordinary
differential equations on the coefficients. More precisely, we will focus on equations of
the form(
∂t,ν
(
M 0
0 0
)
+
(
N00 N01
N10 N11
))
U = F, (4.8)
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whereM, N00,N01, N10 andN11 are standard evolutionary mappings acting in suitable
spaces. Assuming the well-posedness conditions as in Theorem 3.1.4, we address the
question of whether assigning a solution operator to (4.8) is continuous. We recall the
conditions that lead to a solution theory for (4.8): Let X, Y be Hilbert spaces, ν, c > 0.
ThenM ∈ Lsev(X) needed to satisfy
Re〈QtMφ, φ〉L2µ(X) > c〈Qtφ, φ〉L2µ(X) (φ ∈ D(X), t ∈ R, µ > ν). (4.9)
The condition for N = (Nij)i,j∈{0,1} ∈ Lsev(X× Y) read
Re〈QtN11φ, φ〉L2µ(Y) > c〈Qtφ, φ〉L2µ(Y) (φ ∈ D(Y), t ∈ R, µ > ν). (4.10)
We also recall that Qt is multiplication by 1(−∞,t) and D(X) =
⋂
ν∈R L2ν(X) and simi-
larly for D(Y). For Hilbert spaces X and Y, c > 0, we define
SOc,ν(X,Y)
:= {M ∈ Lsev(X);M satisfies (4.9)} × {N ∈ Lsev(X× Y);N satisfies (4.10)}
⊆ Lsev(X)× Lsev(X× Y) ⊆ Lsev(X×X× Y).
In the notation SOc,ν(X,Y) the letter ‘S’ is a reminder of ‘solution theory’, the ‘O’ stands
for ‘ordinary differential equations’. Being a subset of Lsev(X×X× Y), we may endow
SOc,ν(X,Y) with the norm, the strong operator or the weak operator topology. It is
easy to see that SOc,ν(X,Y) is a closed subset of each Lnsev(X×X× Y), Lssev(X×X× Y)
and Lwsev(X× X× Y). With the notation just introduced and recalling ∂ˇt :=
⋂
ν>0 ∂t,ν,
we may rephrase Theorem 3.1.4 next. For this, we adopt the custom that evolutionary
and causal mappings are, in fact, standard evolutionary (and vice versa) in the sense
of Theorem 2.3.4.
Theorem 4.2.1 (Theorem 3.1.4) Let X, Y Hilbert spaces, ν, c > 0. Then the mapping
sol : SOc,ν(X,Y) → Lsev(X× Y)
(M,N) 7→
(
∂ˇt
(
M 0
0 0
)
+
(
N00 N01
N10 N11
))−1 (4.11)
is well-defined.
So, the aim of this section is to establish the following two theorems.
Theorem 4.2.2 Let X, Y Hilbert spaces, ν, c > 0. Then sol given in (4.11) is continuous on
bounded sets as a mapping from SOν,c(X,Y)n to Lnsev(X× Y).
Theorem 4.2.3 Let X, Y Hilbert spaces, c > 0. Then sol given in (4.11) is continuous on
bounded sets as a mapping from SOν,c(X,Y)s to Lssev(X× Y).
For the respective proofs of Theorem 4.2.2 and Theorem 4.2.3, we need to analyze the
solution operator. By Remark 3.1.2, for (M,N) = (M, (Nij)ij∈{0,1}) ∈ SOc,ν(X,Y) the
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formula
sol(M,N)
=
(
∂ˇt
(
M 0
0 0
)
+
(
N00 N01
N10 N11
))−1
=
(
M−1 0
−N−111 N10M−1 N−111
)(
∂ˇ−1t 0
0 1
)
+
(
0 −M−1∂ˇ−1t N01N−111
0 N−111 N10M
−1∂ˇ−1t N01N
−1
11
)(
∂ˇ−1t 0
0 1
)
+
∞
∑
k=1
(
TkM−1 −TkM−1∂ˇ−1t N01N−111
−N−111 N10TkM−1 N−111 N10TkM−1∂ˇ−1t N01N−111
)(
∂ˇ−1t 0
0 1
)
,
(4.12)
with T = −(∂ˇtM)−1R as well as R = N00 −N01N−111 N10 holds true. Recall that the sum
converges in Lnsev(X×Y). Indeed, this follows from Theorem 3.1.4 (3.10). Hence, before
coming to the proofs of the Theorems 4.2.2 and 4.2.3, we need to establish a statement
shedding light on infinite sums in view of the different topologies introduced. We need
the following prerequisite of general nature.
Lemma 4.2.4 Let Z be a Banach space, (αk)k∈N in (0,∞) with ∑k∈N αk < ∞. Let (zk,ι)ι∈I
be a convergent net in Z with limit wk ∈ Z and assume that
‖zk,ι‖ 6 αk (k ∈ N, ι ∈ I).
Then ∑∞k=1 wk ∈ Z and
lim
ι∈I
∞
∑
k=1
zk,ι =
∞
∑
k=1
wk.
Proof First of all note that (1/αk)zk,ι ∈ BZ implies that (1/αk)wk ∈ BZ as the unit ball
BZ = {z ∈ Z; ‖z‖ 6 1} is closed in Z. Thus, ∑∞k=1 wk ∈ Z since Z is a Banach space. Let
ε > 0. Then there exists K ∈ N such that ∑∞k=K+1 αk 6 ε. We find ι0 ∈ I such that for all
k ∈ {1, . . . ,K} and ι > ι0 we get
‖zk,ι − wk‖ 6 εK .
Therefore, for all ι > ι0
∥∥ ∞∑
k=1
zk,ι −
∞
∑
k=1
wk
∥∥ 6 ∞∑
k=1
‖zk,ι −wk‖
6
K
∑
k=1
‖zk,ι −wk‖+
∞
∑
k=K+1
‖zk,ι −wk‖
6 K
ε
K
+
∞
∑
k=K+1
2αk 6 3ε. 
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Remark 4.2.5 Even for the case Z = C the assertion of Lemma 4.2.4 does not follow
from Lebesgue’s dominated convergence theorem, as the dominated convergence the-
orem asserts something on sequences instead of nets. ⋄
Proposition 4.2.6 Let X, Y Hilbert spaces, for k ∈ N let (Sk,ι)ι∈I be a net in Lsev(X,Y),
(Tk)k∈N a sequence in Lsev(X,Y). Assume there exists (αk)k∈N in (0,∞) with ∑k∈N αk < ∞
satisfying
sup
µ>ν
sup
ι∈I
‖Sµk,ι‖ 6 αk (k ∈ N)
for some ν ∈ R.
(a) If for all k ∈ N we have Sk,ι ι→ Tk in Lwsev,ν(X,Y) then ∑∞k=1 Tk converges in norm and
∞
∑
k=1
Sk,ι
ι→
∞
∑
k=1
Tk in L
w
sev(X,Y).
(b) If Sk,ι
ι→ Tk in Lssev,ν(X,Y) for all k ∈ N then
∞
∑
k=1
Sk,ι
ι→
∞
∑
k=1
Tk in L
s
sev(X,Y).
(c) If Sk,ι
ι→ Tk in Lnsev,ν(X,Y) for all k ∈ N then
∞
∑
k=1
Sk,ι
ι→
∞
∑
k=1
Tk in L
n
sev(X,Y).
Proof For the proof of (a), we observe that for all µ > ν and k ∈ N, we have ‖Sµk,ι‖ 6
αk; hence ‖Tµk ‖ 6 αk as the closed (norm) ball of L(W,Z) for Hilbert spaces W, Z is
also closed with respect to the weak operator topology. Thus, for all µ > ν, the sum
∑
∞
k=1 ‖Tµk ‖ is finite, yielding convergence of ∑∞k=1 Tk in Lnsev,ν.
For the proof of interchanging the limits, let µ > ν, φ ∈ L2µ(X), ψ ∈ L2µ(Y) and apply
Lemma 4.2.4 to Z = C, zk,ι = 〈ψ, Sµk,ιφ〉L2µ(Y) and wk = 〈ψ,T
µ
k φ〉L2µ(Y) for k ∈ N, ι ∈ I.
In order to prove (b), let µ > ν, φ ∈ L2µ(X) and apply Lemma 4.2.4 to Z = L2µ(Y),
zk,ι = S
µ
k,ιφ and wk = T
µ
k φ for k ∈ N, ι ∈ I.
The proof of (c) is an application of Lemma 4.2.4 to Z = L(L2µ(X), L
2
µ(Y)), zk,ι = S
µ
k,ι,
wk = T
µ
k for k ∈ N, ι ∈ I, µ > ν. 
We conclude this section with the proofs of Theorem 4.2.2 and 4.2.3. The respective
proofs follow similar lines, so we will provide these all in once.
Proof (of Theorems 4.2.2 and 4.2.3) Let ((Mι,Nι))ι∈I be a bounded and convergent net in
SOnc,ν (or SO
s
c,ν); let (O,P) be the respective limit. Note that M
−1
ι ∈ GL1/c,sev,ν(X)
and N−111,ι ∈ GL1/c,sev,ν(Y), see Corollary 2.3.13. Hence, by Theorem 4.1.15, both the
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nets (M−1ι )ι and (N−111,ι)ι converge in L
n
sev,η (or L
s
sev,η) for some η > ν to O
−1 and P−111 ,
respectively. Hence, using Remark 4.1.14, we get for Tι = −(∂ˇtMι)−1Rι with Rι =
Nι,00 − Nι,01N−1ι,11Nι,10, ι ∈ I, that there exists η′ > η > ν with the property that for all
k ∈ N
(Tkι )ι converges in L
n
sev,η′(or L
s
sev,η′) to
(
−(∂ˇtO)−1(P00 − P01P−111 P10)
)k
.
Hence, with the help of Remark 4.1.14 again and Proposition 4.2.6, we infer the asser-
tion taking the representation of the solution operator (4.12) into account. 
4.3 The Weak Operator Topology and Ordinary Differential
Equations
‘failure’ of continuity · the set SOc,ν(X) · estimates for limits in the weak operator topology ·
stability of positive definiteness under weak convergence of inverses · existence of convergent
subsequences of solution operators · Theorem 4.3.1 · Theorem 4.3.7
Due to a lack of a version of Theorem 4.1.13 ((a) and (b)) and of Theorem 4.1.15 for
the weak operator topology, the result corresponding to the Theorems 4.2.2 and 4.2.3
is more involved. In consequence, the limiting equation is more involved. In applica-
tions, this is reflected in so-called ‘memory effects’ occurring after ‘homogenization’ of
ordinary differential equations. For relations to homogenization problems and a thor-
ough discussion for the occurrence of memory effects and the relationship to Young-
measures, we refer the reader to the discussion in [Wau14a] and to the comments at
the end of this chapter.
We shall describe the question to be answered in the following in a bit more detail:
Let ((Mι,Nι))ι be a net in SOc,ν(X,Y). Are there conditions on (some type of conver-
gence of) ((Mι,Nι))ι in terms of the weak operator topology such that (sol(Mι,Nι))ι
converges in the weak operator topology to sol(M˜, N˜) for suitable M˜, N˜? The first
part of this section will be concerned with the first part of the question, the second part
gives a description of M˜, N˜, or, expressed differently, the second part provides the limit
equation for a special case.
Theorem 4.3.1 LetX, Y be Hilbert spaces, c, ν > 0, ((Mι,Nι))ι a bounded net in SOc,ν(X,Y).
Assume that there exists η ∈ R such that
(M−1ι )ι, (N−1ι,11Nι,10M
−1
ι )ι, (N
−1
ι,11)ι, (M
−1
ι ∂ˇ
−1
t Nι,01N
−1
ι,11)ι,
(N−1ι,11Nι,10M
−1
ι ∂ˇ
−1
t Nι,01N
−1
ι,11)ι, (Tι
kM−1ι )ι, (TιkM−1ι ∂ˇ−1t Nι,01N
−1
ι,11)ι,
(N−1ι,11Nι,10Tι
kM−1ι )ι, (N−1ι,11Nι,10Tι
kM−1ι ∂ˇ−1t Nι,01N
−1
ι,11)ι (k ∈ N),
converge in Lwsev,η, where Tι = −(∂ˇtMι)−1Rι and Rι = Nι,00−Nι,01N−1ι,11N−1ι,10 for all ι.
Then (sol(Mι,Nι))ι converges in Lwsev(X× Y) with sol being defined in (4.11).
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Proof We use the representation of sol(Mι,Nι) as given in (4.11), see also (4.12). Multi-
plication is separately continuous in the weak operator topology (Theorem 4.1.13(c)).
Next, interchanging the limits and summation is possible by Proposition 4.2.6, which
settles the assertion. 
Next, we account for the computation of the limiting equation, that is, we seek to com-
pute M∞,N∞ such that limι sol(Mι,Nι) = sol(M∞,N∞). This has been addressed for
the case of (convergent) sequences already in [Wau14a]. Note that without any further
assumptions on Mι and Nι such as time translation-invariance, the representation of
the limit equation given in [Wau14a] does not fit into the representation sol(M∞,N∞)
for some bounded evolutionary (M∞,N∞). As we shall see later on, this is not true for
the case Y = {0}. Hence, we focus on the case Y = {0} in the following. For studying
the respective solution operator, we introduce
SOc,ν(X) := {(M,N) ∈ Lsev(X)2;M satisfies (4.9)} ⊆ Lsev(X×X).
as well as
sol : SOc,ν(X) → Lsev(X)
(M,N) 7→
(
∂ˇtM+N
)−1
.
(4.13)
By equation (4.12), we get for all (M,N) ∈ SOc,ν(X):
sol(M,N) = M−1∂ˇ−1t +
∞
∑
k=1
(−M−1∂ˇ−1t N)kM−1∂ˇ−1t . (4.14)
Hence, the corresponding version of the statement in Theorem 4.3.1 for Y = {0} reads:
Corollary 4.3.2 Let X be a Hilbert space, c, ν > 0, ((Mι,Nι))ι a bounded net in SOc,ν(X).
Assume that there exists η ∈ R such that
(M−1ι )ι and (
(− (∂ˇtMι)−1Nι)kM−1ι )ι (k ∈ N)
converge in Lwsev,η.
Then (sol(Mι,Nι))ι converges in Lwsev(X) with sol being defined in (4.13).
For computing the limiting equation in the case just discussed in Corollary 4.3.2, we
use the representation of the solution operator sol(M,N) in (4.14), the estimates given
in Remark 3.1.5 and a Neumann series argument. First of all, we state a closedness
result for the weak operator topology, leading to estimates, which will come in handy
for applying the Neumann series argument.
Proposition 4.3.3 Let X,Y Hilbert spaces, ν ∈ R. For r > 0 let
Cν(r) := {S ∈ Lsev,ν(X,Y); sup
µ>ν
‖Sµ‖ 6 r}.
Then Cν(r) ⊆ Lwsev(X,Y) is closed.
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Proof An application of Lemma 4.1.9 shows that Cν(r) ⊆ Lwsev(X,Y) is closed if and
only if Cν(r) ⊆ Lwsev,ν(X,Y) is closed. The latter, however, is easily seen using that the
unit ball of L(L2µ(X); L
2
µ(Y)) is closed under the weak operator topology for all µ > ν.
Remark 4.3.4 In the sequel, Proposition 4.3.3 may be applied as follows. Let (Sι)ι be a
convergent net in Lwsev(X,Y)with the property that for all ι we have Sι ∈ Cν(r) for some
r, ν > 0. Then limι Sι ∈ Cν(r). ⋄
The next proposition gives a more precise estimate of the limit operator in relation to
its net converging to it. For this, we define for a net of non-negative real numbers (sι)ι
the number
lim inf
ι
sι := inf{t ∈ [0,∞]; t accumulation value of (sι)ι}.
Proposition 4.3.5 Let X,Y Hilbert spaces, (Sι)ι be a convergent net in L(X,Y) with respect
to the weak operator topology. Then
‖ lim
ι
Sι‖ 6 lim inf
ι
‖Sι‖.
Proof Put T := limι Sι. For φ ∈ BX,ψ ∈ BY, that is, φ ∈ X,ψ ∈ Y with ‖φ‖ = ‖ψ‖ = 1,
we get for ι
|〈ψ, Sιφ〉| 6 ‖Sι‖.
Hence, as the only accumulation value of (|〈ψ, Sιφ〉|)ι is |〈ψ, Tφ〉|, we get
‖T‖ = sup
φ∈BX,ψ∈BY
|〈ψ, Tφ〉| 6 lim inf
ι
‖Sι‖.

For having a solution theory for the limiting equation as well, we need to warrant the
conditions imposed in Theorem 3.1.4 for M and N respectively interchanged by M∞
and N∞. As a part of this, we will need to study the inverse of the limit of (M−1ι )ι
in more detail. In particular, we want the respective inverse to satisfy an estimate
analogous to (4.9) for some suitable c > 0. This will be addressed next.
Theorem 4.3.6 Let X be a Hilbert space, c, ν > 0, (Mι)ι∈I a bounded net in Lsev,ν(X). As-
sume
Re〈QtMιφ, φ〉L2µ > c〈Qtφ, φ〉L2µ (φ ∈ D(X), t ∈ R, µ > ν, ι ∈ I). (4.15)
If (M−1ι )ι converges to some O ∈ Lwsev(X), then O ∈ Lsev,ν(X), supµ>ν ‖Oµ‖ 6 1/c. More-
over,M∞ := O−1 ∈ Lsev,ν(X) with
sup
µ>ν
‖Mµ∞‖ 6 1
c
sup
µ>ν,ι∈I
‖Mµι ‖2 (4.16)
and
Re〈QtM∞φ, φ〉L2µ > c〈Qtφ, φ〉L2µ (φ ∈ D(X), t ∈ R, µ > ν), (4.17)
where Qt is multiplication by 1(−∞,t).
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Proof From (4.15), we get for all ι ∈ I that M−1ι ∈ Lsev,ν(X) with ‖(M−1ι )µ‖ 6 1/c for
all µ > ν, by Corollary 2.3.13 and Proposition 2.3.14. In particular, by Theorem 2.2.9,
Qt(M−1ι )µ = Qt(M−1ι )µQt, t ∈ R, µ > ν. Further, O ∈ Cν(1/c), by Proposition 4.3.3.
Moreover, with ψ = Mιφ, from
Re〈QtMιφ, φ〉L2µ > c〈Qtφ, φ〉L2µ (φ ∈ D(X), t ∈ R, µ > ν, ι ∈ I),
we read off
Re〈Qtψ,M−1ι ψ〉L2µ > cRe〈QtM−1ι ψ,M−1ι ψ〉L2µ
= c〈Qt(M−1ι )µQtψ,Qt(M−1ι )µQtψ〉L2µ >
c
‖Mµι ‖2
〈Qtψ,Qtψ〉L2µ
>
c
supµ>ν,ι∈I ‖Mµι ‖2
〈Qtψ,ψ〉L2µ (ψ ∈ D(X), µ > ν, ι ∈ I),
where we used
‖Qtψ‖ = ‖QtMµι (M−1ι )µψ‖ = ‖QtMµι Qt(M−1ι )µQtψ‖ 6 ‖Mµι ‖‖Qt(M−1ι )µQtψ‖.
Hence, we obtain M∞ = O−1 ∈ Lsev,ν(X) and (4.16), by Corollary 2.3.13 and Proposi-
tion 2.3.14. Next, using (4.15) again, we get for all t ∈ R, ψ ∈ D(X), ι ∈ I, µ > ν,
Re〈Qtψ,M−1ι ψ〉L2µ > c〈QtM−1ι ψ,QtM−1ι ψ〉L2µ .
Hence, computing the limit in ι and using Proposition 4.3.5 for Y = C and Sι =
QtM
−1
ι ψ, we arrive at
Re〈Qtψ,Oψ〉L2µ > c lim infι ‖QtM
−1
ι ψ‖2L2µ > c‖QtOψ‖
2
L2µ
.
Substituting Oψ = φ we arrive at
Re〈QtM∞φ, φ〉L2µ > c‖Qtφ‖2L2µ (µ > ν). 
We turn back to the derivation of the limit of (sol(Mι,Nι))ι in Corollary 4.3.2. So,
assume the hypothesis of Corollary 4.3.2 to be in effect and denote for all k ∈ N:
O := lim
ι
M−1ι ,
Pk := lim
ι
(− (∂ˇtMι)−1Nι)kM−1ι (4.18)
With these definitions at hand, we can describe the limit of (sol(Mι,Nι))ι. Thus, the
following theorem may be read as a sequel to Corollary 4.3.2.
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Theorem 4.3.7 Assume all conditions in Corollary 4.3.2 to be in effect. Then, with the help of
the definitions (4.18), we get
sol(Mι,Nι)
ι→ sol(M∞, 0)
in Lwsev(X), where
M∞ = O
−1 + O−1
∞
∑
ℓ=1
Rℓ,
R = −
∞
∑
k=1
PkO
−1.
Proof Without loss of generality we will assume c < 1 in the following. Using the rep-
resentation in (4.14) and recalling the argument in Corollary 4.3.2 (or Theorem 4.3.1),
we get
sol(Mι,Nι) → O∂ˇ−1t +
∞
∑
k=1
Pk∂ˇ
−1
t in L
w
sev(X).
In the following we will show that ‖R‖L(L2µ) < 1 for eventually all µ large enough.
Moreover, in order that sol being well-defined, we need to show that M∞ satisfies the
positive definiteness estimate (4.9) for some (possibly different) c > 0. Having shown
all these statements, it is then a straightforward computation to verify that
(
O∂ˇ−1t +
∞
∑
k=1
Pk∂ˇ
−1
t
)−1
= ∂ˇtM∞.
We address the norm estimate for R first. From Remark 3.1.5, we get for all sufficiently
large η > 0, ι ∈ I
‖sol(Mι,Nι)∂ˇt −M−1ι ‖L(L2η(X)) 6
θ
c(1− θ) ,
where θ = supι∈I ‖Nι‖>η/(νc) and ‖Nι‖>η := supµ>η ‖Nµι ‖. Hence, for the limit in ι,
we obtain with Remark 4.3.4
∥∥∥ ∞∑
k=1
Pk
∥∥∥
L(L2η)
6
θ
c(1− θ) .
So, there exists η > ν such that for every µ > η, we obtain
‖R‖L(L2µ) =
∥∥∥ ∞∑
k=1
PkO
−1
∥∥∥
L(L2µ)
6
c
2
(< 1).
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We are left with showing the positive definiteness type estimate (4.9) for M∞. For this,
we compute
‖
∞
∑
ℓ=1
Rℓ‖L(L2µ) 6
∞
∑
ℓ=1
( c
2
)ℓ
=
c
2
1− c2
=
c
2− c < c (µ > η).
Next, T := ∑∞ℓ=1R
ℓ is a norm convergent limit of causal and evolutionary operators,
and, thus, T is causal and evolutionary itself. In particular, for Qt denoting multiplica-
tion by 1(−∞,t) and using Theorem 2.2.9, we get for every φ ∈ D(X) and µ > ν
‖QtTφ‖L2µ = ‖QtTQtφ‖L2µ 6 ‖T‖L(L2µ)‖Qtφ‖L2µ 6
c
2− c‖Qtφ‖L2µ (t ∈ R).
Next, by Theorem 4.3.6 applied to O−1 together with the estimate just derived, we
obtain for all t ∈ R, φ ∈ D(X) and µ > η
Re〈QtM∞φ, φ〉L2µ = Re〈Qt(O−1 + T)φ, φ〉L2µ
= Re〈QtO−1φ, φ〉L2µ + Re〈QtTφ,Qtφ〉L2µ
> c〈Qtφ, φ〉L2µ −
c
2− c‖Qtφ‖
2
L2µ
=
(1− c)c
2− c 〈Qtφ, φ〉L2µ . 
Remark 4.3.8 In the statement of Theorem 4.3.7 it is somewhat awkward that the so-
lution operator converges to sol(M∞,N∞) with N∞ = 0. In fact, if ∂−1t commuted with
Mι and Nι as – for instance – in the case of time translation-invariant coefficients (see
Section 1.2), we have the more natural statement that
sol(Mι,Nι)
ι→ sol(M∞,N∞)
withM∞ = O−1 and N∞ = O−1 ∑∞ℓ=1 R˜ℓ with R˜ = −∑∞k=1 P˜kO−1, where
O := lim
ι
M−1ι ,
P˜k := (∂ˇ
−1
t )
k−1 lim
ι
(
(−(Mι)−1Nι
)k
M−1ι .
(4.19)
In fact, this representation is indeed more natural, as (M∞,N∞) ∈ SOc,ν(X), by Theo-
rem 4.3.6 (see (4.17) in particular), whereas the positive definiteness constant for M∞
given in Theorem 4.3.7 has to be adjusted (cf. the concluding lines of the proof of The-
orem 4.3.7). ⋄
If the Hilbert space X is separable, a combination of the compactness and metrizability
result for the weak operator topology, that is, Theorem 4.1.11 and Corollary 4.1.12, im-
mediately yields the following statement for sequences of coefficients instead of nets.
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Theorem 4.3.9 Let X, Y be separable Hilbert spaces, c, ν > 0, ((Mn,Nn))n a bounded se-
quence in SOc,ν(X,Y).
Then there exists a strictly increasing sequence (nk)k in N such that (sol(Mnk ,Nnk))k con-
verges in Lwsev(X× Y) with sol being defined in (4.11).
Proof It suffices to observe that, by relative sequential compactness of bounded sets in
Lwsev (combine Theorem 4.1.11 and Corollary 4.1.12), we may choose a strictly increas-
ing sequence (nk)k in N such that
(M−1nk )k, (N
−1
nk,11
Nnk,10M
−1
nk
)k, (N
−1
nk,11
)k, (M
−1
nk
∂ˇ−1t Nnk,01N
−1
nk,11
)k,
(N−1nk,11Nnk,10M
−1
nk
∂ˇ−1t Nnk,01N
−1
nk,11
)k, (T
ℓ
nk
M−1nk )k,
(TℓnkM
−1
nk
∂ˇ−1t Nnk,01N
−1
nk,11
)k, (N
−1
nk,11
Nnk,10T
ℓ
nk
M−1nk )k,
(N−1nk,11Nnk,10T
ℓ
nk
M−1nk ∂ˇ
−1
t Nnk,01N
−1
nk,11
)k (ℓ ∈ N),
converge in Lwsev,η, Tnk = −(∂ˇtMnk)−1Rnk and Rnk = Nnk,00 −Nnk,01N−1nk,11Nnk,10 for all
k ∈ N. Hence, the assertions follows from Theorem 4.3.1. 
4.4 The Drude–Born–Fedorov Model
Maxwell’s equations · curl · admissible domain · convergence of multiplication operators and the
strong operator topology · Theorem 4.4.8 · Theorem 4.4.9
As a first major application of the theory developed so far, we will treat the Drude–
Born–Fedorov model for electromagnetism. As it has been found in [PF13], this for-
mulation of Maxwell’s equations may be written as an ordinary differential equation in
an infinite-dimensional Hilbert space. Hence, in the present chapter, it is of interest to
apply the results of the preceding sections to this particular example. Before, however,
applying the abstract theory of evolutionary equations, we need to frame the Drude–
Born–Fedorov model into a proper functional analytic setting. We note that the results
in [PF13] on the well-posedness for the Drude–Born–Fedorov model apply to a more
general situation than the one discussed in the present exposition.
Throughout this section, let Ω ⊆ R3 be open. Formally, the equations may be written
as follows.
∂t(1+ β curl)εE− curlH = J
∂t(1+ β curl)µH + curl E = 0,
(4.20)
on [0,∞)×Ω, where for simplicity, we assume homogeneous initial conditions. Some
comments on the constituents of (4.20) are in order. The unknowns of (4.20) are the
two components of the electromagnetic vector field (E,H) : R>0×Ω → R3 ×R3. The
mapping J : R>0 ×Ω → R3 models the source term, that is, external electric currents.
The 3× 3-matrix valued functions ε and µ defined on R>0×Ω are the dielectricity and
the magnetic permeability of the underlying medium, β is a non-zero real number. The
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expression curl is the differential operator acting on the spatial variables of E and H
only, which is formally given by
φ 7→

 0 −∂3 ∂2∂3 0 −∂1
−∂2 ∂1 0

 φ,
for any smooth vector field φ : Ω → R3. We will use curl φ also for L2-vector fields φ
in the distributional sense.
We will need the following assumptions on the ingredients of (4.20).
Definition 4.4.1 We say that Ω is an admissible domain, if there exists
D ⊆ dom(curl) := {φ ∈ L2(Ω)3; curl φ ∈ L2(Ω)3}
such that the operator
curl⋄ : D ⊆ L2(Ω)3 → L2(Ω)3, φ 7→ curl φ
is self-adjoint and −1/β ∈ ρ(curl⋄). The operator curl⋄ is called an admissible realization
(of curl). △
We shall elaborate on the relationship of admissible domains to the Drude–Born–Fe-
dorov model as follows.
Remark 4.4.2 A particular realization of the curl-operator can be found in [Pic98a,
Pic98b]. The operator curl with this boundary condition is used for the description
of the Drude–Born–Fedorov model, see [PF13]. It can be shown that this realization is
selfadjoint provided Ω has finite Lebesgue measure, see [Fil00]. Another consequence
is that the spectrum of this particular realization of curl is countable. In particular, for
bounded open sets Ω there are uncountably many β ∈ R such that Ω is an admissi-
ble domain. We shall also refer to [Pic98a, Pic98b] for a corresponding treatment of
unbounded Ω. ⋄
We emphasize that the precise selfadjoint realization curl⋄ of curl is not important for
the analysis to follow as long as −1/β ∈ ρ(curl⋄). This observation together with
Remark 4.4.2 leads to a generalized treatment of the Drude–Born–Fedorov model.
Hypothesis 4.4.3 (on ε and µ) We assume there exists εˆ, µˆ ∈ L∞(R ×Ω)3×3 with
εˆ|[0,∞)×Ω = ε, µˆ|[0,∞)×Ω = µ
and c > 0 such that
Re〈εˆ(t, x)ξ, ξ〉 > c〈ξ, ξ〉, Re〈µˆ(t, x)ξ, ξ〉 > c〈ξ, ξ〉 (4.21)
for almost every (t, x) ∈ R ×Ω. △
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Remark 4.4.4 In the following, we will not distinguish between ε, µ and its respective
extensions εˆ, µˆ to the whole real line. Thanks to causality, we will see that a solution to
(4.20) will be independent of the extension of the coefficients to the negative reals. ⋄
In what follows, in order to ease readability considerably, we will identify ε with the
corresponding multiplication operator on L2ν(R; L
2(Ω)3) for all ν ∈ R. Likewise, we
shall do so for µ. Moreover, we identify curl⋄ with its lifting to L2ν(R; L2(Ω)3) as an
(abstract) multiplication operator with L2ν(R; dom(curl⋄)) as domain for all ν ∈ R, see
also Example 2.3.11.
The well-posedness theorem corresponding to (4.20) reads as follows.
Theorem 4.4.5 Let Ω be an admissible domain and curl⋄ an admissible realization. Assume
that ε and µ satisfy Hypothesis 4.4.3. Then
SDBF(ε, µ) :=(
∂t
(
ε 0
0 µ
)
+
(
0 − curl⋄
curl⋄ 0
)
(1+ β curl⋄)−1
)−1
∈ Lsev(L2(Ω)6)
Proof We want to apply Theorem 3.1.4. More precisely, take
X = L2(Ω)6,Y = {0},M =
(
ε 0
0 µ
)
and
N =
(
0 − curl⋄
curl⋄ 0
)
(1+ β curl⋄)−1.
Hypothesis 4.4.3 guarantees inequality (4.9). Indeed, this follows from Hypothesis
4.4.3, the fact that Qt commutes with M and Example 2.1.1. Example 2.1.1 also yields
(standard) evolutionarity of N, since, as curl⋄ is an admissible realization, the operator
curl⋄(1+ β curl⋄)−1
considered in L2(Ω)6 is bounded. 
Remark 4.4.6 The solution theory obtained in Theorem 4.4.5 says that for any J˜ ∈
L2ν([0,∞); L
2(Ω)3) (for eventually all large enough ν), the equations (4.20) admit a
unique solution (E,H) ∈ L2ν(R; L2(Ω)6) in the sense that
∂tεE− curl⋄(1+ β curl⋄)−1H = J˜
∂tµH + curl⋄(1+ β curl⋄)−1E = 0,
(4.22)
holds, where curl⋄ is an admissible realization of curl. Moreover, note that, as J˜ is sup-
ported on [0,∞) only, so is the electromagnetic field (E,H), by causality. In particular,
equation (4.22) is trivial on (−∞, 0), making the solution operator independent of the
chosen extensions εˆ and µˆ in Hypothesis 4.4.3. ⋄
Next, we will apply the results on the continuous dependence to the Drude–Born–
Fedorov model. We will need a prerequisite, which is particularly useful for the result
corresponding to the strong operator topology.
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Proposition 4.4.7 Let p, d ∈ N, (εn)n a sequence in L∞(R × Σ)p×p for some measurable
Σ ⊆ Rd, T ∈ L(L2(R × Σ)p). Assume that Tεn → T as n → ∞ in the strong operator
topology of L(L2(R × Σ)p), where we recall that Tεn denotes the associated multiplication
operator of εn. Then
(a) (Tεn)n is bounded, there exists ε ∈ L∞(R × Σ)p×p such that T = Tε, and
(b) Tεn → Tε in Lssev(L2(Σ)p).
Proof We start out with (a). Being strongly convergent, the sequence (Tεn)n is bounded
in L(L2(R × Σ)p), by the uniform boundedness principle. Next, the convergence as-
serted implies convergence in the weak operator topology, which, in turn, for multipli-
cation operators is easily seen to be equivalent to convergence in the weak* topology
of L∞. But, by separability of L1(R × Σ), the unit ball of L∞(R × Σ)p×p is sequentially
compact under the weak* topology. Hence, there exists ε ∈ L∞(R × Σ)p×p being the
limit of a weakly* convergent subsequence of (εn)n. Since (any subsequence of) (Tεn)n
also converges in the weak operator topology, the strong operator topology limit of
(Tεn)n is induced by multiplication by ε.
For the proof of (b), we will use Theorem 4.1.5. For this, observe that for all φ ∈
D(L2(Σ)p) =
⋂
ν∈R L2ν(L2(Σ)p), we have that
εnφ → εφ as n → ∞ in L2(R; L2(Σ)p).
Since, εn and ε commute with multiplication by functions of the type t 7→ eξt, ξ ∈ R,
which is a bijection on D(L2(Σ)p), we get that for all ν ∈ R
εnφ → εφ as n → ∞ in L2ν(R; L2(Σ)p).
Thus, by Theorem 4.1.5 employing the boundedness of (Tεn)n again, we infer Tεn → Tε
in Lssev(L
2(Σ)p) as n → ∞. 
Theorem 4.4.8 Let Ω an admissible domain, curl⋄ an admissible realization, (εn)n, (µn)n in
L∞(R × Ω)3×3. Assume that εn and µn satisfy Hypothesis 4.4.3 and that there exists c > 0
such that for all n ∈ N the mappings εn and µn satisfy the inequalities (4.21). Let SDBF be as
in Theorem 4.4.5.
(a) If (εn)n, (µn)n converge in L∞(R ×Ω)3×3, then
lim
n→∞ SDBF(εn, µn) = SDBF( limn→∞ εn, limn→∞ µn) ∈ L
n
sev(L
2(Ω)6).
(b) If (εn)n, (µn)n are such that the associated multiplication operators on L(L2(R ×Ω)3)
converge in the strong operator topology, then
lim
n→∞ SDBF(εn, µn) = SDBF( limn→∞ εn, limn→∞ µn) ∈ L
s
sev(L
2(Ω)6).
Proof For the proof of (a), we want to apply Theorem 4.2.2. For this, we observe that
convergence in L∞(R × Ω)3×3 implies convergence of the associated multiplication
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operators in L(L2ν(R; L(Ω)
3)) for all ν ∈ R. In particular, the sequences (εn)n and
(µn)n are bounded and
Mn :=
(
εn 0
0 µn
)
→
(
limn→∞ εn 0
0 limn→∞ µn
)
∈ Lnsev(L2(Ω)6);
Nn :=
(
0 − curl⋄
curl⋄ 0
)
(1+ β curl⋄)−1.
Thus, the assertion indeed follows from Theorem 4.2.2.
In order to prove (b), we deduce by Proposition 4.4.7 that (the multiplication operators
induced by) (εn)n and (µn)n are bounded and converge in Lssev(L
2(Ω)3). The assertion
follows from Theorem 4.2.3. 
Our next aim is to derive a result corresponding to Theorem 4.4.8 for the weak operator
topology. We are aiming at a result, which provides a complete description of the
limiting equation. For this, we need to confine ourselves with a restricted class of
multiplication operators.
Theorem 4.4.9 Let Ω an admissible domain, curl⋄ an admissible realization. Let ε, µ : R → C
bounded, measurable, 1-periodic functions with Re ε(t), Re µ(t) > c for some c > 0. For
n ∈ N define εn(t) := ε(nt), µn(t) := µ(nt), t ∈ R. Then, with SDBF as in Theorem 4.4.5,
lim
n→∞ SDBF(εn, µn) = SDBF
(( 1∫
0
1
ε
)−1
,
( 1∫
0
1
µ
)−1) ∈ Lwsev(L2(Ω)6).
The proof of Theorem 4.4.9 is an application of Theorem 4.3.7. For this, we need to
compute the limits in (4.18). First of all, however, we recall a well-known statement of
more general nature, which is related to periodic mappings and will be stated without
proof.
Theorem 4.4.10 (see e.g. [CD10, Theorem 2.6]) Let d ∈ N, ε : Rd → C bounded, mea-
surable and (0, 1)d-periodic, that is, for all z ∈ Zd and almost every x ∈ Rd, we have
ε(x + z) = ε(x). Then εn := ε(n·) →
∫
(0,1)d ε(x) dx in the weak* topology of L
∞(Rd)
as n → ∞.
Next, we recall a result from [Wau14a].
Theorem 4.4.11 ([Wau14a, Theorem 5.7]) Let a1, . . . , ak ∈ L∞(R) be 1-periodic, k ∈ N.
For n ∈ N let Tj,n denote the multiplication operator induced by t 7→ aj(nt), j ∈ {1, . . . , k}.
Then we have
T1,n∂ˇ
−1
t T2,n∂ˇ
−1
t T3,n · · · ∂ˇ−1t Tk,n →
(
∂ˇ−1t
)k−1 k
∏
j=1
1∫
0
aj(y) dy
in Lwsev(X) for any Hilbert space X.
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Proof Without loss of generality, we may assume X = C. Let ν > 0. For n ∈ N let
Tn := T1,n∂
−1
t,ν T2,n∂
−1
t,ν T3,n · · · ∂−1t,ν Tk,n. For K, L ⊆ R bounded, measurable, we compute
with the help of Theorem 1.1.6
〈1K, Tn1L〉L2ν
=
∫
K
a1(nt1)
t1∫
−∞
a2(nt2)
t2∫
−∞
· · ·
tk−1∫
−∞
ak(ntk)1L(tk) dtk · · · dt2e−2νt1 dt1
=
∫
K
t1∫
−∞
t2∫
−∞
· · ·
tk−1∫
−∞
(
k
∏
j=1
aj(ntj)
)
1L(tk)e
−2νt1 dtk · · · dt1
=
∫
R
· · ·
∫
R︸ ︷︷ ︸
k-times
(
k
∏
j=1
aj(ntj)
)
1K(t1)
(
k
∏
j=2
1(0,∞)(tj−1 − tj)
)
1L(tk)e
−2νt1 dtk · · · dt1.
Next, observe that
(t1, . . . , tk) 7→ 1K(t1)
(
k
∏
j=2
1(0,∞)(tj−1 − tj)
)
1L(tk)e
−2νt1 ∈ L1(Rk).
Moreover, the mapping (t1, . . . , tk) 7→ ∏kj=1 aj(tj) is (0, 1)k-periodic. Thus, by Theorem
4.4.10, we conclude that
〈1K, Tn1L〉L2ν →
〈
1K,
(
∂−1t,ν
)k−1 k
∏
j=1
1∫
0
aj(y) dy1L
〉
L2ν
as n → ∞ for all K, L ⊆ R bounded and measurable. A density argument yields
〈ψ, Tnφ〉L2ν →
〈
ψ,
(
∂−1t,ν
)k−1 k
∏
j=1
1∫
0
aj(y)dyφ
〉
L2ν
for all φ,ψ ∈ D = ⋂ν∈R L2µ(R). Thus, the assertion follows from Theorem 4.1.6. 
With Theorem 4.4.11 at hand, we can conclude this chapter with a proof of Theorem
4.4.9.
Proof (of Theorem 4.4.9) We apply Theorem 4.3.7. In the course of doing so, with
Mn =
(
εn 0
0 µn
)
, Nn = N = curl⋄(1+ β curl⋄)−1
(
0 −1
1 0
)
(n ∈ N),
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we want to compute O and Pk, k ∈ N, as defined in (4.18). By Theorem 4.4.10, we
obtain that
O = lim
n→∞M
−1
n =
(∫ 1
0
1
ε 0
0
∫ 1
0
1
µ
)
.
Next, observe that C := curl⋄(1 + β curl⋄)−1 commutes with Mn, O and ∂ˇ−1t as the
former only acts on the spatial variables and the latter only act on the temporal ones.
Hence, for k ∈ N,
Pk = lim
n→∞(−M
−1
n ∂ˇ
−1
t N)
kM−1n = limn→∞(−C)
k(M−1n ∂ˇ−1t
(
0 −1
1 0
)
)kM−1n
= (−C)k(O∂ˇ−1t
(
0 −1
1 0
)
)kO = (−O∂ˇ−1t N)kO,
where we used Theorem 4.4.11. Thus, we may apply Theorem 4.3.7 to get
sol(Mn,N) → sol(M∞, 0) in Lwsev(L2(Ω)6) as n → ∞,
with
M∞ = O
−1 + O−1
∞
∑
ℓ=1
Rℓ, R = −
∞
∑
k=1
PkO
−1.
So, employing Pk = (−O∂ˇ−1t N)kO for all k ∈ N, we arrive at
M∞ = O
−1
∞
∑
ℓ=0
Rℓ = O−1
∞
∑
ℓ=0
(− ∞∑
k=1
PkO
−1)ℓ
= O−1
∞
∑
ℓ=0
(− ∞∑
k=1
(−O∂ˇ−1t N)kOO−1
)ℓ
= O−1
∞
∑
ℓ=0
(
1−
∞
∑
k=0
(−O∂ˇ−1t N)k
)ℓ
= O−1
∞
∑
ℓ=0
(
1− (1+O∂ˇ−1t N)−1
)ℓ
= O−1(1− (1− (1+ O∂ˇ−1t N)−1))−1
= O−1((1+ O∂ˇ−1t N)
−1)−1 = O−1 + ∂ˇ−1t N.
So, ∂ˇtM∞ = ∂ˇtO−1 +N yields the assertion. 
4.5 Comments
In [Wau11], we have introduced a topology on possible coefficients M on equations of
the form
(∂t,νM+A)u = f ∈ L2ν(R;X),
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whereMwas assumed to be translation-invariant and causal. Hence,M = M(∂−1t,ν ) for
an operator-valued, bounded, analytic function M : B(r, r) → L(X), r > 12ν , X Hilbert
space. We gather the coefficients treated in the set
H∞ := H∞(B(r, r); L(X)) := {M : B(r, r) → L(X);M bounded, analytic}.
We endowedH∞ with the topology induced by
H∞ ∋ M 7→ (z 7→ 〈ψ,M(z)φ〉X) ∈ H(B(r, r)),
where H(B(r, r)) is the space of scalar valued analytic functions on B(r, r) endowed
with the compact open topology, that is, the topology of uniform convergence on com-
pacts, φ,ψ ∈ X. It turns out that
BH∞ := {M ∈ H∞; sup
z
‖M(z)‖ 6 1}
is compact under this topology, see [Wau14b, Theorem 4.3]. Moreover, one can show
that, if (Mι)ι in BH∞ converges to some N ∈ BH∞ , then, for all µ > 1/2r, we ob-
tain (Mι(∂−1t,µ ))ι converges to N(∂
−1
t,µ ) in the weak operator topology of L(L
2
µ(X)), see
[Wau12, Lemma 3.5]. Thus,
BH∞ ∋ M 7→ M(∂−1t,ν ) ∈ Lwsev,ν(X)
is continuous. And, by compactness of BH∞ , the mapping just defined is even a home-
omorphism on its image. Thus, the results derived in the previous chapter and the
results to follow are proper generalizations of the results being initially restricted to
H∞.
The study in [Wau11] has been developed for treating problems in homogenization
theory. We address the general idea of homogenization theory by means of an example
in Section 5.5. For now, we mention that, as a by-product of the functional analytic
point of view developed, it is possible to explain memory effects occurring due to the
process of homogenization: We consider for ε > 0 the solution uε ∈ L2ν(R; L2(R)) of
∂t,νuε(t, x) + sin((2pix)/ε)uε (t, x) = f (t, x) (t, x ∈ R) (4.23)
for some f ∈ Cc(R ×R). By the variation of constants formula we obtain
uε(t, x) =
t∫
−∞
e−(t−s) sin(2pix/ε) f (s, x) ds (t, x ∈ R).
Hence, multiplying the latter formula by φ ∈ L2(R) and integrating over x ∈ R, by
Theorem 4.4.10, we infer
uε → u :=
t∫
−∞
J0(i(t− s)) f (s, x) ds weakly in L2ν(R; L2(R)) as ε → 0,
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where J0(z) = ∑
∞
k=0
(− 14 z2)
k
(k!)2
, z ∈ C \ (−∞, 0], is the 0th order Bessel function of the first
kind (Note that
∫ 1
0 e
−(t−s) sin(2pix) dx = J0(i(t − s))). Is it possible to find a differential
equation, which is solved by u and which has f as a given source term? In fact, using
the Theorems 4.4.10 and 4.3.7, we obtain with a rather lengthy but straightforward
computation
∂t,νu+
∞
∑
j=1
∂t,ν
(
−
∞
∑
ℓ=1
Γ(12 + ℓ)√
piΓ(1+ ℓ)
∂−2ℓt,ν
)j
u = f .
We mention here that causal, translation-invariant coefficients for ordinary differential
equations have been dealt with intensively in [Wau14a, Wau12]; in [Wau14a] we also
treated causal evolutionary coefficients. However, we focused merely on sequences
converging in the weak operator topology and did not choose the general perspective
of discussing the continuity of the solution operator in the coefficients. The limiting
equation is an equation of intergro-differential type. Hence, memory effects occur. A
functional-analytic explanation is that computing the inverse of an operator is not a
continuous process in the weak operator topology.
For an account of homogenization theory with regards to ordinary differential equa-
tions, we refer to [Mas84, Tar90, Pet98, Ant93] for a non-exhaustive list. In the bulk
of these studies, however, the description of the limiting equation uses the notion of
Young measures, see also [Wau14a, Remark 3.8]. We briefly elaborate on Young mea-
sures as follows. Given a bounded sequence (an)n of [α, β]-valued L∞(R)-functions
for some real α < β. For an appropriately chosen subsequence (ank)k it is possible to
describe the weak*-limit of (g ◦ ank)k for any continuous real function g ∈ C(R) by
means of a family of measures (νx)x∈R in the way that
g ◦ ank →
(
x 7→
β∫
α
g(s) dνx(s)
)
in σ(L∞, L1) as k → ∞.
The derivation of the Young measure (νx)x∈R (associated to (ank )k) is not constructive
and relies on a compactness theorem for the weak* topology for measures, see also
[Bal89, Theorem 2]. The limit equation of (∂t,ν − ank)uk = f for some appropriate f can
then be described by
∂t,νu(t, x) + a0(x)u−
t∫
0
K(t− s, x)u(s, x) ds = f (t, x)
with a0 being the weak*-limit of (ank)k and
K(t, x) =
∞∫
0
e−µt dνx(µ),
see [Tar89, p 930].
For other treatments of homogenization theory for ordinary differential equations, we
refer to the list of references in [Wau14a].
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5 The Continuous Dependence on the
Coefficients in Partial Differential
Equations
In this chapter we will treat partial differential equations with regards to varying coef-
ficients. More precisely, in Chapter 3 Section 3.2, see (3.12), we discussed equations of
the form
(∂t,νM+N+A)u = f (5.1)
for some bounded M, N and a possibly unbounded A. So, in view of applications
discussed later on, we ask for continuous dependence on M and N under the various
topologies introduced in Section 4.1. In the first section to follow we will study both
the norm and the strong operator topology. The second section will be concerned with
the weak operator topology. Similar to the case of ordinary differential equations, the
result for the weak operator topology is somewhat more involved. This chapter is
concluded with continuous dependence results for partial differential equations and
an application to homogenization theory.
5.1 The Norm and the Strong Operator Topologies and
Partial Differential Equations
the set SPsc,ν,r · continuity result for the strong operator topology · continuity estimate for the
norm topology · Theorem 5.1.3 · Theorem 5.1.4
Similar to the case of ordinary differential equations in the previous chapter, we define
the solution operator according to (5.1). For this, we recall the assumptions that lead
to a solution theory for (5.1). We start out with the conditions on A.
Hypothesis 5.1.1 Let X Hilbert space, ν > 0, A ∈ Cev,ν(X). Assume for all µ > ν:
∂−1t,µA ⊆ Aµ∂−1t,µ ,
and
Re〈Q0Aφ, φ〉L2µ(X) > 0, Re〈(Aµ)∗ψ,ψ〉L2µ(X) > 0
(φ ∈ dom(A),ψ ∈ dom((Aµ)∗)). △
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Next, we define the solution operator. We note that we only show a continuous depen-
dence result for the strong operator topology. The corresponding result for the norm
topology is a mere variant of a continuity estimate.
Definition 5.1.2 Assume Hypothesis 5.1.1. Let r, c > 0. We define the set
SPsc,ν,r(X) :=
{
(M,N) ∈ Lssev,ν(X)2;
there isM′ ∈ Cν(r),D ⊆ dom(∂t,ν) such that for all µ > ν
M∂t,µ ⊆ ∂t,µMµ − (M′)µ,
Re〈Qt(∂t,µM+N)φ, φ〉L2µ(X) > c〈Qtφ, φ〉 (t ∈ R, φ ∈ D),
D ⊆ dom(∂t,µ) is a core for ∂t,µ
}
,
where Qt denotes multiplication by 1(−∞,t) and
Cν(r) = {S ∈ Lsev,ν(X); sup
µ>ν
‖Sµ‖ 6 r}.
With the help of Theorem 3.4.6, the following mapping is well-defined.
sol : SPsc,ν,r(X) → Lssev(X)
(M,N) 7→
(
∂ˇt,νM+N+ Aˇ
)−1
,
where Aˇ :=
⋂
µ>ν A
µ and ∂ˇt,ν :=
⋂
µ>ν ∂t,µ, see Example 2.3.11. △
In this section, we aim for establishing the following two results on the continuous
dependence onM and N:
Theorem 5.1.3 Assume Hypothesis 5.1.1, r, c > 0. Then the operator
sol : SPsc,ν,r(X) → Lssev(X)
is continuous, where sol is given in Definition 5.1.2.
For the norm topology, we have the following announced quantitative estimate.
Theorem 5.1.4 Assume Hypothesis 5.1.1 to be satisfied, r, c > 0. Then, for (M,N), (O,P) ∈
SPsc,ν,r(X), µ > ν, we have
‖(sol(M,N)sol(O,P)−1 − 1)∂ˇ−1t,ν sol(O,P)‖L(L2µ)
6
1
c
(
‖(M− O)sol(O,P)‖L(L2µ)
+ ‖(M′ − O′)∂ˇ−1t,ν sol(O,P)‖L(L2µ) + ‖(N− P)∂ˇ−1t,ν sol(O,P)‖L(L2µ)
)
.
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Remark 5.1.5 Note that in the notation of sol(M,N), we did not keep explicit reference
to M′. Once existent this operator is uniquely determined by the inclusion
M∂t,µ ⊆ ∂t,µMµ − (M′)µ
for µ > ν. ⋄
Both the results Theorem 5.1.3 and Theorem 5.1.4 have their roots in the following
fundamental identity. We recall that we will suppress the superscript of evolutionary
mappings indicating the spaces, where the closure is computed.
Proposition 5.1.6 Assume Hypothesis 5.1.1, r, c > 0 and (M,N), (O,P) ∈ SPsc,ν,r(X). Then
we have(
sol(M,N)− sol(O,P))sol(O,P)−1∂ˇ−1t,ν sol(O,P)
= sol(M,N)
(
(O−M) + (O′ −M′)∂ˇ−1t,ν + (P−N)∂ˇ−1t,ν
)
sol(O,P). (5.2)
on D(X), where sol is given in Definition 5.1.2.
Proof Let φ ∈ D(X) and define B1 := sol(M,N)−1 and B2 := sol(O,P)−1. We compute
in the space L2µ for some µ > ν. Note that ∂ˇ
−1
t,ν B
−1
j φ ∈ dom(Aˇν) (see e.g. Lemma 3.3.5).
We compute with the help of Remark 3.3.4(
sol(M,N)− sol(O,P))sol(O,P)−1∂ˇ−1t,ν sol(O,P)φ
= (B−11 B2 − 1)∂ˇ−1t,ν B−12 φ
= (B−11 B2∂ˇ
−1
t,ν B
−1
2 − ∂ˇ−1t,ν B−12 )φ
= (B−11 B2[∂ˇ
−1
t,ν ,B
−1
2 ] +B
−1
1 ∂ˇ
−1
t,ν − ∂ˇ−1t,ν B−12 )φ
= (B−11 [B2, ∂ˇ
−1
t,ν ]B
−1
2 +B
−1
1 (∂ˇ
−1
t,ν B2 −B1∂ˇ−1t,ν )B−12 )φ
= (B−11 [B2, ∂ˇ
−1
t,ν ]B
−1
2 +B
−1
1 ([∂ˇ
−1
t,ν ,B2] +B2∂ˇ
−1
t,ν −B1∂ˇ−1t,ν )B−12 )φ
= B−11
(
B2∂ˇ
−1
t,ν −B1∂ˇ−1t,ν
)
B−12 φ
= B−11
(
∂ˇt,ν(O−M)∂ˇ−1t,ν + (P−N)∂ˇ−1t,ν
)
B−12 φ
= B−11
(
(O−M) + (O′ −M′)∂ˇ−1t,ν + (P−N)∂ˇ−1t,ν
)
B−12 φ. 
Proof (of Theorem 5.1.4) Using Proposition 4.1.4 for computing the operator norm, the
result is a direct consequence of equality (5.2) in Proposition 5.1.6. 
The proof of Theorem 5.1.3 needs yet another prerequisite. Indeed, equality (5.2) shows
that, if (Mι,Nι)ι converge in SPsc,ν,r(X) (and (M
′
ι)ι) to some (O,P) (and O
′), then
(
sol(Mι,Nι)− sol(O,P)
) ι→ 0
strongly on the range of the operator
sol(O,P)−1∂ˇ−1t,ν sol(O,P),
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which is the same as the domain of sol(O,P)−1∂ˇt,νsol(O,P). Hence, by the bounded-
ness of (sol(Mι,Nι))ι, in order to prove Theorem 5.1.3, one needs to show that
sol(O,P)−1∂ˇt,νsol(O,P)
is densely defined. When we come to the proof of Theorem 5.1.3, we will elaborate on
the convergence of (M′ι)ι.
Lemma 5.1.7 Assume Hypothesis 5.1.1, r, c > 0, (M,N) ∈ SPsc,ν,r(X). Then, for all µ > ν,
the operator (sol(M,N)−1)µ∂t,µsol(M,N)µ is densely defined in L2µ(X).
Proof First of all note that for all ε > 0, we obtain
Sε :=
(
1+ ε(∂ˇt,νM+N+ Aˇ)
)−1 ∈ Lsev,ν(X).
Indeed, εAˇ satisfies Hypothesis 5.1.1 and (ε∂ˇt,νM, 1+ εN) ∈ SPs1,ν,r(X). Let µ > ν. We
make all computations in the space L2µ(X) and consider the closures of all evolutionary
operators involved in this space, without explicitly recording it in the notation. As in
Remark 3.2.3, it is readily seen that Sε → 1 in the strong operator topology of L(L2µ(X)).
Moreover, for all φ ∈ L2µ(X) we infer that Sεφ ∈ dom(sol(M,N)−1). For φ ∈ L2µ(X)
define for δ, ε > 0
φδ,ε := sol(M,N)
−1(1+ δ∂t,µ)−1Sεsol(M,N)φ.
Next, φδ,ε is well-defined, that is, (1+ δ∂t,µ)−1Sε maps into the domain of the operator
sol(M,N)−1 by Lemma 3.3.3. Next, φδ,ε → φ in L2µ(X) as δ, ε → 0, by Lemma 3.3.5
and Remark 3.2.3. It is obvious, that φδ,ε ∈ dom(∂t,µsol(M,N)). Moreover, again by
Lemma 3.3.3, we infer
∂t,µsol(M,N)φδ,ε
= ∂t,µ(1+ δ∂t,µ)−1Sεsol(M,N)φ
=
1
δ
(1+ δ∂t,µ − 1)(1+ δ∂t,µ)−1Sεsol(M,N)φ
=
1
δ
(
1− (1+ δ∂t,µ)−1
)
Sεsol(M,N)φ
=
1
δ
Sεsol(M,N)φ − 1
δ
(1+ δ∂t,µ)−1Sεsol(M,N)φ ∈ dom(sol(M,N)−1). 
We can now conclude this section with a proof of Theorem 4.2.3.
Proof (of Theorem 4.2.3) Recalling the reasoning right before Lemma 5.1.7 and Lemma
5.1.7 itself, we are left with showing the following: Let (Mι)ι be a convergent net in
Lssev(X) with the property that there exists r > 0 such that for all ι there is M
′
ι ∈ Cν(r)
with the property
Mι∂t,µ ⊆ ∂t,µMµι − (M′ι)µ (µ > ν). (5.3)
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Then limι M′ι exists in Cν(r) as a limit in Lssev(X) and
lim
ι
Mι∂t,µ ⊆ ∂t,µ(lim
ι
Mι)
µ − lim
ι
M′ι. (5.4)
First of all note that (M′ι)ι lies Cν(r). So, if ((M′ι)η)ι converges in the strong operator
topology for some η > ν, then ((M′ι)η)ι converges in the weak operator topology of
L(L2η(X)). But, Cν(r)
w is closed in Lwsev(X) by Proposition 4.3.3, this implies that (M
′
ι)ι
converges in Cν(r)w by Theorem 4.1.6. Hence, any accumulation value of (M′ι)ι under
the strong operator topology lies in Cν(r).
Next, from (5.3), we read off that
∂−1t,µMι∂t,µ ⊆ Mµι − ∂−1t,µ (M′ι)µ (µ > ν, ι ∈ I).
Let η > ν be such that (Mµι )ι converges in the strong operator topology of L(L2µ(X))
for all µ > η. For all φ ∈ dom(∂t,µ) we get
∂−1t,µM
µ
ι ∂t,µφ−Mµι φ = −∂−1t,µ (M′ι)µφ (µ > η, ι ∈ I). (5.5)
The left hand side of equation (5.5) converges in L2µ(X) since (M
µ
ι )ι converges strongly.
But, (∂−1t,µ (M′ι)µ)ι is a bounded net of linear operators from L2µ(X) to dom(∂t,µ), where
the latter is endowed with the graph norm of ∂t,µ and so (∂−1t,µ (M′ι)µ)ι converges in the
strong operator topology of L(L2µ(X), dom(∂t,µ)). Next, as ∂
−1
t,µ : L
2
µ(X) → dom(∂t,µ) is
a Banach space isomorphism, ((M′ι)µ)ι converges in the strong operator topology of
L(L2µ(X)). Finally, from (5.5), by performing the limit in ι, we get (5.4). 
5.2 The Weak Operator Topology and Partial Differential
Equations
continuity result for the weak operator topology · the set SPwc,ν,r · Theorem of Aubin–Lions ·
weak-strong principle · Theorem 5.2.3
Similar to our way of presenting the case of ordinary differential equations, we now
seek a result analogous to the Theorems 5.1.3 and 5.1.4 for the weak operator topology.
As the rationale in the previous chapter shows, the weak operator topology is likely to
be more involved due to the missing continuity statements in Theorem 4.1.13 (a) and
(b) or a corresponding result of Theorem 4.1.15 for the weak operator topology.
In this section, we will provide a criterion roughly saying the following:
If (Mι)ι converges in the weak operator topology,
then ((∂t,νMι +A)−1)ι converges to (∂t,ν lim
ι
Mι +A)
−1. (5.6)
In view of Corollary 4.3.2 or Theorem 4.4.9, the limit to equal (∂t,ν limι Mι +A)−1 might
be somewhat unexpected: One might suspect that the limit should involve some sort
of harmonic mean (as in Theorem 4.4.9). Indeed, if we formally set
A = curl⋄(1+ β curl⋄)−1
(
0 −1
1 0
)
andMn =
(
εn 0
0 µn
)
,
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Theorem 4.4.9 asserts
lim
n→∞(∂t,νMn +A)
−1 = (∂t,ν( lim
n→∞ M
−1
n )
−1 +A)−1.
As (limn→∞ M−1n )−1 6= limn→∞ Mn for convergence in the weak operator topology in
general, a result of the type (5.6) can only be true under additional assumptions on A.
In fact, this is where the unboundedness of A comes into play:
Hypothesis 5.2.1 We assume the conditions in Hypothesis 5.1.1, that is, X Hilbert space,
ν > 0, A ∈ Cev,ν(X). Assume for all µ > ν and φ ∈ dom(A),ψ ∈ dom((Aµ)∗),
∂−1t,µA ⊆ Aµ∂−1t,µ , Re〈Q0Aφ, φ〉L2µ(X) > 0, Re〈(Aµ)∗ψ,ψ〉L2µ(X) > 0.
In addition, assume there exists a Hilbert space Y compactly embedded into X such that
(dom(Aµ), ‖ · ‖Aµ) →֒ L2µ(R;Y) (µ > ν),
where ‖ · ‖Aµ is the graph norm of Aµ. △
The solution operator to study in this section reads as follows.
Definition 5.2.2 Assume Hypothesis 5.2.1, r, c > 0. Define the set
SPwc,ν,r(X) :=
{
M ∈ Lwsev,ν(X);
there isM′ ∈ Cν(r),D ⊆ dom(∂t,ν) such that for all µ > ν
M∂t,µ ⊆ ∂t,µMµ − (M′)µ,
Re〈Qt∂t,µMφ, φ〉L2µ(X) > c〈Qtφ, φ〉 (t ∈ R, φ ∈ D),
D ⊆ dom(∂t,µ) is a core for ∂t,µ
}
,
where Cν(r) = {S ∈ Lsev,ν(X); supµ>ν ‖Sµ‖ 6 r} and Qt denotes multiplication by 1(−∞,t).
Due to Theorem 3.4.6, we may define
sol : SPwc,ν,r(X) → Lwsev,ν(X)
M 7→
(
∂ˇt,νM+ Aˇ
)−1
.
where Aˇ :=
⋂
µ>ν A
µ and ∂ˇt,ν :=
⋂
µ>ν ∂t,µ, see Example 2.3.11. △
With all the relevant notions at hand, we may now state the main theorem of the cur-
rent section:
Theorem 5.2.3 Assume Hypothesis 5.2.1, c, r > 0. Then
sol : SPwc,ν,r(X) ⊆ Lwsev,ν(X) → Lwsev,ν(X)
as introduced in Definition 5.2.2 is continuous on bounded sets.
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The proof of Theorem 5.2.3 needs several prerequisites. We denote by H1(J;X) the
Bochner–Sobolev space of Hilbert space X-valued weakly differentiable functions with
L2(J;X)-derivative, J ⊆ R open interval. First of all, we quote a well-known compact-
ness theorem.
Theorem 5.2.4 (Theorem of Aubin–Lions, [Sim87, p. 67, 2◦]) Let X,Y be Hilbert spaces,
J ⊆ R bounded, open interval. Assume that Y →֒→֒ X, that is, Y is compactly embedded into
X. Then
H1(J;X) ∩ L2(J;Y) →֒→֒ L2(J;X).
Next, we will state the most important result for a proof of Theorem 5.2.3, which is
essentially a consequence of the Aubin–Lions Theorem and causality. Beforehand, re-
call the notation H1µ(R;X) for the domain of dom(∂t,µ) defined in L
2
µ(R;X) endowed
with the graph norm of ∂t,µ, X Hilbert space. Moreover, for a bounded interval J ⊆ R,
we have that the canonical embedding L2(J;X) →֒ L2µ(R;X), where we extend any
function in the left-hand side by zero to the whole real line, is continuous for all µ ∈ R.
Theorem 5.2.5 (weak-strong principle) Let X,YHilbert spaces with Y →֒→֒ X. Let ν > 0
and (vι)ι∈I be a weakly convergent, bounded net in L2µ(R;Y) ∩ H1µ(R;X) for all µ > ν.
Assume there exists t0 ∈ R with Qt0vι = 0 for all ι ∈ I, where Qt0 denotes multiplication by
1(−∞,t0). If (Mι)ι∈I is a bounded, convergent net in L
w
sev(X), then (Mιvι)ι weakly converges
in L2µ(R;X) and
lim
ι∈I
M
µ
ι vι = lim
ι∈I
M
µ
ι lim
ι∈I
vι ∈ L2µ(R;X)
for all sufficiently large µ.
Proof Let η > ν be such that for all µ > η we have that (vι)ι is weakly convergent in
L2µ(R;Y) ∩ H1µ(R;X) and that (Mι)ι is bounded and convergent in Lwsev,η(X).
Next, let φ ∈ L2c (R;X) and define t := sup sptφ. LetQt bemultiplication by 1(−∞,t) and
denote w := limι vι ∈ ⋂µ>ν L2µ(R;Y) ∩ H1µ(R;X) and N := limι Mι. Now, by Theorem
5.2.4, we deduce that (Qtvι)ι converges to Qtv in (norm in) L2((t0, t);X) ⊆ L2µ(R;X)
for all µ > η. Next, for all ι, we compute with the help of causality of Mι and N
(Proposition 2.3.3 and Theorem 2.2.9) for all µ > η:
〈Mµι vι, φ〉L2µ = 〈M
µ
ι vι,Qtφ〉L2µ = 〈QtM
µ
ι vι, φ〉L2µ
= 〈QtMµι Qtvι, φ〉L2µ = 〈M
µ
ι Qtvι,Qtφ〉L2µ
→ 〈NµQtv,Qtφ〉L2µ = 〈QtNµQtv, φ〉L2µ = 〈Nµv, φ〉L2µ .
By the boundedness of (Mµι vι)ι and the density of L2c (R;X) in L
2
µ(X), we get the asser-
tion. 
Next, we prove an adapted version of an assertion in the proof of Theorem 5.1.3.
Namely, the weak operator topology convergence of (Mι)ι in SPwc,ν,r implies the same
for (M′ι)ι:
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Lemma 5.2.6 Let X Hilbert space, D densely defined, closed, linear operator in X with 0 ∈
ρ(D). Let (Mι)ι be a convergent net in L(X) under the weak operator topology. Assume that
there exists r > 0 such that for all ι ∈ I there is M′ι ∈ L(X) with ‖M′ι‖ 6 r and
MιD ⊆ DMι −M′ι .
Then limι∈I M′ι exists in the weak operator topology, ‖ limι∈I M′ι‖ 6 r and
(lim
ι∈I
Mι)D ⊆ D(lim
ι∈I
Mι)− lim
ι∈I
M′ι . (5.7)
Moreover, for all u ∈ dom(D), (DMιu)ι is weakly convergent and
lim
ι∈I
(DMιu) = D(lim
ι∈I
Mι)u.
Proof Define N := limι∈I Mι. For φ,ψ ∈ X, ι ∈ I we compute
〈M′ιD−1φ, (D−1)∗ψ〉 = 〈(DMι −MιD)D−1φ, (D−1)∗ψ〉
= 〈D−1(DMι −MιD)D−1φ,ψ〉
= 〈(MιD−1− D−1Mι)φ,ψ〉
→ 〈ND−1φ,ψ〉 − 〈D−1Nφ,ψ〉
= 〈(DN − ND)D−1φ, (D−1)∗ψ〉.
Thus, the boundedness of (M′ι)ι together with the density of both the domains dom(D)
(D is densely defined) and dom(D∗) (D is closed) implies that (M′ι)ι converges in the
weak operator topology. The estimate for the operator norm of limι M′ι follows from
Proposition 4.3.5. Moreover, for all φ ∈ dom(D), we have
lim
ι∈I
M′ιφ = (DN − ND)φ = D(lim
ι∈I
Mι)φ− (lim
ι∈I
Mι)Dφ.
Hence, (5.7) follows. The remaining assertion is a straightforward consequence of (5.7)
and the convergence of (M′ι)ι. 
Remark 5.2.7 By Lemma 5.2.6, we infer the closedness of SPwc,ν,r(X) ⊆ Lwsev,ν(X): Let
(Mι)ι be a net in SPwc,ν,r(X) convergent in L
w
sev,ν(X). Then, for all µ > ν, (M
µ
ι )ι converges
in the weak operator topology of L(L2µ(X)). Hence, applying Lemma 5.2.6 to D = ∂t,µ,
Mι = M
µ
ι , we infer that (M′ι)ι = ((M′ι)µ)ι converges in the weak operator topology of
L(L2µ(X)), ‖(M′ι)µ‖ 6 r as well as
lim
ι∈I
Mι∂t,µ ⊆ lim
ι∈I
M
µ
ι ∂t,µ ⊆ ∂t,µ lim
ι∈I
M
µ
ι − lim
ι∈I
(M′ι)µ.
Next, for ι ∈ I, there exists D ⊆ dom(∂t,ν) a core for ∂t,µ for all µ > ν such that for all
t ∈ R and φ ∈ D we have
Re〈Qt(Mµι ∂t,µ + (M′ι)µ)φ, φ〉L2µ = Re〈Qt∂t,µMιφ, φ〉L2µ > c〈Qtφ, φ〉L2µ . (5.8)
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Thus, by continuous extension, (5.8) holds for all φ ∈ ⋂η>ν dom(∂t,η). Taking the limit
in ι in (5.8), we infer
Re〈Qt((lim
ι
M
µ
ι )∂t,µ + (lim
ι
(M′ι)µ))φ, φ〉L2µ > c〈Qtφ, φ〉L2µ .
So,
Re〈Qt∂t,µ(lim
ι
Mι)φ, φ〉L2µ > c〈Qtφ, φ〉L2µ (µ > ν)
for all φ ∈ ⋂η>ν dom(∂t,η), which is a core for ∂t,µ. ⋄
Before we come to the proof of Theorem 5.2.3, we briefly recall the ‘subnet argument’
in topological spaces. For this also recall that (xφ(κ))κ∈J is a subnet of a net (xι)ι∈I, if
(J,6J) is a directed set and φ : J → I is cofinal in I, that is, for all ι0 ∈ I there exists
κ0 ∈ J such that for all κ >J κ0 we have φ(κ) >I ι0.
Proposition 5.2.8 Let (Ω, τ) be a Hausdorff topological space, (xι)ι a net in Ω, y ∈ Ω. Then
(xι)ι converges to y if and only if any subnet of (xι)ι contains a subnet, which converges to y.
Proof The necessity is easy.
On the other hand, assume that (xι)ι does not converge to y. Then there exists a neigh-
borhood U ⊆ Ω of y such that for all ι we find φ(ι) > ι such that xφ(ι) /∈ U. The, thus,
defined map φ : I → I is cofinal in I. Indeed, take ι0 ∈ I then we get for all ι > ι0
that φ(ι) > ι > ι0. So, (xφ(ι))ι∈I is a subnet of (xι)ι. Now, if (xψ(κ))κ∈J is a subnet of
(xφ(ι))ι∈I, we have {xψ(κ); κ ∈ J} ∩U ⊆ {xφ(ι); ι ∈ I} ∩U = ∅. Thus, (xψ(κ))κ∈J does
not converge to y. 
Proof (of Theorem 5.2.3) Let (Mι)ι∈I be a bounded, convergent net in SPwc,ν,r(X), denote
N := limι Mι. Lemma 5.2.6 implies that N′ := limι M′ι converges in Lwsev,ν(X) and is
such that
N∂t,µ ⊆ ∂t,µNµ − (N′)µ (µ > ν).
By Theorem 3.4.6, we infer that supµ>ν ‖sol(Mι)µ‖ 6 1/c. Let µ > ν. In order to
reduce cluttered notation, we will drop the superindex µ in the notation of all evolu-
tionary mappings for denoting the closure in L2µ(X); this also applies to sol(Mι)(and
its inverse), A andM′ι withMι∂t,µ ⊆ ∂t,µMι −M′ι, ι ∈ I.
Let f ∈ L2c(R;X). For ι ∈ I we set
uι := sol(Mι) f .
Our aim is to show that
lim
ι
uι = sol(lim
ι
Mι) f . (5.9)
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Then, from ‖sol(Mι)‖L(L2µ) 6 1/c and the density of L2c(R;X) in L2µ(R;X) it follows
that the net (sol(limι Mι))ι converges in the weak operator topology of L(L2µ(X)).
Since f is compactly supported, there exists t0 ∈ R such that Qt0 f = 0, where Qt0 is
multiplication by 1(−∞,t0). Hence, by causality of sol(Mι), for all ι ∈ I, we get
Qt0uι = Qt0sol(Mι) f = Qt0sol(Mι)Qt0 f = 0.
Next, for ε > 0, ι ∈ I we set uε,ι := (1+ ε∂t,µ)−1uι. Then Qt0uε,ι = 0, by causality of
(1+ ε∂t,µ)−1 (see Remark 3.2.5). With the help of Remark 3.3.6 together with Lemma
3.3.5, we get
‖Auε,ι‖L2µ(X) 6 ‖ f‖L2µ + (2‖M′ι‖L(L2µ) +
1
ε
‖Mι‖L(L2µ))‖uι‖L2µ
6 ((2r +
1
ε
‖Mι‖L(L2µ))
1
c
+ 1)‖ f‖L2µ .
(5.10)
Since (uι)ι is bounded in L2µ(R;X), using the weak compactness of the unit ball of
L2µ(R;X), we find a weakly convergent subnet (uφ(κ))κ∈J and set uκ := uφ(κ) and ac-
cordingly define uε,κ , Mκ and M′κ, κ ∈ J, ε > 0. Let v := limκ uκ . In the following, we
will prove that
v = lim
κ
uκ = sol(lim
ι
Mι) f . (5.11)
By Proposition 5.2.8, we infer that then limι uι = v, which yields (5.9), and, hence, the
assertion of the Theorem.
As the mapping (1+ ε∂t,µ)−1 is continuous, we get
lim
κ
uε,κ = lim
κ
uε,φ(κ) = vε := (1+ ε∂t,µ)
−1v weakly in H1µ(R;X) = dom(∂t,µ). (5.12)
Moreover, by estimate (5.10), (uε,κ)κ is a bounded sequence in the graph space of A.
As the latter is a Hilbert space as well, we may choose a weakly convergent subnet
(uε,ψ(o))o in the graph Hilbert space of A. But as this graph Hilbert space is continu-
ously embedded into L2µ(X), we get that limo uε,ψ(o) = limκ uε,κ . So,
lim
κ
uε,κ = vε weakly in (dom(A); ‖ · ‖A). (5.13)
The continuity of A considered as a mapping from (dom(A); ‖ · ‖A) to L2µ(X) implies,
given (5.13),
lim
κ
Auε,κ = Avε weakly in L2µ(X). (5.14)
Next, by (5.12), (5.13) and since the embedding (dom(A); ‖ · ‖A) →֒ L2µ(R;Y) is contin-
uous, we infer
lim
κ
uε,κ = vε weakly in H1µ(R;X) ∩ L2µ(R;Y). (5.15)
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Setting Bκ := sol(Mκ)−1, we obtain from Lemma 3.3.3 for all ε > 0 and κ ∈ J:
(1+ ε∂t,µ)−1 f = (1+ ε∂t,µ)−1Bκuκ
= Bκuε,κ − ε∂t,µ(1+ ε∂t,µ)−1M′κuε,κ
= ∂t,µMκuε,κ +Auε,κ − ε∂t,µ(1+ ε∂t,µ)−1M′κuε,κ .
(5.16)
We inspect the convergence of each summand of the right hand side in (5.16). We apply
Theorem 5.2.5 to (Mκ)κ and (uε,κ)κ in place of (Mι)ι and (vι)ι. Since Qt0uε,κ = 0 as well
as (5.15), Theorem 5.2.5 is indeed applicable. Thus, we infer
lim
κ
Mκuε,κ = lim
κ
Mκ lim
κ
uε,κ = lim
ι
Mι lim
κ
uε,κ = Nvε.
But, the net (∂t,µMκuε,κ)κ is bounded in L2µ:
‖∂t,µMκuε,κ‖L2µ(X)
6 ‖Mκ∂t,µ
(
1+ ε∂t,µ
)−1
uκ‖L2µ(X) + ‖M′κ
(
1+ ε∂t,µ
)−1
uκ‖L2µ(X)
6 ‖Mκ‖1
ε
‖uκ‖L2µ(X) + ‖M′κ‖‖uκ‖L2µ(X)
6 sup
ι
‖Mι‖ 1
cε
‖ f‖L2µ(X) +
r
c
‖ f‖L2µ(X).
A compactness argument thus yields
lim
κ
∂t,µMκuε,κ = ∂t,µNvε weakly in L2µ(R;X). (5.17)
Recall from the beginning of the proof that we may apply Theorem 5.2.5 also to (M′κ)κ .
Hence, by the continuity of ε∂t,µ(1+ ε∂t,µ)−1 in L2µ(X), we get
lim
κ
ε∂t,µ(1+ ε∂t,µ)−1M′κuε,κ = ε∂t,µ(1+ ε∂t,µ)−1N′vε weakly in L2µ(R;X). (5.18)
Thus, putting the convergence results (5.17), (5.14) and (5.18) together, we read off from
equation (5.16) that for all ε > 0
(1+ ε∂t,µ)−1 f
= lim
κ
(
∂t,µMκuε,κ +Auε,κ − ε∂t,µ(1+ ε∂t,µ)−1M′κuε,κ
)
= lim
κ
(∂t,µMκuε,κ) + lim
κ
(Auε,κ)− lim
κ
(ε∂t,µ(1+ ε∂t,µ)−1M′κuε,κ)
= ∂t,µNvε +Avε − ε∂t,µ(1+ ε∂t,µ)−1N′vε.
Hence, with B := sol(N)−1 we get for all ε > 0
Bvε = (1+ ε∂t,µ)−1 f + ε∂t,µ(1+ ε∂t,µ)−1N′vε
or, equivalently,
vε = sol(N)((1+ ε∂t,µ)−1 f + ε∂t,µ(1+ ε∂t,µ)−1N′(1+ ε∂t,µ)−1v)
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Hence, by the continuity of sol(N) and from (1+ ε∂t,µ)−1 f → f as ε → 0 (see Remark
3.2.3) as well as ε∂t,µ(1+ ε∂t,µ)−1N′(1+ ε∂t,µ)−1v → 0 as ε → 0 (see Lemma 3.2.11) it
follows
v = lim
ε→0
(1+ ε∂t,µ)−1v = lim
ε→0
vε
= sol(N)(lim
ε→0
((1+ ε∂t,µ)−1 f + ε∂t,µ(1+ ε∂t,µ)−1N′(1+ ε∂t,µ)−1v))
= sol(N) f = sol(lim
ι
Mι) f ,
which yields (5.11), thus, (5.9) and, hence, the assertion. 
Remark 5.2.9 (a) We note that there is also a way of including the topology of Lwsev(X)
as the underlying topology for SPwc,ν,r(X) and in the target space of sol in Theorem 5.2.3
in the following sense. Let (Mι)ι∈I be a bounded and convergent net in Lwsev(X)with the
property thatMι ∈ SPwc,ν,r(X) for all ι ∈ I. By convergence of (Mι)ι∈I , there exists η > ν
such that (Mι)ι∈I converges in Lwsev,η(X). Observe that from SPwc,ν,r(X) ⊆ SPwc,η,r(X), we
get that limι Mι ∈ SPwc,η,r(X), as the space SPwc,η,r(X) is a closed subset of Lwsev,η(X), by
Remark 5.2.7. Hence, sol(Mι) converges to sol(limι Mι) in Lwsev(X), by Theorem 5.2.3
applied to SPwc,η,r(X) instead of SP
w
c,ν,r(X).
(b) It should be noted that a slightly more detailed analysis than the one done in the
proof of Theorem 5.2.3 shows the following stronger statement. If ( fι)ι in L2ν(R;H) is a
bounded, weakly convergent net with infι inf spt fι > −∞, then we also have
sol(Mι)µ fι → sol(lim
ι
Mι)
µ(lim
ι
fι)
with weak convergence in L2µ(X) for all µ > ν, where (Mι)ι is any bounded and con-
vergent net in SPwc,ν,r(X). ⋄
The concluding sections of this chapter are devoted to examples.
5.3 The Eddy-Current Approximation in Electromagnetic
Theory
Maxwell’s equations · electric boundary condition · Theorem 5.3.7
In this section, we will consider Maxwell’s equations in matter. For this, let throughout
this section Ω ⊆ R3 be an open set. The equations are formally given by
∂tεE+ σE− curlH = J
∂tµH + curl E = 0
(5.19)
on the space time cylinder R × Ω subject to homogeneous electric boundary condi-
tions for E of vanishing tangential components. As in the Drude–Born–Fedorov model
discussed in Section 4.4, the unknowns are the two components of the electromag-
netic field (E,H) : R × Ω → R3 × R3. The material’s properties are gathered in the
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coefficients ε, µ, σ : R × Ω → C3×3, which respectively are the dielectricity, magnetic
permeability and the electric conductivity of the underlying medium. The given right-
hand side J : R×Ω → R3 is a source term modeling external currents. We think of the
system (5.19) of being given on the whole time line R bearing in mind that – thanks
to causality – the consideration of the real half-line as time parameter space eventually
merely results in a restriction on the support of J, see also Remarks 4.4.4 and 4.4.6.
In the study of eddy-currents (see e.g. [You12]), the dielectricity ε is observed to be
rather small compared to the other operators σ and µ involved in (5.19). That is why –
for simplicity – ε is often neglected to the effect that the resulting system, the so-called
eddy-current approximation, formally reads
σE− curlH = J
∂tµH + curl E = 0
(5.20)
on R × Ω subject to the electric boundary condition. Substituting the equation for σE
into the one of ∂tµH, one obtains an equation of parabolic type.
As an application of our results in Section 5.1, we will study the “distance” of solutions
from (5.19) to (5.20). Before, however, doing so we set up the functional analytic frame-
work for both the equations (5.19) and (5.20). For this, we introduce the L2-operator
realization of the curl-operator with homogeneous electric boundary condition:
Definition 5.3.1 Denote C1c (Ω)
3 the set of continuously differentiable vector fields and define
curlc : C1c (Ω)
3 ⊆ L2(Ω)3 → L2(Ω)3
φ 7→

 0 −∂3 ∂2∂3 0 −∂1
−∂2 ∂1 0

 φ.
Note that curlc ⊆ curl∗c = curl, where curl is the (maximal) L2(Ω)-realization of the (distri-
butional) curl operator, that is,
curl : {φ ∈ L2(Ω)3; curlφ ∈ L2(Ω)3} ⊆ L2(Ω)3 → L2(Ω)3
acting as the distributional curl operator, see also Definition 4.4.1. Define
curl0 := curlc. △
We note that curl∗0 = curl. As we do not assume any regularity of the boundary of Ω,
in general, there is no continuous (tangential) trace operator. So, the replacement of the
homogeneous electric boundary condition for E is that E ∈ dom(curl0). A first step to-
wards a solution theory for (5.20) and (5.19) is the following almost trivial observation:
Lemma 5.3.2 The operator
A :=
(
0 − curl
curl0 0
)
: dom(curl0)× dom(curl)
⊆ L2(Ω)3 × L2(Ω)3 → L2(Ω)3 × L2(Ω)3
is skew-selfadjoint, that is, A∗ = −A.
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Proof The result is an application of the observation that for densely defined, closed
linear operators B1 : dom(B1) ⊆ X → Y and B2 : dom(B2) ⊆ Y → X for some Hilbert
spaces X and Y, we have
(
0 B1
B2 0
)∗
=
(
0 B∗2
B∗1 0
)
.

As in the case of the Drude–Born–Fedorov model, we lift the operator A defined in
Lemma 5.3.2 as an (abstract) multiplication operator to the space time setting dis-
cussed: We set
Aν : L2ν(R; dom(A)) ⊆ L2ν(R; L2(Ω)6) → L2ν(R; L2(Ω)6),Φ 7→ (t 7→ AΦ(t)) (5.21)
for all ν ∈ R. We record the following facts regarding Aν:
(l1) for all ν ∈ R the operator Aν is skew-selfadjoint;
(l2) for all ν ∈ R and φ ∈ L2ν(R; dom(A)), we infer Q0φ ∈ L2ν(R; dom(A)) =
dom(Aν), Q0 multiplication by 1(−∞,0), and
AνQ0φ = Q0A
νφ.
Next, we study the assumptions on the operators of multiplying by ε, µ and σ:
Hypothesis 5.3.3 Let ε, µ, σ : R → L∞(Ω)3×3 be bounded and measurable. Moreover, as-
sume ε, µ ∈ C1b(R; L∞(Ω)3×3pd ), that is, ε and µ are continuously differentiable with bounded
derivatives and attaining values in the selfadjoint, positive definite matrices:
ε(t)(x) = ε(t)(x)∗ > 0, µ(t)(x) = µ(t)(x)∗ > 0 for all t ∈ R, a.e. x ∈ Ω.
Next, assume that there is ν ∈ R, c > 0, such that for all η > ν we have
η〈ξ, ε(t)(x)ξ〉 + (1/2)〈ξ, ε′(t)(x)ξ〉 > 0 (ξ ∈ C3) (5.22)
and
η〈ξ, µ(t)(x)ξ〉 + (1/2)〈ξ, µ′(t)(x)ξ〉 > c〈ξ, ξ〉,
Re〈ξ, σ(t)(x)ξ〉 > c〈ξ, ξ〉 (ξ ∈ C3) (5.23)
for almost every x ∈ Ω and t ∈ R. △
Before applying the continuous dependency results from Section 5.1, we show that the
assumptions in Hypothesis 5.3.3 together with the operator Aν introduced in (5.21)
lead to a proper solution theory for both equations (5.19) and (5.20). For this, we pro-
vide the following two lemmas:
Lemma 5.3.4 Let ν ∈ (0,∞), Aν given by (5.21). Then the following assertions hold true.
(a) For all φ ∈ dom(Aν) = dom((Aν)∗), we have Re〈Q0Aνφ, φ〉 = 0, where Q0 is
multiplication by 1(−∞,0).
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(b) For all φ ∈ dom(Aν), we have ∂−1t,ν Aνφ = Aν∂−1t,ν φ.
Proof For (a), we observe that the skew-selfadjointness of A (Lemma 5.3.2) implies the
same for Aν (see (l1)). Hence, dom(Aν) = dom(−Aν) = dom((Aν)∗). We recall that
for a skew-selfadjoint operator, the respective real-part vanishes. This together with
(l2) implies for all φ ∈ dom(Aν)
Re〈Q0Aνφ, φ〉 = Re〈Q0Aνφ,Q0φ〉 = Re〈AνQ0φ,Q0φ〉 = 〈ReAνQ0φ,Q0φ〉 = 0.
In order to prove part (b), we apply Theorem 1.1.6 to X = A, that is, the Hilbert space
A considered as a closed subspace of L2(Ω)6 × L2(Ω)6 (see Lemma 5.3.2). By Theorem
1.1.6, we infer that ∂−1t,ν is a continuous linear operator from
L2ν(R; A) = {t 7→ (φ(t), Aφ(t)); φ ∈ L2ν(R; dom(A))} = Aν
into itself. This, in fact, is the assertion. 
As in the section on the Drude–Born–Fedorov model discussed earlier, for the sake
of readability, we identify ε, µ and σ with their respective multiplication operators in
L2ν(R; L
2(Ω)3)).
Lemma 5.3.5 Let ε be as in Hypothesis 5.3.3 satisfying (5.22), η > ν. Then the following
conditions are true.
(a) For all φ ∈ dom(∂t,η) we have ∂t,ηεφ = ε∂t,ηφ + ε′φ, where ε′ is the multiplication
operator induced by (t 7→ ε(t))′ .
(b) For all φ ∈ C1c (R; L2(Ω)3) we have
Re〈Qt∂t,ηεφ, φ〉L2η > 0,
where Qt is multiplication by 1(−∞,t).
Proof Note that (a) has already been proven in Example 2.1.1. Thus, we are left with
proving (b): Taking φ ∈ dom(∂t,η), we compute using integration by parts
〈Qt∂t,ηεφ, φ〉L2η
=
t∫
−∞
〈(εφ)′(s), φ(s)〉L2(Ω)3e−2ηs ds
= 〈ε(t)φ(t), φ(t)〉L2 (Ω)3e−2ηt −
t∫
−∞
〈εφ(s), φ′(s)〉L2(Ω)3e−2ηs ds
+ 2η
t∫
−∞
〈εφ(t), φ(t)〉L2 (Ω)3e−2ηt dt
> −〈Qtεφ, ∂t,ηφ〉L2η + 2η〈Qtεφ, φ〉L2η
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Hence,
2 Re〈Qt∂t,ηεφ, φ〉L2η
= 〈Qt∂t,ηεφ, φ〉L2η + 〈φ,Qt∂t,ηεφ〉L2η
> −〈Qtεφ, ∂t,ηφ〉L2η + 2η〈Qtεφ, φ〉L2η + 〈Qtφ, ∂t,ηεφ〉L2η
= −〈Qtεφ, ∂t,ηφ〉L2η + 2η〈Qtεφ, φ〉L2η
+ 〈Qtεφ, ∂t,ηφ〉L2η + 〈Qtφ, ε′φ〉L2η
= 2
(
η
t∫
−∞
〈(ε(s)φ(s) + (1/2)ε′(s)φ(s)), φ(s)〉L2(Ω)3e−2ηs ds) > 0. 
So, we come to a solution theory for both (5.19) and (5.20). Note that for the coefficients
ε, µ and σ satisfying Hypothesis 5.3.3 both equations to study in this section are covered
as ε = 0 satisfies inequality (5.22) as well as the regularity requirements asked for in
Hypothesis 5.3.3. We stress that we will not record the parameter ν in the notation of
the operators curl and curl0 of the respective liftings to L2ν(R; L
2(Ω)6).
Theorem 5.3.6 Assume Hypothesis 5.3.3 to be satisfied. Then there exists ν ∈ R such that
SMAX(ε, µ, σ) :=
(
∂t,ν
(
ε 0
0 µ
)
+
(
σ 0
0 0
)
+
(
0 − curl
curl0 0
))−1
is standard evolutionary at ν. More precisely, there exists r > 0 such that
((
ε 0
0 µ
)
,
(
σ 0
0 0
))
∈ SPsc,ν,r(L2(Ω)6),
where the latter space is given in Definition 5.1.2.
Proof By Lemma 5.3.4, the operator Aν given in (5.21) satisfies all assumptions on A in
Hypothesis 3.4.4. Moreover, Lemma 5.3.5 ensures that
Re
〈
Qt
(
∂t,η
(
ε 0
0 µ
)
+
(
σ 0
0 0
))(
φ
ψ
)
,
(
φ
ψ
)〉
> c
∥∥∥∥Qt
(
φ
ψ
)∥∥∥∥2
L2η
for all η > ν, φ,ψ ∈ C1c (R; L2(Ω)3), t ∈ R (apply Lemma 5.3.5 to µ − c in place of ε);
ReQtσ > cQt is easy to see. The rest of the conditions needed for Theorem 3.4.6, that
is, the remaining conditions in Hypothesis 3.4.4, have been established in Lemma 5.3.5
as well. 
The continuous dependency result, now, justifies the eddy-current formulation ofMax-
well’s equation as a proper approximation of the equations given originally. We state
the result not in its most general form, as we will leave µ and σ being fixed. We focus
on variations in the dielectricity only:
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Theorem 5.3.7 Let µ, σ as in Hypothesis 5.3.3, (εn)n bounded in C1b(R; L
∞(Ω)3×3pd ) such
that for all n ∈ N the map εn satisfies inequality (5.22) for all η > ν for some ν ∈ R; assume
that εn → 0 in Cb(R; L∞(Ω)3×3pd ). Let SMAX be given as in Theorem 5.3.6. Then
SMAX(εn, µ, σ) → SMAX(0, µ, σ) in Lssev(R; L2(Ω)6) as n → ∞, (5.24)
and, for all n ∈ N, we have for all η > ν
‖(SMAX(εn, µ, σ)SMAX(0, µ, σ)−1 − 1)∂ˇ−1t,ν SMAX(0, µ, σ)‖L(L2η)
6
1
c2
(
‖εn‖∞ + 1
η
‖ε′n‖∞
)
,
where ‖εn‖∞ := supt∈R ‖εn(t)‖L∞(Ω)3×3 .
Proof First of all observe that for all η ∈ R the operator norm of Tf the multiplication
operator associated to f ∈ Cb(R; L∞(Ω)3×3) realized as operator in L(L2η(R; L2(Ω)3))
satisfies ‖Tf ‖L(L2η(L2(Ω)3)) 6 supt∈R ‖ f (t)‖L∞(Ω)3×3 . The latter inequality implies the
continuity of the embedding
Cb(R; L
∞(Ω)3×3) ∋ f 7→ Tf ∈ Lnsev(L2(Ω)3).
Hence, (the multiplication operators associated to) εn converge in Lnsev(L
2(Ω)3) to 0 .
Thus, εn → 0 in Lssev(L2(Ω)3) as n → ∞, by (4.2). Hence,
(
εn 0
0 µ
)
→
(
0 0
0 µ
)
∈ Lssev(L2(Ω)6)
as n → ∞ and by Theorem 5.3.6, we get
((
εn 0
0 µ
)
,
(
σ 0
0 0
))
→
((
0 0
0 µ
)
,
(
σ 0
0 0
))
∈ SPsc,ν,r(L2(Ω)6)
as n → ∞ for r := supn∈N ‖ε′n‖∞. Therefore, we infer (5.24) from Theorem 5.1.3.
For the proof of the estimate, employing Theorem 5.1.4 and using that
sol
((
εn 0
0 µ
)
,
(
σ 0
0 0
))
= SMAX(εn, µ, σ),
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we compute for all η > ν
‖(SMAX(εn, µ, σ)SMAX(0, µ, σ)−1 − 1)∂ˇ−1t,ν SMAX(0, µ, σ)‖L(L2η)
6
1
c
( ∥∥∥∥(
(
εn 0
0 µ
)
−
(
0 0
0 µ
))
SMAX(0, µ, σ)
∥∥∥∥
L(L2η)
+
∥∥∥∥(
(
ε′n 0
0 µ′
)
−
(
0 0
0 µ′
))
∂−1t,ν SMAX(0, µ, σ)
∥∥∥∥
L(L2η)
+
∥∥∥∥(
(
σ 0
0 0
)
−
(
σ 0
0 0
))
∂−1t,ν SMAX(0, µ, σ)
∥∥∥∥
L(L2η)
)
6
1
c
( ∥∥∥∥(
(
εn 0
0 µ
)
−
(
0 0
0 µ
))∥∥∥∥
L(L2η)
1
c
+
∥∥∥∥(
(
ε′n 0
0 0
)
−
(
0 0
0 0
))∥∥∥∥ 1η 1c
)
6
1
c2
(
‖εn‖L(L2η) +
∥∥ε′n∥∥L(L2η) 1η
)
6
1
c2
(
‖εn‖∞ +
∥∥ε′n∥∥∞ 1η
)
where we also used that ‖∂−1t,ν ‖L(L2η) 6 1/η and ‖SMAX(0, µ, σ)‖L(L2η) 6 1/c. 
Remark 5.3.8 We remark here that in order that the solution operators of the originally
given Maxwell’s equation strongly converge to its respective eddy-current approxima-
tion where the dielectricity is formally set to 0, one only needs to ensure the dielec-
tricity to be uniformly small in the norm in Cb and the respective derivatives being
bounded. ⋄
5.4 The Continuous Dependence on the Conductivity in
Non-autonomous Thermodynamics
non-autonomous heat equation with rough coefficients · div · grad · homogeneous Dirichlet
boundary conditions · Theorem 5.4.6
In this section, we present an application of Theorem 5.1.3. We focus on the heat equa-
tion with time dependent, non-symmetric and rough coefficients on general domains
Ω ⊆ Rd. For the rest of this section, let Ω ⊆ Rd be open.
We mention that there exists a deep theory for this type of equations with equally gen-
eral coefficients in an Lp-type setting on Rd as underlying spatial domain, see [AMP15]
and the profound list of references therein. Concerning the solution theory, we do not
claim any originality here, however, we stress the comparatively easy way of deriving
the present well-posedness result. The equations to be discussed in this section read as
∂tθ + div q = f
q = −a grad θ (5.25)
on R × Ω. The vector analytic operators div and grad are computed with respect to
the spatial variables x ∈ Ω only. The map a : R × Ω → Cd×d models the thermal
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conductivity, θ and q are the heat and the heat flux, respectively. The right-hand side
f : R × Ω → R is a given external heat source. Subject to homogeneous Dirichlet
boundary conditions to be satisfied by θ on the boundary of Ω, we try to solve equation
(5.25) for (θ, q). Having done so, we address the question of continuity of the solution
operator in the thermal conductivity subject to an appropriate topology. As in the
Sections 4.4 and 5.3, we will build up a proper functional analytic framework for (5.25)
first and provide a solution theory for this problem. After that, we will apply Theorem
5.1.3 in order to address the continuity in the thermal conductivity.
For the functional analytic set up, we introduce the vector analytic operators div and
grad:
Definition 5.4.1 We set
gradc : C
1
c (Ω) ⊆ L2(Ω) → L2(Ω)d
φ 7→ (∂iφ)i∈{1,...,d}.
Define
grad0 := gradc
and set div := − grad∗0 . △
Note that dom(grad0) = H
1
0(Ω). Parallel to the Lemmas 5.3.2 and 5.3.4 the corre-
sponding statements for the block operator
A :=
(( 0 div
grad0 0
)
: dom(grad0)× dom(div)
⊆ L2(Ω)× L2(Ω)d → L2(Ω)× L2(Ω)d
) (5.26)
is true. We gather these assertions in one lemma, which we will state without proof as
the reasoning follows the lines of the one in the Lemmas 5.3.2 and 5.3.4 upon replacing
curl0 by grad0 and curl by div.
Lemma 5.4.2 Let ν ∈ (0,∞), Aν be the lift of A given in (5.26) to L2ν(R; L2(Ω)d+1) with
dom(Aν) = L2ν(R; dom(A)). Then the following assertions are true.
(a) The operator Aν is skew-selfadjoint.
(b) For all φ ∈ dom(Aν), we have Re〈Q0Aνφ, φ〉 = 0, where Q0 is multiplication by
1(−∞,0).
(c) For all φ ∈ dom(Aν), we have ∂−1t,ν Aνφ = Aν∂−1t,ν φ.
The assumptions on the conductivity a are gathered in the following hypothesis.
Hypothesis 5.4.3 Let a : R ×Ω → Cd×d be bounded and measurable, c > 0. Assume that
Re〈ξ, a(t, x)ξ〉 > c〈ξ, ξ〉 (ξ ∈ Cd) (5.27)
for almost every x ∈ Ω and t ∈ R. △
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For concluding the solution theory for (5.25), we need the following preparatory step.
Lemma 5.4.4 Assume Hypothesis 5.4.3 to be satisfied. Then for almost every (t, x) ∈ R×Ω,
we have
Re〈ζ, a(t, x)−1ζ〉 > c‖a‖2∞
〈ζ, ζ〉 (ζ ∈ Cd),
where ‖a‖∞ := esssup(t,x)∈R×Ω ‖a(t, x)‖
Proof Let (t, x) ∈ R × Ω be such that (5.27) is satisfied for a(t, x). Then, a(t, x) is
an invertible matrix, and ‖ζ‖ = ‖a(t, x)a(t, x)−1ζ‖ 6 ‖a(t, x)‖‖a(t, x)−1ζ‖ yields for
ζ ∈ Cd with ξ := a(t, x)−1ζ:
Re〈ζ, a(t, x)−1ζ〉 = Re〈a(t, x)ξ, ξ〉
> cRe〈ξ, ξ〉 > c‖a(t, x)‖2 ‖a(t, x)
−1ξ‖2 = c‖a(t, x)‖2 ‖ζ‖
2,
which implies the assertion. 
We are now in the position to provide a solution theory for (5.25).
Theorem 5.4.5 Let Hypothesis 5.4.3 be satisfied. Then
SHEAT(a) :=
(
∂t,ν
(
1 0
0 0
)
+
(
0 0
0 a−1
)
+
(
0 div
grad0 0
))−1
is standard evolutionary at ν > 0. Moreover,((
1 0
0 0
)
,
(
0 0
0 a−1
))
∈ SPsc′,c′,0(L2(Ω)d+1),
where c′ := c/(‖a‖2∞) and SPsc′,c′,0 is given in Definition 5.1.2.
Proof By Lemma 5.4.2, the operator Aν(=
(
0 div
grad0 0
)
) defined in Lemma 5.4.2 meets
the requirements imposed on A in Hypothesis 3.4.4. Moreover, integration by parts,
shows that Re〈Qt∂t,νφ, φ〉L2η > ν〈Qtφ, φ〉L2η for all φ ∈ C1c (R; L2(Ω)) and η > ν > 0,
t ∈ R. Further, from Lemma 5.4.4 it follows that
Re〈Qta−1φ, φ〉 = Re〈a−1Qtφ,Qtφ〉 > c‖a‖2∞
〈Qtφ, φ〉.
Hence,
Re〈Qt
(
∂t,ν
(
1 0
0 0
)
+
(
0 0
0 a−1
))(
θ
q
)
,
(
θ
q
)
〉L2η
> 〈
(
ν 0
0 c‖a‖2∞
)(
θ
q
)
,Qt
(
θ
q
)
〉L2η
> min{ν, c′}〈Qt
(
θ
q
)
,
(
θ
q
)
〉L2η (η > ν).
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Thus, all requirements in Hypothesis 3.4.4 are warranted. So, Theorem 3.4.6 applies
and SHEAT is evolutionary at ν and causal, or, equivalently, standard evolutionary at ν.
The remaining assertion follows from the estimates just derived together with the fact
thatM′ = 0 for M =
(
1 0
0 0
)
. 
The continuous dependence result on the conductivity is presented next. We recall that
we again identified a ∈ L∞(R ×Ω)d×d with its associated multiplication operators on
L2ν(R; L
2(Ω)d) for all ν ∈ R.
Theorem 5.4.6 Let (ak)k be a sequence in L
∞(R × Ω)d×d and assume that b := limk→∞ ak
exists in the strong operator topology of L(L2(R ×Ω)). Assume there exists c > 0 such that
ak satisfies Hypothesis 5.4.3 with this c for all k ∈ N.
Then
SHEAT(ak) → SHEAT(b) in Lssev(L2(Ω)d+1) as k → ∞,
where SHEAT is given in Theorem 5.4.5.
Proof By Theorem 5.4.5, we may apply Theorem 5.1.3. For this, we have to ensure that
(
0 0
0 a−1k
)
→
(
0 0
0 b−1
)
∈ Lssev(L2(Ω)d+1) as k → ∞.
But, this is the same as saying that (a−1k )k is convergent to b
−1 in Lssev(L2(Ω)d). By
Proposition 4.4.7, we infer boundedness and convergence of the sequence (ak)k to b in
Lssev(L
2(Ω)d). Note that also Re〈Qtbφ, φ〉L2ν > c〈Qtφ, φ〉L2ν for all φ ∈ D(L2(Ω)d) =⋂
η∈R L2η(L2(Ω)d). Thus, from ‖a−1k ‖L(L2ν), ‖b−1‖L(L2ν) 6 1/c for all ν ∈ R, see Corollary
2.3.13 and Proposition 2.3.14, we infer from Theorem 4.1.15 that a−1k → b−1 in Lssev,
which together with Theorem 5.1.3 eventually proves the assertion. 
Remark 5.4.7 We may roughly rephrase the contents of Theorem 5.4.6 as follows. Un-
der the assumptions given in the theorem, let f ∈ L2(0,∞; L2(Ω)) ⊆ ⋂η>0 L2η(L2(Ω))
and for k ∈ N let θk ∈ L2ν(R; L2(Ω)) be a solution of
∂t,νθk − div ak grad0 θk = f ,
then θk → u in L2ν(R; L2(Ω)) as k → ∞, where θ satisfies
∂t,νu− div b grad0 u = f .
The only thing, which has not been proved in Theorem 5.4.6 is that u satisfies the
equation asserted in the strong sense, that is, u ∈ dom(∂t,ν)∩dom(div b grad0). Hence,
the term ‘roughly’. ⋄
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5.5 On the Homogenization of Acoustic Wave Propagation
in Bounded Domains
the set M(α, β) · G-convergence · solution theory for elliptic type equations · relationship to the
weak operator topology · Theorem 5.5.6
The last application of the results developed concerns the weak operator topology. The
motivation of this kind of problems stems from homogenization theory. The idea is
to consider heterogeneous materials that have highly oscillatory material coefficients.
The aim of homogenization theory is to determine the ‘effective’ properties of the ma-
terial by looking at the behavior of the solutions of the respective equations when the
frequency of oscillations becomes infinitely large. To be more precise, on a bounded
domain Ω ⊆ Rd consider the wave equation formally given as follows (see also [CD10,
Example 5.3])
∂2tu− div a grad u = f (5.28)
on R ×Ω, where a : Ω → Cd×dpd (taking values in the symmetric, positive definite d by
d matrices) describes the material properties, f : R × Ω → C is a given source term,
u : R × Ω → C describes the unknown wave propagation subject to homogeneous
Dirichlet boundary conditions. In the theory of homogenization, for ε > 0, one is
interested in the problem
∂2tuε − div aε grad uε = f (5.29)
often with aε(x) := a(x/ε) for x ∈ Ω and addresses the question, whether (uε)ε con-
verges as ε → 0 and, if so, whether the respective limit solves an equation of ’similar’
type as in (5.28). There exists a vast literature on homogenization theory, we only refer
to [BLP78], [CD10] and [Tar09] to mention a few. In order to tackle problems in homog-
enization theory Spagnolo [Spa67, Spa68] introduced the concept of G-convergence.
We recall this concept here. For this, we use the vector analytic operators given in Def-
inition 5.4.1. The literature also gives an account on what conditions are needed for
a such that a(·/ε) is ‘G-convergent’ and provides formulas for the respective limits as
well as quantitative estimates for the rate of convergence related to ε.
Definition 5.5.1 (see e.g. [CD10, Definition 13.1]) Let 0 < α < β, and let (aε)ε>0 in
M(α, β) :=
{a ∈ L∞(Ω)d×d; ‖a‖∞ 6 β, 〈a(x)ξ, ξ〉Cd > α‖ξ‖2 (ξ ∈ Cd, a.e. x ∈ Ω)}.
Then (aε)ε is said to G-converge to b ∈ M(α, β) as ε → 0, if for all f ∈ H−1(Ω) =
(H10(Ω))
∗ the solution uε ∈ dom(grad0) of
− div aε grad0 uε = f
is such that (uε)ε converges weakly in H10(Ω) to u0 satisfying
− div b grad0 u0 = f . △
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In order to put the latter definition into perspective of the results developed so far, we
insert a short interlude on the solvability of elliptic problems, in particular to those
mentioned in Definition 5.5.1. Although a solution theory for equations discussed
in Definition 5.5.1 is well-known, we like to point out a slightly more abstract point
of view, which has proved useful for general (non-linear) elliptic type problems in
[TW14a]. It rests on the following observations. Let X,Y be Hilbert spaces and let
S : X → Y be a continuous bijection. Then, by the closed graph theorem, S−1 is contin-
uous as well. Hence, S is Banach space isomorphism from X to Y. Thus, we change the
scalar product in Y to be Y× Y ∋ (φ,ψ) 7→ 〈S−1φ, S−1ψ〉X resulting in a scalar product
on Y, which is equivalent to the original one. We call YS the Hilbert space endowed
with this modified scalar product. It is easy to see that S : X→ YS is unitary. Thus, the
dual operator S′ : Y∗ → X∗ is a Banach space isomorphism. By identifying Y∗ = Y via
the unitary Riesz isomorphism R : Y∗ → Y, we infer that the (modified) dual
S⋄ : Y→ X∗, φ 7→ S′Rφ
is a Banach space isomorphism again.
We apply this rationale to (a modification) of the vector-analytic operators introduced
in Definition 5.4.1. For this, observe that, as Ω is bounded we have a Poincaré inequal-
ity, that is, we find c > 0 such that
‖u‖L2(Ω) 6 c‖ grad0 u‖L2(Ω)d (u ∈ H10(Ω)).
The latter ensures two-fold, on the one hand grad0 is injective and on the other hand,
by the closedness of grad0, the range of grad0 is a closed subspace of L
2(Ω)d. We
denote pi : L2(Ω)d → ran(grad0) the orthogonal projection onto ran(grad0). Applying
the reasoning just developed to X = H10(Ω) and Y = ran(grad0), we get that
pi grad0 : H
1
0(Ω) → Ypi grad0 , u 7→ pi grad0 u is unitary. (5.30)
Moreover, using H−1(Ω) = H10(Ω)
∗, we obtain,
− divpi∗ = (pi grad0)⋄ : Y→ H−1(Ω) is a Banach space isomorphism, (5.31)
where− div is the distributional divergence on L2(Ω)d with values in H−1(Ω). Having
made these observations, a solution theory for divergence form problems as discussed
in Definition 5.5.1 is almost immediate:
Theorem 5.5.2 ([TW14a, Theorem 3.1.1]) Let 0 < α < β and let M(α, β) as in Definition
5.5.1. For all a ∈ M(α, β) the mapping
− div a grad0 : H10(Ω) → H−1(Ω)
is continuously invertible with inverse given by
(− div a grad0)−1 = (pi grad0)−1(piapi∗)−1(− divpi∗)−1,
where pi grad0 and − divpi are given in (5.30) and (5.31), respectively.
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Proof First of all note that grad⋄0 = − div : L2(Ω)d → H−1(Ω). Moreover, recall that
ran(grad0)
⊥ = ker(div). Hence,
div = div(pi∗pi + (1− pi∗pi)) = divpi∗pi and
grad0 = (pi
∗pi + (1− pi∗pi)) grad0 = pi∗pi grad0 .
So,
− div a grad0 = − divpi∗piapi∗pi grad0 = (− divpi∗)(piapi∗)(pi grad0).
From, (5.30) and (5.31), we read off that pi grad0 and− divpi∗ consideredwith the space
ran(grad0) replacing Y are Banach space isomorphisms. Thus, the assertion follows
once we show that piapi∗ is continuously invertible in ran(grad0). But, using that a is
bounded together with the positive definiteness condition mentioned in the definition
of M(α, β), we infer
〈piapi∗φ, φ〉ran(grad0) = 〈api
∗φ,pi∗φ〉L2(Ω)n
> α〈pi∗φ,pi∗φ〉L2(Ω)n = α〈φ, φ〉ran(grad0) (φ ∈ ran(grad0)).
Hence, as piapi∗ is continuous in ran(grad0), the continuous invertibility, thus, follows
from Proposition 2.3.14. 
Next, we relate Theorem 5.5.2 to the concept of G-convergence:
Theorem 5.5.3 Let 0 < α < β, (aε)ε in M(α, β) (see Definition 5.5.1), b ∈ M(α, β). Then
the following conditions are equivalent:
(i) (aε)ε G-converges to b;
(ii) (div aε grad0)
−1 → (div b grad0)−1 in L(H−1(Ω);H10(Ω)) with respect to the weak
operator topology;
(iii) ((piaεpi∗)−1)ε converges in the weak operator topology of L(ran(grad0)) to the map-
ping (pibpi∗)−1, where pi : L2(Ω)d → ran(grad0) is the orthogonal projection onto
ran(grad0).
Proof The conditions (i) and (ii) are trivial reformulations of one another. Theorem
5.5.2 together with (5.30) and (5.31) imply that (ii) is true if and only if ((piaεpi∗)−1)ε
converges to (pibpi∗)−1 in the weak operator topology of the space L(Ypi grad0). The
latter, in turn, is equivalent to (iii). 
Before being able to apply our result concerning the weak operator topology to the
homogenization type problem in (5.29), we need to warrant the compactness condition
in Hypothesis 5.2.1. For this, the following observation comes in handy. The proof of
which stems from [Wau13].
Theorem 5.5.4 ([Wau13, Lemma 4.1]) Let X,Y Hilbert spaces, S : dom(S) ⊆ X → Y
densely defined, closed and assume that (dom(S), ‖ · ‖S) →֒ X is compact. Then (dom(S∗)∩
ker(S∗)⊥, ‖ · ‖S∗) →֒ Y is compact.
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Proof We use the polar decomposition [Kat80, p 334] for densely defined, closed, linear
operators. We have
S = U|S|, (5.32)
where U : ran(S∗) → X is a linear isometry from ran(S∗) to ran(S). Note that by
equation (5.32), we see that
V : ran(S∗) → ran(S) : x 7→ Ux
is a linear isometry with dense range. Thus, V is unitary. Furthermore, we have
V−1x = U∗x for all x ∈ ker(S∗)⊥ = ran(S).
Let (xn)n be a bounded sequence in (dom(S∗) ∩ ker(S∗)⊥, ‖ · ‖S∗). Adjoining equa-
tion (5.32) yields that (U∗xn)n is a bounded sequence in dom(|S|). Since dom(|S|) =
dom(S), we may choose a convergent subsequence of (U∗xn)n, for which we use the
same notation. Since V is unitary, we have that (VU∗xn)n also strongly converges and,
thus, so does
(xn)n = (VV
−1xn)n = (VU∗xn)n. 
In order to put Theorem 5.2.3 into the perspective of homogenization theory, we re-
formulate equation (5.28) according to our general setting of evolutionary equations
developed in this exposition. So, assuming that a ∈ M(α, β) for some 0 < α < β and
recalling (5.28)
∂2t u− div a grad0 u = f , (5.33)
we set v := ∂tu and p := piapi∗pi grad0 with pi : L
2(Ω)d → ran(grad0) being the orthog-
onal projection. Hence, we obtain(
∂t
(
1 0
0 (piapi∗)−1
)
−
(
0 divpi∗
pi grad0 0
))(
v
p
)
=
(
f
0
)
. (5.34)
In the reformulated fashion, we can now apply Theorem 3.4.6, where we employ the
custom of not keeping track of the particular L2ν the respective operators are realized in
as well as of identifying elements a ∈ M(α, β) with their corresponding multiplication
operators.
Theorem 5.5.5 Let 0 < α < β, a ∈ M(α, β) (see Definition 5.5.1); let pi : L2(Ω)d →
ran(grad0) be the orthogonal projection. Then
SWAVE(a) :=
(
∂t,ν
(
1 0
0 (piapi∗)−1
)
−
(
0 divpi∗
pi grad0 0
))−1
(5.35)
is standard evolutionary at ν > 0. Moreover,(
1 0
0 (piapi∗)−1
)
∈ SPwc,ν,0(L2(Ω)× ran(grad0)),
for some c > 0, where SPwc,ν,0 is given in Definition 5.2.2.
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Proof Employing the same rationale (see e.g. Lemma 5.4.2) of the previous two sec-
tions, we infer that (the lifting to L2ν-functions of)
(
0 divpi∗
pi grad0 0
)
commutes with
Qt, ∂−1t,ν (ν > 0) and is skew-selfadjoint as divpi
∗ = −(pi grad0)∗. Moreover, the
strict positive definiteness of piapi∗ in ran(grad0) implies a similar one for (piapi
∗)−1
in ran(grad0). Hence, with M =
(
1 0
0 (piapi∗)−1
)
the corresponding commutator M′ of M
with ∂t,ν vanishes for all ν ∈ R, we infer with the help of integration by parts that there
exists c > 0 such that
Re〈Qt∂t,ν
(
1 0
0 (piapi∗)−1
)(
v
p
)
,
(
v
p
)
〉L2η > c〈Qt
(
v
p
)
,
(
v
p
)
〉L2η
for all η > ν > 0, v, p being compactly supported and continuously differentiable
with values in L2(Ω) and ran(grad0)), respectively. Hence, Theorem 3.4.6 applies and
yields the assertion. 
Finally, we come to the announced result on the homogenization of (5.29).
Theorem 5.5.6 Let 0 < α < β, (aε)ε in M(α, β). Assume that (aε)ε G-converges to b ∈
M(α, β) (see Definition 5.5.1). Then
SWAVE(aε) → SWAVE(b) in Lwsev(L2(Ω)× ran(grad0)) as ε → 0,
where SWAVE is given in Theorem 5.5.5.
Proof We want to apply Theorem 5.2.3. For this, we recall that if (Tε)ε converges in the
weak operator topology to T of L(X) for some Hilbert space X, then the corresponding
liftings of (Tε)ε to L(L2ν(R;X)) converge to the corresponding lifting of T in the weak
operator topology of L(L2ν(R;X)), see also Example 4.1.3(c). Hence, by Theorem 5.5.3,(
1 0
0 (piaεpi∗)−1
)
→
(
1 0
0 (pibpi∗)−1
)
in Lwsev,ν as ε → 0,
for all ν ∈ R. The assertion, thus, follows from Theorem 5.2.3 once we show the
compactness condition in Hypothesis 5.2.1 for
Aν :=
(( 0 divpi∗
pi grad0 0
)
: L2ν(dom(pi grad0)× dom(divpi∗))
⊆ L2ν(L2(Ω)× ran(grad0)) → L2ν(L2(Ω)× ran(grad0))
)
.
For this, however, it is sufficient to prove that
Y := dom(pi grad0)× dom(divpi∗) →֒→֒ L2(Ω)× ran(grad0),
where the domains on the left-hand side are endowedwith the respective graph norms.
But, by the Theorem of Rellich-Kondrachov, we get dom(pi grad0) →֒→֒ L2(Ω). Hence,
with S = pi grad0, the assertion follows from Theorem 5.5.4. 
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Remark 5.5.7 The convergence of solution operators SWAVE(aε) proved in Theorem
5.5.6 implies the convergence of the solution operators in the weak operator topology
of L2ν(R; L
2(Ω) × ran(grad0)) for some ν ∈ R. The latter in turn is equivalent to the
notion of G-convergence introduced by Spagnolo in the first place, see also [ZKON79,
p 74]. The novelty element of Theorem 5.5.6 lies in the fact that the solution operators
converge in the weak operator topology of evolutionary mappings. Thus, one might
phrase the result of Theorem 5.5.6 as “evolutionary G-convergence” of the solution
operators of the wave equation. ⋄
5.6 Comments
Wewant to give a brief account on the study of the continuous dependence of solutions
to partial differential equations on the coefficients. There are some results for particular
equations or with both stronger and weaker topologies the coefficients are considered
in. The focus in the available literature is on non-linear equations. In [YG11] a partic-
ular non-linear equation is considered and the continuous dependence of the solution
on some scalar factors is addressed. The so-called Brinkman–Forchheimer equation
is discussed with regards to continuous dependence on some bounded functions un-
der the sup-norm in [CKU06, FS03, TL07, PS99, Liu09]. The local sup-norm has been
considered in [BFGP09], where the continuous dependence on the (non-linear) con-
stitutive relations for particular equations of fluid flow in porous media is discussed.
A weak topology for the coefficients is considered in [Kim09]. However, the partial
differential equations considered are of a specific form and the underlying spatial do-
main is the real line. Dealing with time dependent coefficients in a boundary value
problem of parabolic type, the author of [Pen91] shows continuous dependence of the
associated evolution families on the coefficients. In [Pen91], the coefficients are certain
functions considered with the C1-norm. The author of [Tud76] studies the continuous
dependence of diffusion processes under the C0-norm of the coefficients. Also with
regards to strong topologies, the authors of [KvN11, KvN12] studied continuous de-
pendence results for a class of stochastic partial differential equations. All in all, the
results developed in this exposition merely complement the research on the contin-
uous dependence on the coefficients. A main reason being that the class focused on
in this exposition is rather general and, thus, applies to many particular settings. In
turn, the advantage of being applicable to many equations at the same time inherits
the drawback of being certainly not optimal, if one restricts oneself to a specific class
of both equations and coefficients. A particular instant for this fact can be found in
[CC15].
With regards to homogenization theory, we shall particularly refer to [Tar09, CD10,
BLP78], where the continuous dependence of the coefficients has been addressed in the
particular situation of homogenization problems. For the concept of H-convergence
generalizing G-convergence we also refer to [Mur78b, Mur78a].
The present exposition does not treat the case of Maxwell’s equations with regards
to the weak operator topology. We refer to [Wau16a] instead for the rather involved
treatment. Note that Maxwell’s equations have the particular property that memory
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effects (as in the case of ordinary differential equations) are likely to occur due to the
homogenization procedure. This has also been observed in [BS03, Wel01]. The reason
being that – in contrast to the example treated in Section 5.5 – both the spatial derivative
operators (curl and curl0) have an infinite-dimensional nullspace. Hence, a projection
technique similar to the one in Section 5.5 applied to Maxwell’s equation leads to a
system of a partial differential equation and an ordinary differential equation with
infinite-dimensional state space, see [Wau16a] for more details.
There is still plenty of research to be addressed in the future: the weak operator topol-
ogy and Maxwell’s equations have only been dealt with for time-shift invariant coeffi-
cients in [Wau16a]. The results concerning the norm and the strong operator topology
being entirely new, there is certainly room for optimizing the respective results. Re-
garding numerical treatments of evolutionary equations discussed here, a natural way
of complementing the present results is to ask for continuity in the unbounded oper-
ator A in the solution operator induced by (∂tM+A)u = f : Does for instance strong
resolvent convergence of a sequence (An)n imply convergence of the corresponding
solution operators Sn = (∂tM+An)−1? In fact, this would give way for the study of
Galerkin approximations and hence form a part of numerical analysis for evolutionary
equations.
Apart from Theorem 5.1.4, all results on the continuity of the solution operator in the
coefficients were non-quantitative. Future research may thus be concerned with con-
vergence rate or moduli of continuity of the mappings considered.
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