The Pettitt test is a non-parametric test that has been used in a number of hydroclimatological studies to detect abrupt changes in the mean of the distribution of the variable of interest. This test is based on the Mann-Whitney two-sample test (rank-based test), and allows the detection of a single shift at an unknown point in time. This test is often used to detect shifts in extremes because of the lack of distributional assumptions. However, the downside of not specifying a distribution is that the Pettitt test may be inefficient in detecting breaks when dealing with extremes. Here we adopt a Monte Carlo approach to examine the sensitivity of the Pettitt test in detecting shifts in the mean under different conditions (location of the break within the series, magnitude of the shift, record length, level of variability in the data, extreme vs non-extreme records, and pre-assigned significance level). These simulation results show that the sensitivity of this test in detecting abrupt changes increases with the increase in the magnitude of the shift and record length. The number of detections is higher when the time series represents the central part of the distribution (e.g. changes in the time series of medians), while the skill decreases as we move toward either low or high extremes (e.g. changes in the time series of maxima). Furthermore, the number of detections decreases as the variability in the data increases. Finally, abrupt changes are more easily detected when they occur toward the center of the time series.
Introduction
In any study where researchers are dealing with time series (e.g. economic, hydroclimatological) there is always the question of whether the probability distribution remains constant or changes (e.g. Salas 1993 , Bryden et al. 1995 . Among the different ways in which the distribution of the quantity of interest may vary, there are abrupt changes. A change point indicates a sudden change in the statistics of a sequence of data (e.g. Rybski and Neumann 2011) , with a shift from one regime to another. In studies focusing on hydroclimatological quantities (e.g. annual maximum peak discharge, annual maximum daily rainfall), these step changes could be climatic in nature and associated with shifts from one climate regime to another (Hare and Mantua 2000 , Alley et al. 2003 , Mauget 2003 , Swanson and Tsonis 2009 ), or could be due to human intervention, e.g. gauge relocation, changes in the measuring procedure (Potter 1979 , Groisman and Legates 1995 , Peterson et al. 1998 , Changnon and Kunkel 2006 , or construction of dams (Villarini et al. 2009 ). Different statistical tests, such as Pettitt, cumulative sum control chart (CUSUM), Rodionov, Von Neumann ratio and Bayesian change point tests, have been proposed and developed to detect abrupt changes in the distribution of the variable of interest (refer to Reeves et al. 2007 , Beaulieu et al. 2008 for recent reviews). The general procedure in order to detect one or more change points is to have a sequence of observations x 1 , x 2 , x 3 , . . . from random variables X 1 , X 2 , X 3 , . . . to be analyzed by means of a statistical test to detect abrupt changes in distribution at the unknown change point locations τ 1 , τ 2 , . . . (e.g. Ross 2015) . Depending on the assumptions that one is willing to make, change detection problems and techniques can vary. Different statistical tests are based on different sets of assumptions such as normality of the data, one or multiple abrupt changes, known or unknown location of the change point (e.g. Kundzewicz and Robson 2004) .
Among the existing tests, the Pettitt test (Pettitt 1979 ) is one of the most widely used tests in CONTACT Gabriele Villarini gabriele-villarini@uiowa.edu Figure S1 and Table S1 for this article can be accessed at: http://dx.doi.org/10.1080/02626667.2015.1008482 hydroclimatological studies to detect abrupt changes in the mean of the variable of interest (e.g. Busuioc and Von Storch 1996 , Wijngaard et al. 2003 , Villarini et al. 2009 , Villarini and Smith 2010 , Liu et al. 2012 . The possible reasons for the Pettitt test's widespread use can be related to the fact that it allows the detection of a change point in mean at an unknown point in time, it provides a p-value to test its significance, and that it is a non-parametric test (it does not require any assumption on the distribution generating the data). Because of its non-parametric nature, the Pettitt test has been used in a number of studies dealing with extremes (e.g. Wijngaard et al. 2003 , Villarini et al. 2009 ). The lack of distributional assumptions, however, comes at the price of a reduced power in detecting Type I and II errors compared to parametric tests designed for the correct distribution (e.g. Kottegoda and Rosso 2008) . This issue was discussed by Katz (2013) , who points out that although non-parametric methods such as the Pettitt test have been used for extremes in many hydrological studies, they are not particularly suited for dealing with this kind of data, especially when parametric methods based on extreme value theory could be used.
Given the potential changes in different parts of the distribution of the variable of interest (e.g. changes in annual maxima, minima, medians), there is the question of how skillful the Pettitt test is in detecting these changes. To clarify this point, we apply the Pettitt test to detect step changes in 68 US Geological Survey (USGS) stations located in Iowa and with a record of at least 50 years of daily data ( Fig. 1 , Supplementary  Table S1 . A year is considered complete if there are at least 330 days available; we do not allow more than one gap of 2 years). For each of these stations, we computed a number of yearly quantiles, from annual minimum to annual maximum, and created yearly records. In the vast majority of cases, we identified a statistically significant (at the 5% level) abrupt change in the mean from annual minimum discharge ( Fig. 1(a) ) to annual maximum discharge ( Fig. 1(h) ). The number of stations with abrupt changes decreases as we move to higher quantiles ( Fig. 1 (f)-(h)), with the results for the annual maximum daily discharge leading to the identification of only a handful of stations with abrupt changes. So, these results raise the question of whether no changes actually occurred in the high quantiles, or whether the lack of detected changes was related to detection issues with the Pettitt test.
More generally, despite its wide use, little is known about its skill in detecting changes under different conditions (e.g. position of the change point within the time series, sample size, level of variability). Busuioc and Von Storch (1996) examined the sensitivity of the Pettitt test to the effects of serial correlation and linear trends. Wijngaard et al. (2003) used precipitation and temperature observational records and found that the Pettitt test tended to identify more breaks located towards the center of the time series. Moreover, they identified more breaks in the temperature rather than the precipitation records, relating this finding to the higher variability in the latter. In this study, we adopt a Monte Carlo approach to investigate the sensitivity of the Pettitt test in detecting shifts in the mean under different conditions, and to be able to address the following research question: How sensitive is the Pettitt test to the record length, variability in the data, different quantiles, magnitude of the shift, position of the change point within the time series and pre-assigned significance level? These tasks are accomplished by simulating a large number of synthetic time series with prescribed shifts in the mean (in terms of both location within the time series and magnitude) and computing the change point detection rate. Knowing how well the Pettitt test is able to detect the change point in each quantile can help the hydroclimatological community to understand the range of applicability of this test and provide valuable insights in the interpretation of the test outcome.
Methodology

Pettitt test
The Pettitt test is based on the Mann-Whitney twosample test (rank based), and allows the detection of a single shift at an unknown time t. The null hypothesis is no change in the distribution of a sequence of random variables; the alternative hypothesis is that the distribution function F 1 (x) of the random variables from X 1 to X t is different from the distribution function F 2 (x) of the random variables from X t+1 to X T . Let us write
where X i and X j are random variables with X i following X j in time. The test statistic U t,T depends on D ij as
The statistic U t,T is the same as the Mann-Whitney statistic for analyzing when the two samples X 1 , . . ., X t and X t+1 . . ., X T arise from the same population. The test statistic U t,T is assessed for all random variables from 1 to T; then the most significant change point is selected where the value of |U t,T | is the largest:
A change point occurs at time t when the statistic K T is significantly different from zero at a given level. The approximate significant level is given by:
Once the p-value is less than the pre-assigned significance level α, we can reject the null hypothesis and divide the data into two sub-series (before and after the location of the change point) with two different distribution functions.
Simulation framework
In a Monte Carlo framework, we generate gamma distributed time series with a given mean and variance. We used the gamma distribution because of its flexibility and also because it is one of the most widely used distributions in hydroclimatology (Aksoy 2000 , Yue et al. 2001 , Yoo et al. 2005 . It is a continuous distribution bounded at zero; also, it is positively skewed, which makes it a suitable candidate for describing some of the hydroclimatological variables that we are generally interested in (e.g. river discharge, precipitation depth). It has two parameters, scale (λ) and shape (r). Based on the method of moments, these two parameters can be estimated from the data as follows:
An effort was made to design the Monte Carlo simulation framework in such a way that it can be representative of situations we may encounter with real discharge data. Below, the steps taken to set the Monte Carlo simulation framework are presented: (a) We generated 1000 independent, uncorrelated time series (Nt) for a number of sample sizes (n), where n = 365 × year (where year is the number of synthetic years we simulate; it ranges from 20 to 200 every 10 years), with mean E(Nt) = 1 and coefficient of variation (CV) ranging from 0.05 to 1 every 0.05 step. This step allows the generation of synthetic series representative of daily discharge records of length comparable to the available length of most of the discharge records (from 20 to 200 years). (b)We placed one pre-defined change point in the mean of the generated series so that the records before and after the change point are separated at a known location. The mean of the distribution after the change point is shifted by 0.1%, 1%, 5%, or 10% of E(Nt). (c) Under a number of different scenarios, we investigate how many times (out of the 1000 synthetic time series) the Pettitt test can detect the change point.
In these experiments the percentage of detection is defined as:
where N det is the number of series with a change point detected by the Pettitt test at the pre-specified significance level, and N is the overall number of simulated records (in this study, N = 1000).
Results
In this section, we present the results of the sensitivity of the Pettitt test under different scenarios. Throughout this investigation, in all the contour plots (Figs 2-6) , the x-axis represents the sample size, the y-axis shows the coefficient of variation (accounting for different levels of variability in the data), and the contours and color maps show the percentage of detection (%D). The change in sample size represents changes in the length of the data. As expected, the percentage of detection of change points increases with increasing record length. Moreover, when the amount of variability in the data increases (CV increases), the number of detected change points decreases. This indicates that it is more difficult to detect change points when data are highly variable and noisy. The former result is in line with the qualitative statement by Wijngaard et al. (2003) , who wrote, "for precipitation, with its higher variability, fewer breaks can be detected." These results (length of record and variability of data) are valid for all the simulations, regardless of the magnitude of the shift, the percentile of interest, the location of the change point, and the pre-assigned significance levels. Moreover, Supplementary Fig. S1 shows the results for a test case in which there is no shift. As expected, the detection rate is close to the significance level. Figure 2 illustrates the sensitivity of the Pettitt test to the change in the magnitude of the shift. For these sets of simulations, we consider four scenarios depending on how large a shift we impose on the series after the change point. More specifically, we consider increases in the mean of the records after the change point that are equal to 0.1%, 1%, 5%, and 10% of E(Nt). These sets of simulations are for median percentiles, the change point is located in the middle of the record and we set the significance level to 0.05. As expected, when the magnitude of the shift increases, the detection rate also increases. For a very small shift (0.1%), the detection rate is very small even with long records and low variability level. The situation quickly improves as we increase the magnitude of the shift to 1% (Fig. 2(b) ), even though with "long" hydroclimatological records (~75-100 years) the detection rate is less than 50% for CV values of the order 0.2-0.3. For a shift of the order of 5% and larger, the Pettitt test performs very well even for short and highly variable records. Figure 3 shows the impact of the location of the change point within the time series on the detection rate. Figure 3(a)-(d) shows the results for the change point location such that the time series is divided into two subseries at the first tenth, the first quarter, the first third, and in the middle of the series, respectively. These contour plots are for the median percentiles, where the magnitude of the shift is equal to 5% of E (Nt), and the significance level is 0.05. By altering the location of the change point, the percentage of detection is changing as well. Indeed, the results display that the percentage of detections is higher when the change point occurs in the middle of the record rather than towards the beginning or end of the series. Thus, abrupt changes are more easily detected when they occur towards the center of the time series. These results are consistent with those described by Wijngaard et al. (2003) when dealing with time series of the surface air temperature and precipitation data. The authors found that the Pettitt test was able to detect a higher number of breaks in the middle of a time series, compared to the times that breaks were near the beginning and the end of a series. For a change point at the very beginning of the record (Fig. 3(a) ), we need at least 100 years of data to have about a 50% detection rate (this holds for CV values less than 0.4). The requirements in terms of record length become less stringent as the location of the change point moves towards the center of the time series. In particular, we find that the detection rate for a change point located at a distance one third from the start of the record is similar to the case in which the change point is located in the middle of the series. This conclusion is valid for all the simulation scenarios regardless of the length of record and variability of data.
The relationship between the pre-assigned significance levels and the percentage of detection of change points is illustrated in Fig. 4 . In this set of simulations, we focused on significance levels of 1%, 5%, and 10%. For this, the change point is located in the middle of the time series for the median percentiles where the magnitude of the shift is equal to 1% of E(Nt). As expected, the chance of detecting a change point increases with increasing significance level. We identify the largest differences among the different significance levels for large CV values and short records. These differences tend to level off as the sample size increases and/or the variability in the data is small. These findings are valid for all the simulation scenarios regardless of the length of record, variability of data, percentile of interest, location of the change point, and the magnitude of the shift.
Given the potential changes in different parts of the distribution (e.g. changes in annual maxima, minima, and median; Fig. 1) , we examined the sensitivity of the Pettitt test to detect change points in different percentiles ( Fig. 5 ). For this set of simulations, we focused on minimum, 1st percentile, 5th percentile, 25th percentile, median, 75th percentile, 95th percentile, and maximum (the change point is located in the middle of the time series, the magnitude of shift is 5% of E(Nt), and the significance level is 0.05). The detection of statistically significant abrupt changes in quantiles close to the central part of the distribution is higher than in the high or low quantiles for each sample size and CV. That means, when the time series represents the central part of the distribution, the percentage of detection of change points is higher. It also means that when we deal with extremes it is more difficult for the Pettitt test to detect a change point, in agreement with the discussion in Katz (2013) . This conclusion is valid for all the simulation scenarios regardless of the length of record, location of the change point, variability of data, the magnitude of the shift and pre-assigned significance levels. Therefore, a possible interpretation of the results in Fig. 1 relative to discharge in Iowa is that there is a very strong signal of change in the low to moderate quantiles, and that this signal becomes weaker with respect to the variability when dealing with annual maxima.
It is also interesting to notice that the results in Fig. 5 are not symmetrical with respect to the median, with the detection rate for the annual maxima ( Fig. 5(h) ) being higher than for the annual minima ( Fig. 5(a) ) for the same level of CV and sample size. The explanation for this behavior can be found in the asymmetric nature of the gamma distribution. By performing the same analyses using the Gaussian distribution ( Fig. 6 ), we find that there is symmetry in the results with respect to the median.
Conclusion
In this study we examined the sensitivity of the Pettitt test to detect abrupt changes in the mean of the distribution under different scenarios using a Monte Carlo approach. In particular, we focused on the location of the break within the series, magnitude of the shift, record length, level of variability in the data, and extreme vs non-extreme records.
The results indicate that, by increasing the length of record, the chance of detecting abrupt changes increases. These increases are not linear, but are more significant for shorter than longer records. Moreover, we show how the detection rate increases with increasing magnitude of the shift, finding that the Pettitt test performs well with shifts of the order of 5% of the mean of the series before the break. The percentage of detections is higher when the pre-assigned significance level is higher. The number of detections decreases as the variability in the data increases. Moreover, abrupt changes are more easily detected when they occur toward the center of the time series (similar skill is observed when the change point is located at one third of the record length). Finally, we examined the dependence of the detection rate on the quantile of interest. For a given CV and sample size, we found that the largest detection rates were for the moderate quantiles (around the median), and that the skill decreased as we moved towards the extremes. Moreover, this decrease was not symmetrical, but more marked towards the lower than the upper tail due to the positively skewed nature of the gamma distribution. It is worth clarifying that we only considered the number of detections, regardless of their location within the series. Therefore, these results should be considered as an upper bound for the skill of the Pettitt test in detecting change points. These simulation results provide insights into the interpretation of the results for 68 USGS discharge records over Iowa. We found that the number of stations with statistically significant shifts was very large for most quantiles, with the exception of the annual maxima. In light of the results of this study, it is likely that there is a very strong signal of change for the low to moderate quantiles, and that this signal (compared to the variability level) decreases at the extremes. Therefore, our findings are in line with Katz (2013) , and indicate that alternative methodologies are recommended to detect change points in the extremes in the case of a weak signal.
Finally, non-parametric tests such as the Pettitt test are supposed to be distribution free and resistant to the presence of outliers. However, when using a Gaussian rather than gamma distribution we found that the performance was different, similar to what was found by Yue et al. (2002) for the Mann-Kendall and Spearman tests.
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