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Abstract. The applicabil ity of advanced numerical methods for the 
solution of the orbit determination problem is studied. 
The dynamics of the observed object is written as a system of integral 
equations. This system is solved numerically by representing the compo- 
nents of the force function as linear combinations of B-splines and by 
applying the multigrid technique. In an outer loop the orbit determina- 
tion problem is solved using Newton's method. 
The method is suitable for both preliminary orbit determination and 
orbit improvement. 
1. Introduction 
With respect to the problem of the determination of an orbit from a given 
set of observations one essentially distinguishes two cases: the deter- 
mination of a preliminary orbit, and the improvement of an orbit which 
is already approximately known. 
For preliminary orbit determination at least three pairs of observa- 
tions are needed. The various methods which are in use to solve this 
problem have in common that local approximations to the two-body motion 
or to the weakly perturbed two-body motion are used (see Stumpff, 1959), 
to suit the problem for analytical treatment as much as possible. 
For orbit improvement an observational surplus is needed, and one 
applies a weighted least squares technique to fit a 'best' orbit 
(numerically integrated) to the many observations. 
The purpose of the work described in the present article is to 
determine to what extent a number of (relatively) recent developments 
in the field of numerical mathematics can profitably be applied in a 
solution method for the orbit determination problem. In the chosen solu- 
tion method the dynamics of the observed object is written as a system 
of integral equations. This system is solved numerically by writing the 
components of the force function as linear combinations of B-splines 
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and by applying the multigrid method. In an outer loop the orbit 
determination problem is solved, using Newton's method. 
In case of preliminary orbit determination observations are close 
together, and they are few in number. Then the above method can be 
applied in its simplest form: only two unknowns are solved and, for 
reasons of reduced computational complexity, a simple contraction 
mapping on a fixed grid replaces the multigrid method. 
In case of orbit improvement the (many) observations usually extend 
over a longer interval of time. Then a least squares version of the 
method, formulated for solving six unknowns, is used and, since a 
contraction mapping does not converge any more, the multigrid method 
is fully exploited. 
When considered as a method for preliminary orbit determination it can 
be stated that, compared with the existing, more classical methods, 
the present method offers complete generality. I.e. even in the case 
that the observed object is heavily perturbed, or in the (rare, if ever 
occurring) case that the observations are not really close together the 
preliminary orbit determination may run without difficulties. With 
respect to the first point, the heavily perturbed object and the 
difficulties associated with this situation, compare Green and Marsden, 
1982, writing about comet Bowell 1980b. With respect to the second point, 
the observations not close together, one could think of objects which 
at discovery are physically close to the sun, or of minor (natural) 
satellites of distant planets. Of more practical importance, however, 
is probably the fact that the numerical methods, applied in this article 
to a particular problem, are likely to be more widely applicable in 
celestical mechanics. 
2. Orbit Determination Using Splines and the Multigrid Method 
In recent years the multigrid method has shown to be a powerful tool 
with respect to the numerical solution of problems which are formulated 
as integral equations or (partial) differential equations. In this 
article we demonstrate the applicability of this method for solving the 
orbit determination problem. The orbit determination problem is a multi- 
point (three at least) boundary value problem: given a sequence of 
pairs of observation angles (li, ~i ), i = i, 2 . . . . .  M, M ~ 3, 
measured at the times t I . . . . .  t M by an observer on the earth, the orDit 
of the observed object should be determined using the fact that its 
motion is prescribed to satisfy the equation 
To conform better to the nature of the present problem, i.e., a boundary 
value problem, the dynamics (i) of the object is represented as an 
integral equation (Stumpff, 1959): 
t M 
~(t) = [L(t) - J K(s, t)F(r(s), s) ds (2) 
t I 
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in which r_L(t ) represents a linear, uniform motion from [(tl) to [(tM): 
tM-t t-t 1 
~L(t) = ~(t l)tM_t I + ~(t M)tM_t  I . (3) 
K(s, t) is the kernel of the integral equation: 
K(s,  t) = 
(s-tl)(tM-t) 
tM-t I 
(t-tl)(tM-s) 
tM-t I 
9 tl <- s <- t 
, t-< s -< t M 
(4) 
and F is the force function (i). 
By differentiat ing (2) twice, it is easi ly verif ied that (2 
identical to (i). 
i s  
2.1 Solution of the Integral Equation 
For solving (2), with given boundary vectors ~(tl) and [(tM), we have 
chosen the following way. 
Approximate [ as a function of t by a linear combination of 
B-spl ines of order k, over an adopted grid of knots {Ti} (de Boor9 1978): 
[(~(t), t) ~ ~(t) ~ Z ~iBi k(t) (5) 
9 i 
1 
where the coeff icients c. are 3-vectors. 
--i The integral 
t M 
J(t) = J K(s, t) Z ~iBi, k(S) ds 
i 
t ! 
can be evaluated analytically. Let the knots be chosen between t I and 
tM, with 
T O = tl, T n = t M, 
giving a division of the interval [tl9 tM] into n subintervals. Assign 
a mult ipl ic i ty of k+l to the end-knots: 
T O = T_I = T_2 = ... = T_k 
n Tn+l Tn+2 "'" = Tn+k" 
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Define ~(t) as 
t s 
~_(t) = f ~ F_(~)d~ ds - 
t I t I 
with 
1 
k(k+l) 
n-I  
Z aiBi, k+2(t) 
i=-k+l 
(6) 
a. = + ), _a_k : 0 -l a - i - i  bi(Ti+k+l-Ti  
] 
b.= + b k 9_ -1  bi-1 c i (T i+k-T i )  ' 
(7) 
(de Boor, 1978). 
Then 
t-t 1 
s = tM_t ! ~(tM) - ~(t) (8) 
in which ~(tM) can be written as 
~n- i  
~(tM) - k(k+l) 
The integral equation (2) then reduces to 
t-t 1 
r(t) = rn(t) tM_t I ~(tM) ~ ~(t). (9) 
Sometimes in prel iminary orbit determination it is desirable to constrain 
the orbit to be a parabola. This can be achieved, provided the force 
function is taken as [ = -~/r 3 (the gravitational constant being normal- 
ized to i), by requiring the boundary vectors ~(t]) and ~(tM) to satisfy 
the Euler equation (Stumpff, 1959): 
)3/2 _ s)3/2 
(r I + r M + s - (r I + r M = 6(tM-tl), (10) 
where  r i : l [ ( t i ) l ,  i = i, M, 
2 2(r l  ]1/2 and  s = [r~ + r s - _ , ~M ) . 
2.1.1. Contract~nMappmg 
A possible solution technique for equation (9), based upon contraction 
mapping (also cal led method of successive approximations, or Picard 
iteration) is as follows. 
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Let ~(tl) and [(t M) be given (possibly satisfying the parabol ic 
constraint (i0), if desired). 
Assume that a vector function r (p) is known, for some value of the 
i te ra t ion  index p, in a set of points t = Sl, s2, ..., SN, the colloca- 
tion points. 
Here s I = t I (= TO), s N = t M (= Tn), and s I < s 2 < ... < s N. 
Furthermore 
[(P)(Sl) = [(tl) 
and 
~(P)(sN) = [(tM), p : 0, i, 2 . . . .  
Solve the vector coeff icients {~i} in (5) from the linear system 
n-i 
ciB i, k(Sj 
i=-k+ 1 
F(r (p) : (sj~, sj) (11) 
j = i, 2, .... N, N ~ n+k-l. 
If N > n+k-l, then the solution in least squares sense can be found. 
Next compute the vector coeff icients -ib' and -ia" from (7), and ~(sj) from 
(6). Then r(s.), j = i, 2 . . . . .  N, can be computed from (9), defining 
- ] (p+i) the next iterate r A possibi l i ty for starting is [(O)(sj) = [L(Sj). Q 
This successive mapping process will be a contraction indeed if 
(tM-tl)2/r3 m is small enough. Here rmi n is the minimum the ratio in 
distance of the object to the sun during the considered interval of time. 
easily derived from (2), in which -~/r 3 is The contraction condit ion is 
substituted for F: 
-- t M 
f r(s) 
~(t) = [L(t) + K(s, t) :r(s)7 ds. 
t I 
Write this equation as 
: !([)- 
The successive approximation errors are 
~(ptl) _ [ = ~(r(p) ) _ ~([), 
or 
A(P+I) = ~(~ + A (p)) _ s 
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Let #'(~) be the Fr4chet derivative of ~(r). The successive mappinqs 
will converge (at least locally) provided that ~'[I < 1 in a neighbor- 
hood of r. 
In the present case: 
t N 
~'(~)~ = I K(s, t )% 
r 
t 1 
Now 
This implies 
A (r, A 
- 3 2 
r 
t M 
r 
t 1 
t M 
3 {Jill MAX K(s, t) ds 
r t 
min t I 
2 1 2 
3 IIA-II "8(tM-tl) " 
r 
min 
1 (tM-tl)2 
. 
m ln  
- -  r_] ds. 
J 
which value should be less than i. The convergence is the faster the 
smaller II#'([)I I is. 
It is of importance to note that the matrix of B-splines values 
in (ii) is always the same for fixed point sets {sj} and {Ti}. Therefore 
when changing r (p) , the LU decomposition of this matrix remains unaltered. 
2.1.2. Mult~ridMe~od 
If the contraction mapping converges slowly, or converges not at all, 
e.g. in case of a relatively long time interval, then the multigrid 
method may produce a solution in an efficient way. The principle is to 
solve (9) on a course collocation grid in a direct way, e.g. by using 
a (quasi-) Newton method, and, next, to improve the solution by 
applying a defect correction process on a sequence of finer grids. 
Simultaneously relaxation sweeps are performed using the contraction 
mapping operator (McCormick, 1982; Hemker, 1981; Hackbusch, 1982). We 
here describe the process briefly for a sequence of 2 grids. More details 
and an illustrative example can be found in the appendix. 
Let (9) symbolically be written as 
r + K(r) = rL, 
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and let superscripts (f} and (c) denote 'fine grid' and 'course grid', 
respectively. To find the solution ! (f) , the following steps must be 
performed: 
(i) Solve ~(c) + K(r(C)) = R~ where R is the restr ict ion 
operator. 
(ii) Prolongate the result to the finer grid: 
r (f) = pr (c) 
(iii) Smooth the prolongated result by means of n relaxation steps 
(n ~ i): s 
S 
!~ f) := _r (f) 
(f) ~f) ~(f) : - K(~ ) j = 1 . . . . .  n 
--j = ~L -- -i ' s 
and put r(f) ~(f) 
_ = ~ns 
These three steps are preparatory. 
The actual iterative process occurs in the fol lowing steps. 
Let ~f )  be an estimate to the solution of (9) on the fine grid, e.g. 
(f) : ~(f) 
~0 . Then, starting with the iteration index p = 0: 
(iv) Compute v (f) : r (f) + K(< f)) -p --p 
(c) K(r(C)) : Rv(f) (v) Solve ~p+l + "--p+l --p 
(i.e. solve the course grid problem with a modif ied r ight-hand 
member) 
(vi) Prolongate the result to the finer grid: 
(f) = mr (c) 
~p+l --p+l 
(vii) Smooth the prolongated result by means of n relaxation steps S 
(n 2 i ) :  
S 
!~ f) <{) 
:: ~ i  
i(f) ) (f) j := v (f - K(~j_I), j = 1 . . . .  n -p - " s 
~(f) (f) 
and put ~p+l = !& s 
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(viii) Correct the defect: 
~(f) = r (f) ,-(f) _ ~(f)) 
+i -p (rp+l - " 
As this point the loop can be exit, or p := p+l, go to (iv). 
The result of step (viii) should converge to the solution of the problem. 
Actual  (direct) solution only occurs on the course grid (one time in 
step (i), and next in step (v) in the loop), e.g. by Newton's method. 
It may be clear that, while for obtaining the solution on the fine 
grid the problem must repeatedly be solved on the course grid, the 
solutions on the course grid may be obtained, in turn, by solving on 
a sti l l  courser grid, etc., result ing in a nested appl icat ion of the 
above solution method. Ultimately, the problem is solved direct ly on 
the adopted coursest grid only, which may be an easy process due to the 
(relatively) low number of grid points involved. 
The mult igr id process, presented above, is one of the possible 
variants of the method. The mult igr id process may also be based on the 
dual defect correct ion process. Also mixed formulations are possible 
(Hemker, 1981). Final ly the basic solut ion process can be changed, in 
the sense that the solution method to the boundary value problem is 
formulated as a Newton process on the finest grid. The Newton correc- 
tions, however, are computed by means of the mult igr id method, which 
then can be reformulated for a l inear operator. Advantage is that the 
mult igr id process is performed entirely on the level of corrections. 
The computat ion as a whole, however, is more laborious. 
2.2 Solution o f  the Orbit Determination Problem 
The solution of the integral ecn/ation is a subroutine in the orbit 
determinat ion program. The main problem is the solution of a system of 
2M nonl inear equations of the type 
2 (vi_Yi)2 z i - Z. - sin ~i.[(xi-Xi) + + (zi-Zi)2] 89 i 
x. - X. - cos i i. 2 (yi_Yi)2]~ i i [(xi-Xi) + = 0 
(i = i, 2, ..., M) 
where M is the number of observation times, M Z 3, and where 
= 0 
(12 
~i" li 
xi' Yi' zi 
Xi' Yi' Zi 
are observat ion angles at the time t., 
1 
are coordinates of the observed object in a sun-centered 
Cartesian system, at the time t., 
are coordinates of the observer l in the same system, at the 
time t.. 
1 
Compare Figure i, in which the situation is sketched for M = 3, the 
minimum number of observat ion times. 
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Z 
SUN~)"  , / ~ J- 
EARTH'  
ORBIT  
ORBIT  OF  
COMET 
i 
/ 
X 
Fig. i. General configuration. 
In (12) the coordinates xi, Yi' zi (i = i, 2 . . . . .  M) are 3M unknowns. 
The successive posit ions of the observer are assumed to be known. Using 
an approximate solution to (2), obtained along the lines descr ibed in 
section 2.1, it is possible to express xi, Yi and z.1 (i = 2, 3, ..., M-l) 
in terms of x I, Yl' Zl' XM" YM and z M, result ing in only six unknowns. 
Then (12) can be solved for these six coordinates usinq standard 
iterative methods. For M > 3 the solution in least squares sense can 
be found. We have used a quasi-Newton method for this purpose. 
In case of prel iminary orbit determination from three observations, 
the number of unknowns can be reduced to two only. Suitable for this 
purpose are the distances from observer to object at the times t I and t 3. 
From estimates of these two distances the coordinates xl, YI' z1' x3' 
Y3' z3 can be computed with the help of the observation anqles B I, kl, 
83, 13 . Then x2, Y2 and z 2 can be computed by solving (2). Newton's 
method is used to vary both distances such, that (12) wil l  be satisf ied 
for i = 2. 
If one wishes to constrain the orbit to be a parabola, the Newton 
correct ions must be projected onto the 5-dimensional manifold which is 
def ined by the parabol ic constraint (i0), or, in case of two unknowns, 
onto the 1-dimensional manifold which is def ined by (12) for i = 1 and 
i = M = 3, and by (i0). The algorithms, to be used for these operations, 
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are well-known from the many textbooks on constrained optimization (e.g. 
Himmelblau, 1972). 
Once the solution has been found, the velocity of the observed 
object at an arbitrary time t 6 It I, tM] can easily and accurately be 
found from the equation 
r(tM)-~(t I) 
~(t) = -- (13) 
t M - t I 
in which 
t M 
- f k(s, t)F(r(s), s) ds 
L 
1 
I tl_s 
tM_t I , t I <_ s _< t 
k(s, t) : 
tM-s 
tM_t I , t < s < t M 
In approximation this can be written as 
t 
~(tM)-~(tl) ~(tM) + f ~(s) ds (14) 
[ (t) : tM _ tl tM_t I 
t 1 
in which the integral is found from 
t 
f 1 n-i 
~(s) ds = ~ . Z biBi0 k+l(t), 
l=-k+l 
t 1 
while the b. are found from (7). 
-i 
Due to the accuracy of this process reliable osculating elements 
can be computed, and reliable initial conditions can be found for 
numerical integration of the future orbit. This is an important reason 
for using the integral equation formulation for the boundary value 
problem (rather than applying a finite difference method directly to (i)). 
3. Numerical Results 
The described method of orbit determination has been tested for a few 
simulated examples, two of which are presented in this section. The 
configuration for the first testcase is sketched in Figure 2. This 
testcase does not represent a practical situation, but it illustrates 
the effectiveness of the used numerical techniques very well. The plane 
of the earth' orbit coincides with the x, y-plane. Parameter values of 
the orbit of the observed object are 
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a = 0.34 AE 
e = 0.53 
i = 14 ~ 
= 202 ~ 
Observat ion times are: t I = 0, t 2 = 0.064 and t 3 = 0.127 years 
(thus M : 3). 
\ 
\ 
\ 
SUN 
ORBIT OF 
OBSERVED OBJECT 
/ /  ~.~ "~ ~'~ .< <ARTH ' ORBIT 
9 \ ~ J i 9 / X 
. . . . . .  E• ~! \ START ING L INES 
\ 
OBSERVATION 
LINES 
Fig. 2. Project ion of s imulated orbit on the plane of the 
ecl ipt ic (first testcase). 
For solution of the integral equation a three- level  mult igr id  a lgor i thm 
has been applied, using grids consist ing of 8, 16 and 32 intervals, 
respectively. Cubic splines have beeD used to approximate the components 
of the force function. Each mult igr id W-cycle iteration requires about 
150 function evaluations (a function evaluat ion should be understood as 
an evaluat ion of the force vector function [), where on the coursest 
grid a Newton process is applied. The total effort required to solve 
the problem strongly depends on the init ial estimate. For the latter 
a wide variety of condit ions were chosen. Extreme choices are indicated 
in Figure 2. For an average set of initial condit ions the computat ional  
effort is roughly as follows. To obtain a result with a relat ive error 
of 10 -6 , about six quasi -Newton steps are needed (in the outer loop) 9 
On the average one quasi -Newton step (keeping the Jacobian matr ix  
constant, occasional ly) requires four calls of the mult igr id  process. 
One complete mult igr id  process consists of two to five W-cycles, 
dependent on the init ial estimate and the required local accuracy (the 
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latter in view of the progressing outer loop iteration). This results 
in a total of about 12000 function evaluations for solution of one orbit 
determination problem of the type given in Figure 2, and with practically 
no a-priori information about the orbit. For the two extreme initial 
conditions given in Figure 2 about 16000 function evaluations are needed. 
Convergence problems only occurred with starting lines located behind 
the sun, and with starting lines very close to the earth' orbit. 
The configuration for the second testcase is sketched in Figure 3. 
Here only the multigrid process for solving the boundary value problem 
has been tested. Parameter values of the orbit are 
a = 1.51 
e = 0.60 
i = 2.3 ~ 
= 270 ~ 
And the time between the given boundary points is 1.55 years. 
?/ 
F OBJECT 
SUN ~ ~X 
Fig. 3. Project ion of simulated orb i t  in plane of the 
ec l ip t i c  (second testcase) .  
Applying again the three-level multigrid algorithm with grids consistlng 
of 8, 16 and 32 intervals, respectively, and starting from a straight- 
line initial estimate, the final result is obtained with a relative 
error of 10 -7 using about 600 function evaluations. In the latter test- 
case the Picard iteration process is divergent. 
4. Conclusions 
The general orbit determination problem can be solved effectively in 
a direct way, using advanced numerical methods. 
With B-splines, a flexible function approximation is possible by 
choice of knot locations. Even locally deviating behaviour of a function 
(in the present context: severe perturbations in close encounter) can 
be fitted accurately. 
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The mult igr id method appears to be an effective method for solving 
the orbital boundary value problem. Using this technique, the direct 
solution of the boundary value problem (e.g. by Newton's method) is 
required on a course grid only. On finer grids accurate solutions are 
obtained by a defect correct ion process. 
Using the number of function evaluations as a measure for the 
computational effort required, it appears that with careful implementa- 
tion the mult igr id process in the present appl icat ion may be i0 to 15% 
more eff ic ient than direct appl icat ion of Newton's method on the finest 
grid (inner loop). 
For observations extending over a short interval of time, direct 
appl icat ion of Picard iterations for solving the boundary value problem 
is by far the most efficient. 
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Appendix The Mult igr id Method 
In this appendix a condensed exposit ion of the mult igr id method is 
given, together with a simple i l lustrative example. 
1. Theoretical background 
Let a nonl inear operator equation 
Au = f (i) 
be given. Let B be an approximate inverse to the operator A, i.e. 
B -A  -I " 
A solution to (i) may be obtained by applying the fol lowing 
iterative process, a defect correct ion process: 
Uk+ I = u k - (BAu k - u), (2) 
where k is the iteration index, k = 0, i, 2 . . . .  ; u = Bf is the 
approximate solation generated by B, and u 0 is a first estimate to the 
solution (e.g. u 0 = u, or better). If (2) converges to the correct 
solution of (i), then Au k + f, and BAu k ~ u. The class of Newton 
processes is contained in (2). 
Let a discret ized version of (I) be written as 
A(f)u (f) = f(f) 
t (3) 
where the superscript (f) denotes 'fine grid'. The functions u and f 
then are grid functions. In the mult igr id method an approximate inverse 
to A (f) is def ined by introducing courser grids. 
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Let a discretization of (i) on a course grid be written as 
A(C]u(C) = f(c) (4) 
and assume that (4) can be solved (either directly, or by again 
introducing courser grids). 
In the multigrid technique relations are introduced between the 
functions on the different grids by means of special operators: the 
prolongation operator P and the restriction operator R. The function 
pw (c) is the grid function on the fine grid, corresponding with the 
course grid function w (c). The function Rw (f) is the course grid 
function, corresponding with the fine grid function w (f). Usually, the 
operator P respresents some interpolation process, and the operator R 
represents some averaging process. 
Turning back to (4), which can be solved giving 
u(C) = A(c) -I f(c) (5) 
where f(c) = Rf(f), the multigrid method proceeds with prolongating u (c] 
to the fine grid: 
u (f) pu  (c~ (6) 
Consider this result as an approximate solution to 
approximate inverse operator B as 
3), i.e. define the 
B = pA(C)-IR. (7) 
Then the iterative process (2) can be rewritten as 
u(f) (f) (pA(c)-IRA(f)u~ f) _ ~(f)) 
k+l = Uk - 
with u(f) = pi(C)-iRf(f) 
(f) 
Let (8) converge to a grid function u . Then 
(8) 
BA(f)u (f) : Bf (f), (9) 
since the correction tends to zero. 
However, the operator B, defined in the above way, is not injective 
(different originals may give the same image, under the mapping B). 
Therefore, from (9) it can not be concluded that 
A(f)u (f) = f(f) and thus is u (f) not necessarily a solution to (3). 
r 
The elements w (f) which satisfy Bw (f) = Bv (f) for given (smooth) v (f) t r 
are usually highly oscillatory for w (f) ~ v (f). Therefore these 
elements can be eliminated by applying a smoothing process over the fine 
grid, each time a prolongation has been performed. The smoothing process 
is a relaxation on the basis of the fs grid operator A (f) 
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2. A concrete Example 
We il lustrate the mult igr id process numerical ly with the help of a 
simple problem. Solve u(t) from 
d2u u 
= e , u(-l) : u(1) = 0. 
dt 2 
2.1. Analysis 
The problem can be rewritten as 
1 
u(t) : - f K(t, s)e u(s) ds 
-I 
(10) 
with 
~ (l+s)(l-t), s ~ t 
K(t, s ) :h l  
<~(l-s)(l+t), s ~ t. 
We adopt three grids. 
The first (= coursest) grid consists of two steps, [-i, 0] and 
[0, i]. The second grid has four (equal~ steps, and the third (: finest) 
grid has eight (equal) steps. 
The operator equation,corresponding to (i), is here 
1 
Au(t) ~ u(t) + ] K(t, s)e u(s) ds : 0 (ii) 
-i 
t 6 [-i, i]. 
Thus f = 0 in this problem. 
In discretized form this becomes, on the first grid: 
u(0) + 89 u(0) : 0, (12) 
which equation can be obtained by applying the trapezoidal rule (2 steps) 
to the integral in (ii). 
On the second grid, the discretized version reads: 
u(~) 2 Le u(~) ~ ._ 3_ 
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obtained again by applying the trapezoidal rule (4 steps). 
On the third grid, finally, a similar system can be derived, this time, 
however, with 7-element vectors, and a matrix of size [7*7]. 
2.2. Numerical Results 
(1) 
Solving (12) with Newton's method, gives u (0) = -0.351734. The upper 
index labels the grid. Prolongation is done by copying the grid values 
of the courser grid, and by interpolating linearly between the grid 
points of the courser grid. For the transfer from first to second grid 
this here gives: 
u (2 )  = -0 .351734 . 
-0 .  175867 
Smoothing on the second grid is done by performing one relaxation step: 
-ex~[u(2)(-0.5)] 
(2) 1 
u := - - -M  
16 
exp[u(2)(0) 
exp[u(2)(0.5)] 
where M is the matrix defined in (13). For such a step of Gauss-Seidel 
type the result is here: 
~(2) 
--0.297616 
= -0.373531 
-0.289711 
I . 
This result corresponds with the function which is written as u in (2), 
on the second grid. We proceed with the defect correction on the second 
grid, and we therefore adopt a first estimate, which here is chosen as 
(2) = ~(2) The lower index is the iteration index. u 0 
Computation of A(2)u~ 2)" (i.e. the vector value of the left-hand 
side of (13)) gives: 
u 
i  02563 f~2) = .015073 
.016922 
Next, the equation A(2)u (2) = f~2)t must be solved, using the approximate 
inverse to A (2) which also was used to compute ~(2). This proceeds in 
the same way as described above, apart from the fact that (12) and (13) 
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now possess nonzero right-hand members. The restriction operation, which 
is required in this process to obtain the course grid right-hand member, 
is done by weighted averaging of the values at three consecutive grid 
points, with weights 1/4, 1/2 and 1/4, respectively. There results a 
Newton solution u(1)(0) = -0.365190. Prolongation to the second grid 
and  one relaxation step on this grid leads to the vector 
-0.320598 
u I = 383442 
303675 
{2) (2) _ ([{2) ~(2] 
and defect correction: u I = u0 " 1 ) gives 
-0.274634 
u~ 2) = -S 9 
-0.275747 
This result is to be considered as a course-qrid solution relative to 
the third grid. Prolongation to the third grid, and one relaxation step 
on this grid results in 
- -0 .169093 
-0.282426 
-09 
~(3) = -0.369277 
-0.347971 
-0.280173 
-0.167155 
which again corresponds wiht u in (2), this time, however, on the third 
grid9 We adopt as a first estimate on the third grid: 
{3) = ~(3) 
u 0 
With this vector, the vector value of A(3)u! 3) can be computed, giving 
f~3)" The next step is to solve A(3)u~3)_ =O :(3) using the approximate 
9 s 0 - 
inverse  to A (3) . This problem is reduced to solving, on the second grid, 
the equation: 
A(2)u (2) = Rf~ 3) ,  
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which problem in turn is reduced to solving on the first grid, giving 
(2) after defect correction: -(2) and the result u 1 a new ~(2) and a new u I , 
^(2) 
tl 
"-0.301222 
291084 
--0.277925 
u (2) = -0.366550 
9 1 
L-0.277143 
Prolongation to the third grid, one relaxation step on this grid and 
defect correction gives: 
-0.172145 
-0.285585 
-0.353454 
-0.371672 
-0.350766 
~[3) = 
-0 .281029 
-0.168212 
(3) 
u I 
--0.166040 
-0.279268 
-0.345145 
= -0.366882 
-0.345175 
-0.279317 
-0.166098 
The iteration proceeds, starting with the computation of A(3)u (3) etc 
1 r 9 9 
until the absolute corrections on the third grid are small enough. 
We find 
3) 
"-0.166113 
-0.279291 
-0.345200 
= -0.366853 
-0.345200 
-0.279291 
-0.166113 
which is, as solution to the discretized equation on the finest grid, 
correct in all digits. 
The order in which the grids are called in the above example is 
such that one speaks about a multigrid W-cycle. It is one of the possible 
variants (see e.g. the first introductory paper in Hackbusch, 1982). 
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