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Some quadratic equations in the free group of rank 2
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For a given quadratic equation with any number of unknowns in any free group
F , with right-hand side an arbitrary element of F , an algorithm for solving the
problem of the existence of a solution was given by Culler [8] using a surface
method and generalizing a result of Wicks [46]. Based on different techniques,
the problem has been studied by the authors [11, 12] for parametric families of
quadratic equations arising from continuous maps between closed surfaces, with
certain conjugation factors as the parameters running through the group F . In
particular, for a one-parameter family of quadratic equations in the free group F2
of rank 2, corresponding to maps of absolute degree 2 between closed surfaces of
Euler characteristic 0, the problem of the existence of faithful solutions has been
solved in terms of the value of the self-intersection index µ : F2 → Z[F2] on the
conjugation parameter. The present paper investigates the existence of faithful, or
non-faithful, solutions of similar families of quadratic equations corresponding
to maps of absolute degree 0. The existence results are proved by constructing
solutions. The non-existence results are based on studying two equations in Z[pi]
and in its quotient Q , respectively, which are derived from the original equation
and are easier to work with, where pi is the fundamental group of the target surface,
and Q is the quotient of the abelian group Z[pi \ {1}] by the system of relations
g ∼ −g−1 , g ∈ pi \ {1} . Unknown variables of the first and second derived
equations belong to pi , Z[pi], Q , while the parameters of these equations are the
projections of the conjugation parameter to pi and Q , respectively. In terms of these
projections, sufficient conditions for the existence, or non-existence, of solutions of
the quadratic equations in F2 are obtained.
20E05, 20F99; 57M07, 55M20, 20F05
1 Introduction
Equations in free groups have been extensively studied for many years: see Culler [8],
Hmelevskiı˘ [18, 19, 20], Lyndon [28, 29], Lyndon and Schupp [30, Sections 1.6 and 1.8],
Makanin [32], Razborov [37], Steinberg [41] and Wicks [46]; see also Gonc¸alves
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and Zieschang [13], Grigorchuk and Kurchanov [14], Grigorchuk, Kurchanov and
Zieschang [15], Ol’shanskiı˘ [34], Osborne and Zieschang [36], and Zieschang [47, 48].
For a given quadratic equation Q(z1, . . . , zq) = W with any number of unknowns
z1, . . . , zq in any free group F with an arbitrary right-hand side W ∈ F , the problem of
the existence of a solution can be studied using Wicks forms (see Wicks [46], Culler [8]
and Vdovina [42, 43, 44]) which are due to the geometric approach of Culler [8]. Special
case of quadratic equations has been studied by the authors [11, 12, 26] for parametric
families of quadratic equations which correpond to maps between closed surfaces,
see (11). Also the notions of faithful and non-faithful solutions of such equations were
there introduced, which correspond to the orientation-true maps and the maps which
are not orientation-true, respectively (see Definitions 2.1(C), 3.2(a)). In particular, the
problem of the existence of faithful solutions has been solved in [11, 12] in terms of the
self-intersection index µ : F2 → Z[F2], for families of quadratic equations with two
unknowns in the free group F2 of rank 2, which correspond to maps of non-vanishing
absolute degree (Definition 3.4) between closed surfaces of Euler characteristic 0. In
this work, we study the existence of faithful, or non-faithful, solutions of the latter
quadratic equations, which correspond to maps of absolute degree 0.
Specifically, let F2 = 〈a, b | 〉 be the free group of rank 2, v an element of F2 , and
ϑ ∈ {1,−1}. We consider the following equations in F2 with the unknowns z1, z2 ∈ F2 :
[z1, z2] = v[a, b]ϑv−1 · [a, b],(1)
[z1, z2] = v(a2b2)ϑv−1 · a2b2,(2)
z21z
2
2 = v[a, b]
ϑv−1 · [a, b],(3)
z21z
2
2 = v(a
2b2)ϑv−1 · a2b2.(4)
Here [a, b] = aba−1b−1 , and the conjugation factor v ∈ F2 is called the conjugation
parameter of the equation. The elements v, Rε(a, b) ∈ F2 , where Rε(a, b) is defined
below, can be regarded as the coefficients of the equation, see Lyndon and Schupp [30,
Section 1.6]. The equations (1)–(4) have the form
(5) Qδ(z1, z2) = v (Rε(a, b))ϑ v−1 · Rε(a, b)
where
Qδ(z1, z2) =
[z1, z2], δ = + ,z21z22, δ = − , Rε(a, b) =
[a, b], ε = + ,a2b2, ε = − .
As in [11], we denote by wε : F2 → {1,−1} the homomorphism with wε(a) = wε(b) =
ε, called the orientation character, see Definition 2.1 and Remark 3.3. Recall [12] that
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a solution (z1, z2) of (5) is called faithful if wε(z1) = wε(z2) = δ , and otherwise the
solution is called non-faithful, compare Definition 2.1(C). Of course, every solution
of (1) is faithful, since ε = δ = +1; every solution of (3) is non-faithful, since ε = +1
and δ = −1.
We use the following geometric interpretations of the equations (1)–(4). These quadratic
equations have two unknowns in the free group F2 of rank 2. Such equations correspond
to mappings from a compact surface of Euler characteristic −1 having one boundary
component to the bouquet of two circles (see Culler [8]). The right-hand sides of
(1)–(4) have special form which arises from maps between two closed surfaces of Euler
characteristic 0, see Section 3. A solution is faithful if and only if the corresponding
map is orientation-true, see [11] or Lemma 3.1.
Some faithful solutions of the equation (4), whose corresponding maps are self-maps of
the Klein bottle, were listed in [12], see also Remark 2.2. The problem of the existence
of faithful solutions of (5) with wε(v) = ϑ was solved by the authors in [11] in terms of
the self-intersection index µ(v) ∈ Z[F2] of the conjugation parameter v, see Remark 2.2.
These results are illustrated in Table 1 for special values of v.
The goal of the present paper is to investigate the existence of faithful, or non-faithful,
solutions of equation (4) in the remaining cases formulated in detail as follows:
(6)
the solution is faithful and wε(v) = −ϑ, or
the solution is non-faithful.
Such solutions actually correspond to mappings of absolute degree 0 (see Definition 3.4
and Corollary 3.11). Our main results are given in Tables 2 and 4, for faithful solutions,
and in Tables 3 and 5, for non-faithful solutions, of an equation (8) which is equivalent
to (5). The results are formulated in terms of the projection v¯ ∈ pi of the conjugation
parameter v ∈ F2 to the fundamental group pi of the corresponding target surface via
ppi : F2 → pi = F2/N, N = 〈〈Rε(a, b)〉〉,
as well as in terms of pQ(V) ∈ Q, which is the image of v−10 v ∈ N under the composition
(7) N
qN−→ Z[pi] pQ−→ Q = (Z[pi \ {1}])/〈g + g−1 | g ∈ pi \ {1}〉,
where v0 ∈ F2 is a suitable representative of v¯ ∈ pi in F2 , see (39) and (40), while
V := qN(v−10 v) ∈ Z[pi] ≈ N/[N,N], see (25) and (26). Here 〈〈u1, u2, . . .〉〉 ⊂ G and
〈u1, u2, . . .〉 ⊂ G denote the minimal normal subgroup and the minimal subgroup,
respectively, containing the elements u1, u2, . . . ∈ G of a group G.
To establish the non-existence results given in Theorem 3.14 and Tables 2 and 3,
we apply the Nielsen root theory for maps between closed surfaces (see Section 3),
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geometric results of Kneser [24] about maps of absolute degree 0 (see also Epstein [9]),
and algebraic results (see Zieschang [47, 48], Zieschang, Vogt and Coldewey [50] and
Ol’shanskiı˘ [34]; see also Kudryavtseva, Weidmann and Zieschang [26, Corollary 2.4])
on epimorphisms of surface groups to free groups (Lemma 3.1, Propositions 3.6 and 3.8).
These results allow us to reduce the problem of the existence of (faithful, or non-faithful,
resp.) solutions of the equation (5) in F2 satisfying the condition (6) to the problem of
the existence of a (faithful, or non-faithful, resp.) solution of the following equation in
the subgroup N = 〈〈αβα−εβ−1〉〉 of F2 = 〈α, β |〉:
(8) xyx−δy−1 = v
(
αβα−εβ−1
)ϑv−1 · αβα−εβ−1,
with the unknowns x ∈ N , y ∈ F2 , see (1′)–(4′) in Section 3.3, and Corollaries 3.11
and 3.9(A) (see also Theorem 3.14). Here the free generators a, b of F2 = 〈a, b |〉 and
the unknowns z1, z2 are replaced by the new generators and unknowns via
(9)
α = a β = b for ε = 1, α = ab, β = b−1 for ε = −1,
x = z1, y = z2 for δ = 1, x = z1z2, y = z−12 for δ = −1,
thus wε(α) = 1, wε(β) = ε. A solution (x, y) of (8) in N is called faithful if wε(y) = δ .
We also prove (Remark 3.12) that any solution of (8) in N satisfies
v¯ = y¯k and ϑδk = −1 for some k ∈ Z.
To establish further non-existence results (Tables 4 and 5), we apply the algebraic
approach developed in this paper (see Section 4) to the remaining cases of the equation (8),
namely to those cases where the problem was not solved by the preceding methods (the
so called “mixed” cases in Tables 2 and 3, see Remark 3.16 and Definition 3.15). From
the equation (8) in N , two equations are derived using our algebraic approach, which
have solutions corresponding to solutions of (8) if the latter exist. The first derived
equation (Theorem 5.1) is
(10) (1− δy¯)x˜ = 1 + ϑv¯,
in the group ring Z[pi] ≈ Nab = N/[N,N] of pi (see Proposition 4.1), with two
unknowns x˜ ∈ Z[pi], y¯ ∈ pi , and the parameter v¯ ∈ pi , see Theorem 5.1. A solution
(x˜, y¯) of (10) is called faithful if wε(y¯) = δ , and it is called non-faithful otherwise.
For each solution of the equation (10) in the “mixed” cases (see above), we assign an
equation in the quotient Q of N , see (7), namely the equations (22), (32), (4nf2 ) and
(4f2), respectively, in Section 5.3. We use the fact that the quotient Q is isomorphic
to [N,N]/[F2, [N,N]], see Proposition 4.5. The obtained in this way second derived
equation (Theorem 5.10) has unknowns X ∈ Q, Y ∈ Z[pi], a parameter pQ(V) ∈ Q
determined by the conjugation parameter v, see (7), and some unknown integers which
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are parameters of the solutions of (10). We find all values of the parameter pQ(V) for
which the second derived equation admits a solution (Theorems 6.4 and 6.8), and we
use the obvious fact that the non-existence of a (faithful or non-faithful) solution of any
of the derived equations implies the non-existence of a (faithful or non-faithful, resp.)
solution of the corresponding quadratic equation (8).
The paper is organized as follows. In Section 2, we consider more general quadratic
equations in free groups and briefly formulate some recent results of the authors about
faithful solutions of such equations, including the equation (5) with wε(v) = ϑ, which
correspond to maps of absolute degree 2. In Section 3, we recall results of [11, 12], and
Kudryavtseva, Weidmann and Zieschang [26] on the relationship between the quadratic
equations and the Nielsen root theory, and derive some properties of solutions of (5)
satisfying (6) from geometric results of Kneser [24] about maps having absolute degree
0 and algebraic results of Zieschang [47, 48], Zieschang, Vogt and Coldewey [50], and
Ol’shanskiı˘ [34] on homomorphisms of the surface groups to free groups. As a result,
we obtain Tables 2 and 3, and reduce our problem to study the single equation (8)
in N . In Section 4, we study some quotients of the subgroup N = 〈〈αβα−β−1〉〉
of the free group F2 = 〈α, β |〉 of rank 2. In particular, we prove that the quotient
[N,N]/[F2, [N,N]] is isomorphic to the quotient Q in (7), see Proposition 4.5, and
we obtain a presentation for the quotient N/[F2, [N,N]]. In Section 5, we describe
and derive two equations, namely the first and the second derived equations, see above,
which are easier to work with than the original equation (8). The second derived
equation is constructed when the first derived equation admits a solution, while the
original quadratic equation does not necessarily admit a solution, see Example 6.11.
In Section 6, we investigate the existence of a solution of the second derived equation
in the “mixed” cases of Tables 2 and 3. The results of Sections 5 and 6 are summarized
in Tables 4 and 5 of Section 7.
It is not clear whether our results can be obtained using Wicks forms. The results obtained
here are entirely different from the type of results of Wicks [46] and Vdovina [42, 43, 44]
using the Wicks forms, since we are able to consider certain families of equations at
once, in contrast with methods which consider only one equation at the time.
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2 Recent results on quadratic equations
In the free group Fr = 〈a1, . . . , ar | 〉 we consider quadratic equations of the form
Q(z1, . . . , zq) = (v1Rv−11 )
c1 · · · (v`Rv−1` )c` with R = R(a1, . . . , ar),
where Q and R are some “quadratic words” in variables z1, . . . , zq and a1, . . . , ar ,
respectively, q ≥ 1, r ≥ 1 and all cj 6= 0 are integers, vj ∈ Fr . Here z1, . . . , zq are
considered as “unknowns”, while `, c1, . . . , c` and v1, . . . , v` are “given parameters”.
Without loss of generality, one takes Q and R to be products of squares z2i or commutators
[z2i−1, z2i] = z2i−1z2iz−12i−1z
−1
2i .
The following notation reflects the topological origin of the groups considered, namely
fundamental groups of surfaces with boundary, see also Lemma 3.1.
Definition 2.1 Let r, q be integers ≥ 1 and ε, δ ∈ {+1,−1}; often we will use ε, δ
only as signs +,−.
(A) Let Fr,ε denote the free group Fr = 〈a1, . . . , ar | 〉 of rank r together with a
homomorphism wε : Fr → Z∗ = {1,−1} called the orientation character where
w+ : aj 7→ 1, w− : aj 7→ −1 for 1 ≤ j ≤ r.
We call Fr,ε a free group with orientation character. Define
Qδ(z1, . . . , zq) =

∏q/2
i=1[z2i−1, z2i], δ = +,∏q
i=1 z
2
i , δ = −,
and Rε(a1, . . . , ar) =

∏r/2
i=1[a2i−1, a2i], ε = +,∏r
i=1 a
2
i , ε = −.
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(B) In the group Fr,ε we consider quadratic equations of the form
(11) Qδ(z1, . . . , zq) =
∏`
j=1
vj · (Rε(a1, . . . , ar))cj · v−1j .
Here cj 6= 0 are integers and vj ∈ Fr ; of course, when δ = + or ε = + then q or r ,
resp., is even. Now z1, . . . , zq are considered as “unknowns”, while `, c1, . . . , c` and
v1, . . . , v` are “given parameters”.
(C) If wε(zj) = δ , 1 ≤ j ≤ q, then the solution (z1, . . . , zq) is called faithful, and
otherwise it is called non-faithful. This gives the following restrictions for faithful
solutions: if ε = + then δ must be +, if ε = − and δ = + then the length of each
zj must be even, if ε = δ = − then all lengths must be odd. Hence, one should
only consider (δ, ε) ∈ {(+,+), (−,−), (+,−)} in the case of faithful solutions, and,
similarly, (δ, ε) ∈ {(+,−), (−,+), (−,−)} in the case of non-faithful solutions.
Case δ ε ϑ conditions on v faithful solution (z1, z2)
(1) a + + + v = a (a2, b)
b v = a−1 (ba−1b−1a−1b−1, ba2b−1)
c v = an, |n| 6= 1 ∅
(2) a + − − v = an, n odd (anb, b−2)
b + v = an, n even ∅
c v = (ab)n ∅
(3) − + arbitrary v ∅
(4) a − − + v = ab (aba, b)
b v = (ab)−1 (b−1ab3, b−2ab2)
c v = (ab)n, |n| 6= 1 ∅
d v = an, n even ∅
e v = anb, n odd (anba2−n, b)
f − v = an, n odd (anb−1a−n, b)
Table 1: Faithful solutions of Qδ(z1, z2) = vRε(a, b)ϑv−1Rε(a, b) for some values of v with
wε(v) = ϑ
Many other values of v for which the equation has a faithful solution or not can be
obtained from the solutions listed in Table 1, by applying an automorphism to v of
the free group F2 which sends B := Rε(a, b) to B±1 , as given in [12, Corollary 7.2]
and [11, Corollary 5.22].
Remark 2.2 In [11], the authors studied faithful solutions of the quadratic equa-
tion (11) in the case that all numbers wε(vj)cj , 1 ≤ j ≤ `, have the same sign and
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A · (r−1) = q− 2 + ` where A = |c1|+ . . .+ |c`| (that is, the value q is “minimal”, see
Propositions 3.6 and 3.7(A)). We gave an algebraic criterion (see [11, Theorem 5.12],
or [26, Theorem 5.17]) for the existence of a faithful solution of the quadratic equa-
tion (11) in terms of the self-intersection indices µ(v−11 vj) ∈ Z[Fr,ε \ {1}], 2 ≤ j ≤ `,
and the intersection indices λ(v−11 vi, v
−1
1 vj) ∈ Z[Fr,ε], 2 ≤ j < i ≤ `. As an application,
we investigated the existence of faithful solutions of the quadratic equations (1)–(4) for
some values of the conjugation parameter v with ϑ = wε(v), see [12, Corollary 7.2,
Lemma 7.3], [11, Proposition 5.15, Corollary 5.22], or [26, Proposition 5.21]. The latter
condition is equivalent to the fact that the corresponding maps have absolute degree 2,
see Definition 3.4 and Corollary 3.11. These results are summarized in Table 1 above.
Some faithful solutions from [12, Corollary 7.2] corresponding to maps of absolute
degree 0 are given in Table 2, case (4a), and Table 4, case (4c).
3 Quadratic equations and Nielsen root theory
In Sections 3.1 and 3.2, we recall the notion of absolute degree of a map (Definition 3.4)
and some results of [12] and [11] (see also [26]) about solutions of the quadratic
equation (11). Then, in Section 3.3, we apply some of these results (Lemma 3.1,
Propositions 3.6 and 3.8(A), (C), and Corollary 3.9(A)) to the equations (1)–(4) and
summarize the obtained results in Theorem 3.14 and Tables 2 and 3. Other results of
Sections 3.1 and 3.2 (Propositions 3.7 and 3.8(B), and Corollary 3.9(B), (C)) will not be
used in our applications and can be skipped in the first reading (see also Remark 3.10).
Every solution of the equation (11) provides a continuous map f¯ : M1 → M2 between
two closed surfaces (see below) with exactly ` roots having the multiplicities c1, . . . , c` ,
see Section 3.2, [10], [11, 5.8, 5.21], or [12, Lemma 5.5(b)]. Here the closed surfaces
M1 and M2 correspond to the quadratic words Qδ(z1, . . . , zq) and Rε(a1, . . . , ar),
respectively, and are defined as follows, see [11]. If ε = 1, we denote M2 := Sr/2 ,
a closed orientable surface of genus r/2; if ε = −1 then M2 := Nr , a closed non-
orientable surface of genus r (that is, the sphere with r crosscuts), thus Nr+1 admits
Sr as an orientable two-fold covering. Similarly, we denote M1 := Sq/2 if δ = 1, and
M1 := Nq if δ = −1.
In particular, the special quadratic equations (1)–(4) that we are going to study correspond
to maps between closed surfaces of Euler characteristic 0. We investigate the existence
of non-faithful solutions of these equations, and the existence of faithful solutions of
the equations with wε(v) = −ϑ, see (6), which actually correspond to mappings of
absolute degree 0, see Corollary 3.11.
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Consider two compact surfaces M1 and M2 having, respectively, ` and one boundary
components, where M1 (respectively, M2 ) is obtained from M1 (respectively, M2 ) by
removing the interiors of ` disjoint closed disks D1, . . . ,D` ⊂ M1 (respectively, the
interior of a closed disk D ⊂ M2 ). Choose basepoints P1 ∈ ∂D1 , P2 ∈ ∂D. The
fundamental groups of the surfaces admit the following canonical presentations:
pi1(M1,P1) = 〈b1, . . . , bq, d1, . . . , d` | Qδ(b1, . . . , bq)d−1` . . . d−11 〉
≈ Fq+`−1,
pi1(M2,P2) = 〈a1, . . . , ar, d | Rε(a1, . . . , ar)d−1〉
≈ Fr,
(12)
pi1(M1,P1) = 〈b1, . . . , bq | Qδ(b1, . . . , bq)〉 = Fq/〈〈Qδ(b1, . . . , bq)〉〉,
pi1(M2,P2) = 〈a1, . . . , ar | Rε(a1, . . . , ar)〉 = Fr/〈〈Rε(a1, . . . , ar)〉〉,
(13)
which correspond to some “canonical systems of cuts” on surfaces, see [11] or [26].
A continuous map f : M1 → M2 is called proper if ∂M1 = f−1(∂M2), that is, the
boundary of the source is the preimage of the boundary of the target.
Lemma 3.1 ([12, Lemma 5.5], [26, Lemma 5.9]) The existence of a solution
(z1, . . . , zq) of the equation (11) is equivalent to the existence of a proper map f : M1 →
M2 such that f (P1) = P2 and the induced homomorphism f# : pi1(M1,P1)→ pi1(M2,P2)
sends
f#(dj) = v−11 vj · dcj · v−1j v1, 1 ≤ j ≤ `.
Under this correspondence, the elements z1, . . . , zq of a solution are considered as the
conjugates (with the conjugating factor v1 ) of the images under f# of the elements
b1, . . . , bq of the canonical system of generators (12), that is v−11 ziv1 = f#(bi), 1 ≤ i ≤ q.
The solution (z1, . . . , zq) is faithful if and only if the map f is orientation-true.
3.1 Absolute degree of a continuous map
The next two definitions are excerpted from [26, Definitions 4.5, 4.6] and introduce
useful tools for studying continuous maps between manifolds of the same dimension.
Definition 3.2 (a) In a non-orientable manifold, the local orientation is either pre-
served or changed to the inverse when moved along a closed curve γ ; according to
this property γ is called orientation-preserving or orientation-reversing, respectively.
Homotopic (even homologic) curves are the same with respect to orientation. On
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a surface, a simple loop γ is orientation-preserving if and only if γ is two-sided;
otherwise the curve is one-sided. Following P Olum [35], a map f : M1 → M2 is called
orientation-true if orientation-preserving loops are sent to orientation-preserving ones
and orientation-reversing loops to orientation-reversing ones.
(b) Following Hopf [22], Olum [35] and Skora [39], we distinguish three types of
maps. A map f is of Type I if it is orientation-true. If f is not orientation-true and does
not map orientation-reversing loops to null-homotopic ones then f is of Type II. The
remaining maps are said to be of Type III; they are not orientation-true and map at least
one orientation-reversing loop to a null-homotopic one. Of course, the type of a map
can be determined by studying its effect on the fundamental group.
Remark 3.3 The orientation character wε : Fr,ε → Z∗ = {1,−1} defined in Defi-
nition 2.1(A) has the following geometric meaning. Consider the induced character
pi1(M¯2,P2)→ {1,−1}, see (13), which will be again denoted by wε . For any closed
curve γ on M¯2 based at P2 , we have wε([γ]) = 1 if γ is orientation-preserving,
and wε([γ]) = −1 if γ is orientation-reversing. Here [γ] ∈ pi1(M¯2,P2) denotes the
homotopy class of γ .
For mappings between oriented closed manifolds, the notion deg(f ), the degree of a map
f , is well known, and there is a variety of ways to compute it. It is easily generalized to
compact oriented manifolds with boundary if one restricts oneself to proper maps (see
Lemma 3.1). For non-orientable manifolds one can also define the notion of a degree,
as done by H Hopf [22], H Kneser[24] and D B A Epstein [9]. We recall the definition
for surfaces as given by R Skora [39]; see also Brown and Schirmer [6].
Definition 3.4 (Absolute degree) Let f : M1 → M2 be a proper map between compact
surfaces.
(a) The absolute degree of f , denoted by A(f ), is defined as follows. There are three
cases according to the type of the mapping f .
(I) f is of type I, that is, orientation-true. Let Mˆi = Mi and ki = 1 if Mi is orientable
and Mˆi be the 2–fold orientable covering of Mi and ki = 2 otherwise. In
particular, Mˆi is an orientable ki –fold covering of Mi . Since f is orientation-true,
there exists a lift fˆ : Mˆ1 → Mˆ2 . After fixing orientations on Mˆ1 and Mˆ2 , the
degree of fˆ is defined, and we put
A(f ) = k2k1 |deg(fˆ )|.
(II) If f is of type II, we define A(f ) = 0.
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(III) For f of type III, put ` = [pi1(M2) : f#(pi1(M1))] and let M¯2 → M2 be the `–fold
(unbranched) covering corresponding to the subgroup f#(pi1(M1)). Now f has
a lift f¯ : M1 → M¯2 which induces an epimorphism on the fundamental groups.
Then A(f ) is either ` or 0 depending on whether the map
f¯∗ : Z2 = H2(M1, ∂M1;Z2)→ H2(M¯2, ∂M¯2;Z2) =
Z2 if ` <∞,0 if ` =∞
is bijective or not, respectively.
In particular, if ` =∞, then A(f ) = 0. Further, if A(f ) 6= 0 then ` | A(f ).
(b) The geometric degree of f is the least non-negative integer d such that, for some
disk D ⊂ ◦M2 and map g properly homotopic to f , the restriction of g to g−1(D) is a
d–fold covering. The geometric degree is never smaller than the absolute degree.
For branched or unbranched coverings, the definition of the absolute degree does not
give much new and the situation is much simpler.
Proposition 3.5 (a) Every covering, branched or unbranched, is orientation-true.
(b) The geometric and the absolute degree of a (branched or unbranched) covering
coincide and are equal to the order of the covering, that is, the number of leaves.
(c) The geometric and the absolute degree of any continuous map between closed
surfaces coincide.
Proof See Kneser [24].
3.2 Relation with the Nielsen root theory of maps
The geometric interpretation of solutions of (11) by means of proper maps f : M1 → M2
between the compact surfaces M1 , M2 with non-empty boundary (see Lemma 3.1) can
be reformulated in terms of maps f¯ : M1 → M2 between the closed surfaces M1 , M2
obtained from M1 , M2 by attaching disks to the boundary components and radially
extending the map f to the disks, see [11, 5.21]. Now, the centers of the disks in M1
form the preimage of the center c of the disk in M2 .
The root problem for a map f¯ : M1 → M2 and a point c ∈ M2 is to find a map g¯
homotopic to f¯ which has the minimal number
MR[f¯ ] := min
g¯'f¯
|g¯ −1(c)|
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of roots g¯ −1(c) among all mappings g¯ homotopic to f¯ . The roots of f¯ split into Nielsen
equivalence classes similar to the cases of the coincidence problem and intersection
problem, see [11, 2.16] and [3, Definition 3.1]. It follows from Brooks [4], Epstein [9]
and Kneser [24] that the number NR[f¯ ] = NC [f¯ , c] of essential Nielsen classes of
roots (see Nielsen [33], or [3, Definition 3.6]) equals
(14) NR[f¯ ] =
[pi1(M2) : f¯#(pi1(M1))] if A(f¯ ) > 0,0 if A(f¯ ) = 0,
where A(f¯ ) denotes the absolute degree of f¯ . The map f¯ has the Wecken property for
the root problem if the general inequality
(15) NR[f¯ ] ≤ MR[f¯ ]
is an equality. The root problem for closed surfaces was completely solved in [1, 2, 12],
including the study of the Wecken property.
Based on the Kneser congruence and the Kneser inequality, see [24] or [26, Theo-
rem 4.20], and the geometric meaning of the equation (11), see Lemma 3.1, one obtains
the following propositions.
Proposition 3.6 ([12, Proposition 5.8] or [26, Proposition 5.12]) Suppose that
equation (11) admits a solution (z1, . . . , zq), and let f¯ : M1 → M2 be the corresponding
map between closed surfaces admitting ` roots of multiplicities wε(v1)c1, . . . ,wε(v`)c` .
Let A := wε(v1)c1 + . . . + wε(v`)c` . If A(f¯ ) > 0 then A(f¯ ) · r ≡ q mod 2. If the
solution is faithful then A(f¯ ) = |A|.
Let, for an element u ∈ pi1(M2) = Fr = 〈a1, . . . , ar | 〉, the element
u¯ ∈ pi1(M2) = Fr/〈〈Rε(a1, . . . , ar)〉〉 = 〈a1, . . . , ar |Rε(a1, . . . , ar)〉
denote its image under the natural projection pi1(M2)→ pi1(M2). Denote by H ⊂ pi1(M2)
the subgroup generated by the elements z¯1, . . . , z¯q . Denote by rank H the the minimal
cardinality of a set of generators for H [27, Section II.2]. If H is a free group, or a free
abelian group, this agrees with the usual definition of rank.
Proposition 3.7 Let, under the hypothesis of Proposition 3.6, A(f¯ ) > 0. Then:
(A) A(f¯ ) · (r − 2) ≤ q − 2 and A(f¯ ) · (r − 1) ≤ q − 2 + MR[f¯ ] ≤ q − 2 + `. In
particular, if MR[f¯ ] = ` = |f¯−1(c)|, then f¯ is a solution of the root problem for f¯ .
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(B) If A(f¯ ) · (r− 2) = q− 2 then the solution is faithful, f¯ is homotopic to an |A|–fold
covering and MR[f¯ ] = NR[f¯ ] = A(f¯ ) = |A|, thus f¯ has the Wecken property for the
root problem.
(C) NR[f¯ ] = [pi1(M2) : H] ≤ min{`,A(f¯ )}. Furthermore, consider the subdivision
of {1, . . . , `} into `H = [pi1(M2) : H] subsets where i, j belong to the same subset
iff v¯iv¯ −1j ∈ H (that is, v¯i and v¯j belong to the same Reidemeister root class); then
each of these subsets is non-empty. If the solution is faithful then wδ(ker f¯#) = {1},
and the sum of wε(vj)cj over all j belonging to the same subset equals A`H . If the
solution is non-faithful then each of these sums is odd, wδ(ker f¯#) = {1,−1}, and
A(f¯ ) = `H = NR[f¯ ] = MR[f¯ ], thus f¯ has the Wecken property for the root problem.
Proof (A) Since A(f¯ ) > 0, it follows from the Kneser inequality [24] that χ(M1) ≤
A(f¯ ) · χ(M2). Since χ(M1) = 2 − q, χ(M2) = 2 − r , this gives the first inequality.
Since the map f¯ has ` roots, we have MR[f¯ ] ≤ `. Applying the Kneser inequality to
a suitable proper map g : M′1 → M2 corresponding to a map g¯ : M1 → M2 , which is
homotopic to f¯ and has MR[f¯ ] roots, one gets the inequality
χ(M1)−MR[f¯ ] ≤ G(g) · (χ(M2)− 1),
where G(g) denotes the geometric degree of g, see Definition 3.4(b) and [39, Theo-
rem 4.1] (see also [12, Theorem 2.5(A)], in the case when f¯ is orientation-true). On the
other hand, G(g) ≥ G(g¯) = A(g¯) = A(f¯ ), due to Proposition 3.5(c). This proves (A).
(B) Since A(f¯ ) > 0, and the Kneser inequality [24]
χ(M1) ≤ A(f¯ ) · χ(M2)
becomes an equality, it follows from [24] that the map f¯ is homotopic to an A(f¯ )–fold
covering (this also follows from the classification of maps of positive absolute degree,
see [39, Theorem 1.1]). Therefore f¯ is orientation-true, and
MR[f¯ ] ≤ [pi1(M2) : f¯#(pi1(M1))] = A(f¯ ).
By Lemma 3.1, the solution is faithful. Hence, by Proposition 3.6, A(f¯ ) = |A|. Together
with (14), (15), this proves the assertion.
(C) In the case of faithful solutions, this assertion follows from [12, Lemma 5.7] or [26,
Lemma 5.18(b)]. If the solution is non-faithful then the map f¯ is not orientation-true
with A(f¯ ) > 0. Therefore f¯ has Type III (see Definition 3.2(b)) or, equivalently,
wδ(ker f¯#) = {1,−1}. It follows from [26, Proposition 4.19] that every sum under
consideration is odd. Since the map f¯ is not orientation-true, it has the Wecken property
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for the root problem, due to Kneser [23, 24] and (14), see also [9] or [12]. Indeed,
Kneser [23, 24] proved that such f¯ can be deformed to a map having 0 or `H roots
depending on whether A(f¯ ) = 0 or A(f¯ ) > 0, and by (14) the latter number coincides
with NR[f¯ ]. Therefore A(f¯ ) = `H = NR[f¯ ] = MR[f¯ ].
By applying a suitable automorphism of the free group Fq , one obtains the following
presentation of the fundamental group of the closed surface M1 , in addition to (13), see
Lyndon and Schupp [30, Chapter I, Proposition 7.6]:
pi1(M1,P1) = 〈ξ1, . . . , ξ[ q+12 ], η1, . . . , η[ q2 ] | Qδ(ξ1, . . . , ξ[ q+12 ], η1, . . . , η[ q2 ])〉,
where
Qδ
(
ξ1, . . . , ξ[ q+12 ]
, η1, . . . , η[ q2 ]
)
=

∏ q
2
i=1[ξi, ηi], δ = 1,(∏ q
2−1
i=1 [ξi, ηi]
)
· [ξ q
2
, η q
2
]−, δ = −1, q even,(∏ q−1
2
i=1 [ξi, ηi]
)
· ξ2q+1
2
, δ = −1, q odd.
Here we use the notation
[x, y] = xyx−1y−1, [x, y]− = xyxy−1.
By applying the corresponding change of the unknowns, the equation (11) in Fr =
〈a1, . . . , ar |〉 rewrites in the following equivalent form:
(16) Qδ(x1, . . . , x[ q+12 ], y1, . . . , y[ q2 ]) =
∏`
j=1
vj · (Rε(a1, . . . , ar))cj · v−1j ,
with the new unknowns x1, . . . , x[ q+12 ]
, y1, . . . , y[ q2 ] ∈ Fr . Similarly to Definition 2.1(C),
a solution of the equation (16) is called faithful if
wε(xi) =
{
1, 1 ≤ i ≤ [ q2 ],
−1, i = q+12 , δ = −1, q odd,
wε(yi) =
{
1, 1 ≤ i ≤ [ q−12 ],
δ, i = q2 , q even.
Otherwise the solution is called non-faithful. Actually, a solution of (11) is faithful if
and only if the corresponding solution of (16) is faithful.
Suppose that, for a solution of (16), all xi ∈ N = 〈〈Rε(a1, . . . , ar)〉〉, 1 ≤ i ≤ [ q+12 ].
(One easily shows that, in this case, both sides of the equation belong to N .) If one
restricts oneself only to such solutions of (16), the obtained equation will be refered to
as the equation (16) in the subgroup N of Fr . One checks that, for odd q, all solutions
of (16) in N are non-faithful, while, for even q, a solution is faithful if and only if
wε(yi) = 1, 1 ≤ i ≤ q2 − 1, and wε
(
y q
2
)
= δ .
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For every solution of (16) in Fr , consider the corresponding homomorphism
h : Fq = 〈ξ1, . . . , ξ[ q+12 ], η1, . . . , η[ q2 ] | 〉 → Fr = 〈a1, . . . , ar | 〉
sending ξi 7→ xi , ηi 7→ yi . In particular, the subgroup H is the image of the composition
Fq
h−→ Fr pr,ε−→ Fr/〈〈Rε(a1, . . . , ar)〉〉,
where pr,ε is the projection, see (13). It follows from Lemma 3.1 that h = jv1 f# , where
ju is the conjugation by the element u in Fr , that is ju(v) = uvu−1 , u, v ∈ Fr .
Proposition 3.8 Suppose that, under the hypothesis of Proposition 3.6, A(f¯ ) = 0.
Denote by (x1, . . . , x[ q+12 ]
, y1, . . . , y[ q2 ]) the corresponding solution of the equation (16)
in Fr , let h : Fq → Fr be the corresponding homomorphism, and ρ := rank H . Then:
(A) ρ ≤ [ q2 ], moreover there exists an automorphism ϕ of the free group Fq such that
the word Qδ(ξ1, . . . , ξ[ q+12 ], η1, . . . , η[ q2 ]) ∈ Fq is preserved under ϕ, and
hϕ(ξi) ∈ N = 〈〈Rε(a1, . . . , ar)〉〉
for all 1 ≤ i ≤ [ q+12 ]. In other words, for the solution
(
x′1, . . . , x
′
[ q+12 ]
, y′1, . . . , y
′
[ q2 ]
)
of the equation (16), which corresponds to the homomorphism h′ = hϕ : Fq → Fr ,
one has x′i ∈ N for all 1 ≤ i ≤ [ q+12 ]. The solutions
(
x1, . . . , x[ q+12 ]
, y1, . . . , y[ q2 ]
)
and(
x′1, . . . , x
′
[ q+12 ]
, y′1, . . . , y
′
[ q2 ]
)
of (16) are both faithful or both non-faithful.
(B) MR[f¯ ] = NR[f¯ ] = 0; in particular, f¯ has the Wecken property for the root
problem.
(C) Consider the subdivision of {1, . . . , `} into subsets where i, j belong to the
same subset iff v¯iv¯ −1j ∈ H (that is, v¯i and v¯j belong to the same Reidemeister
root class). If wδ(ker f¯#) = {+1} then, for each i with 1 ≤ i ≤ `, the sum of
wδ(f¯−1# (v¯iv¯
−1
j ))cj over all j belonging to the subset containing i vanishes. Otherwise
(that is, if wδ(ker f¯#) = {1,−1}) each of these sums is even.
Proof (A), (B) Since A(f¯ ) = 0, it follows from Kneser [24] that the map f¯ is
homotopic to a map which is not surjective (see also Epstein [9]), thus MR[f¯ ] =
NR[f¯ ] = 0. We also obtain that f¯ is homotopic to a map whose image lies in the
1–skeleton of the target M2 , and therefore f¯# admits a composition pi1(M1,P1)→ F →
pi1(M2,P2) where the first homomorphism g : pi1(M1,P1)→ F is an epimorphism to
a free group F . It follows that rank F ≤ [ q2 ], see Zieschang [47, 48], and Zieschang,
Vogt and Coldewey[50] in the case of orientable M1 , and from Ol’shanskiı˘ [34] in the
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general case (see also Lyndon and Schupp [30, Proposition 7.13], or [26, Corollary 2.4]).
Therefore ρ = rank H ≤ rank F ≤ [q2].
In the case of orientable M1 , it has been proved in [48] using the Nielsen method (see
also [50] or Grigorchuk, Kurchanov and Zieschang [15, Proposition 1.2]) that there exists
a sequence of “elementary moves” of the system of generators ξ1, . . . , ξq/2 , η1, . . . , ηq/2
of Fq , and a corresponding sequence of “elementary moves” of the “system of cuts” on
M1 (see above), such that the resulting system of generators ξ′1, . . . , ξ
′
q/2, η
′
1, . . . , η
′
q/2 is
also canonical (this means, there exists an automorphism ϕ of Fq such that ξ′i = ϕ(ξi),
η′i = ϕ(ηi), and
Qδ
(
ξ′1, . . . , ξ
′
q/2, η
′
1, . . . , η
′
q/2
)
= Qδ
(
ξ1, . . . , ξq/2, η1, . . . , ηq/2
)
in Fq ), and g(ξ¯′i) = 1 in F for all 1 ≤ i ≤ q2 . Here u¯ ∈ pi1(M1,P1) denotes the image
of u ∈ Fq under the projection Fq → Fq/〈〈Qδ(ξ1, . . . , ξ q
2
, η1, . . . , η q
2
)〉〉 = pi1(M1,P1).
In the general case (that is, when M1 is not necessarily oreintable), the existence of an
automorphism ϕ of Fq having the analogous properties was proved by Ol’shanskiı˘ [34,
Theorem 1].
Since g(ξ¯′i) = 1 in F , it follows f¯#(ξ¯′i) = 1 in pi1(M2,P2). Hence f#(ξ′i) ∈ N . This
gives hϕ(ξi) = h(ξ′i) = jv1 f#(ξ′i) ∈ N .
Let us prove the latter assertion of (A). Since the automorphism ϕ preserves the
quadratic word Qδ
(
ξ1, . . . , ξ[ q+12 ]
, η1, . . . , η[ q2 ]
)
, it also “preserves” the orientation
character wδ : Fq → {1,−1}, that is, wδ = wδϕ, see Definition 2.1(A), Remark 3.3,
and Lyndon and Schupp [30, Chapter I, Proposition 7.6]. Now observe that the
solution
(
x1, . . . , x[ q+12 ], y1, . . . , y[
q
2 ]
)
is faithful if and only if wδ = wεh. Similarly,(
x′1, . . . , x
′
[ q+12 ]
, y′1, . . . , y
′
[ q2 ]
)
is faithful if and only if wδ = wεh′ . By the above, the
latter equality is equivalent to wδϕ = wεhϕ, and since ϕ is an automorphism, it is
equivalent to wδ = wεh.
(C) In the case of faithful solutions, the assertion follows from [12, Lemma 5.7]
or [26, Lemma 5.18(b)]. If the solution is non-faithful then the map f¯ has Type II if
wδ(ker f¯#) = {+1}, and it has Type III if wδ(ker f¯#) = {1,−1}. Since A(f¯ ) = 0, it
follows from [26, Proposition 4.19] that each sum under consideration vanishes if f¯ has
Type II, and it is even if f¯ has Type III.
Corollary 3.9 Under the hypothesis of Proposition 3.6, the following properties hold:
(A) Suppose that r = q = 2. If A(f¯ ) > 0 then rank H = 2 and the solution is faithful.
If A(f¯ ) = 0 then rank H ≤ 1, moreover either δ = −1 and x ∈ N = 〈〈Rε(a1, a2)〉〉, or
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δ = 1 and x′ ∈ N , for some solution (x′, y′) which is faithful (resp. non-faithful) if (x, y)
is faithful (resp. non-faithful). If x ∈ N then A(f¯ ) = 0 and the following implications
hold:
(x, y) is faithful ⇐⇒ wε(y) = δ,(17)
` = 2, c2 odd =⇒ ∃k ∈ Z, c1 =
−c2δ
k if y¯ 6= 1 or δ = 1,
odd otherwise,
(18)
v¯1v¯ −12 = y¯
k.
Here (x, y) = (x1, y1) is the solution of (16) with r = q = 2 corresponding to the
solution (z1, z2) of (5) via the standard transformation of unknowns, see (9).
(B) Suppose that either the solution (z1, . . . , zq) is non-faithful, or A = 0, or |A| · (r−
2) = q − 2 (in particular, r = q = 2). Then the map f¯ : M1 → M2 has the Wecken
property for the root problem: MR[f¯ ] = NR[f¯ ] = |A(f¯ )|.
(C) Suppose the solution is faithful and A 6= 0. Then |A| · (r − 1) ≤ q − 2 + `,
furthermore:
If |A| · (r − 1) = q − 2 + `, ` ≥ 2 and wε(vi)ci 6= wε(vj)cj for some pair of indices
1 ≤ i, j ≤ `, then NR[f¯ ] < MR[f¯ ] = ` and, thus, f¯ does not have the Wecken property
for the root problem. If `′ < |A|·(r−1)−q+2 then NR[f¯ ] ≤ `′ < |A|·(r−1)−q+2 ≤
MR[f¯ ], where `′ is the maximal number of disjoint subsets of {1, . . . , `} such that the
union of the subsets is {1, . . . , `} and the sum of wε(vj)cj over all j belonging to the
same subset does not depend on the subset and, hence, equals A/`′ .
Proof (A) Let r = q = 2. Suppose that A(f¯ ) > 0. By Proposition 3.7(B), the
solution is faithful and f¯ is homotopic to a covering. Therefore `H = A(f¯ ) and
f¯# : pi1(M1)→ pi1(M2) is a monomorphism, hence rank H = rank pi1(M1) = 2.
Suppose that A(f¯ ) = 0. By Proposition 3.8(A), ρ = rank H ≤ [ q2 ] = 1 and there exists
an automorphism ϕ ∈ Aut(F2) such that the relator ξηξ−δη−1 ∈ F2 is preserved by
ϕ, and x′ := hϕ(ξ) ∈ N ; moreover the corresponding solutions (x, y) and (x′, y′) are
both faithful or both non-faithful. Thus ϕ is the desired automorphism when δ = 1.
In the case δ = −1, it is well known that the cyclic subgroup 〈ξ¯〉 of 〈ξ, η | ξηξη−1〉
(the fundamental group of the Klein bottle) generated by ξ¯ is characteristic, hence
ϕ(ξ) = ξ±1ξ1 for some ξ1 ∈ 〈〈ξηξη−1〉〉. Since hϕ(ξ) ∈ N and h(ξ1) ∈ N (since
h(ξηξη−1) = xyxy−1 equals the right-hand side of the equation, thus it belongs to N ),
it follows that x = h(ξ) ∈ N .
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Suppose that x ∈ N . Then x¯ = 1, thus H = 〈y¯〉 and rank H ≤ 1. It follows from
the above that A(f¯ ) = 0. The property (17) follows by observing that the solution
(x, y) = (h(ξ), h(η)) is faithful if and only if wε(h(ζ)) = wδ(ζ) for any ζ ∈ F2 = 〈ξ, η |〉
or, equivalently, for any ζ ∈ {ξ, η}. For ζ = ξ , this equality holds, since h(ξ) = x ∈ N
and wδ(ξ) = 1. For ζ = η , the equality is equivalent to wε(y) = δ .
Let us prove (18). Since ` = 2 and c2 is odd, it follows from Proposition 3.8(C) that
v¯1v¯ −12 belongs to the subgroup H = 〈y¯〉 and that c1 + c2 is even. Hence v¯1v¯ −12 = y¯k ,
for some k ∈ Z, and (18) is proved when y¯ = 1, δ = −1. Let us assume that y¯ 6= 1 or
δ = 1. If y¯ 6= 1 then the kernel of the induced homomorphism
f¯# : pi1(M1) = 〈ξ, η | ξηξ−δη−1〉 → pi = pi1(M2) = 〈α, β | B〉, ξ¯ 7→ x¯, η¯ 7→ y¯,
is generated by ξ¯ . Since wδ(ξ¯) = 1, we have wδ(ker f¯#) = {+1}. If δ = 1, the
equality wδ(ker f¯#) = {+1} is obvious. Since v¯1v¯ −12 ∈ 〈y¯〉 = H , it follows from
Proposition 3.8(C) that wδ(f¯−1# (v¯1v¯
−1
2 ))c1 + c2 = 0. On the other hand, we have
v¯1v¯ −12 = y¯
k , thus
wδ(f¯−1# (v¯1v¯
−1
2 )) = wδ(f¯
−1
# (y¯
k)) = (wδ(η¯))k = δk.
This proves the equality c1δk + c2 = 0, and thereby completes the proof of (18).
(B) If the solution is non-faithful then f¯ has the Wecken property for the root problem,
due to Propositions 3.7(C) and 3.8(B). Suppose that the solution is faithful. Then, by
Proposition 3.6, A(f¯ ) = |A|. If A = 0 or |A| · (r − 2) = q− 2 then f¯ has the Wecken
property for the root problem, due to Propositions 3.8(B) and 3.7(B).
(C) As above, A(f¯ ) = |A|. It follows from Proposition 3.7(A), (C) that |A| · (r − 1) ≤
q− 2 +MR[f¯ ] ≤ q− 2 + ` and NR[f¯ ] = `H ≤ `′ . Hence, NR[f¯ ] ≤ `′ < ` = MR[f¯ ]
in the first case, and NR[f¯ ] ≤ `′ < |A| · (r−1)−q+2 ≤ MR[f¯ ] in the second case.
Remark 3.10 Another way of proving the property (18) is given below in Theorem 5.1,
using the corresponding first derived equation (which is similar to (36)), rather than
Proposition 3.8(C). Both geometric and algebraic ways of proving Proposition 3.8(C)
are given in [26, Proposition 4.19].
3.3 Applications to the quadratic equations (1)–(4)
Here we apply the results of Section 3.2 to study the existence of faithful, or non-
faithful, solutions (z1, z2) of (5) satisfying the condition (6). For some values of
v¯ = ppi(v) ∈ pi = F2/〈〈Rε(a1, a2)〉〉, we give some explicit faithful and non-faithful
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solutions in Tables 2 and 3, respectively, in terms of the new variables, as given in (9).
The non-existence results stated in Tables 2 and 3 will be based on the results of
Section 3.2.
Corollary 3.11 A solution (z1, z2) of (5) satisfies the condition (6) if and only if
the absolute degree A(f¯ ) of the corresponding map f¯ : M1 → M2 (see Section 3.2)
vanishes.
Proof Suppose that the solution (z1, z2) does not satisfy the condition (6). Then the
solution is faithful and ϑ 6= −wε(v), thus A = wε(v)ϑ+ 1 6= 0. By Proposition 3.6,
this gives A(f¯ ) = |A| > 0.
Suppose that A(f¯ ) > 0. By Corollary 3.9(A), the solution is faithful. By Proposition 3.6,
this implies A(f¯ ) = |A| = |wε(v)ϑ+ 1|. Since the latter expression is positive, we must
have ϑ 6= −wε(v). Therefore the solution does not satisfy the condition (6).
As in (8) and (9), let us rewrite the equations (1)–(4) in terms of the new generators
α, β and the unknowns x, y, as given in (9). Thus R+(a, b) = [a, b] = [α, β],
R−(a, b) = a2b2 = αβαβ−1 , and we obtain the equation (8), which is written in detail
as follows:
[x, y] = v[α, β]ϑv−1 · [α, β],(1′)
[x, y] = v(αβαβ−1)ϑv−1 · αβαβ−1,(2′)
xyxy−1 = v[α, β]ϑv−1 · [α, β],(3′)
xyxy−1 = v(αβαβ−1)ϑv−1 · αβαβ−1.(4′)
In the new generators, the fundamental group pi = piε = pi1(M¯2) and the projection of
F2 = 〈α, β |〉 to it have the form
ppi : F2 → pi = F2/N, where N = 〈〈B〉〉, B = αβα−εβ−1.
As above, denote
u¯ := ppi(u), u ∈ F2.
Every element u¯ ∈ pi can be written in a unique way in the following canonical form:
(19) u¯ = α¯rβ¯s, r, s ∈ Z.
Remark 3.12 Let us apply Corollary 3.9(A) to study the existence of (faithful, or
non-faithful) solutions of the equations (1′)–(4′) satisfying A(f¯ ) = 0. Suppose that
(x, y) is such a solution. In the case of the equations (3′) and (4′), we have δ = −1;
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hence x ∈ N . In the case of the equations (1′) and (2′), we have δ = 1; hence there
exists a solution (x′, y′) with x′ ∈ N , where the solutions (x, y) and (x′, y′) are both
faithful or both non-faithful. Thus we can restrict ourselves to study the existence of
solutions (x, y) of (1′)–(4′) satisfying x ∈ N . Such solutions have the properties (17)
and (18), where one substitutes v1 = v, v2 = 1, c1 = ϑ, c2 = 1. Thus the property (18)
has the following form for the equation (8), or (1′)–(4′):
(20) v¯ = y¯k, ϑδk = −1, for some k ∈ Z.
Notation 3.13 If F2 = 〈t1, t2 |〉 is a free group on two generators t1, t2 , let |u|ti denote
the sum of the exponents of ti which appear in a word u ∈ F2 . In the case of pi = pi− ,
denote by pαK(u) and p
β
K(u), the exponents of α¯ , β¯ , respectively, which appear in the
canonical form (19) of the element u¯, thus pαK(u) := r and p
β
K(u) := s, see (19). We also
denote the projection ppi : F2 → pi by pT , or pK , in the cases when pi is the fundamental
group of the 2–torus T (ε = 1), or the Klein bottle K (ε = −1), respectively. We will
say that an element u¯ of an abelian group is divisible by 2 if there exists an element u¯1
of the group such that 2u¯1 = u¯. (Here the additive notation for the group operation is
used.)
The following Theorem 3.14 summarizes the above results about the existence of
faithful, or non-faithful, solutions satisfying (6) of the quadratic equation (8). It can
be regarded as the “first classification” of values of the conjugation parameter v with
respect to the property that the corresponding quadratic equation admits a (faithful, or
non-faithful) solution. These results are also summarized in Tables 2 and 3, and in the
explicit solutions given in Tables 4 and 5. The cases which are not completely solved
by Theorem 3.14 are marked as “mixed” cases in Tables 2 and 3.
Theorem 3.14 Let v ∈ F2 = 〈α, β |〉, δ, ε, ϑ ∈ {1,−1}. For the quadratic
equation (8), the existence of a faithful (resp. non-faithful) solution satisfying (6)
is equivalent to the existence of a faithful (resp. non-faithful) solution satisfying
x ∈ N = 〈〈αβα−εβ−1〉〉. The following results on the existence of such faithful and
non-faithful solutions hold, see Tables 2 and 3, respectively:
(1) The equation (1′) has a faithful solution for any v ∈ F2 and ϑ = −1, see
Table 2(1) for a solution, while it has no non-faithful solution for any v ∈ F2
and ϑ ∈ {1,−1}. So, in this case, the problem of the existence of solutions
satisfying (6) is completely solved.
(2) The equation (2′) with w−(v) = −ϑ admits a faithful solution if and only if
ϑ = −1, see Table 2(2a) for a solution. For non-faithful solutions of (2′), we
have:
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(a) If ϑ = 1, there is no solution.
(b) If ϑ = −1 and w−(v) = −1 then there is a solution, see Table 3(2b) for a
solution.
(c) If ϑ = −1, w−(v) = 1 (thus pβK(v) is even), and pαK(v) 6= 0 then there is no
solution.
(d) If ϑ = −1, w−(v) = 1 (thus pβK(v) is even), and pαK(v) = 0 then there is
an element v1 ∈ p−1K (pK(v)), for which the equation admits a solution, see
Table 5(2c,2d) for a solution.
(3) The equation (3′) has no faithful solution, while the following properties hold for
its non-faithful solutions:
(a) If ϑ = 1, there is a solution, see Table 3(3a) for a solution.
(b) If ϑ = −1 and pT (v) is not divisible by 2, then there is no solution.
(c) If ϑ = −1 and pT (v) is divisible by 2, then there is an element v1 ∈
p−1T (pT (v)), for which the equation admits a solution, see Table 5(3c) for a
solution.
(4) The following properties hold for faithful solutions of the equation (4′) with
w−(v) = −ϑ:
(a) If w−(v) = −1 (thus pβK(v) is odd) then there is a solution, see Table 2(4a)
for a solution.
(b) If w−(v) = 1 (thus p
β
K(v) is even) and p
α
K(v) 6= 0, then there is no solution.
(c) If w−(v) = 1 (thus p
β
K(v) is even) and p
α
K(v) = 0, then there is an element
v1 ∈ p−1K (pK(v)), for which the equation admits a solution, see Table 4(4d)
for a solution.
For non-faithful solutions of (4′), the following properties hold:
(d) If w−(v) = −1 (thus pβK(v) is odd) then there is no solution.
(e) If w−(v) = 1 (thus p
β
K(v) is even) and ϑ = 1, then there is a solution, see
Table 3(4b) for a solution.
(f) If w−(v) = 1 (thus p
β
K(v) is even), ϑ = −1, and moreover pβK(v) is not
divisible by 4 or pαK(v) is odd, then there is no solution.
(g) If w−(v) = 1 (thus p
β
K(v) is even), ϑ = −1, pβK(v) is divisible by 4, and
pαK(v) is even, then there is an element v1 ∈ p−1K (pK(v)), for which the
equation admits a solution, see Table 5(4d) for a solution.
(5) In each of the “mixed” cases 2d, 3c, 4c, 4g above, any solution with x ∈ N
satisfies (17) and (20), which imply v¯ ∈ 〈y¯2〉.
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Proof By Corollary 3.11 and Remark 3.12, the existence of a solution satisfying (6) is
equivalent to the existence of a solution satisfying x ∈ N , where the solutions are both
faithful or both non-faithful. This proves the first desired assertion.
By direct calculations in the free group F2 , or in the abelianised F2 , one readily obtains
the following cases of Tables 2 and 3:
Table 2, cases (1), (2a), (2b), (3), (4a), and
Table 3, cases (1), (2a), (2b), (3a), (4b).
The corresponding arguments for each of these cases are given in the footnotes to these
cases in Tables 2 and 3.
The following cases of Tables 2 and 3 are marked as “mixed” cases:
(21) Table 2, case (4c) and Table 3, cases (2d), (3c), (4e).
In each of these cases, an explicit value of the conjugation parameter v1 ∈ p−1pi (v),
together with an explicit solution of the corresponding quadratic equation, are given
in Table 4, case (4d), and Table 5, cases (2c,2d), (3c), (4d), respectively. In the first
of these cases, the solution was given in [12, Corollary 7.2]. Other three cases are
justified by direct calculations in F2 (actually in N ). In the latter case, one also uses the
following relation which is a simple consequence of the relation α¯β¯α¯β¯−1 = 1, in the
fundamental group pi = pi− of the Klein bottle:
(22) (α¯rβ¯2s)2 = α¯2rβ¯4s, r, s ∈ Z.
Let us prove (5) and the non-existence results stated in the remaining cases, namely:
Table 2, case (4b) and Table 3, cases (2c), (3b), (4a), (4c), (4d).
By Corollary 3.11 and Remark 3.12, we may assume that x ∈ N = 〈〈B〉〉, and (17), (20)
hold. In particular, x¯ = 1, v¯ = y¯k , for some k ∈ Z.
Consider the cases (4b,c) of Table 2 and the cases (2c,d) of Table 3. Since the solution
is faithful (resp. non-faithful), we have w−(y¯) = −1, see (17). We conclude that y¯2 is a
power of β¯ , by applying the canonical form (19) of elements in pi = pi− :
(23) (α¯rβ¯2s+1)2 = β¯4s+2, r, s ∈ Z.
Since v¯ = y¯k , w−(y¯) = −1, w−(v¯) = 1, the integer k must be even. Therefore, v¯ is a
power of y¯2 , thus also a power of β¯ .
In the cases (4a), (4c) of Table 3, we have w−(v¯) = −1 and w−(y¯) = 1, since the
solution is non-faithful, see (17). This contradicts to v¯ = y¯k .
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In the cases (3b,c), (4d,e) of Table 3, we have δ = ϑ = −1. It follows from the second
part of (20) that (−1)k = 1, thus k is even. This proves (5) and finishes the proof in the
case (3b) of Table 3. In the case (4d) of Table 3, we have w−(y¯) = 1, since the solution
is non-faithful, see (17). Together with the relation (22), this shows that the canonical
form of v¯ = y¯k is α¯2mβ¯4n , for some m, n ∈ Z.
Theorem 3.14 gives many cases for the values of v¯ ∈ pi such that all elements
v1 ∈ p−1pi (v¯) simultaneously have (or simultaneously do not have, respectively) the
following property: the corresponding equation (8) has a solution satisfying (6), where
the cases of faithful and non-faithful solutions are considered separately, see Tables 2
and 3, respectively. The remaining cases listed in (21) are marked in Tables 2 and 3 as
“mixed” cases because of the following.
Case δ ε ϑ conditions on v faithful solution (x, y)
wε(v)
(1) + + − +(i) (vB−1v−1, v−1)(iv)
(2) a + − − + (vB−1v−1, v−1)(iv)
b + − ∅(ii)
(3) − + +(i) ∅(iii)
(4) a − − + − (B, B−1v)(iv)
b − + pαK (v) 6= 0 ∅(v)
c pαK (v) = 0 “mixed” case, see Table 4
Table 2: Faithful solutions of xyx−δy−1 = vBϑv−1B with B = αβα−εβ−1 , wε(v) = −ϑ
Definition 3.15 A family of quadratic equations (8), with the conjugation parameter
v running through the set p−1pi (v¯0), is called mixed (with respect to the property of the
existence of a faithful, respectively non-faithful, solution) if there exist two parameter
values v1, v2 ∈ p−1pi (v¯0) such that the equation with v = v1 has a faithful (respectively,
non-faithful) solution, while the equation with v = v2 has no faithful (respectively,
non-faithful) solution.
3.4 Comments to Tables 2 and 3
As above, we rewrite the equation (5) in the equivalent form (8), in terms of the
new generators α, β of F2 , and the new unknowns x, y, using the transformation of
variables (9). Thus the equations (1)–(4) are transformed to the equations (1′)–(4′), see
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Case δ ε ϑ conditions on v non-faithful solution (x, “y)
wε(v)
(1) + + +(i) ∅(i)
(2) a + − + ± ∅(ii)
b − − (vB−1v−1, v−1)(iv)
c + pαK (v) 6= 0 ∅(v)
d pαK (v) = 0 mixed case, see Table 5(2)
(3) a − + + +(i) ([α, β], [β, α]v)(iv)
b − +(i) 2-pT (v) ∅(v)
c 2|pT (v) mixed case, see Table 5(3)
(4) a − − + − ∅(v)
b + (B,B−1v)(iv)
c − − ∅(v)
d + 4-pβK (v) or 2-p
α
K (v) ∅(v)
e 4|pβK (v) and 2|pαK (v) mixed case, see Table 5(4)
Table 3: Non-faithful solutions of xyx−δy−1 = vBϑv−1B with B = αβα−εβ−1
(i)Automatically for ε = +1.
(ii)The right-hand side of the equation (5) is not in [F2,F2] .
(iii)Automatically for ε = +1, δ = −1.
(iv)Direct calculation.
(v)Using (17), and either (20) or the first derived equation (36), see Remark 3.10 and Theorem 5.1.
Section 3.3. In Tables 2 and 3 above, we summarize the results of Theorem 3.14 on the
existence of faithful and non-faithful solutions of the latter equations, respectively.
Remark 3.16 The primary objective, for the remainder of this paper, is the study of the
four cases (21) of Tables 2 and 3 (the “mixed” cases), which are not completely solved
by Theorem 3.14. These cases are described in detail in Section 7. In Tables 4 and 5
below, we will show that the cases (21) are indeed the “mixed” cases with respect to the
property of the existence of a solution, see Definition 3.15. A complete description of
all words v1, v2 ∈ p−1pi (v¯) as in Definition 3.15, in a mixed case, does not seem to be an
easy task.
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4 Some quotients of the normal closure of an element of a
free group
In this section, we denote by F a free group of finite rank ≥ 2, B ∈ F , N = 〈〈B〉〉,
and pi = F/N . Thus, N is the normal closure of the element B, that is, the minimal
normal subgroup of F containing B, while pi is a one-relator group. We will assume
that the word B is not a proper power of any element of F (although, in some of the
assertions, the hypothesis above can be made weaker). In particular, all assertions
of this section are valid if B is a strictly quadratic word in a set of free generators
of F , see Lyndon and Schupp [30, Section I.7]. For F = Fr = 〈a1, . . . , ar |〉, such
words are automorphic images of the words R+(a1, . . . , ar), R−(a1, . . . , ar), r ≥ 2, see
Definition 2.1(A) and [30, Chapter I, Proposition 7.6].
Consider the following normal subgroups of the group N :
N ⊃ [F,N] ⊃ N1 = [N,N], [F, [F,N]] ⊃ [F, [N,N]] ⊃ [N, [N,N]].
We will construct presentations of the quotients N/N1 , N1/[N,N1] and N/[N,N1]
(see Section 4.1), N1/[F,N1] and N/[F,N1] (see Section 4.2), and N/[F,N] and
[F,N]/[F, [F,N]] (see Section 4.3). It will follow that the first, second, fourth, and
sixth quotients are free abelian groups, the third and fifth quotients are the middle
groups of extensions of free abelian groups, while the seventh one is isomorphic to
piab = pi/[pi, pi], the abelianised group pi . If N is the commutator subgroup [F,F] then
the latter quotient comes from the lower central series of the free group F , see also
Remark 4.6.
As in Section 3, we will denote by u¯ ∈ F the class of an element u ∈ F in pi .
4.1 The groups N/N1 , N1/[N,N1], and N/[N,N1]
Let us consider the short exact sequence
1→ N1 → N → N/N1 → 1.
Here, as above, N = 〈〈B〉〉, B ∈ F , and B is not a proper power of any element of F . By
the Nielsen–Schreier subgroup theorem [38], N is a free group, since it is a subgroup of
a free group. Furthermore, it follows from Lyndon [27, Section 7] that Nab = N/N1 ,
the abelianised group N , is isomorphic to the free abelian group which has a basis in
a bijective correspondence with pi = F/N , see [27, Introduction]. These results are
formulated in more detail as follows.
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Proposition 4.1 (Lyndon [27]) Suppose that the relator B ∈ F is not a proper power
of any element of a free group F . Consider the short exact sequence
(24) 1→ N → F ppi−→ pi → 1,
where N = 〈〈B〉〉, the minimal normal subgroup which contains the relator B, while
pi = F/N , a group with a single defining relation. Then the group N is free and admits a
free basis (for example, a Schreier basis) of the form Bu , u ∈ W , where W = s(pi) ⊂ F ,
and s : pi → F is a map with ppis = idpi . Furthermore, Nab , the abelianised group N ,
is isomorphic to the abelian group (Z[pi],+) of the group ring Z[pi]. Moreover, there
exists a short exact sequence
(25) 1→ [N,N] iN−→ N qN−→ (Z[pi],+)→ 0,
where iN is the canonical inclusion, while qN is an epimorphism sending
(26) qN : N → (Z[pi],+),
r∏
i=1
Bniui 7−→
r∑
i=1
niu¯i ∈ Z[pi],
for any ui ∈ F , ni ∈ Z, where Bu = uBu−1 , u¯ = ppi(u), u ∈ F .
A similar assertion, for any element B ∈ pi , was proved by Cohen and Lyndon [7]. In the
case when the relator B is a strictly quadratic word in the free generators a1, . . . , ar of the
group F = 〈a1, . . . , ar |〉, r ≥ 2, for example B = Rε(a1, . . . , ar), see Definition 2.1(A),
an alternative proof of Proposition 4.1 can be obtained as follows. The subgroup N is a
free group, as explained above. In the case when B is a strictly quadratic word, a free
Schreier basis of N was explicitely constructed by Zieschang [49], Zieschang, Vogt and
Coldewey [50]; see also Kudryavtseva, Weidmann and Zieschang [26, Proposition 4.9].
This immediately implies Proposition 4.1, see [26, Corollary 4.12].
Proposition 4.2 Under the hypothesis of Proposition 4.1, consider the central short
exact sequence
1→ N1/[N,N1]→ N/[N,N1]→ N/N1 → 1.
Then N1/[N,N1] ≈ H2(N/N1) ≈ Z[J], a free abelian group with basis denoted by eθ
where θ runs over the set J = (pi × pi \∆)/Σ2 , and Σ2 is the symmetric group in two
symbols, which acts on pi × pi \∆ by permutations of the coordinates. A presentation
of the group N1/[N,N1] is obtained as follows: for each θ ∈ (pi × pi \∆)/Σ2 choose
a pair (ξ, η) ∈ θ , denote (ξ,η) := eθ , (η,ξ) := −eθ , and denote by J1 the set of such
pairs (ξ, η), thus J1 ⊂ pi × pi \∆. Then there exists a short exact sequence
(27) 1→ [N,N1]
iN1−→ N1
qN1−→ Z[J]→ 0,
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where iN1 is the canonical inclusion, while qN1 is an epimorphism sending
(28) qN1 : N1 → Z[J],
 r∏
i=1
Bniui ,
s∏
j=1
Bmjvj
 7−→ r∑
i=1
s∑
j=1
nimi(u¯i,v¯j) ∈ Z[J],
where ui, vj ∈ F , 1 ≤ i ≤ r , 1 ≤ j ≤ s, and Bu = uBu−1 , u ∈ F . Furthermore, the
group N/[N,N1] admits the following presentations:
(29) N/[N,N1] ≈ 〈xξ, ξ ∈ pi | [xξ, [xη, xζ]], ξ, η, ζ ∈ pi〉
≈
〈
eθ, θ ∈ (pi × pi \∆)/Σ2,
xξ, ξ ∈ pi
∣∣∣∣∣ [eθ, eθ′], [eθ, xξ], θ, θ
′ ∈ (pi × pi \∆)/Σ2, ξ ∈ pi,
[xξ, xη]e−1{ξ,η}, (ξ, η) ∈ J1
〉
,
where {ξ, η} ∈ (pi × pi \∆)/Σ2 denotes the class of (ξ, η) ∈ J1 in (pi × pi \∆)/Σ2 .
Proof Recall that if 1→ H → G→ Q→ 1 is a short exact sequence then we have a
5–term exact sequence
(30) H2(G)→ H2(Q)→ H/[G,H]→ H1(G)→ H1(Q)→ 0,
due to Stallings [40, Theorem 2.1]. Applying this to the short exact sequence
1→ N1 → N → N/N1 → 1
we obtain that G = N , H = N1 , Q = N/N1 , thus the first and third homomorphisms in
the 5–term sequence are trivial. It follows that the second homomorphism H2(N/N1)→
N1/[N,N1] is an isomorphism. Since Q ≈ (Z[pi],+) is a free abelian group, it follows
from Brown [5, Theorem V.6.4] that H2(Q;Z) ≈ Λ2(Q), the subgroup of grade 2 of the
graded ring Λ(Q) (the exterior graded ring of the group Q), where Q is at grade 0. This
proves the desired presentation for the group N1/[N,N1].
To prove that (28) defines a homomorphism, let us first show that there exists a unique
homomorphism qN1 : N1 → Z[J] satisfying (28). Denote by pN1 : N1 → N1/[N,N1]
the canonical projection. Consider the free basis Bu , u ∈ W , of N given by Proposi-
tion 4.1. It follows from Magnus, Karrass and Solitar [31, Theorem 5.12] that the group
N1/[N,N1] is a free abelian group, where the elements pN1([Bs(u),Bs(v)]) ∈ N1/[N,N1],
(u, v) ∈ J1 , form a free abelian basis. Therefore the map sending pN1([Bs(u),Bs(v)]) 7→
e{u,v} , (u, v) ∈ J1 , uniquely extends to a homomorphism ϕN1 : N1/[N,N1] → Z[J].
Since ϕN1 sends the above basis of N1/[N,N1] to a basis of Z[J], it is an isomorphism.
The property (28) of the obtained projection qN1 := ϕN1pN1 follows from commutator
calculus, see [31, Theorem 5.3].
Now the presentation (29) follows by observing that the natural epimorphism of
N/[N,N1] to the group in the right-hand side of (29) sending Bu[N,N1] 7→ xu¯ , u ∈ W ,
is well-defined. It has a trivial kernel, because one can easily construct its inverse.
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4.2 The groups N1/[F,N1] and N/[F,N1]
Here we will obtain the main results of this section, which will be applied in Section 5
to study the existence of solutions of the equations (1′)–(4′) in the mixed cases, see
Remark 3.16.
Let us first recall some other facts from Lyndon [27] on the homology of one-relator
groups.
Lemma 4.3 (Lyndon [27, Theorem 2.1]) For any group pi , the homology group
Hi(pi,Z[pi]) is trivial for i ≥ 1, and isomorphic to Z for i = 0. Here the local
coefficients Z[pi] is the Z[pi]–module corresponding to the action of pi on Z[pi], which
is given by the right multiplication.
The result above is also true if pi acts on Z[pi] by the left multiplication.
Lemma 4.4 Under the hypothesis of Proposition 4.1, Hi(pi) = 0, i ≥ 3, while H2(pi)
is either Z or 0. The latter group is 0 if and only if B 6∈ [F,F].
Proof From [27, Corollaries 4.2 and 11.2] it follows that Hi(pi) = 0 for i ≥ 3,
while H2(pi) is a cyclic group, which is finite if and only if B 6∈ [F,F]. Using the
universal coefficient theorem, we ontain the desired assertion, see also Brown [5,
Example II.4.3].
Remark that we will not use in this paper that Hi(pi) = 0 for i ≥ 4.
Now denote NF = [F,N1] where N1 = [N,N]. Similarly to (7), denote by Q the
quotient of the abelian group Z[pi \ {1}] by the system of relations g ∼ −g−1 ,
g ∈ pi \ {1}:
(31) Q = (Z[pi \ {1}])/〈g + g−1 | g ∈ pi \ {1}〉.
Proposition 4.5 Under the hypothesis of Proposition 4.1, consider the central short
exact sequence
1→ N1/NF → N/NF → Nab → 1.
Then N1/NF ≈ H2(F/N1) ≈ Q ≈ Z[I], for I = (pi\{1})/ ∼, where the relation ∼ is
given by identifying g with g−1 , for g ∈ pi \ {1}. Moreover, there exists a short exact
sequence
(32) 1→ [F,N1]
iNF−→ N1
qNF−→ Q→ 0,
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where iNF is the canonical inclusion, while qNF is an epimorphism sending
(33) qNF : N1 → Q,
[ r∏
i=1
Bniui ,
s∏
j=1
Bmjvj
]
7−→ pQ
( r∑
i=1
s∑
j=1
nimiu¯ −1i v¯j
)
∈ Q,
where ui, vi ∈ F , pQ : Z[pi] → Q is the projection. Furthermore, the group N/NF
admits the following presentations:
(34)
N/NF ≈ 〈xξ, ξ ∈ pi | [xξ, xη][xζξ, xζη]−1, [xξ, [xη, xζ]], ξ, η, ζ ∈ pi〉
≈
〈
eθ, θ ∈ pi \ {1},
xξ, ξ ∈ pi
∣∣∣∣∣ [eθ, eθ′], [eθ, xξ], θ, θ
′ ∈ pi \ {1}, ξ ∈ pi,
[xξ, xη]e−1ξ−1η, (ξ, η) ∈ pi × pi \∆
〉
.
Proof To establish the isomorphism N1/NF ≈ H2(F/N1), consider the 5–term exact
sequence
H2(F)→ H2(F/N1)→ N1/[F,N1]→ Fab → (F/N1)ab → 0
obtained from the short exact sequence 1 → N1 → F → F/N1 → 1 by means
of (30). Since H2(F) = 0 and Fab → (F/N1)ab is an isomorphism, it follows that
H2(F/N1)→ N1/[F,N1] = N1/NF is an isomorphism.
To establish the isomorphism H2(F/N1) ≈ Q, consider the Hochschild–Serre spectral
sequence [21] (also called the Lyndon–Hochschild–Serre spectral sequence) related
to the short exact sequence 1 → N/N1 → F/N1 → pi → 1. Recall that this spectral
sequence has the form
(35) E2pq = Hp(pi,Hq(N/N1)) =⇒ Hp+q(F/N1),
where the local coefficients Hq(N/N1) is the Z[pi]–module corresponding to the
action Adqpi : pi → Aut(Hq(N/N1)), which is induced by the action Adpi |N/N1 : pi →
Aut(N/N1) given by conjugation: (gN) · (xN1) = gxg−1N1 , g ∈ F , x ∈ N . By
Proposition 4.1, H1(N/N1) ≈ (Z[pi],+) and the action Ad1pi is given by the left
multiplication. Thus, from Lemma 4.3, we have that E2p1 = Hp(pi,Z[pi]) = 0 for p ≥ 1.
By Lemma 4.4, we have E230 = H3(pi) = 0, which implies E
2
02 = E
∞
02 .
Let us show that H2(F/N1) ≈ E202 . If B 6∈ [F,F] then, by Lemma 4.4, E220 = E∞20 =
0, and thus we get H2(F/N1) = E202 . Consider the remaining case, B ∈ [F,F].
Observe that both groups E220 = H2(pi) and E
2
01 = H0(pi,Z[pi]) are isomorphic to
Z, due to Lemmas 4.4 and 4.3, respectively. On the other hand, the isomorphism
H1(F/N1) ≈ Fab ≈ piab ≈ H1(pi) = E210 = E∞10 and (35) for p + q = 1 imply
E∞01 = 0. Thus the differential d
2
20 : E
2
20 → E201 is an isomorphism, and it follows that
H2(F/N1) ≈ E202 = H0(pi,H2(Nab)).
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Now, due to Proposition 4.2, H2(Nab) is isomorphic to Z[J], where J = (pi ×
pi \ ∆)/Σ2 , and the corresponding action Ad2pi : pi → Aut(H2(Nab)) ≈ Aut(Z[J])
is given by ζ · e{ξ,η} = e{ζξ,ζη} , for each pair (ξ, η) ∈ J1 , and ζ ∈ pi , where
J1 ⊂ pi × pi \∆ is chosen to be invariant under Ad2pi , see Proposition 4.2. Therefore
E202 = H0(pi,H2(N
ab)) ≈ H0(pi,Z[J]) is isomorphic to the quotient of Z[J] by the
system of relations e{ξ,η} ∼ e{ζξ,ζη} , (ξ, η) ∈ J1 , ζ ∈ pi . Hence it is isomorphic to
Z[I] ≈ Q.
To prove that (33) defines a homomorphism qNF , observe that the canonical projec-
tion N1/[N,N1]→ N1/[F,N1] factors through the canonical projection of the group
N1/[N,N1] onto the quotient of N1/[N,N1] by the system of relations pN1(n) ∼
pN1(gng
−1), n ∈ N1 , g ∈ F , where pN1 : N1 → N1/[N,N1] is the canonical projection,
see also Proposition 4.2. Due to the isomorphism N1/[N,N1] → Z[J] from Propo-
sition 4.2, we obtain the system of relations e{ξ,η} ∼ e{ζξ,ζη} , (ξ, η) ∈ J1 , ζ ∈ pi ,
on Z[J]. This system of relations determines the obvious equivalence relation ∼
on the basis e{ξ,η} , (ξ, η) ∈ J1 , of Z[J]. Thus the desired quotient of Z[J] is the
free abelian group Z[J/ ∼], where the equivalence classes of ∼ form a basis. This
gives the desired isomorphism N1/[F,N1] ≈ Z[J/ ∼] = Z[I]. Now (33) follows by
observing that the equivalence class of e{u¯i,v¯j} = qN1([Bui ,Bvj]) in J corresponds to
pQ(u¯ −1i v¯j) = qNF ([Bui ,Bvj]) under the isomorphism Z[I] ≈ Q.
Now the presentation (34) follows by observing that the natural epimorphism of
N/[F,N1] to the group in the right-hand side of (34) sending Bu[F,N1] 7→ xu¯ , u ∈ W ,
is well-defined. It has a trivial kernel, because one can easily construct its inverse.
Remark 4.6 Our first derived equation is the “projection" of the equation (8) in N
to the quotient Nab = N/[N,N], see Theorem 5.1. Our second derived equation is
the “projection" of the equation (8) to the quotient [N,N]/[F, [N,N]], via choosing
suitable representatives of the solutions of the first derived equation, see Theorem 5.10.
Observe that the subgroup [N,N] is the second term Γ2(N) of the lower central series
Γ1(N) = N, Γi+1(N) = [N,Γi(N)], i ≥ 1,
of the group N , while the subgroup [F, [N,N]] is the third term Γ3F(N) of the lower
central series
Γ1F(N) = N, Γ
i+1
F (N) = [F,Γ
i(N)], i ≥ 1,
with respect to the action of the group F on N by conjugation, that is g · x = gxg−1 ,
g ∈ F , x ∈ N . We recall (see Hilton [16], or Hilton, Mislin and Roitberg [17,
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Section II.2]) that if a group G acts on a group H then the lower central series with
respect to the action of G on H is defined as
Γ1G(H) = H, Γ
i+1
G (H) = gr{(g · x)yx−1y−1 | g ∈ G, x ∈ Γi(H), y ∈ H}, i ≥ 1.
Here g · x means the action of the automorphism defined by g on the element x , Γi(H)
is the usual lower central series of the group H , and gr S denotes the minimal subgroup
of H containing a subset S ⊂ H .
4.3 The groups N/[F,N] and [F,N]/[F, [F,N]]
Here we study the quotients corresponding to the subgroups N ⊃ [F,N] ⊃ [F, [F,N]].
One can apply them to study existence of solutions of equations in free groups. However,
the results of this subsection are not used in our applications, and can be skipped in the
first reading.
Proposition 4.7 Under the hypothesis of Proposition 4.1, the group N/[F,N] is
isomorphic to Z. Moreover, there exists a short exact sequence
1→ [F,N] i−→ N εqN−→ Z→ 0,
where i is the canonical inclusion, qN : N → (Z[pi],+) is the epimorphism given
by (26), while ε : Z[pi]→ Z is the augmentation.
Proof The first assertion follows in a straightforward way from the 5–term exact
sequence obtained from the short exact sequence (24), namely 1→ N → F → pi → 1,
by means of (30). In detail, if B ∈ [F,F] then H2(F) = 0, Fab → piab is an
isomorphism, and H2(pi) ≈ Z, due to Lemma 4.4. Therefore H2(pi)→ N/[F,N] is an
isomorphism, hence N/[F,N] ≈ Z. Suppose that B 6∈ [F,F]. Then ker(Fab → piab) ≈
Z, and H2(pi) = 0, due to Lemma 4.4. Therefore N/[F,N] ≈ ker(Fab → piab) ≈ Z.
To prove the second assertion, observe that the composition εqN : N → Z sends
B 7→ 1, hence it is an epimorphism. Next we show that the kernel of εqN equals
[F,N]. The inclusion ker(εqN) ⊃ [F,N] follows from the fact that [F,N] is generated
by the elements [u,Bv] ∈ [F,N], u, v ∈ F , due to commutator calculus, while
[u,Bv] = BuvB−1v is mapped to 1 − 1 = 0 under εqN , thus [u,Bv] ∈ ker(εqN).
The converse inclusion follows by observing that any element u ∈ ker(εqN) has the
form u = Bc1u1 . . .B
cr
ur , for some r, c1, . . . , cr ∈ Z, r ≥ 0, u1, . . . , ur ∈ F , where
c1 + . . . + cr = 0. Clearly, the projection of u to the quotient N/[F,N] equals the
projection of the element Bc1 . . .Bcr = B0 = 1 to N/[F,N], thus u ∈ [F,N].
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Proposition 4.8 Under the hypothesis of Proposition 4.1,
[F,N]/[F, [F,N]] ≈ H2(F/[F,N]) ≈ H1(pi) ≈ piab .
Moreover, there exists a short exact sequence
1→ [F, [F,N]] iF−→ [F,N] qF−→ piab → 0,
where iF is the canonical inclusion, qF is an epimorphism sending qF : [n, g] 7→
εqN(n) · pab(g¯) ∈ piab , n ∈ N , g ∈ F . Here one uses an additive notation for the group
operation in piab , pab : pi → piab denotes the canonical projection, qN : N → (Z[pi],+)
is the epimorphism defined by (26), ε : Z[pi]→ Z is the augmentation.
Proof Let us prove the first assertion. Consider the 5–term exact sequence
H2(F)→ H2(F/[F,N])→ [F,N]/[F, [F,N]]→ Fab → (F/[F,N])ab → 0
obtained from the short exact sequence 1→ [F,N]→ F → F/[F,N]→ 1 by means
of (30). Since H2(F) = 0 and Fab → (F/[F,N])ab is an isomorphism, it follows that
H2(F/[F,N])→ [F,N]/[F, [F,N]] is an isomorphism.
Similarly to the proof of Proposition 4.5, consider the Hochschild–Serre spectral
sequence related to the short exact sequence 1 → N/[F,N] → F/[F,N] → pi → 1.
Since N/[F,N] ≈ Z by Proposition 4.7, the spectral sequence has the form
E2pq = Hp(pi,Hq(N/[F,N])) ≈ Hp(pi,Hq(Z)) =⇒ Hp+q(F/[F,N]),
similarly to (35), where the local coefficients Hq(Z) is the trivial Z[pi]–module. Since
H0(Z) ≈ H1(Z) ≈ Z and Hq(Z) = 0 for q ≥ 2, while the homology of pi vanishes in
dimension 3 (due to Lemma 4.4), the only possible non-vanishing E2 terms are those
with q = 0, 1 and p 6= 3. In particular, E202 = 0, E230 = H3(pi) = 0, and therefore
E∞11 = E
2
11 = H1(pi).
Let us show that E∞20 = E
3
20 = 0. If B 6∈ [F,F] then, by Lemma 4.4, E220 = H2(pi) = 0.
Suppose that B ∈ [F,F]. Then E220 = H2(pi) ≈ Z by Lemma 4.4, moreover the
projection (F/[F,N])ab → H1(pi) = E210 is an isomorphism. Therefore d220 : E220 → E201
is an isomorphism, hence E∞20 = E
3
20 = 0.
Since E202 = 0 and E
3
20 = 0, we have the desired isomorphism H2(F/[F,N]) ≈ E∞11 =
E211 = H1(pi).
Let us prove the second assertion. We shall represent elements of the quotient
[F,N]/[F, [F,N]] by elements of [F,N], identified under the congruence relation
g1 ≡ g2 modulo [F, [F,N]], and shall write g1 ≡ g2 whenever g1g−12 ∈ [F, [F,N]].
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Observe that every element w ∈ [F,N] can be written in the form w ≡ [B, u], for
some u ∈ F , due to the following congruences: [Bu, v] ≡ [B, u−1vu] and [B, uv] =
[B, u][u, [B, v]][B, v] ≡ [B, u][B, v] for any u, v ∈ F .
Let us show that there exists an epimorphism p : piab → [F,N]/[F, [F,N]] sending
pab(u¯) 7→ pF([B, u]), u ∈ F , where pF : [F,N]→ [F,N]/[F, [F,N]] is the canonical
projection. To show that such a map p is well-defined, we use commutator calculus and
the following observations. Using [B,Bv] = [B, [v,B]] ∈ [N, [F,N]] ⊂ [F, [F,N]], v ∈
F , one shows that [N,N] ⊂ [F, [F,N]], which implies [B, un] ≡ [B, u][B, n] ≡ [B, u] for
any u ∈ F and n ∈ N . Furthermore, using one of the Witt–Hall identities (see Magnus,
Karrass and Solitar [31, Theorem 5.1, (11)]) one can show that [N, [F,F]] ⊂ [F, [F,N]],
which implies [B, uf ′] ≡ [B, u][B, f ′] ≡ [B, u] for any u ∈ F and f ′ ∈ [F,F]. The
map p is a homomorphism, since [B, uv] ≡ [B, u][B, v] for any u, v ∈ F , see above.
Therefore the map p is an epimorphism.
Since piab ≈ [F,N]/[F, [F,N]], and piab is a finitely-generated abelian group, it follows
that any epimorphism piab → [F,N]/[F, [F,N]] is an isomorphism. Therefore the
epimorphism p is an isomorphism. It follows that the composition p−1pF : [F,N]→
piab is an epimorphism and satisfies the desired properties.
5 Derived equations in Z[pi] and Z[pi \ {1}]/ ∼
The quadratic equations under consideration are the equations (1′)–(4′) of Section 3.3
with two unknowns x ∈ N , y ∈ F2 in the free group F2 = 〈α, β |〉 of rank 2,
see Theorem 3.14. Actually these equations are in the subgroup N = 〈〈B〉〉 where
B = αβα−εβ−1 . To prove some further non-existence results, we will apply the
algebraic approach developed in Section 4. For each of the equations (2′), (3′) and (4′)
in N , we will construct two derived equations, which are in fact “projections” of
the equation to the abelian quotients N/N1 and N1/[F2,N1], respectively, described
in Section 4, see Propositions 4.1 and 4.5, where N1 = [N,N]. The first derived equation
is an equation in the group ring Z[pi] of the fundamental group pi = piε = F2/N of the
corresponding target surface (this group ring, as an abelian group, is isomorphic to the
abelianised group N , see Proposition 4.1). The second derived equation is an equation
in the quotient Q of Z[pi], see (7), and it is obtained by “projecting” the equation to
this quotient (actually, to N1/[F2,N1] ≈ Q, see Proposition 4.5), via choosing suitable
representatives of the solutions (if there exists any) of the first derived equation.
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5.1 The first derived equation
Here we will construct the first derived equation for each of the equations (2′), (3′)
and (4′) of Section 3.3. Due to Theorem 3.14, or Corollaries 3.9(A) and 3.11, we
can assume, without loss of generality, that x ∈ N , for a solution (x, y) of (8). So,
the left-hand side of the equation (8) is the product of x and yx−δy−1 where both
elements belong to N . The right-hand side is also the product of two elements of N ,
whose projections to Nab = N/[N,N] ≈ (Z[pi],+) are ϑv¯ and 1, respectively, where
v¯ = ppi(v) and ppi : F2 → pi is the projection, see (25), (26). So, we can project both
sides of the equation to Nab = N/[N,N], and we get:
Theorem 5.1 Suppose that (x, y) is a solution of the equation (8) with x ∈ N =
〈〈αβα−εβ−1〉〉, y ∈ F2 = 〈α, β |〉. Let x˜ = qN(x) ∈ Z[pi], y¯ = ppi(y) ∈ pi = F2/N
be the images of x, y under the projections qN : N → (Z[pi],+) ≈ Nab = N/[N,N]
and ppi : F2 → pi , respectively. Here the natural identification of Nab , the abelianised
group N , with the group (Z[pi],+) is given by (25), (26). Then the pair (x˜, y¯) satisfies
the following equation called the first derived equation:
(36) (1− δy¯)x˜ = 1 + ϑv¯
in the group ring Z[pi], with the “unknowns” y¯ ∈ pi and x˜ ∈ Z[pi]. Moreover, the
properties (17), (20) are valid. Furthermore, any solution (x˜, y¯) of (36) satisfies (20).
Proof The group Nab is isomorphic to the abelian group (Z[pi],+), see Proposition 4.1.
Under this isomorphism, the element B = αβα−εβ−1 ∈ N is identified with 1 ∈ pi ⊂
Z[pi], and Bu with u¯ ∈ pi ⊂ Z[pi], thus the right-hand side of the equation is identified
with 1 + ϑv¯. Moreover, the conjugation of Bu = uBu−1 , u ∈ F2 , by an element z ∈ F2
equals Bzu , which is identified with z¯u¯ ∈ pi ⊂ Z[pi]. It follows that the projection of the
left-hand side to Nab equals x˜− δy¯x˜ = (1− δy¯)x˜ , which gives (36). The properties (17),
(20) are due to Remark 3.12.
Let us derive the property (20) from (36). Suppose that (x˜, y¯) ∈ Z[pi]× pi is a solution
of (36). Consider the left action of the infinite cyclic group 〈t〉 ≈ Z on pi via t · g = y¯g,
g ∈ pi . Consider the orbits Og = Z ·g, g ∈ pi . For any x˜ ∈ Z[pi], denote by x˜g ∈ Z[Og]
the image of x˜ under the projection Z[pi]→ Z[Og], g ∈ pi . It follows from (36) that
(1− δy¯)x˜1 = 1 + ϑv¯ if v¯ ∈ O1 , and (1− δy¯)x˜1 = 1 if v¯ 6∈ O1 . Since the augmentation
of the left-hand side is even, this implies v¯ ∈ O1 = 〈y¯〉, thus v¯ = y¯k for some k ∈ Z. If
y¯ = 1 and δ = −1, the property (20) is now obvious, since it is equivalent to 1 = 1k
and (−1)kϑ = −1, for some k ∈ Z. In the remaining case ( y¯ 6= 1 or δ = 1), consider
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the homomorphism χ : 〈y¯〉 → Z∗ = {1,−1} ⊂ Z sending y¯ 7→ δ (it is well-defined,
since pi is a torsion free group). By extending χ linearly to the group ring Z[〈y¯〉],
one obtains the χ–twisted augmentation εχ : Z[〈y¯〉] → Z. From above, we have
(1− δy¯)x˜1 = 1 + ϑy¯k , where x˜1 ∈ Z[〈y¯〉], a Laurent polynomial in y¯. Since χ–twisted
augmentation of the left-hand side vanishes, we have 0 = εχ(1 + ϑy¯k) = 1 + ϑδk . This
completes the derivation of (20) from (36).
5.2 Solutions of the first derived equation in the “mixed” cases
Here we study separately the solutions of the first derived equation (36) in the mixed
cases described in Remark 3.16 and Definition 3.15, see also Tables 2 and 3. Recall
that, for any solution (x˜, y¯) ∈ (Z[pi])× pi of the first derived equation (36) in a mixed
case, v¯ belongs to the cyclic subgroup of pi = piε generated by y¯2 , see Theorem 3.14(5).
We will call a solution (x˜, y¯) of (36) faithful if wε(y¯) = δ , see (17).
Case of the equation (2′)
Here δ = 1, ε = −1. We will only consider non-faithful solutions of (36) for ϑ = −1,
v ∈ F2 such that v¯ = pK(v) = β¯2n , n ∈ Z, see Remark 3.16. Denote cL = βα−L ,
L ∈ Z.
Lemma 5.2 For the equation (2′) with ϑ = −1, the non-faithful solutions of the first
derived equation (36) are described by
(21) (1− y¯)x˜ = 1− v¯, where w−(y¯) = −1,
in Z[pi], with the unknowns x˜ ∈ Z[pi], y¯ ∈ pi , where pi = pi− . For v satisfying
v¯ = pK(v) = β¯2n , n ∈ Z, the solutions of the equation (21) are given by
y¯ = c¯`L = (α¯
Lβ¯)`, x˜ =
1− c¯2nL
1− c¯`L
=

1 + c¯`L + c¯
2`
L + . . .+ c¯
2n−`
L , n/` > 0,
0, n = 0,
−c¯ −`L − c¯ −2`L − . . .− c¯2nL , n/` < 0,
where L ∈ Z is arbitrary, and ` runs over the set of all odd divisors of n. For n = 0 we
assume that ` is any odd number.
Proof The equation (21) follows from Theorem 5.1. Suppose y¯ = α¯Lβ¯` . Because the
solution is non-faithful, it follows that ` is odd. Since v¯ = β¯2n belongs to the subgroup
Geometry & TopologyMonographs 14 (2008)
254 Daciberg L Gonc¸alvesElena KudryavtsevaHeiner Zieschang
generated by y¯, it follows that v¯ = y¯k = (α¯Lβ¯`)k , for some k ∈ Z. This implies that
` is a divisor of 2n. Thus y¯ has the form given by the second part of the Lemma. It
follows by a straightforward calculation that all values of (x˜, y¯) given by Lemma are
solutions. That they are the only solutions follows from the fact that the group ring
Z[pi−] has no zero divisors, since pi− is a solvable torsion free group, see Kropholler,
Linnell and Moody [25, Theorem 1.4].
Remark 5.3 Later, the following representatives (xL,`, yL,`) ∈ N × F2 of the solutions
(x˜, y¯) of (21) from Lemma 5.2 will be used:
yL,` = c`L = (βα
−L)`,
xL,` =

Bc2n−`L Bc2n−2`L Bc2n−3`L . . .Bc`LB, n/` > 0,
1, n = 0,
B−1
c2nL
B−1
c2n+`L
B−1
c2n+2`L
. . .B−1
c−2`L
B−1
c−`L
, n/` < 0,
where B = αβαβ−1 , ` 6= 0 is any odd number if n = 0, or any odd divisor of n if
n 6= 0, thus the number of factors in the expression for xL,` is even and equal to 2|n/`|.
Case of the equation (3′)
Here δ = −1, ε = 1, and all solutions are non-faithful. We will consider only the case
where ϑ = −1 and v¯ = pT (v) = α¯2mβ¯2n , see Remark 3.16.
If |m|+ |n| > 0, let us denote d = gcd(m, n) and c = αm/dβn/d .
Lemma 5.4 For the equation (3′) with ϑ = −1, the solutions of the first derived
equation (36) are described by
(31) (1 + y¯)x˜ = 1− v¯
in Z[pi], with the unknowns x˜ ∈ Z[pi], y¯ ∈ pi , where pi = pi+ . For v satisfying
v¯ = pT (v) = α¯2mβ¯2n , m, n ∈ Z, |m|+ |n| > 0, all solutions of this equation are given
by
y¯ = c¯`,
x˜ =
1− c¯2d
1 + c¯`
=
1− c¯
` + c¯2` − . . .+ c¯2d−2` − c¯2d−`, ` > 0,
c¯ −` − c¯ −2` + . . .− c¯2d+2` + c¯2d+` − c¯2d, ` < 0,
where ` 6= 0 is any divisor of d = gcd(m, n), c¯ = α¯m/dβ¯n/d . If v satisfies v¯ = pT (v) = 1
then all solutions are given by x˜ = 0 and y¯ ∈ pi is any element.
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Proof The equation (31) follows from Theorem 5.1. Let v¯ = α¯2mβ¯2n and y¯ = α¯rβ¯s ,
m, n, r, s ∈ Z. Suppose |m|+ |n| > 0. Since v¯ belongs to the subgroup generated by
y¯2 , it follows that v¯ = y¯2k = α¯2krβ¯2ks , for some k ∈ Z. This implies kr = m, ks = n,
thus k is a divisor of d , and y¯ = α¯m/kβ¯n/k = c¯` where ` = d/k . Thus y¯ has the form
given by the second part of the Lemma. It follows by a straightforward calculation
that all values of (x˜, y¯) given by Lemma are solutions. That they are the only solutions
follows from the fact that the group ring Z[pi+] has no zero divisors.
Suppose m = n = 0, thus v¯ = 1, and the right-hand side of the equation (31) vanishes.
Since 1 + y¯ 6= 0 in Z[pi] for any y¯ ∈ pi , it follows that x˜ = 0, since the group ring
Z[pi+] has no zero divisors, since it is a polynomial ring.
Remark 5.5 Suppose that v¯ 6= 1, thus v¯ = α¯2mβ¯2n with |m| + |n| > 0. Denote
d = gcd(m, n), c = αm/dβn/d , B = αβα−1β−1 . Later, the following representatives
(x`, y`) ∈ N × F2 of the solutions (x˜, y¯) of (31) from Lemma 5.4 will be used:
y` = c`,
x` =
Bc2d−2`Bc2d−4` . . .Bc2`BB
−1
c` B
−1
c3` . . .B
−1
c2d−3`B
−1
c2d−` , ` > 0,
B−1c2d B
−1
c2d+2` . . .B
−1
c−4`B
−1
c−2`Bc−`Bc−3` . . .Bc2d+3`Bc2d+` , ` < 0,
where ` 6= 0 is any divisor of d , thus the number of factors in the expression for x` is
even and equal to 2d/|`|.
For v¯ = 1, we will use the representatives xL,` = 1 and yL,` = αLβ` , where L, ` ∈ Z.
Actually L, ` coincide with the exponents in the canonical form of y¯ ∈ pi+ , see (19).
Case of the equation (4′)
Here δ = ε = −1. First we consider the case of faithful solutions where ϑ = −1 and
v¯ = pK(v) = β¯2n , see Remark 3.16.
As above, we denote cL = βα−L .
Lemma 5.6 For the equation (4′) with ϑ = −1, the faithful solutions of the first
derived equation (36) are described by
(4f1) (1 + y¯)x˜ = 1− v¯, where w−(y¯) = −1,
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in Z[pi], with the unknowns x˜ ∈ Z[pi], y¯ ∈ pi , where pi = pi− . For v satisfying
v¯ = pK(v) = β¯2n , n ∈ Z, the solutions of this equation are given by
y¯ = c¯`L = (α¯
Lβ¯)`,
x˜ =
1− c¯2nL
1 + c¯`L
=

1− c¯`L + c¯2`L − . . .+ c¯2n−2`L − c¯2n−`L , n/` > 0,
0, n = 0,
c¯ −`L − c¯ −2`L + . . .+ c¯2n+`L − c¯2nL , n/` < 0,
where L ∈ Z is arbitrary, and ` runs over the set of all odd divisors of n. For n = 0 we
assume that ` is any odd number. Compare Lemma 5.2.
Proof Similar to that of Lemma 5.2.
Remark 5.7 Later, the following representatives (xL,`, yL,`) ∈ N × F2 of the solutions
(x˜, y¯) of (4f1) from Lemma 5.6 will be used:
yL,` = c`L,
xL,` =

Bc2d−2`L Bc2d−4`L . . .Bc2`L BB
−1
c`L
B−1
c3`L
. . .B−1
c2d−3`L
B−1
c2d−`L
, n/` > 0,
1, n = 0,
B−1
c2dL
B−1
c2d+2`L
. . .B−1
c−4`L
B−1
c−2`L
Bc−`L Bc−3`L . . .Bc2d+3`L Bc2d+`L , n/` < 0,
where cL = βα−L , B = αβαβ−1 , ` 6= 0 is any odd number if n = 0, or any odd
divisor of n if n 6= 0, thus the number of factors in the expression for xL,` is even and
equal to 2|n/`|. Compare Remarks 5.3 and 5.5.
Now consider the case of non-faithful solutions where ϑ = −1 and v¯ = pK(v) = α¯2mβ¯4n ,
see Remark 3.16. If |m|+ |n| > 0, we denote d = gcd(m, n), c = αm/dβ2n/d .
Lemma 5.8 For the equation (4′) with ϑ = −1, the non-faithful solutions of the first
derived equation (36) are described by
(4nf1 ) (1 + y¯)x˜ = 1− v¯, where w−(y¯) = 1,
in Z[pi], with the unknowns x˜ ∈ Z[pi], y¯ ∈ pi , where pi = pi− . For v satisfying
v¯ = pK(v) = α¯2mβ¯4n , m, n ∈ Z, |m| + |n| > 0, all non-faithful solutions of this
equation are given by the same formulae as in Lemma 5.4:
y¯ = c¯`,
x˜ =
1− c¯2d
1 + c¯`
=
1− c¯
` + c¯2` − . . .+ c¯2d−2` − c¯2d−`, ` > 0,
c¯ −` − c¯ −2` + . . .− c¯2d+2` + c¯2d+` − c¯2d, ` < 0,
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where ` 6= 0 is any divisor of d = gcd(m, n), c¯ = α¯m/dβ¯2n/d . If v satisfies
v¯ = pK(v) = 1 then all non-faithful solutions are given by: x˜ = 0 and y¯ ∈ pi is any
element satisfying w−(y¯) = 1.
Proof Similar to that of Lemma 5.4 (see also the end of the proof of Lemma 5.2).
Remark 5.9 Suppose that v¯ 6= 1, thus v¯ = α¯2mβ¯4n with |m| + |n| > 0. Denote
d = gcd(m, n), c = αm/dβ2n/d , B = αβαβ−1 . We will later use the following
representatives (x`, y`) ∈ N × F2 of the solutions (x˜, y¯) of (4nf1 ) from Lemma 5.8. We
define these representatives by the same formulae as in Remark 5.5.
For v¯ = 1, we will use the following representatives: xL,` = 1, yL,` = αLβ2` , where
L, ` ∈ Z. Actually L, 2` coincide with the exponents in the canonical form of y¯ ∈ pi− ,
see (19).
5.3 The second derived equation in the “mixed” cases
In order to find further properties of the solutions of the equations (2′), (3′) and (4′) in
the “mixed” cases (see Section 3.3, Tables 2 and 3, Remark 3.16, and Definition 3.15),
we will construct the second derived equation (22) (resp. (32) or (4f2), (4
nf
2 )) for the
equation (2′) (resp. (3′), or (4′)). More specifically, for every solution of one of the first
derived equations (21), (31), (4f1), and (4
nf
1 ) (see Lemmas 5.2, 5.4, 5.6 and 5.8) we will
construct an equation in the free abelian group Q, see (7), which is the quotient
(37) Q = Qε = (Z[pi \ {1}])/〈g + g−1 | g ∈ pi \ {1}〉, with pi = piε = F2/N,
of the free abelian group Z[pi \ {1}] by the system of relations g ∼ −g−1 , g ∈ pi \ {1},
where N := 〈〈αβα−εβ−1〉〉. (This quotient is isomorphic to [N,N]/[F2, [N,N]], see
Proposition 4.5.) Consequently, we will obtain (in Theorem 5.10) an equation, which we
will call the second derived equation, in two unknown “polynomials” X ∈ Q, Y ∈ Z[pi],
and some integer unknowns which enumerate the solutions of the first derived equation.
As an application of the second derived equation, we will obtain the non-existence
results stated in Tables 4 and 5, see Section 7. For this, we will use the following
property of the derived equations, which follows from Theorems 5.1 and 5.10: the
non-existence of a solution of either the first or the second derived equation implies
the non-existence of a (faithful or non-faithful) solution of the corresponding quadratic
equation (8) in N .
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Case of the equation (2′)
Here δ = 1, ε = −1, and we may assume that ϑ = −1 and v¯ = β¯2n ∈ pi , n ∈ Z,
pi = pi− , see Table 3 and Remark 3.16. We consider the following pair of derived
equations (corresponding to non-faithful solutions). The first derived equation is (21)
in Z[pi], pi = pi− , with the unknowns y¯ ∈ pi and x˜ ∈ Z[pi], see Lemma 5.2. By this
Lemma, the solutions have the form y¯ = y¯L,` = α¯Lβ¯`, x˜ = x˜L,` =
1−β¯2n
1−α¯Lβ¯` for all
L, ` ∈ Z such that
(38) ` | n if n 6= 0, and ` is odd
(the latter condition corresponds to the fact that a solution to be found is non-faithful).
Our second derived equation will be the following equation in the quotient Q = Q− ,
see (37):
(22) pQ
(
1− β¯−2n
1− β¯−` · ϕ
L(Y)
)
= pQ
(
ϕL(V)− 1− β¯
−2n
1− β¯2 β¯
1− α¯L
1− α¯ +
1− β¯−2n
1− β¯`
)
,
where pQ : Z[pi] → Z[pi \ {1}] → Q is the projection, ϕ ∈ Aut(F2) denotes the
automorphism sending α 7→ α , β 7→ βα , and B = B− = αβαβ−1 7→ B, as well as the
induced automorphism of Q. The parameter V ∈ Z[pi] of the equation (22) is defined
via
(39) v = v0
∏
Bnivi , V =
∑
niv¯i, v0 = β2n,
see (26), while the unknowns are (L, `,X,Y) with L, ` ∈ Z as in (38), and X ∈ Q,
Y ∈ Z[pi]. Remark that the unknown X does not contribute to the equation (22), thus X
can be arbitrary.
In the special case n = 0, the second derived equation (22) has the form 0 = pQ(V) with
the unknowns L, ` ∈ Z, ` odd, and X ∈ Q, Y ∈ Z[pi]. Since no unknown contributes
to this equation, a solution exists if and only if pQ(V) = 0, moreover if pQ(V) = 0 then
arbitrary values of the unknowns determine a solution.
Case of the equation (3′)
Here δ = −1, ε = 1, and we may assume that ϑ = −1 and v¯ = α¯2mβ¯2n ∈ pi , m, n ∈ Z,
pi = pi+ , see Table 3 and Remark 3.16. For the equation (3′) (it has only non-faithful
solutions) we consider the following pair of derived equations. The first derived equation
is (31) in Z[pi], pi = pi+ , with the unknowns y¯ ∈ pi and x˜ ∈ Z[pi], see Lemma 5.4. By
this Lemma, for |m|+ |n| > 0 the solutions have the form y¯ = y¯` = c¯`, x˜ = x˜` = 1−c¯2d1+c¯`
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where d = gcd(m, n), ` ∈ Z such that ` | d , and c = αm/dβn/d ∈ pi , while for
m = n = 0 the solutions have the form y¯ = y¯L,` = α¯Lβ¯`, x˜ = x˜L,` = 0 where L, ` ∈ Z.
Our second derived equation will be the following equation in the quotient Q = Q+ ,
see (37):
(32)
 2X − pQ
(
1− c¯ −2d
1 + c¯ −`
· Y
)
= pQ
(
V +
1− c¯ −2d
1− c¯2`
)
if |m|+ |n| > 0,
2X = pQ(V) if m = n = 0,
where pQ : Z[pi]→ Z[pi \ {1}]→ Q is the projection. The parameter V ∈ Z[pi] of the
equation (32) is defined similarly to above, with pi = pi+ , B = B+ = αβα−1β−1 , via
(40) v = v0
∏
Bnivi , V =
∑
niv¯i, v0 =
{
c2d, |m|+ |n| > 0,
1, m = n = 0,
while the unknowns are either (`,X,Y) with ` ∈ Z, ` | d , X ∈ Q, Y ∈ Z[pi] if
|m|+ |n| > 0, or (L, `,X,Y) with L, ` ∈ Z, X ∈ Q, Y ∈ Z[pi] if m = n = 0.
In the special case m = n = 0, the second derived equation (32) has the form
2X = pQ(V) with the unknowns L, ` ∈ Z, X ∈ Q, Y ∈ Z[pi]. It admits a solution if
and only if 2 | pQ(V), moreover for 2 | pQ(V) the value of X is uniquily determined,
while the unknowns (L, `,Y) take arbitrary values, in order to determine a solution.
Case of the equation (4′), non-faithful solutions
Here δ = ε = −1, and we may assume that ϑ = −1 and v¯ = α¯2mβ¯4n , m, n ∈ Z,
pi = pi− , see Table 3 and Remark 3.16. We consider the following pair of derived
equations (corresponding to non-faithful solutions). The first derived equation is (4nf1 )
in Z[pi], pi = pi− , with the unknowns y¯ ∈ pi and x˜ ∈ Z[pi] such that w−(y¯) = 1,
see Lemma 5.8. By this Lemma, for |m| + |n| > 0 the solutions have the form
y¯ = y¯` = c¯`, x˜ = x˜` = 1−c¯
2d
1+c¯` where d = gcd(m, n), ` ∈ Z such that ` | d , and
c = αm/dβ2n/d ∈ pi , while for m = n = 0 the solutions have the form y¯ = y¯L,` =
α¯Lβ¯2`, x˜ = x˜L,` = 0 where L, ` ∈ Z. Our second derived equation will be the following
equation in the quotient Q = Q− , see (37):
(4nf2 )
 2X − pQ
(
1− c¯ −2d
1 + c¯ −`
· Y
)
= pQ
(
V +
1− c¯ −2d
1− c¯2`
)
if |m|+ |n| > 0,
2X = pQ(V) if m = n = 0.
Here the projection pQ and the polynomial V ∈ Z[pi] are defined as in (40) with
pi = pi− , B = B− = αβαβ−1 , c = αm/dβ2n/d , while the unknowns are either (`,X, Y)
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with ` ∈ Z, ` | d , X ∈ Q, Y ∈ Z[pi] if |m| + |n| > 0, or (L, `,X,Y) with L, ` ∈ Z,
X ∈ Q, Y ∈ Z[pi] if m = n = 0.
In the special case m = n = 0, the second derived equation (4nf2 ) has the form
2X = pQ(V) with the unknowns L, ` ∈ Z, X ∈ Q, Y ∈ Z[pi]. As above, it admits a
solution if and only if 2 | pQ(V), moreover for 2 | pQ(V) the value of X is uniquily
determined, while the unknowns (L, `, Y) take arbitrary values, in order to determine a
solution.
Case of the equation (4′), faithful solutions
Here δ = ε = −1, and we may assume that ϑ = −1 and v¯ = β¯2n , n ∈ Z, pi = pi− ,
see Table 2 and Remark 3.16. We consider the following pair of derived equations
(corresponding to faithful solutions). The first derived equation is (4f1) in Z[pi], pi = pi− ,
with the unknowns y¯ ∈ pi and x˜ ∈ Z[pi] such that w−(y¯) = −1, see Lemma 5.6. By
this Lemma, the solutions have the form y¯ = y¯L,` = α¯Lβ¯`, x˜ = x˜L,` =
1−β¯2n
1+α¯Lβ¯` where
L, ` ∈ Z satisfy (38) (the latter condition in (38) corresponds to the fact that a solution
to be found is faithful). Our second derived equation will be the following equation in
the quotient Q = Q− , see (37):
(4f2) 2ϕ
L(X)− pQ
(
1− β¯−2n
1− β¯−` · ϕ
L(Y)
)
= pQ
(
ϕL(V)− 1− β¯
−2n
1− β¯2 β¯
1− α¯L
1− α¯ +
1− β¯−2n
1− β¯2`
)
.
Here the projection pQ , the automorphism ϕ of Q, and the polynomial V ∈ Z[pi] are
defined as in (39), while the unknowns are (L, `,X,Y) with L, ` ∈ Z as in (38), and
X ∈ Q, Y ∈ Z[pi].
In the special case n = 0, the second derived equation (4f2) has the form 2X = pQ(V)
with the unknowns L, ` ∈ Z, ` odd, and X ∈ Q, Y ∈ Z[pi]. As above, it admits a
solution if and only if 2 | pQ(V). Moreover, if 2 | pQ(V) then the value of X is uniquily
determined, while the unknowns (L, `, Y) take arbitrary values, in order to determine a
solution.
Theorem 5.10 Under the hypothesis of Theorem 5.1, suppose that v0 ∈ F2 is the
representative of v¯ ∈ pi , as in (39) or (40), and (x, y) is a solution of one of the
equations (2′), (3′) or (4′) from Section 3.3, in a “mixed” case, see Remark 3.16
and Tables 2 and 3. Let (xL,`, yL,`) be the corresponding representative, given by
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Remarks 5.3, 5.5, 5.7 and 5.9, of the solution (x˜, y¯) ∈ (Z[pi])× pi of the corresponding
first derived equation (21), (31), (4f1) or (4
nf
1 ) (see Lemmas 5.2, 5.4, 5.6 and 5.8) where
the subscript L is not necessarily present. Let X ∈ Q, Y,V ∈ Z[pi] be the images of
the elements x−1L,`x ∈ [N,N], y−1L,`y, v−10 v ∈ N under the projections qNF : [N,N] →
Q ≈ [N,N]/[F2, [N,N]] and qN : N → (Z[pi],+) ≈ Nab , respectively:
X = qNF (x
−1
L,`x) ∈ Q, Y = qN(y−1L,`y) ∈ Z[pi], V = qN(v−10 v) ∈ Z[pi],
where the natural identifications Nab ≈ (Z[pi],+) and [N,N]/[F2, [N,N]] ≈ Q are
given by (25), (26), and (32), (33). Then the quadruple (L, `,X,Y) (or the triple
(`,X,Y), respectively) satisfies the corresponding equation (22), (32), (4f2) or (4
nf
2 ),
described above, called the second derived equation.
5.4 Derivation of the second derived equation
Here we give a proof of Theorem 5.10, that is we derive the equations (22) and (32)
from the equations (2′) and (3′), respectively, and the equations (4f2) and (4
nf
2 ) from the
equation (4′), in the “mixed” cases, see Section 3.3 and Remark 3.16.
The following three technical Lemmas will be useful for deriving the second derived
equations (22) and (4f2) from the equations (2
′) and (4′), respectively.
Lemma 5.11 In the free group F2 = 〈α, β |〉, put B = αβαβ−1 and denote Bu =
uBu−1 , u ∈ F2 . Then, for any L ∈ Z,
αLβαLβ−1 =
{
BαL−1BαL−2 . . .BαB, L ≥ 0,
B−1
αL
B−1
αL+1
. . .B−1
α−1 , L < 0.
If N = 〈〈B〉〉 and pi = pi− = F2/N then, under the projection qN : N →
(Z[pi],+) ≈ Nab = N/[N,N], see (25), (26), the element αLβαLβ−1 is mapped to
qN(αLβαLβ−1) = 1−α¯
L
1−α¯ .
Proof Let us calculate αLβαLβ−1 . For L ≥ 0 we prove the formula by induction.
For L = 0, 1 the formula is obviously true. From the formula for L ≥ 1 we get the
formula for L + 1 as follows:
αL+1βαL+1β−1 = α(αLβαLβ−1)α−1αβαβ−1 = α(BαL−1BαL−2 . . .BαB)α
−1 · B
= (BαLBαL−1 . . .Bα2Bα)B = BαLBαL−1 . . .BαB.
Using the above formula, we get the formula for L < 0:
αLβαLβ−1 = αL(α−Lβα−Lβ−1)−1α−L = αL(Bα−L−1Bα−L−2 . . .BαB)
−1α−L
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= αL(B−1B−1α . . .B
−1
α−L−2B
−1
α−L−1)α
−L = B−1
αL
B−1
αL+1
. . .B−1
α−2B
−1
α−1 .
In the abelianised group N , which is identified with (Z[pi−],+), see Proposition 4.1,
we have
qN(αLβαLβ−1) = qN(BαL−1BαL−2 . . .BαB) = α¯
L−1 + α¯L−2 + . . .+ α¯+ 1 =
1− α¯L
1− α¯
if L ≥ 0, and
qN(αLβαLβ−1) = qN(B−1αL B
−1
αL+1
. . .B−1
α−1) = −α¯L − α¯L+1 − . . .− α¯ −1 =
1− α¯L
1− α¯
if L < 0.
Remark 5.12 Under the assumptions of Lemma 5.11, one can prove the following
generalization of the formulae from this Lemma, for arbitrary L, ` ∈ Z where ` is odd:
αLβ`αLβ−`=

∏L
k=1
[(∏(`−1)/2
i=1 B
−1
αL+1−kβ`−2i
)∏(`−1)/2
j=0 BαL−kβ2j
]
, ` > 0,∏L
k=1
[(∏(−`−1)/2
i=0 BαL+1−kβ`+2i
)∏(−`−1)/2
j=1 B
−1
αL−kβ−2j
]
, ` < 0
if L ≥ 0, and
αLβ`αLβ−` =

∏−1
k=L
[(∏0
j=(1−`)/2 B
−1
αkβ−2j
)∏−1
i=(1−`)/2 Bαk+1β`+2i
]
, ` > 0,∏−1
k=L
[(∏−1
j=(1+`)/2 Bαkβ2j
)∏0
i=(1+`)/2 B
−1
αk+1β`−2i
]
, ` < 0
if L < 0. Observe that the formulae for L < 0 can be easily obtained from the
formulae for L > 0 via the identity αLβ`αLβ−` = αL(α−Lβ`α−Lβ−`)−1α−L . The
above formulae (for L > 0) can be proved either by straightforward calculations, or
geometrically, by identifying the subgroup N = 〈〈B〉〉 with the fundamental group of
a suitable covering of the punctured Klein bottle, and interpreting elements of N as
based loops on this covering, considered up to the based homotopy. In more detail, we
consider a punctured Klein bottle K∗ = K \ ◦D with base point P ∈ ∂D, where K is the
Klein bottle, and D ⊂ K a closed disk. We interprete K as the quotient of the Euclidean
plane K˜ by the free action of the group pi = F2/N on K˜ by isometries of the plane,
in a usual way. We can also identify pi1(K,P) = pi , pi1(K∗,P) = F2 , and the element
B = αβαβ−1 ∈ F2 with the homotopy class of the (suitably oriented) boundary circle
∂K∗ . Consider the covering K˜∗ of K∗ corresponding to the subgroup N = 〈〈B〉〉. It
is a punctured plane with infinitely many punctures, moreover the inclusion K∗ ↪→ K
lifts to an inclusion K˜∗ ↪→ K˜ . Let us consider a based loop γ on K∗ , whose homotopy
class equals [γ] = αLβ`αLβ−` ∈ F2 . Since [γ] ∈ N , this loop lifts to the covering K˜∗ .
The obtained based loop γ˜ on K˜∗ can be considered as a rectangle of “width” L and
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“height” ` on the plane K˜ . Representing the elements Bu , u ∈ F2 , by suitable based
loops on K˜∗ , one can decompose the element [γ˜] ∈ N into the product of Bu , u ∈ F2 ,
in many different ways. One can check that the above formulae give one of the ways
for such a decomposition.
Lemma 5.13 Suppose n,L ∈ Z, n 6= 0, cL = βα−L , B = αβαβ−1 . Then
β−2nc2nL =

∏n−1
j=0 β
1−2n+2j(α−Lβα−Lβ−1)β2n−2j−1, n > 0,∏−n
j=1 β
1−2n−2j(α−Lβα−Lβ−1)−1β2n+2j−1, n < 0,
thus the element β−2nc2nL ∈ F2 belongs to the subgroup N = 〈〈B〉〉. If pi = pi− = F2/N
then, under the projection qN : N → (Z[pi],+) ≈ Nab = N/[N,N], see (25), (26), the
element β−2nc2nL is mapped to qN(β−2nc2nL ) = −β¯ 1−β¯
−2n
1−β¯2 · 1−α¯
−L
1−α¯ .
Proof Suppose n > 0. Then
β−2nc2nL = β
1−2n·(α−Lβα−Lβ−1)·β2(α−Lβα−Lβ−1)β−2·β4(α−Lβα−Lβ−1)β−4
· · ·β2n−4(α−Lβα−Lβ−1)β4−2n · β2n−2(α−Lβα−Lβ−1)β2−2n · β2n−1
= β1−2n ·
n−1∏
j=0
β2j(α−Lβα−Lβ−1)β−2j
 · β2n−1
=
n−1∏
j=0
β1−2n+2j(α−Lβα−Lβ−1)β2n−2j−1 ∈ N
by Lemma 5.11. In the abelianised group N , which is identified with (Z[pi−],+), see
Proposition 4.1, we obtain
qN(β−2nc2nL ) = β¯
1−2n ·
n−1∑
j=0
β¯2jqN(α−Lβα−Lβ−1)
which, by Lemma 5.11, equals
β¯1−2n ·
n−1∑
j=0
β¯2j
1− α¯ −L
1− α¯ = β¯
1−2n · 1− β¯
2n
1− β¯2 ·
1− α¯ −L
1− α¯ = −β¯
1− β¯−2n
1− β¯2 ·
1− α¯ −L
1− α¯ .
Geometry & TopologyMonographs 14 (2008)
264 Daciberg L Gonc¸alvesElena KudryavtsevaHeiner Zieschang
Suppose n < 0. Then we have
β−2nc2nL = β
−2n(βα−L)2n = β−2n(αLβ−1)−2n
= β1−2n·β−2(βαLβ−1αL)β2·β−4(βαLβ−1αL)β4·β−6(βαLβ−1αL)β6
· · ·β2n+2(βαLβ−1αL)β−2n−2 · β2n(βαLβ−1αL)β−2n · β2n−1
= β1−2n ·
−n∏
j=1
β−2j(α−Lβα−Lβ−1)−1β2j
 · β2n−1
=
−n∏
j=1
β1−2n−2j(α−Lβα−Lβ−1)−1β2n+2j−1 ∈ N
by Lemma 5.11. In the abelianised group N , which is identified with (Z[pi−],+), see
Proposition 4.1, we obtain
qN(β−2nc2nL ) = −β¯1−2n ·
−n∑
j=1
β¯−2jqN(α −Lβα−Lβ−1)
which, by Lemma 5.11, equals
−β¯1−2n ·
−n∑
j=1
β¯−2j
1− α¯ −L
1− α¯ = β¯
1−2n · 1− β¯
2n
1− β¯2 ·
1− α¯ −L
1− α¯ = −β¯
1− β¯−2n
1− β¯2 ·
1− α¯ −L
1− α¯ .
Derivation of (32)
Here B = αβα−1β−1 , N = 〈〈B〉〉. As in Lemma 5.4, we assume that v¯ = α¯2mβ¯2n ,
m, n ∈ Z.
Suppose |m|+ |n| > 0, thus v = c2dPv where c = αm/dβn/d , d = gcd(m, n), Pv ∈ N ,
thus Pv =
∏
Bnivi =
∏r
i=1 B
ni
vi , see (40). It follows from Lemma 5.4 that any solution
(x, y) of (3′) has the form x = x`ξ , y = y`η , for some ` ∈ Z with ` | d , ξ ∈ [N,N],
and η ∈ N , where x`, y` are given by Remark 5.5. The equation (3′) has the form
xyxy−1 = c2dPv B−1 P−1v c
−2d B.
Thus, the equation has the following form in the new unknowns `, ξ, η :
(41) x`ξ y`η x`ξ η−1y−1` = c
2dPv B−1 P−1v c
−2d B.
We will start by analyzing both sides of this equality modulo [F2, [N,N]], and we will
complete by using the presentation (33) of [N,N]/[F2, [N,N]]. We shall represent
Geometry & TopologyMonographs 14 (2008)
Some quadratic equations in the free group of rank 2 265
elements of N/[F2, [N,N]] by elements of N , identified under the congruence relation
g1 ≡ g2 modulo [F2, [N,N]], and shall write g1 ≡ g2 whenever g1g−12 ∈ [F2, [N,N]].
The right-hand side of (41) modulo [F2, [N,N]] equals
c2dPv B−1 P−1v c
−2d B = c2d[Pv,B−1]B−1c−2dB
≡ c2dB−1c−2dB[Pv,B−1] = B−1c2d B[Pv,B−1].
The left-hand side of (41) modulo [F2, [N,N]] equals
(42) ξ2x`y`x`y−1` · y`[x−1` , η]y−1` ≡ ξ2x`y`x`y−1` [x−1` , η],
since the elements ξ , [x−1` , η] belong to [N,N] and, hence, they commute with any
element of F2 in the quotient F2/[F2, [N,N]]. Let us calculate x`y`x`y−1` in the quotient
F2/[F2, [N,N]]. We have, by Remark 5.5,
x`y`x`y−1` =
(
Bc2d−2`Bc2d−4` . . .Bc2`B · B−1c` B−1c3` . . .B−1c2d−3`B−1c2d−`
) · c`
· (Bc2d−2`Bc2d−4` . . .Bc2`B · B−1c` B−1c3` . . .B−1c2d−3`B−1c2d−`) · c−`
= Bc2d−2`Bc2d−4` . . .Bc2`B · B−1c2`B−1c4` . . .B−1c2d−2`B−1c2d
≡ B−1c2d B ·
d∏`
j=1
[B,B−1c2j`] if ` > 0;(43)
x`y`x`y−1` =
(
B−1c2d B
−1
c2d+2` . . .B
−1
c−4`B
−1
c−2` · Bc−`Bc−3` . . .Bc2d+3`Bc2d+`
) · c`
· (B−1c2d B−1c2d+2` . . .B−1c−4`B−1c−2` · Bc−`Bc−3` . . .Bc2d+3`Bc2d+`) · c−`
= B−1c2d B
−1
c2d+2` . . .B
−1
c−4`B
−1
c−2` · BBc−2` . . .Bc2d+4`Bc2d+2`
≡ B−1c2d B ·
− d
`
−1∏
j=1
[B−1c−2j` ,B] if ` < 0.(44)
Therefore, after cancelling the common factor B−1c2d B from the both sides, the equation
has the following form in the quotient F2/[F2, [N,N]]:
ξ2 ·
 d∏`
j=1
[B,B−1c2j`]
 · [x−1` , η] ≡ [Pv,B−1] for ` > 0,
ξ2 ·
− d`−1∏
j=1
[B−1c−2j` ,B]
 · [x−1` , η] ≡ [Pv,B−1] for ` < 0.
Both sides of the latter equation belong to N1 = [N,N]. After identification of
N1/[F2,N1] with Q = (Z[pi \ {1}])/ ∼, see Proposition 4.5, and denoting X =
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qNF (ξ) ∈ Q ≈ N1/[F2,N1], Y = qN(η) ∈ Z[pi], V = qN(Pv) ∈ Z[pi], we get,
using (33) and Lemma 5.4, the equation
(45)

2X + pQ
 d∑`
j=1
c¯ −2j` − 1− c¯
−2d
1 + c¯ −`
· Y
 = pQ(V), ` > 0,
2X + pQ
−− d`−1∑
j=0
c¯2j` − 1− c¯
−2d
1 + c¯ −`
· Y
 = pQ(V), ` < 0,
which coincides with the desired equation (32) for |m|+ |n| > 0.
Consider the case m = n = 0, that is v¯ = 1. We have v = Pv ∈ N where
Pv =
∏
Bnivi =
∏r
i=1 B
ni
vi . It follows from Lemma 5.4 that any solution (x, y) of (3
′)
has the form x = xL,`ξ , y = yL,`η with xL,` = 1, yL,` = αLβ` , for some L, ` ∈ Z,
ξ ∈ [N,N], and η ∈ N , see Remark 5.5. Similarly to above, we obtain the equation (41)
where x`, y`, c2d are replaced by xL,` = 1, yL,` , 1, respectively. It follows from
xL,` = 1 that xL,`yL,`xL,`y−1L,` = 1 and [x
−1
L,`, η] = 1, hence the left-hand side modulo
[F2, [N,N]] equals ξ2 . As above, the right-hand side modulo [F2, [N,N]] equals
[Pv,B−1]. After identification of N1/[F2,N1] with Q = Z[pi \ {1}]/ ∼, and denoting
X = qNF (ξ) ∈ Q ≈ N1/[F2,N1], Y = qN(η) ∈ Z[pi], V = qN(Pv) ∈ Z[pi], we get,
using (33), the desired equation
2X = pQ(V).
This finishes the derivation of (32) from (3′).
Derivation of (4nf2 )
Here B = αβαβ−1 , N = 〈〈B〉〉. As in Lemma 5.8, we assume that v¯ = α¯2mβ¯4n ,
m, n ∈ Z.
Suppose |m|+ |n| > 0, thus v = c2dPv where c = αm/dβ2n/d , d = gcd(m, n), Pv ∈ N ,
thus Pv =
∏
Bnivi =
∏r
i=1 B
ni
vi . It follows from Lemma 5.8 that any non-faithful solution
(x, y) of (4′) has the form x = x`ξ , y = y`η for some ` ∈ Z with ` | d , ξ ∈ [N,N], and
η ∈ N , where x`, y` are given by Remark 5.9.
The rest of the derivation is similar to that of (32).
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Derivation of (22)
Here B = αβαβ−1 , N = 〈〈B〉〉. As in Lemma 5.2, we assume that v = β2nPv , where
Pv =
∏
Bnivi , n, ni ∈ Z, vi ∈ F2 . By this Lemma, any non-faithful solution (x, y) of (2′)
has the form x = xL,`ξ , y = yL,`η for L, ` ∈ Z as in (38), ξ ∈ [N,N], and η ∈ N ,
where xL,`, yL,` are given by Remark 5.3. The equation (2′) has the form
xyx−1y−1 = β2nPv B−1 P−1v β
−2n B.
Thus, the equation has the following form in the new unknowns L, `, ξ, η :
xL,`ξ yL,`η ξ−1x−1L,` η
−1y−1L,` = β
2nPv B−1 P−1v β
−2n B.
As above, we will analyze both sides of this equality modulo [F2, [N,N]], and will
write g1 ≡ g2 whenever g1g−12 ∈ [F2, [N,N]].
The right-hand side modulo [F2, [N,N]] equals
β2nPv B−1 P−1v β
−2n B = β2n[Pv,B−1]B−1β−2nB
≡ β2nB−1β−2nB[Pv,B−1] = B−1β2nB[Pv,B−1].(46)
The left-hand side modulo [F2, [N,N]] equals
[xL,`, yL,`] · yL,`[xL,`, η]y−1L,` ≡ [xL,`, yL,`] · [xL,`, η],
since the elements ξ , [xL,`, η] belong to [N,N] and, hence, they commute with
any element of F2 in the quotient F2/[F2, [N,N]]. Let us calculate [xL,`, yL,`] in
F2/[[N,N],F2]. Denote cL = βα−L , thus x˜L,` =
1−c¯2nL
1−c¯`L
and y¯L,` = c¯`L . For n/` ≥ 0
we have, by Remark 5.3,
[xL,`, yL,`] =
(
Bc2n−`L Bc2n−2`L . . .Bc`LB
) · c`L · (B−1B−1c`L . . .B−1c2n−2`L B−1c2n−`L ) · c−`L
= Bc2n−`L Bc2n−2`L . . .Bc`LB · B
−1
c`L
B−1
c2`L
. . .B−1
c2n−`L
B−1
c2nL
≡ B−1
c2nL
B ·
2 n∏`
j=1
[B,B−1
cj`L
],
while for n/` < 0 we have, by Remark 5.3,
[xL,`, yL,`] =
(
B−1
c2nL
B−1
c2n+`L
. . .B−1
c−2`L
B−1
c−`L
) · c`L · (Bc−`L Bc−2`L . . .Bc2n+`L Bc2nL ) · c−`L
= B−1
c2nL
B−1
c2n+`L
. . .B−1
c−2`L
B−1
c−`L
· BBc−`L . . .Bc2n+2`L Bc2n+`L
≡ B−1
c2nL
B ·
−2 n
`
−1∏
j=1
[B−1
c−j`L
,B].
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Therefore, after multiplying the both sides by B−1Bc2nL , the equation has the following
form in the quotient F2/[F2, [N,N]]:( 2 n∏`
j=1
[B,B−1
cj`L
]
)
· [xL,`, η] ≡ B−1β2nBc2nL · [Pv,B
−1] for n/` ≥ 0,
(−2 n`−1∏
j=1
[B−1
c−j`L
,B]
)
· [xL,`, η] ≡ B−1β2nBc2nL · [Pv,B
−1] for n/` < 0.
Observe that
(47) B−1
β2n
Bc2nL = β
2n[B−1, β−2nc2nL ]β
−2n ≡ [B−1, β−2nc2nL ] ∈ [N,N],
due to Lemma 5.13. In particular, both sides of the obtained equation belong to
N1 = [N,N]. After identification of N1/[F2,N1] with Q = Z[pi\{1}]/ ∼, see (32), (33),
and denoting X = qNF (ξ) ∈ Q ≈ N1/[F2,N1], Y = qN(η) ∈ Z[pi], V = qN(Pv) ∈ Z[pi],
we get, using Lemma 5.13 and (33), the equation
(48) pQ
(
−1− c¯
−2n
L
1− c¯`L
+
1− c¯ −2nL
1− c¯ −`L
· Y
)
= pQ
(
V + β¯
1− β¯−2n
1− β¯2 ·
1− α¯ −L
1− α¯
)
.
Since the automorphism ϕL sends c¯L = α¯Lβ¯ 7→ β¯ , β¯ 7→ β¯α¯L , and leaves fixed α¯ and
β¯2 , we obtain, after applying the automorphism ϕL to both sides of the latter equation,
the desired equation (22).
Derivation of (4f2)
Here B = αβαβ−1 , N = 〈〈B〉〉. As in Lemma 5.6, we assume that v = β2nPv , where
Pv =
∏
Bnivi , n ∈ Z. By this Lemma, any faithful solution (x, y) of (4′) has the form
x = xL,`ξ , y = yL,`η for L, ` ∈ Z as in (38), ξ ∈ [N,N], and η ∈ N , where xL,`, yL,`
are given by Remark 5.7. The equation (4′) has the left-hand side similar to that of (3′)
and the right-hand side as in (2′):
xyxy−1 = β2nPv B−1 P−1v β
−2n B.
Thus, the equation has the following form in the new unknowns L, `, ξ, η :
xL,`ξ yL,`η xL,`ξ η−1y−1L,` = β
2nPv B−1 P−1v β
−2n B.
As above, we will analyze both sides of this equality modulo [F2, [N,N]], and will
write g1 ≡ g2 whenever g1g−12 ∈ [F2, [N,N]].
Geometry & TopologyMonographs 14 (2008)
Some quadratic equations in the free group of rank 2 269
As in (46), the right-hand side modulo [F2, [N,N]] equals B−1β2nB[Pv,B
−1]. Sim-
ilarly to (42), one shows that the left-hand side modulo [F2, [N,N]] is equal to
ξ2xL,`yL,`xL,`y−1L,`[x
−1
L,`, η]. Moreover, using Remark 5.7, we have, similarly to (43)
and (44),
xL,`yL,`xL,`y−1L,` ≡

B−1
c2nL
B ·∏ n`j=1[B,B−1c2j`L ], n/` ≥ 0,
B−1
c2nL
B ·
− n
`
−1∏
j=1
[B−1
c−2j`L
,B], n/` < 0.
Therefore, after multiplying the both sides by B−1Bc2nL , the equation has the following
form in the quotient F2/[F2, [N,N]]:
ξ2 ·
( n∏`
j=1
[B,B−1
c2j`L
]
)
· [x−1L,`, η] ≡ B−1β2nBc2nL · [Pv,B
−1] for n/` ≥ 0,
ξ2 ·
(− n`−1∏
j=1
[B−1
c−2j`L
,B]
)
· [x−1L,`, η] ≡ B−1β2nBc2nL · [Pv,B
−1] for n/` < 0.
By (47), both sides of the obtained equation belong to N1 = [N,N]. After identification
of N1/[F2,N1] with Q = (Z[pi \ {1}])/ ∼, see Proposition 4.5, and denoting X =
qNF (ξ) ∈ Q ≈ N1/[F2,N1], Y = qN(η) ∈ Z[pi], V = qN(Pv) ∈ Z[pi], we get, similarly
to (45) for the left-hand side, and to (48) for the right-hand side, the equation
2X − pQ
(
1− c¯ −2nL
1− c¯2`L
+
1− c¯ −2nL
1 + c¯ −`L
· Y
)
= pQ
(
V + β¯
1− β¯−2n
1− β¯2 ·
1− α¯ −L
1− α¯
)
.
Since the automorphism ϕL sends c¯L = α¯Lβ¯ 7→ β¯ , β¯ 7→ β¯α¯L , and leaves fixed α¯ and
β¯2 , we obtain, after applying the automorphism ϕL to both sides of the latter equation,
the desired equation (4f2).
This finishes the proof of Theorem 5.10.
6 Solutions of the second derived equations
In this section we give a necessary and sufficient condition for each of the second
derived equations (22), (32), (4f2) and (4
nf
2 ), see Section 5.3, to have a solution. As a
consequence, we will describe, in each of the mixed cases, many infinite families of
v’s for which the equation (8) has no solution, see Remark 3.16 and Tables 4 and 5.
Unfortunately it is not true that if the second derived equation has a solution then the
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original equation also has a solution, see Example 6.11. As we noticed in Remark 3.16,
for a given v¯ ∈ pi which corresponds to a mixed case, it is not an easy task to classify all
the elements in p−1(v¯) with respect to the property that the corresponding equation (8)
has a solution or has no solution. In fact we do not know v¯ for which the answer is
completely known.
In the following three assertions, we list some identities in the quotient Q = Z[pi \
{1}]/ ∼, see (37) and (31), which will be used for solving the second derived equations
(22), (32), (4f2) and (4
nf
2 ).
As above, pi = pi± denotes the group piε = 〈α, β | αβα−εβ−1〉, ε ∈ {1,−1}, and
u¯ ∈ pi denotes the class of an element u ∈ F2 = 〈α, β |〉 in pi . Consider the natural
projection pQ : Z[pi]→ Q, see (7). It has the kernel
(49) K = ker pQ = Z[{1}]⊕ 〈{g + g−1 | g ∈ pi \ {1}}〉,
where 〈S〉 denotes the minimal abelian subgroup of (Z[pi],+) containing a subset
S ⊂ Z[pi]. We will represent elements of Q by elements of Z[pi], identified under
the congruence relation X1 ≡ X2 modulo K , and shall write X1 ≡ X2 whenever
X1 − X2 ∈ K .
Lemma 6.1 For any x ∈ pi , k ∈ Z, the following congruences in Z[pi] hold modulo
K :
(a)
1− x2k
1− x x
1−k ≡ xk, (b) 1− x
2k
1− x2 x
1−k ≡ 0, (c) 1− x
2k
1− x2 x
−k ≡ x−k.
Proof (a) The difference of the left-hand side and the right-hand side equals
x1−k − xk
1− x =
x1−k − x
1− x +
x− 1
1− x +
1− xk
1− x =
x−k − 1
x−1 − 1 − 1 +
1− xk
1− x ≡ 0;
1− x2k
1− x2 x
1−k =

x1−k + x3−k + . . .+ xk−3 + xk−1 ≡ 0, k > 0,
0, k = 0,
−x−1−k − x−3−k − . . .− xk+3 − xk+1 ≡ 0, k < 0;
(b)
1− x2k
1− x2 x
−k =

x−k + x2−k + . . .+ xk−4 + xk−2 ≡ x−k, k > 0,
0, k = 0,
−x−2−k − x−4−k − . . .− xk+2 − xk ≡ x−k, k < 0.
(c)
This completes the proof.
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Corollary 6.2 For any x ∈ pi = pi− and n,L, `, k,m ∈ Z with ` | n and ` odd, the
following congruences in Z[pi−] hold modulo K :
β¯n ≡ 1− β¯
2n
1− α¯Lβ¯` α¯
Lβ¯`−n if n is even,(a)
1− x2k
1− x2 x
2m ≡ 1− x
2k
1 + x
· x
2m − x1−k
1− x ≡
1− x2k
1− x ·
x2m + (−1)kx1−k
1 + x
,(b)
1− β¯2n
1− β¯2` β¯
2k`α¯m ≡ 1− β¯
2n
1− α¯Lβ¯` ·
β¯2k` + α¯Lβ¯`−n
1 + α¯Lβ¯`
α¯m if n is even.(c)
Lemma 6.3 For any n,L, ` ∈ Z with ` | n and ` odd, there exists Z1 ∈ Z[pi−]
satisfying the following congruence in Z[pi−] modulo K , for any m ∈ Z:
1− β¯−2n
1− β¯2 β¯α¯
m ≡ (1− β¯2n) · Z1 · α¯m +
0, n even,β¯nα¯m, n odd.
Proof If n is even, we put Z1 := −1−β¯n1−β¯2 β¯1−2n ; then
(1− β¯2n) · Z1 · α¯m = 1− β¯
−2n
1− β¯2 (1− β¯
n)β¯α¯m ≡ 1− β¯
−2n
1− β¯2 β¯α¯
m,
where the latter congruence is due to Lemma 6.1(b). If n is odd, we put Z1 :=
−1−β¯n−11−β¯2 β¯1−2n ; then
(1− β¯2n) · Z1 · α¯m = 1− β¯
−2n
1− β¯2 (1− β¯
n−1)β¯α¯m ≡ 1− β¯
−2n
1− β¯2 β¯α¯
m − β¯nα¯m,
where the latter congruence is due to Lemma 6.1(c).
Denote Q′ = Q⊗ Z2 , and consider the natural projection
(50) pQ′ : Z2[pi]→ Q′ ≈ (Z2[pi \ {1}])/〈g + g−1 | g ∈ pi \ {1}〉,
compare (7). In this section, we will only consider the unsolved case v¯ 6= 1.
Case of the equations (32) and (4nf2 )
Observe that these equations have similar form, where (32) is in Q+ , while (4nf2 ) is in
Q− , see Section 5.3.
More specifically, for the equation (32), we have B = [α, β], pi = pi+ , Q = Q+ ,
v¯ = α¯2mβ¯2n = c¯2d ∈ pi , where c¯ = α¯m/dβ¯n/d , m, n ∈ Z, |m|+ |n| > 0, d = gcd(m, n).
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For the equation (4nf2 ), we have B = αβαβ
−1 , pi = pi− , Q = Q− , v¯ = α¯2mβ¯4n =
c¯2d ∈ pi , where c¯ = α¯m/dβ¯2n/d , m, n ∈ Z, |m| + |n| > 0, d = gcd(m, n), thus c¯ is
orientation-preserving, and is not a proper power of an orientation-preserving element
of pi = pi− .
Observe that the existence of a solution (`,X,Y) of the equation (32) in Q = Q+ is
equivalent to the existence of a solution (`, Z′) of the following equation in Q′ = Q⊗Z2 ,
with the same ` | d and V ′ := V mod 2 ∈ Z2[pi+], Z′ := Z mod 2 ∈ Z2[pi+] where
Z = c¯`−2d · Y + c¯ −2d−c¯`−d1−c¯` :
(3¯2) pQ′
(
1− c¯2d
1 + c¯`
· Z′
)
= pQ′(V ′),
due to Corollary 6.2(b).
Similarly, the existence of a solution (`,X,Y) of the equation (4nf2 ) in Q = Q− is
equivalent to the existence of a solution (`, Z′) of the following equation in Q′ = Q⊗Z2 ,
with the same ` | d and V ′ := V mod 2 ∈ Z2[pi−], Z′ := Z mod 2 ∈ Z2[pi−] where
Z = c¯`−2d · Y + c¯ −2d−c¯`−d1−c¯` :
(4¯ nf2 ) pQ′
(
1− c¯2d
1 + c¯`
· Z′
)
= pQ′(V ′).
In the following Theorem 6.4 and Proposition 6.5, we will formulate necessary and
sufficient conditions for each of the equations (3¯2) and (4¯ nf2 ) to have a solution, when
v¯ 6= 1.
Denote u¯ = c¯d ∈ pi = piε , thus v¯ = u¯2 . Consider the left actions on pi of the free
groups G = 〈t, i |〉, Gˆ = 〈tˆ, iˆ |〉 of rank 2, where the actions of the generators t, i and
tˆ, iˆ are defined by
t · g = c¯g, i · g = g−1, g ∈ pi,(51)
tˆ · g = u¯g = c¯dg, iˆ · g = g−1, g ∈ pi.(52)
Clearly, Gˆ can be considered as a subgroup of G, with the inclusion map Gˆ ↪→ G,
tˆ 7→ td , iˆ 7→ i. Denote Og := G · g and Oˆg := Gˆ · g, the orbits of an element g ∈ pi
under the actions of G and Gˆ, respectively. Clearly Oˆh ⊂ Og for any g ∈ pi , h ∈ Og .
Define the Gˆ–augmentation
(53) εˆg : Z2[Oˆg]→ Z2,
r∑
k=1
mku¯k 7→
r∑
k=1
mk, mk ∈ Z2, u¯k ∈ Oˆg, g ∈ pi,
the restriction of the usual augmentation Z2[pi]→ Z2 to the subgroup Z2[Oˆg] ⊂ Z2[pi].
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Theorem 6.4 Suppose c¯ ∈ pi , d ∈ N, V ∈ Z[pi] are defined by the element v ∈ F2 ,
v¯ = c¯2d 6= 1, as in (40). Consider the actions (51), (52) of the groups G, Gˆ on pi . Each
of the equations (3¯2), (4¯ nf2 ) has the following properties:
(A) For every fixed ` | d , the corresponding equation with the unknown Z′ ∈ Z2[pi]
splits into the system of independent equations in the subspaces (Z2[Og \ {1}])/ ∼
with the unknowns Z′g ∈ Z2[Og], where g ∈ pi .
(B) The following conditions are pairwise equivalent:
(i) the equation admits a solution;
(ii) the equation admits a solution with ` = d ;
(iii) for every h ∈ pi \ Oˆ1 , the projection Vˆ ′h of the element V ′ := V mod 2 ∈ Z2[pi]
to the subspace Z2[Oˆh] has vanishing Gˆ–augmentation: εˆh(Vˆ ′h) = 0.
Proof (A) Clearly, the equivalence g ∼ g−1 , g ∈ pi \ {1}, on pi \ {1} induces
an equivalence relation on Og \ {1}, for each orbit Og . Moreover, two elements of
Z2[pi \{1}] are equivalent if and only if their projections to each subspace Z2[Og \{1}]
are equivalent. Since 1−c¯
2d
1+c¯` · Z′ belongs to Z2[Og] whenever Z′ ∈ Z2[Og], the induced
equations in the quotients of Z2[Og \ {1}] by ∼ are pairwise independent (for every
fixed `).
(B) Consider the natural projection pQ′ : Z2[pi]→ Q′ = Q⊗ Z2 , see (50). It has the
kernel
K′ = ker pQ′ = Z2[{1}]⊕ 〈{g + g−1 | g ∈ pi \ {1}}〉,
where 〈S〉 denotes the minimal abelian subgroup of (Z2[pi],+) containing a subset
S ⊂ Z2[pi], compare (49). Similarly to Lemma 6.1, Corollary 6.2 and Lemma 6.3, we
will represent elements of Q′ by elements of Z2[pi], identified under the congruence
relation X1 ≡ X2 modulo K′ , and shall write X1 ≡ X2 whenever X1 − X2 ∈ K′ .
(i) =⇒ (ii) Suppose that (`,Z′) is a solution. Then the left-hand side equals
1− c¯2d
1 + c¯`
· Z′ = 1− c¯
2d
1 + c¯d
· 1 + c¯
d
1 + c¯`
· Z′.
Since the right-hand sides of (3¯2) and (4¯ nf2 ) do not depend on `, the pair (d,
1+c¯d
1+c¯` · Z′)
is a solution.
(ii) =⇒ (iii) Suppose (d,Z′) is a solution, thus
(1− c¯d) · Z′ ≡ V ′.
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It follows that V ′ = U′ + W ′ , where U′ is a linear combination of the elements of the
form (1− c¯d)g1 , g1 ∈ pi , while W ′ ∈ K is a linear combination of the elements of the
form g2 + g−12 and g3 , g2 ∈ pi \ {1}, g3 = 1 ∈ pi .
Take any h ∈ pi \ Oˆ1 . It follows that Vˆ ′h is a linear combination of (1− c¯d)g1 , g2 + g−12 ,
and g3 , where g1 ∈ Oˆh , g2 ∈ Oˆh \ {1}, g3 = 1 ∈ pi ∩ Oˆh . Since g3 = 1 6∈ Oˆh , the
coefficient at g3 in this linear combination vanishes. Therefore the augmentation of
this linear combination vanishes, thus εˆh(Vˆ ′h) = 0.
(iii) =⇒ (i) Suppose εˆh(Vˆ ′h) = 0 for any h ∈ pi \ Oˆ1 . Since Vˆ ′h ∈ Z2[Oˆh], and Oˆh is
an orbit with respect to the action of the group Gˆ on pi , it follows from εˆh(Vˆ ′h) = 0 that
Vˆ ′h is a linear combination of the elements of the form (1− c¯d)g1 and g2 + g−12 , where
g1 ∈ Oˆh , g2 ∈ Oˆh \ {1}. Similarly, since one of the elements Vˆ ′1, Vˆ ′1 + 1 ∈ Z2[Oˆ1] has
vanishing Gˆ–augmentation, it follows that Vˆ ′1 is a linear combination of the elements of
the form (1− c¯d)g1 , g2 + g−12 , and g3 , where g1 ∈ Oˆ1 , g2 ∈ Oˆ1 \ {1}, g3 = 1 ∈ Oˆ1 .
This immediately gives Vˆ ′h ≡ (1 − c¯d) · Zˆ′h , for some Zˆ′h ∈ Z2[Oˆh], for every h ∈ pi .
Since V ′ equals the sum of Vˆ ′h ∈ Z2[Oˆh] over all Gˆ–orbits Oˆh ⊂ pi , we obtain the
desired decomposition V ′ ≡ (1 − c¯d) · Z′ , for some Z′ ∈ Z2[pi]. Hence (d,Z′) is a
solution.
Proposition 6.5 Suppose u¯ ∈ pi , wε(u¯) = 1, v¯ = u¯2 , where pi = piε = 〈α, β |
αβα−εβ−1〉. Consider the corresponding action (52) of the group Gˆ on pi . Then the
orbits Oˆh , h ∈ pi , under this action have the following form:
(A) Suppose ε = 1 and u¯ = α¯mβ¯n , m, n ∈ Z. Then, for h = α¯pβ¯q , p, q ∈ Z, one has
Oˆh = {u¯kh±1 | k ∈ Z} = {α¯p+kmβ¯q+kn | k ∈ Z} ∪ {α¯ −p+kmβ¯−q+kn | k ∈ Z}.
(B) Suppose ε = −1, thus u¯ = α¯mβ¯2n , m, n ∈ Z. If w−(h) = 1 then h = α¯pβ¯2q , for
some p, q ∈ Z, and
Oˆh = {u¯kh±1 | k ∈ Z} = {α¯p+kmβ¯2q+2kn | k ∈ Z} ∪ {α¯ −p+kmβ¯−2q+2kn | k ∈ Z}.
If w−(h) = −1 then h = α¯pβ¯2q+1 , for some p, q ∈ Z, and
Oˆh = {α¯kmβ¯(2k+4r)nh±1 | k, r ∈ Z}
= {α¯p+kmβ¯2q+1+(2k+4r)n | k, r ∈ Z} ∪ {α¯p+kmβ¯−(2q+1)+(2k+4r)n | k, r ∈ Z},
moreover, in the latter case, the set of all such orbits is in one-to-one correspondence
with the set Z|m| ⊕ Z|n| , where one denotes Z0 = Z, Z1 = {0}; in particular, the
number of such orbits is either |mn| if mn 6= 0, or infinite if mn = 0.
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Proof (A) Suppose h = α¯pβ¯q , and denote O¯h = {u¯kh±1 | k ∈ Z}. Obviously,
h ∈ O¯h , and O¯h is invariant under the action of Gˆ (since pi = pi+ is abelian), hence
Oˆh ⊂ O¯h . The converse inclusion follows from the fact that any element of O¯h is
obtained from h or h−1 by the left multiplication by u¯k , for some k ∈ Z. This proves
Oˆh = O¯h .
The equality of the two presentations for the set Oˆh follows from the fact that the group
pi = pi+ is abelian.
(B) Suppose w−(h) = 1, thus h = α¯pβ¯2q . Denote O¯h = {u¯kh±1 | k ∈ Z}. Obviously,
h ∈ O¯h . Since w−(u¯) = w−(h) = 1, the elements u¯ and h commute, therefore O¯h is
invariant under the action of Gˆ, hence Oˆh ⊂ O¯h . The converse inclusion follows from
the fact that any element of O¯h is obtained from h or h−1 by the left multiplication by
u¯k , for some k ∈ Z. This proves Oˆh = O¯h .
The equality of the two presentations for the set Oˆh follows from the fact that the
subgroup of pi = pi− generated by α¯, β¯2 is abelian.
Suppose now w−(h) = −1, thus h = α¯pβ¯2q+1 . Denote
O¯h = {α¯p+kmβ¯2q+1+(2k+4r)n | k, r ∈ Z} ∪ {α¯p+kmβ¯−(2q+1)+(2k+4r)n | k, r ∈ Z}.
Obviously h ∈ O¯h . Let us show that O¯h is invariant under the action of Gˆ. Since β¯2
commutes with any element of pi = pi− , and α¯pβ¯ = β¯α¯ −p , we have, for any s ∈ Z,
u¯s · α¯p+kmβ¯2q+1+2(k+2r)n = (α¯mβ¯2n)s · α¯p+kmβ¯2q+1+2(k+2r)n
= α¯smβ¯2sn · α¯p+kmβ¯2q+1+2(k+2r)n
= α¯p+(s+k)mβ¯2q+1+2(s+k+2r)n ∈ O¯h,
(α¯p+kmβ¯2q+1+(2k+4r)n)−1 = α¯p+kmβ¯−(2q+1)−(2k+4r)n ∈ O¯h,
and similarly u¯s · α¯p+kmβ¯−(2q+1)+2(k+2r)n ∈ O¯h , (α¯p+kmβ¯−(2q+1)+(2k+4r)n)−1 ∈ O¯h .
Therefore Oˆh ⊂ O¯h . The converse inclusion follows by observing that
α¯p+kmβ¯2q+1+(2k+4r)n = tˆk · α¯pβ¯2q+1+4rn = tˆk iˆtˆ−r iˆtˆr · α¯pβ¯2q+1 ∈ Oˆh,
therefore any element of O¯h belongs to the orbit Oˆh of h = α¯pβ¯2q+1 under the action
of Gˆ. This proves Oˆh ⊃ O¯h and, hence, Oˆh = O¯h .
The equality of the two presentations for the set Oˆh follows from the identities
α¯kmβ¯(2k+4r)n · h = α¯kmβ¯(2k+4r)n · α¯pβ¯2q+1
= α¯p+kmβ¯2q+1+(2k+4r)n,
and α¯kmβ¯(2k+4r)n · h−1 = α¯kmβ¯(2k+4r)n · β¯−(2q+1)α¯ −p
= α¯p+kmβ¯−(2q+1)+(2k+4r)n.
This completes the proof.
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Case of the equations (22) and (4f2)
For each of the equations (22) and (4f2), see Section 5.3, we have B = αβαβ
−1 , pi = pi− ,
Q = Q− , v¯ = β¯2n , n ∈ Z. Both equations have the unknowns (L, `,X, Y) with L, ` ∈ Z
as in (38), X ∈ Q, Y ∈ Z[pi].
Observe that the existence of a solution (L, `,X,Y) of the equation (22) in Q = Q− is
equivalent to the existence of a solution (L, `,Z) of the following equation in Q, with
the same V ∈ Z[pi−], L, ` ∈ Z satisfying (38), and with Z = c¯`−2nL Y + c¯ −2nL + C ,
c¯L = β¯α¯ −L = ϕ−L(β¯), C ∈ Z[pi−]:
(2¯2) pQ
(
1− β¯2n
1− β¯` · ϕ
L(Z)
)
= pQ(ϕL(V)) +
0, n even,−pQ (β¯n 1−α¯L1−α¯ ) , n odd,
where C is determined by Lemma 6.3. As in (22), this equation is equivalent to
0 = pQ(V) if n = 0.
Similarly, the existence of a solution (L, `,X,Y) of the equation (4f2) in Q = Q−
is equivalent to the existence of a solution (L, `,Z′) of the following equation in
Q′ = Q⊗ Z2 , with the same L, ` ∈ Z satisfying (38), with V ′ := V mod 2 ∈ Z2[pi−],
Z′ := Z mod 2 ∈ Z2[pi−], and with Z = c¯`−2nL Y + c¯
−2n
L +(−1)nc¯`−nL
1+c¯`L
+ C , C ∈ Z[pi−]
from above:
(4¯f2) pQ′
(
1− β¯2n
1− β¯` · ϕ
L(Z′)
)
= pQ′(ϕL(V ′)) +
 0, n even,−pQ′ (β¯n 1−α¯L1−α¯ ) , n odd,
due to Corollary 6.2(b). This equation is equivalent to 0 = pQ′(V ′) if n = 0.
Below (see Theorem 6.8 and Proposition 6.10), we will formulate necessary and
sufficient conditions for each of the equations (2¯2), (4¯f2) to have a solution, when v¯ 6= 1.
From now on, for the remainder of this section, let us fix an integer n 6= 0, and denote
by s the exponent of 2 in the prime factorization of |n|; put µ = n|n|2s , `max = |n|2s = nµ ,
the greatest odd divisor of n. Consider the left actions on pi = pi− of the groups
GL := 〈tL, i | i2, (tLitL)2, (itL)4〉,
GˆL := 〈tˆL, iˆ | iˆ2, (tˆL iˆtˆL)2, (iˆtˆL)4〉,
G˜L := 〈t˜, i˜, j˜L | i˜2, j˜2L, (i˜j˜L)2, (i˜t˜)2, (j˜L t˜)2〉 ≈ Z oψ2 (Z2 ⊕ Z2),
ψ2 : Z2 ⊕ Z2 → Aut(Z), ψ2(i˜)(t˜) := t˜−1 =: ψ2(j˜L)(t˜),
G˜ := 〈t˜, i˜ | i˜2, (i˜t˜)2〉 ≈ Z oψ1 Z2, ψ1 : Z2 → Aut(Z), ψ1(i˜)(t˜) := t˜ −1,
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where L ∈ Z, and the actions of the generators t˜, i˜, j˜L , tˆL, iˆ, and tL, i are defined by
tL · g = α¯Lβ¯g, i · g = g−1, g ∈ pi,(54)
tˆL · g = α¯Lβ¯`maxg, iˆ · g = g−1, g ∈ pi,(55)
t˜ · g = β¯2ng, i˜ · g = g−1, j˜L · g = α¯Lβ¯`max(α¯Lβ¯`maxg)−1, g ∈ pi.(56)
Clearly, we have the inclusions G˜ ⊂ G˜L ↪→ GˆL ↪→ GL with t˜ 7→ tˆ 2µL , tˆL 7→ t`maxL ,
i˜ 7→ iˆ 7→ i, j˜L 7→ tˆL iˆtˆL , which respect the actions.
This provides the following alternative approach for defining the groups G˜, G˜L , GˆL .
We will henceforth identify these groups with the corresponding subgroups of the group
GL by denoting
t˜ = tˆ2µL = t
2n
L =: t, tˆL = t
`max
L , i˜ = iˆ = i, j˜L = tˆLitˆL =: jL.
Thus the subgroups G˜ ⊂ G˜L ⊂ GˆL ⊂ GL admit the following presentations by means
of generators and defining relations:
GˆL :=〈tˆL, i | i2, (tˆLitˆL)2, (itˆL)4〉,
G˜L :=〈t, i, jL | i2, j2L, (ijL)2, (it)2, (jLt)2〉 ≈ Z oψ2 (Z2 ⊕ Z2),
G˜ =〈t, i | i2, (it)2〉 ≈ Z oψ1 Z2.
Observe that the defined in this way group G˜ depends on L. However the above
presentations of the groups by means of generators and defining relations provide an
obvious group isomorphism GL ≈ GL′ for L,L′ ∈ Z. Although this isomorphism
does not respect the actions of GL,GL′ on pi if L 6= L′ (since these actions determine
different orbits), the induced isomorphism of the corresponding subgroups G˜ ⊂ GL
and G˜ ⊂ GL′ respects the actions. This gives the natural identification of different
subgroups G˜ ⊂ GL , respecting their actions on pi .
One easily checks that
i · (β¯2qα¯p) = β¯−2qα¯ −p, jL · (β¯2qα¯p) = β¯−2qα¯p,(57)
i · (β¯2q+1α¯p) = β¯−(2q+1)α¯p, jL · (β¯2q+1α¯p) = β¯−(2q+1)α¯ −p−2L,
t · (β¯qα¯p) = β¯q+2nα¯p, tˆL · (β¯2qα¯p) = β¯2q+`maxα¯p−L,
tL · (β¯2qα¯p) = β¯2q+1α¯p−L.
Denote Og,L := GL · g, Oˆg,L := GˆL · g, O˜g,L := G˜L · g, and O˜g := G˜ · g, the orbits
of an element g ∈ pi under the actions of GL , GˆL , G˜L , and G˜, respectively. Clearly
O˜h ⊂ O˜g,L ⊂ Oˆf ,L ⊂ Oe,L for any e ∈ pi , f ∈ Of ,L , g ∈ Oˆf ,L , h ∈ O˜g,L .
An element g ∈ pi (together with its orbit O˜g ) is called G˜–regular if g has a trivial
stabilizer with respect to the action of G˜ on pi (thus StabG˜(g) = {1}, so the natural map
G˜→ G˜ · g is bijective). Otherwise g (together with its orbit O˜g ) is called G˜–singular.
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Lemma 6.6 An element g ∈ pi is G˜–singular if and only if either w−(g) = 1 and
g = β¯nk (thus nk is even), or w−(g) = −1 and g = β¯nkα¯m (thus nk is odd), for some
k,m ∈ Z. Moreover, the stabilizer StabG˜(g) of a G˜–singular element g = β¯nkα¯m under
the action of G˜ is the cyclic subgroup of G˜ generated by the element tki ∈ G˜. Here the
element tki is conjugate in G˜ either to the element i if k is even, or to the element ti if
k is odd.
In the case of the equation (4¯f2), we define the augmentations
(58) ε˜g : Z2[O˜g]→ Z2, ε˜g,L : Z2[O˜g,L]→ Z2, εˆg,L : Z2[Oˆg,L]→ Z2,
called the G˜–augmentation, G˜L –augmentation, and GˆL –augmentation, respectively,
as the restrictions of the usual augmentation Z2[pi] → Z2 to Z2[O˜g], Z2[O˜g,L], and
Z2[Oˆg,L], respectively, for every g ∈ pi .
In order to define similar augmentations in the case of the equation (2¯2), the following
constructions will be useful. Consider the character
χL : GL → Z∗ = {1,−1}, tL 7→ −1, i 7→ −1,
thus tˆL = t`maxL 7→ −1, t = t2nL 7→ 1. Denote χ := χL|G˜ . For every G˜–regular element
g ∈ pi , define the χ–twisted G˜–augmentation
(59) ε˜g : Z[O˜g]→ Z, r · g 7→ χ(r), r ∈ G˜,
by the linear extension of the latter formula. The χ–twisted G˜–augmentation ε˜g is
well-defined for any G˜–regular element g ∈ pi , since the equality r1 · g = r2 · g implies
r−11 r2 ∈ StabG˜(g) = {1}, hence r1 = r2 . We also have ε˜r·g = χ(r)ε˜g , for any r ∈ G˜,
and for any G˜–regular element g ∈ pi .
An element g ∈ pi (together with its G˜L –orbit) is called G˜L –defective, or sim-
ply defective, if there exists r ∈ StabG˜L(g) with χL(r) = −1. In other words,
χL(StabG˜L(g)) = {1,−1} for defective g, and χL(StabG˜L(g)) = {1} for non-defective
g. For every element g ∈ pi , define the χL –twisted G˜L –augmentation
(60) ε˜g,L : Z[O˜g,L]→
{
Z, g non-defective,
Z2, g defective,
r · g 7→
{
χL(r) ∈ Z,
1 ∈ Z2,
r ∈ G˜L,
by the linear extension of the latter formula. If n is odd, we similarly define the
χL –twisted GˆL –augmentation
(61) εˆg,L : Z[Oˆg,L]→
{
Z, g non-defective,
Z2, g defective,
r · g 7→
{
χL(r) ∈ Z,
1 ∈ Z2,
r ∈ GˆL,
Geometry & TopologyMonographs 14 (2008)
Some quadratic equations in the free group of rank 2 279
by the linear extension of the latter formula. One easily checks that
εˆg,L(Vˆg,L) = ε˜g,L(V˜g,L)− ε˜h,L(V˜h,L) where h := α¯Lβ¯ng, n odd,
ε˜g,L(V˜g,L) =

ε˜g(V˜g), g ∈ {(α¯Lβ¯)k | k ∈ Z},
ε˜g(V˜g) mod 2, g ∈ {β¯2knα¯m | k,m ∈ Z, m 6= 0},
ε˜g(V˜g) + ε˜ijL·g(V˜ijL·g), otherwise.
(62)
Observe that, if an element g ∈ pi is defective, then all elements h ∈ O˜g,L (as well as
h ∈ Oˆg,L if n is odd) are also defective (since χL(r) = χL(srs−1) for any r, s ∈ G˜L ),
furthermore ε˜h,L = ε˜g,L is the usual augmentation on Z[O˜g,L] reduced modulo 2.
For non-defective g ∈ pi , the χL –twisted G˜L –augmentation ε˜g,L is well-defined,
since the equality r1 · g = r2 · g implies r−11 r2 ∈ StabG˜L(g), hence χL(r−11 r2) = 1 and
χL(r1) = χL(r2). We have ε˜r·g,L = χL(r)ε˜g,L , for any r ∈ G˜L , and for any non-defective
g ∈ pi .
Lemma 6.7 An element g ∈ pi = pi− is defective if and only if g = β¯nkα¯m for some
k,m ∈ Z. In particular, all G˜–singular elements are defective.
Proof The assertion easily follows from the following formulae for the stabilizer
StabG˜L(g) of an element g ∈ pi = pi− . Suppose that g is not of the form β¯nkα¯m ,
k,m ∈ Z. If g = (α¯Lβ¯)k , k ∈ Z, then StabG˜L(g) is the cyclic subgroup of G˜L generated
by ijL ; otherwise StabG˜L(g) = {1}. Therefore χL(StabG˜L(g)) = {1}, hence g is
non-defective. Suppose that g = (α¯Lβ¯)nkα¯m , k,m ∈ Z. If m 6= 0 then StabG˜L(g) is the
cyclic subgroup of G˜L generated by tki (if nk is odd) or by tkjL (if nk is even); otherwise
StabG˜L(g) is generated by two elements ijL , t
ki. Therefore χL(StabG˜L(g)) = {1,−1},
hence g is defective.
Denote Z := Z, V ′ := V ∈ Z[pi] for the equation (2¯2), and Z := Z2 , V ′ := V
mod 2 ∈ Z2[pi] for the equation (4¯f2), where pi = pi− . For any g ∈ pi = pi− , denote by
V˜ ′g , V˜ ′g,L , Vˆ ′g,L , and V ′g,L the projections of the element V ′ ∈ Z[pi] to Z[O˜g], Z[O˜g,L],
Z[Oˆg,L], and Z[Og,L], respectively.
Theorem 6.8 Suppose n ∈ Z \ {0} and V ∈ Z[pi] are defined by an element v ∈ F2 ,
v¯ = β¯2n 6= 1, as in (39). For every L ∈ Z, consider the left actions (54), (55), (56) of
the groups G˜ ⊂ G˜L ⊂ GˆL ⊂ GL on pi , and the corresponding (twisted) augmentations
ε˜g , ε˜g,L , εˆg,L , see (58), (59), (60), (61). Each of the equations (2¯2) and (4¯f2) has the
following properties:
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(A) For every fixed L, ` ∈ Z as in (38), the corresponding equation with the
unknown Z′ ∈ Z[pi] splits into the system of independent equations in the subspaces
(Z[Og,L \ {1}])/ ∼ with the unknowns Z′g ∈ Z[Og,L], where g ∈ pi .
(B) The following conditions (i), (ii) and (iii) are pairwise equivalent:
(i) the equation admits a solution;
(ii) the equation admits a solution with ` = `max ;
(iii) the following conditions (iii1 ) and (iii2 ) hold for ` := `max (compare Lemmas 6.6
and 6.7):
(iii1 ) If n is even then, for every pair of elements g, h ∈ pi \ {β¯kn | k ∈ Z} (thus
both g, h are G˜–regular) with h = β¯2`rg, r ∈ Z, one has
ε˜g(V˜ ′g) = ε˜h(V˜
′
h) ∈ Z;
(iii2 ) There exists L ∈ Z satisfying the following conditions. For every pair of
elements g, h ∈ pi with g 6∈ {β¯2`kα¯m | k,m ∈ Z}, w−(g) = 1, and h = α¯Lβ¯`g
(thus both g, h are non-defective), one has
ε˜g,L(V˜ ′g,L) = ε˜h,L(V˜
′
h,L) ∈ Z.
Moreover, if n is odd then, for every m ∈ N, the pair of elements g = α¯m ,
h = α¯Lβ¯ng (thus both g, h are defective) satisfies the following equality in Z2 :
ε˜g,L(V˜ ′g,L) + ε˜h,L(V˜
′
h,L) =
1, 0 < m ≤ P(L),0, m > P(L) P(L) :=
L− 1, L ≥ 1,−L, L ≤ 0.
Remarks 6.9 (A) Condition (iii) is equivalent to the following condition:
(iv) the following conditions (ive ) and (ivo ) hold (compare Lemmas 6.6 and 6.7):
(ive ) Suppose that n is even, and put ` := `max . Then, for every pair of elements
g, h ∈ pi \ {β¯kn | k ∈ Z} (thus both g, h are G˜–regular) with h = β¯2`rg, r ∈ Z,
one has
ε˜g(V˜ ′g) = ε˜h(V˜
′
h) ∈ Z.
Moreover, there exists L ∈ Z such that, for every pair of elements g, h ∈ pi
with g 6∈ {β¯2`kα¯m | k,m ∈ Z}, w−(g) = 1, and h = α¯Lβ¯`g (thus both g, h are
non-defective), one has
ε˜g,L(V˜ ′g,L) = ε˜h,L(V˜
′
h,L) ∈ Z.
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(ivo ) Suppose that n is odd. Then there exists L ∈ Z satisfying the following
conditions. For every element g ∈ pi \ {β¯2nkα¯m | k,m ∈ Z} with w−(g) = 1
(thus both g, α¯Lβ¯ng are non-defective), one has
εˆg,L(Vˆ ′g,L) = 0 ∈ Z.
Moreover, if g = α¯m with m ∈ N (thus both g, α¯Lβ¯ng are defective), then
εˆg,L(Vˆ ′g,L) =
{
1, 0 < m ≤ P(L),
0, m > P(L)
in Z2.
(B) Condition (iii1 ) (respectively, the first part of (ive )) is equivalent to the similar
condition where g, h run through the sets g ∈ {β¯2kα¯m | −` < 2k < `, m > 0}∪ {β¯2k |
0 < 2k < `} ∪ {β¯2k+1α¯m | 0 < 2k + 1 ≤ `, m ∈ Z} (thus g is automatically
G˜–regular), and h = β¯2`rg is G˜–regular with 1 ≤ r < |n|/`.
(C) The first part of the condition (iii2 ) (respectively, the second part of (ive ) or the
first part of (ivo )) is equivalent to the similar condition where g runs through the set
{β¯2kα¯m | 0 < 2k < `max, m ≥ 0}.
Proof (A) Similar to the proof of Theorem 6.4(A).
(B) (i) =⇒ (ii) Suppose that (L, `,Z′) is a solution. Then the left-hand side equals
1− β¯2n
1− β¯` · ϕ
L(Z′) =
1− β¯2n
1− β¯`max ·
1− β¯`max
1− β¯` · ϕ
L(Z′).
Since the right-hand sides of (2¯2) and (4¯f2) do not depend on `, the triple(
L, `max, ϕ−L
(
1−β¯`max
1−β¯`
)
· Z′
)
is a solution.
(ii) =⇒ (iii) Consider the case of the equation (2¯2). Suppose (L, `max, Z) is a solution,
and denote ` := `max . Observe that, under the assumption ` = `max , the equation (2¯2)
is equivalent to the following congruence in Z[pi−] modulo K :
(63) V ≡ 1− β¯
2n
1− α¯Lβ¯` · (Z + C1) +
{
0, n even,
−1−α¯L1−α¯ , n odd,
where C1 := 0 if n is even, C1 := 1−α¯
L
1−α¯ if n is odd and > 0, C1 := −α¯Lβ¯−n 1−α¯
L
1−α¯ if n
is odd and < 0. The first summand of the right-hand side of this congruence is a linear
combination of the elements 1−β¯
2n
1−α¯Lβ¯` f ∈ Z[pi], f ∈ pi , with integer coefficients, and
thus a linear combination of the elements
U = (1 + β¯2` + β¯4` + . . .+ β¯2|n|−2`)(1 + α¯Lβ¯`)f , f ∈ pi.
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In particular, it is a linear combination of the elements 1−β¯
2n
1−β¯2` f , f ∈ pi , and thus a linear
combination of the elements
W = (1 + β¯2` + β¯4` + . . .+ β¯2|n|−2`)f , f ∈ pi.
In order to prove (iii1 ), consider the polynomial W ∈ Z[pi] from above and observe
that, for any G˜–regular element hr := β¯2`rf , r ∈ Z, the χ–twisted G˜–augmentation of
W˜hr ∈ Z[O˜hr ] (based at hr ) equals
(64) ε˜hr (W˜hr ) = −ε˜h−1r (W˜h−1r ) =
{
1, q even and p 6= 0, or ` - q,
0, q odd or p = 0, and ` | q,
where f = β¯qα¯p , the “canonical” form of f ∈ pi , similar to (19). Obviously, for any
element h ∈ pi \ {hr, h−1r | r ∈ Z}, the χ–twisted G˜–augmentation of W˜h (based at
h) vanishes. Observe also that the right-hand side of (64) does not depend on r . This
shows that the element W ∈ Z[pi] satisfies the condition (iii1 ). For n even, this implies
that V also satisfies (iii1 ), since V is a linear combination of such elements W , together
with the elements f + f−1 , f ∈ pi \ {1}, and 1 ∈ pi .
In order to prove (iii2 ), let us consider the integer L and the polynomial U ∈ Z[pi] from
above. Recall that U has the form U = (1 + β¯2` + β¯4` + . . .+ β¯2|n|−2`)(1 + α¯Lβ¯`) · f ,
for some f ∈ pi , f = β¯qα¯p , p, q ∈ Z. Take any g ∈ pi \ {β¯2`rα¯m | r,m ∈ Z}
with w−(g) = 1; thus the elements g and h := tˆL · g = α¯Lβ¯`g are automatically
non-defective, see Lemma 6.7. If g belongs to the set Sf ,L := {(α¯Lβ¯`)rf | r ∈ Z} then
` - q, thus the χL –twisted G˜L –augmentation of U˜g,L ∈ Z[O˜g,L] (based at g) equals
ε˜g,L(U˜g,L) = ε˜jL·g−1,L(U˜jL·g−1,L)
= −ε˜g−1,L(U˜g−1,L) = −ε˜jL·g,L(U˜jL·g,L) = 1 ∈ Z.
If g, g−1, jL · g, jL · g−1 6∈ Sf ,L then the χL –twisted G˜L –augmentation of U˜g,L (based
at g) vanishes. Observe that g ∈ Sf ,L if and only if h = tˆL · g ∈ Sf ,L , for any g ∈ pi
(without assumption w−(g) = 1). Hence g−1 ∈ Sf ,L if and only if jL · h ∈ Sf ,L ;
jL · g ∈ Sf ,L if and only if h−1 ∈ Sf ,L ; jL · g−1 ∈ Sf ,L if and only if jL · h−1 ∈ Sf ,L .
Together with the above properties of the χL –twisted G˜L –augmentation, this proves the
desired equality ε˜g,L(U˜g,L) = ε˜h,L(U˜h,L) ∈ Z, thereby proving the first part of (iii2 ) for
the element U ∈ Z[pi]. Therefore V also satisfies the first part of (iii2 ), since V is a
linear combination of such elements U , together with the elements f + f−1 , α¯r , and
1 ∈ pi , where f ∈ pi \ {1}, r ∈ Z.
Suppose that n is odd, and take any element g = α¯m with m ∈ N. Denote, similarly to
above, h := α¯Lβ¯ng (thus both g, h are defective). It is obvious that ε˜g,L(U˜g,L) = 0 ∈ Z2
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if and only if g, g−1 6∈ Sf ,L , moreover ε˜h,L(U˜g,L) = 0 ∈ Z2 if and only if h, jL · h 6∈ Sf ,L .
Since g, g−1 6∈ Sf ,L is equivalent to h, jL ·h 6∈ Sf ,L , we obtain ε˜g,L(U˜g,L)+ε˜h,L(U˜h,L) = 0.
Therefore ε˜g,L(V˜g,L) + ε˜h,L(V˜h,L) = ε˜g,L(D˜g,L) + ε˜h,L(D˜h,L) where D := − 1−α¯L1−α¯ ∈ Z[pi],
since V − D is a linear combination of such elements U , together with the elements
f + f−1 , f ∈ pi \ {1}, and 1 ∈ pi . One easily computes
ε˜h,L(D˜h,L) = 0, ε˜g,L(D˜g,L) =
{
1, 0 < m ≤ P(L),
0, m > P(L)
in Z2.
This completes the proof of (iii2 ).
Consider the case of the equation (4¯f2). Suppose (L, `max,Z
′) is a solution, and denote
` := `max . It follows from (4¯f2) that the congruence (63) in Z2[pi−] holds modulo K′ ,
where the coefficients are reduced modulo 2. It follows from the case of (2¯2) that V ′
satisfies the mod 2 analogue of the condition (iii).
(iii) =⇒ (i) Let us consider the case of the equation (2¯2). Suppose n is odd, put
` := `max = |n|.
Step 1 For every L ∈ Z and for every polynomial V ∈ Z[pi], there exists a (unique)
presentation satisfying the following congruence modulo K :
(65) V := V + 1− α¯
L
1− α¯ ≡ U + W1 + W2 + W3 + R,
where U is a linear combination of (1− β¯2n)h, h ∈ pi , while W1,W2,W3,R ∈ Z[pi]
have the form
W1 =
∑
m>0, 0<2k<`
(a+gm,k gm,k + a
−
gm,k ijL · gm,k + b+gm,k hm,k + b−gm,k ijL · hm,k),
W2 =
∑
0<2k<`
(ag0,k g0,k + bg0,k h0,k),
W3 =
∑
m>0
(agm,0gm,0 + b
+
gm,0hm,0 + b
−
gm,0 ijL · hm,0),
R = b1h0,0,
where gm,k := β¯2kα¯m , hm,k := α¯Lβ¯`gm,k , and a±g , b±g , ag, bg ∈ Z with the additional
condition that b1, b+α¯m ∈ {0, 1}, b−α¯m ∈ {aα¯m − b+α¯m , aα¯m − b+α¯m + 1}, m > 0 (these
coefficients correspond to G˜–singular elements hm,0 ). Here uniqueness follows from
the equalities
a+g = ε˜g(V˜g), a−g = ε˜ijL·g(V˜ijL·g),
b+g = ε˜h(V˜h), b−g = ε˜ijL·h(V˜ijL·h), h := α¯Lβ¯`g,
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while ag = ε˜g(V˜g) for W2,W3 ; bg = ε˜h(V˜h) for W2 ; furthermore b+g mod 2 = ε˜h(V˜h)
and b−g mod 2 = ε˜ijL·h(V˜ijL·h) ∈ Z2 for G˜–singular h = hm,0 in W3,R, where ε˜h is
defined similarly to the case of G˜–regular h, by reducing mod 2.
Step 2 Observe that every summand of the sums W1,W2,W3 has the form
a+g + a−ijL · g + b+h + b−ijL · h
≡ a+g− a−(jL · g + h + h−1) + b+h− b−(jL · h + g + g−1)
= (a+ − b−)g + (b+ − a−)h− a−(h−1 + jL · g)− b−(g−1 + jL · h),(66)
where w−(g) = 1 and h := α¯Lβ¯`g. Here a± := a±g , b± := b±g for W1 ; a+ := ag ,
a− := 0, b+ := bg , b− := 0 for W2 ; a+ := ag , a− := 0, b± := b±g for W3 .
Let us show that a+ − b− = b+ − a− , provided that L ∈ Z is taken as in the
condition (iii). Indeed, from the above formulae for a±g , b±g , we have that, for W1 and
W2 ,
a+ − b− − (b+ − a−) = a+ + a− − (b+ + b−)
= a+g + a
−
g − (b+g + b−g )
= ε˜g(V˜g) + ε˜ijL·g(V˜ijL·g)− (ε˜h(V˜h) + ε˜ijL·h(V˜ijL·h))
= ε˜g,L(V˜g,L)− ε˜h,L(V˜h,L)
= εˆg,L(Vˆg,L),
see (62). Now, if L ∈ Z is taken as in the condition (iii), then the latter expression
vanishes, due to (ivo ) or (iii2 ). Similarly, for g = α¯m , m > 0, as in W3 , we obtain
(b+g + b
−
g − ag) mod 2 = εˆg,L(Vˆg,L) = 0 ∈ Z2 , due to (62) and the second part of (iii2 ).
Since b+g + b
−
g − ag ∈ {0, 1}, see above, we have ag = b+g + b−g .
Since a+ − b− = b+ − a− , the expression (66) equals
(a+−b−)(1+α¯Lβ¯`)g−a−(1+α¯Lβ¯`)h−1−b−(1+α¯Lβ¯`)jL · h = (1+α¯Lβ¯`)Zg,
where Zg := (a+ − b−)g− a−h−1 − b−jL · h.
Step 3 For the remainder term R, observe that h0,0 = α¯Lβ¯` ≡ 1 + α¯Lβ¯` . This shows
that every summand in the right-hand side of (65) is divisible (modulo K ) by 1 + α¯Lβ¯` .
Hence it is also divisible by 1−β¯
2n
1−α¯Lβ¯` , since ` = |n|. This means that V has the form (63)
and therefore (2¯2) admits a solution.
Suppose that n is even and that V ∈ Z[pi] satisfies (iii1 ), or the first part of (ive ). Put
` := `max .
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Step 1 For every L ∈ Z and for every polynomial V ∈ Z[pi] satisfying (iii1 ), there
exists a (unique) presentation satisfying the following congruence modulo K :
(67) V ≡ U + W1 + W2 + W3 + R,
where U is a linear combination of (1− β¯2n)h, h ∈ pi , while W1,W2,W3,R ∈ Z[pi]
have the form
W1 =
∑
m>0,
0<2k<`
1− β¯2n
1− β¯2` (a
+
gm,k gm,k + a
−
gm,k ijL · gm,k + b+gm,k hm,k + b−gm,k ijL · hm,k),
W2 =
∑
0<2k<`
1− β¯2n
1− β¯2` (ag0,k g0,k + bg0,k h0,k),
W3 =
∑
m>0
1− β¯2n
1− β¯2` agm,0gm,0,
R = ag0,n/2g0,n/2 = aβ¯n β¯
n,
where gm,k := β¯2kα¯m , hm,k := α¯Lβ¯`gm,k , a±g , b±g , ag, bg ∈ Z with the additional
condition that aβ¯n ∈ {0, 1} (this coefficient corresponds to the G˜–singular elements
β¯(2q+1)n , q ∈ Z). Here uniqueness follows from the equalities
a+g = ε˜g(V˜g), a
−
g = ε˜ijL·g(V˜ijL·g),
b+g = ε˜h(V˜h), b
−
g = ε˜ijL·h(V˜ijL·h), h := α¯
Lβ¯`g,
moreover ag = ε˜g(V˜g) (as an equality modulo 2 if g = β¯n ), bg = ε˜h(V˜h) (observe
that, for any g, h as in W1,W2,W3 , and for any q ∈ Z, the elements β¯2`qg, β¯2`qh are
G˜–regular). Here g0,n/2 = β¯n appears in the remainder term R (corresponding to the
case k = m = 0), since the condition (iii1 ), or the first part of (ive ), poses no restriction
to the coefficients of V at β¯(2q+1)n , q ∈ Z. Actually, V admits similar presentations,
with the additional terms
1− β¯2n
1− β¯2` (b
+
gm,0hm,0 + b
−
gm,0 ijL · hm,0) ≡ 0 in W3, m > 0,
and
1− β¯2n
1− β¯2` (a1 + b1h0,0) ≡ a1β¯
n in R,
where the coefficients b±gm,0 , a1 , b1 are arbitrary integers. In the presentation (67), these
terms are omitted, in order to have uniqueness.
Step 2 Fix arbitrary g ∈ pi , q ∈ Z, denote g˜ := β¯2`qg, ˜˜g := β¯−2`qg, h := α¯Lβ¯`g.
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One easily observes
i˜jL · g=ijL · g˜, h˜=˜¯αLβ¯`g=α¯Lβ¯`g˜, i˜jL · h=ijL · h˜=ijL · α¯Lβ¯`g˜,
g˜−1=( ˜˜g)−1, h˜−1=( ˜˜h)−1, ˜jL · g=jL · ˜˜g, ˜jL · h=jL · ˜˜h.
Hence, by applying to each summand of the sums W1,W2 the arguments of Step 2 of
the case of n odd, it follows that the condition (iii2 ), or the second part of (ive ), implies
1− β¯2n
1− β¯2` (a
+
g g + a
−
g ijL · g + b+g h + b−g ijL · h) ≡
1− β¯2n
1− β¯2` (1 + α¯
Lβ¯`)Eg =
1− β¯2n
1− α¯Lβ¯`Eg,
for some Eg ∈ Z[pi], where g ∈ pi as in W1,W2 . Therefore W1 + W2 = 1−β¯2n1−α¯Lβ¯`E , for
E :=
∑
g Eg .
Step 3 For the term W3 , we observe that
1− β¯2n
1− β¯2` α¯
m ≡ 1− β¯
2n
1− α¯Lβ¯`F,
for some F ∈ Z[pi], due to Corollary 6.2(c). For the remainder term R, we observe that
β¯n ≡ 1− β¯
2n
1− α¯Lβ¯` α¯
Lβ¯`−n,
due to Corollary 6.2(a). This shows that every summand of the right-hand side of (67)
is divisible (modulo K ) by 1−β¯
2n
1−α¯Lβ¯` . This means that V has the form (63), therefore (2¯2)
admits a solution.
For the equation (4¯f2), the implication (iii) =⇒ (i) immediately follows from the case of
the equation (2¯2).
Define the notions of a defective G˜–orbit and a defective GˆL –orbit, similarly to the
definition of a defective G˜L –orbit, see above (60). Below we consider a set S as a
subset of the abelian group Z[S].
Proposition 6.10 Suppose that v¯ = u¯2µ = β¯2n in the group
pi = pi− = 〈α, β | αβαβ−1〉,
where n ∈ Z \ {0}, u¯ = β¯` , µ = n|n|2s , s ≥ 0, ` = `max > 0 odd, n = µ`. Consider
the corresponding actions (55), (56) of the groups G˜ ⊂ G˜L ⊂ GˆL on pi . Then the
orbits O˜h , O˜h,L , Oˆh,L , h ∈ pi , under these actions have the following form:
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(A) For h = β¯2qα¯p , p, q ∈ Z, one has
O˜h = {v¯kh±1 | k ∈ Z} = {β¯2q+2knα¯p | k ∈ Z} ∪ {β¯−2q+2knα¯ −p | k ∈ Z},
O˜h,L = {v¯kh±1 | k ∈ Z} ∪ {v¯kα¯Lβ¯`h±1α¯Lβ¯−` | k ∈ Z}
= {β¯2q+2knα¯p | k ∈ Z} ∪ {β¯−2q+2knα¯ −p | k ∈ Z}
∪ {β¯2q+2knα¯ −p | k ∈ Z} ∪ {β¯−2q+2knα¯p | k ∈ Z},
Oˆh,L = {u¯2kh±1 | k ∈ Z} unionsq {u¯2k(α¯Lβ¯`h)±1 | k ∈ Z}
= ({β¯2q+2k`α¯p | k ∈ Z} ∪ {β¯−2q+2k`α¯ −p | k ∈ Z})
unionsq ({β¯−2q−`+2k`α¯p−L | k ∈ Z} ∪ {β¯2q+`+2k`α¯p−L | k ∈ Z}).
(B) For h = β¯2q+`α¯p , p, q ∈ Z, one has
O˜h = {v¯kh±1 | k ∈ Z} = {β¯2q+`+2knα¯p | k ∈ Z} ∪ {β¯−2q−`+2knα¯p | k ∈ Z},
O˜h,L = {v¯kh±1 | k ∈ Z} ∪ {v¯kα¯Lβ¯`h±1α¯Lβ¯−` | k ∈ Z}
= {β¯2q+`+2knα¯p | k ∈ Z} ∪ {β¯−2q−`+2knα¯p | k ∈ Z}
∪ {β¯2q+`+2knα¯ −p−2L | k ∈ Z} ∪ {β¯−2q−`+2knα¯ −p−2L | k ∈ Z},
Oˆh,L = {u¯2kh±1 | k ∈ Z} unionsq {u¯2k(α¯Lβ¯−`h)±1 | k ∈ Z}
= ({β¯2q+`+2k`α¯p | k ∈ Z} ∪ {β¯−2q−`+2k`α¯p | k ∈ Z})
unionsq ({β¯2q+2k`α¯p+L | k ∈ Z} ∪ {β¯−2q+2k`α¯ −p−L | k ∈ Z}).
(C) For any h ∈ F2 , let us enumerate consecutively the subsets appearing in the above
decompositions of the orbits O˜h , O˜h,L and Oˆh,L , thus the decompositions have the
forms
O˜h = Sh,1 ∪ Sh,2,
O˜h,L = Sh,3 ∪ Sh,4 ∪ Sh,5 ∪ Sh,6,
Oˆh,L = (Sh,7 ∪ Sh,8) unionsq (Sh,9 ∪ Sh,10).
Then, for any non-defective orbit, the restriction to this orbit of the corresponding
twisted augmentation (based at h) sends Sh,2k+1 → 1, Sh,2k → −1, see (59), (60)
and (61).
Proof The above presentations of the orbits O˜h follow from Proposition 6.5 with
ε = −1, u¯ = β¯2n . In other cases, the proof is similar to the proof of Proposition 6.5,
using (54)–(57).
Example 6.11 Let us investigate existence of non-faithful solutions of the equation (2′)
with v = BαBα−1 , B = αβαβ−1 , ϑ = −1, see Section 3.3. Observe that this is a
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“mixed” case (see Table 3) with v¯ = 1 ∈ pi , V = α+α−1 ∈ Z[pi], thus pQ(V) = 0 ∈ Q.
This means that the first and the second derived equations (21) and (22) admit solutions,
see Section 5.3 and Lemma 5.2. However, we will use the method of Wicks [46] to show
that the equation (2′) does not admit non-faithful solutions. In more detail, consider the
cyclically reduced word W obtained from the right-hand side vB−1v−1B = [v,B−1] of
the equation (2′). For each word Wi obtained from W by cyclic permutation, see below,
we will find all presentations of this word in the form abca−1b−1c−1 due to Wicks,
see [46]. We will observe that the corresponding “canonical” solutions (x, y) = (ab, cb)
are faithful. This allows one to conclude that the equation (2′) with v = BαBα−1 ,
B = αβαβ−1 , ϑ = −1 has only faithful solutions.
Here Wi = ViUi where Ui,Vi are the subwords of W which are defined by the properties
W = UiVi , |Ui| = i, and |W| = |Ui|+ |Vi|, where | · | means the length of the word.
The cyclically reduced word W has the form
W = xxyxy−1x−1yxy−1xyx−1y−1x−1x−1yx−1y−1xyx−1y−1x−1yxy−1,
and it has length 26. By a straightforward calculation, the words Wi,Wi+13 with
i = 0, 1, 6, 7, 8, 9, 10, and only such, have the Wicks form abca−1b−1c−1 , or ded−1e−1 ,
with non-empty subwords a, b, c, d, e:
W =W0 with (a, b, c) = (α, αβαβ−1α−1βαβ−1α, βα−1β−1);
W1 with (a, b, c) = (αβαβ−1α−1βαβ−1α, βα−1β−1, α−1);
W6 with (d, e) = (βαβ−1, αβα−1β−1α−1α−1βα−1β−1α);
W7 with (d, e) = (α, β−1αβα−1β−1α−1α−1βα−1β−1αβ);
W8 with (d, e) = (β−1αβα−1β−1α−1α−1βα−1β−1αβ, α−1);
W9 with (d, e) = (αβα−1β−1α−1α−1βα−1β−1α, βα−1β−1);
W10 with (a, b, c) = (βα−1β−1, α−1, α−1βα−1β−1αβα−1β−1α−1).
Here the Wicks form for the word Wi+13 is obtained from the Wicks form of Wi in the
obvious way.
Example 6.12 Similarly to Example 6.11, one can investigate existence of solutions
of the equations (3′) and (4′) with v = BαBα−1 , ϑ = −1, where B = αβα−1β−1
for (3′), while B = αβαβ−1 for (4′), see Section 3.3. In this case, one considers the
“non-orientable” forms abcbac−1 and a2bc2b−1 , due to Wicks [45].
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7 Tables for the “mixed” cases of Tables 2 and 3
In this section, we summarize the main results of Sections 5 and 6 in two tables below.
Table 4 deals with faithful solutions in the so called “mixed” case (4c) of Table 2, while
Table 5 deals with non-faithful solutions in the “mixed” cases (2d), (3c), (4e) of Table 3,
see Remark 3.16. Observe that ϑ = −1, wε(v) = 1 in all “mixed” cases.
Specifically, we denote B = αβα−εβ−1 ∈ F2 = 〈α, β |〉 and study the equation
xyx−δy−1 = vB−1v−1B
in the group N = 〈〈B〉〉 with two unknowns x ∈ N , y ∈ F2 . A solution of this equation
is called faithful if wε(y) = δ . The parameters ε, δ ∈ {1,−1} and the conjugation
parameter v ∈ F2 of the equation are not arbitrary, but run through the following
families, corresponding to the “mixed” cases, see Remark 3.16 and Definition 3.15:
“Mixed” case for faithful solutions (case (4c) of Table 2):
(4) δ = ε = −1, v¯ = β¯2n , n ∈ Z.
“Mixed” cases for non-faithful solutions (cases (2d), (3c), (4e) of Table 3):
(2) δ = 1, ε = −1, v¯ = β¯2n , n ∈ Z;
(3) δ = −1, ε = 1, v¯ = α¯2mβ¯2n , m, n ∈ Z;
(4) δ = ε = −1, v¯ = α¯2mβ¯4n , m, n ∈ Z.
As above, v¯ ∈ pi denotes the class of v ∈ F2 in pi = F2/N . In each of these four
“mixed” cases, let us write the element v in the following canonical form:
v = β2n
∏
Bnivi ;
v = β2n
∏
Bnivi ;
v = c2d
∏
Bnivi , c = α
m/dβn/d if |m|+ |n| > 0, v =
∏
Bnivi if m = n = 0;
v = c2d
∏
Bnivi , c = α
m/dβ2n/d if |m|+ |n| > 0, v =
∏
Bnivi if m = n = 0;
respectively, where
∏
Bnivi =
∏r
i=1 B
ni
vi , vi ∈ F2 , ni ∈ Z, Bvi = viBv−1i , 1 ≤ i ≤ r ,
d = gcd(m, n) if |m|+ |n| > 0.
Denote Z = Z if δ = 1, Z = Z2 if δ = −1. Denote by u¯ ∈ pi = F2/N the image of
u ∈ F2 under the projection F2 → pi , by V ∈ Z[pi] the polynomial V =
∑
niv¯i ∈ Z[pi],
and by V ′ ∈ Z[pi] either V ′ := V if δ = 1 or V ′ := V mod 2 if δ = −1. Consider
the actions on pi of the groups G˜ ⊂ G˜L ⊂ GˆL , L ∈ Z, in the first two “mixed” cases,
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Case δ ε conditions on v faithful solution (x, y)
(4) a − − v = β2nQBnivi n = 0, pQ′ (V ′) 6= 0 ∅(iii)
b n ∈ Z \ {0}, V ′ does not ∅(iii)
satisfy (iv) of Remarks 6.9(A)
c v = u2 w−(u) = −1 ([u2B−1, u−1], u−1),
([u,B−1],B−1uB)(i)
d v = (αβ)2n n ∈ Z ([(αβ)2n, β], β)(i)
e v = (αβαβ−1)m w−(u) = −1 (1, u)(i)
Table 4: Mixed cases for faithful solutions of xyxy−1 = vB−1v−1B where B = αβαβ−1 ,
pK(v) = β¯2n
Case δ ε conditions on v non-faithful solution (x, y)
(2) a + − v = β2nQBnivi n = 0, pQ(V) 6= 0 ∅(iii)
b n ∈ Z\{0}, V does not ∅(iii)
satisfy (iv) of 6.9(A)
c v = u2k w−(u) = −1, k ∈ Z (u2k(uB)−2k,B−1u−1)(i)
d v = Bβ2n n ∈ Z ((αβα)2nβ−2n, β2n(αβα)1−2n)(i)
e v = β2Bα (Bβ2αB
−1
β2
B−1
β2α
B−1
β2α2β−1 ,
B−2B−1α α
2β−1)(i)(ii)
f v = β2Bαk k ∈ Z, k 6= 0, 1 ∅(ii)(iii)
g v = BαBα−1 ∅(ii)
(3) a − + v =QBnivi pQ′ (V ′) 6= 0 ∅(iii)
b v = c2d
Q
Bnivi ∃g ∈ pi\Oˆ1, εˆg(Vˆ ′g) 6= 0 ∅(iii)
c v = u2 ([u2B−1, u−1], u−1),
([u,B−1],B−1uB)(i)
(4) a − − v =QBnivi pQ′ (V ′) 6= 0 ∅(iii)
b v = c2d
Q
Bnivi ∃g ∈ pi\Oˆ1, εˆg(Vˆ ′g) 6= 0 ∅(iii)
c v = Bm m ∈ Z, w−(u) = 1 (1, u)(i)
d v = u2 w−(u) = 1 ([u2B−1, u−1], u−1),
([u,B−1],B−1uB)(i)
Table 5: Mixed cases for non-faithful solutions of xyx−δy−1 = vB−1v−1B where B =
αβα−εβ−1 and (due to Table 3) pK(v) = β¯2n in Case (2), pT (v) = α¯2mβ¯2n in Case (3),
pK(v) = α¯2mβ¯4n in Case (4); if |m|+ |n| > 0 in Case (3) or (4), one denotes d := gcd(m, n)
and c := αm/dβn/d or c := αm/dβ2n/d (respectively).
(i)Direct calculation.
(ii)Using the Wicks forms (see Wicks [46], Vdovina [42, 44], Culler [8] and Example 6.11).
(iii)There is no solution of the second derived equation, see Theorems 5.10, 6.4, 6.8, and Remarks 6.9.
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see (55) and (56), and the action of the group Gˆ in the remaining two “mixed” cases,
see (52). Consider the corresponding orbits O˜g , O˜g,L , Oˆg,L , and Oˆg , g ∈ pi , see
Propositions 6.5 and 6.10. Consider the corresponding augmentations (or the twisted
augmentations in the case of the equation (2)
ε˜g : Z[O˜g]→ Z, ε˜g,L : Z[O˜g,L]→ Z,
εˆg,L : Z[Oˆg,L]→ Z or Z2, εˆg : Z2[Oˆg]→ Z2,
see (58), (59), (60), (61) and (53). Here g ∈ pi as in (ive ), (ivo ) of Remarks 6.9(A) in
the first two “mixed” cases, while g ∈ pi \ Oˆ1 in the other two “mixed” cases. Consider
the quotients Q and Q′ as in (7) and (50), and the projections pQ : Z[pi] → Q and
pQ′ : Z2[pi]→ Q′ .
Many of the non-existence results in Tables 4 and 5 follow from the non-existence of a
solution of the corresponding second derived equation, see Theorems 5.10, 6.4 and 6.8,
and Remarks 6.9.
References
[1] S Bogatyi, D L Gonc¸alves, E Kudryavtseva, H Zieschang, On the Wecken property
for the root problem of mappings between surfaces, Mosc. Math. J. 3 (2003) 1223–1245
MR2058797
[2] S Bogatyi, D L Gonc¸alves, H Zieschang, The minimal number of roots of surface
mappings and quadratic equations in free groups, Math. Z. 236 (2001) 419–452
MR1821299
[3] S A Bogatyı˘, D L Gonc¸alves, H Zieschang, Coincidence theory: the minimization
problem, Tr. Mat. Inst. Steklova 225 (1999) 52–86 MR1725933
[4] R Brooks, Certain subgroups of the fundamental group and the number of roots of
f (x) = a , Amer. J. Math. 95 (1973) 720–728 MR0346777
[5] K S Brown, Cohomology of groups, Graduate Texts in Mathematics 87, Springer, New
York (1994) MR1324339 Corrected reprint of the 1982 original
[6] R F Brown, H Schirmer, Nielsen root theory and Hopf degree theory, Pacific J. Math.
198 (2001) 49–80 MR1831972
[7] D E Cohen, R C Lyndon, Free bases for normal subgroups of free groups, Trans. Amer.
Math. Soc. 108 (1963) 526–537 MR0170930
[8] M Culler, Using surfaces to solve equations in free groups, Topology 20 (1981) 133–145
MR605653
Geometry & TopologyMonographs 14 (2008)
292 Daciberg L Gonc¸alvesElena KudryavtsevaHeiner Zieschang
[9] D B A Epstein, The degree of a map, Proc. London Math. Soc. (3) 16 (1966) 369–383
MR0192475
[10] D L Gonc¸alves, Coincidence of maps between surfaces, J. Korean Math. Soc. 36 (1999)
243–256 MR1688777
[11] D L Gonc¸alves, E Kudryavtseva, H Zieschang, Intersection index of curves on
surfaces and applications to quadratic equations in free groups, Atti Sem. Mat. Fis.
Univ. Modena 49 (2001) 339–400 MR1881102
[12] D L Gonc¸alves, E Kudryavtseva, H Zieschang, Roots of mappings on nonorientable
surfaces and equations in free groups, Manuscripta Math. 107 (2002) 311–341
MR1906200
[13] D L Gonc¸alves, H Zieschang, Equations in free groups and coincidence of mappings
on surfaces, Math. Z. 237 (2001) 1–29 MR1836771
[14] R I Grigorchuk, P F Kurchanov, On quadratic equations in free groups, from: “Pro-
ceedings of the International Conference on Algebra, Part 1 (Novosibirsk, 1989)”,
Contemp. Math. 131, Amer. Math. Soc. (1992) 159–171 MR1175769
[15] R I Grigorchuk, P F Kurchanov, H Zieschang, Equivalence of homomorphisms of
surface groups to free groups and some properties of 3–dimensional handlebodies, from:
“Proceedings of the International Conference on Algebra, Part 1 (Novosibirsk, 1989)”,
Contemp. Math. 131, Amer. Math. Soc. (1992) 521–530 MR1175803
[16] P Hilton, Nilpotent actions on nilpotent groups, from: “Algebraic and logic (Fourteenth
Summer Res. Inst., Austral. Math. Soc., Monash Univ., Clayton, 1974)”, Lecture Notes
in Mathematics 450, Springer, Berlin (1975) 174–196 MR0382447
[17] P Hilton, G Mislin, J Roitberg, Localization of nilpotent groups and spaces, North-
Holland Mathematics Studies 15, North-Holland Publishing Co., Amsterdam (1975)
MR0478146
[18] J I Hmelevskiı˘, Systems of equations in a free group I, Izv. Akad. Nauk SSSR Ser. Mat.
35 (1971) 1237–1268 MR0313395
[19] J I Hmelevskiı˘, Systems of equations in a free group II, Izv. Akad. Nauk SSSR Ser. Mat.
36 (1972) 110–179 MR0313395
[20] J I Hmelevskiı˘, Equations in free semigroups, Amer. Math. Soc. (1976) MR0393284
Translated by G A Kandall from the Russian original: Trudy Mat. Inst. Steklov. 107
(1971)
[21] G Hochschild, J-P Serre, Cohomology of group extensions, Trans. Amer. Math. Soc.
74 (1953) 110–134 MR0052438
[22] H Hopf, Zur Topologie der Abbildungen von Mannigfaltigkeiten, Math. Ann. 102
(1930) 562–623 MR1512596
[23] H Kneser, Gla¨ttung von Fla¨chenabbildungen, Math. Ann. 100 (1928) 609–617
MR1512504
Geometry & TopologyMonographs 14 (2008)
Some quadratic equations in the free group of rank 2 293
[24] H Kneser, Die kleinste Bedeckungszahl innerhalb einer Klasse von Fla¨chenabbildungen,
Math. Ann. 103 (1930) 347–358 MR1512626
[25] P H Kropholler, P A Linnell, J A Moody, Applications of a new K -theoretic theorem
to soluble group rings, Proc. Amer. Math. Soc. 104 (1988) 675–684 MR964842
[26] E Kudryavtseva, R Weidmann, H Zieschang, Quadratic equations in free groups and
topological applications, from: “Recent advances in group theory and low-dimensional
topology (Pusan, 2000)”, Res. Exp. Math. 27, Heldermann, Lemgo (2003) 83–122
MR2004634
[27] R C Lyndon, Cohomology theory of groups with a single defining relation, Ann. of
Math. (2) 52 (1950) 650–665 MR0047046
[28] R C Lyndon, The equation a2b2 = c2 in free groups, Michigan Math. J 6 (1959) 89–95
MR0103218
[29] R C Lyndon, Equations in free groups, Trans. Amer. Math. Soc. 96 (1960) 445–457
MR0151503
[30] R C Lyndon, P E Schupp, Combinatorial group theory, Ergebnisse der Mathematik
und ihrer Grenzgebiete 89, Springer, Berlin (1977) MR0577064
[31] W Magnus, A Karrass, D Solitar, Combinatorial group theory, Dover Publications
Inc., Mineola, NY (2004) MR2109550 Reprint of the 1976 second edition
[32] G S Makanin, Equations in a free group, Izv. Akad. Nauk SSSR Ser. Mat. 46 (1982)
1199–1273, 1344 MR682490
[33] J Nielsen, Untersuchungen zur Topologie der geschlossenen zweiseitigen Fla¨chen, Acta
Math. 50 (1927) 189–358 MR1555256
[34] A Y Ol’shanskiı˘, Diagrams of homomorphisms of surface groups, Sibirsk. Mat. Zh. 30
(1989) 150–171 MR1043443
[35] P Olum, Mappings of manifolds and the notion of degree, Ann. of Math. (2) 58 (1953)
458–480 MR0058212
[36] R P Osborne, H Zieschang, Primitives in the free group on two generators, Invent.
Math. 63 (1981) 17–24 MR608526
[37] A A Razborov, Systems of equations in a free group, Izv. Akad. Nauk SSSR Ser. Mat.
48 (1984) 779–832 MR755958
[38] O Schreier, Die Untergruppen der freien Gruppen, Abh. Math. Sem. Univ. Hamburg 5
(1927) 161–183
[39] R Skora, The degree of a map between surfaces, Math. Ann. 276 (1987) 415–423
MR875337
[40] J Stallings, Homology and central series of groups, J. Algebra 2 (1965) 170–181
MR0175956
Geometry & TopologyMonographs 14 (2008)
294 Daciberg L Gonc¸alvesElena KudryavtsevaHeiner Zieschang
[41] A Steinberg, On equations in free groups, Michigan Math. J. 18 (1971) 87–95
MR0289614
[42] A A Vdovina, Constructing of orientable Wicks forms and estimation of their number,
Comm. Algebra 23 (1995) 3205–3222 MR1335298
[43] A Vdovina, On the number of nonorientable Wicks forms in a free group, Proc. Roy.
Soc. Edinburgh Sect. A 126 (1996) 113–116 MR1378835
[44] A Vdovina, Products of commutators in free products, Internat. J. Algebra Comput. 7
(1997) 471–485 MR1459623
[45] M J Wicks, The equation X2Y2 = g over free products, from: “Proc. 2nd Congress
Singapore Nat. Acad. Sci. 1971, Sci. Urban Environment Tropics” (1973) 238–248
[46] N J Wicks, Commutators in free products, J. London Math. Soc. 37 (1962) 433–444
MR0142610
[47] H Zieschang, Alternierende Produkte in freien Gruppen, Abh. Math. Sem. Univ.
Hamburg 27 (1964) 13–31 MR0161901
[48] H Zieschang, Alternierende Produkte in freien Gruppen II, Abh. Math. Sem. Univ.
Hamburg 28 (1965) 219–233
[49] H Zieschang, Discrete groups of plane motions and plane group images, Uspehi Mat.
Nauk 21 (1966) 195–212 MR0195954
[50] H Zieschang, E Vogt, H-D Coldewey, Surfaces and planar discontinuous groups,
Lecture Notes in Mathematics 835, Springer, Berlin (1980) MR606743 Translated
from the German by John Stillwell
Departamento de Matema´tica, IME-USP
Caixa Postal 66281, Ageˆncia Cidade de Sa˜o Paulo, 05314-970 Sa˜o Paulo SP, Brasil
Department of Mathematics and Mechanics, Moscow State University
Moscow 119992, Russia
Fakulta¨t fu¨r Mathematik, Ruhr-Universita¨t Bochum, 44780 Bochum, Germany
dlgoncal@ime.usp.br, ekudr@gmx.de, marlene.schwarz@ruhr-uni-bochum.de
Received: 31 July 2006 Revised: 24 April 2008
Geometry & TopologyMonographs 14 (2008)
