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Scotland 
The perturbed central force problem y,, - r2y8’ + 7X(y) = 0. yB, + 28y, + 
y[~s(y*) - G(y)] = 0 arising from the A-W system 
where ci = y(~)cos#(.x, t), c2 = y(.x)sinB(.x, t), 8 = at - c/~~(x’) dx’ and w = 
rJ( 7) is considered for the class X = W = 1 - g(y). The resulting linear equation m 
Y(X). y.,, + 2BY, + da2 + 8, - t2fi2] = 0 is solved with the aid of a class of trial 
phase functions fir(x) generated by the unperturbed central force problem for the 
case g(y) = y2. An application of the Liouville-Green approximation procedure 
reduces the system to a Schriidmger type boundary value problem in an eigen 
sub-domain. The analytical estimates for (I are in reasonable agreement with the 
results of numerical integration of the nonlinear system. The eigenfunctions y(x) 
display expected oscillatory behaviour inside an eigen sub-domain. The higher 
modes and the span of the most extended centre structure are estimated and 
interpreted in the context of WKBJ connection formula. 
1. INTRODUCTION 
The X-w reaction-diffusion system 
(1.1) 
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characterised by a stable limit cycle in the kinetic limit has been extensively 
investigated by Kopell and Howard [l] with a view to clarifying the 
asymbtotic dynamics of target patterns and spiral waves [2] in the 
neighbourhood of a radial line. With the help of assumptions c1 = 
y(x)cos&x, t), c2 = y(x)sine(x, t), 0(x, t) = ot - /“a(~‘) dx’ and w(y) 
= G(y) Kopell and Howard reduce the system (1.1) to a perturbed central 
force problem for the polar variables y(x) and a(x). The constants of 
motion (the spatial distance x playing the role of time) that obtain in the 
limit of vanishing f are then exploited to estimate the eigenvalue spectrum 
of the wave number (Y defined by lim,, ,,a(~) = +cr, Q > 0. These are 
the wave numbers appropriate to waves emerging from the origin and 
travelling outwards as plane waves. The estimates on (Y are then shown [l] to 
be in good agreement with the results of the numerical integration for a 
class of X-w systems defined by h = 1 - y* and w = constant - y*. 
The objectives of the present investigation are to derive an analytical 
expression for the eigenvalue spectrum valid for small E and to provide 
estimates on eigenfunctions y(x), for the elementary system A = 1 - y*, 
w = 1 - y *. The method presented here could equally well be applied to 
more general h-w systems, generically represented by X = 1 - g(y), W = 1 
- g(y). For this class of system we obtain an equation linear in w(x) 
w”(X) +[a* -(l + 2)ii’(x)] w(x) = 0, 
where 
4-4 c?(x) = - 
c 
(1.2) 
(1.3) 
and 
y(x) = w(x)e-rww* (1.4) 
The phase function a(x) plays the role of an eigenvalue dependent “poten- 
tial” in the equation for w(x). The basis of our strategy is the use of a trial 
phase function C!&(X) constructed from the solution of the h-w system 
(y(x), C?(X)) in the limit c + 0. Our approach is complementary to the 
method of Ref. [l] in that we estimate y(x) using the information on 6(x) 
obtained in the limit E + 0 whereas in [l] ri(x) is estimated using unper- 
turbed y(x). The results presented here are in good agreement with those of 
Kopell and Howard for the elementary system X = 1 - y*, Z = 1 - y*. 
The problem is dealt with at three levels. These three levels are char- 
acterised, not so much as approximation schemes leading to improved 
representation for y(x) and (Y, but as methods promising deeper insight into 
the formation of infinite domain centre structures. We first consider (Sec- 
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tions 3 and 4) a simple trial function C?+(X) to arrive at an analytical 
formula for (Y for all the modes. This is in good agreement with the results 
of numerical integration [C = l/ m, l/4,1/10] for the lower modes. We 
present numerical results for y(x) for the modes l-3 and 13-15 to 
demonstrate the extent of deviation for the higher modes. But the eigenfunc- 
tions y(x) (expressed in terms of hypergeometric functions), while bounded 
everywhere exceed 1 in certain regions on the x-axis for the second and 
higher modes. 
At the second level (Section 5) we employ an improved trial function 
a;(x) generated by the unperturbed system to obtain an equation for a and 
an estimate on y(x) for the second mode. The method consists in applying 
the Liouville-Green approximation [3, pp. 193, 4941 to system (1.2), which 
has symmetric turning points kx,,, given by 
#(x0) = 4% 
and irregular singularities at k-X, where 
Lim (i;(x) + &-cc. 
x+ +4 
0.5) 
0.6) 
Using these properties of #l(x) we reduce (1.2) to a S&r&linger type 
boundary value problem in the interval -X -C x < E, 
w(x) --, 0 as 1x1 + X. (1.7) 
Here both a and X are related eigenvalues determined by a careful (non- 
asymptotic) matching of the solutions at x = 0. For the elementary system 
h = 1 - y2, W = 1 - y2 the second mode w(x) is estimated by Airy’s 
functional inside -X < x < X while in the domain 1x1 > E, w(x) increases 
from 0 at E to ealxl/’ thus enabling y(x) to reach a constant value as 
x + f cc. The value of a is in good agreement with known results [l] and 
y(x) has the expected behaviour even though the location of the zero of 
y(x) is overestimated. 
The insight gained at the first two levels of approximation is exploited in 
the construction of a trial function for the higher modes at the third level 
(Appendix B). An application of the WKBJ [3, p. 4961 eigenvalue condition 
results in (r for the higher modes. The corresponding eigenfunctions y(x) 
possess the expected oscillatory behaviour, however, with discontinuous y, 
at those points where y(x) = 0, the only exceptional points being the 
essential singularities at Z = f fit, where y(x) and all its derivatives 
vanish. It is not suggested here that the WKBJ procedure provides a good 
method of estimating y(x). The point is that y(x) performs the expected 
number of oscillations between - fit < x -C + &c and that the centre 
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structure arises in a subdomain due to the Schrodinger type boundary 
conditions imposed on y(x) by the infinite spikes in ci2(x) at x = k fit 
for small e. In the limit of large modal value the WKBJ formula leads to an 
estimate on the span of the infinite domain centre structure appropriate to 
the highest mode allowed by the stability requirements. 
2. BASIC EQUATIONS 
The reaction-diffusion equations, in the notation of Ref. [l] (we prefer to 
denote the concentration amplitude by y(x) rather than by r(x)), are 
Y IX - Ya2 + YX(Y> = 0 (2.la) 
a, + 2a: + o(y*) - o(y) = 0 (2.lb) 
with h(l) = 0 and X(y) -C 0 and w’(y) < 0. The boundary conditions are 
Y(X) + Y* 
u(x) + kcx, cx>Oasx-, *cc. 
Here h(y*) = c? and w(y*) = u. Adopting the scaling 
O(Y) = 4Y) 
i = a/r 
one arrives at 
Y rig - c2yii2 + yX(y) = 0 
b,y + 26: + o(y*) - G(y) = 0 
with the boundary conditions 
Y(X) + Y* 
e> 
a 
+ f- asx* fco. 6 
In the limit e + 0, Eqs. (2.3a) and (2.3b) decouple and lead to 
y.,’ = constant - J yX ( y ) dy 
&'a)= y2[5(y)- 15(l)]. 
(2.lc) 
(2.ld) 
(2.2a) 
(2.2b) 
(2.3a) 
(2.3b) 
(2.4a) 
(2.4b) 
(2Sa) 
(2.5b) 
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Assuming that Z(y*) = G(l) + Se2, and S, a parameter independent of 
6, Kopell and Howard provide a rigorous proof to the effect that S takes 
values on a discrete set, for small E, the main input being the solution of 
(2.5a) satisfying y( f co) = 1 and the first integral provided by (2.3b) for 
small E. The set of values assumed by S is further restricted by the stability 
requirements [l] of solutions to the partial differential equations (1.1) (see 
Appendix A). 
3. THE TRIAL PHASE-FUNCTION APPROACH 
The method presented here is based on a trial phase function satisfying 
the boundary conditions (2.4b) constructed from the solutions to the system 
(2.5). We first note that for the class 
where 
and 
X(Y) = 1 - g(Y) (3.la) 
(J = 1 - g(y), (3.lb) 
i?(l) = 1 (3.lc) 
k+(Y) ’ 0 (3.ld) 
the equations (2.3a) and (2.3b) can be used to eliminate g(y) to obtain an 
equation linear in y(x): 
y-,, + 2dy, + y [ 6, - c2ii2 + a’] = 0. (3.2) 
This equation becomes useful when an analytical estimate for a(x) is 
available, and this is provided by the unperturbed problem. 
yX2 = constant - y(1 - g(y))dy 
c=o / 
ci(x) = $/Y’(l - g(y)) dx + 4, 
Y 
(3.3a) 
where q is an arbitrary constant. The translational invariance of (2.1) 
provides another constant at our disposal. 
We present he calculation for the analytically manageable case g(y) = y2. 
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A particular solution of the system (3.3) is 
y(x),=a = ftanh (3.4a) 
ti(~),,~ = $nh( $ - c) + pcoth2( k - c), (3.4b) 
where c and q are arbitrary constants. In the following sections we exploit 
(3.4b) as a trial function in (3.2) at three levels. 
4. THE FIRST TRIAL PHASE FUNCTION 
In this section we choose c = 0 = q. We exploit the freedom in the choice 
of the signature of y(x) to satisfy the boundary conditions (2.4a), at the 
expense of differentiability of y(x) at x = 0 
v(x),+o =lfafi(*)l, x f 0 
C?(X) C’ ,, = JZtanhX 3 fi’ 
(4.2) 
These solutions provide an approximate representation of the first mode. 
For instance, when c = 4, one obtains a = 0.1179 with a relative error of 
1.3% compared with a value of 0.1163 provided by numerical integration of 
the equations (2.3) with g(y) = y2. 
At the first level we adopt the trial function 
-1 - ‘y tanhrx. aT- ~ (4.3) 
We use (4.3) as a trial “potential” in (3.2) and solve for y(x) in terms of 
hypergeometric functions (Appendix A). The identification of the first mode 
suggests inductively a formula for the eigenvalue spectrum of a for all the 
modes. Substituting (4.3) in (3.2) we obtain 
y,, + 2: tanhTxy, + ( a2 + T)(se&x) y = 0. (4.4) 
The solutions are 
y(x) = Asinh7xcosh2~TxF 
( 
p + i,p + i + E; 5; - sinh2rx 
1 
+Bcosh2’%xF p,p + 2; ;; -sinh2~x (4Sa) 
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where 
and A and B are arbitrary constants to be determined by (2.4a). Using the 
properties of the hypergeometric functions (Appendix A) it can be seen that 
Lim y(x) --+ constant 
x-++w 
for all values of p and 7. Therefore different choices of the parameters /.t 
and r and the constants A and B lead to different trajectories in the 
( y, y-X, a) space connecting (y( - cc), 0, -(u/c) and ( y( co), 0, + a/c). How- 
ever, we are interested in only those trajectories whose projections on ( y, Y.~) 
plane lie close to the homoclinic trajectory determined by the solution (4.1) 
and (4.2). 
Remark. For the system yXx - r2y82 + ~(1 - y2) = 0 and ci, + 
26(y,/y) + (y2 - Yap) = 0, the solutions 
y = A,tanhTx 
ri = (Ytanhrx, E 
where 
are exact solutions. The choice 
y = y* tanhL 
I I a’ 
ci = :tanh-l( 
fi 
will exclude the point x = 0. 
It is easily checked that the choice 
p++=o, 7=1/J!? (4.6a) 
B=O (4.6b) 
in (4.5a) reproduces the first mode (4.1) apart from a multiplicative con- 
stant. Therefore it is natural to inquire whether there are values of p + 4 for 
which y(x) describes higher odd modes to first order in e2. It does turn out 
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TABLE I 
Estimates on LY Obtained from &k(x) 
c 
a 
Numerical 
a integration 
Generated by of(R,J,V) 
n t+(x) system 
~ A : 
0.1459 o.1459” 
0.2622 0.2535” 
1 0.1163 0.1163 
2 0.2090 0.2090 
1 3 0.2985 0.2808 
4 4 0.3870 0.3363 
5 0.4749 0.3801 
6 0.5625 0 4182 
1 0.0470 0.0470 
2 0.0847 0.0913 
1 3 0.1209 0.1321 
iii 13 0.4755 0.3766 
14 0.5108 0.3909 
15 0.5461 0.4031 
(a, h) values taken from Ref. [l]. 
to be the case that when B = 0, 7 = l/ fi and 
n-l 
p++- 2) 
i 1 
n = 1,3,5, . . . (4.7) 
we obtain (r for all modes. Using (4.7) in Eq. (4.5) leads to an analytic 
expression for the spectrum of CX. 
a = a(“) =%[-I+ /WI, n=1,3,5 ,.... 
(4.8) 
The corresponding asymptotic estimates on y(x) are given in terms of 
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terminating hypergeometric functions: 
Polynomial of degree F in ( -sinh2$-)), x f 0, n = 1,3,5. 
(4.9) 
The freedom in the choice of A (in particular the signature of A) has been 
exploited to satisfy the boundary conditions on y(x) at x + + cc, however 
at the expense of the continuity of y, at x = 0. A simple computation for 
the case c = + indicates that while the eigenvalue spectrum is in good 
agreement with the numerical results, (Table I), the eigen functions v(x) 
become marginally greater than 1 in some regions on the x-axis. 
The eigenvalue spectrum for the even modes are obtained by setting 
r=l/&A=O and p= -n/2, n = 2,4,6, se. (4.10) 
This choice leads to an expression for CI identical to (4.8), the only difference 
being that n = 2,4, . . . : 
.,..,==[-I+ d-1, n=2,4,6,8 ,.... 
(4.11) 
FIG. 1. The first three modes for the system X = is = 1 - y2, c = l/l0 obtained from the 
integration of ( R, J. V) equations [I]. 
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EPS=B. I 
FIG. 2. The 13th and 15th modes compared for h = W = 1 - y2, c = l/10. Modes 
computed from (R, J, V) equations by numerical integration. 
--_ . \ \ 
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\ 
\ 
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I I 
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FIG. 3. The 14th and 15th modes compared for h = 12 = 1 - y2, c = l/10. Modes 
computed from (R, J. V) equations by numerical integration. 
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The corresponding eigenfunctions are 
y(‘,:‘= Bi,,(cosh$)-“[Polynomialof degree ; in -sinh2-$. 
(4.12) 
Any attempt to fix B CnJ by using the boundary condition y( + cc) = y* 
leads to a y(x) that exceeds 1. However, formula (4.11) is in good 
agreement with numerical results (Table I) for the eigenvalue spectrum. 
We see the use of formulae (4.9) and (4.11) in the guidance they provide 
for a numerical attack on the problem. We have carried out numerical 
integration of (2.la) for the class h = G = 1 - y2 with c = l/10 using the 
equations for the variables (R, V, J) of Ref. [l], where R = y2, I/ = R,, 
and J = Rti. The results are presented in Figs. 1, 2, and 3. In the next 
section we employ an improved trial function for d(x) provided by (3.4) to 
obtain realistic estimates on y(x). 
5. THE SECOND AND THE THIRD LEVEL TRIAL PHASE 
FUNCTIONS 
We now exploit the antisymmetry of C?(X) and the freedom in the choice 
of q and c to construct an improved trial function. With q, c > 0, let 
b;(x) = $tanh(k -c)+qcoth’(k -c), x>O (5.la) 
= ftanh(2 +c)-qcoth’(k +c), xc0 (5.lb) 
= 0, 
The constraint (5.lc) gives 
tanh3c = 3q/fi = p3. 
The boundary condition (2.4b) implies 
x = 0. (5.lc) 
(5.2) 
afi A! -=- 
E 3 + q = $1 +p’). 
Equations (5.2) and (5.3) guarantee that a -C 2(fi/3)~ Note that the trial 
potential is singular at x = +_ fit. The objective of this section is to solve 
Eq. (1.2) using (5.1) and determine the eigenvalue q. The analysis is 
presented in Appendix B in detail. There we establish the following proper- 
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ties of w(x): 
In Jz c<x<cQ, W(X) + &a/c)-7 asx-,cc (5.4a) 
-0 as x + fit. (5.4b) 
In x0 < x < fit, w(x) -+ 0 as x --) tic. (5.4c) 
The corresponding results for the interval - cc < x -C -x0 are determined 
by the symmetry of C?;‘(X). 
W(X) + &+)x asx-+ -cc (5.4d) 
-0 asx+ -&Cc, --00xX -&Cc (5.4e) 
-,O asx-, -fit, -ficCx< -x0 (5.4f) 
Thus the Schrodinger type problem for (1.2) with w(x) -+ 0 as Jx] + fit in 
- fit -C x -C fit is demonstrated. 
The Liouville-Green approximation 13, p. 4941 is employed to solve the 
problem (1.2) in - fit < x < fit. Equation (1.2) with (5.1) as the trial 
function can be rewritten in the form 
2(1 +p3y 
w”(X) - 9 f(x>w = 0, 
where 
(5.5b) 
This equation has a real pair of turning points +x0 given by 
tanh 2 + tanh-‘p = Tp + ?J1::z + O(r*) 
1 
3 
(5.6) 
where we have assumed 
))3 > ” 0 + P213 c  
27 (1 + 22)3’2 
for small f. (5 -7) 
The parameter p is the eigenvalue determined by matching the solutions 
(non-asymptotic) in the region -x0 < x < x0. Since x0 (and c) are de- 
termined by p, in the vicinity of p = 1~ we do not make explicit use of (5.6) 
in computations that are presented below. 
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Near the turning points the solutions are represented in terms of the Airy 
functions. Since w(x) is symmetric the solutions have either w’(x)J-~,,, = 0 
or w’(x) is discontinuous with -limx,,-w’(x) = +limT,,,+w’(x). We 
will first look at the “ground state” solution which has a vanishing deriva- 
tive at the origin (even mode). 
In Appendix B we have shown that the conditions w,(O) = 0 leads to the 
following eigenvalue equation determining p, 
(1 + p2)G(0, E, p) = fi(1.2)3’2, 
where 
G(x,c,p) = ~~‘“lf(x)I’%fx, 0 <x <x0. 
x 
(5.8) 
Numerical evaluation of the area G(0, E, p) shows that solutions obtain for 
values of p near 1 -. The values of (Y and E obtained from (5.8) are 
compared with the results of the numerical integration of the (R, J, V) 
system in Table II. A possible explanation for the discrepancy in X is 
presented in the Appendix B. 
It is of interest to enquire whether the trial function a;(x) could be 
slightly modified to account for the higher modes. Our aim is not to improve 
the agreement with the results of numerical integration but to provide an 
analytical framework to represent he properties of higher modes, in particu- 
lar the oscillatory behaviour of y(x) between - fit < x < + fit. In 
selecting Q:(X) we have strictly adhered to the form provided by the 
unperturbed problem. This in particular leads to the coefficient o/3 for 
the tanh(x/ 6 - c) term. It is, however, possible to examine the conse- 
quences of replacing o/3 by a parameter b as was done for the first trial 
function ui( x). This programme is carried out at the end of Appendix B for 
the case of large n (e, very small). An application of the WKBJ formula 
TABLE II 
Estimates on (II and X Obtained from C&X) 
(Y R 
Numerical Numerical 
integration integration 
Generated by of R.J,V Generated by of R.J,V 
c u:! system uf system 
l/4 0.2355 0.2090 3.92 2.2 
l/10 0.0943 0.0913 11 9 2.4 
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leads to an estimate on the span of the largest mode allowed by the stability 
condition (A.12). The solution w(x) has the expected oscillatory behaviour; 
for sufficiently large n and small c, we have 
w(x) - P;‘cos( qG(lxl,c,,) - f), -x0 < x < x0, (5.9) 
where 
;G(O,r,fi) = (n - $9 n large (5.10) 
and 
pb 
4’ 
Pl = r*lf(X)11’4. 
The constant I?, is not determined by the trial function method (see 
Appendix B). Perhaps one could use the square integrability of w(x) to 
determine I’,. The non-negativity of y(x) requires w(x) to have discontinu- 
ous wX(x) at those points where w = 0, the only exception being x = f ac, 
the location of the essential singularity of Eq. (5.5). As discussed in 
Appendix B, the choice b = $(n/2~6) leads to (Y/C = b(1 + p3)(n/2fi), 
the solution (5.10) being 3 = l-. Equation (5.10) leads to an estimate on X 
(or x0), 
x0 < 4.44/c, (5.11) 
for the largest mode for a given small E. 
CONCLUSION 
The objective of this investigation is to show that the trial phase function 
method enables us to obtain analytical estimates on a and y(x) in reasona- 
ble agreement with the results of numerical integration. A novel feature of 
this approach is the determination of the infinite domain centre structure in 
terms of the eigenfunctions for a reduced S&r&linger type boundary value 
problem in a sub-domain. The extent of this sub-domain itself is determined 
by the eigenvalues. The trial function method could be extended to a more 
general g(y), subject to analytical simplicity of the resulting trial function 
B,(x). We believe that the similarity between the behaviour of the con- 
centration amplitude y(x) and the Schradinger wave function I+(x)\ for an 
energy dependent potential is more than of mere formal significance. The 
relationship between the diffusion and the Schrijdinger equation is of 
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considerable conceptual interest. We hope that some of our results will 
provide stimulus to examine such a relationship in the context of non-linear 
diffusion problems. 
It will be of immense conceptual interest to examine the validity of the 
trial function method in the context of finite domain centre structures. The 
extension of the present investigation to higher dimensions might provide 
valuable insight into the nature of target and spiral patterns. These prob- 
lems are currently being studied. 
APPENDIX A: ASYMPTOTIC ESTIMATES ON y(x) FOR THE CASE 
g(y) = y* IN TERMS OF H~PERGEOMETRK FUNCTIONS 
We start with Eq. (4.3): 
y,, + 2: tanh+rxy, + ( (Y* + y )(sech*Tx) y = 0. (A-1) 
The substitution 
reduces (A.l) to 
q = - sinh*rx (A4 
4 + a/r< 
n-1 yq- I 
da + +> Y 
47* v(v - 1)” 
= 0. (A.3) 
The solution of (A.2) is obtained in terms of hypergeometric functions 
ea, b; c; 11) 
y(x) = Asinhrx -(coshrx)2”F(p + :,Q + i + z; $; -sinh*Tx) 
+B(coshTx)**F p,p + t; i; -sinh*Tx (A-4) 
where 
p=;(f-;)-f/m. (AS) 
The linear transformation formula for the hypergeometric functions [4, 
Formula 15.3.7, p. 5591 leads to 
F(a, b; c, z)- ww - 4 (-z)-” + r(c)r(a - b) 3+m r(b)r(c - U) rya)qc - b) (-z)-h5 
lwd -41 < r* (A.6) 
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We obtain 
Lim y(x) --, AT’+‘/* A,( -17) 
pp cc [ 
-(P+l/a + A2(-)7)-w/2+a/7L)] 
+B?f[A,(-?p + A4(-?p+q, (A-7) 
where A, are constants depending on various r functions occurring in (A.6). 
Thus it is seen that 
Lim y(x) + constant 
I-9’ ‘x 
for all real values of p. We select a subset of values of p by appealing to the 
existence of the first mode corresponding to p + l/2 = 0 and 7 = l/ fi as 
discussed in the text of this paper. The choice 
p= -n/2, B=O b4.8) 
produces odd modes for n = 1,3,5, . . . and even modes are realised for 
n = 2,4,6, . . . with A = 0. The expression for CX(,) is 
We discard the negative sign since (r > 0 by definition. To first order in E, 
we obtain 
n(n + 1) 
(y(n) = fi(2n + l)c + W3) (A.lO) 
provided 
4+ + oc2 < 1 
(2n + 1)2 . 
(A.ll) 
Note that cq,,) = fi/3n for n = 1,2,3 (lower modes). However, for large 
n, (A.9) yields 
n 
(y(n) 
= 3. 
The stability condition [l] for the case g(y) = y2 is 
($7) < 
1 
3 + 2r2' 
(A.12) 
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When e = a, formula (A.9) predicts the stability of the first six modes. 
When n = 6, we have (y(e) * = 0.3165 < 0.32. Since formula (A.9) is ap- 
proximate, the stability of the sixth mode should be decided by numerical 
methods. 
APPENDIX B: THE LIOUVILLE-GREEN APPROXIMATION AND THE 
WKBJ FORMULAE 
Equations (2.3a), (2.3b) generate the required trial function, denoted by 
h,(x) in the limit E + 0. 
LiF= $-tanh(g -c)+qcoth2($ -c), x>O, (B.l) 
where q and c are arbitrary positive constants to be determined. 
Note that the choice q = 0, c = 0 provides the trial function for the first 
mode. The antisymmetry of C?(X) demands that 
@= 3 /Itanh($+c)-qcoth’(-&+c), xc0 (B.2) 
and 
i+(O) = 0. 
The constraint (B.3) implies that 
(B.3) 
tandc = $q (3P3). (B.4) 
Thus for real c, 3q/ fi = p3 < 1. Also note that a/3 + q = a/c. The 
transformation 
r(x) = w(x)exp -J’@(x’) dx’ 
[ 1 P.5) 
reduces Eq. (3.2) to 
w,, + [a* - (1 + f’)@(X)] w = 0. 03.6) 
Equation (B.6) has irregular singular points at x = &- fit and turning 
points at x = +x0, x0 being given by 
(B-7) 
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We will examine (B.6) in 0 5 x < cc. The results for the domain - cc < 
x 5 0 will follow from the symmetry of ci~*(x). We first rewrite (B.6) in the 
form 
W xx - $f(x), = 0, ow 
where 
f(x) = ( ;)2t 1 + E2)@(X) - C2 
= 1+r2 
(1 + P3j2 
[tanhj -& - c) +p3coth2( g - cl]’ - cl. (B.9) 
We will now apply the Liouville-Green approximation [3] to (B.8) and 
estimate the solution in various regions. The estimates are fairly robust even 
when (a/e) is not too large and f(x) depends on (a/~). The conditions 
under which the Liouville-Green approximations are valid are discussed in 
Ref. [3]. For our purposes it is enough to note that 
I ! $fW 
- l/4 
is slowly varying away from transition points. Since a/e is not large for the 
II mode, we should not expect the first order Liouville-Green estimates to 
agree in detail with the numerical solution of the (R, V, J) equation. - - Equation (B.7) for the turning point is a cubic in tanh(x/ 42 
the discriminant 
c) with 
Since this is positive for small E, the only real root is given by 
x0 = &ml-’ 
(1 + $)E + O(C2) 
3(1 - p’) -t(l + p3)pc + O(c2) * 
(B.lO) 
(B.ll) 
Numerical calculations show that x0 is estimated correct to the first 
decimal place by this formula when x,, > 1; however, we do not make use 
of (B.11) any further here. Note that 0 < x0 < act. 
Next we construct the solution w(x) in various domains. 
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The domain fit < x < co 
The domain DC -C x < 00 is free from turning points and f(x) is 
positive. By Theorem 2.1, p. 197, of Ref. [3] there exists a solution 
WI(X) =f-1~%?~~“2~~X{1 + q(x)} (B.12) 
with the following properties: the solution is unique with the behaviour 
Lim cl(x) --) 0. 
$ 
(B.13a) 
x-+ 2c+ 
As x + 00, the error is bounded but non-zero 
Lim e1 (x) + constant 
X’DS 
(B.13b) 
(Theorem 3.1, p. 198, Ref. [3]). Using the function f we obtain 
Lim wi(x) + A, 
(1 + c*)q* 
x+ 2r d- (+)*(X/\/Z - c)’ 1 
-l/4 
X exp - 
i 
4\/m 
(a/f )( x/fi - c) * 
(B.14) 
This implies that y(x) --) 0 as x + fit+. The essential singularity at x 
= fit is due to the irregular singular point at x = fit. In the limit 
x + co, we have 
~j~w,(x) + (1 + (Icm,}{(f)-“*ealn). (B.15) 
where ci(co) is bounded. This implies that Lim,,,y(x) + constant. 
The Domain x0 < x -C fit 
The solution appropriate for this domain is 
where 
w*(x) - f1/4e-~f”2dx[1 + c,(x)], 
Lim E*(X) + 0 
x+x& 
Lim E*(X) + constant 
.r-+fic- 
(B.16) 
(B.17a) 
(B.17b) 
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leading to the behaviour 
Lim wz(x) + A, 
x+ 2( 
[ 
(1 + c2)q2 
$ ( a/q2( x/a - c)” 1 
-l/4 
X exp 
i 
%m=3- 
W4b/J?s - 4 1 
[i + ~~(4%)]. (~.18) 
This implies that Lim,,@Cmy(x) -+ 0. 
The analysis presented above establishes the Schrijdinger problem in the 
interval - fit < x -C fit with the potential function a:‘(x). 
It is important to remember that the potential depends on the eigenvalue 
(Y/E which we are trying to determine. We solve the problem in the domain 
0 < x < fit containing the turning point x0 in terms of Airy’s function [3, 
pp. 494, 4951. 
%(x) = Q,a’~4(x)(Ai[( q)2’31] + q( t, x)), (B.19) 
where 
(B.20) 
with 
e4 = fb)/Sb) (B.21) 
where the error zi(a/e, x) - O[l/(a/r)] for large x. Since we want to 
match the solutions near x = 0, we will not employ the asymptotic formulae 
for Ai( However, for reasons of analytical tractability we neglect the 
error terms. Our main aim is to show that y(x) has the required behaviour 
in region - fit < x < fit. The solutions in the region - fit -C x -C 0 
are symmetric with respect to those in the region 0 < x < fit. Therefore 
we stipulate that 
for the II mode. Now 
w,(o) = 0 (B.22) 
W -5 d =- 
W x=0 dx [ - $ln+ + ln@i(z) + C,(X))] s=. 
(B.23) 
1 = -- + Ai’( -z) 
4 Ai ’ 
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neglecting ei(x). Here 
a3 
I I 
213 
z = --Go 
6 2 
and 
G, = G(O,c,p) =j~yof112(‘)dtl. 
(B.24) 
(B.25) 
The condition (B.22) leads to 
4zAi’( -z) = Ai( -z). (~.26) 
From tables of Airy’s function [4] the matching equation (B.26) has a 
solution at z = 1.2. The eigenvalue p is determined by 
(1 + p3)G, = fi(1.2)“’ = 1.8590. (B.27) 
The value of p satisfying this equation is very close to 1 -. For the case e = a, 
as p varies from 0.999416 to 0.9999, G, increases from 0.92913 to 1.2356. 
Thus AG/Ap - 600. A careful numerical evaluation shows that for p = 
0.999418, (1 + p3)G, = 1.858. The corresponding values of x0 and X are 
3.92 and 5.78. The numerical integration leads to a value of X = 2.2 for the 
second mode. The discrepancy in the value of 3 could be due to the double 
approximation involved, the e + 0 approximation for the perturbed central 
force problem and the omission of e1 in the Liouville-Green approximation 
for the reduced Schrodinger problem. 
Thus the Liouville-Green approximation provides reasonable estimates 
on cu; while y(x) has the expected oscillatory behaviour, the extent of the 
centre domain x is considerably higher than that indicated by numerical 
solution of the nonlinear problems. The point we wish to make here is that 
the infinite domain centre structure is governed by a Schrodinger type 
boundary value problem in an eigen sub-domain, at least for small C. 
If we are prepared to concede the fact that X is consistently overestimated 
in this approximation, we can realise an interesting interpretation of higher 
(greater than the second) modes within the context of the Liouville-Green 
approximation. To this end we choose the trial function &f’(x), defined by 
@(x)=btanh($ iajfgcoth*($ Tc), x:i (B.28a) 
= 0, x = 0 (B.28b) 
such that 
tanh3c = % E jj3, c,q, b > 0. (B.28~) 
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The parameter b provides the required generality, much the same way as it 
did for u:(x). The coth2(x/ fi T c) term is responsible for the Schrd- 
dinger type boundary value problem in the sub-domain - fit < x < 
+ fit. The boundary condition on #r(x) leads to 
a/c = (1 + p3)b. 
It is instructive to look at the problem for large values of n (small z). 
Substituting @‘(x) in the w-equation leads to Airy functionals for the 
solution in -x0 -C x < x0. Since we are interested in large values of n we 
can approximate the Airy functionals for large negative argument [3, p. 4961 
to obtain 
w(x) - P;‘cos( b(1 + P3)G(]x],e, a) - ;), -x0 < x < x0 
(B.29a) 
with 
Pl = w(w4 (B.29b) 
where r, is a constant. We can use this solution to generate higher even and 
odd modes. The matching conditions are 
w,(O) = 0 for even modes (B.30a) 
- xeF w,(x) = x5:+ w,(x) for odd modes. (B.30b) 
The signature of I, is adjusted piecewise in regions where cosine is negative 
to preserve the non-negativity of w(x). Therefore these modes have a 
discontinuity in w,(x) at isolated points on the x-axis except at 1x1 = fit. 
The even modes of course have a vanishing w,(x) at x = 0. 
The conditions (B.30) lead to the WKBJ formula 
b(1 +P3)G(0,r,p) = (n - :);, n large (B.31) 
Here n has the same interpretation as in Appendix A. To determine the 
value of b, we generalise the connection between the first and the second 
mode implied by a;(x). Numerical solution of Eq. (B.27) in that case leads 
to a value of p = 1 -. Thus we are led to the choice b = t(n/2fi), (n/26!) 
being the large n approximation for the wave number generated by u;(x). 
With this value of b, we recover the large n approximation for a, viz., 
a = n/2fi. Then the WKBJ condition becomes 
1 n 
7 2JT 
(-)(1 + P’)G(O,E,~) = n large. (B.32) 
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We assume that E is small enough to allow large values n. Therefore the 
above condition becomes (setting 1 + p3 = 1) 
G(O,r, p) = & = 4.44. (B.33) 
Numerical solution of this equation for c = l/10 leads to X = 46.7. We can 
interpret this result as the span of the largest mode allowed by the stability 
condition. Numerical integration of the (R, V, J) system for e = l/10 
suggests that the span of the 15th mode (highest allowed by the stability 
requirement) is of the order of 27 (see Figs. 2 and 3). As was pointed out 
earlier the c --, 0 approximation combined with the Liouville-Green ap- 
proximation overestimates the span of the infinite domain centre structures. 
For small c and p = l-, the area G(0, C, p) is essentially that of a rectangle, 
c X x0, where x0 = 44. The emphasis here is on the interpretation of the 
WKBJ formula in the context of the trial function us’ generated by the 
c + 0 approximation. 
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