Modern estimates of English native speaker vocabulary size have concentrated on acquisition in childhood (e.g. Biemiller & Slonim, 2001 ) and among undergraduates (e.g. Milton & Treffers-Daller, 2013 ). There seems to be an assumption that vocabulary size is pretty stable in adults and that the estimates for undergraduates are likely to be applicable to the broader population, at least until age related decline begins sometime after the age of about 60 (Burke & MacKay, 1997) . The study reported in this paper examines a cross-section of adults aged from 20 to over 60, and from graduate and non-graduate populations. The results suggest that the graduate population has a marginally larger vocabulary size than the non-graduate population and it is speculated that the difference is probably too small, and the vocabulary sizes too large, to drive educational differences. The graduate population also differs from the non-graduate In the graduate population vocabulary size appears to continue to grow with age, but while vocabulary size scores vary in the non-graduate population, the differences noted are not statistically significant after the age of 30.
Introduction
Attempts to measure the vocabulary knowledge of native speakers of English have a considerable history and there are plenty of reasons for wanting to makes these kinds of measurement beyond simple academic interest. Anglin (1993, 2) lists just some of these.
Vocabulary knowledge provides the essential building blocks of language and without vocabulary neither language production nor language comprehension is possible. There are now theories which suggest other aspects of language such as grammar may be conditional on acquiring vocabulary knowledge of the right size and quality, (e.g. Bates and Goodman 1997) . Not surprisingly therefore, vocabulary knowledge is at the heart of diagnostic tests for language and more general educational attainment. For example, vocabulary size in infancy is considered a strong predictor linguistic and cognitive abilities at four years (Feldman, Dale, Campbell, Colborn, Jurs-Lasky, Rockette & Paradise, 2005) and even at eight years (Marchman & Fernald 2008) . Vocabulary size is also linked to the acquisition of competence in reading (e.g. Ouellette 2006 ) and, in turn, to success in school (e.g. Biemiller & Boote 2006; Bornstein & Haynes 1998; Tymms, Merrell & Henderson 1997) .
A characteristic of these historical measurements is the huge variation in the scale of the sizes which are produced. Writing in 1877 Professor Holden estimates his own vocabulary size at 32,000 words (cited in Kirkpatrick, 1891) . Kirkpatrick himself estimates the vocabulary of native speakers of English at between 10,000 and 100,000 words dependent on education. This is not even the largest estimate and Hartmann (1946) produced estimates of 200,000 words. At the heart of this variation is an uncertainty over how such estimates should be made and the earliest researchers were well aware of these problems and that resolving them was necessary if meaningful estimates were to be made which could be compared with each other. Thus, Kirkpatrick's paper identifies a variety of issues which researchers even today will recognise. For some of these we have reached assumptions and developed methodologies which, we think, allow better, more useful and more reliable estimates to be made. But there are other issues which have as yet to be systematically addressed and where we are still working with assumptions about the scale of the mental lexicon. It is these issues of how vocabulary knowledge behaves among adults, and particularly outside formal education, and the relationship with educational attainment that this study seeks to investigate. Kirkpatrick's paper, while it is old, turns out to be a very good starting point for explaining the issues involved.
What's a word?
A principal concern in making an estimate of the number of words someone knows, is to decide what a word is and what should, therefore, be counted. Kirkpatrick reflects that he is counting base words and all inflected and derived word forms separately. This method gives him an estimate of his own vocabulary he can understand, but he reflects (p 107) that the previous estimate by Professor Holden does not describe its method, so it is unclear whether the two estimates are comparable. Earlier estimates largely seem to have followed Kirkpatrick in treating every different inflected and derived word form as a different word and this does much to explain the size of the estimates, by for example Seashore, which can be in the hundreds of thousands.
More recent estimates have followed a different approach and have chosen to count word families rather than word types to arrive at a useful calculation. A word family is comprised of a base word and its more frequent and regularly inflected and derived forms. So, manage, manages, managing, management and mismanage might all be counted as part of a single base word which in this case would be manage. It is thought this is a more useful approach since it appears that words are often stored as base words in the mental lexicons of native speakers and these are retrieved when needed and rules for inflection and derivation can then be applied. Counting words this way probably gives a better idea of the scale of learning required to gain a fully working lexicon. A learner does not need to learn every derived and inflected form individually. If one form within a word family is acquired, then the others can be extrapolated from this. Estimates of vocabulary knowledge in second language learners often use a reduced form of the word family called a lemma where just the most frequent inflections are included since, it is thought, this most usefully reflects the state of knowledge of low level learners. Confusingly all of these are often referred to as just words in the literature.
Estimates made using a lemma or word family as the unit of count are, of course, smaller than those like Hartmann and Kirkpatrick who counted every word type as a different word.
Typically these, more modern, estimates are between 10,000 and 20,000 words (properly word families). Golden, Nation & Read (1991) , using a checklist test, suggest that educated native speakers know 17,000 to 20,000 words. D'Anna, Zechmeister & Hall (1991) , using a multiple choice format, suggest their undergraduates know 16,785 words by recognition and 14,076 words which they could define, although D'Anna et al suspect the format will lead to over-estimation. Milton & Treffers-Daller (2013) suggest UK undergraduates enter university with a 10,000 word definition vocabulary and gain about 500 words each year while studying. While these estimates a smaller than the earlier ones, it will be noted that Goulden et al's estimate it still about double the size of that of Milton & Treffers-Daller. However, Milton & Treffers-Daller's test format is a more demanding one than in Goulden et al or D'Anna et al, since it requires that all test words are explained or defined, and this may explain the smaller size of their estimate. This is the second point which Kirkpatrick raises.
What's knowing a word?
Kirkpatrick is aware that he is making decisions over what to count as knowing a word which will affect the scale of his estimate. Some words he suspects he has never encountered before but he can deduce their meaning, or thinks he can, from their form or their component parts.
Other words he recognises but thinks he could not explain or define. Still others he can define and use. He chooses to count all of these as known words and excludes form his count only the words he thinks he has never seen before. This approach gives him as inclusive an estimate, and as large an estimate, as he can manage and he knows a more demanding knowledge criterion would reduce this. He does not check to see whether his assumptions about his knowledge are correct.
More recent approaches appear to apply rather more stringent criteria for knowing. Nation's Vocabulary Size Test (VST) (Nation & Beglar, 2007) requires that a word form must be linked to a meaning if it is to be counted as known, and the test actually gives the meaning, from a choice of four, in a multiple test format. In addition to providing a prompt for the correct answer the multiple choice format also provides scope for guesswork among the testees. Both Gyllstad et al (2015) and D 'Anna et al (1991) , who also make vocabulary size estimates using this format, conclude that there must be over-estimating in size counts made this way. Goulden et al (1991) are more demanding in the knowledge requirement of their test and require that a definition must be produced for a word to be counted, but their choice of test format would seem to make this requirement less demanding that it at first appears.
Goulden et al's estimate appears to be based on self-reporting so there is no check on whether test takers are correct in their assumptions of what they knew and this also must inflate the scores they produce. Milton & Treffers-Daller (2013) who did undertake a check on the Goulden et al checklist method concluded that scores might be inflated by as much as 20%.
How do you construct a test?
This leads to a further concern Kirkpatrick considers. Once you decide what a word should be and what knowing should be, how do you construct a test of this knowledge? Historical research, and some more recent estimates, make a choice of words based on a dictionary sample. Kirkpatrick is very aware that a dictionary may not contain all words in the language and will mis-estimate for that reason. There are specialist lexicons for many subject areas and a general dictionary will not contain these even if it is a large one such as the versions of Goulden et al (1991) base the first half of their test on, effectively, words in the first 25,000 words in the Thorndike and Lorge (1944) frequency lists resorting to a dictionary sample to attempt an estimate of knowledge beyond this frequency range. They conclude that knowledge beyond 25,000 words in English is so slight that for practical purposes good estimates can be produced using the frequent, and frequency-based, sample only. Nation's VST samples from his own BNC based frequency lists.
Variation in vocabulary knowledge and the link with educational attainment
A conspicuous feature of Kirkpatrick's estimates is the high variation in vocabulary size among speakers of English he reports, and he ascribes much of this variation to the effects of education. He expects, but does not demonstrate, that knowledge will vary by a factor of up to 10; graduates with vocabularies between 20,000 and 100,000 words, non-graduates with approximately 10,000 words. Recent studies have not addressed this issue in adult populations directly. There often seems to be an assumption that there will not be the sort of variation Kirkpatrick expects. Goulden et al (1991) , for example, begin their study with the premise that there is an English native speaker vocabulary size, a general or universal size, which might provide a useful goal for learners of English as a foreign language. Wray (2008, 58) similarly suggests that, 'a central tenet of modern linguistics has been that … variation is secondary, and there is a primary level of equality across all individuals. ' Milton and Treffers-Daller (2013) note how little variation in vocabulary size there is among the undergraduate university population they investigate. But their focus on learners in university is potentially missing the variation which may be occurring in the population as a whole.
We do have some information from studies of school age learners. Biemiller & Slonim (2001) , for example, compare learners from kindergarten up to Grade 6 in what they term advantaged and normative populations. They observe differences in the two populations although nothing like the scale of difference that Kirkpatrick expects. The difference in vocabulary size is biggest in the youngest age groups where the advantaged group mean is about 50% larger than that in the normative population. However, the results from the study also suggests that these differences are mitigated by time and education. Thus, the two populations become more similar as the learners grow older and progress through school. By grade 6 the difference in the two groups' mean vocabulary sizes is only about 10% and the mean vocabulary size in both groups, about 9,000 words, is sufficient for full comprehension (Nation 2006) . Potentially this narrowing of the difference between the groups might be the effect of the education process where a lexically rich school environment promotes learning particularly in the less advantaged population. Or it might be a ceiling effect since it is not clear what the maximum possible score on the test is. Nonetheless, Biemiller & Slonim note the concern that Matthew effects may be occurring (Stanovich 1986) where it suspected that learners with large vocabularies on entry to school will prosper, develop their language skills disproportionately, and do better generally in this environment than children who enter school with smaller vocabularies. It is not clear from the Biemiller and Slonim data that this is occurring. Other studies (e.g. Shaywitz et al 1995) also fail to demonstrate that Matthew effects occur given the size of vocabulary that learners rapidly develop and the similarity in vocabulary size noted in the two groups. But there are echoes in the literature of Kirkpatrick's assumption that there will be a relationship between vocabulary size and educational attainment. Milton and Treffers-Daller note, for example, that in a university level population there is a moderate positive correlation between vocabulary size and the degree class obtained by students. In second language acquisition, lexical deficiencies have long been associated with underperformance in the education system (Milton 2012 ).
There may be a reason why, at least in English, all speakers' vocabulary knowledge will tend to converge at about the same level and this is the effect of Zipf distributions (for an explanation of Zipf distributions see Milton, 2009 ). Zipf draws attention to the way that in any language there are a small number of words which are highly frequent, a very large number of words which are infrequent and, in between these, a middling number of words which are of middling frequency. The effect of this is that a comparatively small number of words will dominate coverage; the proportion of text that these words occupy. In English, for example, the most frequent 3 words alone occupy 10% of most normal text. 50% of normal text is likely to be made up of only the most frequent 100 or so words. This in turn means that it is very easy to encounter and learn these highly frequent words, but much harder to encounter and learn words which are much less frequent. You cannot learn words that you do not encounter. At the outset of language learning, therefore, vocabulary size might be expected to increase rapidly and Biemiller and Slonim's (2001) figures suggest children at school learn perhaps 600 or 700 words per year. But the more words you know, the fewer the words you encounter that you do not know, and it might be expected that vocabulary uptake will slow with time and, at some point, tail off. This may explain why university level speakers appear to grow their lexicons at a slower rate than children, maybe 500 words per year (Milton and Treffers-Daller 2013) . It is not at all clear at what point vocabulary growth on this scale will stop but Kirkpatrick articulates an assumption that it will stop, he suggests the age of 30, and that that there is probably a steady state lexicon in adulthood.
Notwithstanding this argument, it is possible to suggest some very different ways in which vocabulary size in adults might behave. It is possible, for example, to suggest that adult lexicons may continue to grow after university age. University age students demonstrate growth at a fairly substantial rate and, other than the cessation of formal educational input, it is unclear why vocabulary learning should cease abruptly shortly after this point. It is certainly possible to suggest that the habits of reading and study developed in formal education might continue and vocabulary size might continue to grow with these activities even into advanced age. It is also possible to envisage the opposite development and to suggest that vocabulary size in adults might, after a certain point, diminish due to the various kinds of mental decline associated with age. Thus, Burke & MacKay (1997) suggest there will be aged related decline in vocabulary knowledge and use after the age of about 60.
Studies of the way vocabulary size develops during the course of adult life are missing from the literature so we have very little idea which of the scenarios outlined above might be occurring. We have little idea too of the way education might interact with these processes of vocabulary development in adults. Kirkpatrick's assumptions about the nature of the adult lexicon remain untested.
Aims and Objectives
The intention of this paper is to investigate the issues of vocabulary size in adults which Kirkpatrick raises but which more recent studies have yet to investigate in detail. It will investigate how vocabulary size in adults might vary and might change with age, in a general population both inside and outside university, This broad aim asks two questions therefore:
 Do you get the huge variability in scores and specifically these big differences between college educated and non-college educated speakers which Kirkpatrick notes?
 Do speakers appear to hit a level of knowledge in adulthood after which the lexicon does not significantly grow?
In order to answer these questions there are a number of more specific objectives:
1. To collect vocabulary size estimates from English native speakers in these age ranges 
Method

The test
The test selected to provide estimates of vocabulary was Nation's Vocabulary Size Test (Nation & Beglar, 2007) . This test is based on word frequency lists, based on word families and drawn from Nation's own BNC word family lists (Nation, 2006 In order to test for a frequency profile and for test reliability, these items were sub-divided into four sub-tests of 25 question each; items 1 to 15, 26 to 50, 51 to 75, and 76 to 100, called VS1, VS2, VS3 and VS4.
The test is, of course, susceptible to guesswork but has the merit of being comparatively straightforward for the participants, relatively quick, and accessible to all levels that are likely to be encountered in adults.
The tests was administered in paper formal under the supervision of the authors.
The participants
The participants were an opportunistic sample of adult native speakers available to the authors of this paper: colleagues, friends and family members. 210 participants completed Nation's test and their age and graduate status as is shown in Table 1 . 
Test performance
The means scores in the 4 sub-tests indicate that a frequency profile is present with vocabulary knowledge focussed among the more frequently occurring words. The mean scores on the four sub-tests are given in Table 2 Use of the four sub-test to make a calculation for Cronbach's give the result α = .785 which is taken to indicate that the test is performing reliably.
Vocabulary Size and education
A comparison of the mean vocabulary sizes for the graduate and non-graduate groups are given in Table 3 . The difference between the means is statistically significant (t = 4.727 sig<.001).
Vocabulary size and age -non-graduates
For ease of explanation it is expedient to divide the results for age into the non-graduate and graduate groups. The mean vocabulary sizes obtained by the non-graduate participants in each age band are given in Table 4 . 
Vocabulary size and age -graduates
The mean vocabulary sizes obtained by the graduate participants in each age band are given in Table 6 . 
Discussion
Test performance and effect for guesswork
The test looks like it is performing well and is likely to give meaningful results. This conclusion is notwithstanding concerns over the use of a test that involves a prompt and appears prone to guesswork. The results display good reliability and the expected frequency profile, the absence of which would show the test is not performing properly. The method may merely be inflating the scores rather than undermining the entire validity of the test. (2012) likewise recognises the scores are likely to be inflated but see no need for adjustment. Part of his rationalisation maybe that he views guesswork as drawing on sub-conscious knowledge which potentially shows partial knowledge of the target words (cited in Gyllstad et al, 2015, 298) . Goulden et al (1990) also use a format prone to over-estimation since there is no systematic check the accuracy of answers in their results. In the case of results drawn from VST, however, it is possible to estimate the potential effect of guesswork on the results using information given by the number of wrong answers a testee produces. In VST's format there is a 1 in 4 chance of guessing the right answer, so knowing the number of wrong answers allows us to estimate the number of right answers potentially gained by guesswork, and to adjust scores accordingly. This calculation gives the results in Table 8 The results now look very similar to D'Anna et al's (1991) 16,000 words for recognition and 14,000 definition vocabulary size. They are closer to, but still greater than, Milton & Treffers-Daller's result (2013) . However, once a recalculation for each age group is made, so learners of the same age can be compared, then the comparison with the Milton &Treffers-Daller scores looks more convincing. The age groups scores, are summarised in the Tukey test results for graduate and non-graduate groups which are given in Tables 9 and 10 . Even adjusting for guesswork, the VST format still includes a prompt for the correct answer and some differences in score are likely to be a result of the different test methods used.
All of these estimates of vocabulary size are smaller, of course than historical estimates and this is due to the change in the unit of count which is now based on a word family. These figures suggest an uptake of 1-2 words a day up to university age, a figure explainable by explicit learning. Standard figures in the literature, which suggest childhood uptake of some 3,000 words a year (for example, Graves 2006; Nagy 1988; Marzano 2004; and Duke & Carlisle 2011) , really can be laid aside as grossly misleading as to the nature of the language development that is going on among these young learners. Tables 3 and 8 show the graduate group in this study have a higher mean vocabulary size than the non-graduate group and the difference is statistically significant. The t score is not affected by the adjustment for guesswork. The age groups in this study are not perfectly balanced for size, but this probably does not influence the conclusion to be drawn from this observation. In line with Kirkpatrick's suspicion and Miton & Treffers-Daller's (2013) observation, vocabulary size and educational attainment interact and are related in some way.
Vocabulary Size and education in adults
The scale of the difference between graduate and non-graduate speakers is nothing like what Kirkpatrick suggested, even allowing for the different unit of count he uses. The difference is more like 10 or 15% rather than the two-fold or ten-fold difference he describes. This kind of difference is very similar to the difference noted by Biemiller & Slonim (2001) between the advantaged and normative populations in his grade 6 students. It is tempting to think that this kind of modest difference between the vocabularies of the educational high-flyers and the more normal populations, remains similar from this age. The standard deviations are also fairly modest in scale so there is not enormous variation in the scores of the two groups, rather, there is enormous overlap between them. The two groups tend to appear more like each other than they appear different and the difference in the means is driven by a longer tail of low scores, below 10,000 words, which is present in the non-graduate population. It is not clear whether these subjects are genuine low scorers or have failed to engage meaningfully with the test or have misunderstood the task, as Nation (2007) Perhaps the explanation of the relationship between vocabulary and educational attainment might look in other directions. Possibly it is differences in educational experience which drives differences in vocabulary. Potentially, an interest in education will promote reading in specialist subject areas, and extensive reading of this kind is something that is often thought to promote vocabulary growth. Possibly, too, a third factor might be driving both and even a range of other abilities, as in Spearman's G factor (Spearman, 1927) .
Vocabulary size and age
The way vocabulary size varies with educational attainment continues when the relationship of vocabulary size and age are examined. The way vocabulary size interacts with age and educational attainment is summarised in Figure 11 . The data suggests that in each age group the mean for the graduate group is higher than the mean for the non-graduate group but also it suggests that vocabulary progress is also different for the graduate and non-graduate groups. The graduate group's vocabulary size continues to grow throughout adulthood. The rate of growth does not appear to be as great as that of native speakers at university. These adults appear to acquire 100-150 words a year every year, rather than the 500 words the university students in Milton & Treffers-Daller's (2013) In one sense the rate of growth seen in this group, of 100-150 words per year, that might confirm the Zipf idea that vocabulary growth in English is likely to tail off as it increases because as you grow a progressively bigger and bigger vocabulary there are fewer words left to add from normal language. But there might be a ceiling effect becoming evident here since by the time these learners approach 60 the frequency profile they display suggests there is vocabulary knowledge beyond the 20,000 word limit of the test and the absence of this limits the rate of progress they can show.
In the non-graduate group it has not been demonstrated that vocabulary size increases after about the age of 30. Our best interpretation of the results we have for the non-graduates is that, as Kirkpatrick suggested, vocabulary does not systematically increase with age but hits something like a ceiling at around 15,000 words. While vocabulary size does vary between the age groups at 30 and beyond, the differences in the means are not statistically significant.
It is not completely obvious why the graduate and non-graduate groups should differ in this way although it is possible to speculate. Maybe the habits of reading and study, which are thought to promote vocabulary growth, continue after university. Or perhaps there is a genetic predisposition for growing a larger vocabulary in some speakers (Wray 2008) . Other factors by which individuals vary are genetically influenced, for example a person's height, so perhaps vocabulary learning might be influenced the same way. There is no sign of decline in native speakers' lexicons in the results collected here but populations in advance of 60 where, it is suggested, these changes may occur have not been examined in this study.
Conclusions
The sample size examined in this study is small in relation to the population as a whole so the results drawn from it are suggestive rather than definitive. Nonetheless, there results fill a gap in our knowledge as to progress of vocabulary knowledge after university age. Vocabulary size does not continue to grow continuously throughout adulthood. Vocabulary growth in English tails off after about the age of 20 there appears nothing like the scale of growth that can be seen through childhood and adolescence. In some speakers it seems that the mental lexicon may hit a steady state at least in terms of size sometime after this age. This contributes to a body of evidence that shows native speaker English vocabulary size, while still large, is nothing like the scale that is often thought and which is often discussed in the literature.
The results suggest there are vocabulary differences associated with educational level both in the volumes that are known, graduates tend to know more words than non-graduates, and in the way vocabulary size appears to progress in adulthood among graduates but plateaus among the non-graduates. The differences in the size of the two groups' vocabularies is nothing like as large as anticipated by Kirkpatrick. A principal conclusion of this observation has to be that the volumes of vocabulary known by the graduate and non-graduate groups, and the likely effect on coverage and comprehension, makes vocabulary size an unlikely cause of educational differences. The validity of the thinking behind the Matthew effect is challenged by this observation. Rather than thinking in terms of the educational effect produced by vocabulary size differences, we should be thinking of finding factors which might influence both vocabulary size and educational success.
These tentative conclusions would benefit from some reworking in further studies. Ideally these studies should include a bigger and more rigorous sample, to discount any possible effect particularly of the differences in groups size encountered in this study. A different choice of test might usefully be made to avoid the guesswork which must be a feature of the responses to VST. Further research might also usefully aim at unpicking the factors that might influence both vocab knowledge and educational attainment.
