Abstract. An initial-boundary value problem with a Caputo time derivative of fractional order α ∈ (0, 1) is considered, solutions of which typically exhibit a singular behaviour at an initial time. For this problem, we give a simple and general numerical-stability analysis using barrier functions, which yields sharp pointwise-in-time error bounds on quasi-graded temporal meshes with arbitrary degree of grading. L1-type and Alikhanov-type discretization in time are considered. In particular, those results imply that milder (compared to the optimal) grading yields optimal convergence rates in positive time. Semi-discretizations in time and full discretizations are addressed. The theoretical findings are illustrated by numerical experiments.
1. Introduction. In this paper we give a simple and general numerical-stability analysis for an initial-boundary value problem with a Caputo time derivative of fractional order.
• The subtle and sharp stability property (1.2), that we obtain, easily yields sharp pointwise-in-time error bounds for quasi-graded termporal meshes with arbitrary degree of grading. We are not aware of any such general results in the literature.
• The simplicity of our approach is due to the usage of versatile barrier functions, which can be used in the analysis of any discrete fractional-derivative operator that satisfies the discrete maximum principle (or, more generally, is associated with an inverse-monotone matrix).
• Here this approach is employed in the error analysis of the L1 and Alikhanov L2-1 σ fractional-derivative operators, while in [9] it is used in the analysis of an L2-type discretization of order 3 − α in time.
The Caputo fractional derivative in time, denoted here by D α t , is defined [3] by where Γ(·) is the Gamma function, and ∂ s denotes the partial derivative in s.
Our main stability result is that given an inverse-monotone fractional-derivative operator δ α t , associated with a temporal mesh {t j } M j=0 on [0, T ] with τ := t 1 , and γ ∈ R, under certain conditions on the mesh, the following is true for {V j } This problem is posed in a bounded Lipschitz domain Ω ⊂ R d (where d ∈ {1, 2, 3}). The spatial operator L here is a linear second-order elliptic operator:
with sufficiently smooth coefficients {a k }, {b k } and c in C(Ω), for which we assume that a k > 0 inΩ, and also either c ≥ 0 or c − 5) when associated with the temporal mesh 0 = t 0 < t 1 < . . . < t M = T on [0, T ]. The generality of our approach is demonstrated in the second part of the paper by extending the stability and error analysis to higher-order Alikhanov-type schemes [1] . Similarly to [14, 8, 2] , our main interest will be in graded temporal meshes as they offer an efficient way of computing reliable numerical approximations of solutions singular at t = 0, which is typical for (1.3). It should be noted that these three papers are concerned with global-in-time error bounds on graded meshes. There is also a lot of interest in the literature in optimal error bounds in positive time on uniform meshes; see, e.g. [4, 6, 7, 8] .
• By contrast, here, as well as in the related paper [9] , pointwise-in-time error bounds will be obtained, while an arbitrary degree of mesh grading (with uniform meshes included as a particular case) is allowed.
• For both considered discretizations, when the optimal grading parameter r = (p − α)/α is used, we recover the optimal global convergence rates of p − α, where p = 2 for the L1 scheme and p = 3 for the Alikhanov scheme, as particular cases of our more general error bounds; see Remarks 3.3 and 4.6.
• Furthermore, another straightforward particular case of our error bounds indicates that the optimal convergence rates p − α in positive time t 1 are attained using much milder grading with r > p − α; see Remarks 3.2 and 4.5.
• When dealing with the parabolic case, for L1-type schemes we follow [8] , while for Alikhanov-type schemes, our approach substantially differs from [1, 2] (as we aim at pointwise-in-time error bounds), so we build on some ideas from [9] , which may be of independent interest.
• In the latter case, a much milder grading with r = 2 (compared to the optimal r = 2/α) yields the optimal convergence order 2; see Remark 4.11.
Throughout the paper, it is assumed that there exists a unique solution of this problem such that ∂ l t u(·, t) L2(Ω) 1 + t α−l for l ≤ 3. This is a realistic assumption, satisfied by typical solutions of problem (1.3), in contrast to stronger assumptions of type ∂ l u(·, t) L2(Ω) 1 frequently made in the literature (see, e.g., references in [5, Table 1 .1]). Indeed, [13, Theorem 2.1] shows that if a solution u of (1.3) is less singular than we assume, then the initial condition u 0 is uniquely defined by the other data of the problem, which is clearly too restrictive. At the same time, our results can be easily applied to the case of u having no singularities or exhibiting a somewhat different singular behaviour at t = 0. 
Outline. §2 is devoted to the proof of the stability result (1.2) for the L1 discrete fractional-derivative operator. This result is then employed in §3 to obtain pointwisein-time error bounds for L1-type discretizations of the initial-value problem in §3.1, as well as semi-discretizations and full discretizations of the initial-boundary-value problems in §3.2 and §3.3. The above error analysis is extended to the Alikhanovtype discretizations in §4. Finally, our theoretical findings are illustrated by numerical experiments in §5.
Notation. We write a b when a b and a b, and a b when a ≤ Cb with a generic constant C depending on Ω, T , u 0 and f , but not on the total numbers of degrees of freedom in space or time. Also, for 1 ≤ p ≤ ∞, and k ≥ 0, we shall use the standard norms in the spaces L p (Ω) and the related Sobolev spaces W 2. Stability properties of the L1 discrete fractional-derivative operator.
2.1. Quasi-graded temproral meshes. Main stability result. Throughout the paper, we shall assume that the temporal mesh is quasi-graded in the sense that, with some r ≥ 1,
For example, the standard graded temporal mesh
with some r ≥ 1 (while r = 1 generates a uniform mesh) satisfies (2.1), in view of
and t j ≤ 2 r t j−1 for j ≥ 2. The key in our error analysis for L1-type discretizations is the following stability property. 
Proof. (i) It suffices to prove part (i) only for γ ≥ α − 1 (as the result of part (ii) applies to the case γ ≤ α − 1). The proof of the latter is split into a few cases and presented in Sections 2.2 and 2.3.
(ii) This result is easily obtained from [8, Lemma 2.1(i)]. The latter implies that
follows.
(iii) Imitate the proof of [8, Lemma 2.1(ii)]. To be more precise, let W 0 = 0 and δ
is associated with an M -matrix), while the results of parts (i) and (ii) apply to {W j }.
Remark 2.2. To a large degree, the proof of Theorem 2.1 builds on the stability analysis in [8] . In particular, for part (i), we generalize the proof of [8, Lemma 2.1 * ] from uniform meshes to considerably more general quasi-graded meshes.
Proof of Theorem
, so it suffices to consider only γ = α. For the latter case, as the operator δ α t is associated with an M -matrix, it suffices to prove the following lemma. 
Proof. Fix a sufficiently large number 2 ≤ p 1, and then set
Note that, when using the notation of type , the dependence on p will be shown explicitly. For j ≤ p, a straightforward calculation shows that δ
where we also used t p τ p r (in view of (2.1)). As t j ≥ τ , we then
Here, usingŝ := s/t andt p := t p /t, and noting that α + β = 1, one gets
So, to complete the proof, it remains to show that |δ 
This immediately yields the bound
For the latter, using the substitution s = t mŝ and the notationt j := t j /t m ,τ j := τ j /t m , one gets
Here, when bounding the integral, it is convenient to separately consider the intervals (t p , max{ 
Combining this with (2.4) and choosing p sufficiently large yields the desired assertion δ 2.3. Proof of Theorem 2.1(i) for γ < α. We shall use the notation and some findings from the proof of Lemma 2.3. In particular, β = 1 − α, while p 1 was chosen sufficiently large in the proof of Lemma 2.3. When using the notation of type , the dependence on γ and m, but not on p, will be shown explicitly.
For m ≥ 0 and γ < α, set 
9) The first relation for B j 0 = B j can be found in the above-mentioned proof for γ ≥ α−1 (but is, in fact, valid for any fixed γ now that the dependence on p is inessential). The second relation in (2.9) follows from the bound of type (2.4) also obtained there:
(also using the final bound in (2.8)). Now we are prepared to prove the following two lemmas, which are sufficient for establishing Theorem 2.1(i) for γ ∈ (0, α) and γ ≤ 0 respectively. 
, which completes the proof. 
m , where N = 0 if n ≤ p, and N := log 2 (n/p)−1 otherwise, so that p N < n ≤ p N +1 . Note also that N ln n ln(t n /τ ) (as t n /τ n r in view of (2.1)). Then δ α tB j
On the other hand,B n ≤ t
3. Error analysis for L1-type discretizations.
Error estimation for a simplest example (without spatial derivatives).
It is convenient to illustrate our approach to the estimation of the temporaldiscretization error using a very simple example. Consider a fractional-derivative problem without spatial derivatives together with its discretization:
Throughout this subsection, with slight abuse of notation, ∂ t will be used for
The main result here is the following error estimate, to the proof of which we shall devote the remainder of the subsection.
Theorem 3.1. Let the temporal mesh satisfy (2.1) with r ≥ 1. Suppose that u and {U m } satisfy (3.1), and |∂
e. in the latter case the optimal convergence rate is attained. For r = 2 − α one gets an almost optimal convergence rate as now E m M α−2 ln M . By contrast, [10, Theorem 3.1] (obtained by means of a discrete Grönwall inequality) gives a somewhat similar, but less sharp error bound for graded meshes, as (in our notation) it involves the term O(τ α ) = O(M −αr ), so, e.g., [10, (3.17) ] requires (in our notation) r = (2 − α)/α to attain the optimal convergence rate in positive time. Note that for r = 1, we have E m M −1 , so our error bound is consistent with [4, 6, 8] and is sharper than [10, (3.17 
This implies that the optimal grading parameter for global accuracy is r = (2 − α)/α. Note that similar global error bounds were obtained in [10, 8, 14] .
We first prove an auxiliary result. 
Then, under conditions (2.1) on the temporal mesh,
Proof. To a large degree we shall follow the proofs of [8, Lemmas 2.3 and 2.3 * ], so some details will be skipped. First, recalling the definitions (1.1) and (1.5) of D α t and δ α t and using the auxiliary function χ := u − u I , we arrive at
. Consequently, a calculation shows that
Note that in various places here we also used t j−1 t j s for s ∈ (t j−1 , t j ), j > 1. The notation in (3.5) is as follows:
Here the bound on ν m,j follows from τ j /τ m (t j /t m ) 1−1/r (in view of (2.1)). For the estimation of quantities of typeJ m and J m , we refer the reader to [8] . In particular, forJ m , we first use the observation that (t 1 − s)/(t m − s) ≤ t 1 /t m for s ∈ (0, t 1 ). Then forJ m and J m , it is helpful to respectively use the substitutionŝ s = s/t 1 andŝ = s/t m , while for J m we also employ ( (2.1)).
Combining the above observations with (3.5) yields
where we also used τ j /t j (τ /t j ) 1/r (in view of (2.1)). The desired bound (3.4) follows as τ ≤ t j ≤ t m .
Proof of Theorem 3. ) and ψ j 1 for j ≥ 2 (in view of s t j for s ∈ (t j−1 , t j ) for this case). Consequently, we arrive at 3.2. Error analysis for the L1 semidiscretization in time. Consider the semidiscretization of our problem (1.3) in time using the L1 method:
Theorem 3.5. Let the temporal mesh satisfy (2.1) with r ≥ 1. Given p ∈ {2, ∞}, suppose that u is from (1.3),(1.4) , where c − p
where E m is from (3.2).
Proof 
] is employed as a spatial discretization on a uniform tensorproduct mesh Ω h of size h. We shall assume that h is sufficiently small so that L h satisfies the discrete maximum principle. Then, under the conditions of Theorem 3.5 with p = ∞, and additionally assuming that ∂ 
where · ∞ ;Ω h := max Ω h | · | denotes the spatial nodal maximum norm, while E m is from (3.2). 
Here u m h ∈ S h is the finite element solution at time t m , E m is from (3.2), and ρ(·, t) := R h u(t) − u(·, t) is the error of the standard Ritz projection R h u(t) ∈ S h of u(·, t). Under additional realistic assumptions on u, the final two terms in the above error estimate can be bounded by O(h +1 ), where h is the triangulation diameter [8, §5].
4. Generalization for the Alikhanov discrete fractional-derivative operator. In this section we shall show that the above error analysis is not restricted to L1 discretizations, but may be extended, without major modifications, to other discretizations. Here we shall focus on a higher-order discrete fractional-derivative operator proposed by Alikhanov [1] , while in a forthcoming paper a similar analysis will be generalized for another higher-order scheme [9] .
A stability property of type (1.2) will be established in §4.2. Next, in §4.3, the truncation error will be estimated and the error for the simplest problem without spatial derivatives will be bounded by a quantity similar to E m in (3.2). A stability property of type (1.2) for Alikhanov-type semi-discretizations will be obtained in §4.4, which will allow to extend our error analysis to this case. Finally, error bounds for full discretizations will be briefly discussed in §4.5. In the definition of this operator, as well as in its analysis, we shall employ three standard Lagrange interpolation operators with the following interpolation points:
Now, applying Π 2,j to the computed solution values {U j } on (t j−1 , t j ) for j < m and Π 1,m on on (t m−1 , t * m ), we define an alternative discretization for the fractional operator to be associated with an M-matrix, and, hence, satisfy the discrete maximum principle, are given by [2, Lemma 4]; see also [2, Remark 3] . In particular, throughout this section we shall assume that 0.618ρ j ≤ ρ j−1 ∀ j ≥ 2, where ρ j := τ j+1 /τ j . The latter is sufficient for the discrete maximum principle, and it is satisfied, for example, by the standard graded mesh {t j = T (j/M ) r } M j=0 with any r ≥ 1. 4.2. Stability theorem for the Alikhanov scheme. To generalize the above error analysis to the Alikhanov scheme, we need to extend the stability result given by Theorem 2.1 to the operator δ α, * t . 
The estimation of µ j for j > p is similar to the case of the L1 scheme, only now we use a sharper bound |B − I 2 B| τ This leads to the following version of (2.7):
where in the second line we employed (τ /t * m )
It remains to get a similar bound on |µ p | (where p < m). As B abruptly changes at t p , we now employ
(Note that when using the latter bound, we rely on the property τ j τ j+1 for the stability of the interpolating operator Π 2,j in the sense that max [ 
where, in the second relation, we employed the observation (t * 
Error analysis of the Alikhanov scheme for a simplest example (without spatial derivatives).
Consider a fractional-derivative problem without spatial derivatives together with its discretization using δ α, * t from (4.1):
Then for the error we have a version of Theorem 3.1. 
This implies that the optimal grading parameter for global accuracy is r = (3 − α)/α. Note that a similar global error bound was obtained in [2] .
The proof is, to a large degree, similar to the arguments in §3.1, with slight modifications in the truncation error estimation. 
6a)
Then, under conditions (2.1) on the temporal mesh, one has
Proof. We imitate the proof of Lemma 3.4, and also use the notation I 2 and some observations from the proof of Lemma 4.3. Recall that, in view of (4.2), δ α, * t u(t m ) = D α t (I 2 u)(t * m ) where I 2 = Π 2,j on (t j−1 , t j ) for j < m and I 2 := Π * 2,j on (t m−1 , t * m ). Next, recalling the definition (1.1) of D α t and using the auxiliary function χ := u − I 2 u, which satisfies χ(t * m ) = 0, we arrive at
Let t * * 1 := min{t 1 , t * m } and consider the intervals (0, t * * 1 ) and (t * *
Note also that |χ| τ |∂ s u| ds t α 2 ) and ψ j 1 for j ≥ 2 (in view of s t j for s ∈ (t j−1 , t j ) for this case). Consequently, we arrive at
The remainder of the proof employs Theorem 4.2 and closely follows the proof of Theorem 3.1. In particular, the three cases 1 ≤ r < 3 − α, r = 3 − α and r > 3 − α are considered separately, while τ M −r now implies τ
Error analysis for the Alikhanov-type semidiscretization in time.
Consider the semidiscretization of our problem (1.3) in time using δ α, * t from (4.1):
(4.9a) where, in view of (4.1a), we use a second-order discretization for Lu(·, t * m ) with
To simplify the presentation, here we shall consider only standard graded temporal meshes, which clearly satisfy both the condition from Remark 4.1 and (2.1). We shall also make some simplifying assumptions of L.
Lemma 4.8 (Stability for parabolic case). Given
where
Proof. (i) Throughout the proof, we shall use the notation
where, in view of Remark 4.1, κ m,m > 0, while κ m,j ≤ 0 ∀ j < m. An inspection of some arguments in [2] shows (see Remark 4.9 below for further details) that there exists a constant c 0 = c 0 (α, r) ∈ (0, 1) such that We shall consider the cases K = 1 and K > 1 separately in parts (ii) and (iii).
(ii) Suppose K = 1 in (4.11). Then
Indeed, in view of (4.11), taking the inner product of the equation from (4.9a) with U m , one gets
.
Dividing by w m , we arrive at (4.12). Now an application of Theorem 4.2(iii) yields w j V j , and hence the desired result.
(iii) Suppose that 1 < K 1. We imitate part (ii) in the proof of [9, Theorem 3.2] . First, for m ≤ K, using τ m τ 1 and (4.9), one gets w
It remains to estimate the values of 
has support on (0, t K+1 ), vanishes at 0 and t K+1 ≤ t * m , while its absolute value τ α 1 , so, recalling (1.1) and applying an integration by parts yields |D
α+1 (where we also used t K+1 τ 1 ). Consequently, for m ≥ K + 2 one concludes that |δ ]. This problem is discretized in space (with an obvious modification for the case of non-homogeneous boundary conditions) using lumpedmass linear finite elements on quasiuniform Delaunay triangulations of Ω (with DOF denoting the number of degrees of freedom in space). The errors will be computed in the approximate L 2 (Ω) norm as u h − u I L2(Ω) , where u I ∈ S h is the piecewiselinear interpolant in Ω. All numerical experiments will use the graded temporal mesh
. For the L1 method, we have the error bounds (3.7) and (3.9). These error bounds are consistent with the numerical rates of convergence given in [4] for errors in positive time and r = 1, as well as those in [14, 8] for errors in the maximum norm in time and various r. Additionally, consider the case r > 2 − α, for which our error bounds predict the optimal convergence rate of 2 − α with respect to time at t 1 (see Remark 3.2). This agrees with the numerical convergence rates given in Table 5 .1 for the L1 method with r = (2 − α)/0.9.
For the Alikhanov method, we have the error bounds of Theorem 4.10 and §4.5. Note that they are consistent with the numerical rates of convergence given in [2] for errors in the maximum norm in time and various r. Additionally, here we numerically investigate the case r = 2, for which our error bounds predict the optimal convergence rate 2 with respect to time at t 1 (see Remark 4.11) . This clearly agrees with the numerical convergence rates given in Table 5 .1 for the the Alikhanov method.
5.2. L1 method: pointwise sharpness of the error estimate for the initial-value problem. Here, to demonstrate the sharpness of the error estimate (3.2) given by Theorem 3.1 for the L1 method, we consider the simplest initialvalue fractional-derivative test problem (3.1) with the simplest typical exact solution u(t) := t α . Table 5 .2 shows the errors and the corresponding convergence rates at t = 1, which agree with (3.2), in view of Remark 3.2. In particular, the latter implies that the errors are M − min{r,2−α} for r = 2 − α and M −(2−α) ln M for r = 2 − α. The maximum errors and corresponding convergence rates for various α and r are given in [14, 8] , and they confirm the conclusions of Remark 3.3, which predicts from Table 5 .1 Fractional-order parabolic test problem: L 2 (Ω) errors at t = 1 (odd rows) and computational rates q in M −q (even rows) for the L1 method with r = (2 − α)/.9 and the Alikhanov method with r = 2, spatial DOF=398410
Alikhanov method, r = 2 Table 5 .2 L1 method applied to the initial-value test problem: errors at t = 1 (odd rows) and computational rates q in M −q (even rows) for r = 1, r = 2 − α and r = (2 − α)/.95 the pointwise bound (3.2) that the global errors are M − min{αr,2−α} . Furthermore, in Fig. 5 .1, the pointwise errors for various r are compared with the pointwise theoretical error bound (3.2), and again, with the exception of a few initial mesh nodes, we observe remarkably good agreement. Note that Fig. 5 .1 only addresses the case Table 5 . 3 Alikhanov method applied to the initial-value test problem: errors at t = 1 (odd rows) and computational rates q in M −q (even rows) for r = 1, r = 2 and r = ( Table 5 .4 Alikhanov method applied to the initial-value test problem: maximum nodal errors (odd rows) and computational rates q in M −q (even rows) for r = 1, r = 2/α and r = (3 − α)/α M = 2 α = 0.5, but for other values of α we observed similar consistency of (3.2) with the actual pointwise errors.
