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ABSTRACT 
A group induced preorder on matrix space permits the description of the convex 
hulls of sets of proper and improper real matrices with given singular values, and also 
permits a new proof of the necessity of the known relations between the diagonal 
elements and singular values of a real matrix. 
1. INTRODUCTION 
The connection between the diagonal elements and the singular values of 
a matrix with real or complex elements was an open problem for some years, 
until solved by R. C. Thompson [15] and F. Y. Sing [13], independently. The 
necessary and sufficient conditions are a set of inequalities involving the 
desired diagonal elements and singular values, all but one of the inequalities 
having the form usually expected in majorization, and the remaining one 
having unexpected subtracted terms (see Section 5). Thompson's paper 
contained numerous applications of his result, including characterizations of 
the convex hulls of two collections of matrices having a fixed set of singular 
values. Each characterization is a set of singular value inequalities having the 
structure of majorization together with a subtracted term inequality. 
We now restrict attention to real vectors and matrices. 
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In recent years a concept of majorization of a vector under the action of a 
group of linear transformations has been developed; see Eaton and Perlman 
[2] and Eaton [3-5] for elementary presentations with applications in statis- 
tics. (The Lie theory literature contains more advanced iscussions.) One of 
Thompson's characterizations [15] of the convex hull of a set of matrices with 
common singular values is proved in Eaton [4] using group majorization. In 
the present paper we use group majorization to prove the other convex hull 
eharaeterization found by Thompson, in the proeess exhibiting more clearly 
the role of the subtracted term in the subtracted term inequalities, and, more 
significantly, obtaining a new proof of the necessity part of the singular 
value-diagonal element inequalities. This is a step toward a more conceptual 
understanding of these inequalities. 
It turns out, as already noted by Eaton [3, 4], that the 1937 yon Neumann 
singular value inequality [12] plays a role in the group majorization method, 
and perhaps this is the clearest insight into its position in the very large family 
of inequalities that involve singular values. The yon Neumann singular value 
inequality asserts that if A and B are n × n matrices, and U and V variable 
unitary matrices, then 
sup [ t r (UaW)  I = a )s , (8 )  + ... 
U,V 
where sl(A) . . . . .  s,,(A) denote the singular values of a matrix A in weakly 
decreasing order, and tr is trace. In our application of the group majorization 
method, a proper real version of the yon Neumann inequality will be needed. 
This was discovered by Miranda and Thompson [10], and, as so often happens 
with singular values, involves a subtracted term relationship. The fact that the 
proper real version of the yon Neumann inequality links to the diagonal 
element-singular value inequalities i somewhat unexpected. 
Section 2 of this paper is an expository summary of the group majorization 
method. Section 3, also expository, explains the (known) application of tile 
method to the description the convex hull of a set of real matrices having a 
fixed set of singular values, and Section 4 presents the (new) application of 
the method when the signs of the determinants of the matrices, as well as 
their singular values, are controlled. The Section 4 results are used in Seetion 
5 to deduce the necessity part of the singular value-diagonal element 
relationship. The sufficiency proof by group majorization appears to require 
an additional technique, and is not discussed here. Section 5 is the initial 
step toward putting the results of Thompson [15] into a more conceptual 
framework. 
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2. AN EXPOSITORY PRESENTATION OF GROUP MAJORIZATION 
Let V be a finite dimensional real vector space with positive definite 
inner product ( - , ' ) ,  and let G be a closed subgroup of the group O(V) of 
orthogonal transformations of V. For x ~ V let C(x) denote the convex hull 
of the orbit {gx : g ~ G} of x under the action of G. This concept appears in 
various places in the literature, for example, [2, 4, 6]. Since G is closed, C(x) 
is compact. The following definition appears in [2, 4] and perhaps elsewhere. 
DEFINITION. For x and y in V, y is G-majorized by x, written as 
y <x ,  if y ~C(x) .  
When G is the group of all n × n permutation matrices acting on real 
n-space R", it is known that G-majorization becomes the classical concept of 
majorization, defined as follows: For x and y in R", y is majorized by x if 
E~y~<E~x' ,  for k = 1 . . . . .  n -  1, andE] 'y ,=E~x i ,where x'~ >/ "- >1 
x',, and Y'l >/ "'" >~ Yl, are the entries of x and y in weakly decreasing order. 
See [2]. 
A support function technique to decide whether y ~< x was developed by 
Eaton [3, 4] and Giovagnoli and Wynn [6]. We now explain the principal 
result. For x and u in V, define the support function m on V x V by 
re[u, x] = sup (u, gx). 
g~G 
Then (Eaton [4]): 
THEOREM. y ~ x if and only if m[u, y] <~ re[u, x] for all u in V. 
Another connection between G-majorization and the inner product can 
be found in Eaton [4]. He proved that if the following two part assumption is
true, then it is possible to characterize G-majorization in terms of certain 
convex cones. 
ASSUMPTION. There is a nonempty closed convex cone F in V such that: 
A1. For any x in V, the intersection of the orbit of x with F is 
nonempty. 
A2. The support function m is the inner product when restricted to 
F × F, that is, m[u, x] = (u, x) whenever u and x are in F. 
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In the context of finitely generated reflection groups, F is called a 
fundamental domain. See Eaton and Perlman [2] and Benson and Grove [1]. 
Since G-majorization is invariant, meaning that y ~< x if and only if 
gj y ~< g2x for gl and g2 in G, it is sufficient (by A1) to characterize it on F. 
Let M be the linear span of F, so that F has a nonempty interior as a subset 
of M. Define 
F~t = { x E M : ( x, y)  >~ 0 for all y in F}, 
the dual cone of F relative to M. Eaton [4] proved this basic result: 
THEOREM. I f  A l  and A2 hold, and x and y are in F, then y <<. x if and 
only if  x - y belongs' to F~. 
Thus, when A1 and A2 hold, ~< restricted to F is the cone ordering 
induced by the cone F~. 
The next theorem is an immediate consequence of the one just given. 
TttEOREM. I f  T is a frame for  the cone f and x and y are in F, then 
y ~ x if  and only if  (t, y) ~ (t, x) f iw all t in T. 
(A frame for a cone is an irreducible set of generators.) Thus, in order to 
describe G-majorization on F it suffices to find a frame for F. This key 
observation permits group majorization to be described by coordinate compu- 
tations and, when sets of matrices are involved, by spectral inequalities. Thus 
the geometry of the fundamental region forces structure on certain spectral 
inequalities. This not unimportant observation i vites the question of bow far 
it extends. 
We cite two examples from [4] in which A1, A2 both hold. 
EXAMPLE 1. Let V = R" with the usual inner product, and let G be the 
group of coordinate sign changes. The elements of G can be represented as 
the set of all n x n diagonal matrices with diagonal elements 1 or - 1. Then, 
for vectors y and x, 
y<~x if and only if ly~l<lx~l for i= l  . . . . .  n. 
A fundamental region F is the set of vectors with nonnegative ntries, and 
the standard basis vectors e i = [0 . . . . .  0, 1, 0 . . . . .  0], i = 1 . . . . .  n are a frame 
for it. 
EXAMPLE 2. Let V = R n with the usual inner product, and let G, the 
group of signed permutations, be generated by the union of the group in the 
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previous example and the group of coordinate permutations. Then, for 
x ,y~V,  
k k 
y ~x if and only if ~ ly~l  ~ ~ lx ; I ,  
i=1 i= I  
k = 1 , . . . ,n ,  
where Ix'~l ~ -.. ~ Ix',,I, ly'll ~ "" ~ ly~,l are the moduli of the entries of x, 
y in weakly decreasing order. This is the concept of weak majorization, 
written as ~<~. A fundamental region F is the set of vectors with nonnega- 
rive entries in weakly decreasing order, and the vectors t i = [1 . . . . .  
1, 0 . . . . .  0], i = 1 . . . . .  n are a frame for it (t i has i ones). The theorem that 
y is in the convex hull of the signed rearrangements of x if and only if the 
weak majorization inequalities Y~I Yi] k , ~< E~lx,I hold, k = 1 . . . . .  n, is due to 
A. S. Markus [9, Theorem 1.2], and was originally proved by a consideration 
of extreme points. A later proof by B. S. Mitjagin uses support hyperplanes; 
see Gohberg and Krein's book [7, p. 73]. 
In passing we draw attention to the very attractive paper of Steerneman 
[14], in which it is shown that, for a finite subgroup G of the real orthogonal 
group, G-majorization is equivalent to a group induced cone ordering if and 
only if G is a reflection group. See [14] for the exact result. 
3. REAL MATRICES WITH PRESCRIBED SINGULAR VALUES 
This section is also largely expository. Following [4], we apply the above 
ideas when V = Mn(R) is the space of real n × n matrices with inner 
product (x, y) = tr xy',  where now y' is the transpose of the matrix y. Let 
G = O,, X O,,, where O,, is the group of n x n orthogonal matrices, G 
acting on a matrix x as (g × h)(x)  = gxh', where g, h ~ 0 n. Set F = {x 
M,,(R): xll >~ ... >~ x,,,, >~ 0, xij =0 ,  i ~ j} .  Then the linear span M of F 
is the set of n x n real diagonal matrices. This fundamental region F is 
suggested by the singular value decomposition: For a real matrix x in M,,(R) 
there exist g and h in O,, such that 
x = g diag(s~(x) . . . . .  s , (x ) )  h', 
where sl (x)  >1 ... >t Sn(X)(>~O ) are the singular values of x. 
By the singular value decomposition, for this set F assumption A1 
holds under the action of O,, x O,,. (Clearly F is a closed, convex cone.) 
136 HECTOR F. MIRANDA AND ROBERT C. THOMPSON 
Assumption A2 is the von Neumann singular value inequality: 
THEOREM (von Neumann, 1937). I f  matrices u and x are in the funda- 
mental region F, then re[u, x] = (u, x). 
Proof. A matrix u is in F if it is diagonal with nonnegative diagonal 
elements in weakly decreasing order. Let u and x both be in F. Then 
m[u,x ]  = sup (u ,g  ×h ' )  = sup t ruhx'g '  
(~, h)~G ~, h ~0,, 
s i (u)s i (x)  = tr ux'  = (u,  x) .  
i=1 
The third equality is the usual form of the von Neumann inequality. • 
(The insight that the von Neumann inequality plays a significant role in 
majorization appears to be due to Eaton.) The following theorem now follows 
from the observation that the matrices t~ = diag(1 . . . . .  1,0 . . . . .  0), i = 
1 . . . . .  n, are a frame for F. 
TItEOREM (Eaton [41, Thompson [15]). For matrices x and y in M,,(R), 
under orthogonal equivalence 
y <~x i fandonly i f  ( s l (y )  . . . . .  s, ,(y)) <~w ( 's l (x)  . . . . .  s,,(x)).  
(Orthogonal equivalence means G = 0,, × 0,,.) The original proof by 
Thompson combined the Markus extreme point method with the singular 
value and diagonal element inequalities. Stated more explicitly, the last 
theorem is: 
THEOREM. The convex hull of the 0,, × 0,~ orbit of a real matrix with 
,singular values s 1 >~ "" >~ s, is the set of real matrices with ,singular values 
~rt >~ "" >~ ~, fl)r which 
. . . . .  ( s ,  . . . . .  s , , ) .  
COROLLARY (Montagne and Plemmons [11]). The convex hull of the real 
orthogonal matrices is the set of real matrices with Hilbert-Schmidt norm at 
I lu)st one .  
Proof. We have sl . . . . .  .s,, = 1, so that (O" 1 . . . . .  O~n) ~u (Sl . . . . .  Sn) 
precisely when ~r I ~< 1. • 
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4. PROPER AND IMPROPER REAL MATRICES WITH 
F IXED S INGULAR VALUES 
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We now augment [4] and lay the foundation for Section 5 by taking G to 
be SO,, x SO,,, where SO n is the group of n × n orthogonal matrices with 
determinant 1, the special (or proper) real orthogonal group. Thus, given a 
real matrix x, we shall discuss the convex hull of the set of matrices gxh', as 
g and h range over the proper real orthogonal group. We first describe the 
singular value decomposition of a real matrix x under this group action: 
x = g d iag(s l (x)  . . . . .  s. 1(x),  sign(det x) s , , (x))  h ' ,  
where sl(x) >1 "" >1 Sn(X) are the singular values of x, and g and h are 
elements of SO n . We omit the straightforward proof. 
This suggests the definition 
F = M, , (a ) :  . . .  x . . . . .  x , ,  
+x,,,, >7 O, x~j = 0 for i ¢ j}  
of a fundamental region. This set F is a closed and convex cone, and A1 
clearly holds. 
Property A2 follows from the next theorem, which is a real and proper 
orthogonal companion to the von Neumann inequality, and which was found 
by Miranda and Thompson [10]. 
THEOREM. I f  u and x are in M,(R),  then 
n-1 
m[u, x] = sup t ruhx 'g '  = Y~ s~(u)s~(x) 
g,h~SO,, i=1  
+ sign(det ux) s , (u )s , , (x ) .  
In this case, M, the linear span of F, is the set of n × n diagonal matrices 
with real entries. A frame for F is given by the matrices t1 = diag(1, 0 . . . . .  0), 
t 2 = diag(1, 1,0 . . . . .  0) . . . . .  t,, z = diag(1 . . . . .  1,0,0) ,  t n_~ = diag 
(1 . . . . .  1, 1, - 1), and t n = diag(1, 1 . . . . .  1, 1). The fact that tn_ 1 and t, are 
part of a frame is the source of the subtracted terms in the subtracted term 
spectral inequalities. Thus, 
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TtIEOREM. For matrices x and y in M,(  B ), y <~ x under proper ortho~o- 
nal equivalence if  and only if  
s~(y) + "" +s i (y )  ~ s , (x )  + "" +s i (x ) ,  i = ] . . . . .  n - 2, 
s , (y )  + ..- +s , , _ , (y )  - s ign(det  y )  s , , (y )  
~< .%(x) + "" +s, ,_ l (x  ) - sign(det x) s,,(x),  
s ' , (y)  + "" +s , , _ , (y )  + sign(det y) s , (y )  
~< s , (x)  + "-" +s , , _ , (x )  + sign(det x) s ' , (x) .  
Proof. Let x, y ~ M,,(R). By the singular value decomposition under 
the proper orthogonal group, we may put x and y into F, and so assume that 
x = diag(sx(X ) . . . . .  % ~(x),s ign(det x) .s,,(x)), 
y = diag(s~(y) .... . ,  s,,_ ~(y),  sign(det y)  s , , (y)) .  
Since the t~, i=  1 . . . . .  n are a frame for F, y ~<x if and only i f (x -y ,  
t~) ~> 0 for i = 1 . . . . .  n. This immediately ields the inequalities in the 
statement of the theorem. • 
From the last two inequalities we obtain 
'5'1(Y) +""  +'st , - l (Y)  ~S l (X)  4-..- q-s n l(X), 
s (y) + -" +s , , (y )  + "-- +s , , (x ) .  
These two inequalities appear in [15], but are, in fact, superfluous. 
A version of the last theorem appears in [15] as an application of the 
singular value diagonal element connection. 
THEOREM. The convex hull of the SO,, × SO,, orbit of  a real matrix x 
with singular values s~ >~ "" >~ s~, and nonnegative determinant is the set of 
real matrices y with singular values (r 1 >~ "" >~ ~, satisfying 
o-~ + ... +o" i ~<s 1 + "" +s~, i = 1, . . . ,n ,  
o'~ +' . "  +o;,, 1 - s ign(det  y )  g ,  ~s  I +-"  +s , , _  1 - s , , .  
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COROLLARY. The convex hull of  the real proper orthogonal group SO, is 
all n × n real matrices y with singular values 0"1 >1 "'" >~ o;,, fi~r which 
0"1 <~ 1 and 
°'1 +""  +~,  1 -  s ign(dety)  ~, ~<n-2 .  
Proof. Apply the previous theorem with s 1 . . . . .  s,, = 1. • 
In [17] this corollary was used to show that the determinant function 
on the convex hull of the proper orthogonal matrices is bounded below 
by -e  -2. 
5. S INGULAR VALUES DIAGONAL ELEMENTS 
Let x be a real matrix having singular values s 1 >~ ... >~ s n and diagonal 
elements d 1 . . . . .  d n, with Idll >/ "'" >/Id,,I. The relationship between 
diagonal elements and singular values is 
THEOREM. The diagonal elements and singular values of  a real matrix x 
satisfy 
Idll + "'" +Idol ~ sl + "'" +s~, i = 1 . . . . .  n, 
Idll + ... + ld ,_ l l  - Idnl • sa + ... -t-Sn_l - -  Sn  . 
We now prove these inequalities using the group majorization method. 
Pro@ Let x =g diag(s 1 . . . . .  s,,) h'  be the real matrix with diagonal 
elements d 1 . . . . .  d,,, where g and h are in O n. No generality is lost if we 
assume that h has determinant + 1. Multiplying by a diagonal matrix D = 
diag(1 . . . . .  1, - 1), if necessary, we may assume that g has determinant + 1 
(replace x by Dx). Thus g, h ~ SO,. 
Let A~, i = 1 . . . . .  2", run over the full set of diagonal matrices with 
diagonal elements 1 and - 1. Set y = diag(d I . . . . .  d,). Then 
1 2" 
y = diag(d 1 . . . . .  d . )  = ~-2 i~2=1AixA, 
1 2 n 
= 2--2 i= --~l (A igA ' )  diag(sl . . . . .  s,)  (A ,h 'A i ) .  
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To see the second equality, let j # k and let ei/, eik be the ( j , j )  and (k, k) 
elements of A i. I f  x = [x.jk], the (j, k) element in Y2 i A ixA i is (El eijsi~)xjk, 
and this vanishes, since as i runs, ei j and e~k independently range over + 1 
and -1  values. (This clever device seems to be due to Olkin; a complex 
version of it requiring n terms instead of 2" is in [16].) Note that AigA i and 
kih'2~i are both in SO,,. T|ms y = diag(d~ . . . . .  d,,) is in the convex hull 
of the SO,, x SO,, orbit of x = diag(s 1 . . . . .  s,,), and has singular values 
Idll . . . . .  Id,,I. Appl~ng the last theorem in the previons section, we get 
k k 
E Id, I ~< E ,~,, 
i= l  i=1  
~l -  1 n - i 
i= l  i=1  
tbr an unknown choice of the + sign. Whichever choice holds, the conclusion 
of the theorein is obtained. • 
This proof has the unexpected feature that an SO,, x SO,, argument 
is used to prove an O,, × O, theorem. The proof in [15] considered 
Idol + "'" +ld,, ~1 - Id , , I  as a fimction of" the matrices U and V in Udiag 
(s I . . . . .  s,,) V, and verified that U diag(s I. . . . .  s,,) V is symmetric 
and not positive definite when this fimetion is a mt~ximum. Then a trace 
computation finished the proof. 
The inequalities just proved are in tktet sufficient for the existence of a 
real matrix with prescribed iagonal elements and singular values. The proof 
of this in [15] nses an intricate but explicit indnctive construction. A concep- 
tual sufficiency proof using group majorization would be of some interest. 
The work of the second author was partially supported by a National 
Science Foundation (U.S.A.) grant. 
~,Ve are indebted to M. Pedman fi~r drawing our attention to his 1977 
paper [2] with M. Eaton and to the publications of Eaton cited in the 
references. 
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