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Autophagy is the process by which cells eliminate its unwanted or dysfunctional components.
A major step in autophagy is the formation of autophagosome, the double membrane that
engulfs the unwanted cellular components. Dysregulation of autophagy affects neurodegen-
erative disorders, infectious diseases, cancer, and aging. In yeast, Atg8 protein is considered
to play a crucial role in autophagosome maturation. Studies have shown that yeast lacking
Atg8 protein form extremely small autophagosomes. Similarly, mammalian cells lacking
Atg8 homologues produced open autophagosomes. Microtubule-associated protein (MAP)
light chain3 (LC3), a human homologue of Atg8 protein is considered to play a major role in
autophagosome maturation. However the exact mechanism by which Atg8/LC3 affects the
autophagosome maturation is not completely known. A possible mechanism evolving from
various studies is the following: Upon binding to the autophagosome, Atg8 family under-
goes a conformational transition, which allows it to associate with another membrane-bound
Atg8 in a trans-fashion. The proposed goals of this research include testing this hypothesis,
identifying the stable conformations of LC3 and LC3-II (membrane bound LC3) and getting
insights into the molecular mechanism by which LC3 influence autophagosome maturation.
To accomplish this, we are performing Hamiltonian replica exchange molecular dynamics
(HREMD) simulations on LC3 and on LC3-II. The most stable conformations of LC3, and
LC3-II are identified via clustering analysis. As autophagy modulation is considered as a
potential therapeutic target for various diseases, understanding the molecular mechanisms
of different stages of autophagy is very important.
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Chapter 1
Introduction
Autophagy is a cell’s cleansing mechanism and it occurs in all living cells. In Greek auto
means self and phagy means eat, so autophagy is “self eat”. Belgian biochemist Christian
de Duve coined the term autophagy [37]. It was first discovered in yeast in the 1950s, as a
form of cellular self-digestion to help cells survive starvation. Highly conserved from yeast
to human, autophagy is the process by which cells eliminate their unwanted or dysfunctional
components, recycling useful components.
Autophagy is a very important cellular mechanism as it enables cells to sustain their function
under conditions of stress such as nutrient deprivation, and the presence of pathogens.
Many studies report that the dysregulation of autophagy affects diabetes, neurodegenerative
disorders, infectious diseases, cancer, inflammatory bowel disease (IBD) and aging [33,56,57,
74,75]. With type 2 diabetes, autophagy is slowed down which results in the accumulation of
dysfunctional mitochondria which produces reactive oxygen species. Higher concentrations
of reactive oxygen species leads to insulin resistance [41].
Researchers like Prof. Yoshinori Ohsumi, 2016 recepient of the Nobel Prize in medicine,
have tremendously increased understanding of autophagy, for which he won the award. He
used bakers yeast to identify genes essential for autophagy, and elucidated the underlying
mechanisms for autophagy in yeast [1].
Autophagy is classified into three major types: macroautophagy, microautophagy and
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chaperone-mediated autophagy (CMA) [66]. CMA has only been observed in mammals
whereas macro and microautophagy can occur in plants, fungi, and eukaryotes [33]. Among
these three types, macroautophagy is the most common [74]. This dissertation focuses on
macroautophagy as microtubule-associated protein 1A/1B-light chain 3 or simply “LC3”,
the protein under study is associated with macroautophagy. Hereafter, macroautophagy is
referred to as autophagy.
Autophagy starts with the formation of a cup-like structure or “phagophore”that captures
unwanted materials from the cell. The closure of these cup-like structures is necessary for
removal of unwanted materials. Among the various proteins related to autophagy, LC3
is considered to be the marker of autophagy. It is a well established fact that, LC3 and
its membrane associated form known as “LC3-II”plays a crucial role in the elongation of
phagophore [59,72]. However, our hypothesis is that the membrane associated form of LC3
plays a crucial role in the closure of phagophores. Using simulations, we are identifying
the molecular mechanism by which membrane associated form of LC3 drives the closure of
these cup-like structures.
1.1 Autophagy
Autophagy can be considered as cells cleansing mechanism, it is the process by which cells
eliminate its dysfunctional components. As shown in Figure 1.1, autophagy starts with
the formation of a cup-like structure called “phagophore”, that engulfs the dysfunctional
components.
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Figure 1.1: Simple overview of “autophagy”adapted from reference [18].
Since LC3 and its membrane associated form (LC3-II) are associated with the elongation
of phagophore, our study focuses on the area encircled in Figure 1.2.
Figure 1.2: Simple overview of “autophagy”adapted from reference [18]. The focus of this
study is encircled.
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1.1.1 Different Stages of Autophagy
The process of autophagy can be divided into three main stages: initiation, elongation
and maturation. Figure 1.3 shows a more detailed view of autophagy including the key
factors in different stages. As shown in Figures 1.1, 1.2, and 1.3 autophagy is initiated by
the formation of phagophore (isolation membrane), which can selectively as well as non-
selectively engulf cytosolic components. Cytosol is the fluid where organelles of cells reside.
Figure 1.3: Schematic representation of autophagy including the key factors in different
stages adapted from reference [17].
As autophagy progresses, the phagophore expands and grows, resulting in a double mem-
brane structure that finally closes to sequester its content from the cytosol [76]. These
closed double membrane structures are termed as autophagosomes.
1.1.2 Atg8 proteins
The autophagy related genes essential for the assembly of autophagosomes are highly con-
served between yeasts and mammals [66]. In yeast, about 15 autophagy-related (Atg)
proteins are identified to accomplish autophagosome formation and maturation. Among
these 15 Atg proteins, Atg8 plays a crucial role in autophagosome maturation and the spe-
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cific recruitment of cargo proteins destined for autophagic degradation. Also, Atg8 is the
only known stable, membrane-bound protein associated with the autophagosome, providing
a reliable marker for the study of autophagy [35].
1.1.3 Human Homologues of Atg8 proteins
There are eight human homologues of Atg8, and based on amino acid sequence similarity,
these eight proteins are classified into two groups as shown in Figure 1.4.
Figure 1.4: Classification of human homologues of Atg8 proteins.
The first group, microtubule associated protein 1 light chain 3 (MAP1LC3) subfamily or
simply LC3 subfamily consists of LC3A, LC3B, LC3B2 and LC3C. The second group, gam-
maaminobutyric acid (GABA) receptor-associated protein (GABARAP) subfamily contains
GABARAP itself with several GABARAP-like (GABARAPL) proteins: GABARAPL1
(GEC1, glandular epithelial cell protein 1), GABARAPL2 (GATE-16, Golgi-associated
ATPase enhancer of 16kDa) and GABARAPL3, which corresponds to a putative pseu-
dogene [59]. Pseudogenes are relics of former genes that no longer possess biological func-
tions [24]. The protein under study, LC3 is the first identified human homologue of Atg8.
LC3 is known to play a role in the elongation of autophagosomes, whereas GABARAP
family plays a role in the closure of autophagosomes [72].
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Figure 1.5: Schematic representation of the formation of LC3-II,adapted from reference
[56]
1.1.4 LC3 and LC3-II
Microtubule-associated protein (MAP) light chain 3 (LC3) co-purifies with MAP1A and
MAP1B, thus known as Microtubule-associated protein (MAP) 1A/1B- light chain 3 (LC3)
[38, 40]. MAP-LC3 is a mammalian homologue of Atg8 protein. Unmodified and modi-
fied forms of MAP-LC3 is referred to as LC3-I and LC3-II (membrane bound LC3). The
formation of LC3-II from LC3-I is shown in Figure 1.5 [56].
Studies have shown that all the Atg8 homologues undergo the same post translational
modifications. For instance, let us consider LC3 subfamily: LC3 translated from mRNA is
called Pro-LC3 and it possess an unnecessary C-terminal tail [76]. Atg4protease cleaves this
tail sequence to generate form-I LC3, which has a conserved C-terminal Glycine. Atg7, a
ubiquitin activating like enzyme (E1) binds to the LC3-I C-terminal and then recruits Atg3
via its N-terminal domain. During the Atg3-Atg7 interaction, LC3-I is transferred to the
Atg3 enzyme and Atg7 dissociates from the LC3-I complex. LC3-II (membrane associated
form of LC3) is formed when LC3-I is conjugated to the lipid phosphatidylethanolamine
(PE) in a reaction catalyzed by Atg3. The lipidation of LC3-I is enhanced by the binding
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of Atg5-Atg12-Atg16L1 to Atg3. Also, Atg5-Atg12 complex has the ability to bind to PE
already inserted into the isolation membrane. This ensures the incorporation of newly
formed LC3-II into the expanding isolation membrane. It is known that the conversion of
LC3-I to LC3-II is reversible. Atg4 can cleave PE from LC3-II and LC3 is recycled [76].
Experiments suggest LC3 attached to PE (LC3-II) binds tightly to autophagosomes [38]
1.1.5 Current Literature
The structure of LC3-I can be divided into two subdomains: N-terminal subdomain (residues
1 to 29) and C-terminal subdomain (residues 30 to 120). LC3-I structure colored according
to these subdomains is shown in Figure 1.6.
Figure 1.6: LC3-I colored according to N-terminal (green) and C-terminal (blue) subdo-
mains
The N-terminal subdomain consists of a short (H1) and long (H2) α-helices. The C-terminal
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contains a central β-sheet composed of four strands S1, S2, S3, S4 and α-helices H3, H4.
Another term used for C-terminal domain of LC3 is the ubiquitin like domain (UBD) [38].
Other Atg8 homologues like GABARAP and GATE-16 proteins exhibit similar subdo-
mains [51]. The N-terminal and C-terminal subdomains of LC3 vary in their function.
Experiments show that N-terminal subdomain interacts with tubulin and microtubules via
electrostatic interactions. On the other hand, C-terminal subdomain makes contact with
membrane surface of autophagosomes [38]. So the tight binding of MAP-LC3 to autophago-
somes occurs via C-terminal subdomain. The different features of the subdomains might
allow LC3 to act as an adaptor protein between microtubules and autophagosomes [36].
Nakatogawa et al. provided the first experimental evidence suggesting Atg8 protein directly
drives the growth of autophagosomes [51]. Their results showed that in vitro Atg8-PE
(membrane bound Atg8) molecules function to tether together membranes to which they
are attached. They also reported Atg8-PE mediating the fusion of these membranes. Fur-
ther they identified the membrane fusion mediated by Atg8 is a hemifusion [15]. Hemifusion
occurs when the outer/contacting leaflets of two apposed lipid bilayers merge while the in-
ner/distal leaflets remain intact [40]. Another major observation made by Nakatogawa et
al. is that “naked”membranes do not associate with membranes carrying Atg-PE, indicat-
ing that tethering is achieved due to interactions between Atg8-PE molecules on different
membranes. To test the validity of the above mentioned results in vivo, Nakatogawa et.
al performed systematic mutational analyses. As mentioned before, Atg family proteins
consists of two domains: an N-terminal helical domain (NHD) and a C-terminal ubiquitin-
like domain (ULD). Deleting the first alpha helix of NHD resulted in a 30% decrease in
autophagic activity. Deleting both alpha helices in NHD reduced the autophagic activity
by 40%. These results suggested that NHD acts co-operatively with ULD in tethering and
hemifusion. The study also identified a specific region on ULD that is important for cluster-
ing and hemifusion of liposomes. However this region is covered by NHD in the crystal struc-
tures of mammalian homologs. Thus they propose Atg8 adopts an “active”conformation
upon PE binding, in which NHD is dissociated from the ULD, exposing the specific region
in ULD, followed by multimerization, tethering and hemifusion of membranes [51].
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Another study investigating the role of LC3 and GATE-16 N-termini in autophagosome
maturation is done by Elazar and co-workers [73]. Here they used a liposome-based cell-
free system based on a chemical crosslinking of the C terminus of LC3 and GATE-16 to
liposomes, thereby mimicking the conjugation of these proteins to PE in vivo. By this
chemical conjugation, they were able to bypass the requirement for conjugation machinery.
The results showed LC3 and GATE-16 in their lipidated form promote membrane tethering
and fusion. They further showed the fusion activity for both LC3 and GATE-16 is mediated
by their N-terminal helices. However the membrane tethering activity depends on both N-
terminus and ubiquitin core. Another key finding is that first -helices of GATE-16, and LC3
are enough for their fusion activity [73]. One striking difference compared to the results
from Nakatogawa et al. is regarding membrane fusion. As opposed to the hemifusion
reported by Nakatogawa et al., this study identified full membrane fusion. The authors
relate the difference to the differences between experimental systems. The N-terminal -
helices of GATE-16 and LC3 significantly differ in their amino acid sequence: GATE-16
N-terminus contains more hydrophobic residues and LC3 N-terminus has more positively
charged residues. This study shows that for each protein, the different N-terminal residues
present are essential for its tethering and fusion activities.
A study by Klionsky and co-workers contradicts some of the results shown by Nakatogawa et
al. [50]. This study reports hemifusion of membranes mediated by At8/LC3 is not possible
in the presence of physiological PE concentrations. They claim Nakatogawa et al. used
non-physiological PE concentrations for their study. However the exact concentration of
the PE at the phagophore is not known [25]. The study also provides some evidence for the
involvement of SNARE proteins during autophagy. Also SNARE (Soluble NSF Attachment
REceptor) proteins are known to facilitate most of the fusion events in eukaryotic cells [62].
A recent study identified the conformational polymorphism in GATE-16 [45]. They chose
GATE-16 as a representative of At8 protein and indicated LC3 might also show similar
conformations as it belongs to the same Atg8 family. We are comparing our results to this
study later in Chapter 3. Weidberg et al. showed that LC3 and GABARAP subfamilies are
essential for autophagy [72]. They reached this conclusion by showing LC3 and GATE-16
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(member of GABARAP subfamily) can undergo lipidation in the absence of the reciprocal
subfamily whereas the overall autophagy is inhibited. They further showed LC3s are in-
volved in the elongation of phagophore membrane and GATE-16 is involved in the closure
of autophagosomes in the following manner: Using Atg4A, a protease that specifically rec-
ognizes GABARAPs, they removed GATE-16, which resulted in the accumulation of open
autophagic membranes. As the Atg4A does not affect LC3s, the accumulation of larger
phagophores under these conditions further emphasizes the role of LC3s in the elongation
process.
Experimental evidence suggest a major function of Atg8 to be the regulation of membrane
expansion as yeast lacking Atg8 form very small autophagosomes [36]. Mammalian cells
lacking Atg8 homologues produced omegasome-like structures or “open”autophagosomes
[72]. Another study reported the multimerization of Atg8-PE in vitro. They also showed
Atg8 can tether liposomes thus bringing membranes into close proximity [51]. However
the exact mechanism by which Atg8 affects the autophagosome maturation is not known.
One possible mechanism evolving from various studies is the following: Upon binding to
the autophagosome, Atg8 family undergoes a conformational transition, which allows it
to associate with another membrane-bound Atg8 in a trans-fashion. Additionally, our
experimental collaborator Prof. Ai Yamamoto observed LC3 attached to membrane or
LC3-II interacts with another LC3-II via N-terminal. A study by Fitujita et al. indicate
LC3 paralogues are involved in the closure of autophagosomes [22]. Experiments suggest the
role of Atg8 as a cargo-capturing platform via its interactions with Atg19. Another proposed
mechanism for Atg8-mediated membrane dynamics is the following: same interfaces that
causes trans-interaction might capture proteins essential for autophagosome maturation
including closure [14, 32]. More experiments and simulations are required to test these
hypotheses.
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1.2 Hypothesis
Our hypothesis is that the membrane associated form of LC3 or LC3-II plays a role in the
closure of autophagosomes. We think, upon binding to the autophagosome, LC3 undergoes
a conformational transition, which allows it to associate with another membrane-bound
LC3 in a trans-fashion. Figure 1.6 depicts this proposed mechanism.
Figure 1.7: Sketch of the proposed mechanism for Atg8-driven liposome tethering. The
peptide has been colored in a red-white-blue scale according to residue number, starting
with the N-terminal in red and ending with the C-terminal in blue
1.2.1 Our Approach
Our goal is to test the above mentioned hypothesis and gain insights into the molec-
ular mechanism by which membrane bound LC3 influences autophagosome maturation.
To accomplish this, we are performing Hamiltonian replica exchange molecular dynam-
ics (HREMD) simulations of LC3 and LC3-II (membrane bound LC3). The most stable
conformations of LC3, LC3-II are identified via clustering analysis. We are also compar-
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ing our results for HREMD simulations of LC3 to a recent study that identified different
conformations for GATE-16 protein, another human homologue of Atg8.
CHAPTER 2. METHODOLOGY 13
Chapter 2
Methodology
Computer simulations offer a direct route from the microscopic details of a system to macro-
scopic properties of experimental interest. Molecular simulation is a powerful approach to
determine thermodynamic properties based on molecular models and is widely used in
studying biological systems. The two most common molecular simulation methods are
monte Carlo (MC) and molecular dynamics (MD). Two main advantages of MD over MC
are: in MD, molecular motions are natural and it is possible to calculate dynamic proper-
ties [7]. We conducted MD simulations of LC3 using GROningen MAchine for Chemical
Simulations (GROMACS) package [26]. GROMACS is a parallel molecular dynamics code
primarily developed for simulating biochemical molecules like proteins, lipids and nucleic
acids. GROMACS is considered to be the fastest MD code in the world [10,26].
2.1 Molecular Dynamics Simulations
Molecular Dynamics (MD) is a powerful computer simulation technique for studying many-
body systems, as it allows one to predict the time evolution of a system of interacting
particles. MD complement conventional experiments as it allows one to learn something
new, something that cannot be identified through other ways. In many aspects MD simu-
lations are similar to real experiments. For instance, in a real experiment we first prepare
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a sample and then connect it to a measuring instrument. Then we measure the property of
interest at a particular time interval. These measurements will become more accurate if we
average them longer, as we can reduce the statistical noise. Similarly in MD simulations,
we start by preparing the sample, selecting a model system consisting of N particles and
then solving Newton’s equations of motion for the system until it reaches equilibrium. The
actual measurements are taken at equilibrium. Figure 2.1 shows the structure of a basic
MD code.
Figure 2.1: Schematic diagram of a basic MD code
MD simulations can be connected to the ensemble average approach of elementary statistical
thermodynamics through the ergodic hypothesis, which states that ensemble average and







The basic idea of ergodic hypothesis is that if we simulate the system for a longer time
period, all micro-states of the system are equally accessible according to their equilibrium
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probability [21]. Also, MD simulations can sample from a variety of statistical ensembles:
microcanonical ensemble (NVE) which has constant number of particles (N), volume (V) and
energy (E); canonical ensemble (NVT) where T stands for constant temperature; isothermal-
isobaric (NPT) where P denotes constant pressure; grand canonical ensemble (µVT) where
µ denotes chemical potential [21].
2.1.1 Initialization
The first requirement for starting an MD simulation is to generate the system’s initial
configuration [21]. Here the initial configuration means the x, y, z coordinates of all particles
of the system. For proteins, the initial positions are usually obtained from the published
3D structures available at the protein data bank or pdb.org [11]. For systems where the
initial coordinates are not available, one must follow these rules [6, 21]:
• Atoms must be arranged such that they don’t overlap
• All atoms must fit within the boundaries of simulation cell.
The next step is to generate initial velocities for the atoms. Initial velocities should satisfy
the following rules [6, 21]:
• The velocities are scaled so as to match an initial temperature.




mivi = 0 (2.2)
Here P is the momentum, mi and vi are the mass and velocity of atom i.
At a given temperature, the initial velocities are drawn randomly from a Maxwell-Boltzmann











This equation shows the probability of atom i with mass mi to have a velocity vi in the
x-direction. Again, the initial velocities are shifted so as to make the total momentum zero.
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where Nf is the number of degrees of freedom. For a system of N particles
Nf = 3N − 3 (2.5)
The evolution of system will drive the temperature to other values, meaning the average
temperature over simulation time will not coincide with the desired temperature [6, 21].
This is because the starting atomic positions are not necessarily consistent with the desired
temperature. Therefore it is important to drive the system from its initial conditions to
other conditions that are compatible with the desired temperature. This is done by scaling
the velocities during an initial period of the simulation, known as ”equilibration”. During




, where Tinst is the instanta-
neous temperature and Text is the desired equilibrium temperature. Although the scaling
will slowly drive the system to desired conditions, this creates a lack of energy conservation.
Basically the dynamics is artificial and equilibration only prepares the system in conditions
from which the real simulation can start. As a result, we cannot include any information
obtained during equilibration in the analysis of results. The length of equilibration period
varies from system to system. Ideally one should run equilibration for long enough such
that system has lost memory of its initial conditions, and is fully at equilibrium at the
desired temperature. Once the system reaches equilibrium, the average temperature would
be close the desired temperature [21].
2.1.2 Force Calculation
Everything moves because of forces, and these forces originate from the interactions among
atoms and molecules. One can model molecular interactions through two different ways:
quantum mechanics calculations and empirical forms. This leads to two different classes
of molecular dynamic simulations, ab-initio MD and classical MD. For the purpose of this
thesis, we are concentrating on classical MD and so from now on MD simulations stand for
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classical MD. The MD simulation method is based on Newton’s second law or the equation
of motion,
Fi = miai (2.6)
where Fi is the force exerted on ith particle, mi is its mass and ai is the acceleration. We








We know that force can also be expressed as the negative gradient of potential energy,
F (~r) = −∇U(~r) (2.8)
If we consider atoms as particles of interest and assume the system has a total of Nat atoms,
the force acting on ith atom at a given time can be obtained from the interatomic potential
U , which is a function of the positions of all atoms.
~Fi = −∇iU(~r1, ~r2, ~r3, ..., ~rNat) (2.9)
Once the initial conditions and the interaction potential are specified, we can solve the
equations of motion numerically. The results will be the positions and velocities of all the
atoms as a function of time. Therefore MD simulation is a deterministic approach, meaning
any future or past state of the system can be generally predicted from the current state [21].
The potential energy can be expressed as the sum of potential energies due to bonded and






2.1.2.1 CHARMM force field
Our MD simulations use the CHARMM (Chemistry at HARvard Macromolecular Mechan-
ics) force field to describe the potential energy of particles, specifically CHARMM27 [46,47].
In this force field, the bonded interactions are handled by bond stretching, angle bending,
dihedral, and improper dihedral energy terms as shown below:
Ubonded = Ubonds + Uangles + UUrey−Bradley + Udihedrals + Uimpropers + UCMAP (2.11)























In the above equation, the first term takes care of the bond stretches, where kb is the
bond force constant, b0 is the equilibrium bond length. So, b− b0 is the distance atom has
moved from equilibrium. The force constant kb determines the strength of the bond. The
second terms accounts for the bond angles, where kθ is the angle force constant, and θ− θ0
represents the deviation of angle from equilibrium between three bonded atoms. Similar to
the first term, this term is also represented by a harmonic potential. The third term, ”Urey-
Bradley” term is an interaction based on distance between atoms separated by two bond
(1,3 interaction). This term was introduced on a case by case basis to improve agreement
with vibrational spectra. The Urey-Bradley term is considered to be crucial for in plane
deformations and for separating symmetric and asymmetric bond stretching modes. Here
kUB is the force constant, and u is the distance between 1,3 atoms. The fourth term is for
dihedrals or torsion angles, where kϕ is the dihedral force constant, n is the multiplicity
of the function, ϕ is the dihedral angle, and δ is the phase shift. This term models the
presence of steric barriers between atoms separated by 3 covalent bonds (1,4 pairs). Here,
the associated motion is rotation, described by coefficient of symmetry n, and dihedral angle
around the middle bond. The torsion angle potential is assumed to be periodic and hence
expressed as a cosine function. The out of plane bending or impropers is handled by the
fifth term, where kω is the improper force constant, and ω − ω0 denotes the out of plane
angle [46].The final term (CMAP term) is used for improving conformational properties
of protein backbones. This is a cross-term for the Φ, Ψ (backbone dihedral angle) values,
determined by grid based energy correction maps [47].
In the CHARMM force field, the non-bonded interactions are estimated using the Lennard-
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Jones and Coulomb interactions [46,47]:




















In equation 2.14, the first term or LJ term models the Van der Waals interactions. Here ij
is the LJ well depth, rij is the distance between pair of atoms, and Rmin,ij is the minimum
interaction radius. Usually, i, Rmin,i are obtained for individual atom types, and they are
combined with appropriate mixing rules to yield the corresponding parameters for atom




Similarly, Rmin,ij values are obtained via the arithmetic mean.Again, Rmin represents the





The final term of equation 2.14 is the Coulombic term where q is the partial atomic charge,
 is the dielectric constant, and rij is the distance between atoms i and j.
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Calculating force is the most computationally demanding part in MD simulations [21].
Among the force calculation, evaluating the non-bonded interactions is the most time con-
suming part as it involves almost all pairs of particles. For example, in a pairwise model to
compute the interaction of N atoms, we need N2 steps. One method to avoid this issue is to
use a cut-off beyond which interactions are ignored. For LJ interactions, this is a reasonable
approximation as it decay rapidly for large distances. However this is not a good option for
electrostatic interactions, as it decays slowly as a function of 1/r [21].
2.1.2.2 Particle-Mesh-Ewald
Particle-Mesh-Ewald (PME), a fast incarnation of Ewald summation is the frequently used
algorithm to solve electrostatic interactions [55]. To understand PME, let us first understand
Ewald sums. Let us assume the system as a collection of charged particles in a cubic box
with side length L. The system is electrically neutral, meaning we have equal number of
positive and negative charges. We assume all particles repel each other at sufficiently short
distances and periodic boundary conditions (explained in the following section). So our















|rij + nL| (2.19)
Here n is a three dimensional integer vector. The prime on the first summation indicates
that we will not include the term for which j = i if n = (0, 0, 0). By incorporating this
restriction, we allow each particle to interact with its periodic images, but not with itself. We
cannot use equation 2.19 to compute electrostatic energy in a simulation, because it contains
a poorly converging sum [6, 21]. Basically this sum decays like 1/|~n| and is a conditionally
converging series, meaning that it converges (
∑∞
i=1 ai<∞) but does not converges absolutely
(
∑∞
i=1 |ai| cannot be summed up). The idea of Ewald methods is to convert this difficult
convergent series to a sum of two series, both of which converge much rapidly. So to evaluate
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UCoul effectively, we can break it into two parts: 1) a short-ranged potential treated with
a cut-off 2) a long-ranged potential that is periodic and slowly varying. This potential can
be represented by a finite Fourier series [3].
In Ewald methods, we do the following: first screen each point charge using a diffuse cloud
of opposite charge around each point charge, then compensate for the screening charges
using a smoothly varying periodic charge density. This screening charge is constructed
so as to make the electrostatic potential due to a charge at position rj decays rapidly to
near zero at a particular distance. These interactions are treated in real space. Then the
compensating charge density, which is the sum of all screening densities except with opposite
charges are calculated using Fourier series. The standard choice for the screening potential
is Gaussian [6, 21]:
ρs(r) = −qi(α/pi)3/2 exp (−αr2) (2.20)
At the end, there are three energy contributions to the Ewald sum:
UCoul = Ureal + Urec − Uself (2.21)
Here Ureal deals with the short-range contribution and Urec or the reciprocal-space contribu-
tion handles the long-range interactions. These long-range interactions become short-ranged
in reciprocal space. Here, we have to subtract the self-interaction energy, Uself because we
broadened the charged distributions while substituting point charges with gaussian charge
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In equation 2.22, qi, qi are the two charges, α is the Ewald parameter, and V is the volume
of the system. Here, k is the reciprocal lattice vector:
k = (2pi/L)l (2.24)
where l = (lx, ly, lz) are the lattice vectors in Fourier space.
For a fully optimized Ewald summation, the computational time scales with the number of
particles as O(N3/2). PME is based on formulating equation 2.18 so as to use Fast Fourier
Transform to obtain better scaling [16,21]. In PME, charges are mapped on to grid points.
Basically, a charge is distributed over grid points with weighting functions chosen according
to the distance of the corresponding grid point to the charge. This idea of positioning all
charges on a grid enables the application of FFT method and reduces the computational
cost. The computer time associated with FFT technique scales as O(N logN), where N is
the number of points of discrete Fourier transform [16]. This method has been improved
over the years by splitting the calculation into two groups, short-range and long-range
contributions. The short-range contributions are calculated directly from particle-particle
interactions and PME is used for the long-range contribution [21]. PME is used in conjunc-
tion with periodic boundary conditions (PBC).
2.1.2.3 Periodic Boundary Conditions
The main purpose of periodic boundary conditions (PBC) is that it mimics the presence
of an infinite bulk surrounding the N particle system. Let’s think about this little more:
we do MD simulations with the purpose of obtaining information about the properties of a
macroscopic sample. No matter how large our system is, its number of atoms N is negligible
when compared with the number of atoms contained in a macroscopic piece of matter (order
of 1023). Also, the ratio of number of surface atoms to total number of atoms will be much
higher than in reality, making surface effects to be much more relevant than they should
be [21]. To solve this issue we can use PBC. Here is the basic idea of PBC: the volume
containing N particles is considered as the primitive cell of an infinite periodic lattice of
identical cells (boxes) as shown in the following figure:
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Figure 2.2: Representation of a two-dimensional periodic system. The central box is the
system we are simulating, here molecules are numbered. Molecules can enter and leave each
box through any of the four edges. For the 3-D system, molecules are free to cross any of
the six cube faces, adapted from reference [6]
During the simulation, as a molecule moves in the original box, its periodic image in each
of the neighboring boxes moves in the same way. So if a particle leaves the central box to
the right, it is replaced by the corresponding particle from the image of the central box on
the left. In other words, there are no walls at the boundary of central box, and no surface
molecules. The number density in the central box (and entire system) is conserved.
In PBC, each particle interacts with all other particles in the infinite periodic system,
meaning each particle interacts with all other particles in the same periodic cell and all
particles in all other cells including its own periodic image. As you can see this would
CHAPTER 2. METHODOLOGY 24
increase the computational cost. So to make the simulation more efficient, we need to
truncate these interactions beyond a certain distance [21]. For this purpose, GROMACS
uses minimum image convention, where only one (the nearest image) image of each particle
is considered for short range non-bonded interactions. The minimum image convention also
puts another restriction: the cut-off radius used for truncating non-bonded interactions
may not exceed half the shortest box vector, otherwise more than one image will be present
within the cut-off.
Another factor that influences the electrostatic interactions is the solvent.
2.1.3 Integrating the Equations of Motion
As discussed before, MD simulation is based on Newton’s second law, F = ma, and we
know, velocity is the derivative of position and acceleration is the derivative of velocity. So











So, computing the trajectories involves solving ordinary differential equations. For a sys-
tem N atoms, we have 3N position coordinates and 3N velocity coordinates. For such a
system, we need to consider numerical solution as analytical solution is impossible [6, 21].
Various numerical algorithms have been developed for integrating the equations of motion.
Many of these algorithms are finite difference methods. The fundamental principle of fi-
nite differences is to break the integration into small steps. At time t, the force acting
on a particle can be calculated as a vector sum of its interactions with other particles in
the system. Then using equation 2.26, acceleration a = dvdt can be determined.All these
algorithms assume positions, velocities and accelerations can be approximated by a Taylor
series expansion [6, 21]:
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where ~r(t), ~v(t), ~a(t), are the position, velocity, and acceleration. The remaining terms,~b(t),
~c(t), and ~d(t) are first, second and third derivatives of the acceleration respectively. Al-
though there are many criteria for choosing a good integrator, the following three are the
most important ones [21]:
1. Energy and momentum Conservation
We know Newton’s equations of motion conserve energy. In the case of MD simulations, we
need to think about long time and short time (from step to step) energy conservation. It
would be ideal to have an algorithm that has good energy conservation for both short and
long times, but no such algorithm exists. The more sophisticated higher order algorithms
have very good short time energy conservation but significant drifts in energy for long times.
The Verlet-style algorithms can come to the rescue here; they have moderate short time
energy conservation but little long-term drifts [21].
When using MD simulations, the trajectory of any system through phase space depends
sensitively on initial conditions. Here phase space stands for a 6N dimensional space in
which there is an axis for every position and every conjugate momentum. So for Cartesian
coordinates, that means there are x, y, z and px, py, pz axes for each atom. The dependency
on initial conditions means as time progresses, two trajectories that are initially very close
will diverge exponentially [21]. Let us consider the position of one of the N particles at time




rN (0), pN (0)
]
(2.30)
If we consider the same position after perturbing the initial conditions, say the momenta is
shifted by a small amount , we get a different value for r:
r′(t) = f
[
rN (0), pN (0) + 
]
(2.31)
Now, let us say ∆r(t) is the difference:
∆r(t) = r(t)− r′(t) (2.32)
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For shorter times, ∆r(t) is linear in . But for longer times, the coefficient of linear depen-
dence diverges exponentially as shown below:
|∆r(t)| ∼  exp(λt) (2.33)
Here λ is called the Lyapunov exponent. The above relationship is called the Lyapunov
instability, and it shows even small deviations in the starting conditions of trajectory results
in large differences between trajectories at long times. That means, no matter how small
the integration error, it will always cause the simulated trajectory to diverge exponentially
from the true trajectory compatible with the same initial conditions. However, this is not
an issue, because in MD simulations, we are interested in the average behavior of a system
that was prepared in an initial state of which we know something not everything [21].
Basically we are interested in statistical properties of long simulations as ultimately it is
the statistics that relate our data to experiments and to thermodynamics. Regardless of the
intentions, we cannot fully justify the use of inaccurate trajectories unless they are close to
true trajectories in some sense [21]. Evidence shows that there exist shadow orbits, which
are true trajectories of a many-body system that closely follows the numerical trajectory
for a time that is long compared to the time it takes the Lyapunov instability to develop.
Another way to think of shadow orbit is that, it is the true trajectory to which the numerical
trajectory overlaps for a certain period of time. Once the Lyapunov instability grows, the
numerical trajectory will get far from that specific shadow orbit, but there will be another
one to which it is superimposed.
2. Time step
Although the speed of the integrator seems important at first thought, this is insignificant
when compared to the calculation of all forces within the system. That means it is beneficial
to minimize the number of force calculations during the simulation. One way to do this is to
make the force calculations less frequent, in other words choose a longer time step [21]. So it
is crucial we choose an algorithm that guarantees accuracy for a long time step. Algorithms
permit the use of a long time step by storing information on higher-order derivatives of
particle coordinates. This in turn increases the memory storage requirements. Also, to
conserve energy we need to pick a time step that is at least an order of magnitude lesser
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than the fastest motions in the system, usually the hydrogen bond vibrations.
3. Time reversibility and Area preserving nature
Newton’s equations are time reversible, and so the integrators should preserve this property.
That means if the velocities of all atoms were swapped in sign, the simulation would run
exactly in the reverse direction. Basically, the past and future phase space coordinates
play a symmetric role [21]. To understand the area preserving nature, let us assume, the
trajectories that have a particular energy E are contained in a hyper volume Ω in phase
space. If we let the volume evolve in time according to Hamilton’s equations of motion,
we will get exactly the same volume. But a non-area-preserving algorithm will usually
map the volume to a larger volume say Ω′. Over time, this would cause the system to
expand significantly, thus violating the energy conservation. So it is important to have an
integrator, that follows the area preserving nature of Hamiltonian dynamics [21].
The most commonly used integrators, Verlet, Velocity-Verlet and Leap-frog algorithms are
explained in the following sections.
2.1.3.1 Verlet algorithm
The Verlet algorithm uses positions and accelerations at time t and the positions from t−δt
to calculate new positions at time t+ δt. To derive the Verlet algorithm, we can write [21]:


























Adding the above two equations, we get:





In Verlet algorithm, velocities are not explicitly solved, they are usually calculated from
first order central difference as shown below:
v(t) =
r(t+ δt)− r(t− δt)
2δt
(2.37)
CHAPTER 2. METHODOLOGY 28
The advantages of verlet algorithm are a) it is straight forward and b) it has moderate
storage requirements. However this algorithm is of moderate precision [21].
2.1.3.2 Velocity-Verlet Algorithm
Velocity-Verlet algorithm has an improved accuracy when compared to the standard Verlet
algorithm. Since this algorithm yields positions, velocities and accelerations at the same









Then using this velocity, we calculate positions at the next step:







Using the potential, we calculate accelerations at the next step. Then we use these acceler-
ations to update the velocities at next step:










Other popular algorithms that are closely related to Verlet algorithm are Beeman algorithm
and Velocity-corrected Verlet algorithm [21]. Both of these algorithms use more accurate
expressions for velocities. However the complex expressions make the computational cost
even more expensive.
2.1.3.3 Leap-frog Algorithm
Leap-frog algorithm is also derived from the Verlet algorithm. In this algorithm, we first













Then these velocities are used to calculate the positions, r, at time t+ δt:
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So in this algorithm, velocities leap over positions and then the positions leap over the
velocities. Here velocities are explicitly calculated, however they are not calculated at the

















Studies show that leap-frog algorithm is more accurate than standard Verlet algorithm
[5]. Similar to Verlet algorithm, it has moderate memory requirements. We used the md
integrator (leap-frog algorithm) of GROMACS. According to GROMACS, for almost all
production runs, md (Leap-frog) integrator is accurate enough when compared to md-vv
(Velocity-Verlet) integrator [68].
There exists many higher order integration schemes, where Taylor expansions are taken to
higher terms. One of the most popular class of higher-order algorithms is predictor-corrector
algorithms. It requires more storage and is neither time reversible nor area preserving [21].
2.1.4 Experimental Conditions
In MD simulations, it is crucial to accurately simulate the experimental conditions that
need to be replicated. In our case, when we investigate the conformations of a protein, we
need to mimic physiological conditions as best as we can. That means we need to consider
pressure, temperature and the protein’s environment.
2.1.4.1 Ensembles
An ensemble is a collection of all possible systems that have different microscopic states
but belong to a single macroscopic or thermodynamic state [21]. There are different types
of ensembles of which the most common ones are: a)The microcanonical ensemble (NVE),
which has constant number of particles (N), constant volume (V), and constant energy
(E). Since energy is conserved, this is a closed system. b) The canonical ensemble (NVT),
characterized by fixed number of particles (N), fixed volume (V), and fixed temperature
(T). c) The grand canonical ensemble (µVT): the thermodynamic state characterized by a
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constant chemical potential (µ), constant volume (V), and constant temperature (T). d)The
isobaric-isoenthalpic ensemble (NPH), which has constant number of particles (N), constant
pressure (P), and constant enthalpy (H). e)The isobaric-isothermal ensemble, characterized
by fixed number of particles (N), fixed pressure (P), and fixed temperature (T) [21].
Most of the early MD simulations were performed in the NVE ensemble. This is because
without any external control, ideally MD generates a microcanonical (NVE) ensemble [6,21].
However as most of the experiments are performed at constant temperature and volume or
at constant temperature and pressure, NVT and NPT ensembles became more popular for
MD simulations. For our study reported here, we use NPT ensemble.
In NPT simulations, to make sure the average temperature of a system is maintained
correctly, we need to use a thermostat. The most commonly used temperature control
schemes in MD are Berendsen, Nose´-Hoover and Langevin dynamics [21]. We used Nose´-
Hoover thermostat.
2.1.4.2 Nose´-Hoover Thermostat
This popular thermostat retains a Boltzmann equilibrium distribution. The basic idea of
this approach is to modify the system’s Hamiltonian by incorporating a thermal reservoir
and a friction in the equations of motion. Now this friction, ζ slows down or accelerate
the particles until the temperature (measured through kinetic energy and the equipartition





















In the above equation Q determines the relaxation of the dynamics of the friction ζ(t), while
T denotes the target temperature. So, at steady state when dζdt = 0, the kinetic energy is
given by 3N+12 kBT as required by the equipartition theorem. Here, instead of 3N there is
a factor of 3N + 1 because of the extra degree of freedom, ζ. Again, it is important to
recognize the temperature is not fixed, rather it tends to the desired value.
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Although Nose´-Hoover thermostat is widely used in the MD simulation community, at times
it can exhibit non-ergodic behavior for specific systems [21]. One of the methods to improve
this is use the Nose´-Hoover chains. In this approach, we control the extra degree of freedom
by adding another Nose´-Hoover thermostat...and then to control that degree of freedom
with another thermostat, etc. [21, 68].
Now to perform the NPT simulation, we need to control the pressure using a barostat.
Some of the most popular barostats include Berendsen, Andersen and Parrinello-Rahman
[21, 68]. The combination of Nose-Hoover thermostat and Parinello-Rahman barostat is
considered more reliable for simulation at equilibrium and for predicting thermodynamic
properties [20]. So, we used Parinello-Rahman barostat for our simulations of LC3 protein.
2.1.4.3 Parrinello-Rahman Barostat
In thermodynamics, systems at constant pressure exchange volume with their surroundings
using a piston. Similarly, constant pressure simulations involve volume fluctuations. Ac-
cording to Parrinello-Rahman barostat, the box vectors are represented by the matrix b,
and it obeys the equation of motion [53,54,68]:
db2
dt2
= VW−1b′−1(P − Pref ) (2.46)
Here, V is the volume of the box, W is a matrix parameter that estimates the strength of
coupling, P is the current pressure matrix and Pref is the reference pressure matrix.


















The inverse mass parameter matrix W−1 is calculated automatically in GROMACS using
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In the above equation, β is the isothermal compressibility, τp is the pressure time constant,
and L is the largest box matrix element. While doing the simulation in GROMACS, the user
has to give the approximate isothermal compressibilities and the pressure time constant [68].
2.1.4.4 Solvent
To make the protein simulations more realistic, we need to replicate the protein’s environ-
ment more accurately. As most proteins exist in aqueous environments, in MD we use either
the implicit solvation method or the explicit water models. The basic idea of implicit solvent
model is to represent the electrostatic effects of solvent, while saving the computational cost
associated with doing explicit solvent model simulations [68]. However, the implicit solvent
models cannot reproduce certain microscopic features of the solvent [60]. For our study, we
used explicit water models, where water is represented by all-atom force fields.
Among the several water models available, the TIP3P(transferable intermolecular potential
3P) and SPC/E (extended simple point charge) are the most water models for protein
simulations. Both these water models use three sites for electrostatic interactions; the
negative charge on oxygen atom balances the partial positive charges on the hydrogen atoms.
In this model, the intermolecular interaction between two water molecules is computed using
a Lennard-Jones type potential with interaction points centered on the oxygen atoms. This
Lennard-Jones term along with the Coulombic interactions between all intermolecular pairs















Here, mn is the dimerization energy, q is the charge, rij is the distance between pair of
atoms, and A,C are the Lennard-Jones parameters. The simplicity and high computational
efficiency makes the three site water models highly popular for simulations. For this study,
we used TIP3P water model as CHARMM parameters have been designed for solvation
with TIP3P [48]. The SPC/E and TIP3P models differ in parameters.
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2.1.5 Limitations of MD simulations
Sampling conformational space of proteins is one of the most challenging problems in struc-
tural biology. This is due to the fact that proteins don’t have a smooth energy landscape,
rather the energy landscape is locally rugged, hence escaping from sub-valleys (local min-
ima) is extremely difficult [23]. Although molecular dynamics (MD) is a powerful tool to
simulate the time evolution of molecular systems, it suffers from time scale issues when
sampling conformational space of proteins [44,65,70]. Basically in regular MD, proteins can
get caught in the local minima and thus not accessing the global minima as shown in the
following representation:
Figure 2.3: (a) Simplified representation of a free energy landscape of a protein (b)
Schematic representation of free energy landscape for a protein in regular MD
2.2 Improved Sampling Techniques
Many methods have been developed over the years to effectively accelerate MD, so it can
access all possible conformations within a reasonable time and with relatively low compu-
tational cost. These methods can be broadly classified into two groups: collective-variable-
based methods and parallel tempering methods [2]. The first method is based on the idea of
choosing, a priori, a set of collective varaibles which are then biased during the simulation.
Examples of this method include metadynamics [42] and umbrella sampling [67]. The main
drawback of this method is that the efficiency and accuracy are decided by the choice of
collective variables. For systems with rough energy landscapes such as proteins, deciding
proper collective variables is even more challenging [44, 70]. The second method, parallel
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tempering is based on the idea of raising temperature so as to accelerate sampling. One
of the most popular advanced MD techniques for protein conformational sampling, replica
exchange molecular dynamics (REMD) is based on the parallel tempering method [2].
2.2.1 REMD
The replica exchange molecular dynamics (REMD) was developed by Yuji Sugita and Yuko
Okamoto to overcome protein folding issues with multiple minima [63]. In this method,
several non-interacting replicas of the same system are simulated at different temperatures.
Then using the Metropolis acceptance criterion, coordinates of the neighboring replicas are
exchanged at specific intervals. The Metropolis criterion used for replica exchanges is the
standard Boltzmann distribution criterion, so the coordinates are swapped between two













Here, kB is the Boltzmann constant, T1 and T2 are the temperatures of replica 1, 2 and
U(x1), U(x2) are the potential energies of replicas 1, 2.
A pictorial representation of REMD is shown below. In this sample REMD, we have isother-
mal MD simulations running in parallel at four different temperatures:
Figure 2.4: Simplified representation of replica exchange molecular dynamics (REMD).
Although REMD improves the protein’s conformational sampling [2, 63], the number of
replicas scales as O(f
1
2 ), where f is the number of degrees of freedom for the whole system.
Also, with REMD membranes fall apart at higher temperatures [44]. Since we are simulating
LC3-II (membrane associated form of LC3), REMD is not a viable option for our study.
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2.2.2 HREMD
Another class of methods, which is sort of in an intermediate position between collective-
variable-based methods and parallel tempering methods, is the Hamiltonian Replica Ex-
change (HREX) methods [13], where different replicas evolve according to different Hamil-
tonians. In HREX, the dependence of results on the choice of modified Hamiltonian is
smaller than the dependence of umbrella-sampling efficiency on the choice of collective
variables [13].
We can connect Hamiltonian replica exchange methods (HREX) and replica exchange meth-
ods (REM) in the following way: HREX (similarly HREMD or Hamiltonian replica exchange
molecular dynamics) is more of a generalized approach and REM (similarly REMD) is a
specific case. Let us try to understand this better. If we consider a system with potential en-
ergy U(r), and coupled to a thermal bath with temperature T , we know that the probability
of exploring a particular configuration is governed by the following relationship [13]:
P (r) ∝ exp−
U(r)
kBT (2.52)
where r is the position coordinate, and kB is the Boltzmann constant.
The basic idea of replica exchange methods is to sample from one ”cold” replica for unbiased
statistics and use several ”hot” replicas to accelerate sampling. Ideally, the hottest replica
should explore the phase space quick enough to overcome the barriers for the system under
study, and the intermediate replicas are designed to ensure a smooth transition from the
”hottest” replica to the ”coldest” replica [63]. This ”hot” and ”cold” can have different
meanings in different methods. For example, in parallel tempering methods like REMD,
”hot” and ”cold” stands for the actual physical temperature controlled by a thermostat,
whereas in HREX methods ”hot” replicas can be biased in an arbitrary manner [13,44,64].
So, we can think of the most general set up as the following: each replica simulated at a
different temperature using a different Hamiltonian. If we consider a system of N number
of replicas, the product ensemble now becomes:
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For the specific case when, U1 = U2 = ... = UN , we get REMD. Also, in the equilibrium
thermodynamics, changing the temperature of a system is equivalent to scaling the entire
Hamiltonian of the system, and so temperature REM corresponds to a special case of
Hamiltonian replica exchange methods [13,23].
The benefit of using potential energy for scaling instead of temperature is related to it’s
property. Potential energy is an extensive property, meaning it depends on the size of
the system. That means, we can select a portion of the system and specific parts of the
Haniltonian to be ”heated”. However, temperature is an intensive property, means it is
independent of the size of the system.
Compared to parallel tempering methods, Hamiltonian replica exchange method is more
efficient as the number of required replicas are much less [13,64]. To understand this better,
let us go through the basics of HREX in detail. If we consider a system similar to a protein,
it consists of relatively few relevant coordinates r and many other coordinates x weakly
coupled to r. Examples of r include protein atomic coordinates, and torsional degree of
freedom. The solvent coordinates, protein bond length and protein bond angle degrees
of freedom can be considered as x. Although including x is crucial for the simulation, it
increases the degree of freedom and further increase the number of replicas in the parallel
tempering methods. Now, for our current system, the Hamiltonian is written as [23]:
E(r, x) = Es(r) + Esb(r, x) + Eb(x) (2.54)
where s denotes system, b stands for bath. Now, the idea is to introduce a series of replicas
with following Hamiltonian:
Em(r, x) = sm[Es(r) + Esb(r, x)] + Eb(x) (2.55)
Here, sm =
βm
β is the ”effective temperature” scaling for the degree of freedom r. As we can
see the ”effective temperature” of x coordinates is unchanged. Therefore, the appropriate
spacing in βm is controlled by the number of degrees of freedom for r, which is much smaller
compared to the total degrees of freedom usually. Thus, the number of replicas required is
significantly reduced in HREX [13,23].
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Among the various HREX methods developed over the years, the most successful one is
the replica exchange solute tempering (REST), with its REST2 variant [44, 70]. REST is
developed by Prof. Bruce Berne and coworkers here at Columbia Univeristy in 2005 and
the group developed the more efficient version of REST called REST2 in 2011. Basically,
REST2 is REST with new scaling parameters for the Hamiltonians [70] and the following
difference: both temperature and potential energy is different for each replica in REST1,
whereas in REST2 all replicas run at same temperature but with different potential energy.
The basic idea of REST is to divide the system into two parts: protein as one part (central
group) and water as the other part (bath). The choice of central group, and bath are
flexible. For instance, one can use part of the protein as central group. With this approach,
interaction energy of the system, E(X) can be written as [44]:
E(X) = Epp(X) + Epw(X) + Eww(X) (2.56)
Here, X is the configuration of the whole system, Epp is the protein intermolecular energy,
Epw is the interaction energy between protein and water, and Eww is the self-interaction
energy between water molecules. As mentioned before, in REST2, all replicas run at same













, and βm =
1
kBTm
. Here T0 is the desired temperature and Tm is the effective
temperature of the protein with the unscaled potential energy. We can see that the equation
2.57 reduces to equation 2.56, for replica 0. As shown in the above equation, in REST2,
improved sampling is obtained by scaling the intramolecular potential energy of the protein
by βmβ0 , a number smaller than 1, so that the barriers separating various conformations are
reduced. The scaling factor for the coupling term or the interaction energy between solute
and water is
√
βm/β0. Since, scaling the bond angle and bond stretch does not help the
sampling, only dihedral angle terms in the bonded interaction of the solute are scaled in
REST2 [70].
Now, to understand the acceptance probability for the exchange of configurations, let us
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consider the exchange between mth and nth replicas [70]:
(Xm, Em(Xm), Tm)→ (Xn, Em(Xn), Tm)(Xn, En(Xn), Tn)→ (Xm, En(Xm), Tn) (2.58)
Here, Xm, Em(Xm), Tm are the configuration, energy and temperature of the mth replica
right before an exchange is attempted. Similarly, expressions with n subscript correspond





where Zm is the configurational partition function, and βm = 1/(kBTm). Let us represent
the transition probability for the exchange m → n by T (m → n), and for the reverse
exchange by T (n→ m). Now, applying the detailed balance condition:
Pm(Xm)Pn(Xn)T (m→ n) = Pn(Xm)Pm(Xn)T (n→ m) (2.60)
we can obtain the ratio of transition probabilities
T (m→ n)
T (n→ m) = exp(−∆mn) (2.61)
where,











In the above equation, there is no Eww term, the term that caused poor scaling with system
size in the standard replica exchange methods like REMD. Now, if we apply the Metropolis
criteria, we can obtain the acceptance probability as [23,44,70]:
T (m→ n) =

1, if ∆mn ≤ 0
exp(−∆mn), if ∆mn > 0
Since the potential energy surfaces of all replicas other than the lowest one are deformed,
REST2 only samples the correct distribution for the lowest replica or replica 0 [44, 70].
This method can be used to study complex biological systems like protein attached to
a membrane. Here one can consider protein as the central part and water along with
membrane as the bath [70]. So for our simulations of LC3 protein attached to the membrane,
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we considered LC3 protein as the central part and membrane with water as the bath.
For the simulations of LC3 protein in solution, we treated LC3 protein as the central
part and water as the bath. REST2 offers a clear advantage for complex bio-molecular
systems, as membranes fall apart in regular replica exchange methods [44]. Recently, Prof.
Bussi and co-workers came up with the implementation of REST2 in popular MD software
GROMACS [13, 26]. They implemented the replica exchange methodology patched with
the PLUMED plug-in [12]. This approach was constructed so that it could be used in a
partial tempering scheme, meaning only the portion of a solute is heated. However, when
used for the entire solute, it exactly reproduces REST2 [13], which is what we did for LC3
simulations. This implementation (HREX with PLUMED in GROMACS) was validated
on alanine dipeptide in water and for the stability study of an RNA tetraloop [13]. A
recent study also used the same HREMD implementation to study the conformational
polymorphism in GATE-16 protein [45]. For our HREMD simulations, we used the solution
structure of human LC3 (pdb code: 1v49) [11].
2.3 Analysis of Trajectories
To analyze the HREMD simulation trajectories of LC3 protein and it’s membrane associated
form or simply “LC3 mem”, we used the following two methods.
2.3.1 Cluster Analysis
Cluster analysis identifies groups in data and separates them into different clusters [19,61].
Here, members of the same cluster are similar whereas clusters vary from each other. Figure
2.5 shows schematic respresentation of a generic cluster analysis [19]. In our case, similar
protein conformations are grouped into one cluster.
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Figure 2.5: Schematic representation of a generic cluster analysis, adapted from reference
[19].
We used two different types of cluster analysis namely, “Clustering Method I”and “clustering
method II”to compare LC3, and LC3 mem. These approaches are explained in detail in
chapter 4. Another thing to keep in mind is that, “Clustering Method I”is very similar to
the clustering analysis we used for comparing LC3 and GATE-16 proteins in chapter 3. For
details, please refer to chapters 3, and 4.
2.3.2 Root Mean Square Deviation (RMSD)
Root mean square deviation or RMSD measures the average distance in displacement for a
selection of atoms of a particular time frame with respect to a reference time frame. RMSD






(ri(t)− ri(tref ))2 (2.63)
In the above equation, N is the number of atoms, ri(t) is the position of ith atom at time
t and ri(tref ) is the position of ith atom at the reference time, tref .
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Chapter 3
Comparison Study: LC3 vs.
GATE-16 (in solution)
As mentioned in Chapter 1, the eight human homologues of Atg8 are classified into two
subfamilies: LC3 and GABARAP. One of the GABARAP subfamily members is GATE-16.
In this Chapter, we are comparing our results to a published study, that used GATE-16 as
a model to identify the conformational polymorphism in Atg8-type proteins via HREMD
simulations [45].
3.1 Clustering Analysis
Ma and co-workers identified the stable conformations of GATE-16 (in solution) from
HREMD simulations using clustering analysis. Similar to GATE-16 study, we are using
clustering analysis to identify stable conformations of LC3 in solution. The criteria used for
GATE-16 analysis is shown in Table 3.1, where HP stands for hydrophobic pocket formed
by the following residues: methionine 1 (Met1), valine 36 (Val36), phenylalanine 79 (Phe79)
and the aliphatic portion of lysine 82 (Lys82). Figure 3.1 shows this hydrophobic pocket
of GATE-16. In order to compare the HREMD simulation results of LC3 to GATE-16, our
first task was to identify a hydrophobic pocket in LC3, which is similar to the hydrophobic
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pocket in GATE-16.
Table 3.1: Criteria for GATE-16 clustering analysis
Criterion# Criterion Details
Residue for HP coverage Phe115
1
Cutoff number of contacts 8
Orientation toward the N-terminus: residues for min. distance Phe115Cζ atom, Trp3
2
Cutoff distance ≤7.2 A˚
Residue for HP coverage Phe117
3
Cutoff number of contacts 8
Residues for salt bridge Met1, Phe117
4
Cutoff distance ≤4 A˚
Figure 3.1: Hydrophobic pocket of GATE-16 formed by Met1, Val36, Phe79, and aliphatic
portion of Lys 82
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Using DeepAlign, a structural alignment tool for proteins, we identified the hydrophobic
pocket of LC3. We chose DeepAlign for the protein structure alignment due to the following
reasons [71]:
1. Most of the protein structural alignment tools align two protein structures purely based
on geometric similarity without considering functional and evolutionary relationship. How-
ever DeepAlign takes into account the evolutionary information at the sequence and local
substructure levels as well as the hydrogen bonding similarity in addition to the 3D geo-
metric similarity.
2. Studies show DeepAlign generated structural alignments highly consistent with manually-
curated alignments when compared to popular tools like DALI, MATT, Formatt, and TMa-
lign.
To identify the hydrophobic pocket of LC3, we looked at the residues that are aligned with
residues of GATE-16 hydrophobic pocket (Met1, Val36, Phe79 and Lys82), throughout the
simulation. As shown in Figure 3.2, out of the many residues of LC3 that aligns with Met1
of GATE-16, serine 3 (Ser3) aligns the most, about 57% of the time.
Figure 3.2: Aligned residues of LC3 compared to Met1 of GATE-16
Figures 3.3, 3.4 show that LC3 residues tyrosine 38 (Tyr38), and leucine 82 (Leu82) align
with GAET-16 residues Val36, and Phe 79 respectively throughout the simulation. Figure
3.5 captures the residues of LC3 that align with Lys82 of GATE-16; here about 78% during
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the simulation, histidine 86 (His86) aligns with Lys82.
Figure 3.3: Aligned residues of LC3 compared to Val36 of GATE-16
Figure 3.4: Aligned residues of LC3 compared to Phe79 of GATE-16
Figure 3.5: Aligned residues of LC3 compared to Lys82 of GATE-16
Using Figures 3.2, 3.3, 3.4, and 3.5, we decided the candidates of hydrophobic pocket for
LC3: Ser3,Tyr38, Leu82, and His86. Strictly speaking, we can’t call this a hydrophobic
pocket as Ser, His are hydrophilic residues. However for the purpose of comparison, we
are still going to designate it as hydrophobic pocket although only two out of four residues
(Tyr, Leu) are hydrophobic. Figure 3.6b shows the visual representation of this identified
hydrophobic pocket of LC3.
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(a) GATE-16
(b) LC3
Figure 3.6: (a) GATE-16 structure highlighting hydrophobic pocket (HP) formed by Met1,
Val36, Phe79, and aliphatic portion of Lys 82. HP is shown in red surface representation.
(b) LC3 structure highlighting hydrophobic pocket (HP) formed by Ser3, Tyr38, Leu82,
and His86. HP is shown in red surface representation.
Our next objective was to identify the criteria for clustering method I, i.e. GATE-16
clustering analysis type criteria for clustering analysis of LC3 as shown in Table 3.2.
Table 3.2: Criteria for Clustering Analysis
Criterion# Criterion Details GATE-16 LC3
Residue for HP coverage Phe115 ?
1
Cutoff number of contacts 8 ?
Orientation towards N-terminus:
residues for min. distance
Phe115Cζ atom, Trp3 ?
2
Cutoff distance ≤7.2 A˚ ?
Residue for HP coverage Phe117 ?
3
Cutoff number of contacts 8 ?
Residues for salt bridge Met1, Phe117 ?
4
Cutoff distance ≤4 A˚ ?
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3.1.1 Criterion 1
For GATE-16 clustering analysis, criterion 1 is about the hydrophobic pocket coverage by
Phe115 residue. To identify the corresponding residue for hydrophobic pocket coverage in
LC3, we aligned the structures of LC3, and GATE-16 using DeepAlign. As shown in Figure
3.7, Phe119 of LC3 aligns with Phe115 of GATE-16 more than 99% of the time during the
simulation.
Figure 3.7: Aligned residues of LC3 compared to Phe115 of GATE-16
In GATE-16, Phe115 is considered to be in the hydrophobic pocket (formed by Met1, Val36,
Phe79 and Lys82) if at least 8 of the 14 side chain atoms of Phe115 are in contact with these
four hydrophobic pocket residues. A contact is defined on the basis of minimal distance
between each of Phe115’s side chain atoms and any of the atoms belonging to the residues
forming the hydrophobic pocket. If this minimal distance is ≤4 A˚, a contact is present [45].
Here, multiple contacts between a particular side chain atom of Phe115 and the hydrophobic
pocket were counted as one, meaning the maximum number of hydrophobic pocket contacts
for Phe115 is 14. The cutoff number of contacts 8, is determined from the distribution plot
shown in Figure 3.8a. For LC3, we use similar definition to determine if Phe119 is inside
the hydrophobic pocket formed by Ser3, Tyr38, Leu82, and His86. To identify the cutoff
number of contacts for Phe119 of LC3, we did some image analysis using ImageJ [30, 58]
on Figure 3.8a; we found the ratio of area under curve before and after cutoff to be 0.25.
Using an in-house tcl script, we identified the cutoff that gives a closer ratio (0.28, within
15%) of area under curve before and after cutoff for Figure 3.8b. As shown in Figure 3.8b,
this cutoff is 9.
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(a) GATE-16 (b) LC3
Figure 3.8: (a) Histogram for the number of contacts of the side chain of Phe115 with
hydrophobic pocket (HP) formed by Met1, Val36, Phe79, and aliphatic portion of Lys 82 in
GATE-16. The cutoff value 8, is indicated by the dashed line, adapted from reference [45]
(b) Histogram for the number of contacts of the side chain of Phe119 with hydrophobic
pocket (HP) formed by Ser3, Tyr38, Leu82, and His86 in LC3. The cutoff value 9, is
indicated by the dashed line.
Figure 3.9 shows the visual representation of identified criterion 1 for LC3 along with
criterion 1 of GATE-16.
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(a) GATE-16
(b) LC3
Figure 3.9: (a) GATE-16 structure highlighting criterion 1: coverage of hydrophobic
pocket (HP) formed by Met1, Val36, Phe79, and aliphatic portion of Lys 82 by Phe115. HP
is shown in red surface representation and Phe115 in yellow CPK representation. (b) LC3
structure highlighting criterion 1: coverage of hydrophobic pocket (HP) formed by Ser3,
Tyr38, Leu82, and His86 by Phe119. HP is shown in red surface representation and Phe119
in yellow CPK representation.
3.1.2 Criterion 2
For GATE-16 clustering analysis, criterion 2 is about the orientation of Phe115 when resid-
ing inside the hydrophobic pocket. Once inside the hydrophobic pocket, Phe115 can point
in two different directions: towards the N-terminus or away from the N-terminus. Ma and
coworkers distinguished these directions on the basis of minimum distance between the Cζ
atom of Phe115 and any of the tryptophan 3 (Trp3) atoms [45]. They concluded Phe115 is
oriented toward the N-terminus if this distance is ≤7.2 A˚based on Figure 3.11a. Similarly,
to identify the orientation of Phe119 when residing inside the hydrophobic pocket, we need
to select the corresponding residue in LC3 to that of Trp3 in GATE-16. For this, we aligned
the structures of LC3, and GATE-16 using DeepAlign. As shown in Figure 3.10, Lys5 of
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LC3 aligns with Trp3 of GATE-16 more than 61% of the time during the simulation.
Figure 3.10: Aligned residues of LC3 compared to Trp3 of GATE-16
To identify the cutoff distance for this criterion, we did some image analysis using ImageJ
[30, 58] on Figure 3.11a; we found the ratio of area under curve before and after cutoff to
be 1.65. Using an in-house tcl script, we identified the cutoff that gives a closer ratio (1.69,
within 5%) of area under curve before and after cutoff for Figure 3.11b. As shown in Figure
3.11b, this cutoff is 15.29A˚.
(a) GATE-16 (b) LC3
Figure 3.11: (a) GATE-16: distance distribution between Cζ atom of Phe115 and any of
Trp3 atoms. The cutoff value 7.2A˚, is indicated by the dashed line, adapted from reference
[45] (b) LC3: distance distribution between Cζ atom of Phe119 and any of Lys5 atoms.
The cutoff value 15.29A˚, is indicated by the dashed line.
Figure 3.12 shows the visual representation of identified criterion 2 for LC3 along with
criterion 2 of GATE-16.
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(a) GATE-16
(b) LC3
Figure 3.12: (a) GATE-16 structure highlighting criterion 2: orientation of Phe115 toward
the N-terminus. HP is shown in red surface representation, residues Phe115 (yellow) and
Trp3 (blue) in CPK representations. (b) LC3 structure highlighting criterion 2: orientation
of Phe119 toward the N-terminus. HP is shown in red surface representation, residues
Phe119 (yellow) and Lys5 (blue) in CPK representations.
3.1.3 Criterion 3
For GATE-16 clustering analysis, criterion 3 is very similar to that of Criterion1, except the
residue for hydrophobic pocket coverage is different, Phe117 instead of Phe115. To identify
the corresponding residue for hydrophobic pocket coverage in LC3, we aligned the structures
of LC3, and GATE-16 using DeepAlign. As shown in Figure 3.13, the only residue that
aligns with Phe117 of GATE-16 is Gly120, although the probability is very low, 0.11% of
the time during the simulation.
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Figure 3.13: Aligned residues of LC3 compared to Phe117 of GATE-16
In GATE-16, Phe117 is considered to be in the hydrophobic pocket (formed by Met1,
Val36, Phe79 and Lys82) if at least 8 of the 14 side chain atoms of Phe115 are in contact
with these four hydrophobic pocket residues. A contact is defined on the basis of minimal
distance between each of Phe117’s side chain atoms and any of the atoms belonging to the
residues forming the hydrophobic pocket. If this minimal distance is ≤4 A˚, a contact is
present. Here, multiple contacts between a particular side chain atom of Phe117 and the
hydrophobic pocket were counted as one, meaning the maximum number of hydrophobic
pocket contacts for Phe115 is 14 [45]. The cutoff number of contacts 8, is determined from
the distribution plot shown in Figure 3.14a. For LC3, we use similar definition to determine
if Gly120 is inside the hydrophobic pocket formed by Ser3, Tyr38, Leu82, and His86. To
identify the cutoff number of contacts for Gly120 of LC3, we did some image analysis using
ImageJ [30, 58] on Figure 3.14a; we found the ratio of area under curve before and after
cutoff to be 6.31. Using an in-house tcl script, we identified the cutoff that gives a closer
ratio (3.77, within 45%) of area under curve before and after cutoff for Figure 3.14b. As
shown in Figure 3.14b, this cutoff is 6.
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(a) GATE-16
(b) LC3
Figure 3.14: (a) Histogram for the number of contacts of the side chain of Phe117 with
hydrophobic pocket (HP) formed by Met1, Val36, Phe79, and aliphatic portion of Lys 82 in
GATE-16. The cutoff value 8, is indicated by the dashed line, adapted from reference [45]
(b) Histogram for the number of contacts of the side chain of Gly120 with hydrophobic
pocket (HP) formed by Ser3, Tyr38, Leu82, and His82 in LC3. The cutoff value 6, is
indicated by the dashed line.
Figure 3.15 shows the visual representation of identified criterion 3 for LC3 along with
criterion 3 of GATE-16.
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(a) GATE-16 (b) LC3
Figure 3.15: (a) GATE-16 structure highlighting criterion 3: coverage of hydrophobic
pocket (HP) formed by Met1, Val36, Phe79, and aliphatic portion of Lys 82 by Phe117. HP
is shown in red surface representation and Phe117 in yellow CPK representation. (b) LC3
structure highlighting criterion 3: coverage of hydrophobic pocket (HP) formed by Ser3,
Tyr38, Leu82, and His86 by Gly120. HP is shown in red surface representation and Gly120
in yellow CPK representation.
3.1.4 Criterion 4
For GATE-16 clustering analysis, criterion 4 is the salt bridge between N and C termini
formed by Met1 and Phe117. Here is an interesting thing to keep in mind is that in
general, salt bridges are formed if the distance between nitrogens in the basic side chain
and oxygens in the acidic side chain is ≤ 4A˚ [8]. Both Met, Phe are neutral residues. So
more than the actual definition, here the authors are trying to distinguish between open
and closed conformations. To identify the corresponding residues for salt bridge between N
and C termini in LC3, we aligned the structures of LC3, and GATE-16 using DeepAlign. As
shown before, in Figures 3.2, 3.13, the corresponding residues for Met1, Phe117 of GATE-16
in LC3 are Ser3, and Gly120 respectively.
In GATE-16, the presence of salt bridge between N and C termini is evaluated by the
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distance between N atom of Met1 and the closest of the two carboxylate oxygens of Phe117.
If this distance is ≤4 A˚, a salt bridge is present. The cutoff distance of 4 A˚, is determined
from the distribution plot shown in Figure 3.16a. To identify the cutoff distance for the
salt bridge of LC3, we did some image analysis using ImageJ [30, 58] on Figure 3.16a; we
found the ratio of area under curve before and after cutoff to be 1.22. Using an in-house
tcl script, we identified the cutoff that gives a closer ratio (1.22, within 5%) of area under
curve before and after cutoff for Figure 3.16b. As shown in Figure 3.16b, this cutoff is 18.49
A˚.
(a) GATE-16 (b) LC3
Figure 3.16: (a) Distance distribution between N atom of Met1 and the closest of the two
carboxylate oxygens of Phe117 in GATE-16. The cutoff distance 4 A˚, is indicated by the
dashed line, adapted from reference [45] (b) Distance distribution between N atom of Ser3
and the closest of the two carboxylate oxygens of Gly120 in GATE-16 The cutoff distance
18.49 A˚, is indicated by the dashed line.
Figure 3.17 shows the visual representation of identified criterion 4 for LC3 along with
criterion 4 of GATE-16.
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(a) GATE-16
(b) LC3
Figure 3.17: (a) GATE-16 structure highlighting criterion 4: salt bridge between N and
C termini formed by Met1 and Phe117. HP is shown in red surface representation, Met1
(blue) and Phe117 (yellow) CPK representations. (b) LC3 structure highlighting criterion
4: salt bridge between N and C termini formed by Ser3 and Gly120. HP is shown in red
surface representation, Ser3 (blue) and Gly120 (yellow) CPK representations.
Table 3.3 shows all the identified criteria for clustering method I, i.e. criteria for LC3 along
with the criteria for GATE-16.
Table 3.3: Criteria for Clustering Analysis
Criterion# Criterion Details GATE-16 LC3
Residue for HP coverage Phe115 Phe119
1
Cutoff number of contacts 8 9
Orientation towards N-terminus:
residues for min. distance
Phe115Cζatom, Trp3 Phe119Cζatom, Lys5
2
Cutoff distance ≤7.2 A˚ ≤15.29 A˚
Residue for HP coverage Phe117 Gly120
3
Cutoff number of contacts 8 6
Residues for salt bridge Met1, Phe117 Ser3, Gly120
4
Cutoff distance ≤4 A˚ ≤18.49 A˚
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Before, we compare results from our LC3 simulations to GATE-16 results, another aspect
to consider is the difference in sampling. For the GATE-16 study, the authors simulated 20
replicas with Hamiltonian scaling factors between 1.00 and 0.66. The exact scaling factors
were 1.00, 0.98, 0.96, 0.94, 0.91,0.89, 0.88, 0.86, 0.84, 0.82, 0.80, 0.78, 0.77, 0.75, 0.73, 0.72,
0.70, 0.69, 0.67, and 0.66, which correspond to temperatures between 298 K and 457 K [45].
In our case, we simulated 32 replicas with Hamiltonian scaling factors between 1.00 and
0.55. For LC3 simulations, the exact scaling factors were 1.00, 0.98, 0.96, 0.94, 0.92, 0.91,
0.89, 0.87, 0.86, 0.84, 0.82, 0.81, 0.79, 0.78, 0.76, 0.75, 0.73, 0.72, 0.70, 0.79, 0.68, 0.66,
0.65, 0.64, 0.63, 0.61, 0.60, 0.59, 0.58, 0.57, 0.56, and 0.55. These scaling factors correspond
to temperatures between 300 K to 550 K. The exchange between neighboring replicas was
attempted every 5 ps for both GATE-16 and LC3. For GATE-16, the total simulation
time per replica was 500 ns, whereas for LC3 the total simulation time per replica was 390
ns. Also, the starting structure for HREMD simulations of GATE-16 was a structure that
was equilibrated for 5ns. However, for LC3 simulations we first equilibrated the structure
using regular MD simulations for 200 ns and then it was used as the starting structure for
HREMD simulations. Another difference comes from the force-field, GATE-16 study used
Amber99SB-ILDN force field, and we used CHARMM27 forcefield. Both these forcefields
are good for protein simulations [9, 43]. These differences in sampling might cause some
observed differences in our results. For further details about our LC3 simulations, please
refer to Appendix B.
3.2 Results and Discussion
We clustered LC3 structures into 12 different states using the identified criteria shown in
Table 3.3. Then these LC3 states were compared to the 12 GATE-16 states identified by Ma
and coworkers as shown in Table 3.4. In this table, the states are presented in descending
order, from the most populated state to the least populated state in the case of GATE-16
in solution.
As shown in Table 3.4, five out of the six most populated states for GATE-16 are similar to
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1 41.2% 1 20.4% yes yes no yes
2 15.7% 2 16.7% yes yes no no
3 14.7% 5 9.7% no n/a no no
4 8.4% 4 14.0% yes no no no
5 4.3% 10 1.8% yes no yes no
6 4.1% 6 7.5% yes no no yes
7 3.5% 11 1.5% no n/a yes yes
8 2.5% 7 5.6% yes no yes yes
9 2.3% 12 0.5% no n/a yes no
10 1.5% 9 2.5% yes yes yes no
11 1.1% 3 15.6% yes yes yes yes
12 0.8% 8 4.3% no n/a no yes
that of LC3: the states 1, 2, 4 and 6 matches for GATE-16, and LC3. State 3 of GATE-16
is state 5 for LC3. The difference comes from the following: GATE-16 state 5 or 5th most
populated state in GATE-16 ‘yes, no, yes, no’is state 10 for LC3. Also, state 11 for GATE-
16 is LC3 state 3, which is ‘yes, yes, yes, yes’. So for GATE-16, the preferred state is ‘yes,
no, yes, no’: the one in which Phe115 contacts the hydrophobic pocket formed by Met1,
Val36, Phe79 and Lys82. Here, once inside the hydrophobic pocket, Phe119 point away
from the N-terminus. In this state, Phe117 contacts the hydrophobic pocket, and the salt
bridge between N and C termini doesn’t exist. In the case of LC3, the preferred state is ‘yes,
yes, yes, yes’: the one in which Phe119 contacts the hydrophobic pocket formed by Ser3,
Tyr38, Leu82 and His86. Here, once inside the hydrophobic pocket, Phe119 point towards
the N-terminus. In this state, Gly120 contacts the hydrophobic pocket, and the salt bridge
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between N and C termini exists. Figure 3.18 shows the GATE-16 and LC3 preferred states.
(a) GATE-16 preferred state (b) LC3 preferred state
Figure 3.18: (a) GATE-16 preferred state ‘yes no yes no’, along with criteria: HP is
shown in red surface representation, Met1 (blue, part of HP), Trp3 (blue), Phe115(yellow)
and Phe117 (yellow) CPK representations. (b) LC3 preferred state ‘yes yes yes yes’, along
with criteria: HP is shown in red surface representation, Ser3 (blue, part of HP), Lys5
(blue), Phe119 (yellow) and Gly120 (yellow) CPK representations.
By visually inspecting the trajectory and by referring to GATE-16 study [45], we know that
having ‘yes ’for any of the criterion makes the structure more compact. Since LC3 perfers
the state ‘yes, yes, yes, yes ’and GATE-16 prefers the state ‘yes, no, yes, no’, our results
indicate LC3 prefers conformations that are more closed compared to GATE-16.
In Table 3.4, if we consider the top 4 most populated states of GATE-16, they constitute
80% (41.2%,15.7%,14.7%, 8.4%) of all the available conformations. However, for LC3 the
top 4 most populated states make up 66.7% (20.4%,16.7%,15.6%, 14.0%) of the possible
conformations. This trend indicates that LC3 in solution explores more conformations
compared to GATE-16 in solution.
To understand these trends better, let us take a closer look at the GATE-16 study. Ma
and co-workers developed the four criteria to study the conformational dynamics of C-
terminal region of GATE-16 protein [45]. Although these criteria was developed to identify
C-terminal dynamics, they are influenced by residues in N-terminal. Criteria 1, and 3 focus
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entirely on C-terminal residues, whereas criteria 2, and 4 are influenced by N-terminal
dynamics. For example consider criterion 2 for GATE-16: here, the orientation of a C-
terminal residue, Phe115 when residing inside the hydrophobic pocket was determined using
the minimum distance between the Cζ atom of Phe115 and any of the atoms of Trp3, an
N-terminal residue. Also, criterion 4 identifies a salt bridge between N and C termini,
specifically between residues Met1 and Phe117. We developed similar criteria for LC3
primarily using DeeapAlign [71], a structural alignment tool for proteins and other analysis
as explained in detail earlier in this chapter. So for LC3, we looked at the orientation of
Phe119, when residing inside the hydrophobic pocket towards the N-terminus by estimating
the minimum distance between the Cζ atom of Phe119 and any of the atoms of Lys5, an
N-terminal residue. Criterion 4 identifies a salt bridge between N and C termini formed by
residues Met1 and Phe117.
Many studies suggest C-terminal region is conserved among all the Atg8 families, it is the
N-terminus region that vary between families [45, 59, 69]. For instance, the N-terminal
subdomain consists of two α helices; the first α-helix in GATE-16 is acidic whereas the first
α-helix in LC3 is basic. In GATE-16, the second α-helix is neutral and in LC3 the α-helix
is acidic. The N-terminal subdomain along with α-helices and the C-terminal subdomain
is depicted clearly in Figure 3.19.
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(a) GATE-16 (b) LC3
Figure 3.19: (a) GATE-16 and (b) LC3 structures highlighting N-terminal subdomain in
green and C-terminal subdomain in blue. N-terminal subdomain consists of two α helices
Our results can be explained better considering the fact N-terminal domain varies among
Atg8 families. As discussed before, our results show five out of the six most populated
states in LC3 are similar to that of GATE-16. The one state that differ is shown explicitly
in Table 3.5. It is clear these states differ in criteria 2, 4 which are influenced by N-terminal
residues. Again, since N-terimnal region differs among Atg8 families, it is expected to
behave differently.














GATE-16 yes no yes no
LC3 yes yes yes yes
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3.3 Conclusions
The clustering analysis shows LC3 conformations are similar to GATE-16 but they differ in
motion of the N-terminal region. This is supported by studies that show that N-terminal
region of Atg8 proteins varies between families. We found that LC3 prefers compact struc-
tures compared to GATE-16. This is evident from the preferred states: 1) For GATE-16
‘yes, no, yes, no’- this is the state where both residues Phe115, and Phe117 contacts the
hydrophobic pocket formed by Met1, Val36, Phe79 and aliphatic portion of Lys82. Once
inside the hydrophobic pocket Phe115 points away from the N-terminus, and there is no
salt bridge between Met1 and Phe117. 2) For LC3 ‘yes, yes, yes, yes ’- the state in which
both residues Phe119, and Gly120 contacts the hydrophobic pocket formed by Ser3, Tyr38,
Leu82 and His86. Once inside the hydrophobic pocket Phe119 orient towards from the
N-terminus, and there is a salt bridge between N and C-teminal subdomains, specifically
between Ser3 and Gly120. Finally, observed differences might be due to differences in sam-
pling: total simulation time of 500ns for GATE-16 vs. total simulation time of 390 ns for
LC3.
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Chapter 4
LC3 in solution vs. membrane
bound LC3
In this chapter, our goal is to compare results for the HREMD simulations of LC3 in solution
(LC3 or LC3-I) and membrane bound LC3 (LC3 mem or LC3-II). This comparison study
is done using two methods: 1) Clustering Method I and 2) Clustering Method II. Here,
‘Clustering Method I’refers to the same approach we used to compare LC3 and GATE-
16 in chapter 3 of this dissertation, and ‘Clustering Method II’is another approach we
developed, which will be discussed in detail later on this chapter.
4.1 Clustering Method I
Here we are using the same criteria identified for LC3 in solution as mentioned in chapter 3.
For example, criterion1 is about the hydrophobic pocket coverage by residue Phe119. This
residue is considered to be inside the hydrophobic pocket formed by Ser3, Tyr38, Leu82,
and His86 if at least 9 of the 14 side chain atoms of Phe119 are in contact with these four
hydrophobic pocket residues. As mentioned in Chapter 3, we are still calling the pocket a
‘hydrophobic pocket’although only two out of the four residues (Tyr, Leu) are hydrophobic.
Criterion2 is about the orientation of residue Phe119 once inside the hydrophobic pocket.
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Phe119 is oriented towars N-terminus if the distance between Phe119CZ atom and Lys5 is
≤15.29 A˚. Criterion 3 is about the hydrophobic pocket coverage by another residue, Gly120,
which is considered to be inside the hydrophobic pocket, if at least 6 of the 8 side chain
atoms of Gly120 are in contact with the four hydrophobic pocket residues. Finally, criterion
4 is about the existence of salt bridge between N and C terminal regions, specifically between
residues Gly120 and Ser3. This salt bridge exists if the distance between Gly120 and Ser3
is ≤18.49 A˚. The criteria for clustering method I are shown in the Table 4.1 and through
Figures 4.1, 4.2, 4.3, and 4.4. For additional details regarding these criteria, please refer to
chapter 3.
Table 4.1: Criteria for Clustering Method I
Criterion# Criterion Details LC3 LC3 mem
Residue for HP coverage Phe119 Phe119
1
Cutoff number of contacts 9 9
Orientation towards N-terminus:
residues for min. distance
Phe119CZatom, Lys5 Phe119CZatom, Lys5
2
Cutoff distance ≤15.29 A˚ ≤15.29 A˚
Residue for HP coverage Gly120 Gly120
3
Cutoff number of contacts 6 6
Residues for salt bridge Ser3, Gly120 Ser3, Gly120
4
Cutoff distance ≤18.49 A˚ ≤18.49 A˚
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(a) LC3 (b) LC3 mem
Figure 4.1: (a) LC3 and (b) LC3 mem structures highlighting criterion1: coverage of
hydrophobic pocket (HP) by residue Phe119. HP shown in red surface representation,
is formed by residues Ser3, Tyr38, Leu82, and His86. Phe119 is shown in yellow CPK
representation.
(a) LC3 (b) LC3 mem
Figure 4.2: (a) LC3 and (b) LC3 mem structures highlighting criterion2: orientation of
Phe119 toward the N-terminus. HP is shown in red surface representation, residues Phe119
(yellow) and Lys5 (blue) in CPK representations
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(a) LC3 (b) LC3 mem
Figure 4.3: (a) LC3 and (b) LC3 mem structures highlighting criterion3: coverage of hy-
drophobic pocket (HP) by residue Gly120. HP shown in red surface representation is formed
by residues Ser3, Tyr38, Leu82, and His86. Gly120 is shown in yellow CPK representation.
(a) LC3 (b) LC3 mem
Figure 4.4: (a) LC3 and (b) LC3 mem structures highlighting criterion4: salt bridge
between N and C termini formed by residues Ser3 and Gly120. HP is shown in red surface,
Ser3 in blue CPK and Gly120 in yellow CPK representations.
Before we move into results, one thing to keep in mind is the difference in sampling, specif-
ically the total simulation time. For LC3, the total simulation time was 390 ns and for
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LC3 mem, the total simulation time was 215 ns. For further details about our simulations,
please refer to Appendix B.
4.1.1 Results and Discussion
With the criteria shown in Table 4.1, we clustered LC3 mem (membrane associated form
of LC3) structures into 12 distinct states as shown in Table 4.2. The states are presented
in descending order, from the most populated state to the least populated LC3 state. This
table also compares the LC3 mem states to corresponding states in LC3.

























1 20.4% 1 35.8% yes yes no yes
2 16.7% 2 21.6% yes yes no no
3 15.6% 7 1.3% yes yes yes yes
4 14.0% 3 16.7% yes no no no
5 9.7% 4 10.9% no n/a no no
6 7.5% 5 5.8% yes no no yes
7 5.6% 10 0.7% yes no yes yes
8 4.3% 6 4.6% no n/a no yes
9 2.5% 9 0.9% yes yes yes no
10 1.8% 8 1.1% yes no yes no
11 1.5% 11 0.3% no n/a yes yes
12 0.5% 12 0.2% no n/a yes no
From the above table, we see that the top four most populated states in the descending
order for LC3 are ‘yes, yes, no, yes’, ‘yes, yes, no, no ’, ‘yes, yes, yes, yes’, and ‘yes, no,
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no, no’. In the case of membrane bound LC3 or LC3 mem, the top four most populated
states are ‘yes, yes, no, yes’, ‘yes, yes, no, no’, ‘yes, no, no, no’, and ‘no, n/a, no, no’. To
understand this better, let us look into more details related to the criteria. As mentioned
in chapter 3, whenever a criterion is satisfied, meaning we have ‘yes’in the above table, it
makes the structure more compact. So, a ‘no’results in more open structures. It is very
evident by visually inspecting conformations of all the 12 states. Now, if we consider the
four most populated states of LC3 or LC3 mem, we have a total of 16 possibilities for all
the four criteria. Out of these 16 options, there are 10 ‘yes’, and 6 ‘no’for the four most
populated states of LC3 (constitutes 66.7% of structures). Similarly for LC3 mem, among
the most populated 4 states (constitutes 85% of structures), we have 6 ‘yes’, 9 ‘no’and 1
‘n/a’. Clearly, LC3 has more ‘yes’and so LC3 prefers more compact structures compared
to LC3 mem.
As mentioned in Chapter 3, Ma and co-workers developed the four criteria to study the
conformational dynamics of C-terminal of GATE-16 protein. We developed similar criteria
for LC3 primarily using DeeapAlign [71], a structural alignment tool for proteins and other
analysis as explained in detail in Chapter 3. Although, the criteria was developed to identify
C-terminal dynamics, some of them are influenced by residues in the N-terminal subdomain.
For example, the criterion 2 of LC3 is about the orientation of a C-terminal residue, Phe119
when residing inside the hydrophobic pocket. We determined if Phe119 is oriented towards
the N-terminus or not by estimating the minimum distance between the Cζ atom of Ph119
and any of the atoms of Lys5, an N-terminal residue. Also, criterion 4 identifies a salt
bridge between N and C terminal subdomains, formed by residues Ser3 and Gly120.
Now, let us see if the criteria influenced by N-terminal residues namely criteria 2,and 4 ex-
plicitly supports our hypothesis. To refresh your memory, following is our hypothesis: upon
binding to the lipid membrane LC3 undergoes a conformational transition, which allows it
to associate with another membrane-bound LC3 in a trans fashion. Let us focus again on
the four most populated structures of LC3 mem and LC3 shown in Table 4.2. Criterion 2
shows the following trend: for LC3, 3 out of 4 or 75% of structures have ‘yes’or satisfies the
criterion and for LC3 mem, 2 out of 4 or 50% of structures have ‘yes’or satisfies the criterion.
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Now, for criterion 4, we observe the following trend: for LC3, 2 out of 4 or 50% of struc-
tures have ‘yes’or satisfies the criterion and for LC3 mem, 1 out of 4 or 25% of structures
have ‘yes’or satisfies the criterion. Here, both criteria are satisfied by a higher percent of
structures in LC3 compared to LC3 mem, and so LC3 prefers closed structures compared to
LC3 mem. To a certain extend, this indicates the N-terminal region of LC3 mem has more
open conformations compared to LC3, and thus supports our hypothesis, that N-terminal
region of membrane associated LC3 will adopt more open conformations as it interacts with
another membrane associated LC3 via its N-terminal region.
So far, we have been considering only the four most populated states of LC3 and its mem-
brane associated form. If we consider, the six most populated states of LC3 and LC3 mem,
we notice five out of these six states are similar: states 1, and 2 matches for LC3, and
LC3 mem. States 4, 5 and 6 of LC3 are states 3, 4, and 5 respectively for LC3 mem. The
difference comes from the following: The third most populated state in LC3 or simply LC3
state 3 ‘yes, yes, yes, yes’is the 7th most populated state or state 7 for LC3 mem. Also,
LC3 state 8 ‘no, n/a, no, yes’is state 6 for LC3 mem. Thus, LC3 preferred state is ‘yes,
yes, yes, yes’: the one in which Phe119 contacts the hydrophobic pocket formed by Ser3,
Tyr38, Leu82 and His86. Here, once inside the hydrophobic pocket, Phe119 point towards
the N-terminus. In this state, Gly120 contacts the hydrophobic pocket, and the salt bridge
between N and C termini or Ser3-Gly120 salt bridge exists. For LC3 mem, the preferred
state is ‘no, n/a, no, yes’: the one in which residues Phe119 and Gly120 doesn’t contact
the hydrophobic pocket formed by Ser3, Tyr38, Leu82 and His86. In this state, there is the
presence of salt bridge between N and C termini. Once again, ‘yes’for a criterion makes the
structure more compact, so LC3 prefers a more closed conformation compared to LC3 mem
. Figure 4.5 shows the preferred states for LC3 and LC3 mem .
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(a) LC3 preferred state (b) LC3 mem preferred state
Figure 4.5: (a) LC3 preferred state ‘yes, yes, yes, yes’(b) LC3 mem preferred state ‘no,
n/a, no, yes’, along with the four criteria: HP formed by Ser3, Tyr38, Leu82, and His86 is
shown in red surface representation. Residues covering HP, Phe119, and Gly120 are shown
in yellow CPK representations. Lys5 (for criterion2 ) and Ser3 (for criterion 4) are shown
in blue CPK representations.
Another interesting trend, we can see in table 4.2 is the following: the four most populated
states of LC3 ‘yes, yes, no, yes’, ‘yes, yes, no, no’, ‘yes, yes, yes, yes’and ‘yes, no, no,
no’constitute 66.7% of all structures. However, for LC3 mem, the four most populated
states, ‘yes, yes, no, yes’, ‘yes, yes, no, no’, ‘yes, no, no, no’and ‘no, n/a, no, no’constitute
85% of all structures. This shows that LC3 in solution explore much more conformations
compared to LC3 mem.
4.2 Clustering Method II
Clustering Method II refers to a method we created that can explicitly identify the con-
formational dynamics of N-terminal region of LC3. Using this method, we identified the
conformational preferences for LC3 and LC3 mem. This approach is similar to ’clustering
method I’ in the sense we are identifying four criteria that can capture the N-terminal
dynamics.
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4.2.1 Criterion1
We identified a hydrophobic pocket that can capture the motion of N-terminal region.
This hydrophobic pocket is formed by residues phenylalanine 7 (Phe7), phenylalanine
108 (Phe108) and tyrosine 110 (Tyr110). Criterion1 is about the presence of a residue
isoleucine34 (Ile34) in this hydrophobic pocket (HP) as shown in Figure 4.6. Ile34 is con-
sidered to be in the hydrophobic pocket if at least 11 of the 13 side chain atoms of Ile34 are
in contact with the four HP residues. A contact is defined on the basis of minimal distance
between each of Ile34’s side chain atoms and any of the atoms belonging to the residues
forming the hydrophobic pocket. If this minimal distance is ≤4 A˚, a contact is present.
Here, multiple contacts between a particular side chain atom of Ile34 and the hydrophobic
pocket were counted as one, meaning the maximum number of hydrophobic pocket contacts
for Ile34 is 13. The cutoff number of contacts 11, is determined from the distribution plot
shown in Figure 4.7.
(a) LC3 (b) LC3 mem
Figure 4.6: a) LC3 and (b) LC3 mem structures highlighting criterion1: coverage of
hydrophobic pocket (HP) formed by Phe7, Phe108, and Tyr110 by Ile34. HP is shown in
red surface and Ile34 in yellow CPK representations.
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(a) LC3 (b) LC3 mem
Figure 4.7: Histograms for the number of contacts for Ile34 side chain atoms with hy-
drophobic pocket formed by Phe7, Phe108, and Tyr110, for (a) LC3 and in (b) LC3 mem
. The cutoff value 11, is indicated by the dashed line.
4.2.2 Criterion2
Criterion 2 is a salt bridge between N and C termini formed among residues aspartic acid
19 (Asp19) and Lysine 51 (Lys51) as shown in Figure 4.8. The presence of this salt bridge
between N and C termini is evaluated by the distance between nitrogen atom of Lys51 and
the closest of the two carboxylate oxygens of Asp19. If this distance is ≤3.6 A˚, a salt bridge
is present. The cutoff distance of 3.6 A˚, is determined from the distribution plot shown in
Figure 4.9. Strictly speaking, salt bridges are formed if the distance between nitrogens in
the basic side chain and oxygens in the acidic side chain is ≤ 4A˚. We do satisy the definition
of salt bridge in the case of residues; Asp is an acidic amino acid and Lys is a basic amino
acid. However, we are not strictly following the cutoff distance of 4A˚, because our intention
here is to use criteria that can distinguish between open and closed conformations of LC3
and its membrane associated form.
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(a) LC3 (b) LC3 mem
Figure 4.8: a) LC3 and (b) LC3 mem structures highlighting criterion2: salt bridge be-
tween N and C termini, formed among residues Asp19 and Lys51. HP is shown in red
surface, Asp19 in red CPK, and Lys51 in blue CPK representations.
(a) LC3 (b) LC3 mem
Figure 4.9: Histograms for the Asp19-Lys51 salt bridge distance for (a) LC3 and in (b)
LC3 mem. The cutoff value 3.6A˚, is indicated by the dashed line.
4.2.3 Criterion3
Criterion 3 is another salt bridge between N and C termini formed with residues glutamic
acid 105 (Glu105) and arginine 16 (Arg16) as shown in Figure 4.10. The presence of this
salt bridge between N and C termini is evaluated by the distance between closest of the
three nitrogen atoms of Arg16 and the closest of the two carboxylate oxygens of Glu105. If
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this distance is ≤6.1 A˚, a salt bridge is present. The cutoff distance of 6.1 A˚, is determined
from the distribution plot shown in Figure 4.11. Strictly speaking, salt bridges are formed
if the distance between nitrogens in the basic side chain and oxygens in the acidic side chain
is ≤ 4A˚. We do satisy the definition of salt bridge in the case of residues; Glu is an acidic
amino acid and Arg is a basic amino acid. Similar to criterion2, we are not strictly following
the cutoff distance of 4A˚, as our intention is to use a criteria that can distinguish between
open and closed conformations of LC3 and its membrane associated form.
(a) LC3 (b) LC3 mem
Figure 4.10: a) LC3 and (b) LC3 mem structures highlighting criterion3: salt bridge
between N and C termini, formed between Glu105 and Arg16. HP is shown in red surface,
Glu105 in red CPK and Arg16 in blue CPK representations.
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(a) LC3 (b) LC3 mem
Figure 4.11: Histogram for the Glu105-Arg16 salt bridge distance (a) LC3 and in (b)
LC3 mem. The cutoff value 6.1A˚, is indicated by the dashed line.
4.2.4 Criterion4
Criterion 4 is a salt bridge between N and C termini formed between residues aspartic acid
106 (Asp106) and arginine 11 (Arg11) as shown in Figure 4.12. The presence of this salt
bridge between N and C termini is evaluated by the distance between closest of the three
nitrogen atoms of Arg16 and the closest of the two carboxylate oxygens of Asp106. If this
distance is ≤9.5 A˚, a salt bridge is present. The cutoff distance of 9.5 A˚, is determined
from the distribution plot shown in Figure 4.13. Strictly speaking, salt bridges are formed
if the distance between nitrogens in the basic side chain and oxygens in the acidic side
chain is ≤ 4A˚. Similar to criteria 2, and 3, we do satisy the definition of salt bridge in the
case of residues; Asp is an acidic amino acid and Arg is a basic amino acid. Similar to
criterion2, and 3, here we are not strictly following the cutoff distance of 4A˚, as our goal is
to identify criteria that can distinguish between open and closed conformations of LC3 and
its membrane associated form.
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(a) LC3 (b) LC3 mem
Figure 4.12: a) LC3 and (b) LC3 mem structures highlighting criterion4: salt bridge
between N and C termini, formed between Asp106 and Arg11. HP is shown in red surface,
Asp106 in red CPK and Arg11 in blue CPK representations.
(a) LC3 (b) LC3 mem
Figure 4.13: Histogram for theAsp106-Arg11 salt bridge distance (a) LC3 and in (b)
LC3 mem. The cutoff value 9.5A˚, is indicated by the dashed line.
Table 4.3 shows all the identified criteria for clustering method II.
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Table 4.3: Criteria for Clustering Method II
Criterion# Criterion Details LC3 LC3 mem
Residue for HP coverage Ile34 Ile34
1
Cutoff number of contacts 11 11
Residues for salt bridge Asp19, Lys51 Asp19, Lys51
2
Cutoff distance ≤3.6 A˚ ≤3.6 A˚
Residues for salt bridge Glu105, Arg16 Glu105, Arg16
3
Cutoff distance ≤6.1 A˚ ≤6.1 A˚
Residues for salt bridge Asp106, Arg11 Asp106, Arg11
4
Cutoff distance ≤9.5 A˚ ≤9.5 A˚
4.2.5 Results and Discussion
Using the criteria shown in Table 4.3, we grouped LC3 protein and its membrane associated
form into 16 different states as shown in Table 4.4. Here, the states are shown in the
descending order, from the most populated state to the least populated state for LC3 in
solution. Table 4.4 also compares the states for membrane associated LC3 or LC3 mem to
corresponding states for LC3 in solution.
From Table 4.4, we see that the top four most populated states in the descending order
for LC3 are ‘yes, no, yes, yes’, ‘yes, no, no, no’, ‘yes, yes, no, yes’, and ‘yes, yes, yes, yes’.
In the case of membrane bound LC3 or LC3 mem, the top four most populated states are
‘yes, no, no, no’, ‘yes, yes, no, no ’, ‘yes, no, yes, no’, and ‘yes, yes, yes, no’. To understand
this better, let us look into more details related to the criteria. As mentioned in chapter
3, whenever a criterion is satisfied, meaning we have ‘yes’in the above table, it makes the
structure more compact. So, a ‘no’results in more open structures. It is very evident by
visually inspecting conformations of all the 16 states. Now, if we consider the four most
populated states of LC3 or LC3 mem, we have a total of 16 possibilities for all the four
criteria. Among the four most populated states of LC3 (constitutes 50.79% of structures),
there are 11 ‘yes’, and 5 ‘no’. In the case of LC3 mem, for the most populated four states
(constitutes 85% of structures), we have 8 ‘yes’, and 8 ‘no’. Since LC3 has more ‘yes’for the
criteria, LC3 prefers more compact structures compared to LC3 mem.
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1 15.59% 13 0.06% yes no yes yes
2 13.72% 1 47.77% yes no no no
3 11.88% 6 3.27% yes yes no yes
4 9.60% 9 0.40% yes yes yes yes
5 9.33% 16 0.004% no no yes yes
6 9.05% 2 33.21% yes yes no no
7 6.55% 14 0.02% no no no yes
8 4.91% 8 0.41% yes no no yes
9 3.64% 12 0.07% no yes no yes
10 3.43% 3 4.48% yes no yes no
11 3.24% 5 3.66% no no no no
12 2.72% 7 2.29% no yes no no
13 2.52% 15 0.01% no yes yes yes
14 2.20% 4 3.88% yes yes yes no
15 1.00% 10 0.29% no no yes no
16 0.59% 11 0.20% no yes yes no
Another major trend we notice in Table 4.4 is that the top six states are different for LC3
and LC3 mem. For example, let us take a closer look at the six most populated states of
LC3 and LC3 mem: no states match for LC3, and LC3 mem. The most populated state
of LC3 ‘yes, no, yes, yes’is state 13 for LC3 mem. LC3 state 2, ‘yes, no, no, no’is state 1
for LC3 mem. State 3 of LC3, ‘yes, yes, no, yes’is state 6 for LC3 mem. The fourth most
populated LC3 state, ‘yes, yes, yes, yes’is state 9 for LC3 mem. The state ‘no, no, yes,
yes’is ranked 5 for LC3 and for LC3 mem, this is the least populated state. LC3 state 6,
‘yes, yes, no, no’corresponds to state 2 in LC3 mem. This is substanially different from
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the trend we noticed for clustering method I results earlier in this chapter, where five out
of top 6 states were similar between LC3, and LC3 mem. Again, clustering method I was
developed to capture the C-terminal dynamics though it has influence from N-terminal
residues. However, clustering method II captures the N-terminal dynamics. Therefore, this
trend suggests N-terminal regions of LC3, LC3 mem adopts different conformations. To
understand if N-terminal region adopts closed vs. open conformations, we can count the
number of ‘yes’, and ‘no’for the top 6 states. In LC3, there are 15 ‘yes’and 9 ‘no’and for
LC3 mem there are 11 ‘yes’and 13 ‘no’. As ‘yes’for a criterion makes the structure more
compact, LC3 prefers more compact conformations compared to LC3 mem.
In order to identify the preference of LC3, and LC3 mem for different conformations, we
can take a closer look at the visual representations of the 4 most populated states in LC3,
and LC3 mem. Figure 4.14 shows the most populated states in LC3 and LC3 mem.
(a) LC3 (b) LC3 mem
Figure 4.14: Most populated states for (a) LC3 - ‘yes, no, yes, yes’and in (b) LC3 mem -
‘yes, no, no, no’. The N-terminalsubdomain is colored in green and C-terminal subdomain
is colored in blue.
The most populated LC3 state is ‘yes, no, yes, yes’, the one in which Ile34 contacts the
hydrophobic pocket formed by residues Phe7, Phe108, and Tyr110. The remaining three
criteria inolves the presence of salt bridges between N and C-terminal regions. In this
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state, Asp19-Lys51 saltbridge doesn’t exist. However, Glu105-Arg16 and Asp106-Arg11
saltbridges does exist. For LC3 mem the most populated state is ‘yes, no, no, no’, the
one in which Ile34 contacts the hydrophobic pocket formed by residues Phe7, Phe108, and
Tyr110. In this state, none of the salt bridges Asp19-Lys51, Glu105-Arg16 and Asp106-
Arg11 exist. Figure 4.14 clearly shows that the N-terminal subdomain adopts a more open
conformation compared to LC3. Once again, this is evident from the state labels, the LC3
state has 3 ‘yes’, 1 ‘no’and LC3 mem has a single ‘yes’and 3 ‘no’. As ‘yes’for a criterion
makes teh structure more compact, this means LC3 state is a more closed compared to
LC3 mem. To further understand the motion of N-terminal region, we can calculate root
mean square deviation (RMSD) and see how much these states particularly the N-terminal
subdomain deviated from the starting conformations. For details about RMSD, please
refer to chapter 2 of this dissertation. The RMSD values for the most populated states in
LC3, and LC3 mem are 2.58A˚and 5.37A˚respectively. Here, we are calculating the RMSD
specifically for the N-terminal region. The higher RMSD value for LC3 mem compared to
LC3, shows that N-terminal region is more mobile for LC3 mem.
Figure 4.15 shows the second most populated states in LC3, and LC3 mem. As denoted, the
second most populated state for LC3 is ‘yes, no, no, no’, the one in which Ile34 contacts the
hydrophobic pocket and none of the salt bridges Asp19-Lys51, Glu105-Arg16 and Asp106-
Arg11 exist. But for LC3 mem, the second most populated state is ‘yes, yes, no, no’, the
one in which Ile34 contacts the hydrophobic pocket, and Asp19-Lys51 salt bridge exists.
However, the other two salt bridges (Glu105-Arg16 and Asp106-Arg11 ) between N and C-
terminal regions doesn’t exist. Now referring back to our conclusion, having ‘yes’makes the
structure more compact, here we have 1 ‘yes’, 3 ‘no’for LC3 and 2 ’yes’, 2 ‘no’for LC3 mem.
Although this makes the overall structure of LC3 mem more compact than LC3, there is
an interesting trend we see in Figure 4.15. The first α helix of LC3 mem is more open
compared to LC3. The first α helix consists of residues 1 to 11 and it is the short helix
in the green colored N-terminal subdomain. Additionally, LC3 state 2 represents a smaller
population compared to state 2 of LC3 mem. For example, state 2 of LC3 represents 13.72%
of all structures whereas LC3 mem state 2 constitute 33.21% of all structures. Here is what
we observe by comparing RMSD values of the N-terminal regions: for LC3 the RMSD is
CHAPTER 4. LC3 IN SOLUTION VS. MEMBRANE BOUND LC3 80
2.01A˚and for LC3 mem it is 4.01A˚. Again, higher RMSD value in the case of LC3 mem
shows that N-terminal region is more mobile for LC3 mem than LC3.
(a) LC3 (b) LC3 mem
Figure 4.15: The second most populated states for (a) LC3 - ‘yes, no, no, no ’and in (b)
LC3 mem - ‘yes, yes, no, no’. The N-terminal subdomain is colored in green and C-terminal
subdomain is colored in blue.
Now, let us take a closer look at the third most populated states for LC3, and LC3 mem,
shown in Figure 4.16. The third most populated LC3 state is ‘yes, yes, no, yes’, the one in
which Ile34 contacts the hydrophobic pocket formed by residues Phe7, Phe108, and Tyr110
and there is the presence of two saltbridges between N and C-terminal regions, namely
Asp19-Lys51 and Asp106-Arg11 saltbridges. However, Glu105-Arg16 salt bridge, another
salt brdige between N and C terminal regions doesn’t exist. For LC3 mem, the thrid most
populated state is ’yes, no, yes, no’, the one in which Ile34 contacts the hydrophobic pocket
formed by residues Phe7, Phe108, and Tyr110. In this state, Asp19-Lys51 salt bridge does
not exist, but Glu105-Arg16 salt brdige exists and finally Asp106-Arg11 salt bridge does
not exist. Looking at Figure 4.16, we can see that N-terminal subdomain adopts a more
open conformation compared to LC3. Once again, this is evident from the state labels:
LC3 state has 3‘yes’, 1 ‘no’and LC3 mem has 2 ‘yes’, 2 ‘no’. This means LC3 prefers a
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more closed structure compared to LC3 mem. To understand more about the motion of
N-terminal subdomains between LC3, and LC3 mem, we can calculate the RMSD values
of the N-terminal regions; RMSD for LC3 is 1.98A˚, whereas RMSD for LC3 mem is 4.46A˚.
Once again, we are calculating the RMSD for N-terminal regions. The higher RMSD value
for LC3 mem compared to LC3, shows that N-terminal region is more mobile for LC3 mem.
(a) LC3 (b) LC3 mem
Figure 4.16: The third most populated states for (a) LC3 - ‘yes, yes, no, yes ’and in (b)
LC3 mem - ‘yes, no, yes, no’. The N-terminal subdomain is colored in green and C-terminal
subdomain is colored in blue.
The fourth most populated states of LC3, LC3 mem are shown in Figure 4.17. For LC3,
state 4 is ’yes, yes, yes, yes’, the one in which Ile34 contacts the hydrophobic pocket formed
by residues Phe7, Phe108, and Tyr110 and there is the presence of three saltbridges be-
tween N and C-terminal regions, namely Asp19-Lys51, Glu105-Arg16, and Asp106-Arg11
saltbridges. However, for LC3 mem, state 4 is ‘yes, yes, yes, no’, the one in which Ile34
contacts the hydrophobic pocket formed by residues Phe7, Phe108, and Tyr110. In this
state, salt bridges Asp19-Lys51 and Glu105-Arg16 exist but salt bridge Asp106-Arg11 does
not exist. In Figure 4.16, we can see that N-terminal subdomain adopts a more open
conformation compared to LC3. This is clear from the state labels: LC3 state has 4 ‘yes
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’and LC3 mem has 3 ‘yes’, 1 ‘no’. Thus LC3 prefers a more closed structure compared to
LC3 mem. Again, to understand more about the motion of N-terminal subdomains, we can
calculate the RMSD values of the N-terminal regions; RMSD for LC3 is 1.55A˚, whereas
RMSD for LC3 mem is 4.55A˚. The higher RMSD value for LC3 mem compared to LC3,
shows that N-terminal region is more mobile for LC3 mem.
(a) LC3 (b) LC3 mem
Figure 4.17: The fourth most populated states for (a) LC3 - ‘yes, yes, yes, yes ’and in (b)
LC3 mem - ‘yes, yes, yes, no’. The N-terminal subdomain is colored in green and C-terminal
subdomain is colored in blue.
4.2.5.1 salt bridge Analysis
Since clustering method II has a strong infuluence from salt bridges as three out of the
four criteria deals with salt bridges, we did some basic salt bridge analaysis for LC3, and
LC3 mem. Using the real definition of salt bridges, which states that salt bridges are formed
when two oppositely charged functional groups are within a distance of 4A˚. In the case of
proteins, this defeinition is: salt bridges are formed if the distance between nitrogens in the
basic side chain and oxygens in the acidic side chain is ≤ 4A˚ [8,29]. The acidic amino acids
include Aspartic acid and Glutamic acid. Arginine, Histidine, and Lysine are basic amino
CHAPTER 4. LC3 IN SOLUTION VS. MEMBRANE BOUND LC3 83
acids. Studies show that salt bridges between Asp or Glu and His, Arg, or Lys display well
defined conformational preferences [29]. By visually inspecting the different conformations
and through the methods discussed earlier in this dissertation, we know that salt bridges
between N and C terminal makes the structure more compact. Using an in house script,
we found that there are 37 salt bridges between N and C-terminal subdomains for LC3 and
for LC3 mem, there are 13 salt bridges. That means LC3 adopts conformations that are
more compact compared to LC3 mem. The salt bridges between N and C-terminal regions
for LC3, and LC3 mem are shown in Figure 4.18.
(a) LC3 (b) LC3 mem
Figure 4.18: The salt bridges between N and C-terminal regions of (a) LC3 - 37 salt bridges
and (b) LC3 mem - 13 salt bridges. The acidic residues (Asp, Glu) are shown in red CPK
representation and basic residues (Arg, His, Lys) are shown in blue CPK representation.
Another interesting thing to note is that, the initial crystal structures of both LC3, and
LC3 mem has fewer number of salt bridges between N and C-terminal subdomains. LC3
had 3 and LC3 mem had 2 salt bridges. Other studies have also found salt bridges during
the simulation that are not present in the initial X-ray crystal structures of proteins [29,34].
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4.2.6 Conclusion and Future Work
Both clustering methods, clustering method I and II, show that LC3 prefers compact con-
formations compared to membrane associated LC3. Also, both methods show that, when
in solution LC3 can explore more conformations than when associated with the membrane.
Clustering Method I gave similar conformations for LC3 and LC3 mem. However in cluster-
ing method II, the conformations adopted by LC3 are different from those when associated
with the membrane. Additionally, we saw the N-terminal region of LC3 mem is more open
compared to LC3. The salt bridges analysis also support this, as there are about three times
the number of salt bridges between N and C terminal region for LC3 compared to LC3 mem.
These patterns support our hypothesis that upon binding to autophagosome, LC3 under-
goes a conformational transition, that allows it to associate with another membrane bound
LC3 via the N-terminal region.
The openness we see in the N-terminal domain of LC3 mem is one of the first steps in
understanding how membrane associated LC3 proteins interact with each other and if they
play a role in the closure of the isolation membrane. The next thing to look at is how
exactly does the N-terminal subdomain interacts with the another membrane assocaited
LC3. Will the hydrophobic residues present in one LC3 mem will act as hydrophobic pocket
for residues from another LC3 mem. We might be able to find answers to these questions
if we do simulations with two membrane associated LC3s. There are studies that looked
at the effects of neighboring molecules by performing multimolecule MD simulations [4,49].
Nath et al. showed that lipidation of LC3/GABARAP happens on membranes possessing
local packing defects [52]. This packing defect might be an interesting aspect to include
in the simulations with two membrane associated LC3s. As we find the exact mechanism
of how membrane associated LC3s interact with each other, another important aspect to
consider is the role of this behavior: as the isolation membrane or phagophore expands, these
interactions can recruit other proteins that help in the expansion of isolation membrane or
they can close the mebrane or they can do a combination of both. More experiments and
simulations are needed to understand these areas of autophagy.
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Asp - Aspartic Acid
Cys - Cysteine



















ATP - adenosine triphosphate, a coenzyme cells use for energy storage.
kDa- kilo Dalton, Dalton is defined as 1/12th mass of a carbon atom.
GABARAP - gamma-aminobutyric acid type A receptor-associated protein
GATE-16 - Golgi-associated ATPase enhancer of 16kDa)
HP - Hydrophobic pocket. In chapter 3, the HP of LC3 is formed by residues Ser3,Tyr38,
Leu82, and His86. In reality, only two out of four residues (Tyr, Leu) are hydrophobic. But
still we called the pocket, a hydrophobic pocket or HP. The same definition applies for HP
for ‘Clustering Method I’discussed in chapter 4.
HREMD - Hamiltonian replica exchange molecular dynamics
LC3 - microtubule-associated protein 1A/1B light chain 3 (LC3)
LC3-II - membrane associated form of LC3
LC3 mem - membrane associated form of LC3
MD - molecular dynamics
REMD - replica exchange molecular dynamics
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Appendix B
Simulation details
Both LC3 and LC3 mem systems were simulated for 200 ns before starting the HREMD
simulations.
B.1 Regular molecular dynamics- simulation details
Systems were run with GROMACS engine using CHARMM 27 force field with TIP3P
parameters. Each system was minimized and equilibrated to 1 atm and 300 K and was
simulated for 200 ns. Particle-Mesh Ewald summations were used to treat electrostatics,
with a grid size of 1A˚. The cutoff for nonbonded interactions was 12A˚. The integration time
step was 1 fs for equilibration and 2 fs for the production run. Pressure was controlled
using a Parinello-Rahman barostat and temperature was maintained using a Nose-Hoover
thermostat.
B.2 Hamiltonian replica exchange molecular dynamics- sim-
ulation details
For HREMD, we used similar set up to that of regular MD. Here we have 32 replicas with
scaling factors between 1.00 and 0.55. The exact scaling factors were 1.00, 0.98, 0.96, 0.94,
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0.92, 0.91, 0.89, 0.87, 0.86, 0.84, 0.82, 0.81, 0.79, 0.78, 0.76, 0.75, 0.73, 0.72, 0.70, 0.79,
0.68, 0.66, 0.65, 0.64, 0.63, 0.61, 0.60, 0.59, 0.58, 0.57, 0.56, and 0.55. These scaling factors
correspond to temperatures between 300 K to 550 K. For details see chapter methods.
