Biological clocks allow organisms to anticipate daily environmental changes such as temperature fluctuations, abundance of daylight, and nutrient availability. Many circadian-controlled physiological states are coordinated by the release of systemically acting hormones, including steroids and insulin [1] [2] [3] [4] [5] [6] [7] . Thus, hormones relay circadian outputs to target tissues, and disrupting these endocrine rhythms impairs human health by affecting sleep patterns, energy homeostasis, and immune functions [8] [9] [10] . It is largely unclear, however, whether circadian circuits control hormone levels indirectly via central timekeeping neurons or whether peripheral endocrine clocks can modulate hormone synthesis directly. We show here that perturbing the circadian clock, specifically in the major steroid hormone-producing gland of Drosophila, the prothoracic gland (PG), unexpectedly blocks larval development due to an inability to produce sufficient steroids. This is surprising, because classic circadian null mutants are viable and result in arrhythmic adults [4, [11] [12] [13] [14] . We found that Timeless and Period, both core components of the insect clock [15] , are required for transcriptional upregulation of steroid hormone-producing enzymes. Timeless couples the circadian machinery directly to the two canonical pathways that regulate steroid synthesis in insects, insulin and PTTH signaling [16] , respectively. Activating insulin signaling directly modulates Timeless function, suggesting that the local clock in the PG is normally synced with systemic insulin cues. Because both PTTH and systemic insulin signaling are themselves under circadian control, we conclude that de-synchronization of a local endocrine clock with external circadian cues is the primary cause for steroid production to fail.
RESULTS AND DISCUSSION
The processes by which circadian clocks interact with endocrine physiology are similar between vertebrates and insects. The vertebrate HPA (hypothalamic-pituitary-adrenal) axis is comparable to the hierarchical organization in insects [17] [18] [19] [20] , where a pair of brain neurons controls the actions of a neuroendocrine tissue, the prothoracic gland (PG). In both systems, a periodically released neuropeptide, ACTH (adrenocorticotropic hormone) in vertebrates and PTTH (prothoracicotropic hormone) in insects, regulates the cyclical release of cortisol and ecdysteroids (hereinafter: ecdysone) into the bloodstream, respectively [5, 21] . In Drosophila, brain-derived PTTH binds to Torso, a PG-specific receptor tyrosine kinase. Stimulation of Torso activates extracellular-signal-regulated kinase (ERK) signaling via Ras (Ras85D)/ Raf, which, in turn, induces the production of ecdysone in part through the transcriptional upregulation of selected Halloween genes (which encode ecdysone-producing enzymes) [22, 23] . The insect PG is a CPU-like ''decision-making center'' that integrates a wide range of systemic cues before permitting the production of an ecdysone pulse [16] . As such, the PG advances or delays development by producing or postponing a systemic pulse of ecdysone, thereby relaying the timing of developmental, behavioral, and physiological decisions to peripheral tissues. External signals that impinge on the PG's ability to produce steroids comprise PTTH, insulin-like peptides (ILPs), transforming growth factor b (TGFb)/activin, and hedgehog [24] [25] [26] [27] .
Given the importance of ecdysone as a developmental timing signal, we wondered how circadian rhythms would influence the production of the hormone itself and govern overall timing. The molecular basis for insect circadian clocks are oscillatory feedback loops that comprise four transcription factors, namely Timeless (TIM), Period (PER), Clock, and Cycle. TIM/PER heterodimers enter the nucleus at night to block transcription of clock and cycle, which encode activators of the tim and per genes. The PG harbors a local clock, at least in Drosophila pupae and Rhodnius larvae, and TIM and PER display nucleocytoplasmic oscillations in this tissue [21, 28, 29] . This raises the possibility that the production of ecdysone is confined to certain times of the day, as was shown in Rhodnius, but it remains unclear whether the circadian machinery is functionally relevant for the production of ecdysone and, if so, how this is accomplished.
To examine whether circadian rhythms are important for insect steroid production, we abolished the larval PG clock via PGspecific RNAi against tim. We used phantom22-Gal4 (PG>) for PG-specific expression of Gal4, which induces the expression of upstream activating sequences (UAS)-dependent RNAi transgenes. Based on two non-overlapping tim-RNAi constructs, we generated two lines that resulted in 100% (PG>tim 1 -RNAi) and 50% (PG>tim 2 -RNAi) larval lethality ( Figure 1A ). Affected larvae from either cross reached the third instar (L3) but failed to ) are considered viable and fertile [13, 14] . Knockdown of tim expression was fairly effective in our hands, as we saw a 50% reduction of tim mRNA levels in brain-ring gland (RG) complexes and an 85% reduction of TIM protein in the RG (the PG cannot be isolated alone; it is part of the Drosophila RG) (Figures S1B and S1C). Possible explanations for the discrepancy between classic null alleles and tissue-specific RNAi are (1) RNAi off-target effects, (2) Figures 1C and 1D ). As an additional control, we crossed UAS-EGFP into a PG>tim 1 -RNAi background, which showed that adding a non-specific transgene did not change the phenotypes associated with PG-specific tim 1 -RNAi ( Figure 1C ). Second, we used ten RNAi transgenic lines to disrupt the function of seven additional circadian rhythm genes in the PG; namely cycle, dco, vrille, shaggy (also known as gsk3), period (per), clock, and cry. In all cases, we saw widespread larval (L2 [second instar] and L3) and pupal lethality, as well as developmental delays causing increased body size, ranging from 20% (vrille) to 100% (clock) of the population ( Figure 1E ; Table S1 ). In one case (PG>clock-RNAi), we observed L2 larvae that directly attempted puparium formation without molting to L3, a relatively rare phenotype associated with defects in ecdysone production [30] . Taken together, these data strongly implicated the requirement of a functional circadian clock in the PG for the progression of larval development. Next, we asked whether more widespread expression of RNAi directed against circadian genes would cause less dramatic phenotypes, as this would theoretically be more similar to the situation in mutants. For this, we triggered RNAi against tim, per, clock, and cycle, either ubiquitously with the Act5C-and aTub84-Gal4 or in all circadian cells using tim-Gal4. Only one of these 12 combinations caused 100% lethality (Act5C-timRNAi), and two caused partial lethality, while the remaining nine crosses were viable (Table S2) . At least nine combinations caused moderate or drastic increases in body size, which has not been reported for the corresponding mutants (Figure S2 ). Taken together, ubiquitous RNAi against circadian genes caused substantially milder effects than PG-specific RNAi but still differed from circadian mutants. We interpret this as non-uniform effects of the RNAi, as none of the drivers is likely to cause consistent damage in all tissues. To complement our RNAi approach, we also manipulated the PG clock by expressing a tim cDNA in the PG, using two different Gal4 drivers, PG> and Mai60>, which resulted in 50% and 35% lethality, respectively (Figures S2H and S2I ; Table S2 ). Opposite to the tim-RNAi phenotype, surviving pupae and adults were small (Figure S2C) . To obtain additional evidence that the PG harbors a local clock, we used immunofluorescence to visualize the oscillatory behaviors of TIM and PER proteins in the PG at eight time points during a 24 hr period in the L3 (Figures 1F and S1F ). At ZT2 (Zeitgeber time, 2 hr into the photophase; Figure 1F ), TIM was undetectable, while some PER was present in PG cells. TIM and PER levels steadily increased until ZT18, when both proteins reached maximum levels in nuclei ( Figure 1F ). This was followed by a rapid disappearance of both proteins at ZT24, with low or undetectable levels at ZT1 ( Figure S1F ). Similarly, tim mRNA levels were also oscillatory, peaking at ZT12 with a 400-fold increase relative to ZT0 ( Figure 1G ). We concluded that TIM and PER are part of a larval PG clock, consistent with what has been shown for the pupal PG [11, 29, 31] .
To identify PG-specific processes that are dependent on tim and per function, we used RNA sequencing (RNA-seq), and we hand-dissected RGs from PG>tim 1 -RNAi, PG>per-RNAi, and control larvae. We also analyzed RGs that expressed either tim alone (PG>tim-cDNA) or both tim and per together (PG>tim-cDNA; per-cDNA). We examined two time points; namely ZT0-ZT4, when tim expression was lowest, and ZT18-ZT22 when TIM protein levels were maximal, representing the beginning of the day and midnight, respectively. The overexpression lines were examined at ZT18-ZT22. By term enrichment analysis via DAVID, we found that ribosomal genes, as well as steroidogenic genes, were selectively expressed at night in controls (Table S3) . This suggested that ecdysone production, which is heavily dependent on translation and thus ribosomal gene expression, occurred at night. Consistent with this, both tim and per RNAi strongly reduced the expression of three key steroidogenic genes (shadow, phantom, and disembodied; Table S4 ), as well as two genes involved in transporting cholesterol, the principal precursor for steroids (NPC1a and Start1), while the same genes were only moderately affected during the day. Pearson analysis revealed that daytime tim-or per-RNAi resulted in transcript profiles normally seen at night, with the exception of steroidogenic genes (Figures 2A and 2B) . Consistency between tim-and perRNAi datasets was strong and significant ( Figure 2C ), and reciprocality for up-and downregulated genes between day and night was also pronounced ( Figure 2G ), indicating overall good agreement between the tim-and per-RNAi results. In addition, overexpression of both tim and per caused comparable effects to tim-and per-RNAi, suggesting that both manipulations perturbed the PG clock (Table S4) .
(E) PG>RNAi of circadian genes caused larval and pupal lethality (see Table S1 for details). To examine whether steroidogenic genes were affected at an independent time point, we conducted a qPCR on RG samples from ZT14 to ZT18 (early to mid-night). Similar to the RNA-seq results, we saw lower expression for five Halloween genes, but to a lesser degree than at ZT22 ( Figure 2D ). Consistent with this, feeding ecdysone to PG>tim 1 -RNAi rescued 80% of the larvae to nearly normal-sized prepupae ( Figure 2E ), suggesting that PG>tim-RNAi caused ecdysone deficiency. Per-RNAi animals also responded to ecdysone feeding but formed small larval-like prepupae instead ( Figure S1A ). When we measured ecdysone levels directly, we found that PG>tim 1 -RNAi L3 failed to produce the late-larval ecdysone peak that triggers pupariation ( Figure 2F) .
Our RNA-seq data suggested that torso and Halloween gene expression was dependent on TIM (Table S4 ); therefore, we tested whether ectopic expression of torso could rescue timRNAi animals. Indeed, expression of a torso cDNA caused 97% of tim 1 -RNAi L3 to progress to the pupal stage, and 3% to develop into viable adults ( Figures 3A and 3B ), suggesting that torso is acting downstream of TIM. Consistent with this, expression of a tim-cDNA caused the upregulation of torso in the PG ( Figure 3C ). We also tested whether a constitutively active form of Ras, Ras V12 , would rescue tim 1 -and per-RNAi, since Ras acts downstream of Torso. Ras V12 overexpression alone causes faster larval development, resulting in small pupae that never eclose. When expressed in a TIM-or PER-depleted background, animals were rescued to the pupal stage, consistent with the idea that Torso/Ras lies downstream of TIM and PER (Figures 3A and S1D) .
Besides PTTH/Torso, insulin/insulin growth factor (IGF) signaling (IIS) is also known to regulate ecdysone biosynthesis [24] . The activation of IIS triggers the inhibition of the GSK3 kinase (shaggy in Drosophila), but GSK3 kinase also phosphorylates TIM and thereby regulates the translocation of TIM/PER heterodimers to nuclei in Drosophila pacemaker neurons [32] . To examine whether the IIS-clock interaction is mediated by GSK3 in the PG, we tested for genetic interactions between IIS and tim by manipulating insulin signaling in a tim 1 -RNAi background. Remarkably, when IIS was blocked in TIM-depleted animals via expression of (1) ), larvae formed normal-sized and normal-shaped pupae. In contrast, the activation of IIS or presence of an unrelated UAS-GFP transgene resulted in no rescue ( Figure 3D ; data not shown). These data suggested that active IIS inhibits ecdysone production in tim 1 -RNAi animals and that blocking IIS restored the late-larval L3 ecdysone pulse. We therefore tested whether this occurred via Halloween gene upregulation. Indeed, we found that tim 1 -RNAi larvae that were rescued by either InR DN or GSK3 S9A showed substantial upregulation of six Halloween genes compared to either tim-RNAi or InR DN alone. In particular, torso showed a 15-to 20-fold higher expression in the IISblocked tim-RNAi animals ( Figure 3E ). An attractive explanation for this unexpected interaction is that insulin signaling itself is regulated by circadian clocks. Drosophila circadian sleep and feeding behaviors have been linked to insulin signaling [33, 34] , suggesting that systemically released ILPs communicate metabolic states associated with sleep/wake cycles (i.e., low/high feeding rates). Our RNA-seq data show that, in the PG, InR is 5-fold downregulated at ZT22 (data not shown), consistent with the idea that insulin signaling is downregulated at night. Thus, impairing IIS by genetic means may mimic dark phase conditions, allowing the derepression of Halloween gene expression in tim 1 -RNAi animals. Interestingly, reducing TGFb signaling via PG-specific RNAi against smad2 strongly affects the expression of both torso and InR [25] , raising the possibility that crosstalk exists between the TGFb pathway and circadian clocks.
If systemically acting ILPs indeed impinge on the PG clock, one would expect that blocking IIS in the PG would affect TIM oscillations. Indeed, when we immunolabeled TIM at ZT3 (morning) and ZT22 (night) in PG>InR DN and PG>gsk S9a animals, we found that blocking IIS in this manner caused a phase shift in the TIM cycle, which now peaked at ZT3 instead of ZT22, with minimal expression at ZT22 (Figures 4A and 4B ). This was consistent with the finding that GSK3 overexpression shortens cycle times by triggering premature nuclear translocations of TIM/PER heterodimers [32] . Taken together, these findings demonstrated that the PG clock is severely affected in animals with impaired insulin signaling, consistent with the idea that rhythmic changes in circulating ILP levels influence the PG clock. Manipulating insulin signaling in the PG is known to affect the size of the RG [24, 35, 36] , raising the possibility that tim-RNAi could affect RG growth via altering IIS. Indeed, we found that RGs from early PG>tim 1 RNAi L3 were significantly smaller than controls, while RGs from aTub84>tim 1 -RNAi were slightly smaller and had a more normal overall appearance ( Figure S3 ), suggesting that the PG clock impinges on IIS.
Molting in Drosophila does not underlie circadian ''gating'' like in some other insects, where a steroid pulse is delayed by 24 hr if the appropriate time window is missed [37] . Despite this, ecdysone production in Drosophila likely receives circadian inputs from at least three sources: (1) lateral brain neurons that control PTTH secretion, (2) the local clock in the PG, and (3) rhythmically released ILPs from other tissues, most likely the fat body, reflecting feeding status [33, 38] (Figure S4 ). We propose that PG-specific RNAi against circadian components (D) causes the PG to be out of sync with external timing signals, with catastrophic effects on steroid production ( Figures 4C  and 4D ). In contrast, classic circadian null mutants lack such external timing signals, and de-synchronization would not occur. Circadian null mutants may be viable because of compensatory mechanisms [39] . We propose that tissue-specific loss-of-gene function may-at least in some situationswreak more havoc than not having the gene at all. Theoretically, it is possible that null alleles of tim and per are not lethal, because they were selected in screens that were geared toward isolating viable adults, in which case, mitigating background mutations would modify the severity of these alleles. However, when tim and per alleles were tested in different genetic backgrounds, no changes in viability were observed, suggesting that modifier mutations are not likely the reason for phenotypic differences between tissue-specific RNAi and mutants [14, 40] . However, when we analyzed the tim 01 allele in our lab (backcrossed to w 1118 for 11 generations), we found that, while homozygotes survived as a population, they also exhibited pronounced lethality, with less than 35% reaching adulthood ( Figure S1E ). Thus, circadian null mutations may affect viability to a higher degree than previously thought.
Taken together, our data demonstrate a vital role for peripheral clocks. In particular, when disrupted in larval PG cells, steroid hormone production fails. Such a dramatic effect has not been observed in the corresponding circadian clock mutants, possibly because mutants lack the circadian-controlled external cues that impinge on the PG, while tissue-specific RNAi animals continue to receive these signals. It will be exciting to see whether tissue-specific disruptions of local clocks have equally detrimental effects in other model organisms.
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