We study the Borel-reducibility of the quasi-order ⊑ κ S , the inclusion modulo the non-stationary ideal restricted to a stationary set S. We show that consistently ⊑ κ S is Σ 1 1 -complete in two different ways: if κ is a sufficiently large cardinal (weakly ineffable) on the one hand, or if V = L on the other. This leads to a multitude of corollaries concerning the positioning of many central equivalence relations and quasi-orders in the Borel-reducibility hierarchy. This includes versions of ⊑ κ S and corresponding equivalence relations E 2 µ-club and E κ µ-club , embeddability and bi-embeddability relations of graphs and dense linear orders as well as the isomorphism relations of countable theories. In particular we prove a dichotomy: if V = L, then the isomorphism of any countable theory is always either ∆ 1 1 or Σ 1 1 -complete. Additionally we show, using related techniques, that on weakly compact κ several equivalence relations including the isomorphism of graphs and dense linear orders are Σ 1 1 -complete.
Introduction
Generalized descriptive set theory and its connections to uncountable model theory and infinitary logic originated in early 1990's [Vaa, MV, Hal] . This connection enables one to ask questions concerning the complexity of classes of models that has not been previously possible to ask. A natural measure of complexity of a model class is the descriptive complexity of its isomorphism relation, or some other model theoretic equivalence relation such as bi-embeddability, or even just the quasi-order of embeddability.
When dealing with uncountable models, it is possible to draw a link between these relations and the equivalence relations and quasi-orders on sets of ordinals. Many of these are certain versions of equivalence or subset relations modulo the non-stationary ideal or its restrictions. This has led to a zoo of notions, theorems and open problems concerning these relations [FHK14, KLLS, HK18, Mot, etc.] . In this paper we will establish a series of complexity results, namely we show under various assumptions that certain equivalence relations and quasi-orders (both set theoretic and model theoretic) are Σ 1 1 -complete. Together the results of this paper provide partial answers to Questions 11.3 and 11.4 of [Mot] , Questions 3.46, 3.47, 3.49 and 3.50 of [KLLS] and Question 15 of [FHK] .
It was asked in [Mot, Question 11.4 ] and in [KLLS, Question 3 .50] whether or not the inclusion modulo the non-stationary ideal (Definition 2.7) is a Σ 1 1 -complete quasiorder in the generalized Borel-reducibility hierarchy on the generalized Baire space for weakly compact κ. Extending the ideas from [AHKM] we give a partial answer to this question by showing that this holds when V = L on the one hand (for all uncountable regular κ, Theorem 3.5), and when κ is weakly ineffable on the other (Corollary 3.16). Thus, the only remaining unsolved case is when V = L and κ is not ineffable.
In the case of V = L our result is even stronger, namely the quasi-order is Σ 1 1complete even when restricted to ordinals of any fixed cofinality. To be more precise, for a stationary set S ⊂ κ let ⊑ κ S be the quasi-order on 2 κ defined by η ⊑ κ S ξ if and only if (η −1 {1} \ ξ −1 (1)) ∩ S is non-stationary. If S = S κ µ is the set of µ-cofinal ordinals, denote ⊑ κ µ =⊑ κ S κ µ . Thus, if V = L, ⊑ κ µ is Σ 1 1 -complete for every regular µ < κ. This gives rise to many corollaries. We get consistently a positive answer to whether or not E κ µ-club B E 2 µ-club ( [FHK, Question 15] and [KLLS, Questions 3.46] ), and a positive answer to whether it is consistent that E 2 ω 1 B E 2 ω for κ = ω 2 [KLLS, Question 3.47] . It is still unknown if it is consistent that E κ µ B E 2 µ . This also gives several corollaries for model theoretic relations such as embeddability and bi-embeddability of dense linear orders of size κ (which turn out to be Σ 1 1complete, if V = L, giving a partial answer to [KLLS, Question 3.49] ). We also obtain a dichotomy in L: if the isomorphism relation of a countable theory is not ∆ 1 1 , then it is Σ 1 1 -complete. Finally we use related techniques to show that the isomorphism relation on both graphs and dense linear orders is Σ 1 1 -complete when κ is weakly compact.
Preliminaries and Definitions
In this section we define the notions and concepts we work with. Throughout this article we assume that κ is an uncountable cardinal that satisfies κ <κ = κ. We work with the generalized Baire and Cantor spaces associated with κ these being the space of functions from κ to κ denoted by κ κ , and the space of functions from κ to 2 = {0, 1} denoted by 2 κ respectively. The generalized Baire space κ κ is equipped with the bounded topology For every ζ ∈ κ <κ , the set
is a basic open set. The open sets are of the form X where X is a collection of basic open sets. The collection of κ-Borel subsets of κ κ is the smallest set which contains the basic open sets and is closed under unions and intersections, both of length κ. A κ-Borel set is any element of this collection. In this paper we do not consider any other kind of Borel sets than κ-Borel, we generally omit the prefix "κ-". The subspace 2 κ ⊂ κ κ (the generalized Cantor space) is equipped with the subspace topology. We will also work in the subspaces Mod κ G and Mod κ DLO which are the codes for models of graphs and dense linear orders respectively. These are closed subspaces of 2 κ . In order to precisely define them, we have to introduce some definitions.
The following is a standard way to code structures with domain κ by elements of κ κ (see e.g. [FHK14] ). To define it, fix a countable relational vocabulary L = {P n | n < ω}.
Definition 2.1. Fix a bijection π : κ <ω → κ. For every η ∈ 2 κ define the L-structure A η with domain κ as follows: For every relation P m with arity n, every tuple (a 1 , a 2 , . . . , a n ) in κ n satisfies (a 1 , . . . , a n ) ∈ P Aη m ⇐⇒ η(π(m, a 1 , . . . , a n )) = 1. Note that for every L-structure A there exists η ∈ 2 κ with A = A η . For club many α < κ we can also code the L-structures with domain α:
For every η ∈ 3 κ and every α ∈ C π define the structure A η↾α with domain α as follows: For every relation P m with arity n, every tuple (a 1 , a 2 , . . . , a n ) in α n satisfies (a 1 , a 2 , . . . , a n ) ∈ P A η↾α m ⇐⇒ η ↾ α (π(m, a 1 , a 2 , . . . , a n )) = 1.
Note that for every α ∈ C π and every η ∈ κ κ the structures A η↾α and A η ↾ α are the same.
Let us denote by Mod κ G the subset of 2 κ consisting of those elements that code graphs (symmetric and irreflexive) in the language {R} where R is a binary relation.
Let us denote by Mod κ DLO the subset of 2 κ consisting of those elements that code a dense linear order in the language {R}. The sets Mod κ G and Mod κ DLO are closed in 2 κ . We consider them as topological spaces endowed with the subspace topology. For more background on the theory of generalized descriptive set theory see [FHK14] . A Borel equivalence relation E on a closed subspace X ⊂ 2 κ can be extended to 2 κ by declaring all other elements equivalent to each other, but not equivalent to any of the elements in X. Similarly if ⊑ is a quasi-order on X, it can be trivially extended to the whole space 2 κ . If the original equivalence relation or quasi-order were Σ 1 1 -complete (see definitions below), then so are the extensions.
We call f a reduction of E 1 to E 2 . This is denoted by E 1 B E 2 and if f is continuous, then we say that E 1 is continuously reducible to E 2 and this is denoted by E 1 c E 2 . If Q 1 and Q 2 are quasi-orders (transitive and reflexive) respectively on X and Y , then we say that Q 1 is Borel-reducible to Q 2 if there exists a Borel map f :
An equivalence relation E on X ⊂ κ κ is Σ 1 1 or analytic, if E is the projection of a closed set in X 2 × κ κ and it is Σ 1 1 -complete or analytic complete if every Σ 1 1 (analytic) equivalence relation is Borel-reducible to it. Same for quasi-orders. Now we define the equivalence relations and quasi-orders that we will study in Sections 4 and 5. A quasi-order is a reflexive and transitive binary relation.
Definition 2.3 (Isomorphism relation). Assume that T is a complete first order countable theory in a countable vocabulary. We define ∼ = κ T as the relation
Definition 2.4 (Quasi-order of embeddability of graphs). We define the quasi-order
Definition 2.5 (Quasi-order of embeddability of dense linea orders). We define the quasi-order ⊑ DLO as follows.
Definition 2.6. For every stationary S ⊂ κ and λ ∈ {2, κ}, we define E λ S as the relation
In the special case where S = S κ µ = {α < κ | cf(α) = µ}, we write E λ S = E λ µ-club . By reg = reg(κ) we denote the set of regular cardinals below κ and we write E λ S = E λ reg .
Definition 2.7 (Quasi-order of inclusion modulo non-stationary ideal). For η, ξ ∈ 2 κ ,
In the special case where S = S κ µ = {α < κ | cf(α) = µ}, we write ⊑ κ S = ⊑ κ µ , by reg = reg(κ) we denote the set of regular cardinals below κ and we write ⊑ κ S = ⊑ κ reg .
Fact 2.9. The quasi-order of inclusion modulo the non-stationary ideal restricted to a stationary set, ⊑ κ S , is reducible to the quasi-order of inclusion modulo the non-
In this section we prove the Σ 1 1 -completeness for the quasi-order ⊑ κ µ , for any fixed µ < κ and for every regular uncountable κ in L (Theorem 3.5 in Section 3.1) and the Σ 1 1 -completeness of ⊑ κ reg for a weakly compact κ which has the weakly compact diamond (Theorem 3.9 in Section 3.2). Almost all the results in this paper are corollaries of these two results.
In the constructible universe
In this subsection we work in the constructible universe and everything is done under the assumption that V = L. We start by making some preparations to prove Theorem 3.5. This theorem allows us to study Σ 1 1 -completeness of the quasi-orders ⊑ κ S in L. In [HK15] it was proved that the equivalence relations of the form E κ µ-club are Σ 1 1 -complete (in L). Theorem 3.5 improves this result by showing that the quasi-orders of the form ⊑ κ µ are Σ 1 1 -complete (as quasi-orders). This implies in particular that the relations of the form E 2 µ-club are Σ 1 1 -complete.
α is a limit ordinal, then C α is either a club or the empty set, and C α = ∅ when α is not a limit ordinal. We let F ✸ (α) = (X α , C α ) be the < L -least pair such that for all β ∈ C α , X β = X α ∩ β if α is a limit ordinal and such pair exists and otherwise we let F ✸ (α) = (∅, ∅).
• We let C ✸ ⊆ On be the class of all limit ordinals α such that for all β < α,
Definition 3.2. For a given regular cardinal α and a subset A ⊂ α, we define the sequence (X γ , C γ ) γ∈A to be (F ✸ (γ)) γ∈A , and the sequence (X γ ) γ∈A to be the sequence of sets X γ such that F ✸ (γ) = (X γ , C γ ) for some C γ .
Remark 3.3. It is known that if α and µ are regular cardinals such that µ < α, then the sequence (
By ZF − we mean ZF C + (V = L) without the power set axiom. By ZF ⋄ we mean ZF − with the following axiom:
We will focus on the consequences of ZF − , the question: "Does ZF − deduces ZF ⋄ ?" is not a subject studied in this article. We will denote by Sk(Y ) L θ the Skolem closure of Y in L θ under the definable Skolem functions.
Lemma 3.4. (V = L) For any Σ 1 -formula ϕ(η, x) with parameter x ∈ 2 κ , a regular cardinal µ < κ, the following are equivalent for all η ∈ 2 κ :
Then D is a club set and D ∩C ✸ is a club. Since H(α) is an elementary submodel of L θ and the Mostowski collapseH(α) is equal to
Let C be an unbounded set which is closed under µ-limits (a µ-club). Let
is an elementary substructure of L θ , then H(α) calculates all cofinalities correctly below α. Then D is an unbounded set, closed under µ-limits.
Letβ be such that Lβ is equal to the Mostowski collapse of H(α 0 ). We will show
Since ϕ(η, x) is a Σ 1 -formula, β is a limit ordinal greater thanβ.
Claim 3.4.1. L β satisfies the following:
Proof. (i) H(α 0 ) calculates all cofinalities correctly below α 0 . Thus Lβ calculates all cofinalities correctly below α 0 . Since β is greater thanβ, L β calculates all cofinalities correctly below α 0 .
Since L β |= r(α 0 ), by the previous claim we concluded that L β satisfies "lim µ D∩α 0 is a µ-club". Since S ∩ α 0 is a stationary subset of α 0 in L β , we conclude that
This contradicts the minimality of α 0 .
Let b be a continuous bijection from 2 κ×κ to 2 κ , and
So c is a continuous reduction of E to E ′ , and E ′ is a Σ 1 1 quasi-order because it is a continuous image of E. We can assume, without loss of generality, that E is a quasi-order on 2 κ .
There
we added η = ξ to ψ(η, ξ), to ensure that when we reflect ψ(η ↾ α, ξ ↾ α) we get a reflexive relation. Let r(α) be the formula "α is a regular cardinal" and ψ E (κ) be the sentence with parameter κ that asserts that ψ(η, ξ) defines a quasi-order on 2 κ . For all η ∈ 2 κ and α < κ, let 
contains a club. For all α ∈ D ′ and p ∈ T η,α we have that
and
Therefore, for β = max{β 1 , β 2 } we have that
Since ψ E (α) holds and so transitivity holds for ψ(η, ξ) in L β , we conclude that
By the previous claim, we conclude that if η E ξ, then there is a µ-club C such that for every α ∈ C it holds that
µ is a diamond sequence, S is a stationary set. By Lemma 3.4 we know that S\A is stationary, where
Since for all α ∈ S\A we have that X α = η −1 {1} ∩ α, so X α ∈ T η,α . We conclude that for all α ∈ S\A, F (η)(α) = 1. On the other hand, for all α ∈ S\A it holds that
we conclude that X α ∈ T ξ,α , and F (ξ)(α) = 0. Hence, for all α ∈ S\A, F (η)(α) = 1 and F (ξ)(α) = 0. Since S\A is stationary, we conclude that F (η) −1 {1}\F (ξ) −1 {1} is stationary and F (η) ⊑ κ µ F (ξ). The following two corollaries of Theorem 3.5 show where are the relations ⊑ κ N S and E 2 µ-club in the Borel-reducibility hierarchy. Corollary 3.6. (V = L) Then ⊑ κ N S is Σ 1 1 -complete. Proof. It follows from Fact 2.9 and Theorem 3.5.
Corollary 3.7 (V = L). Let µ be regular cardinal below κ, then E 2 µ-club is a Σ 1 1 -complete equivalence relation.
Proof. Let E be a Σ 1 1 equivalence relation and a Borel function F : 
For large cardinals
In this subsection we prove a similar result as in the previous one, but for weakly compact cardinals which have the weakly compact diamond (e.g. ineffable) and without the assumption that V = L, Theorems 3.9, 3.15 and 3.16.
A central result for this subsection is the following Theorem by L. Motto Ros stating that the embeddability and bi-embeddability of graphs are Σ 1 1 -complete on weakly compact κ:
Theorem 3.8 ([Mot], Cor 10.24). If κ is weakly compact, then ≈ G and ⊑ G are Σ 1 1complete.
In this subsection we provide partial answer to Question 11.4 of [Mot] :
Theorem 3.9. Let κ be a weakly compact cardinal. If the weakly compact diamond (see below) holds, then the inclusion modulo the non-stationary ideal, ⊑ κ N S , is a Σ 1 1 -complete quasi-order.
Note: this theorem is stated again later as Theorem 3.15. The weakly compact diamond mentioned above was originally introduced in [Sun] and thoroughly analysed in [Hell] . In [AHKM] it was used to study the reducibility properties of E κ reg .
Definition 3.10 (Weakly compact diamond). Let κ > ω be a cardinal. The weakly compact ideal is generated by the sets of the form {α < κ | V α , ∈, U ∩V α |= ¬ϕ} where U ⊂ V κ and ϕ is a Π 1 1 -sentence such that V κ , ∈, U |= ϕ. One can define a diamond principle with respect to this ideal (rather than the non-stationary ideal). A set A ⊂ κ is said to be weakly compact, if it does not belong to the weakly compact ideal. Note that κ is weakly compact if and only if there exists A ⊂ κ which is weakly compact, i.e. the weakly compact ideal is proper. For weakly compact S ⊂ κ, the S-weakly compact diamond, WC κ (S), is the statement that there exists a sequence (A α ) α<κ such that for every A ⊂ S the set
is weakly compact. We denote WC κ = WC κ (κ).
Fact 3.11. If κ is weakly ineffable (same as almost ineffable), then WC κ holds. See [Hell] for proofs and references.
The proof of the following lemma can be found in [AHKM] in complete detail Lemma 3.12. Let κ be a weakly compact cardinal. The weakly compact diamond WC κ implies the following principle WC * κ . There exists a sequence f α α∈reg (κ) such that • f α : α → α,
• for all g ∈ κ κ and stationary Z ⊂ κ the set
Following this result, we will introduce the following principle WC * G . Let us denote by G <κ the set of all graphs with domain α < κ. There exists a sequence f α α<κ such that
• if (S, g) is a pair such that S ⊆ κ is stationary and g ∈ (G <κ ) κ , the set
Fact 3.13. If WC * κ holds, then WC * G holds.
Proof. Let f α α<κ be a sequence that witnesses WC * κ . Let {A β } β<κ be an enumeration of the elements of G <κ , and for every α < κ, let G <α = {A β } β<α . Construct the sequence f α α<κ by f α (β) = Af α(β) .
To show that f α α<κ witnesses WC * G , let g ∈ (G <κ ) κ be any function and S ⊆ κ be a stationary. There is a functionḡ : κ → κ such that g(α) = Aḡ (α) . Because of WC * κ we know that the set
By the way f α α<κ andḡ were defined, we conclude that the set
Let H be the graph with domain 2 and no edges. Define F :
Since κ is weakly compact, then there is stationary many γ ′ s such that C π ∩ γ is unbounded, γ ∈ C π , γ is regular, and there is no embedding of A η↾γ to A ξ↾γ . We conclude that there are stationary many γ ′ s such that F (η)(γ) ⊑ F (ξ)(γ), hence F (η) Q F (ξ).
Let f α α<κ be a sequence that witnesses WC * G . For all α ∈ reg(κ) define the relation α Q on (G <κ ) α by: f α Q g if there is a club C ⊆ α such that for all β ∈ C, f (β) ⊑ g(β) holds. Notice that since the intersection of two clubs is a club, then α Q is a quasi-order. Define the map F :
. Suppose that f Q g, then there is a stationary set S ⊆ κ such that for all α ∈ S, f (α) ⊑ g(α). Because of WC * G we know that the set
is a stationary set. Therefore, for all α ∈ A, F (g)(α) = 0, and for all β ∈ S ∩ α, f (β) ⊑ g(β). Since for all α ∈ A, g ↾ α = f α , and S ∩ α is stationary, we conclude that f ↾ α α Q f α holds for all α ∈ A. Hence, for all α ∈ A, F (g)(α) = 0 and F (f )(α) = 1. We conclude that A ⊆ (F (f ) −1 [1]\F (g) −1 [1]) ∩ reg(κ), and since A is stationary, In particular, using a theorem from [FHK14] we obtain a dichotomy: for each countable theory, if its isomorphism is not Σ 1 1 -complete, then it is ∆ 1 1 :
Corollary 4.5. (V = L) Suppose that κ is the successor of a regular uncountable cardinal λ. If T is a countable theory in a countable vocabulary, then one of the following holds.
Proof. For this proof it is useful to bare in mind how the isomorphism relation of a theory is defined, Definition 2.3. Sometimes in literature it is defined differently, in which case the following proof would need to be slightly modified.
It has been shown [FHK14, Thm 70] that if a complete theory T is classifiable, then ∼ = κ T is ∆ 1 1 . So for a compete countable theory T the result follows from Theorem 4.4.
Theorem 5.1. Suppose that for all λ < κ we have λ ω < κ. Then there is a continuous reduction of ⊑ κ ω to ⊑ DLO . Proof. We will first define a continuous function G : P(κ) → P(κ) with the following properties for every A, B ⊂ P(κ):
Claim 5.1.1. A function G as above exists.
Proof. Fix an ω-club C ⊂ κ with the property that for all α < κ and all β < κ there
Let us show that then G is as needed. It is easy to see that it is continuous, because if A ∩ α = A ′ ∩ α, then clearly G(A) ∩ α = G(A ′ ) ∩ α and vice versa for a club of α's. Suppose A \ B is non-stationary. Let C ′ be a club such that A ∩ C ′ ⊂ B and let D = C ∩ C ′ . Then define f : κ → κ inductively as follows. Let α 0 be the smallest ordinal in D, find γ 0 > α 0 such that [γ 0 , γ 0 + a 0 ] ∩ C = ∅ and let f ↾ α 0 be defined by f (α) = γ 0 + α for all α α 0 . Suppose that a sequence (α π ) π π ′ has been defined as well as a sequence (γ π ) π π ′ such that for all π < π ′ we have γ π < α π+1 < γ π+1
(1) and f ↾ (α π ′ + 1) is defined. Then let α π ′ +1 > γ π ′ to be an element of D, pick γ π ′ +1 > α π ′ +1 to be such that [γ π ′ +1 , γ π ′ +1 + α π ′ +1 ] ∩ C = ∅ and define f (α) = γ π ′ +1 + α for all α ∈ [α π ′ + 1, α pi ′ +1 ]. Suppose that π ′ is a limit ordinal and (α π ) π<π ′ , (γ π ) π<π ′ are defined and f (α) is defined for all α < sup π<π ′ α π . From (1) it follows that, α π ′ = sup π<π ′ α π = sup π<π ′ γ π and for all α < α π ′ we have α f (α) < α π ′ . We also have that α π ′ ∈ D, because it is a limit of elements of D, so we can now define f (α π ′ ) = α π ′ .
In this way f is continuous and for every α < κ we have either f
For every p, q ∈ κ ω define p ≺ q if either p ⊃ q or there is smallest such n < ω that p(n) = q(n) and for this n we have p(n) < q(n). This defines a linear order on the set C(κ ω ) of all strictly increasing functions p ∈ κ ω . Let C * (κ ω ) be the set of all strictly increasing functions p ∈ κ ω whose range contains at least one infinite ordinal.
This ensures that none of our linear orders has an end-point. Also let lim * (κ) be the set of all limit ordinals below κ except ω.
Now for A ∈ P(lim * (κ)) define the linear order L(A) to be the set {p ∈ C * (κ ω ) | dom p = ω and sup ran p ∈ A and p(0) = 0} equipped with the order ≺. This is a modification of a construction given by Baumgartner [Bau] . We will show that A → L(G(A)) is the desired reduction, where G is as was proved to exist in Claim 5.1.1. If f : κ → κ is continuous and strictly increasing and A ⊂ lim * (κ) any set, it is clear from the definition of L(A) that (G1)), then p → f • p defines an embedding from L(G(A)) to L (G(B) ).
The other direction is essentially a simplification of the proof of Baumgartner Theorem 5.3(ii) [Bau] .
is ω-stationary. So it is sufficient to show that that for any unbounded A, B ⊂ lim * (κ), if A \ B is ω-stationary, then L(A) cannot be embedded into L(B). Notice that L(A) = L(A ∩ lim * (κ)).
So suppose that A \ B is stationary and assume towards a contradiction that h : L(A) → L(B) preserves the ordering ≺. For any X ⊂ C * (κ ω ), let T (X) = {p ∈ C * (κ ω ) | ∃q ∈ X(p ⊂ q)}. Note that for every strictly increasing p ∈ κ <ω with p(0) = 0, we have p ∈ T (L(A)) and p ∈ T (L(B)). For g ∈ T (L(B)), let
Note that ρ(g) and λ(g) are linearly ordered by ⊂. Now let C ⊂ lim * (κ) be the set of all α ∈ lim * (κ) satisfying (i) for all f ∈ L(A), sup ran(f ) < α ⇐⇒ sup ran(h(f )) < α, L(B) ) and sup ran(g) < α, then sup{sup ran(f ) | f ∈ ρ(g)} < α and sup{sup ran(f ) | f ∈ λ(g)} < α, L(B) ), f ∈ T (Left(g)), sup ran(g), sup ran(f ) < α, and there exists f ′ ∈ Left(g) such that f ≺ f ′ and f ′ ⊂ f , then there exists such an f ′ with sup ran(f ′ ) < α, L(B) ), f ∈ T (Right(g)), sup ran(g), sup ran(f ) < α, and there exists f ′ ∈ Right(g) such that f ≺ f ′ and f ′ ⊂ f , then there exists such an f ′ with sup ran(f ′ ) < α, Also assume w.l.o.g. that C ⊆ lim * (κ). Our cardinality assumption on κ guarantees that C is a club. We will show that C ∩ A ⊂ B which is a contradiction. Let α ∈ C ∩ A and let f ∈ L(A) be such that sup ran(f ) = α. We will show that sup ran(h(f )) = α and so h(f ) ∈ L(B) and α ∈ B. Suppose not. If sup ran(h(f )) < α, then by (i), sup ran(f ) < α which is a contradiction. So we can assume that sup ran(h(f )) > α. Because we assumed that p(0) = 0 for all functions in question, there is n 0 < ω such that h(f )(n 0 ) < α h(f )(n 0 + 1). Let g = h(f ) ↾ (n 0 + 1).
In particular sup ran(g) < α ( * * ). For every m < ω, pick α m ∈ A such that f (m) < α m < α. Such α m exists by (ii). Now for each m fix f m with sup ran(f m ) = α m and f m ⊃ f ↾ (m + 1). We have two cases: either (A) sup{m < ω | f m ∈ Left(g)} = ω or (B) sup{m < ω | f m ∈ Right(g)} = ω. We will show that both (A) and (B) lead to a contradiction. Let us start with (A) and suppose that there are infinitely many m < ω with f m ∈ Left(g).
Claim 5.1.2. For all m < ω we have f ↾ (m + 1) ∈ λ(g).
Proof. For every m, there is m ′ > m such that f m ′ ∈ Left(g) and since f ↾ (m + 1) ⊂ f ↾ (m ′ + 1) ⊂ f m ′ , we have that f ↾ (m + 1) ∈ T (Left(g)). Suppose that f ↾ (m + 1) / ∈ λ(g) for some m. Then by the definition of λ(g), there exists g ′′ ∈ T (Left(g)) such that f ↾ (m + 1) ≺ g ′′ , but g ′′ ⊂ f ↾ (m + 1), so there exists n < m + 1 with g ′′ (n) > f (n) and n is the smallest such that g ′′ (n) = f (n). This g ′′ can be extended to g ′ in Left(g) and by (iv) we can assume that sup ran(g ′ ) < α. The number n witnesses that f ≺ g ′ and so we must have h(f ) ≺ h(g ′ ). The latter implies that for the first n ′ < ω with h(f )(n ′ ) = h(g ′ )(n ′ ) we have h(g ′ )(n ′ ) > h(f )(n ′ ). If n ′ > n 0 (n 0 is defined at ( * ) above) then sup ran(h(g ′ )) h(g ′ )(n ′ ) > h(f )(n ′ ) α, a contradiction. So n ′ n 0 and h(g)(n ′ ) > h(f )(n ′ ) = g(n ′ ), so we have g ≺ h(g ′ ). But this implies that g ′ ∈ Right(g) which is a contradiction again. This proves the claim. Now {f ↾ (m+1) | m < ω} ⊂ λ(g) and since sup ran(f ) = α we have sup{sup ran(k) | k ∈ λ(g)} = α contradicting (iii) above. This shows that (A) leads to a contradiction.
Assume (B) i.e. suppose that there are infinitely many m < ω with f m ∈ Right(g).
Claim 5.1.3. For all m < ω we have f ↾ (m + 1) ∈ ρ(g).
. Suppose that f ↾ (m + 1) / ∈ ρ(g) for some m. Then by the definition of ρ(g), there exists g ′′ ∈ T (Right(g)) such that g ′′ ≺ f ↾ (m + 1), but f ↾ (m + 1) ⊂ g ′′ , so there exists n < m + 1 with g ′′ (n) < f (n) and n is the smallest such that g ′′ (n) = f (n). This g ′′ can be extended to g ′ in Right(g) and by (v) we can assume that sup ran(g ′ ) < α. The number n witnesses that g ′ ≺ f and so we must have h(g ′ ) ≺ h(f ). The latter implies that for the first n ′ < ω with h(f )(n ′ ) = h(g ′ )(n ′ ) we have h(g ′ )(n ′ ) < h(f )(n ′ ). If n ′ > n 0 (n 0 is defined at ( * ) above), then g ⊂ h(g ′ ) and h(g ′ ) ≺ g which is a contradiction with g ′ ∈ Right(g). So n ′ n 0 and so h(g)(n ′ ) < h(f )(n ′ ) = g(n ′ ), so we have g ≺ h(g ′ ) and again this implies that g ′ ∈ Left(g), contradiction. This proves the claim. Now {f ↾ (m+1) | m < ω} ⊂ ρ(g) and since sup ran(f ) = α we have sup{sup ran(k) | k ∈ ρ(g)} α contradicting (iii) above. This shows that (B) leads to a contradiction too.
Corollary 5.2 (V = L). If κ > ω is a regular cardinal which is not the successor of an ω-cofinal cardinal, then ⊑ DLO is Σ 1 1 -complete.
Proof. By Theorem 3.5 it is sufficient to reduce ⊑ κ ω to ⊑ DLO . But since V = L every cardinal κ > ω which is not the successor of an ω-cofinal cardinal satisfies the assumption of Theorem 5.1.
The last results of this section are proved in ZFC. We show that for weakly compact κ the bi-embeddability of graphs is reducible to the equivalence relation E κ reg (Definition 2.6) which by [AHKM] is in turn reducible to the isomorphism relation on dense linear orders. As a corollary we obtain that the latter is Σ 1 1 -complete. Thus we get the following:
Theorem 5.3. Suppose that κ is weakly compact. Then the isomorphism relation on dense linear orders is Σ 1 1 -complete. Note that the isomorphism of linear orders are reducible to graph isomorphism, so this is Σ 1 1 -complete as well for weakly compact κ. As explained above, before proving this, we first prove the following:
Theorem 5.4. If κ is weakly compact, then the bi-embeddability of graphs ≈ G is reducible to E κ reg (Definition 2.6).
Proof. Let C π be the club as in Definition 2.2 and for all α ∈ C π define the relation ≈ α G as follows. For all η, ξ ∈ Mod κ G , let η ≈ α G ξ, if A η↾α is embeddable in A ξ↾α and A η↾α is embeddable in A ξ↾α .
There are at most κ many equivalence classes of ≈ α G , so let g α : Mod κ G → κ be a function with the property that for all η, ξ ∈ Mod κ G we have g α (η) = g α (ξ) if and only if η ≈ α G ξ. Define the reduction F : Mod κ G → κ κ by
Let us show that if η ≈ G ξ, then (η, ξ) ∈ E κ reg . Suppose that η ≈ G ξ. Then there are embeddings F 1 : κ → κ and F 2 : κ → κ from A η to A ξ , and from A ξ to A η respectively. Let D 1 and D 2 be the sets of closed points of F 1 and F 2 respectively. These are closed unbounded sets in κ. Then for all α ∈ D 1 ∩ D 2 ∩ C π , A η↾α and A ξ↾α are bi-embeddable. Hence for all α ∈ D 1 ∩ D 2 ∩ C π , F (η)(α) = F (ξ)(α). We conclude that (η, ξ) ∈ E κ reg . Let us show that if (η, ξ) / ∈≈ G , then η and ξ are not E κ reg -equivalent. Suppose that (η, ξ) / ∈≈ G , without loss of generality, suppose that there is no embedding of A η into A ξ . The property
There is no embedding of A η to A ξ ∧ κ is regular ∧ C π is unbounded is a Π 1 1 -property of the structure (V κ , ∈, A), where A = (η × {0}) ∪ (ξ × {1}) ∪ (C π × {2}). Since κ is weakly compact, there are stationary many ordinals γ < κ such that C π ∩ γ is unbounded, γ ∈ C π , γ is regular, and there is no embedding of A η↾γ to A ξ↾γ . We conclude that there are stationary many points γ with F (η)(γ) = F (ξ)(γ), hence η and ξ are not E κ reg -equivalent.
Corollary 5.5. If κ is weakly compact, then E κ reg is Σ 1 1 -complete. Proof. It follows from Theorem 3.8 and Lemma 5.4. Now we can prove Theorem 5.3
Proof of Theorem 5.3. Let DLO be theory of dense linear ordering without the end points. Then by [AHKM, Thm 3.9] we have E κ reg c ∼ = DLO . By Theorem 5.4 this implies that ≈ G c ∼ = DLO . Now the statement follows from the result of Motto Ros, Theorem 3.8, namely that ≈ G is Σ 1 1 -complete.
