Abstract: Global existence of a solution to the system of isothermal 1-D Euler equations for electrons and ions coupled by the Poisson equation is proved using Glimm's scheme as Poupaud, Rascle and Vila in the semiconductor context. The key point is the use of the almost conservation of charge for estimating the total variation of the electric eld.
1 Introduction.
The Euler-Poisson system arises in modeling the dynamics of a plasma constituted by electrons and ions in a self consistent electric eld. This problem is classical in plasma physics and there is no existence result up to now for long time and arbitrary large data. However, such an existence result has been proved by Poupaud, Rascle and Vila 1] for an isothermal hydrodynamic model used in semiconductors physics. In this context, the authors are interested in the transport of electrons with interactions with a xed background on ions. We refer to 1] for a review of the mathematical studies on the Euler-Poisson system and we mention a recent paper on the travelling wave analysis of this system 2]. In this article, a hydrodynamic model for both electrons and ions in a collisionless medium coupled by the Poisson equation is considered from the view point of existence of weak solutions. In section 2, the problem is stated and the main result given. Then, the numerical scheme is described (section 3) and some basic properties of Riemann problems and Glimm methods are recalled 3], 4]. Afterwise, uniform estimates are obtained for the approximate solutions. In section 5, the convergence of the constructed solutions to an admissible weak solution of the Euler-Poisson system is proved.
2 Statement of the problem and main results.
The electrons are described by their density n e (x; t) and their velocity u e (x; t) depending on time t > 0 and space variables x 2 IR. The ions are described by n i (x; t) and u i (x; t) respectively.
The electric eld is denoted by E(x; t). The scaled equations are the mass (or charge) and momentum conservation equations for each species: @n @t + @(n u ) @x = 0; = i; e; (2.1) @(n m u ) @t + @(n m u 2 + n T ) @x = q n E; = i; e; (2.2) where = e for the electrons and = i for the ions; the dimensionless physical constants m , q , T and c = q T m are respectively the mass, the charge, the temperature and the thermal velocity of the th species. The charges are scaled according to q i = ?q e = 1. These uid equations are coupled by the electric eld given in terms of the densities by the scaled Poisson equation: @E @x = n i ? n e :
Equations (2.1)-(2.2) for = i; e and (2.3) will be refered to as the Euler-Poisson (E-P) system; they are supplemented with the initial data:
(2.4) Moreover, we shall assume that only a bounded region is out of equilibrium; more precisely, we assume that the electric neutrality is satis ed out of this region i.e. : n 0 e (x) = n 0 i (x) = n ; u 0 e (x) = u e ; u 0 i (x) = u i ; x > L; (2.5) where the notation x > L stands for all +x > L or x < ?L. Finally 
? u e (t)); (2.9) which are called the solutions at in nity to the (E-P) problem. In the sequel, we prove the @S @t + @(S u + n T u ) @x + q n u E 0; = i; e; (2.11) in the distributional sense, with = i; e, S = 1 2 n m u 2 + n T ln(n ): We shall give the main steps of the proof. In Section 3, we construct approximate solutions of the E-P problem by splitting the equations (2.1)-(2.2)-(2.3) into the source free hyperbolic part treated with the Glimm scheme and an O.D.E. for the source terms using a direct integration. Then, we recall classical features of the Riemann problem for the isothermal Euler system. The main result, rst pointed out by Nishida 4] is that the total variation of ln(n ) is non-increasing in time when using the Glimm scheme. In order to control the total variation of the electric eld, we use an arti cial correction of the charge. A second di culty is to estimate the increase of velocities due to the electric eld since the C.F.L. condition depends on the L 1 norm of the velocity; this can be done via an invariant region for the Riemann problem in the (n ; u ) plane. Then, the convergence result follows the same lines as 1].
The sequence (v p ) p 0 will be chosen later. Our scheme consists in splitting the equations into the hyperbolic part and an O.D.E. which takes into account the electric source terms. Starting with an approximate solution at time t p we rst use a Glimm scheme during a half time step and then we explicitly integrate the O. denotes the piecewise-constant approximation of the data, constants on the intervals I k which satis es the hypothesis (2.5). The discretized velocities at in nity are given by u ;p+1 = u ;p + q m E p+1 p+1 : It is easy to check that these discretized solutions at in nity satisfy (see 5]) j E p j E T ; j u ;p j U T ; = i; e: (3. 2) Now, we assume that the approximate values n ;p and u ;p of the solutions n and u of the Euler Problem, constant on each interval I k are known at time t p and satisfy (for = i; e): The sequence ( p ) p 0 is the usual random sequence in the Glimm scheme (i.e. the numerical scheme will converge for almost every sequence ( p ) p 0 , see section 5). The discretized density n ;p+1 at time t p+1 is given by n ;p+1 = n ;p+ 1 2 ; = i; e: Then, (3.3) and (3.4) are satis ed for p + 1. The discretized charge concentration ( = n i ? n e ) is de ned by:
p+1 (x) = (1 + n i;p+1 (x)) i;p+1 ? (1 + n e;p+1 (x)) e;p+1 ; (1 + n ;p+1 (x)) dx # ?1 = i; e ; (3.8) and we shall prove later that the ;p are closed to 1; it allows us to get a uniform estimate on k p k L 1 as in 1] (see also 5]). Now, the approximate electric eld is de ned on each interval I k by E p+1 (k) = E ? p+1 + Z x k ?1 p+1 (x)dx and satis es E p+1 (x) = E p+1 ; for x > L + ph; (3.9) and the approximate velocities u ;p+1 are de ned on each interval I k by: u ;p+1 = u ;p + q m E p+1 p+1 ; for = i; e; (3.10) and (3.9) implies that (3.4) holds for u ;p+1 . The numerical scheme is de ned. 4 The Riemann Problem and uniform estimates.
In this section, we deal with the Riemann problem associated with Euler (E) system. G (V h (k); V h (k+1)); which allows to estimate the BV norm of the family of approximate solutions de ned in Section 3. Now, we are going to choose the sequence v p . We need to solve system (E) between t p and t p+1 . Therefore, the Riemann problems on various I k should not interact, which leads to the following C. 
ku ;p k 1 + TV (u ;p ) + k ;p k 1 + TV ( ;p ) < C ;T :
Moreover, the CFL condition (4.4) is satis ed.
5 Sketch of convergence proof.
For any xed h and for any given sequence ( p ), we consider the sequences (n ;p ; u ;p ) for = i; e such that Proposition 4.1 holds. We now de ne the approximations n h; and u h; by n h; (x; t p ) = n ;p and u h; (x; t p ) = u ;p . Let V = (n h; ; u h; ) be the solution of system (E) on (t p ; t p+1 ) for = i; e. The electric eld is de ned by h; (t) = ;p ; t p < t < t p+1 ; = i; e ; (5.1) h; = (1 + n h; i ) h; i ? (1 + Using some error estimates on the weak formulation of system (E) and of the entropy equation j (n h; u h; )(x; t + t) ? (n h; u h; )(x; t) j dx c T;I t; (5.5) j h; (t + t) ? h; (t) j dx c T;I t; (5.6) Moreover, for all x 2 IR, we get j E h; (x + x; t + t) ? E h; (x; t) j dx C T ( t+ j x j):
Since the sequences n h; (:; t) and (n h; u h; )(:; t) are uniformly bounded in BV (IR) by Proposition 4.1, they are in a compact set of L By a classical argument of separability, we deduce that up to a subsequence, for any testfunction , for almost all and for = i; e the error terms due to the random choice in the Glimm scheme converge to 0 in L 2 -norm when h ! 0. Then, Theorem 2.1 is a consequence of: Proposition 5.3 The limits n ; n u ; E (for = i; e) given in Proposition 5. In the same way, we have the consistency of the solutions with the momentum equations and entropy inequalities. We have to prove the consistency with Poisson equation i.e that h; tends to = 1 (or equivalently that h; tend to = (n i ? n e )) and therefore, the limit E is the solution of Poisson equation (with = n i ? n e ). But, we have and, on the other hand, we have:
?L T ((1 + n i (x; t)) i (t) ? (1 + n e (x; t)) e (t)) dx; since = 0 for x > L T and for x < ?L T . Then, we have for x > L T and t < T, n e (x; t) = n i (x; t) = n + and we obtain (x; t) = (1 + n + ) i (t) ? (1 + n + ) e (t) = 0 and thus, e = i = . The above equalities gives (t) = 1 for all t in (0; T). The last point is to pass to the limit in the source terms by means of kn ;p?1=2 ? n h; (:; t)k L 1 (I) C T p ; t 2 (t p?1 ; t p ); j E p (x) ? E(x; t) j C T p ; x 2 IR; t 2 (t p?1 ; t p ):
The details of the proofs can be found in 5].
