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Abstract Scalability of interconnection networks for the supercomputers,
particularly, for next-generation exascale systems with tens of millions of cores,
is one of the essential features for enhancement of performance. One of the re-
quired properties of the scalable and low-radix for interconnection networks
is the minimum-diameter-based scalable (MDBs) network. The MDBs net-
work combines the desired features of some optimal topologies with different
orders, such as small diameter, high connectivity, symmetry, and regularity.
The diameter of the MDBs network grows up linearly while the size of the
network measured in nodes increases exponentially. We designed the vertex-
balanced routing algorithm for the base network by considering the pressure
of the data transit in each node. The benchmarks on a real small-scale cluster
show amazing improvements in performance after adapting the new routing
algorithm. Each node of MDBs generated from base topologies can also sustain
balanced transit loading if we apply the optimized routing algorithm to the
base network. The simulation results show that our algorithm can substantially
enhance communication performance for MDBs.
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1 Introduction
The performance of supercomputers has been advancing sustainably for the
past few decades, and the exascale system will be realized in next-generation
shortly. The speed of a single processor approaches a hard wall and Moore’s
[37] law is slowing down, caused by the limitation of physics. To pursue extreme
speed, modern supercomputers in TOP500 [1] always contain millions of cores,
and particularly, the number of cores for exascale supercomputers will rise to
10 million to 100 million, which is a challenge of efficiency and scalability
for interconnection network. The n-cube binary, also called hypercube [15,
21], along with tours [3,4,26], fat-tree [30,31], and Dragonfly [25,49], has also
been widely implemented and proved to be very powerful topologies. Among
these topologies, hypercube and tours are direct networks, which is similar
to the peer-to-peer network, the messages can be exchanged directly between
systems on the network without external devices, e.g., server, switcher. On the
contrary, fat-tree and the Dragonfly are classical indirect networks, but the
boundary between direct networks and indirect networks is not clear because
every network can be considered as an indirect network after dividing the
computing node into computing unit and switching unit [23].
For designing the interconnection network, the diameter is a significant
parameter because it is related to communication latency for topology. To fur-
ther reduce the diameter, there exist two directions roughly; the first one is to
search directly, and the other one is to combine two or more base graphs. The
degree/diameter [35] problem has relevance to design the network directly,
which aims at discovering the largest possible graph G of diameter k such
that the largest degree any of the vertices in G is at most d. In particular, to
promote degree/diameter problem and design the topology for future super-
computers, the Graph Golf [28], an international competition, is conducted to
find a series of minium-diameter graphs for every order/degree pair. However,
the heuristic method [27] or random search for graphs with larger orders would
cost massive computing resources, that may not be accepted in engineering.
Hence, the hierarchical networks have been proposed to construct larger net-
works easily and meet scalability and modularity [32,33], which are essential
requirements for a multi-computer system and become mainstream topologies
of most supercomputers. Dragonfly is a type of classical hierarchical network,
dividing the links into intra-group and inter-group, which only to need to
optimize the links part by part, while the essence of fat-tree is a multi-level
multistage interconnection network (MIN) [52]. Hypercube, cross-cube [20],
folded-Heawood [24,2], hyper-Petersen, and folded-Petersen [12] are a class of
product networks, which using CARTESIAN product [13,54,56] operation to
combine some graphs and can be considered as a special class of hierarchical
networks contain two or more product items. To reduce the number of links
between base graphs, a class of recursive networks, extended hypercubes (EH)
[29], hierarchical Petersen network (HPN) [43], and recursive expand Heawood
(REH)[51] have also been proposed. Besides, block shift network (BSN) [41],
hierarchical folded-hypercube network (HFN) [45], hierarchical star (HS) [44],
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hierarchical hypercube network (HHN) [34] and Dandelion [17], etc., are also
novel with their own strengths, that can be applied to supercomputers and
data centers.
However, most hierarchical networks are based on the Cube graph, Peter-
son graph, Heawood graph, and HoffmanSingleton graph [19] of order 4, 10,
14, 50, which lead to the large step of vertices number without fine-tuning for
a large machine, due to its lack of scalability. With combing the discoveries
for optimal graphs of order 16, 32, we proposed the minimum-diameter-based
scalable (MDBs) network, a family of scalable and low-radix for interconnec-
tion networks. The MDBs use some base graphs with minimum diameters to
create a larger network by using product operation but without the limitation
of orders for base graphs.
In the interconnection network, the routing algorithm is an indispensable
part, that is relevant to the efficiency of networks; A bad routing would limit
the communication capacity due to bottleneck, though with the optimal graph.
Usually, the routing algorithms can be classified as deterministic, oblivious,
and adaptive according to how to select one path from a multi-path set of
two nodes [23]. In practice, if the algorithms have been designed only with
the rule of short path length but not considering balance the load evenly
over all channels, that would cut throughput in theory. Actually, the short-
est path length is just a second important aspect of any routing algorithm
[23]. Valiant’s algorithm [50] is a classical method by inserting an intermedi-
ate node randomly to balance loads for channels. However, this scheme does
not guarantee any source-destination pair has the minimum hops, while our
goal is to construct the interconnection networks with small diameters. Be-
sides, locality-preserving randomized oblivious(RLB) [48] algorithm, globally
oblivious adaptive locally algorithm (GOAL) [46], and globally adaptive load-
balanced (GAL) routing [47], etc., have also been proposed to optimize the
load during transmission. But the deterministic routing is common in practice
because it is easy to deploy and implement, meanwhile, the adaptive rout-
ing should introduce out-of-order packets, that would cost more channel re-
sources [23]. Gomez presented an amazing result that deterministic routing
could achieve similar performance in some scenarios than adaptive routing for
fat-tree topology [30]. However, there’s very little research on deterministic
routing for regular networks. Therefore, we proposed a novel optimal deter-
ministic routing based on mixed-integer nonlinear programming and be solved
strictly to implement load balancing. In addition to its application to a single
network, we also find this method can be applied to product networks easily,
which could make us implementing balanced routing for large scale networks.
For evaluating the efficiency of optimal routing, we recalibrated the Graph500
[11] benchmark on a Beowulf [18] cluster. For the previous research of en-
hanced network by using the optimal graph, we focused on the parameter of
topology and only considered the shortest length path in routing, but ignored
the balancing for routing. Hence, we selected the Graph500, stressed all to
all communication performance, to evaluate the effect of the optimal rout-
ing algorithm, which shows sustainable improvement of throughput. For the
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Table 1: Properties of classical optimal graphs
Graph Vertices Degree Diameter MPL BW
Peterson[22] 10 3 2 1.67 5
Heawood[8] 14 3 3 2.07 7
Levi[42] 30 3 4 2.86 9
(16,3)-optimal[14] 16 3 3 2.20 6
(16,4)-optimal[14] 16 4 3 1.75 12
(32,3)-optimal[14] 32 3 4 2.94 10
(32,4)-optimal[14] 32 4 3 2.94 16
larger network, we used the SimGrid, a framework to evaluate and compare
relevant platform configurations, algorithmic approaches, and system designs,
to benchmark for our novel routing algorithm due to hardware limitations. It
is amazing that the optimal routings improve the performance drastically for
some applications depend on all-to-all communication. In summary, combing
the optimal routing with MDBs, that can provide a series of scalable networks
with high throughput for the next-generation supercomputers.
The rest of the paper is organized as follows; section 2 introduces the op-
timal regular graph and discusses the topology architecture of MDBs. The
vertex-balanced routing is also involved in section 2. Section 3 shows bench-
mark results from different scales of networks, which come from a Beowulf
cluster and simulation framework. Section 4 concludes the paper.
2 Topology and routing
2.1 The optimal regular graph
The optimal regular graph is defined to be the N -vertex degree-k regular graph
with minimal mean path length (MPL) and can be denoted by (N, k). If k = 2,
the network degenerates to a ring network. Petersen graph a classic example
with N = 10, k = 3. Cerf et al. [10] proved that the diameter of any regular
graph with minimal MPL is also minimal and got the lower bound MPL for
(N, k).
Usually, the brute-force search for optimal graph (N, k) with small N is ef-
fective. Yuefan[14] et al. reported graphs with minimal diameter for (16, 3),(16, 4),(32, 3)
and (32, 4) by using parallel exhaustive search method [55] and presented the
excellent benchmark results for a series of optimal regular networks. Figure
1 shows the optimal graphs for 16-vertex and 32-vertex from Yuefan[14] et
al, while Table 1 shows the vertices, degree, diameters, MPL and bisection
width(BW) of them and some classical low-radix graphs.
However, when N becomes larger, the computation of exhausted is expen-
sive and can’t be accepted. Thus some heuristic methods have been proposed to
solve this problem. Additionally, its similar problem named as degree/diameter
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(a) (16,3)-optimal (b) (16,4)-optimal
(c) (32,3)-optimal (d) (32,4)-optimal
Fig. 1: The optimal graphs used by a group [14] constructing a cluster.
problem also attracted much attention. Mizuno [36] et.al. reported the result
for (256, 22). Obviously, exhausted and heuristic methods still cost much com-
putation resources. Therefore, we proposed the minimum-diameter-based scal-
able networks(MDBs) to construct large scale regular graphs from small scale
graphs with minimum diameter by using the Cartesian product.
2.2 Product networks
The Cartesian product method is a fast and valuable method to construct a
larger scale interconnection network by using specified [53].
Definition 1 The Cartesian product G = G1 ⊗ G2 of two undirected con-
nected graphs G1 = (V1, E1) and G2 = (V2, E2) is also the undirected graph
G = (V,E), where the vertex for G can be presented as a two-tuples 〈u1, u2〉
and V = {〈u1, u2〉|u1 ∈ V1 and u2 ∈ V2}, and the set of edges is E =
{(〈u1, u2〉, 〈v1, v2〉)|((u1 = v1) and (u2, v2) ∈ E2) or ((u2 = v2) and (u1, v1) ∈
E1)}.
Figure. 2 shows an example of the Cartesian product for (8, 3) and 4-vertex
complete graph. We can see that all edges for 〈∗, 1〉 labeled as bold red line are
organized with G1, then repeated as blue lines. In addition, all of 〈a, ∗〉 are all
connected same with G2. If G1 = G2, the graph G is named as folded graph,
and G1 is Peterson graph, we can get folded Peterson Graph(FPn) [39].
The Cartesian product have many desirable properties such as
– the size S() of G1 ⊗G2 is S(G) = S(G1) · S(G2),
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Fig. 2: An example of (8, 3)⊗ (4, 3).
Table 2: Properties of folded networks
Topology # Nodes Diameter Degree
Hypercube 2n n n
Folded Peterson[40] 10n 2n 3n
Folded Heawood[24] 14n 3n 3n
Folded Levi 30n 4n 3n
Folded-(16,3) 16n 3n 3n
Folded-(16,4) 16n 3n 4n
Folded-(32,3) 32n 4n 3n
Folded-(32,4) 32n 3n 4n
– the degree d() of G1 ⊗G2 is d(G) = d(G1) + d(G2),
– the diameter δ() of G1 ⊗G2 is δ(G) = δ(G1) + δ(G2),
– G1 ⊗G2 is isomorphic to G2 ⊗G1
These properties are easy to prove[13,5] and they imply that the diameter
grow linearly while the scale of the network increases exponentially, which is
the desired feature to design large scale interconnection network.
Using the Cartesian product, with optimal graphs [14] that discovered and
verified recently, we can build scalable networks. Fig. 3 and Tab. 2 show di-
ameters of folded networks, we can see that hypercube can provide the most
diversities of scales, but the diameters of folded Peterson networks are mini-
mal, same to folded-(32,4), while other networks balanced the diameters and
diversities. Here, the diameter of folded-(16,4) is same as folded-(16,3), but
the more degrees of nodes would reduce the forwarding loads and improve the
throughput of networks; from the aspect of routing, the low degree is not a
good choice, whose affection on the network performance may eliminate the
saving of hardware ports and wires.
For small-scale networks, the MDBs can also prove many choices as shown
in Fig. 4, when the number of nodes is less than 1,000, the folded Petersen
network marked as triangle only support scales of 10, 100 and 1,000, while the
hypercube networks have the most scale diversities, though the diameters of
hypercube networks as not the optimal. The combinations of (8, 3) ⊗ (8, 3),
(32, 4) ⊗ (8, 3), and (32, 4) ⊗ (32, 4), etc. can fill the gaps of folded Peterson
networks, which also reduce latencies of networks because of low-radix.
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Fig. 4: The diameters of the MDBs that contain multi-type base graphs.
2.3 Vertex-balanced routing algorithm
In direct networks, each node exchange messages via other nodes in most
conditions, except they are wired directly, where each node is not going to do
computing but also need to forward data from other nodes. In this condition,
the imbalanced load will lead to blocking and slow down the computing speed
of nodes, because interrupts caused by packets would occupy the processor
resource. With consideration to balance the forwarding pressure, we proposed
the vertex-balanced algorithm to balance the load, while keep the shortest
hops between each node.
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The routing algorithm can be described in two stages. The first stage of
this algorithm is to enumerate all the shortest paths between any two nodes.
Then we will choose the path in the next stage according to the solutions of
programming if there existed two or more shortest paths between two nodes.
Path 1
Path 2
Path 3
1
2 3
4
5
6 7
8
9
0
h4 = 2
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Fig. 5: The diagram of variables dk and hk. The dotted lines with cross sign
mean that the source-destination pair only have one shortest path, and the
dashed lines mean that there exist multi-path between node pair.
Here, we use dk as showing in Fig. 5 to measure the load of node k, which
represents the total number of times when the paths get through node k. For
example, we define the fixed load of node 4 h4 = 2 in Fig.2, because there only
exists one possible the shortest path for node pairs 1-5, 6-7, represented by
dotted lines, and node 4 is located on these paths. But the shortest paths of 3
hops, between node pair 8-0, represented by dashed lines, have two candidates;
the node labeled as 4 is involved in one path, but not in the other one. Hence,
the load for node 4 is d4 = 3, if the upper path has been selected. For balanc-
ing the load for each node, the second stage can be written in mixed-integer
nonlinear programming (MINLP) as follows,
min
N∑
k=1
(
dk −
∑
dk
N
)2
Subject to: ∀si ∈ {0, 1},∀pkj ∈ {0, 1}
ngroup∑
i=1
gijsi = 1
dk = hk +
nroute∑
j=1
pkjsi
(1)
In this problem, N is vertices and pkj is the matrix indicated whether node
k located in path j when there exist multi-path for source-destination pair,
but the start point and endpoint are not included. As shown in Fig. 6, there
are two choices, 1 → 9 → 8 → 7 and 1 → 16 → 8 → 7, for node pair 1-7.
Therefore, corresponding positions of the matrix pkj would be set as 1. In this
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matrix, the labels of paths are arbitrary because we will introduce the group
matrix gij to distinguish them.
1
9
8
7
1
16
8
7
1
2
12
11
1
9
10
11
16
15
10
11
…
…
Path 1 Path 2 Path 3 Path 4 Path n
…
pkj
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
Node Path 1 Path 2 Path 3 Path 4 Path n
1 0 0 0 0 0
2 0 0 1 0 0
3 0 0 0 0 0
4 0 0 0 0 0
5 0 0 0 0 0
6 0 0 0 0 0
7 0 0 0 0 0
8 1 1 0 0 0
9 1 0 0 1 0
10 0 0 0 1 1
11 0 0 0 0 0
12 0 0 1 0 0
13 0 0 0 0 0
14 0 0 0 0 0
15 0 0 0 0 1
16 0 1 0 0 0
Fig. 6: The diagram of variable pkj .
The matrix gij is the group matrix, which puts the same source-destination
pairs into one group, as shown in Fig. 7. For example, the source-destination
pair of path 1 and path 2 is 1 → 7, so g11 = g12 = 1 when we label these
two paths as Group1. In addition to consideration of the group matrix, the
constraint of
∑
sj = 1 hint that one source-destination pair only has one
path, for example, we can see s1 + s2 = 1 or s3 + s4 = 1 in Fig.3. It should
be noticed that we did not define the direction in this algorithm, but directed
routing would be effective than undirected routing in practice because directed
routing can provide more choices to avoid congestion than undirected routing.
The objective function is nonlinear, but this MINLP problem can be solved
by using some packages such as LINGO [38], IBM ILOG Cplex [7], MOSEK
[6], and so on. Here, we use LINGO with an educational research license to
solve this programming. In addition to commercial or open-source packages,
heuristic methods such as genetic algorithm and simulated annealing can be
used to approaches this problem approximately.
Proposition 1 For the product networks, if the condition of
∑N
k=1 (dk −
∑
dk/N)
2
=
0 (d1 = d2 = d3 . . .) for G1, G2 is satisfied, for G1×G2, this condition is also
satisfied.
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2
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Path 1 Path 2 Path 3 Path 4 Path n
…
…
Group 1 Group 2 Group m
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S1 + S2 = 1
S3 + S4 = 1
gij
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Fig. 7: The diagram of variables gij and sj .
We can prove this proposition from different type of source-destination pairs.
Now we define u ∈ G1 and v ∈ G2, there existed a path from 〈u1, v1〉 →
〈u2, v2〉, we can discuss as follows,
1. u1 = u2
That means the path is located in G2, it is obviously that d〈u1,v1〉 =
d〈u1,v2〉 = · · ·
2. v1 = v2
Similarly, this path is located in G1, then d〈u1,v1〉 = d〈u2,v1〉 = · · ·
3. u1 6= u2 and v1 6= v2
In this condition, the path can be expressed as two paths in the G1 and
G2 independently.
〈u1, v1〉 → 〈u2, v2〉
⇒〈u1, v1〉 → 〈u2, v1〉 → 〈u2, v2〉
or⇒〈u1, v1〉 → 〈u1, v2〉 → 〈u2, v2〉
(2)
Here, the routes of 〈u1, v1〉 → 〈u2, v1〉 and 〈u2, v1〉 → 〈u2, v2〉 have also been
proved above. Hence, the conclusion is also be satisfied in this condition,
which also provide the routing method for product networks.
Additionally, the conclusion is not to be satisfied when
∑
(dk −
∑
dk/N)
2 6=
0 but the load of G1 × G2 is near to balance status. When N is larger, the
size of matric increases rapidly, which limits us to solve this problem directly.
Therefore, this feature is significant because we can obtain the optimal routing
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of larger networks from small-scale networks by using product networks, which
also provide a new method to solve the special case of problem 1.
3 Benchmark
To verify the assumption that balanced routing would enhance the network,
we performed some experiments, including benchmark on a real cluster and
simulations by using SimGrid [9]. For small-scale networks and base graphs, we
used a Beowulf cluster in Jinan[14] to recalibrate some results. Unluckily, the
simulation is the feasible choice for benchmarking the larger network, because
it is hard to find a prototype machine with hundreds of nodes for us to change
the wiring.
3.1 Graph500 on Taishan
To evaluate the performance of balance routing, we perform the experiments
on a Beowulf cluster with hardwares designed for soft routers, and we name
it as Taishan, which is a functional prototype platform for optimal topology
research. The cluster contains 36 nodes and detailed hardware configuration
is shown as follow,
– Processor: Intel Celeron 1037U
– Memory: 1×8 GB General DDR3 SODIMM (1600 MHz, 1.35V)
– Internal Storage: 128 GB General SSD
– Network Storage: NFS via 48-port Gigabit Ethernet switch
– Ethernet: Intel 82583V Gigabit Ethernet controllers (8 ports)
– Operation System: CentOS Linux 6.7 (kernel 2.6.32)
– Compiler: GCC 4.4.7
– MPI Environment: MPICH 3.2
The configuration is designed to adapt to network switching, but not for high-
density computing. However, this is the economical option after carefully cho-
sen, because the spot we focused on is topology and higher performance would
need more budget. During previous research of enhanced topology, we adopt
static routing only according to Floyd algorithm to ensure the shortest path
length but not consider the load balance.
Fig. 8 compares the difference of loading of each topology between not
balanced routing for previous research and load-balance routing, the load for
each node fluctuates in an extensive range, which leads to congestion in some
nodes and reduces the efficiency of the whole network. Except for the topology
of (16, 4), the objective function of optimal routing can converge to zero, that
means numbers of paths through every node is balanced, to prevent the situa-
tion some flows focus on one node. For the topology of (16, 4) as shown in Fig.
1 (b), the range of load is located in the range of (10, 12), which is better than
original routing, although the objective function does not converge to zero.
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Fig. 8: Forwarding loads of each topology.
According to the analysis above, the new routing strategy optimizes the
throughput for global communication, hence we select the Graph 500 (ver-
sion 3.0.0), a benchmark baseline of multiple breadth-first searches (BFS) and
single-source shortest path (SSSP) computations, to exhaust extremely large
undirected graph on distributed networks, which help stress communication
subsystem and data-intensive performance of multi-computer clusters. Graph
500 uses mean TEPS (traversed edges per second) as the metric to evaluate
the performance. Here, the test scale was set as 27, which is the same as previ-
ous research and would generate an initial unweighted graph for BFS with the
size of 24 GB, correspondingly, the size of the initial weighted graph for SSSP
reach to 40 GB, lead to massive message exchanging that can help stress the
global communication capacity.
By using the Graph 500 benchmark with balanced routing, we recalibrate
performance data of previous results. Fig. 9 shows the latest results, and the
red lines represent standard deviation, which compensates for the weaknesses
for previous results obviously, the speed of improved, especially for the topol-
ogy with order 23, by adapting balanced routing. Among these results, the
effect for (16, 4) is less than other topologies, because the imbalances for them
Optimal Routing for a Family of Scalable Interconnection Networks 13
72.4
101
113
169
84.6
103
124
191
(16,3)-Optimal (16,4)-Optimal (32,3)-Optimal (32,4)-Optimal
0
50
100
150
200
 
 
M
TE
PS
Topology
 Not Balanced
 Balanced
(a) Graph500-BFS
37.3
48.4
59.7
77.1
41.1
48.6
64.7
85.2
(16,3)-Optimal (16,4)-Optimal (32,3)-Optimal (32,4)-Optimal
0
50
100
 
 
M
TE
PS
Topology
 Not Balanced 
 Balanced
(b) Graph500-SSSP
Fig. 9: Recalibration results of Graph 500 for [14].
are severe than (16, 4), while the objective function of balanced routing for
(16, 4) can not converge to 0 strictly as shown in Fig.1(b). Generally, the bal-
anced routing strategy can improve the performance of some applications that
depend on massive communications.
3.2 Simulation
The evaluation of larger-scale topologies generated from product networks
performs on the platform SimGrid, similar to NS [16], which concentrates
on the aspect of the network, provides the accurate, versatile, and scalable
simulation for distributed computing or cloud platform, especially with SMPI,
help simulate MPI application with no or less modification [9]. We use these
parameters: 8 Gflops processing speed per core, full-duplex gigabit link and
30 µs latency per link, which approximate the ping-pong test results of the
”Taishan” cluster, but different with the configurations of ”Taishan,” we adopt
the model of one-core CPU per host, to eliminate the affection of computer
architecture. We use two static routing tables, one is generated from Floyd
algorithm without considering balanced routing, and the other one comes from
combing the optimal routing of the small-scale graph and product networks,
to do comparative simulations on SimGrid. All of the simulations run on the
SeaWulf cluster at Stony Brook University.
Fig. 10 shows the load with not balanced routing and balanced routing for
two product networks of (16, 3) ⊗ (16, 3) and (16, 4) ⊗ (16, 4). In Fig. 10 (a),
each node has the same load, due to the solution for (16, 3) can converge to 0
as shown in Fig. 8 (a), but strategy generated from the Floyd algorithm leads
to an extensive fluctuation of loads, especially, the max load is about 2000, so
many paths passing through one node would cause congestion, while this case
verified Proposition 1. In Fig. 10 (b), the balanced routing still has a little
fluctuation, because the objective function of balanced routing for (16,4) can’t
converge to 0 strictly, which is shown in Fig. 8 (b); however, the balanced
routing still reduces the difference of load for each node.
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Fig. 11: Benchmark results for MPI All-to-all.
With balanced routing, we use MPI All-to-all, effective bandwidth, and
NPB FT, benchmarks largely depend on global communication, to survey the
effect of balanced routing algorithm, but except for Graph 500 (version 3.0.0),
due to lack of function of MPI Ibarrier in SimGrid. Additionally, almost all
network simulators including SimGrid and NS only support a single core, with
the 128 GB RAM for computing nodes on SeaWulf, that limit the scale of
topology and complexity of applications, especially for high-density comput-
ing. Hence, the product networks of (16, 4) ⊗ (16, 4) and (16, 3) ⊗ (16, 3) are
be used to evaluate the performance the balanced routing, while unit message
sizes for MPI All-to-All are not over 512KB, maximum message size for effec-
tive bandwidth benchmark is 1MB, and the NPB FT (3D-FFT benchmark)
use two types of Class A, whose size is 256 × 256 × 128, and Class C, whose
size is 512× 512× 512.
Fig. 11 presents the results of MPI All-to-all, the time decrease obvi-
ously, even half than the routings without optimization, especially for the
small packet, because larger packets stress the bandwidth than small pack-
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Fig. 12: Benchmark results of bandwidth efficiency and NPB FT.
ets. Fig. 12 (a) is the comparison for bandwidth efficiency, total bandwidths
of the network have been increased by 20.0% of (16, 3) ⊗ (16, 3), and 13.8%
of (16, 4) ⊗ (16, 4). For the benchmark of NPB FT, performances increase
tremendously, especially for Class C contains more data. All benchmark re-
sults and the forwarding loads between (16, 3) ⊗ (16, 3) and (16, 4) ⊗ (16, 4)
show that high degrees would reduce the average forwarding load and improve
the throughput of the network, though more ports and links would lead more
cost.
In summary, whether experiments on a Beowulf machine or simulations on
SimGrid, no matter for small scale topology or larger product networks, the
results show that the balanced routing enhanced performances of networks.
The method can be expanded for multi-level product networks, to construct
the larger networks for the next-generation supercomputer.
4 Conclusions
In this paper, we propose the product networks contain a diversity of base
graphs, not just the Peterson graph, but the optimal graphs of any order,
which can create a scalable, modularity topologies fit for the high-performance
computing. In addition to its scalable, we also present a method to optimize
the routing, which can implement the load balance for static routing. For
the product networks, it is easy to prove that this method is easy to expand
and still keep load balance for each node, which improves the throughput of
networks with MDBs. To verify the effect of balanced routing, recalibration of
Graph 500 for our previous work on the enhanced networks and simulations for
product networks show that balanced routing can also enhance the networks.
The MDBs with optimal routing can be a potential candidate for building the
cluster of different scales in the future.
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