tion between exposed edge strands of ␤-sheets is an important mode of protein-protein interaction; for example, the amphiphilic dimer formed by Defensin HNP-3 ( Fig. 1) at which edge strands from the three-stranded sheet in each monomer connect by four hydrogen bonds to form a sixstranded ␤-sheet (taken from the Protein Data Bank; Hill et al. 1991; Berman et al. 2000) .
This effect is also implicated in the aggregation of designed ␤-sheet proteins. For example, Wang and Hecht (2002) designed a combinatorial library of de novo six-and eight-stranded ␤-sheet proteins. The designed proteins, consisting of identical ␤-strands designed to match the natural structural periodicity of amphiphilic ␤-strands, favored intermolecular oligomerization, and the ␤-sheet proteins formed amyloid-like fibrils. Specific redesign of this library of ␤-sheet proteins, by changing the binary pattern of the first and/or last ␤-strands of several sequences to include a charged lysine residue, prevented oligomerization and favored monomeric ␤-sheet proteins (Wang and Hecht 2002) . Similarly, a computer algorithm has been used to search for short sequences with a high propensity to form homopolymeric ␤-sheets (Lopez de la Paz et al. 2002) . Sequences predicted to be favorable for such interactions (predominantly based on the overall charge of the sequence) were found to form ␤-sheets experimentally, whereas the introduction of specific point mutations into the sequences inhibited polymerization (Lopez de la Paz et al. 2002) .
Despite this, there are relatively few cases of aggregation or insolubility in natural ␤-sheet proteins, and recently, Richardson and Richardson (2002) described natural mechanisms that the edge strands of ␤-sheets have evolved to protect edge strands from interactions with other ␤-strands. These negative design mechanisms include charged residues, proline residues, and/or ␤ bulges that are common in the edge strands of ␤-sheet proteins. These protective features are unfavorable in the interior strands of the ␤-sheet and, as a result, tend to lower the ␤-sheet propensity of the edge strand (Richardson and Richardson 2002) . This and other studies (see Sternberg and Thornton 1977; King et al. 1994; Minor and Kim 1994) demonstrate characteristic differences, and different ␤-sheet propensities, between strands located toward the edge of the ␤-sheet and those occupying a more central location. Edge strands tend to lack the classic patterns often associated with ␤-strands, such as the alternating periodicity of hydrophobic and polar residues; they tend to be of less hydrophobic nature and to contain more charged residues (Sternberg and Thornton 1977; King et al. 1994; Minor and Kim 1994; Richardson and Richardson 2002; Wang and Hecht 2002) .
The interaction between the edges of ␤-sheets has been intimately linked to the aggregation of proteins into pathogenic cross-␤ fibril structure, associated with a number of disorders. For example, the tetrameric thyroid hormonetransporter protein, transthyretin (TTR), associated with amyloid fibril deposition in familial amyloidotic polyneuropathy, forms monomeric and oligomeric intermediates at low pH, which can self-assemble into a fibril structure. Serag and coworkers (2001, 2002) have identified specific subunit interactions in the aggregated form of TTR. A headto-head arrangement of subunits has an interface similar to that found in the native soluble form of TTR, in which the edge strands from the two monomers are hydrogen-bonded across the subunit interface (Serag et al. 2001) . A second tail-to-tail arrangement of subunits follows major conformational changes, which displace the protective edge strand of the ␤-sheet in the native TTR structure, exposing the penultimate strand that forms the second subunit interface (Serag et al. 2002) . Interestingly, the distribution of diseaseassociated mutational variants in TTR peaks in the edge strand observed to undergo this conformational change (Serpell et al. 1996) . In addition to TTR, the role of edge strands in the fibrillogenesis of other proteins has been studied. For example, the dissociation of ␤2-microglobulin (␤2M) from the heavy chain of the class I HLA complex is a critical first step in the formation of amyloid fibrils implicated in dialysis-related amyloidosis. The monomeric crystal structure of ␤2M reveals structural changes, relative to the HLA-bound form, that restructure two short edge strands connected by a ␤ bulge into a single longer strand at one edge of the ␤-sheet, resulting in a surface potentially prone to aggregation (Trinh et al. 2002) . The other edge strands of ␤2M, formed by the N and C termini, have been found to be weakly protected from hydrogen exchange in ␤2M amyloid fibrils, indicating that they are unstructured in the fibril (Hoshino et al. 2002) . Furthermore, topological investigation of ␤2M fibrils by Monti et al. (2002) revealed that proteolytic processing after the formation of fibrils by ␤2M leads to an N-terminal truncated form of the protein.
These observations indicate that knowledge of the location of potential edge strands would be extremely useful. Traditional methods predict the secondary structure of proteins into three main classes (helix [H] , extended [sheet, E] , and coil [C] ) with an accuracy of ∼75% . Prediction of more detailed local structure in proteins has also been investigated. For example, as an extension to a three-state secondary structure prediction, neural networks have been used to predict the location and type of ␤-turns in protein sequences (Shepherd et al. 1999 ). In addition, Bystroff and Baker (1998) predicted local structure in proteins by using a library (I-Sites) of sequencestructure motifs, and more recently, Pollastri et al. (2002) extended the classic three state classification into eight classes. Despite this, there are currently no commonly used prediction methods available that specifically predict the edge strands of ␤-sheets.
Different machine learning approaches have been used to predict the arrangement of the secondary structure elements within the protein, often after the assignment of secondary structure by secondary structure prediction methods. An in- Figure 1 . The Defensin HNP-3 dimer. RASMOL cartoon (Sayle and Milner-White 1995) representation of the Defensin HNP-3 dimer, 1DFN. The two monomers are in close contact, with four hydrogen bonds (dotted lines) between the edge strands of the two monomers at the dimer interface (Hill et al. 1991). ductive logic programming approach, GOLEM, was used (King et al. 1994 ) to discover topological rules in the packing of ␤-sheets in ␣/␤ domain proteins; this included the generation of rules for the determination of whether or a not a strand was at the edge of a sheet. Although useful rules were generated, their accuracy in the prediction of unknown proteins was not evaluated, and the rules were only applicable within a relatively limited set of ␣/␤ protein structures (King et al. 1994) . Related work has considered the determination of strand register in ␤-sheets, including contextdependent amino acid pairings (Zaremba and Gregoret 1999) and strand pairings in parallel and antiparallel ␤-sheets (Hutchinson et al. 1998, Steward and Thornton 2002) , with some degree of success, but none of these have considered edge strand prediction.
The observations above indicate that it might be possible to predict whether a strand occupies a central or edge location in a ␤-sheet. Such a prediction method would be valuable in predicting mutations likely to influence aggregation. More generally, it would contribute to the prediction of the folding topology of the sheet and, thus, serve as a first step in tertiary structure prediction. Further, it could be a valuable aid in the evaluation of tertiary structure prediction by fold recognition, which is improved by the incorporation of secondary structure predictions (see Kelley et al. 2000) , or ab initio methods (see Simons et al. 1997 ). Here we describe the application of two machine learning methods, support vector machines (SVMs) and decision trees, to this important prediction problem. SVMs are based on statistical learning theory developed by Vapnik et al. (1998) , and in addition to their ability to generalize well, they have been shown to outperform other learning methods in a range of applications (Cristianini and Shawe-Taylor 2000) . Decision trees, on the other hand, are able to produce human readable rules, which may be used to provide some meaningful explanations for how the data is classified.
Results
The machine learning methods known as SVMs and decision trees were used to distinguish edge strands from central strands based only on information derived from the amino acid sequences of strands concerned. A set (see Materials and Methods) comprising 564 nonhomologous proteins of known structure was used to provide training and crossvalidation data. After optimization of the parameters and kernel function from the strand data with the SVM method (SVMTorch; Collobert and Bengio 2001; see Materials and Methods) , a Gaussian kernel with 6 SD was chosen and used in all the SVM predictions reported below. The default parameters for the decision tree method (C4.5; Quinlan 1993) were found to be approximately optimal and used throughout.
To evaluate the performance of the machine learning methods, the technique of cross-validation was used. This is a procedure in which a data set containing instances of known class (strands known to be either edge or central in this case) is randomly split into two parts, a training set and test set. The term n-fold cross-validation is used when the data set (in randomized order) is split into n equal parts, each part being used in turn as test set with the remaining n − parts as training set. In this case, the cross-validation experiments can be used to assess the variability (precision) of the estimated measures of performance, and in the work below, results are reported as mean ± SE.
When considering the performance of these prediction methods, it is important to note that a naive method predicting each class (edge, central) randomly with equal probability has an expected accuracy of 50% correct predictions on any test data set. Given information about the composition of the data set, it is straightforward to show that the best use a naive method could make of this would be to predict all instances to come from the dominant class (edge in this case), resulting in an accuracy equal to the percentage of instances of the dominant class in the data (52.9% in this case). To be useful, a method needs to exceed these naive methods significantly in the overall percentage of correct predictions. As well as the overall percentage of correct predictions, several other measures of performance were used in the work below. For each class of strand (edge or central), the sensitivity of a method is the percentage of the test set strands actually in that class that were correctly predicted to be in that class. On the other hand, the specificity is the percentage of the test set strands predicted to be in a given class that actually are in that class. Values <100% in sensitivity and specificity for the prediction of a particular class reflect the occurrence of false-negative and false-positive errors, respectively, for that class. In addition, the Matthews correlation coefficient (MCC; Matthews 1975 ; see Materials and Methods) was used as a robust, single-valued measure of performance, accounting for both false-positive and false-negative prediction errors for each class.
Prediction based on strand assignments from structure
Using secondary structure elements defined based on structural information from the Dictionary of Secondary Structure in Proteins (DSSP; Kabsch and Sander 1983 ) allowed us to investigate the performance of the prediction method independent of any confounding effect of inaccuracy in secondary structure prediction. The edge and central strands of each protein were determined by using hydrogen bonding information from DSSP (Kabsch and Sander 1983; see Materials and Methods) . From the nonhomologous data set described above, this yielded a data set comprising the amino acid sequences of 3359 edge strands and 2995 central strands.
The literature cited above, in particular the work of Richardson and Richardson (2002) , identified a number of features seen frequently in edge strands that are unfavorable in the interior of the ␤-sheet. These features were exploited in this method to enable the distinction of edge strands from central strands. The attributes investigated as inputs for the machine learning methods were strand length, hydrophobicity, hydrophobic moment, periodicity of polarity, proportion of charged residues, and the propensity of the strand to contain a ␤ bulge (described in Materials and Methods). A preliminary investigation of the predictive power of these attributes used a ninefold cross-validation of the decision tree method. Attributes were added sequentially, as shown in Figure 2 . It is clear from the figure that each added attribute improved the prediction accuracy, and the greatest improvement was observed when the proportion of charged residues in the strand and the periodicity of polarity (see Materials and Methods) were included. Based on these observations, all six attributes were used as input for the machine learning methods described below.
For the full assessment of performance, an 18-fold crossvalidation technique was used for both the SVM and decision tree methods. The results are given in Table 1 . With the SVM, 78.0 ± 0.4% (MCC, 0.59) of strands were classified correctly as edge or central strands by the SVM method based on the six attributes discussed above. A similar overall prediction accuracy of 78.0 ± 0.5% (MCC, 0.57) was achieved by the decision tree method. The sensitivity and specificity of both methods are high (>70% in all cases, and often >80%). The results of both machine learning methods are significantly better than the expected results for either of the naive methods described above (the difference in overall accuracy is significant at the 99% level in a t test).
Multiple sequence alignments provide useful information about the most conserved regions of a protein sequence likely to be structurally important and/or buried within the protein core, and consequently, more information may be attained from an alignment rather than a single sequence. The incorporation of multiple sequence alignments into secondary structure prediction methods, promoting regular ␣/␤ structures in areas of high sequence conservation and penalizing the prediction of ␣/␤ structures in sections of low sequence conservation, leads to a significantly better prediction accuracy (see Zvelebil 1987) . The Database of Homology-Derived Secondary Structure of Proteins (HSSP; Sander and Schneider 1991) contains sequence alignments produced by the alignment of proteins of known structure to all sequences considered homologous on the basis of a threshold curve, which is strongly dependent on the length of the alignment. HSSP sequence alignments (Sander and Schneider 1991) were incorporated into our method for some of the different strand attributes, as described in Materials and Methods. The inclusion of evolutionary information in this way improved the prediction of edge/central strands by 0.75%. This improvement is marginal, in comparison with the improvement in secondary structure prediction by the use of evolutionary information. The difference in the degree of conservation between secondary structure elements and loops accounts for a large proportion of the improvement in secondary structure prediction on the use of evolutionary information. Our results indicate that any difference in conservation between central and edge strands adds little to the prediction accuracy of our methods. Interestingly, the rules generated automatically by the decision tree method, shown in Figure 3 , reveal intuitive patterns that fit well with expected edge and central strand characteristics. The decision tree in Figure 3 represents a typical example from a single cross-validation experiment. Although all the trees generated contained similar patterns, they differed in minor details. For example, the tree shown in Figure 3 does not involve the hydrophobic moment, but this attribute appears in trees from different cross-validation data sets. The strand length attribute was common in all the decision trees, indicating that strand length is an important contributing factor to the final prediction. Figure 3 indicates that short strands (fewer than three residues) are representative of edge strands, supporting the findings of Sternberg and Thornton (1977) . Strands of four residues in length are predicted to be central strands only if they are very hydrophobic (Յ35.16% hydrophilic residues). For longer strands, the prediction involves more complex rules. Predominantly hydrophobic strands (Յ43.75 hydrophilic residues) are still predicted central. However, even hydrophilic strands with a moderately large charge score (>0.0155) are predicted central if greater than five residues in length. If such charged hydrophilic strands are equal to five residues in length, then they are predicted to be edge if there is little periodicity of polarity (Յ0.5); otherwise, they are predicted to be central unless they have very high charge scores (>0.0806). On the other hand, long hydrophilic strands with a low charge score (Յ0.0155) are predicted to be edge if they have a high ␤ bulge propensity (>0.4167) and low periodicity of polarity (Յ0.625).
Investigation of a selection of mispredicted strands revealed some interesting limitations of the prediction method. RASMOL (Sayle and Milner-White 1995) and the Protein Quaternary Structure (PQS) file server (Henrick and Thornton 1998) were used to examine the location of a random selection of 100 mispredicted edge and central strands. The results are shown in Table 2 . The prediction methods described here are based on the detection of edge strand features that protect against further interaction and aggregation. Prediction based on primary sequence means that only features intrinsic to the strand in question can be used. We found that ∼50% of edge strands, mispredicted to be central strands, appear to be protected from further interactions and aggregation by extrinsic structural mechanisms, not solely involving the amino acid residues of the edge strand. For instance, five of the mispredicted edge strands were observed to lie at the core of ␤-propeller structures, which have four to eight radial blades of up-and-down ␤-sheets (Richardson and Richardson 2002 ). An example of this is the edge strand (residues 158-165) of the six-bladed propeller from the thermostable phytase protein. As shown in Figure 4A , this edge strand is completely protected at the propeller center, and consequently, no ␤ edge protection strategy is present in the amino acid sequence of this strand.
The ␤ edge protection strategy in 29 of edge strands mispredicted as central strands (Table 2) involved extrinsic protection from structures such as loops and helices of the same monomer, as well as the formation of higher oligomers. An edge strand (residues 48-51, chain A) of the RANTES (regulated upon activation, normal T-cell expressed and secreted) protein (Fig. 4B ) is mispredicted as a central strand by the SVM method. As shown in Figure 4B , a large loop (residues 12-16) protects the edge strand from hydrogen bonding with any other ␤-strands. This loop coverage, which allows the ␤-sheet structure to remain regular and still be protected by a separate part of the polypeptide chain, has been described as a protective mechanism in other protein structures (Richardson and Richardson 2002) . Similar effects are seen in the formation of higher oligomers, for which the PQS server (Henrick and Thornton 1998) predicts the protein to form part of a higher oligomeric structure than the representation of the protein structure by the coordinates deposited in the Protein Data Bank (PDB). For example, the mispredicted edge strand (residues 60-65) of the ACMNPV telokin-like protein appears to be unprotected from aggregation (Fig. 4C) , indicating it should represent a typical ␤ edge strand in our method. The PDB entry confers only a monomeric structure; however, the same protein is predicted to form part of a trimer by the PQS server (Henrick and Thornton 1998) . As shown in Figure  4C , the unprotected mispredicted edge strand in the monomeric structure of the protein is protected by its position at the center of the trimer, even though formation of the trimer does not extend the ␤-sheet by hydrogen bonding from the mispredicted strand. Edge strands found in ␤-sheet multimers such as this are described by Richardson and Richardson (2002) to have less than one intrinsic protective feature per strand (compared with 2.5 features in comparable monomers), which is likely to result in a ␤ edge strand with amino acid features more typical of a central strand.
As we commented above, strand length seems to be one of the most important attributes in our prediction method. Nevertheless, the investigations of mispredictions reported in Table 2 reveal that seven edge strands mispredicted as central strands consisted of more than five residues, which is a strand length more typical of a central strand, and that 19 central strands mispredicted as edge strands were equal to or less than three residues in length, with eight of those containing only one or two residues, a length more typical of an edge strand. Clearly strand length is an important indicator in many cases, but the derived rules do break down in some. Kabsch and Sander (1983) . b Henrick and Thornton (1998) .
Structural irregularities feature in 14 examples of edge strands mispredicted as central strands. For example, a mispredicted edge strand of the phosphatidylinositol-specific phospholipase C protein, as shown in Figure 4D , contains a twist that is likely to disrupt or even prevent further hydrogen bonding to other ␤-strands. This is almost certainly a protective mechanism and has been observed in the edge strands of several ␤-sandwich proteins (Nesloney and Kelly 1996) . But, in contrast to the prediction of ␤ bulge irregularities, which is included in our method, the presence of the twist is difficult to predict from sequence and, therefore, difficult to incorporate.
Investigation of central strands mispredicted as edge strands also gave some interesting results. As shown in Table 2 , seven central strands mispredicted as edge strands had partial edge strand character, owing to incomplete satisfaction of hydrogen bonds by short or twisted adjacent strands. For example, the central strand (residues 253-256) mispredicted as an edge strand from the four-bladed ␤-propeller structure of hemopexin protein (Fig. 4E ) has a short adjacent edge strand. The adjacent strand contains only half the number of residues as the mispredicted strand.
Predictions based on predicted secondary structure
The results above indicate that given perfect (i.e., DSSP) knowledge of the positions of ␤-strands in a protein sequence, edge strands can be distinguished with reasonable accuracy from central strands. Here we consider the effect of using predicted secondary structure.
The profile network prediction Heidelberg (PHD) secondary structure prediction method (Rost and Sander 1993) was applied to the data set of proteins of known structure used above. By using the DSSP information, the PHD strand predictions can be further classified as correctly predicted central or edge strands, or as mispredicted strands (parts of the sequence incorrectly predicted to be strands). In this context, we define a strand as correctly predicted if a PHD predicted strand overlaps the DSSP strand by at least one residue. This generous criterion means that correctly predicted strands may differ significantly in their precise boundaries (first and last residues) from the DSSP assignments. The secondary structure predictions for this data set contain 1404 edge strands, 2685 central strands, and 971 mispredicted strands. The Q strand scores (see Materials and Methods) for PHD (Rost and Sander 1993 ) predicted edge and central strands shown in Figure 5 , clearly demonstrating that the prediction of edge strands is significantly worse than central strands (the difference in accuracy is significant at the 95% level in a Wilcoxon test), with <50% (1404 of 3359) of edge strands predicted correctly compared with ∼90% (2685 of 2995) of central strands. Comparable results were obtained with the alternative PSIPRED (Jones 1999) method (data not shown).
The prediction method above, trained on DSSP-defined strands, was applied to the PHD strand predictions (note that in this case repeat cross-validations were not performed, so standard error was not available). A number of issues must be considered in evaluating performance in this case. First, PHD only detects ∼50% of edge strands, effectively limiting the combined (PHD plus edge/central prediction) method to a significantly smaller number of strands in this category. Second, the PHD mispredicted strands (above) cannot be (Sayle and Milner-White 1995) structure (left). In PQS (Henrick and Thornton 1998) , the same protein is predicted to form a trimer (right), where the mispredicted edge strand (black) is found in the center of the trimeric structure. (D) Phosphatidylinositol-specific phospholipase C (2PTD) with a TIM ␤/␣-barrel fold. The mispredicted edge strand (black) contains a twist. (E) The four-bladed ␤-propeller structure of hemopexin protein (1HXN). The mispredicted central strand (black) has a short adjacent strand, resulting in more than half of the residues in the strand being exposed.
classed as either edge or central, and so, any prediction our edge/central classifier might make for these strands should probably be considered an error. To provide a realistic measure of the expected performance of the combined method when applied to proteins of unknown structure, we adopt this latter approach and consider all PHD mispredicted strands as errors. However, in trying to understand the effect of predicted secondary structure on our method, it is also useful to look at performance indicators at which the PHD mispredicted strands are omitted. This limits the test data to strand predictions that are shared with the DSSP strand assignments, allowing a direct comparison of the prediction performance between actual and predicted secondary structure.
The results for predictions based on PHD strand assignments are shown in Table 3 . First, considering the overall performance of the edge/central prediction method, it is clear that most performance measures are significantly lower when based on predicted secondary structure. The overall percentage of correct assignments is reduced from 78% to 55% for both learning methods, and in particular, the sensitivity and specificity of edge strand prediction are lowered to values in the range of 30% to 40%. Correspondingly, the Matthews coefficients are also much lower (∼0.0). Nevertheless, this performance is still significantly better than either of the naive classifiers discussed previously (note that the approach of considering all PHD mispredicted strands as errors in edge/central prediction reduces the expected accuracy of the naive random classifier to 40%). However, despite this statistical significance, the poor performance of the combined method in predicting edge strands unfortunately means that it is probably of rather limited use in a practical context. Table 3 ) the apparent performance of the method obviously improves; however, most indicators are still lower than their values for predictions based on actual secondary structure by significant amounts (e.g., the overall percentage of correct assignments decreases from 78% to 69%). This reduction in performance can be attributed to two different sources: (1) the effect of imperfect predictions of the strand boundaries (adding or omitting residues on the ends of strands), and (2) a bias in the type of edge strands correctly predicted by PHD. The second effect is the most significant. The 1404 edge strands correctly predicted by PHD are split in the ratio 51:49 between strands that were correctly classified as edge based on DSSP strand assignments and strands that were wrongly classified. If the PHD predictions were randomly distributed between these two classes, the expected split would be closer to 80:20 (because the sensitivity [ Table 1 ] of the method for edge strand prediction from DSSP data is 86% [SVM] or 74% [decision tree]). The correctly predicted edge strands from PHD are a set biased toward those that are difficult for our edge/central classifier, and this reduces the performance of our method when based on PHD predictions. This result is perhaps not unexpected: Edge strands are often different from central strands, but PHD predicts them better when they most resemble central strands and when they are most difficult to distinguish from central strands by our methods.
When the PHD mispredicted strands are omitted from the calculations (numbers in parentheses in
The bias above undoubtedly accounts for the largest part of the reduced performance of our method when based on predicted secondary structure. However, the effect of poor prediction of strand boundaries probably does affect accu-racy to some extent. The attribute that would be affected most significantly is almost certainly the strand length, because all the other attributes are calculated as average values over the entire length of the strand and will, on average, be less sensitive to end effects. A full strand-by-strand analysis of the reasons for reduced performance on prediction data is impractical, but our concern over the accuracy of strand length predictions led us to investigate further. The results in Figure 2 indicate we can predict edge/central strands with reasonable accuracy without using strand length as an attribute. Using such a method and applying it to predicted secondary structure (data not shown) resulted in a similar reduction in performance as was found when strand length was included. Even on predicted structure, the method using strand length was still the more accurate. Strand length predictions might not be perfect, but they are good enough to have some predictive value in this context.
In addition to the methods described above, an alternative approach was taken to try and overcome the limitations imposed by the quality of PHD strand predictions. The method was trained on PHD-defined strands, but this performed worse both in overall accuracy and the sensitivity and specificity of edge strand prediction than did the same method trained on DSSP-defined strands (data not shown).
Discussion
Our results show that mechanisms used by naturally occurring proteins to protect against aggregation of ␤-sheets (Richardson and Richardson 2002) can be exploited to distinguish the edge strands from central strands on the basis of primary sequence. Both the machine learning methods used achieved accuracies ∼78% of correct predictions. The SVM learning method would normally be considered to be more sophisticated than the decision tree and was expected to provide better generalization performance. However, in this case with our relatively small and carefully chosen set of predictive attributes, the performances of the methods were very similar. The decision tree method has the advantage of automatically generating interpretable rules, and in this case, those rules were in close accord with our knowledge of protein structure. For instance, shorter strands or longer more hydrophilic strands with reduced amphiphilic nature are predicted to be edge strands. Analysis of mispredictions revealed that edge strands mispredicted as central strands often lack protection intrinsic in their own sequence and structure, but rather are protected by extrinsic mechanisms involving other parts of the tertiary or quaternary structure. Central strands mispredicted as edge strands often had partial edge character with some exposed hydrogen bonding potential. It is interesting that our results show only minor improvement on the inclusion of evolutionary information from multiple alignments, indicating that the sequence of evolutionary related ␤-strands provides little additional information to distinguish edge and central strands.
The effect of using predicted secondary structure (PHD) rather than actual secondary structure (DSSP) on the performance of our methods was disappointing. Although the methods still performed significantly better overall than did naive prediction methods, the relatively poor performance in edge strand predictions means that the application of our method, in combination with predicted secondary structure, is probably currently of limited use in practical contexts, such as identifying edge strand residues likely to be involved in aggregation of proteins of unknown structure. Nevertheless, our efforts to understand the reasons for this disappointing performance revealed some effects that are of general interest in secondary structure prediction. Secondary structure prediction is very significantly less accurate for edge strands then for central strands. Further, edge strands that are missed by secondary structure prediction are predominantly those that have aggregation protection mechanisms intrinsic to their own sequences and structure, whereas those that are detected tend to share more properties with central strands and to be protected by extrinsic structural mechanisms. The edge strands detected by secondary structure prediction are those most difficult for our methods to distinguish from central strands.
Finally, despite the problems of using predicted secondary structure, the methods we present here are potentially useful in other contexts. For instance, our decision trees Table 3 . The prediction accuracy of PHD-predicted (Rost and Sander 1993) provide a set of rules that can be used in the design of edge strands. These may be useful in preventing aggregation of de novo designed proteins, but equally, they could make a valuable contribution to the understanding and design of edge strand mutations to promote or inhibit the aggregation of naturally occurring proteins.
Materials and methods

The data set
Representative protein domains were extracted from the Structural Classification of Proteins (SCOP) database (Hubbard et al. 1997) , release 1.55, by using the ASTRAL compendium (Brenner et al. 2000) . For rigorous evaluation of machine learning methods, it is important to use a nonredundant data set. To ensure this, the representative protein domain from ASTRAL was taken for each superfamily in SCOP containing substantial ␤-structure (only protein domains from the ␤, ␣+␤, ␣/␤, and multidomain protein classes were used). Using superfamily representatives ensures that, according to SCOP, the data set does not contain any homologous pairs of proteins. In a small number of cases, it will contain protein pairs of the same fold for which the expert-derived SCOP classification cannot find strong evidence of homology. Overall, there were 564 proteins in the data set.
Assignment of edge and central strands
The DSSP algorithm (Kabsch and Sander 1983) was applied to all the representative domains in the database. Edge strands were defined as strands in which all residues have only a single bridge partner (see the DSSP article for the definition of a bridge partner), leaving one side of the strand available for hydrogen bonding; central strands were defined as strands in which at least one residue has bridge partners on both sides. Overall, there were 3359 edge strands and 2995 central strands in the data set.
Secondary structure prediction
The secondary structure prediction method, PHD (Rost and Sander 1993) , was applied to the representative domains. Similar results were also obtained by using the PSIPRED method (Jones 1999 ; data not shown).
The Q strand scores for both the edge and central strand predictions were calculated as the percentage of correctly predicted strands, at which if at least one residue from a particular strand was correctly predicted, the entire strand was classed as correctly predicted.
Machine learning
Prediction of edge strands from central strands based on sequence was achieved by using machine learning methods. Two main approaches were used: SVMs and decision trees.
SVM implementation
The application of SVMs in molecular biology is starting to gain significant interest, particularly as it frequently demonstrates high prediction accuracy. SVMs are becoming increasingly popular, mainly because of their ability to generalize well (avoid overfitting) but also because they can handle large feature spaces and condense the information given by the training data set (by use of support vectors; Hua and Sun, 2001 ). Molecular biology applications include protein solvent accessibility prediction (Yuan et al. 2002) , protein secondary structure prediction (Hua and Sun 2001) , gene expression classification (Brown et al. 2000) , protein classification (Zavaljevski et al. 2002) , and protein fold recognition (Ding 2001) , whereas SVMs are comparable to or outperform other methods such as neural networks.
SVMs are a family of learning algorithms that find the optimal separating hyperplane from a set of binary-labeled data. The optimization algorithm, based on statistical learning theory (Vapnik 1998) , maximizes the separating margin between the two classes of the training data and is defined by a small number of training data points called the support vectors (Cristianini and Shawe-Taylor 2000) . For many problems in which the data cannot be separated in the input space by a linear function, kernel functions may be used to map the input space into a higher-dimensional feature space, enabling linear decision boundaries in the feature space to represent nonlinear decision boundaries in the input space (Cristianini and Shawe-Taylor 2000). SVMs were implemented by using SVMTorch (Collobert and Bengio 2001) , which is freely downloadable from http://old-www.idiap.ch/learning/SVMTorch. html. C4.5 (version 8; Quinlan 1993 ) was used to derive decision trees. C4.5 divides large sets of cases of both nominal and numerical properties belonging to known classes by identifying patterns within the cases (Quinlan 1993) . These patterns are then expressed as models, in the form of decision trees, that can be used to classify new cases. A decision tree has either a leaf, indicating a class or a decision node that specifies some test to be carried out on a single attribute value. To avoid the construction of a complicated tree (overfitting on the data), the tree is pruned. Pruning usually discards one or more subtrees and replaces them with leaves at which the class is chosen by examining the training cases and choosing the most frequent class. From a decision tree, sets of if/then rules can be generated by generalization of each leaf of the tree (Quinlan 1993) . C4.5 is freely downloadable from http://www.cse.unsw. edu.au/∼quinlan.
Decision trees
Feature attribute extraction
Features, extracted from the amino acid sequence of each ␤-strand, were used as input to each machine learning method. For each strand in the data set, attributes were extracted from the primary sequence based on six characteristics thought to be dissimilar in the two strand types, based on published data discussed previously. ␤ bulges have been described as an important protective ␤ edge strategy in ␤-propellers, ␤-sandwiches, and single ␤-sheets. ␤ bulges are an irregularity found in ␤-strands in which two residues of the edge strand are opposite a single residue on the neighboring strand. This bulge in the strand makes it very difficult, if not impossible, to continue hydrogen bonding on the convex side of the strand; consequently, ␤ bulges are unfavored in the interior of a ␤-sheet but desirable in the edges of a ␤-sheet. Chan et al. (1993) investigated the amino acid preferences for the five types of ␤ bulge. These preferences were used to assign a bulge score (b i ) for each amino acid based on the number of occurrences of each 
where L is the length of the strand, and b i is the bulge score for residue i. Strands within ␤-sheets show some hydrophobic ordering, with the most hydrophobic strand buried in the sheet and the other strands occurring in order of decreasing hydrophobicity, with the edge strands generally more hydrophilic. The proportion of hydrophilic residues (H) in each strand was used to model this effect using
where each residue was assigned a numerical hydrophobicity (h i ) of zero for hydrophobic residues (Ala, Gly, Val, Leu, Met, Trp, Cys, Pro, Phe, and Ile) and one for hydrophilic residues. In addition to hydrophobic ordering, it is well documented that edge strands are generally shorter than more centrally located strands. The length of each strand was also used as input to the machine learning methods. ␤-sheets often have an amphiphilic nature, with patterns of alternating hydrophobic and hydrophilic residues causing one side of the ␤-sheet to be hydrophobic and the other hydrophilic, which may be disrupted by the protective ␤ edge features of the edge strands. Eisenberg et al. (1984) defined the hydrophobic moment for the detection of the strength of periodic components, and it was applied in our method to assign a numerical value to the periodicity of hydrophobic/hydrophilic residues in each of the ␤-strands. Each residue was assigned a numerical hydrophobicity of one for hydrophobic residues (Ala, Gly, Val, Leu, Met, Trp, Cys, Pro, Phe, and Ile) and −1 for hydrophilic residues. The hydrophobic moment (Hm) was defined as (based on the method of Eisenberg et al. 1984) .
In addition, an alternative measure of periodicity in polarity was also used. This is defined by
where A i ‫ס‬ 1 if residues i and i + 1 are of opposite polarity and zero otherwise. This measure is a count of the number of polarity swaps along the length of each strand. Finally, the positioning of charged residues in the edge strands is a common ␤ edge protection strategy, particularly prevalent in ␤-propellers and single ␤-sheets. The charge score (C) was defined as
where the charge (c i ) was one for each charged amino acid (Asp, Glu, Lys, Arg, His) and zero for all other amino acid residues. To investigate the effect of including evolutionary information in the prediction method, the above quantities were averaged over a set of HSSP (Sander and Schneider 1991) aligned strand sequences.
Parameter optimization
The SVM parameters were optimized by using the 18-fold crossvalidation technique with the structurally assigned strand information. Some of the most successful results, with different kernels and parameters are shown in Table 4 . SVMTorch (Collobert and Bengio 2001) has two other kernel functions, the sigmoidal and polynomial kernels, both of which performed considerably worse than did the Gaussian kernel on the data (data not shown). The Gaussian kernel with the parameter set to 6 SD outperformed the other parameters and kernel functions and was used in the remainder of the analysis. The default parameters for the decision tree method were found to be approximately optimal and were used throughout.
Measuring performance
To increase the readability of the article, we describe our crossvalidation techniques and performance measures at the beginning of the Results section. Performance measures include the overall percentage of correct predictions (compared with naive prediction methods by using a one-sample t test), sensitivity, specificity, and MCC (Matthews 1975 MCC is a single measure of performance, accounting for both under-and overpredictions and has been used to assess the prediction accuracy of the location and type of ␤-turns in protein sequences (Shepherd et al. 1999) . Finally, for each prediction, the sensitivity and specificity of the prediction of edge and central strands were calculated. The sensitivity is the proportion of the central/edge strands predicted to be central/edge strands respectively. Specificity is the proportion of strands predicted to be central/edge strands that actually are central/edge strands.
