In this Chapter we present the modification of a Differential Evolution algorithm to solve constrained optimization problems. The changes include a deterministic and a self-adaptive parameter control in two of the Differential Evolution parameters and also in two parameters related with the constraint-handling mechanism. The proposed approach is extensively tested by using a set of well-known test problems and performance measures found in the specialized literature. Besides analyzing the final results obtained by the algorithm with respect to its original version, some interesting findings regarding the behavior found in the approach and in the values observed on each of the parameters controlled are also discussed.
Introduction
Evolutionary computing (EC) comprises a set of algorithms based on simulating the natural evolution and the survival of the fittest. These algorithms are known as Evolutionary Algorithms (EAs).
Three original EAs were proposed in the 1960's: (1) Genetic Algorithms (GAs) [10] , Evolution Strategies (ES) [28] and Evolutionary Programming (EP) [9] . Despite the fact that they arose from different motivations, all of them have been used to solve complex search tasks [12] providing competitive results [1, 7, 23] .
In and mutation operators to generate new vectors from the current population and, finally, DE has a replacement process to discard the less fit vectors. Like ES, DE uses real-value vectors to represent solutions (no decoding process is necessary as in traditional GAs with binary encoding). Unlike Gaussian distribution used in ES, DE does not use a pre-defined probability distribution for its mutation operator. Instead, DE uses the current distribution of vectors in the population to define the behavior of the mutation operator, and this seems to be one of its main advantages. Furthermore DE, in its original version, does not perform a self-adaptive process to its parameters as ES does with its mutation operator.
The optimization problem in discrete, continuous or even mixed search spaces has been solved by using EAs. However, two shortcomings can be identified in this process: (1) A set of parameter values must be defined by the user and the behavior of the algorithm in the search depends on these values and (2) in presence of constraints, a constraint-handling mechanism must be added to the EA in order to incorporate feasibility information in the selection and replacement processes, and this mechanism may involve additional parameters to be fine-tuned by the user.
Eiben and Schut [8] proposed a classification of parameter setting techniques: (1) Parameter tuning and (2) parameter control. Besides, parameter control is divided into deterministic, adaptive and self-adaptive. Parameter tuning consists on defining good values for the parameters before the run of an algorithm and then running it with these values. On the other hand, deterministic parameter control aims to modify the parameter values by a deterministic rule e.g. a fixed schedule. Adaptive parameter control aims to modify the parameter values based on some feedback from the search behavior e.g. diversity measure to update the mutation rate. Finally, self-adaptive parameter control encodes the parameter values into the chromosome of solutions and they are modified by variation operators. The expected behavior is that the search process will be able to evolve the solutions of the problems as well as to find the optimal values for the parameters of the algorithm. Eiben and Schut [8] mention that most of the work related to parameter setting is focused on variation operators (mostly on mutation) and population size.
DE, as the remaining EAs, lacks a mechanism to incorporate feasibility information into the fitness value of a given solution. Hence, the selection of an adequate constraint-handling technique for a given EA (DE in this case) is an open problem. Coello [4] proposed a taxonomy of mechanisms: (1) Penalty functions, (2) special representations and operators, (3) repair algorithms, (4) separation of objectives and constraints and (5) hybrid methods. Penalty functions [25] decrease the fitness of infeasible solutions as to prefer feasible solution in the selection process. Special representations and operators are designed to represent only feasible solutions and the operators are able to preserve the feasibility of the offspring generated. Repair algorithms aim to transform an infeasible solution into a feasible one. The separation of objectives and constraints consists on using these values as separated criteria in the selection process of an EA [19] ; this is opposed to penalty functions, where the values of the objective function and the constraints are mixed into one single value. Finally, hybrid methods are a combination of different algorithms and/or mechanisms e.g. fuzzy-logic with EAs, cultural algorithms [15] and immune systems [5] .
