In the paper we consider the quadratic assignment problem arising from channel coding in communications where one coefficient matrix is the adjacency matrix of a hypercube in a finite dimensional space. By using the geometric structure of the hypercube, we first show that there exist at least n different optimal solutions to the underlying QAPs. Moreover, the inherent symmetries in the associated hypercube allow us to obtain partial information regarding the optimal solutions and thus shrink the search space and improve the existing QAP solvers for the underlying QAPs.
Introduction
The standard quadratic assignment problem takes the following form min
X∈Π

Tr XAX
T B
where A, B ∈ n×n , and Π is the set of permutation matrices. This problem was first introduced by Koopmans and Beckmann [27] for facility location. The model covers many scenarios arising from various applications such as in chip design [22] , image processing [38] , and keyboard design [9] . For more applications of QAPs, we refer to the survey paper [10] where many interesting QAPs from numerous fields are listed.
In this work we focus on a special class of QAPs where the matrix B is the adjacency matrix of a hypercube in space d for a positive integer d. The problem arises from channel coding in communication where the purpose is to minimize the total channel distortion caused by the channel noise [6, 11, 40, 33] . Let us consider a given source alphabet (binary codebook) of fixed length (d)
Since the communication system is imperfect, there is a certain probability that the received message is different from the transmitted message. If we use the so-called memoryless binary-symmetric channel (BSC), the conditional probability of decoding c j when transmitting c i is
where q is the error bit rate, and δ(c i , c j ) is the Hamming distance between c i and c j . Suppose that the codeword c i occurs with a probability P i and the assignment of a binary code to each codeword in C is obtained by a permutation i → π(i), i ∈ {1, · · · , n}. The problem of minimizing the channel distortion is defined by
One can easily see that the above problem can be cast as a special case of problem (1) . In case all P i are equivalent, we can further embed it into model (1) where the matrix B is the Hamming distance matrix, and A is the probability matrix. Note that under the so-called one bit error assumption [33] , the distortion corresponding to a Hamming distance larger than or equal 2 can be ignored. In such a case we obtain a simplified matrix B, i.e., the adjacency matrix of a hypercube in d . The problem (2) has been studied by many experts in the communication community. For example, Cheng and Kingsburg [11] proposed an efficient heuristics based on maximal matching. In [33] , Potter and Chiang showed that the problem is NP-hard in general. However, if the probability matrix A has also a very special structure such as the case of Harper code [23] , then it can be solved in polynomial time. Numerous algorithms for general QAPs have been applied to solve the problem. For more engineering background and solving techniques for problem (2) we refer to [6, 40, 33] .
Due to its intrinsic connection to the QAP, most existing solvers for problem (2) are based on algorithms for general QAPs. In what follows we give a brief review on the algorithms for general QAPs. It is known that QAPs are among the hardest discrete optimization problems. For example, a QAP with n = 30 is typically recognized as a great challenge from a computational perspective. The paper [5] was probably the first one where the optimal solutions to QAPs of size n = 30 were reported. A popular technique for finding the exact solution of the QAPs is branch and bound (B&B), which has been employed in most existing methods for the QAPs. In a typical B&B approach, we need to solve a relaxation of the original QAP whose solutions can further provide a lower bound for QAPs and help us in the process. There are several relaxations for QAPs. One relaxation is the well-known Gilmore-Lawler bound (GLB) which can be found via solving a linear programming problem [18] . Though the GLB bound can be obtained very fast, the quality of the GLB bound deteriorates fast as n increases. Other bounds include the bounds based on eigenvalues of the coefficient matrices [15] , bounds based on convex quadratic programming [4] and semidefinite programming [41] . It has been observed that all these bounds are tighter than the GLB, but the computational expense to obtain these bounds is also much higher than that of the GLB. This prevents the B&B algorithm based on more complex relaxations from solving large scale QAPs with reasonable effort.
In this paper, we are particularly interested in methods based on ILP reformulations of the original QAP. There are several different ILP approaches for the QAP in the literature based on linearizing the quadratic form of the objective function. For example, Lawler [28] introduced n 4 additional binary variables and reformulated the QAP as an ILP with n 4 + n 2 binary variables and n 4 + 2n + 1 constraints. Kaufman and Broeckx [26] introduced n 2 new variables and reformulate the original QAP as an ILP with O(n 2 ) constraints. Most ILP approaches for the QAPs are closely related to the following mixed ILP formulation
which was proposed by Adams and Johnson [1] based on the linearization techniques introduced by Adams and Sherali [2, 3] . A similar model was proposed in [16] where the authors imposed the constraints y ijij = x ij . Noting the transformation y ijkl = x ij x kl where x is the original assignment matrix, Hahn and Grant [20] introduced extra constraints y ijil = 0, j = l. In [21] , the authors further lift model (3) to higher dimension, with n 6 variables based on the technique in [3] and proposed algorithms based on Lagrangian relaxation to attack the lifted mixed ILP in higher dimension. It has been reported that the lower bounds obtained from the higher level reformulation models in [21] are relatively tighter [30] compared with other lower bounds in the literature. Note that when we directly apply algorithms for general QAPs to the special case in this work, then we might not be able to explore the specific structure of the associated hypercube to improve the algorithm. The purpose of this work is to utilize the geometrical properties of the hypercube to derive new ILP models for QAPs associated with hypercube. A distinction between our ILP formulation and the existing ILP formulations of QAPs lies in the linearization process. While most existing ILP formulations of QAPs perform the linearization on the quadratic objective function Tr AXBX T , we try to characterize the set X T BX in a certain space, by using the structure of the matrix B. Our discussion focuses on the case when B is the adjacency matrix of a hypercube in a certain space. However, as one can see from later discussions, most results in our paper can be easily extended to the case where B is the Hamming distance matrix.
The idea of exploring the structure of the problem has been employed in the study of QAPs. For example, it has been proved that several special classes of QAPs can be solved in polynomial time [7, 8] . In [25] , Karisch and Rendl used the triangle decomposition for QAPs with rectangular grids to design an algorithm. The papers [17, 13] used the idea of graph modeling to derive lower bounds for QAPs. In particular, Christofides and Benavent [12] used the geometrical structure of a tree to derive an ILP model for the associated QAPs. Promising numerical results based on the new model were reported [12] . In [31] , Mautor and Roucairol observed that most classical QAP applications are associated with a few figures that enjoy certain symmetries. They also discussed how to use the symmetries of the underlying figures to improve the B&B approach for these specific QAPs.
Our work follows a similar vein as that in [12, 31] . One of the major contributions of this work is the existence of at least n different optimal solutions to problem (2) and its associated QAP. In particular, we show that for any fixed index pair (i, j), there exists a optimal permutation matrix X * satisfying x * ij = 1. This observation can help us to restrict the search space and speed up all the existing QAP solvers when applied to the underlying problems in the present work. The second major contribution is the intro- The paper is organized as follows. In Section 2, we first describe the basic geometric structure of the hypercube. Then, we use the geometric structure of the hypercube to explore the symmetries in the solution set of the underlying QAP. In Section 3, we discuss how to characterize a hypercube via its adjacency matrix. In Section 4, we reformulate the original QAP as an equivalent ILP. Various LP relaxations of the new ILP model based on the graphical features of the hypercube are derived. In particular, we construct a simple LP with n 2 variables, which can be viewed as a relaxation of the original problem based, can provide a stronger bound than the LP relaxation of model (3) . Based on such a observation and the graphical characterization of the hypercube, we then lift the simple LP model to higher dimension. In Section 4 we report some numerical experiments that show that our new model can provide a tighter lower bound than most existing lower bounds in the literature. In Section 5 we conclude our paper with some remarks.
2 Non-uniqueness of optimal solutions to QAPs associated with Hypercube
In this section, we first describe several basic geometric properties of a hypercube in space d . Then we use these geometric properties of the hypercube to explore the symmetries in the solution set of the associated QAPs. First we note that corresponding to every vertex v is a binary code c v of length d. By the definition of the hypercube, the degree of every vertex in the hypercube is d, i.e., deg(v i ) = d. Let us also define the distance between two vertices v i and v j to be the Hamming distance between two binary codewords corresponding to the two vertices, i.e.,
We next present several technical results regarding the distance functions that will be used later on to reformulate the QAP associated with a hypercube as an ILP. The following result is an immediate consequence of the above definition of the distance function. 
We next consider a vertex pair whose distance is k. We have
Moreover, for every vertex v of the hypercube, we have
where
|S(., .)| denotes the cardinality of the set, and
Proof. Without loss of generality, we can assume that v i is the origin of the space d , while v j is the vertex whose first k elements are 1 and the others are 0. Let us choose
T to be the vector whose first k elements are 1 except its i-th element, which has value 0. One can easily verify that our choice satisfies the relations in the first conclusion of the lemma. The second conclusion is a direct consequence of the definition of the hypercube. 
For convenience, we also introduce the complement of a code c. We now discuss the variety of the optimal solutions of the underlying QAP in this paper. We have Theorem 2.5. Suppose that B is the adjacency matrix of a hypercube (or the Hamming distance matrix) in a suitable space. Then, for any coefficient matrix A, there exist at least n different optimal solutions to problem (1) .
Proof. Let us assume that X * is an optimal solution of problem (1). Let us define B * = (X * ) T BX * . Then problem (1) can be equivalently stated as
The optimality of X * implies that the identify matrix I is an optimal solution of problem (7). Now let us recall the fact that B * is the adjacency matrix of a hypercube, i.e., for any index i, j, there is a corresponding vertex pair 
. This implies, if we choose the values of the elements of P in (7) by the following rule
then it must hold X T B * X = B * . Now let us recall the fact that for every vertex v, there is an associated binary codeword c v of d digits. Let I be an index set I ⊆ {1, 2, · · · , d} and its complementĪ defined byĪ = {1, 2, · · · , d} − I. We can separate the codeword corresponding to every vertex into two parts c I v and cĪ v respects to the index sets I andĪ, i.e.,
It is straightforward to see that for any two vertices v i , v j , we have
Next we introduce the following transformation
where c I v is the complement of c I v . By applying Corollary 2.3, one can easily verify that for any vertex pair (v i , v j ), the following relation holds
Let X be the corresponding permutation matrix induced by the transformation (9). Our above discussion implies that
If we perform the above permutation for every index set I ⊆ {1, · · · , d}, one can easily see that we will obtain 2 d = n different permutation matrices such that
This shows that problem (7) has at least n different optimal solutions. We next discuss how to use the conclusions from Theorem 2.5 to restrict the search space of the underlying QAP. (1) that satisfies x ij = 1.
Proof. We first prove the special case with fixed index pair i = j = 1. Without loss of generality, we can assume that B is the adjacency matrix of the hypercube corresponding to the natural labeling, i.e., v i corresponds to the binary coding of number i − 1. Suppose that P * is a global optimal solution of problem (1) and v is the first labeled vertex in the final solution. Let c v be the binary codeword of vertex v and I ⊆ {1, · · · , d} the index set corresponding to the components of c v with value 1. Now we can apply the transformation (9) to this particular index set I. Let us denote the corresponding induced permutation matrix by P . From (9), we can conclude that
The case for general fixed index pairs follows similarly. This finishes the proof of the theorem. We remark the fact that there exist multiple optimal solutions to QAPs is not surprising due to the discrete structure of the constrained set. However, to the best of the authors' knowledge, our result is the first one that shows the number of different optimal solutions is at least n, and such a conclusion holds independent of coefficient matrix A. This partially explains why the classical B&B approach for QAPs might take a long process to locate a global optimum. On the other hand, though the constructed optimal permutation matrices for problem (7) are completely different, the corresponding adjacency matrix of the hypercube remains the same. This indicates that if we can use the geometric properties of the hypercube to derive an optimization model equivalent to model (1), then it is possible that the new optimization model won't have multiple optimal solutions. This will definitely help to speed up the B&B approach applied to the new model. For example, if we apply the ILP model (3) to the underlying QAP in this work, then we can add the following constraints:
For notational convenience, we call the corresponding model as A&J+ model. It is straightforward to verify that these bounds can reduce the search space and improve the lower bound of the LP relaxation.
A New Characterization of the Hypercube
In this section we characterize the hypercube via its adjacency matrix. For a given vertex pair (v, v ) of a graph, we define the distance between v and v as the length of the shortest path that links v and v . For convenience, we introduce the following definition:
We also denote by W l the square matrix 
From the second conclusion of Lemma 2.1, we can derive the following
, · · · , n} which is also called anti-triangular inequalities in graph theory. By using the first conclusion from Lemma 2.1, we can further derive the following enhanced version of the anti-triangular inequalities l is odd 
Proof. In order to prove the relation (17), we recall 
We next discuss how to characterize a hypercube in d by making use of its adjacency matrix. The new characterization is based on the results in [29] where the authors characterized the hypercube in a certain space based on the relations between distinct adjacent edges of a graph. For notational convenience, we introduce the following definition.
Definition 3.5. A graph G = (V, E) is called an exact 4-cycle graph if each pair of distinct adjacent edges lies in exactly one 4-cycle.
An exact 4-cycle graph shares many common interest properties as the hypercube. In particular, Laborde et'al [29] observed the following interesting link between an exact 4-cycle graph and the hypercube in a certain space.
Theorem 3.6. [29] Suppose that a graph G = (V, E) is a connected exact 4-cycle graph. If the degree of every vertex of G is d and |V | = 2 d , then G is a hypercube.
Though the above theorem provides a complete geometric characterization of the hypercube in a certain space, it does not provide an algebraic characterization of the hypercube. We next show how to characterize the socalled exact 4-cycle relation in term of the adjacency matrix of a graph. It is worthwhile mentioning that from a viewpoint of computation, the approach based on the relations among different vertices of a graph is more promising since the number of vertices is much smaller than that of the edges.
Recall that the relation (17) describes the relation whether the distance between two vertices is 2. It follows from Definition 3.1 that
Moreover, from Definition 3.1, we can easily see that Before closing this section, we present the main theorem in this section which gives a complete characterization of a hypercube in term of its indicator matrix W . 
Proof. The condition C1 ensures that the degree of every vertex in G is d.
The second and forth conditions guarantee that two distinct adjacent edges of G lie precisely in a 4-cycle as shown by Lemma 3.7. The third and forth conditions ensure that the graph is connected since every pair of vertices is connected. Applying Theorem 3.6, we can conclude the proof. Though Theorem 3.8 gives a new characterization of the hypercube in terms of its indicator matrix W , it is desirable to further reduce the number of constraints in the characterization. In what follows we discuss how to remove some constraints in Theorem 3.8.
First we observe that Condition C2 implies that
Secondly, we can relax the conditions in the last two items of Theorem 3.8 to the following
We have Proof. Suppose that G is a graph satisfying the assumptions of the theorem. The conditions C2 and C4.1 ensure that two distinct adjacent edges of G lie precisely in a 4-cycle as shown by Lemma 3.7. For any v ∈ V , let us define
It follows immediately that
Now let us consider any vertex pair v, v ∈ V . We therefore have
The above relation implies that there exists at least one vertexv in the intersection of the two sets S 1 (v,
2 ). From the definition of S 1 (v, .), we can conclude that there exists a path from v to v , i.e., the graph is connected. The theorem follows immediately from Theorem 3.6.
New ILP formulations and Relaxations
In this section, we describe our new ILP model for the QAPs associated with the hypercube in d . The new model can be viewed as a combination of the geometric structure of the hypercube and the linear linearization technique for ILPs [3] .
We start with the following simple LP model min Tr(AZ) (21)
The above problem can be viewed as a special case of the transportation problem and thus it has an integer optimal solution. It is also easy to see that the graph that satisfies the constraints in the above model is a graph whose vertices have the same degree (d). Thus we can cast model (21) 
Proof. To prove the theorem, we first show that from any optimal solution of the LP problem (21), we can construct a feasible solution for the LP relaxation of problem (3) . Suppose that Z * is the optimal solution of the relaxed version of problem (21) . Let us define
Then it is easy to verify that (X, Y ) is a feasible solution of the LP relaxation of problem (3) . Let E be the matrix whose elements have value 1. From the definition of X and Y , we have
where the first inequality follows from the fact that b ij ≤ 1 for i, j ∈ {1, · · · , n}. This finishes the proof of the theorem. Theorem 4.1 shows that compared with the classical ILP approaches based on model (3), much stronger lower bound can be derived by using the geometric structure of the hypercube for the underlying QAPs in the present work. We next present a result showing that the bound provided by the LP model (21) is weaker than the bound provided by the model in [20] . (21) and (X * , Y * ) be the optimal solution of the LP relaxation of the model in [20] . If the matrix A is nonnegative and B is the adjacency matrix of the hypercube
Proof. To prove the theorem, it suffices to construct a feasible solution to the LP model (21) from a solution of the LP relaxation of the model in [20] . Let (X * , Y * ) be such a solution, we define
Moreover, because y * ikil = 0 for all k = l and b ii = 0, we can claim that z ii = 0 for all i ∈ {1, · · · , n}. On the other hand, because B is the adjacency matrix of the hypercube in d , for any fixed j ∈ {1, · · · , n}, we have
Recall that in the model (3), we have y * ikjl = y * jlik and B is symmetric. It follows immediately z ij = z ji , ∀i, j ∈ {1, · · · , n}. From the above discussion we can conclude that Z is a feasible solution of the LP model (21) . This finishes the proof of the theorem.
We can further add more constraints to problem (21) to close the gap between the constraint polyhedral set and the hypercube. For example, we can impose the condition that there is no triangles in graph. This will lead to the following model min Tr(AZ) (27) 
We now discuss how to add more constraints to model (21) so that the new model defines precisely a hypercube. Let us recall that when the coefficient matrix B in (1) is the adjacency matrix of a hypercube in d , for any permutation matrix P , the matrix P T BP remains an adjacency matrix of the hypercube with different numbering of the vertices. From Theorem 3.8, we can characterize such an adjacency matrix via the indicator matrix W . We recall that the conditions C1 and C4.1 can be represented by linear constraints. In what follows we discuss how to represent the conditions C2 and C3.1 by using linear equations and inequalities.
In the sequel we show how to replace the nonlinear relation (19) by a set of linear constraints. Since all the variables w 1 ij are binary, (
ij if and only if there exist two indices k, l such that
Let us define 1
We can rewrite (19) as
The relation (31) is still nonlinear. However, since all the elements w 1 ij are binary, it is easy to see that it can be replaced by the following relations
We argue that the binary requirement on w 2 ij in (19) can be waived if we impose the following linear constraints 1 ≥ w 2 ij ≥ t 1 ijk ≥ 0 for all i = j, k ∈ {1, · · · , n}. We need to consider only two cases. Suppose that (W 1 i. ) T W 1 j. > 0. Then it must hold max k=1,··· ,n t 1 ijk = 1, and thus
This in turn guarantees the condition (19) . We now progress to characterize the relation in condition C3.1 by a set of linear constraints. We impose the following inequalities:
.
1 The artificial variables t 1 ijk can also be derived via the linearization technique in [3] . To see this, let us lift model (21) to higher dimension through the transformation y ijkl = x ij x kl . We then use the geometric structure of the hypercube to impose constraints on the variables in the lifted space. In our special case, we have t
By using mathematical induction and relation (34) 
Proof. We only need to mention that the inequalities regarding u ij are introduced by using the symmetries discussed in Section 2.
It is straightforward to verify that the above problem has 1 2 n(n − 1) binary variables and roughly O(n 3 log n) linear constraints. We also mention that the above ILP model can be easily adapted to the case when B is the Hamming distance matrix by using the relation B = d l=1 lW l . We can also impose the following relations
Then we end up with the following ILP model, which can be viewed as the higher-level lift of model (38) . 
Numerical Experiments
In this section, we report some numerical results based on our model. As pointed out in Section 2, the theoretical results in our work can indeed be used to improve most QAP solvers for the underlying problems. Therefore, in this section we only compare the lower bounds provided by various LP relaxations. For a fair comparison, we list the results based on our two models (38) and (41), model (3) (denoted by A&J), and the model in [20] (G&H98) 2 and their improved versions (A&J+ and G&H98+) with additional constraints (10)- (11), the GL [18] bound and the bound by the projection method proposed in [19, 6] (denoted by HRW). We examine the performance of these models for several different choices of the matrix A. The first one is the matrix used in [39] defined by
where n 1 = n+1 2 , and ∆ is the step size to quantize the source, σ is the variance of the Gaussian Markov source with zero mean and ρ its correlation coefficient. In our experiment, we set the step size ∆ = 0.4, σ = 1 and ρ = 0.1, 0.9 respectively. These two different choices (denoted by Eng1 and Eng9) of ρ represent the scenarios of the source with dense correlation and non-dense correlation. We also include one example from vector quantization (denoted by VQ) provided by the last author of this work.
The other test problems include the so-called Harper code [23] with
and a random positive semi-definite matrix A. We point out that due to the special structure of the matrix A in Harper code, the optimal code can be found in polynomial time. Our experiments were done on an 2.4GHz 64-bit AMD Opteron. We used CPLEX-10.2 with the barrier method to solve the LP relaxation. To see the quality of these lower bound, we also list the best solutions that have been found with a heuristics. In the second row for each model, we also list the CPU time in seconds to obtain the bound. The results for d = 4 are summarized in Table 1 Table 2 : Bounds for QAPs associated with hypercube in 5
As we can see from both Table 1 and 2, the bound by model (41) is the strongest, followed by model (38) . However, it requires more memory and takes longer time to solve the LP relaxation of model (41) . When d = 5, we run out of memory for model (41) . The CPU time for solving the LP relaxation of model (38) is slightly longer than that for A&J and GH98 with a comparable memory usage. Not surprising to see that the improved versions (A&J+ and GH98+) require less CPU time, but result in better bounds than their original counterparts (A&J and GH98). We also note that both the GL and HRW bounds are very easy to compute. However, the GL bound is much weaker than other lower bounds in general. We also note that the HRW model can find very good bounds for the Harper code and the random problem very efficiently. However, as we can see from Table 2 , for Eng1 and Eng9, the lower bound when d = 5 turns out be useless. Overall, the numerical effort is very comparable as for d = 4 and since our emphasis is on bounds, we do not list CPU times for d = 5.
Conclusions
In this paper, we have studied the QAPs associated with a hypercube in a finite space. By using the geometric structure of the hypercube, we show that there exist at least n different optimal permutations. Moreover, the symmetries in the hypercube allow us to restrict the search space and thus improve many existing QAP solvers for the underlying problem. Numerical experiments confirm our theoretical conclusions.
New ILP models for the underlying QAP are suggested. Compared with the existing ILP formulations for the underlying problem, our new model has the smallest number of binary variables and its LP relaxations can provide tighter lower bounds as verified by numerical experiments.
There are several different ways to extend our results. First of all, the LP relaxation of our new models still have O(n 3 log(n)) constraints, which implies the model can not be applied to large-scale problems. One possible way to deal with this issue is to use relaxation based on other convex optimization models such as the LP over the second-order cone. To see this, let us recall that the adjacency matrix of a hypercube satisfies the condition (W 2 ≤ 2d + 4, ∀ i = j.
In this way, we can relax (41) to a LP over the second-order cone. More study is needed to explore whether such an approach can lead to computational advantages. Another way to extend our approach is to develop new ILP models for other QAPs with structured coefficient matrices such as the adjacency matrix of a tree and Manhattan distances of rectangular grids.
