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Abstract Piecewise affine functions are widely used to approximate nonlinear and
discontinuous functions. However, most, if not all existing models only deal with
fitting continuous functions. In this paper, We investigate the problem of fitting a
discontinuous piecewise affine function to given data that lie in an orthogonal grid,
where no restriction on the partition is enforced (i.e., its geometric shape can be
nonconvex). This is useful for segmentation and denoising when data correspond
to images. We propose a novel Mixed Integer Program (MIP) formulation for the
piecewise affine fitting problem, where binary variables determines the location of
break-points. To obtain consistent partitions (i.e. image segmentation), we include
multi-cut constraints in the formulation. Since the resulting problem isNP-hard, two
techniques are introduced to improve the computation. One is to add facet-defining
inequalities to the formulation and the other to provide initial integer solutions using
a special heuristic algorithm. We conduct extensive experiments by some synthetic
images as well as real depth images, and the results demonstrate the feasibility of our
model.
Keywords Piecewise affine fitting · Mixed integer programming · Cutting plane ·
Facet-defining inequalities · Image processing .
Ruobing Shen
Institue of Computer Science, Universität Heidelberg, 69120 Heidelberg, Germany
E-mail: ruobing.shen@informatik.uni-heidelberg.de
Bo Tang
College of Science, Northeastern University, Boston 02115, USA
Leo Liberti, Claudia D’Ambrosio
LIX CNRS, École Polytechnique, Institut Polytechnique de Paris, 91128 Palaiseau, France
Stéphane Canu
INSA de Rouen, Normandie Université, 76801 Saint Etienne du Rouvray, France
ar
X
iv
:2
00
1.
08
27
5v
2 
 [m
ath
.O
C]
  2
8 J
an
 20
20
1 Introduction
Let D ⊆ Rd denote the signal domain, and y : D → R denote intensity values
of the given signals, possibly with some noise. In this paper, we seek to find (or
approximate) a discontinuous piecewise affine function that best fits the data y over
D, where D is restricted to an orthogonal grid. Although it can be generalized to
higher dimensions, we are mostly interested in the scenario when d = 2, where D is
a square grid and y corresponds to natural or depth images.
In statistics, affine (linear) regression or affine fitting is a widely used approach
to model the relationship between the data y and the independent variables z ∈ D,
which are, in our case, the coordinates of y. In the parametric model, the relationship
is modeled using affine functions. The unknown affine parameters β (i.e., slopes and
intercepts) are estimated from the given data according to some standard objective
functions, such as the well-known mean square error (MSE) [19].
Non-parametric models, on the other hand, assume that the data distribution can-
not be defined in terms of such a finite set of parameters β. Typically, the model
grows in size according to the complexity of the data. For instance, one can introduce
some fitting variables w to model the data y; some assumptions are then made about
the connections among these variables.
We call a function f (possibly discontinuous) piecewise affine over D if there is a
partition of D into disjoint subsets D1, . . . , Dk such that f is affine when restricted
to each Di (we denote by f i the function f restricted to Di). Let D be the set of
all partitions of D, and F be the set of all piecewise affine functions over D, then
any choice of f ∈ F defines D′ ∈ D. Moreover, if the partition D′ is known, the
corresponding f ∈ F can be easily identified by computing the affine parameters β
within each region Di under some objectives (e.g. MSE).
The problem of piecewise affine fitting has been studied for decades. Numer-
ous clustering based algorithms [24,4,5] are designed for different variants of the
problem, but only suffice to find local optimal solutions. Exact formulations of the
problem via MIP are also proposed, but often with restrictions. Examples include the
continuous piecewise linear fitting models [23], where the domain partition is in a
sense pre-defined, and the fitting function f is restricted to be continuous over D. A
general n-dimensional piecewise linear fitting problem has been studied in [1], and
formulated as a parametric model using MIP. But the assumption that the segments
are linearly separable does not hold in many practical applications.
In this paper, we will focus on the non-parametric model that finds (or approx-
imates) a possibly discontinuous piecewise affine function f ∈ F to fit the data y,
where the affine regions are unknown and the affine parameters within each Di are
not explicitly computed. Our problem can be mathematically represented as follows:
min
D′∈D,w
∑
Di⊂D′
(∫
Di
|(f i(z)− y(z)|dz + λPer(Di)
)
(1)
f(z) = w(z), (1a)
where Per(Di) denotes the perimeter of Di and λ is a regularization parameter.
The first term measures the quality of data fitting, and the second regularization
Fig. 1: A synthetic 2D image with noise that has linear trend and its 3D view.
term is used to balance the former with the number and the boundary length of seg-
ments (affine regions), to prevent over-fitting. Note that an absolute fitting term is
adopted here to enable a Mixed Integer Linear Programming (MILP) formulation of
the model. Being a non-parametric model, further constraints on the fitting variables
w will be defined to model the linearity within Di, in Section 2 and 3.
Figure 1 shows a synthetic image with noise that has linear trends and its 3D
view, where the horizontal axes (z1 and z2) represent the coordinates of the image
pixels. Upon finding a piecewise affine function f , we also have a segmentation (to
be introduced in next section) of the image into background and four segments, and
a denoised image (with fitted value w) as a by-product.
1.1 Related work
For denoising (fitting) 2D images, the total variation (TV) model [17] is widely used
min
w
∫
D
(w(z)− y(z))2dz + λTV(w), (2)
where the first part is the squared data fitting term (w the fitting function) and the
second part is the regularization term. The TV regularizers can be either isotropic or
anisotropic. The latter can be mathematically described as follows:
TVani(w) =
∫
D
(|∂z1w|+ |∂z2w|) dz,
where ∂zi represents the partial derivative of w with respect to zi, for i = 1, 2.
Lysaker and Tai [14] provide a second-order regularizer
R2(w) =
∫
D
(|∂z1z1w|+ |∂z2z2w|) dz,
which better fits the scenarios of this paper.
Let [n] denote the discrete set {1, 2, . . . , n}. Given n signals with coordinates [n]
and the n dimensional data vector y, the classical (discrete) piecewise constant Potts
model [16] has the form
min
w
‖w − y‖2 + λ‖∇1w‖0, (3)
where ‖ · ‖2 denotes the `2 norm, and ‖ · ‖0 the `0 norm. The discrete first derivative
∇1w of the fitting vector w ∈ Rn is the n − 1 dimensional vector (w2 − w1, w3 −
w2, . . . , wn − wn−1) and the `0 norm of a vector is its number of nonzero entries.
The case of 2D images can be easily generalized.
Compared to the TV regularization term which over-penalizes the sharp discon-
tinuities between two regions in an image, the `0 term in the Potts model is more
desirable, but also computationally costlier. The discrete Potts model is in general
NP-hard to solve. The work of [7] was one of the first to utilize the Potts, and re-
cently [21,5] formulate it as a MIP that could find global optimum.
Apart from denoising, we also look into the segmentation problem. In graph based
models, one first builds a square grid graph G(V,E) to represent an image, where
V corresponds to pixels of an image grid and E represents the 4 or 8 neighboring
relations between pixels.
A graph partitioning V is a partition of V into disjoint node sets {V1, V2, . . . , Vk}.
And in graph-theoretical terms, the problem of image segmentation corresponds to
graph partitioning. The multicut induced by V is the edge set δ(V1, V2, . . . , Vk) =
{uv ∈ E | ∃i 6= j with u ∈ Vi and v ∈ Vj}. Hence, an image segmentation problem
can be represented either by node labeling, i.e., assigning a label to each node v ∈ V ,
or by edge labeling, i.e., a multicut defined by a subset of edges E′ ⊆ E, see the
left image of Figure 5 as an example, where the multicut of 8 dashed edges uniquely
defines a partition of the 4× 4-grid graph into 3 segments.
In machine learning, one often distinguishes between supervised and unsuper-
vised segmentation. In the former case, the labels of classes (e.g., person, grass, sky,
etc) are pre-defined, and annotated data is needed to train the model. Among many ex-
isting supervised models, the classical Markov Random Field (MRF) is well studied,
and interested readers may refer to [22] for an overview of this field. Recently, Deep
Convolutional Neural Networks [13] (DCNN) have become increasingly important
in many computer vision tasks, such as semantics and instance segmentation [20,8].
However, huge amount of annotation effort (in terms of pixel level annotated data)
and computational budget (in terms of number of GPUs and training time) are needed.
In the unsupervised case, the labels’ class information is missing. This introduces
ambiguities when node labeling is used. See for example the node labeling in Fig-
ure 5. If we permute the labels (colors), it will result in the same segmentation. On
the contrary, edge labeling (e.g., by multicuts) does not exhibit such symmetries and
is therefore more appealing in this case. Recent notable approaches are the (lifted)
multicut problems [10,9,11] based on Integer Linear Programming (ILP) formula-
tions, which label edges (0 or 1) instead of pixels. The multicut constraints [11] (in-
troduced in Section 3.2) are used to enforce a valid segmentation. These methods do
not require annotated data and can be run directly on CPUs. In this paper, we will
focus on this approach.
In this work, we borrow ideas from the second derivative TV and Potts model,
and propose a novel MILP formulation for the discontinuous piecewise affine fitting
problem. The original contributions of this paper are as follows.
– We propose an approximate and non-parametric model for the general discontin-
uous piecewise affine fitting problem.
– The model is formulated as a MILP and multicut constraints are added using
cutting plane method to ensure a valid segmentation.
– The piecewise affine function can be easily constructed given the segmentation.
2 MIP for the piecewise linear fitting model: 1D
We first restrict ourselves to the simple 1D signals case where the signal domain
D ⊆ Z1 (could be easily generalized to D ⊆ R1). Our model is able to find the
optimal piecewise linear function f ∈ F that best fits the original data y.
2.1 Modeling as a MIP
The 1D signals with n discrete points could be naturally modeled as a chain graph.
The associated graph G(V,E) is defined with V = {i | i ∈ [n]} and E = {ei =
(i, i+ 1) | i ∈ [n− 1]}. We introduce n− 1 binary variables:
xe =
{
1, if two end nodes of edge e are in different affine segments,
0, otherwise,
where an edge e is called active if xe = 1, otherwise it is dormant.
Our goal is to fit a piecewise linear function f ∈ F to the input data y. We denote
the fitting value wi := f(zi), for i ∈ [n]. The coordinate zi = i and denote xei as xi.
We further define the following property:
∇2wi = 0⇔ xi−1 = xi = 0, i ∈ [2 : n− 1], (4)
where∇2wi := wi−1−2wi+wi+1 is the the discrete second derivative, and [2 : n−1]
denotes the discrete set {2, 3, . . . , n− 1}.
The above property can be modeled via MIP using the “big M” technique, which
leads to the formulation
min
∑n
i=1
|wi − yi|+ λ
∑n−1
i=1
xi (5)
|∇2wi| ≤M(xi−1 + xi), i ∈ [2 : n− 1], (5a)
wi ∈ R, i ∈ [n], (5b)
xi ∈ {0, 1}, i ∈ [n− 1], (5c)
where λ > 0 is similar to the regularization term in the Potts model (3). It is worth
to mention that there are common tricks to formulate (5)-(5c) as a MILP. Namely,
|w| ≤Mx is replaced by two constraints w ≤Mx and −w ≤Mx, and the absolute
term |w − y| in the objective function is replaced by + + −, plus an additional
constraint w − y = + − −, where + ≥ 0, − ≥ 0.
Lemma 1 The optimal solution x? of problem (5)-(5c) satisfies property (4).
Fig. 2: An example with 3 affine segments and 2 active edges.
Proof The direction that x?i−1 = x
?
i = 0 ⇒ ∇2wi = 0 directly follows con-
straint (5a). On the other hand, if∇2wi = 0, the optimal solutions satisfy x?i−1+x?i =
0 (thus x?i−1 = x
?
i = 0) since (5)-(5c) is a minimization problem with positive
weights on x.
Figure 2 shows an example of 3 affine segments and 2 active edges computed by
formulation (5)-(5c). We see that the optimal solutionwi is the fitting value for node i,
and xi = 1 acts as the boundary between two affine segments. As a result, the nodes
between two active edges define one segment, and the signals within one segment
share the same linear slope. Although being non-parametric, the linear parameters for
each segment can be easily computed afterwards, and the number of segments equals∑n−1
i=1 xi + 1. Hence, upon solving the MIP formulation (5)-(5c) in 1D, a piecewise
linear function f ∈ F can be easily constructed, and wi := f(zi), ∀i ∈ [n].
Note in the above example, the cases where ∇2wi 6= 0 actually induces xi−1 +
xi = 1, for some i ∈ [2, n− 1]. However, there exists instances where xi−1+xi = 2
for ∇2wi 6= 0. The image on the left of Figure 3 depicts an example where the
node 5 is an outlier (as an one node segment), and xel + xer = 2. We also observe
that problem (5)-(5c) does not necessarily output unique optimal integer solution x.
One extreme example is shown in the right image of Figure 3, where either xel or xer
can be active (but not both), and they yield the same optimal objective value.
3 MIP of the piecewise affine fitting model: 2D
We are more interested in the 2D image case where the domain D ⊆ Z2. Our model
is able to find the fitting value w and a valid segmentation. The optimal piecewise
affine function can be approximated and constructed based on the segmentation.
Fig. 3: Left: example where outlier exists (both el and er are active). Right: example
with two segments where the optimal solution is not unique (either el or er is active).
3.1 Modeling as a MIP
A 2D image with m × n pixels could be naturally modeled as a square grid graph
G(V,E), where V = {(i, j)| i ∈ [m], j ∈ [n]}, and E represent the relations
between the center and its 4 neighboring pixels (see Figure 5 for demonstration).
Let zi,j = (i, j) ∈ Z2 ⊆ D be the coordinates for pixel (i, j), and the matrix
Y = (yi,j) ∈ Rm×n be the intensity values of the image. We divide the edge set
E of the grid graph into its horizontal (row) edge set Er and its vertical (column)
edge set Ec. So E = Er ∪ Ec, and Er ∩ Ec = ∅. Denote eri,j ∈ Er to present edge
((i, j), (i, j + 1)) and eci,j ∈ Ec to represent ((i, j), (i+ 1, j)). Again for simplicity,
we denote the binary edge variables xri,j := xerij and x
c
i,j := xecij .
The piecewise affine fitting model in 2D is obtained by formulating (5)-(5c) per
row and column
min
∑m
i=1
∑n
j=1
|wi,j − yi,j |+ λ
∑
e∈E xe (6)
|∇2rwi,j | ≤M(xri,j−1 + xrij), i ∈ [m], j ∈ [2 : n− 1], (6a)
|∇2cwi,j | ≤M(xci−1,j + xcij), j ∈ [n], i ∈ [2 : m− 1], (6b)
wij ∈ R, i ∈ [m], j ∈ [n], (6c)
xe ∈ {0, 1}, e ∈ E, (6d)
where M is again the big-M constant. Here, ∇2rwi,j = wi,j−1 − 2wi,j + wi,j+1,
and ∇2cwi,j = wi−1,j − 2wi,j + wi+1,j . That is, the discrete second derivative with
respect to z1 and z2-axis. Upon solving (6)-(6d), it serves for the purpose of denoising
by computing w. But two questions still remain: does the binary solution x represent
a valid segmentation? If so, is the corresponding piecewise affine function f ∈ F
(obtained by affine fitting each segment) aligned with w, i.e., is wij = f(zi,j)?
The answers to both questions are “no”, unfortunately. We will show in the next
two sections that, the first one could be fixed by enforcing the multicut constraints.
But the second one is not guaranteed, thus making our model approximate.
Fig. 4: A counter-example where model (6)-(6d) does not form a valid segmentation.
Left: 3D view of input image. Right: the corresponding graph and active edges.
3.2 Multicut constraints for valid segmentation
The multicut constraints introduced in [2] are inequalities that enforce valid segmen-
tation in terms of edge variables. It reads∑
e∈C\{e′}
xe ≥ xe′ , ∀ cycles C ⊆ E, e′ ∈ C, (7)
which basically says that for any cycle, the number of active edges cannot be 1. Recall
that an edge is called active if its two end nodes belong to different segments. Because
otherwise, the two nodes of the active edge are again “linked” (hence belong to the
same segment) by connecting the rest edges of the cycle, hence a contradiction.
We now prove the following lemma.
Lemma 2 The multicut constraints (7) are needed for the optimal solution x of (6)-
(6d) to form a valid segmentation.
Proof We prove this lemma by constructing a counter-example as follows:
In the left image of Figure 4, the data terms y of all 15 pixels are constructed to
lie exactly in two affine planes with respect to their coordinates z = (z1, z2). The
optimal affine function of the left plane is y = 4− z2 and the right one is y = z2. We
shall see that the 3 pixels with data y = 2 lie on both affine planes with respect to the
coordinates z.
If we project the 3D plot into the z2, y-space, for every row of the image grid, it is
exactly the same 1D case we studied in the right image of Figure 3. We have showed
there that the optimal solution is not unique.
Hence, we can easily construct one optimal solution x? (3 blue edges plus 1
red edge) of (6)-(6d) shown in the right image of Figure 4, where the multicut con-
straints (7) is not satisfied. That is, there exists a cycle e0-e1-e2-e3 that violates it.
3.3 The main formulation in 2D
We thus need to add the multicut constraints (7) to the piecewise affine fitting model (6)-
(6d), to form a valid segmentation. This leads to the main formulation of our paper
Fig. 5: Left: two representations of an image segmentation: node labeling (by colors)
and edge labeling via multicuts (dashed edges). Right: example of a 9-pixel segment.
min (1− λ)
∑m
i=1
∑n
j=1
|wi,j − yi,j |+ λ
∑
e∈E xe (8)
|∇2rwi,j | ≤M(xri,j−1 + xrij), i ∈ [m], j ∈ [2 : n− 1], (8a)
|∇2cwi,j | ≤M(xci−1,j + xcij), j ∈ [n], i ∈ [2 : m− 1], (8b)∑
e∈C\{e′} xe ≥ xe′ , ∀ cycles C ⊆ E, e
′ ∈ C, (8c)
wij ∈ R, i ∈ [m], j ∈ [n], (8d)
xe ∈ {0, 1}, e ∈ E. (8e)
Note that the number of inequalities (8c) is exponentially large [2] with respect to
|E|, where |E| denotes the number of edges inG. Hence, in practice, it is not possible
to include them into (8)-(8e) at one time. We will discuss in details in Section 4.2 the
cutting plane algorithm that handles (8c).
It is well known that if a cycle C ∈ G is chordless, then the corresponding mul-
ticut constraint (7) is facet-defining for the corresponding multicut polytope [10,12].
Among all, the simplest ones of a grid graph are the 4 and 8-edge chordless cycle
constraints (see the 4-edge cycle e0 − e1 − e2 − e3 in Figure 5 for an example), and
the number of these constraints are linear to |E|. In Section 5, we will test different
strategies of adding the 4 and 8-edge chordless cycle constraints to (8)-(8e) as initial
constraints.
3.4 Approximate model for piecewise affine fitting
Finally, we prove the following theorem.
Theorem 1 The MIP formulation (8)-(8e) is only approximate in finding the optimal
piecewise affine fitting function f ∈ F that best fits y, i.e., (1a) does not hold.
Proof We prove this theorem by constructing a counter-example where the optimal
solution w? of (8)-(8e) within one segment does not lie in any affine function f i with
respect to the coordinates z.
We construct an optimal solution x? which corresponds to the segmentation in
the right image of Figure 5, where the 9 nodes on the top left corner form a segment.
We restrict ourselves to this segment where the integer coordinates of the pixels range
from (0, 0) to (2, 2).
By constraint (8a), the w? of the 3 nodes on each row satisfy the same linear
function. Assume the linear function in the first and second row of nodes satisfy
w = a1z + b1 and w = a2z + b2, where (a, b) are the linear parameters and z the
discrete coordinates that range from 0 to 2 in this case. Then the fitting value w? of
the 6 nodes on the first two rows are listed in the following matrix:[
w00 w01 w02
w10 w11 w12
]
=
[
b1 a1 + b1 2a1 + b1
b2 a2 + b2 2a2 + b2
]
.
We can then compute w22 using constraint (8b), where w22 = 2w12 − w02 =
4a2 + 2b2 − 2a1 − b1. We note that if w? of the 9 nodes lies in any affine function
f i, then w00 − 2w11 + w22 = 0.
However, we have w00 − 2w11 + w22 = 2(a2 − a1), which is a contradiction
when a1 6= a2. Thus we complete the proof.
Although the MILP formulation (8)-(8e) is not exact on solving (1), we still get a
valid segmentation. We can then fit an affine function within each segment afterwards,
thus obtaining a valid (although not optimal) piecewise affine function f ∈ F as post-
processing.
4 Solution Techniques
We now introduce a heuristic and an exact algorithms to solve (8)-(8e).
4.1 Region fusion based heuristic algorithm
The resulting problem (8)-(8e) is a MILP, which is solved using any off-the-shelf
commercial MIP solvers. The underlying sophisticated algorithms are based on the
branch and cut algorithm, where a good global upper bound usually helps to improve
the performance. In the following, we will introduce a fast heuristic algorithm that
provides a valid segmentation. It was then given to (8)-(8e) and upon solving a linear
program, its solution is served as a global upper bound.
Our heuristic is based on the region fusion algorithm [15] which approximates the
Potts model (3). We start by performing parametric affine fitting over the 4 groups
(2 × 2 squared nodes) of each node, as shown in Figure 6. We take the group that
has the minimum fitting MSE, and assign the affine parameters (a vector of 3 in 2D
case) to that node. Note that nodes located on the boarders of the grid graph only
have 2 such groups, while corner nodes only have 1 group. Our algorithm then starts
Fig. 6: Each node (colored red) has 4 groups of 2× 2 squared nodes for affine fitting.
with every node i belonging to its own segment Vi, and for each pair of nodes, the
following minimization problem is solved.
min
w
τi ‖wi − Yi‖2 + τj ‖wj − Yj‖2 + κtγij1(wi 6= wj), (9)
where 1(·) denotes the indicator function, τi the number of nodes in segment Vi ⊆ V ,
and γij represents the number of neighboring nodes between two segments Vi and Vj .
Here, Yi indicates the affine parameter of segment Vi, and wi the unknown variables,
and κt express the regularization parameter at the kth round of iteration.
To speed up computation, instead of solving (9) exactly, the following criteria is
checked instead (see [15] for more detailed description):
τiτj‖Yi − Yj‖2 ≤ κγi,j (τi + τj) .
If the above condition holds, we merge segment Vi and Vj , and the updated affine
parameter (also the values ofwi andwj) is obtained by conducting a parametric affine
fitting over the new segment. If not, the two segments and their affine parameters stay
the same.
The algorithm iterates over each pair of nodes for solving (9), and the regulariza-
tion parameter κ grows over every round of iteration, which increasingly encourages
merging. The algorithm stops after t round of iteration, when κt = λ, where λ is the
pre-defined regularization parameter with respect to (3).
4.2 Exact branch and cut algorithm
Apart from the classical branch-and-cut algorithm inside the MIP solver, we describes
below the cutting plane method that iteratively add lazy constraints from (8c).
Cutting plane method. Similar to the cutting planes method that solves the mul-
ticut problem [10], we start solving (8)-(8e) by ignoring constraints (8c), or with few
of them (e.g., the 4 or 8-edge cycle constraints).
We then check the feasibility of the resulting solution with respect to (8c). If it is
already feasible, we are done and the optimal solution to (8)-(8e) is achieved. Oth-
erwise, we identify the current separation problem and then add the corresponding
violated constraints (cuts) to (8)-(8e). We resolve the updated MILP, and this pro-
cedure repeats until either we get the optimal solution, or the user-defined limit is
reached.
Separation problem. Given an integer solution, it is polynomial to either check
the feasibility with respect to (8c), or to identify and separate the integer infeasible
solutions by adding violated constraints.
Phase 1: Given the incumbent solution of the MILP (8)-(8e), we extract its binary
solutions and remove edges where xe = 1 from the grid graph G(V,E). We thus
obtain a new graphG′(V ′, E′) where V ′ = V ,E′ ⊆ E and we identify its connected
components. We then check for each active edge to see if their two end nodes belong
to the same component. If there exists any, the current solution is infeasible (and
we call the corresponding active edges violated). Otherwise, a feasible and optimal
solution is found.
Phase 2: If violated edges exist, we search for violated constraints by finding
paths between the two nodes of the edge. We first conduct a depth-first search on the
graph G′, and multiple such paths could be found. We set the maximum depth to 10
to restrict the searching time. If the depth-first search does not return any path, we
then switch to the breadth-first search to return only one shortest path.
Phase 3: For each violated edge, we add the corresponding multicut constraints (8c)
(possibly many) to our MILP (8)-(8e), where the left hand side corresponds to the
paths found in phase 2 .
Facet-defining searching strategy. The above mentioned strategy that finds vio-
lated constraints does not guarantee facet-defining inequalities. Recall that the multi-
cut constraint (8c) is facet-defining if and only if the corresponding cycle is chordless.
In the facet-defining searching strategy, we in addition keep track of the non-parental
ancestors set (denoted S) of the current node during search. When we search for the
next node, we make sure that the potential node does not form an edge (with respect
to G) with any node in S.
5 Computational Experiments
In this section, all the experiments are conducted on a desktop with Intel(R) Xeon(R)
CPU E5-2620 v4 @ 2.10GHz CPU and 64 GB memory, using IBM ILOG Cplex
V12.8.0 as the MIP optimization solver.
We develop and compare the following variants of (8)-(8e) and report their com-
putational results. The experiments are based on synthetic images of different sizes,
as well as real depth images. We normalize the intensity values of all images to [0, 1],
and each experiment is conducted 3 times and only the median of the results is re-
ported. We report the running time, nodes of the branch and bound tree, optimality
gap, cuts added and the objective function of the MILP.
– MP: The MILP formulation of the piecewise affine fitting model (8)-(8e) that
adds the multicuts without the facet-defining searching strategy.
Fig. 7: Top: synthetic images with affine pieces, 2D view. Bottom: Their 3D views.
– MPH: MP where we adopt the solution of our heuristic as an initial input.
– MPH-4: MPH with the 4-edge cycle multicut constraints as initial inequalities.
– MPH-4&8: MPH with the 4 and 8-edge cycle multicut constraints.
– MPH-F: MPH with the facet-defining searching strategy.
5.1 Automatic computation of parameters
Parameter λ is the regularization term employed to avoid over-fitting in problem
MP (8)-(8e). We set λ independently for each row and column, denoted λri and λ
c
j ,
since intuitively, this may help adapt to local features. λ is computed in a way to
avoid making an outlier a one-node segment. Let λri =
1
2ξ · maxi |∇2yri | and λcj =
1
2ξ ·maxj |∇2ycj |, where ξ is the user-defined parameter. In this manner, if there exists
an outlier (i, j), making a one-node segment will active all four edges of (i, j), thus
incurring a penalty value of 2(λri + λ
c
j).
ParameterM is for the “big M” constraint in MP (8)-(8e). In principle, it should
be big enough so that the constraints (8a,8b) are always valid, i.e., M = 2. On the
other hand, it should be not too big, or it may harm the tightness of the LP relaxation.
The value of big M could be computed automatically each on row and column, fol-
lowing the strategy above. However, we have tested different variants and found out
the results only have slight fluctuations. Hence, we simply set M = 2 globally.
5.2 Detailed comparison on synthetic images
In this section, we generate 3 synthetic images that has affine trends, as shown in
Figure 7. We then test different variants of our models on 3 sizes of the images, i.e.,
Fig. 8: Table on MP, MPH and MPH-F.
20 × 30, 40 × 60, and 80 × 120. In addition, we further experiments on scenarios
that add Gaussian noise of level 0, 0.001 and 0.005. Thus, a total of 27 tests (81
experiments, as we run each test 3 times and only report the medium) are done for
each model. We set the time limit of each experiment to 600 seconds.
Before starting these 81 experiment, we run additional experiments to select the
“right” values of ξ. Since all three images already output optimal segmentation (with
respect to the ground truth) results when ξ = 0.5, we keep it fixed throughout this
section to keep our comparison concise.
5.2.1 MP vs MPH
We first conduct experiments on solving MP with and without the heuristic algorithms
(introduced in Section 4.1) to the MIP solver. Our heuristic algorithm is fast to com-
pute, takes 3 seconds on average to converge on the 40× 60 sized images. Note that
we only provide the MIP solver with initial integer solutions x of problem (8)-(8e),
hence it takes time for the solver to compute w by solving a linear program.
As we can see in the MP column of Figure 8, MIP alone suffices to find optimal
solutions in all tests when the image is clean (without Gaussian noise), even in 80×
120 size. It also reaches optimality on the 20×30 images, with 0.001 Gaussian noise
added. However, without heuristic, no feasible solution are found in Test 26 and 27
within 600 seconds. The results in MPH column indicates that adding the result of
the heuristic as initial solution to the MIP solver mostly improves the results. For
instance, MPH helps reduce the optimality gap from 92.33% to 9.17% in Test 15.
It sometimes also reduce the performance, i.e., increases the running time of finding
optimal solution from 16.08 to 96.18 seconds in Test 4.
Fig. 9: Table on MPH, MPH-4 and MPH-4&8.
5.2.2 MPH vs MPH-F
Given an heuristic solution, we further test the performance of adopting the facet-
defining searching strategy. Recall that although it takes more time to find a facet-
defining multicut constraint (8c) (as described in the facet-defining searching strat-
egy), it is tighter compared to non facet-defining ones. The results are shown in the
MPH and MPH-F columns of Figure 8, where we could see MPH-F performs better
than MPH in most of the cases, with only a few exceptions. For instance, MPH-F
helps reduce the running time from 169.28 to 149.81 seconds in Test 5. MPH-F also
reduces the optimality gap from 88.61% to 15.33% in Test 17.
5.2.3 MPH vs MPH-4 and MPH-4&8
We compare whether adding few facet-defining multicut constraints as initial con-
straints to MPH improves computation. We test the performance of adding only 4-
cycle constraints (MPH-4) and adding both 4-cycle and 8-cycle (MPH-4&8). The
results are shown in Figure 9. We notice that after adding these cycle constraints,
Cplex rarely add any additional cuts to MPH. We also note that in general, adding 4-
cycle constraints helps on improving the performance. For instance, MPH-4 reduces
the optimality gap significantly on test 14, test 17 and test 22. In addition, compared
to MPH-4, the experiments shows that adding the 8-cycle constraints seems harmful
in most cases.
5.2.4 Results on segmentation and denoising
Upon solving our MILP (8)-(8e), the active edges (xe = 1) together with the multi-
cut constraints (8c) form a valid segmentation, and the fitting variables (w) removes
noise. Although only an approximate formulation, the segmentation results of most
tests (except for Test 25-27) already achieve “optimal” compared to the ground truth.
An illustration of the denoising results (as well as segmentation) can be seen in Fig-
ure 10, where the first row are the 40 × 60 images with 0.005 Gaussian noise, and
second row the results from MPH-4.
Fig. 10: Top: images (40× 60) with Gaussian noise. Bottom: results from MPH-4.
5.3 Detailed comparison on real images
We further conduct experiments on two real depth images with 2 different sizes (600
pixels and 2400 pixels), which are generated from the disparity maps of the Middle-
bury data set [18] (shown in Figure 11).
According to the performance of the models in previous section, we choose to test
different variants (with respect to ξ and time limit) of MPH-4-F (MPH with the 4-
edge cycle multicut constraints using the facet-defining searching strategy). Since real
images already contain noise, we do not add extra noise. We also run each experiment
3 times and only report the medium. All the results are shown in Figure 12.
5.3.1 Regularization parameter ξ
The regularization parameter ξ is introduced to penalize the perimeter as well as the
number of segments. The larger ξ is, the fewer the segments are. In this section, we
conduct experiments on using 3 different value of parameter ξ (0.5, 1 and 2), and the
time limit is set to 1200 seconds.
The computational results are shown in the left table of Figure 12. However, since
the objective functions contain both fitting and regularization terms, their absolute
values is not comparable. Instead, we visualize the segmentation results in Figure 13.
It is obvious to see that the number of segments decreases as ξ increases.
Fig. 11: Top: Two images fromfrom [18]. Bottom: their disparity maps.
Fig. 12: Table of tests on MPH-4-F with different regularization parameters ξ and
time limits.
5.3.2 Time limit
In this section, we conduct experiments on adopting 4 time limits (50, 200, 600 and
1200 seconds), and we set ξ = 0.5. The computational results are shown in the
right table of Figure 12. Since none of tests finds the optimal, the performance could
possibly be further improved by extending the time limit. In addition, a shorter time
limit is still possible to produce a solution with acceptable gap, especially for images
witch smaller size. Figure 14 visualizes the optimality gap with respect to time limit.
As can be predicted, when time limit increases, the optimality gap drops.
Fig. 13: Segmentation results as the ξ increases from left to right.
Fig. 14: Optimality gap decreases as time limit increases.
6 Conclusions
In this paper, we have presented a unsupervised and non-parametric model that ap-
proximates a discontinuous piecewise affine function to fit the given data. We for-
mulate it as a MIP and solve it with a standard optimization solver. Although not an
exact model in 2D, the inclusion of multicut constraints enables a feasible segmen-
tation of the image domain. Thus, a corresponding piecewise affine function can be
easily reconstructed.
The computational complexity is the main bottleneck of our approach. To tackle
with it, we add two different sets of facet-defining inequalities to our MIP. We also
implemented a special heuristic algorithm that finds a feasible segmentation, which
is used as an initial integer solution to the MIP solver. We conducted extensive ex-
periments on different variants of our model and study the effects of adjusting model
parameters. We demonstrate the feasibility of our approach by its applications to seg-
mentation and denoising on both synthetic and real depth images.
As for future work, the 8-neighbor relations of the square grid graph in 2D is
worth investigating, as well as its generalization to 3D images. Furthermore, we will
extend this work beyond the scope of image segmentation and denoising to deal with
other applications, such as signal compression[3] and optical flow [6].
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