13 individual studies mentioned in this review, the readers are referred to the individual papers quoted. However, some short presentations and explanations to abbreviations used are given here. With positron emission tomography (PET) and functional magnetic resonance (fMRI), fluctuations in brain activity can be studied with a resolution from minutes (PET) to seconds (fMRI). Neuronal activity gives rise to very weak magnetic fields, which after shielding of the much stronger magnetic fields of the earth, can be registered at more than 300 points on the scalp simultaneously with a millisecond resolution with magnetoencephalography (MEG), an online technique showing where and when an activation starts and how it spreads to other regions. Similarly, small voltage fluctuations during neuronal activity-event related potentials (ERPs)-can be registered by multiple electrodes on the skull, a method that can be used even in infants. Voxel-based morphometry is a method that greatly has improved our abilities to study the anatomy of the living brain. Transcranial magnetic stimulation (TMS) is a neurophysiological technique that can temporarily excite or inhibit synaptic efficiency in specific areas and transiently alter brain function. For references to these methods, see Johansson (2006) .
LINGUISTIC INFLUENCE ON SPEECH RECOGNITION AND LANGUAGE CAPACITY IN INFANTS
Sounds in the environment of a pregnant woman penetrate the tissue and fluid surrounding the head of the fetus and stimulate the inner ear during the last trimester of the pregnancy, and allow the fetus to react to vowels whereas consonants that are higher in frequency and less intense than vowels, are largely unavailable to them. Rhythmic patterns are probably detected (Abrams & Gerhardt, 2000) . Neonates show a right ear (i.e., left hemisphere) advantage for speech and a left ear (right hemisphere) advantage for music (Bertoncini et el., 1989; Best, Hoffman, & Glanville, 1992; Pena et al., 2003) , and they show a preference for the voice of their mother and for the music the mother was listening to during the late part of the pregnancy, indicating a capacity for implicit learning during fetal life. Languages differ widely in stress and rhythm. Thus English is characterized by strong stress and irregular rhythm whereas Japanese has a regular rhythm and some changes in pitch but little stress. French newborns are able to discriminate between English and Japanese but fail to discriminate between English and Dutch that both have stress. When the newborns heard different combinations of sentences from English, Dutch, Spanish, and Italian, they could discriminate only when English and Dutch sentences were contrasted with Spanish and Italian sentences that have less stress and more regular rhythms, suggesting that newborns use prosodic, and more specifically, rhythmic information to classify utterances into broad language classes defined according to global rhythmic properties (Nazzi, Bertoncini, & Mehler, 1998) . Infants as young as 2 months of age listen longer to speech sounds than to nonspeech analogues that retain many of the spectral and temporal properties of speech signal, including pitch contour information (Vouloumanus & Werker, 2004) . A clear development with respect to the processing of different stress patterns relevant for word recognition takes place between 4 and 5 months of age in German infants (Weber, Hahne, Friedrich, & Friederici, 2004) .
Language input to infants has culturally universal characteristics designed to promote language learning such as louder and more extreme vowels, and it is syntactically and semantically simpler than speech directed to adults (Kuhl, 2004) . By 6 months of age, speech perception abilities are attuned to the vowels of the language to which the infants are exposed (Kuhl, 2004; Kuhl et al., 1997) , and the infants' consonant perception is attuned to the native language by 10 to 12 months of age (Werker & Lalonde, 1988) . Statistical learning-the detection of consistent patterns of sound in a continuous stream of sounds in which words are seldom surrounded by pauses-has been proposed to play a powerful role in infant word segmentation (Saffran, 2001 (Saffran, , 2003 Saffran, Aslin, & Newport, 1996) , as well as in the transition from syllables to syntax (Saffran & Wilson, 2003) . However, in a language with strong stress like English, the stress plays an important role. When statistical and stress cues do not agree, 7-month-old infants attended more to statistical cues whereas 9-month-olds used syllable stress as a cue to segmentation of words, ignoring the statistical cues. Thus infants at different ages may use different segmentation strategies as a function of their current linguistic experience (Thiessen & Saffran, 2003) .
It has been proposed that phonetic elements of speech could be considered as phonetically significant articulatory gestures that generates these sounds (Browman & Goldstein, 1992; Liberman & Mattingly, 1985; Liberman & Whalen, 2000) , an idea that is consistent with the hypothesis that gestures may have played a decisive role in the development of the human language (Corballis, 2002 (Corballis, , 2003 Fadiga, Craighero, Buccino, & Rizzolatti, 2002; Floel, Ellger, Breitenstein, & Knecht, 2003; Meister et al., 2003; Rizzolatti & Arbib, 1998) . One region that has attracted particular interest is Broca's area, traditionally looked on as a language area, which now is proposed to consist of partly overlapping subsystems that support various functions including motor imaging, object manipulation, grasping and planning (Nishitani, Schürmann, Amunts, & Hari, 2005; Rizzolatti & Craighero, 2004) , and also music (Koelsch et al., 2004; Maess, Koelsch, Gunter, & Friederici, 2001) . Profoundly deaf infants of deaf parents display a manual babbling in a manner analogous to the vocal babbling of hearing infants (Petitto & Marentette, 1991) , and in sign language gestures can adequately substitute for sounds. Two spontaneous and rapidly developing sign languages in deaf populations are of particular interest. Within a community of deaf Nicaraguans that lacked exposure to a developed sign language, children have created a new sign language during the past 25 years. Its successive development, transforming gestures into a linguistic system, suggests that children possess language-learning abilities that enable them to organize their language without environmental stimulation or explicit guidance (Senghas, Kita, & Özyürek, 2004) . It is now the primary language of approximately 800 people, ranging in age from 4 to 44 (Senghas, 2005) . Another sign language has emerged among three generations of deaf people in a Bedouin community in the Negev desert, a community of 3,500 where approximately 80% of the members are congenitally deaf, a much higher incidence than observed elsewhere (Sandler, Meir, Padden, & Aronoff, 2005) .
HEMISPHERIC ASYMETRY IN AUDITORY PROCESSING
Cortical asymmetries may have developed as a general solution to the need to optimize processing of the acoustic environment in both temporal and frequency domains (Zatorre, Belin, & Penhune, 2002) . Whereas consonants in speech requires a very high temporal resolution, a melody with durations shorter than about 160 ms is difficult to identify. There is evidence that left hemisphere is superior in temporal processing and that the right is superior for spectral processing, including pitch and prosody, with the left auditory areas preferentially extracting information from 20-50 ms windows and the right homologues preferentially from 150-250 ms windows (Poeppel, 2001 (Poeppel, , 2003 Zatorre & Belin, 2001) .
Cortical regions that are outside the traditional left perisylvian areas in language processing are attracting increasing attention (Price, 2000) . Frontal, temporal, and parietal regions, together with subcortical structure, are differentially involved in specific aspects of linguistic processing from word level to sentences. A new functional neuroanatomical model for language was proposed by Hickok and Poeppel (2004) , arguing that the old idea of language organization from the time of Broca and Wernicke is insufficient because it cannot account for a range of aphasic syndromes, and it is linguistically and anatomically underspecified. In their model, the cortical fields in the posterior-superior temporal lobe (primary auditory cortex) on both sides are the primary substrate for constructing sound-based representation of speech, and beyond the initial representation, the signal is elaborated asymmetrically in the time domain with left nonprimary auditory areas preferentially extracting information from short 20-50 ms and the right homologues preferentially from long 150-250 ms integration windows. In analogy with theories of vision, they proposed that at least two pathways participate in speech perception in a taskdependent manner: a dorsal pathway that links auditory representation to motor representation and superior/parietal areas that also is the functional basis for verbal working memory, and a ventral pathway for lexical semantic representation (Hickok, Buchsbaum, Humphries, & Muftuler, 2003; .
After the initial acoustic analysis, the system has to extract segmental information such as phonemes, syntactic and lexicalsemantic elements, and prosodic information (i.e. accentuation and intonation phrases) and pitch may be used for lexical identification in spoken word recognition (Friedrich, Kotz, Friederici, & Alter, 2004) . In the dynamic dual pathway proposed by Friederici and Alter (2004) , syntactic and semantic information is primarily processed in the left hemispheric temporofrontal pathway including separate circuits for syntactic and semantic information, whereas sentence level prosody is processed in the right hemispheric temporofrontal pathway. According to their model, the segmental lexical and syntactic information is processed in the left hemisphere, even when lexical differences are coded by tones bearing lexical meaning and word level stress, and it is exclusively the sentence level suprasegmental information, namely accentuation and boundary markings expressed acoustically by typical pitch variation, that is processed by the right hemisphere (Meyer et al., 2002) .
Language impairment is most frequently seen after lesions in the left hemisphere but does occasionally occur after lesions on the right side. Functional imaging studies have shown that there is a graded continuum from left hemispheric to right hemispheric language lateralization in the general population (Pujol, Deus, Losilla, & Capdevila, 1999) . The recovery of function in aphasic individuals with apparently similar lesions varies. To determine the functional relevance of language lateralization assessed by measuring hemispheric perfusion differences during a word generation task, language was temporarily suppressed using a repetitive transcranial magnetic stimulation technique, applied either to the left hemisphere above Wernicke's area or to its homologue on the right hemisphere. Language disruption correlated with both the degree and side of lateralization and subjects with more bilaterality (weak lateralization) were less affected by either left-or right-side suppression than were subjects with strong lateralization to one hemisphere (Knecht et al., 2002) . It was proposed that more evenly distributed language processing between the hemispheres would allow for better compensation after a unilateral lesion.
The advantage of the left hemisphere for most language tasks is a well-established fact. However, comprehension of stories, conversations, and text in natural language is a complex cognitive task in which the right hemisphere might have an important role. Accumulated evidence from neuropsychology, neuroimaging, and neuroanatomy suggests at least three roughly separable but highly interactive components of semantic processing (activation, integration, and selection), each with bilateral components with the right hemisphere component performing coarser computations for the same general process (see Jung-Beeman, 2005 ).
BRAIN PLASTICITY
The concept of brain plasticity implies that the brain is adaptable, and that neuronal connections and circuits are modified over time by exposure to incoming stimuli, experience, learning, specific activities, and training (Buonomano & Merzenich, 1998; Hickmott & Merzenich, 2002; Johansson, 2004a Johansson, , 2004b Pascual-Leone, Amedi, Fregni, & Merabet, 2005) . We can talk about developmental plasticity, training or activity depending on plasticity, and lesion-induced plasticity.
DEVELOPMENTAL PLASTICITY
There is a considerable capacity for crossmodal plasticity in early childhood with redundant connections between auditory and visual areas that gradually decrease between 6 and 36 months of age . Auditory localization and speech processing activate the visual cortex in congenitally blind humans (Roder et al., 2002; Weeks et al., 2000) . Congenitally blind people, who cannot get any spatial information from vision, can localize sounds in the peripheral space better than sighted subjects (Lessard, Pare, Lepore, & Lassonde, 1998; Roder et al., 1999) , and their pitch discrimination is highly superior (Gougoux et al., 2004) . Transient suppression of the occipital cortex reduces accuracy on a verb-generation task in congenitally or early blind individuals, demonstrating a causal link between occipital activation and language-related and verbal-memory tasks in these individuals (Amedi et al., 2004) . Sign language activates different regions in hearing and deaf signers (Bavelier et al., 2001) .
Whether a second language can completely replace the first language if a child loses all contact with the native language was studied in adult subjects born in Korea and adopted by French families at the age of 3 to 8 years (Pallier et al., 2003) . They were fluent in their second language and had no conscious recollection of their native language, and they could not distinguish sentences in their native language from sentences coming from various unknown languages. Nor did they perform better in behavioral tests assessing a possible implicit memory for Korean than a control group of native French subjects who had never been exposed to the Korean language. The adopted subjects did not show any specific activation to Korean stimuli while they and native French adults listened to sentences spoken in Korean, and the groups did not differ when listening to other foreign languages unknown to the subjects, or to French. The cortical areas activated more by French stimuli than by foreign stimuli were similar in the adopted subjects and in the French native subjects. The only difference between the groups was a slightly larger area of activation to French in the Korean adopted individuals.
An earlier study on Hindu English speaking children in England that had only been exposed to Hindu during the first two years of their life had suggested that early experience may have a lasting effect. Although they were unable to discriminate the Hindi sounds d and t, which are produced with more retroflexion than corresponding consonants in English, they needed only a small amount of familiarization and training for discrimination to return to native-like levels (Tees & Werker, 1984) . In a recent review, the authors offer the possible explanation that the individuals in their early study could have had continued exposure of Hindi-accented English, which might have reinforced the early experience of these sound (Werker & Tees, 2005) . In support for this view, they mention a study on adult Korean-born persons placed in English-speaking families in California as children, who were divided into groups based on the reexposure to Korean they had following adoption. Those with exposure as little as a few hours per month after the age of 6 years were able to maintain the same phonetic sensitivities as the native Korean speakers, whereas those without that exposure were no better than were other English-only speakers (Oh, Knightly, & Au, 2003) .
A recent MEG study comparing cortical organization of receptive language function in 92 monolingual native speakers of Mandarin (Putonghua) Chinese, English or Spanish showed a highly significant difference between Chinese and the two other groups. Whereas Spanish and English speakers showed a strong lateralization of activity sources to the left hemisphere, the degree of hemispheric asymmetry was significantly reduced in the Chinese group, which also showed greater individual variability in degree and direction of hemisphere symmetry so that a bilaterally symmetric profile emerged in the group data (Valaki et al., 2004) . The group difference was first noted after the initial sensory processing of the word stimuli (>200 ms) and were primarily due to the degree of activation in the right temporoparietal region in the Chinese group, suggesting increased participation of this region in the spoken word recognition in Mandarin Chinese. Since tones convey much lexically meaningful information in Chinese, it was speculated that the prolonged participation of the right temporoparietal region in the Chinese group reflects the activation of neurophysiological processes that serve the analysis of lexical tones. Anatomical differences in the frontal, temporal, and parietal lobes between Englishspeaking Caucasians and Chinese-speaking Asians have been interpreted as evidence of neural plasticity shaped by the process of language acquisition during childhood (Kochunov et al., 2003) .
PLASTICITY INDUCED BY SPECIFIC TRAINING AND ACTIVITIES
While children learn to speak with no effort while being exposed to language, learning to read requires efforts and concentrated activities, and results in training-induced plasticity. Reading involves visual processing of written text, and the ease of reading acquisition is related to the development of phonological awareness. There is substantial evidence that the phonological loop, a component of working memory, plays an important role in reading (Baddeley, 2003; Baddeley, Gathercole, & Papagno, 1998) . Learning to read and write during childhood influences the functional organization of the adult brain (Castro-Caldas et al., 1998) , and there is evidence that phonological processing and phonological awareness differ between literate and illiterate subjects (Petersson et al., 2000) . The region of the corpus callosum, where parietal fibers cross the midline is thinner in illiterate than in literate women (Castro-Caldas et al., 1999) .
In a test that isolated reading-related brain activity and minimized confounding performance effects in subjects from 6 to 22 years of age, reading was associated with increased activity in the left hemisphere middle temporal and inferior frontal gyri, and decreased activity in right inferotemporal cortical areas (Turkeltaub et al., 2003) . In the youngest readers, activity in the left posterior superior temporal sulcus was associated with the maturation of their phonological processing abilities, results that extend previous evidence that posterior language areas mature earlier than anterior ones (Balsamo et al., 2002; Simos et al., 2001) . The developmental decrease in the right ventral stream activity indicates a decreasing reliance on nonlexical form recognition systems for word identification, and provides strong support for Orton's theory (1937) that learning to read requires children to disengage posterior right hemisphere visual representations that interfere with proper word identification.
LESION-INDUCED PLASTICITY
In children with early brain lesions, the intact hemisphere can take over functions that normally are preferentially processed in the lesioned hemisphere. An example is a girl that underwent a left occipitotemporal resection of a benign tumor at the age of 4 years, thus after the development of speech but before the acquisition of reading, in which the visual component of reading was shifted to the right hemisphere whereas the verbal components remained strongly left lateralized . Brain lesions also lead to changes and reorganization in the adult brain depending on location of the lesion and postlesion time (Frost et al., 2003; Johansson, 2000 Johansson, , 2004b Seitz, Butefisch, Kleiser, & Homberg, 2004; Ward, Brown, Thompson, & Frackowiak, 2003) . Issues relevant for this review will be discussed in connection with the bilingual brain.
HEMISPHERIC SUBSPECIALIZATION IN LANGUAGE
The result of a metaanalysis of studies on word reading within and across writing systems and languages indicates that writing systems utilize a common network of regions in word processing, but that localization within those regions suggests differences across writing systems (Bolger, Perfetti, & Schneider, 2005) . The analysis was based on 25 neuroimaging studies on English and other western European alphabetical languages, nine studies on native Chinese reading, five studies of Japanese Kana reading, and four studies of Kanji (morphosyllabic) reading.
THE CASE OF CHINESE
Studies on nonalphabetical languages are essential to understand the universalities and particularity of the organization of language systems. The unique properties of the Chinese writing system-its phonology, morphology, and semantics-have been presented in a special publication on cognitive neuroscience studies of the Chinese language (Kao, Leong, & Gao, 2002) . The difficulty in characterizing the Chinese writing system, whether to call it logographic, morphemic, or even morphosyllabic, is discussed by Perfetti, Liu, and Tan (2002) who conclude that the direct expression of morphemes in the writing system, as units of meaning and form, give the Chinese characters a status that is unique among the writing systems. For the complexity of how the Chinese characters (kanji) are used in the Japanese language, see Wydell (1998) . Anatomical differences in the frontal, temporal, and parietal lobes between English-speaking Caucasians and Chinese-speaking Asians have been interpreted as evidence of neural plasticity shaped by the process of language acquisition during childhood (Kochunov et al., 2003) .
In an fMRI study on brain activation and processing during reading of Chinese single characters with precise meanings, single characters with vague meanings, and two-character words, reading was characterized by extensive activity of neural systems with strong left lateralization of brain frontal and temporal cortices and right lateralization of visual systems, parietal lobe, and cerebellum . The location of peak activation in the frontal regions coincided nearly completely both for vague-and precise-meaning characters, as well as for twocharacter words, without dissociation in laterality patterns; and the left frontal activations were modulated by the ease of semantic retrieval . In tasks aimed to study brain activation during semantic and homophone decision separately, the peak activations resulting from semantic as well as homophone decisions were localized in the left middle frontal gyrus. More right hemisphere cortical regions were included in reading Chinese relative to reading English, suggesting that the left middle frontal area coordinated and integrated the intensive visuospatial analysis demanded by the configuration of the logographs and the semantic (or phonological) analysis required by the task (Tan et al., 2001) .
The structure of nouns and verbs in Chinese is unique, and when Chinese subjects viewed a list of disyllabic nouns, verbs, and class-ambiguous words and performed a lexical decision on the target, both Chinese nouns and verbs activated a wide range of overlapping brain areas in distributed networks in the left and the right hemispheres, providing support for the prediction that linguistic typology and language-specific characteristics influence the neural representation of grammatical categories, and that the language-specific properties of the Chinese grammar affect the representation, processing, and acquisition of reading (Li, Jin, & Tan, 2004) . To what extent differences in processing of verbs and nouns exist in alphabetical languages is controversial. Data from a recent study (Shapiro et al., 2005) are in agreement with the notion that verbs and nouns are essentially processed by a common cortical network, mainly within the left hemisphere, and the authors discuss possible methodological explanations to the different results obtained.
It has been argued that phonological processing may be bypassed in silent reading in Chinese. However, Ziegler, Tan, Perry, and Montant (2000) have shown that Chinese characters with a high phonological frequency are processed faster than characters with a low phonological frequency, despite the fact that they were matched on orthographic frequency, thus suggesting that part of the word frequency effect may be phonological. These data support the notion of a universal phonological principle (Perfetti, 2003) according to which phonologic information is activated early and at lexicality as a constituent of word identification.
Pinyin is an alphabetical phonetic system used to assist children in learning to read Chinese characters (Leong, 1997 (Leong, , 2002 . A certain level of phonological transfer was observed in 46 Chinese-English bilingual 8-year-old children who attended Grade 2 and 3 in English classes in public schools, and Grade 2 and 3 Chinese in weekend Chinese school where they were taught Chinese characters and Pinyin simultaneously (Wang, Perfetti, & Liu, 2005) . All children learned Chinese as their first language but most of them at the time of the study spoke both languages at home. The Pinyin naming and English reading skills facilitated each other, and Chinese tone processing skill contributed significantly in predicting English pseudoword reading, even when English phonemic-level processing skill was taken into consideration. It was argued by these researchers that the relevant skill involved in Chinese tone processing is encoding phonological information. As expected, orthographic skills in Chinese did not predict reading skills in English.
Comparing syllable and single phoneme onset awareness in kindergarten and first grade children in Toronto, Hong Kong, and Xian, McBride-Chang, Bialystok, Chong, and Li (2004) showed that the development of phonological awareness in different orthographies is influenced by both language and writing systems with instruction also playing a role. Syllable awareness was found to be a relatively strong predictor of Chinese character reading both in Xian and Hong Kong, but phoneme onset awareness, a strong predictor of English reading, was not. Differences between children in Hong Kong and Xian suggested that Pinyin, used in Xian only, may promote phonological awareness, even at the syllable level. In another recent study, it is shown that the ability to read Chinese is strongly related to the writing skills of the child, and that the relationship between phonological awareness and Chinese reading is much weaker than in alphabetical languages (Tan et al., 2005) . These authors propose that the role of logograph writing in reading development is mediated by two possibly interacting mechanisms. One is orthographic awareness, which facilitates the development of effective links among visual symbols, phonology, and semantics; the other mechanism involves the establishment of motor programs that lead to the formation of longterm motor memories of Chinese characters.
THE CASE OF JAPANESE AND KOREAN
There is evidence that the occipitotemporal region comprises subregions, with each sensitive to a distinct processing level of visual words (Cohen et al., 2002) . The neural code for written words must be abstract because we can recognize words regardless of their location, font, and size; yet it must be sensitive to letter identity and letter order (Dehaene, Cohen, Sigman, & Vinckier, 2005) . In a comparison between the two Japanese scripts kanji (logographic Chinese characters) and kana (phonetic script representing syllables or morae), a shared visual occipitotemporal activation was observed for words in the two scripts with slightly more mesial and right predominant activation for kanji and with greater occipital activation for kana script. Word repetition produced significant priming, regardless of whether the words were presented in the same or different script, suggesting that cross-script convergence occurred at a semantic level (Nakamura et al., 2005) . In another study comparing the two scripts in terms of hemispheric asymmetry for initial encoding and lexical representation, a right visual field (left hemisphere) advantage for the processing of kana was observed, but no lateralized advantage for kanji stimuli was found. Words written in kana elicited a priming effect when projected to either visual field. Kanji characters elicited a late-developing and eventually stronger priming effect of words projected to the left visual field, suggesting greater involvement of the right hemisphere. However, the results from kanji stimuli were more complex with greater interactions than the results from kana stimuli (Hanavan & Coney, 2005) .
The Korean language can be written both in Hangul, an alphabetical script with 24 symbols, each representing a phoneme, and Hanja, which consists of characters originally borrowed from the Chinese. In a study, Cho and Chen (2005) showed that when the task was either naming or semantic categorization, Korean readers had to respond to words either in a pure context with words from one single script or in a mixed context with words from the two scripts. For Hangul words, a significant word frequency effect was seen in categorization but not in naming, and a reliable script-switching effect was seen in naming but not in categorization. In contrast, regardless of the task, a strong word frequency effect was obtained for Hanja words, but a significant script-switching effect was only observed in categorization, thus suggesting that the strategies adopted in processing the two scripts are determined both by task demand and nature of the script (Cho & Chen, 2005) .
STRUCTURAL AND FUNCTIONAL PLASTICITY IN THE BILINGUAL BRAIN STRUCTURAL PLASTICITY
Neuroimaging of the brains in bilingual and multilingual subjects make it possible to study the interactions between a prewired neurobiological substrate and environmental influences. Learning a second language increases the density of grey matter in the left inferior parietal cortex, and the degree of structural reorganization is modulated by the proficiency attained and the age of acquisition (Mechelli et al., 2004) . In the first part of their study, all volunteers were native English speakers of comparable age and level of education: 25 monolinguals who had little or no exposure to a second language; 25 early bilinguals who has learned a second European language before the age of 5 years and who had practiced it regularly since; and 33 late bilinguals who had learned a second European language between the age of 10 and 15 years and practiced it regularly for at least five years. The grey matter density was greater in both early and late bilinguals in the left inferior parietal cortex, with a similar trend in the right hemisphere and with a greater effect in the early than in the late bilinguals in both hemispheres. In the second part of the study, 22 native Italian speakers who had learned English as a second language at the age of between 2 and 34 years, the second-language reading, writing, speech comprehension, and production were assessed in a battery of neuropsychological test. The overall proficiency correlated negatively with age at acquisition and with the grey matter density in exactly the same left inferior parietal region that had been identified in the first part of the study. Kim, Relkin, Lee, and Hirsch (1997) carried out an early fMRI study on bilinguals exposed to two languages in infancy and six late bilinguals in early adulthood, in all covering 10 languages both alphabetical and nonalphabetical. The results showed that activation sites for the two languages tend to be spatially distinct in the Broca's area when the second language was learned late in life and not when acquired in early childhood, whereas Wernicke's area showed little or no separation of activity regardless of age of acquisition. Bilinguals Speaking Different Alphabetical Languages (English, Spanish, Catalan, Italian, and German). Perani et al. (1998) studied the effect of early and late acquisition of second language in highly proficient bilinguals with a group of ItalianEnglish bilinguals that acquired the second language after the age of 10 years, and a group of Spanish-Catalan bilinguals that acquired the second language before the age of 4 years. The results suggested that at least for pairs of languages that are fairly close, attaining proficiency is more important than age of acquisition as a determinant of the cortical representation of the second language. In a later study comparing Spanish-born and Catalan-born bilinguals who had acquired either Spanish or Catalan as a first language, and who were exposed to the second language at 3 years of age and had been using both languages in daily life with a comparable level of proficiency, Perani et al. (2003) found less extensive brain activation was associated with lexical retrieval in the first language acquired. However, the usage/exposure to the second language (Spanish) was less intensive in the case of Catalan-born bilinguals, and when speaking Spanish, a more extensive activation indicated that both age of acquisition and language exposure affect the pattern of brain activation in bilinguals, even if both languages are acquired early and with a comparable level of proficiency. Illes et al. (1999) carried out a study to examine whether semantic processes in English and Spanish are mediated by a common neural system in fluent bilinguals who acquired their second language (either English or Spanish) at the age of about 10 years, thus several years after acquiring their first language. The results demonstrated a shared frontal lobe system for semantic analysis, indicating that the two languages do not require the addition of new cortical regions for semantic processing in the second language.
FUNCTIONAL PLASTICITY
In Italian-German bilinguals who learned the second language at different ages and had different proficiency levels, the pattern of activity for semantic judgment was largely dependent on proficiency level (Wartenburger et al., 2003) . The age of acquisition mainly affected the cortical representation of grammatical processes, supporting the view that both age and learning and efficiency affect the neural substrates of second language processing with a differential effect on grammar and semantics. In a study of the effects of 18 variables on Dutch and English lexical decision, word naming in Dutch-English bilinguals indicated the effects of language (orthographic depth), task requirements, and the participants' language proficiency in Dutch and English (De Groot, Borgwaldt, Bos, & van den Eijnden, 2002).
Early and Late Bilinguals: Native Language Shaping Neural
Systems. Proficient Mandarin-speaking Chinese and English bilinguals exposed to both languages early in life utilized common neuroanatomical regions during the conceptual and syntactic processing of visually presented sentences irrespective of the differences in surface features . Differences in magnitude of activity but not in peak activation at the single word level were observed in Mandarin-English bilinguals exposed to the second language before 6 years of age . There is, however, later evidence that the native language shapes the neural systems activated in a second language in bilingual individuals. Tan et al. (2003) showed that the phonological processing of Chinese characters in adult bilingual Chinese-English speakers recruited a neural system involving left middle frontal and posterior parietal gyri. These are cortical regions that are known to contribute to spatial information representation, spatial working memory, and coordination of cognitive resources as a central executive system assumed to be relevant to the unique features of Chinese logographic characters that map onto monosyllabic units of speech. When bilingual subjects performed a phonological task on English words, the same neural system was most active, whereas brain areas mediating English monolinguals' fine-grained phonemic analysis were only weakly activated. Tan et al. (2003) suggested that their Chinese-English bilingual subjects were applying the system of their native language (Chinese) to reading in English, and that the lack of letter-to-sound conversion rules in Chinese led these Chinese readers to be less capable of processing English by the analytic reading system on which English monolinguals rely. These findings lend support to the notion that early language experience tunes the cortex and that second language reading is shaped by first language for bilinguals.
Chee, Soon, Lee, and Pallier (2004) presented evidence to suggest the importance of phonological working memory in language acquisition. These researchers studied the neural correlates of phonological working memory in "equal bilinguals" with high proficiency in both English and Chinese, and "unequal bilinguals" proficient in English but not in Chinese, with both groups matched on measures of general intelligence and working memory. The 15 equal bilinguals and the 15 unequal bilinguals all had English as the first language, were exposed to both languages before 5 years of age, and had at least 10 years of formal training and under social pressure to be bilingual. Although unequal bilinguals did not differ from the equal bilin-guals in simple working memory tasks, the load-dependent increase in cortical activation was more focused in the equal bilinguals, thus suggesting that more optimal engagement of phonological working memory may be correlated with better second-language attainment (Chee et al., 2004) .
Using functional MRI to study verbal working memory in nonfluent Chinese-English bilinguals, Xue, Dong, Jin, and Chen (2004) found the volume of activation was greater for the second language, English, than for Chinese. These results suggested that working memory in the two languages was mediated by a unitary neural system in the frontoparietal region capable of recruiting surrounding cortical resources to meet the increased computational demand caused by low second language proficiency. However, the authors were cautious in their interpretation of overlapping brain activation when processing first and second languages.
The results of the various imaging studies are in agreement with earlier behavioral studies on children, demonstrating that the nonword repetition span, a test used for evaluation of the phonological loop, is a good prediction for the ability to learn a foreign language (Baddeley et al., 1998; Cheung, 1996; Service, 1992) .
Audiovisual Integration in Language Processing in Bilinguals. Perception of our environment is based on integration of input from various sensory modalities (Calvert, Campbell, & Brammer, 2000; Wallace, Ramachandran, & Stein, 2004) . A classical example of auditory-visual integration is the so-called McGurk effect, demonstrating that the sound p dubbed onto a facial display articulating k elicits the fused percept t (McGurk & MacDonald, 1976) . If the visual and auditory inputs agree, a facilitating effect can be obtained, and recent data indicate that visual speech speeds up the neural processing of auditory speech (van Wassenhove, Grant, & Poeppel, 2005) . In the perception of a second language, listeners often fail to hear the difference between certain nonnative phonemic contrasts. Spanish-dominant Spanich-Catalan bilinguals have difficulties with the Catalan e and E when presented only auditorily or only visually. However, when the same speech events were presented audiovisually, they are sensitive to the phonemic contrast, suggesting that visual speech gestures enhance second language perception at the level of phonological processing by way of multisensory integration (Navarra & Soto-Faraco, 2005) .
Bilinguals with Language Reorganization due to Brain Pathology. A striking feature seen in bilinguals with aphasia is different impairment for apparently similar lesions (Paradis, 1995) . Selective impairment of reading and writing in only one language may also occur, and the impairment can be transient or permanent. Sites where electrical stimulation interferes with naming in the lateral cortex of the dominant hemisphere in bilingual or multilingual individuals have indicated that different languages can be selectively disrupted (Lucas, McKhann, & Ojemann, 2004; Ojemann & Whitaker, 1978) . It is a procedure that is done in patients with severe therapy-resistant epilepsy or brain tumors in order to avoid damaging language areas when part of the brain tissue has to be removed. A study on 25 bilingual patients representing seven first languages and nine second languages, and 117 monolingual patients, supported the existence of both language-specific and shared modules. Second language specific sites were located exclusively in the posterior temporal and parietal lobes. A comparison between the bilingual and monolingual patients demonstrated that the acquisition of a second language did not grossly alter the cerebral representation of the primary language areas but indicated that the second language may be restricted from certain perisylvian language areas dedicated to the first language (Lucas et al., 2004) .
In another intraoperative stimulation study, the specific aim was to determine reading sites in 35 monolingual and 19 bilingual or multilingual patients with brain tumors with French as their native language and a mixture of second languages, with 44 tumors in the left and 10 in the right hemisphere. Roux et al. (2004) observed considerable individual variability and noted partial overlap between reading and naming sites. Reading extended over a larger zone than those found during naming and was occasionally also found in the nondominant hemisphere. Interferences with reading were generally found in many small cortical areas with intervening areas evoking no interferences (Roux et al., 2004) .
With intracortical recordings, a large number of very small areas can be studied in the area explored, giving a much higher resolution than can be achieved in imaging of the brain in healthy individuals. One problem with the interpretation of such studies is that both epileptic activity and tumors can alter the cortical representation maps. In a MEG study on 21 patients with left temporal lobe epilepsy and 23 patients with left hemispheric tumors (mean age 54 years, range 13-76) Pataraia et al. (2004) noted an atypical language lateralization in 43% of the patients with epilepsy and 13% of the tumors. The results showed the majority of patients with seizure onset before age 5 had atypical language lateralization, and the precise location of receptive language-specific cortex within the dominant hemisphere was atypical in 30% of the patients with tumor and 14% of those with epilepsy. Further, early onset of epileptic seizures was found to be strongly associated with atypical language lateralization whereas tumors in the dominant hemisphere resulted in an intrahemispheric reorganization of linguistic functions (Pataraia et al., 2004) . These results are in agreement with other studies on brain tumors (Kunesch et al., 2003; Seitz et al., 1995) . The differences between the two groups are most likely due to an earlier at onset of epileptic foci than of brain tumors. Considerable variability was found in the localization of language sites in 4-to 16-year-old children with a relative paucity of language sites in all perisylvian cortices in the younger age group (Ojemann, Berger, Lettich, & Ojemann, 2003) .
Problems with using Brain Lesions for Localization of Brain Function. There is often a discrepancy between the imaging of language localization in healthy individuals and in patients with brain lesions. The differences between in vivo imaging of healthy individuals and studies on patients with brain lesions can have several explanations. Lesion studies assume that discrete anatomical modules deal with different cognitive functions, and inform the region required for a particular function but giving little information about networks. The direct preoperative electrical recording can sample neural activity at spatial scales ranging from single cells to distributed cell assemblies, which is important as a correlate to basic brain research (Engel, Moll, Fried, & Ojemann, 2005) . It was the first method used to study and localize cortical regions important for specific brain functions, and it has provided much d information. However, there are anatomical differences between individuals, and the plasticity in connection with lesions varies and the studies are usually restricted to small brain areas. The problem with using human brain lesions to infer function is discussed extensively by Rorden and Karnath (2004) who argue that it still is an important complement to the newer methods, but it also has limitations, as discussed in the concluding remarks of this paper.
BRAIN ACTIVATION IN READING DISORDERS
Epidemiological data indicate that reading ability and disability occur along a continuum, with reading disability representing the lower tail of a normal distribution of reading ability (see Shaywitz & Shaywitz, 2005) . Focal abnormalities have been observed bilaterally in the planum temporale, inferior temporal cortex, and cerebellar nuclei in a recent in vivo anatomic study of gray matter volume in dyslexic subjects, from four different families and characterized by a proband with persistent severe developmental dyslexia and at least one first-degree relative with either clinically evident or compensated dyslexia (Brambati et al., 2004) . Reading difficulties have also been associated with structural abnormality in the white matter (Klingberg et al., 2000) .
READING DISORDERS IN ALPHABETIC LANGUAGES
It was proposed early that the cognitive processes engaged when reading a word overlap with those engaged when naming a known object (Geschwind, 1965) , and naming performance in kindergarten represents a predictor of later reading ability (Wolf & Goodglass, 1986) . Dyslexic subjects, impaired on reading, spelling, and naming speed, were matched for age and general ability with control subjects and scanned using reading words and naming of objects. Relative to the control group, the dyslexic participants showed reduced activation in the left occipitotemporal area during both word reading and picture naming, even in the context of intact behavioral performance during scanning. The level of activation thus indicated a common neurological basis for deficits in word reading and picture naming in developmental dyslexia. It was suggested that this area might act as an interface in the retrieval of phonology from visual input (McCrory, Mechelli, Frith, & Price, 2005) . However, damage to this region affects reading more than picture naming. It has been proposed that selective impairments of reading might be due to the fact that the right occipitotemporal region can sustain object naming better than it does reading . Angular gyrus, a temporoparietal region that connects with visual association areas and posterior language areas is activated in English speaking adults during single word reading but not in adults with persistent dyslexia (Horwitz, Rumsey, & Donohue, 1998) , and in dyslexia, the blood flow reduction predicted severity of the reading problem (Rumsey et al., 1999) .
In a PET scan study, Paulesu et al. (1996) found their five compensated adult developmental dyslexics to be significantly impaired in phonological processing, manifested in such tasks as rhyming, short-term memory, and Spoonerism. Broca's area was activated during the rhyming task and temporoparietal cortex during the short-term memory task. In contrast to normal controls, these areas were not activated in concert, leading to the proposal that the defective phonological system of the dyslexics was due to a weak connectivity between anterior and posterior language areas (Paulesu et al., 1996) . One other study of compensated adult dyslexics likewise found that in spite of compensation for the reading problems, the brain activation differs from controls (Ingvar et al., 2002) .
Comparing English, French, and Italian subjects with dyslexia and their controls, Paulesu et al. (2001) found that their Italian dyslexics performed better on reading than did their English and French dyslexics, but all dyslexics were equally impaired relative to their controls on reading and phonological tasks. PET scans during explicit and implicit reading showed the same reduced activity in a region of the left hemisphere in dyslexics from all three language groups in the three countries, with the maximum peak in the middle temporal gyrus and additional peaks in the inferior, superior temporal, and middle occipital gyri. The difference in performance was attributed to the shallow orthography of the Italian language. Paulesu et al. (2001) concluded that there is a universal neurobiological basis for dyslexia, and that differences in reading performance among dyslexics of different countries are due to different orthographies and cultural diversity.
The same English, French, and Italian dyslexic subjects who took part in the Paulesu et al. (2001) PET study later participated in a voxel-based morphometry study by Silani et al. (2005) to assess consistency in functional imaging and brain morphometry. The results demonstrated that the earlier described regions with altered activation correlated with altered density of gray and white matter of specific regions with no difference between the three languages studied. The grey matter density was reduced in the left middle temporal gyrus and increased in the part posterior to the reduced grey matter region. The higher the density in this region, the more impaired were the subjects in the reading tasks as determined in the earlier study by Paulesu et al. (2001) . Silani et al. (2005) speculated that the increased density posterior to the apparent atrophy was due to ectopias in the white matter that could not be separated from gray matter by the method used. Considering the fact that the prevalence of ectopias in dyslexia is still uncertain, that the linear regression analysis was performed with behavioral reading data from the study published four years earlier, and that two other studies using voxel-based morphometry have given different results, more investigations are needed regarding the relation between morphology, imaging, neurophysiology, and behavior in dyslexic individuals, and their relation to the languages studied. As mentioned earlier, anatomical differences in the frontal, temporal, and parietal lobes between Englishspeaking Caucasians and Chinese-speaking Asians have been observed with the same anatomical technique (Kochunov et al., 2003) .
In terms of amelioration and intervention, several studies indicate that it is possible to effect partial remediation of the language processing deficits with possible alterations to neural systems specialized for reading (Eden et al., 2004; B.A. Shaywitz et al., 2004; Temple et al., 2003) . Shaywitz et al. (2004) carried out the largest imaging study of reading intervention for three experimental groups of 6-to 9-year-old American children: 37 in experimental evidence-based phonological intervention, 12 in community intervention, and 28 in community control. The results showed that the children in the experimental intervention group made significant gains in reading fluency and demonstrated increased activation in the left hemisphere region, including the inferior frontal gyrus and the middle temporal gyrus; and one year after the intervention had ended, the children were still activating bilateral inferior frontal gyri and left superior temporal and occipitotemporal regions. A partial remediation of language processing deficits in 8-to12-year-old dyslectic children studied before and after a training program correlated with the magnitude of increased activation in left temporoparietal cortex and left inferior frontal gyrus, as well as in frontal and temporal regions in the right hemisphere (Temple et al., 2003) . Even in adult individuals with developmental dyslexia, a phonologically targeted training resulted in functional gains associated with activation of bilateral parietal and right perisylvian cortices (i.e., left hemisphere regions engaged by normal readers), and, in addition, compensatory activity in the right perisylvian cortex (Eden et al., 2004) .
DISORDERS IN JAPANESE AND CHINESE
The prevalence of developmental dyslexia has been reported to be lower in Japan than in populations with alphabetical languages (Miyazaki et al., 1995) . Although more studies are needed to verify those data, a possible explanation has been put forward for a possible lower incidence in Japan in a recent publication. Two different kinds of writing systems are used in Japan: kanji, ideograms originating from Chinese characters; and kana, phonograms that can be written in two ways (hiragana and katakana). But both are phonetic systems in which each consonant is followed by a vowel forming a syllable (e.g., ka, ki, ku, ke, and ko). Hiragana is the first kana writing system taught to most Japanese children. In young adult Japanese volunteers, Seki, Okada, Koeda, and Sadato (2004) found that phonological manipulation (vowel exchange) resulted in different brain activation, depending on whether the presentation of the stimuli was auditory or visual. Consistent with studies on alphabetical languages, the auditory task induced activation of the posterior parts of the superior temporal sulci, whereas the intraparietal sulci implicated for visuospatial tasks were active during the visual presentation of the phonological manipulation. The cerebellar vermis was activated by both tasks. Possibly, an impairment in phonological awareness in Japanese children may be more easily compensated for by the kana system, allowing an alternative visual strategy to conduct phonological awareness tasks (Seki et al., 2004) . The finding of a report on an English-Japanese bilingual, who is dyslexic in English but not in Japanese (Wydell & Kondo, 2003) , is in agreement with that hypothesis that should be further tested.
In Chinese readers, dyslexia is associated with reduced activity in the left middle frontal gyrus (Siok, Perfetti, Jin, & Tan, 2004) , which carries out the representation and working memory of visuospatial and verbal information, and coordinates cognitive resources as a central executive system (Courtney et al., 1998) . Two regions in the right hemisphere differed; normal readers showed stronger activation in right midinferior frontal gyrus whereas impaired readers showed stronger activation in right inferior occipital cortex. Right midinferior frontal regions contribute to fluent Chinese reading (Tan et al., 2001) , and the increased activity of right inferior occipital gyrus thought to be engaged in visual processing of Chinese characters suggests that impaired Chinese readers also struggle in the visuospatial analysis of printed characters. The data are consistent with the idea that cognitive strategies for reading development tune the cortex . A recent detailed study on the different reading problems in three dyslexic Chinese children indicates that the prevalence of subgroups of dyslexia in Chinese children needs to be further studied (Shu et al., 2005) .
DYSLEXIA AND SECOND LANGUAGE LEARNING
To determine whether failure to learn a second language is due to linguistic factors, specific learning problems such as dyslexia, or sociocultural factors is an important and often not easy task (Geva, 2000; Lundberg, 2002) . Multilingual children, common among immigrants, may have to start learning to read in a new majority language. Tradition and cultural conditions in homes, communities, and school must be considered as well as motivation, personality factors, and poor self-esteem (Lundberg, 2002) . Given sufficient exposure to the majority language, it is possible to assess a range of phonological skills among speakers of minority languages using the same battery of tasks as for native speakers (Miller-Guron & Lundberg, 2003) .
Chinese dyslexic children encountered difficulties in learning English as a second language, and they are generally weak in phonological processing both in Chinese and English (Ho & Fong, 2005) . Phonological skills were found to correlate significantly with English reading but not with Chinese reading in the dyslexic children, indicating that there are both common and specific causes to reading difficulties in the two languages. A group of dyslexic 12-year-old Norwegian children who had been taught English as a second language since the first grade were given a number of verbal and written tasks, and found to differ significantly from the control group in all tasks (Helland & Kaasa, 2005) . However, subgrouping the dyslexic children by comprehension skills revealed only minor differences to controls between the group with good comprehensive skills and major differences between the control group and the subgroup with poor comprehension skills.
There may be exceptions to the common experience that the second language reading is more difficult for a dyslexic child than reading in the native language. For some native Swedish dyslexics, it is easier to read and understand English than Swedish (Miller-Guron & Lundberg, 2000) . Swedish children are exposed to English long before school through television, films (subtitled rather than dubbed), and music. Less emphasis on reading, writing, and spelling in the English teaching, alternative reading strategies, positive early experience of the language, and social, emotional, and motivational factors might partly explain the apparently paradoxical observation.
Another example that does not support that reading problems in the native language necessarily leads to worse problems in a second language is a study on Arab-Canadian bilingual children by Abu-Rabia and Siegel (2002) . These researchers tested word and pseudoword reading, language proficiency, and working memory in 56 bilingual Arab-Canadian children 9-14 years of age who had lived in Canada for more than two years. The majority of the children came from a low socioeconomic level. English was their main instructional language, but Arab was the language spoken at home, and they attended Arabic Heritage Language programs for three hours a week where they received instruction in reading, and writing Arabic. The majority of the children showed at least adequate proficiency in both languages. The children were arbitrarily divided into a larger group of good and a smaller group of poor readers based on their scores in Arabic word reading. For the children with normal reading skills, all the reading and language skills that were measured were equivalent to those of monolingual English-speaking children except for the English orthographic test. The bilingual Arabic-English children who had reading problems in English had the same problems in Arabic. However, their scores in the English pseudoword reading, word spelling, and some of the phonological test were higher than in a control group of monolingual English reading-disabled children, results that were proposed to be due to a positive transfer from the regular nature of Arabic orthography. As the monolingual English-speaking children came from a higher socioeconomic society than the bilingual children, socioeconomic factors are unlikely to have contributed to the result.
There is evidence for impaired multisensory interactions in dyslexia (Hairston et al. 2005; Laasonen et al., 2000; Lassonen, Lahti-Nuuttila, & Virsu, 2001; Laasonen, Service, & Virsu, 2002) . It would be interesting to study whether concomitant audiovisual presentation that has been shown to benefit nondyslexic bilinguals (Navarra & Soto-Faraco, 2005) would benefit bilingual dyslexics.
DOES MUSIC OR MUSICAL TRAINING FACILITATE LANGUAGE AND READING?
It has been proposed that musical training may have a transfer effect on other cognitive functions including language. In a study on early reading ability in 50 4-year-old and 50 5-yearold Canadian children, music skills were found to correlate significantly with both phonological awareness and reading development. Regression analyses indicated that music perception skills contributed to predicting reading ability, even when variance due to phonological awareness and other cognitive abilities (mathematics, digit span, and vocabulary) had been accounted for, suggesting that both linguistic and nonlinguistic general auditory mechanisms may be involved in reading (Anvari, Trainor, Woodside, & Levy, 2002) . Formal music training has been shown to enhance verbal but not visual memory (Ho, Cheung, & Chan, 2003; Kilgour, Jakobson, & Cuddy, 2000) . Music training facilities pitch processing in both music and language (Schon, Magne, & Besson, 2004) , and it is associated with enhanced ability to perceive prosody in speech (Thompson, Schellenberg, & Hussain, 2003 , 2004 .
Using musical aptitude tests specifically designed for dyslexic children, Overy, Nicolson, Fawcett, and Clarke (2003) found that 7-to 11-year-old dyslexic children scored higher than controls on three tests of pitch skills, possibly attributable to slightly greater musical experience, but lower than the control group in seven out of nine tests of timing skills. The dyslexic children had particular problems with rapid temporal processing, and the skill of tapping out the rhythm of a song correlated with spelling ability, suggesting that rhythm skills and rapid processing skills may need particular attention in musical training with dyslexics . Although classroom music lessons had a positive effect on phonologic and spelling skills alongside with rhythm copying and rapid auditory processing skills in dyslectic children, they did not influence reading skills (Overy, 2003) .
Many of these studies are based on a few individuals under specific test situations, and it may be difficult to rule out socioeconomical and cultural factors. To investigate if there are preexisting neural, cognitive, or motor markers for musical abilities, 5-to 7-year-olds beginning piano or string lessons were compared with children of the same age not beginning musical training (Norton et al., 2005) . All the children received a series of visual-spatial, nonverbal reasoning, verbal, motor and musical tests, and fMRI. No neural, cognitive, motor, or musical differences were found between the groups, and there was no correlation between musical perceptual skills and any brain or visual-spatial measures. However, correlations were found between musical perceptual skills and nonverbal reasoning and phonemic awareness, which could be due either to innate abilities or implicit learning during early development or both (Norton et al., 2005) . This report is a baseline study of an ongo-ing longitudinal study addressing the effect of intensive musical training on brain and cognitive development.
Considering the different roles of prosody, rhythm, stress, and tone in individual languages and music systems, transcultural and translinguistic studies on the effect of music on reading skills would be interesting. Most children like to listen to music, and experimental data indicate that a stimulating environment has many biochemical and molecular effects on the brain, and can increase the number of neuronal connections. To learn to play an instrument involves motor, auditory, and cognitive skills such as memorizing long melody sequences and translating musical symbols into motor sequences during sightreading, a most challenging musical skill with extreme demands on real-time information processing. It is, therefore, not unreasonable to assume that music can be of benefit for dyslexic children, but more studies are needed to verify a significant effect. A question that should be addressed is to what extent a possible positive effect of music on reading is specific or if a similar effect could be achieved by other activities of similar complexity.
CONCLUDING REMARKS
Language training needs priority in education. Specific problems in subgroups of dyslexic children need to be identified (Shu et al., 2005) . Knowledge in more than the native language has long been a necessity in many parts of the world, and is of increasing importance today. As reviewed by Perani and Abutalebi (2005) , most available data indicate that the first and second languages are processed by the same networks, and that differences in first and second languages representations are mainly related to the specific demands, which vary according to the age of acquisition, the degree of mastery, and the level of exposure to each language. The acquisition of a second language could be considered as a dynamic process, requiring additional neural resources in specific circumstances.
The neuroscience of language is a rapidly progressing area of research, but we are still at an early stage of understanding to what extent linguistic and cultural factors influence the brain organization of language. All methods used referred to in this review have their limitations and combinations of different techniques should be utilized whenever possible.
Some basic knowledge on how the brain works may help in evaluating imaging studies. The brain represents about 2% of the body weight but accounts for about 20% of the oxygen and calories consume by the body. The high metabolic activity is present independent of whether we are resting or doing something. During specific activations, a redistribution of the cerebral blood flow takes place, which is comparatively small compared to the basal metabolic requirement that is considered to be about 85% and has to be deducted in studies using fMRI and PET in order to detect the changes (see Gusnard & Raichle, 2001; Hyder, Rothman, & Shulman, 2002; Raichle & Gusnard, 2002; Shulman, Rothman, Behar, & Hyder, 2004) . What is counted as background will influence the results.
Another factor to consider is that neural activation is modulated by task demands, and that increasing skill and automatic processing can reduce the neural activation (Pascual-Leone et al., 2005; Petersen, van Mier, Fiez, & Raichle, 1998) . Thus, high activation does not necessarily mean better function, a fact that makes longitudinal studies in which skill and activation can be followed important. Furthermore, the high spatial resolution obtained with fMRI still represents millions of neurons, and one neuron can have contact with thousands of other neurons and take part in many different networks. The evidence for overlapping in language and music processing observed in functional imaging (Koelsch et al., 2004; Maess, Koelsch, Gunder, & Friederici, 2001 ) thus cannot tell us whether it is the same neuronal population, or if there are functionally independent neuronal populations, in close spatial proximity. For further discussion, see the review by Price, Thierry, and Griffiths (2005) .
Although this review mainly deals with the cortical representation of language and reading, it is evident that some processing takes place at lower levels, maybe even in the primary auditory input to the brain via the brain stem (Krishnan, Xu, Gandour, & Cariani, 2005; Wibble, Nichol, & Kraus, 2004) , and that cortical language processing interacts with the basal ganglia, other subcortical regions and cerebellum in various linguistic components (Ito, 2005; Jansen et al., 2005; Klein, Watkins, Zatorre, & Milner, 2006; Vargha-Khadem, Gadian, Copp, & Mishkin, 2005; Xiang et al., 2003) .
