Abstract-The transit time of a thermal signal traveling along with a liquid flow can be obtained using a cross-correlation method. This transit-time-based flowmeter using thermocouples with grounded stainless steel shielding is by far the most robust and reliable solution to measure the flow rate in a harsh environment of high temperature, irradiation, and corrosion, typically seen in a nuclear reactor. In practice, cross-correlation calculation tends to produce flat peak plateau or multiple peaks, leading to a significant error in peak detection. To overcome this problem, in this paper, an autoadaptive impulse response function (AAIRF) estimation technique is thus introduced, and a significantly narrower peak is shown theoretically and also verified experimentally. In addition, we show that more accurate results can be obtained if a moving-average-filter-based cross-correlation function is combined with AAIRF. In this paper, we also investigate a few important practical problems related to negative delays and sampling frequencies of the data acquisition.
I. INTRODUCTION

I
N ADVANCED nuclear reactors with strong irritation, high pressure, and high temperature (> 300
• C−1000
• C), accurate measurement of coolant flow rate over an extended period of time is essential for safe operation [1] . Combination of irradiation, high temperature, and high corrosiveness in a medium has imposed great challenges for flow rate measurement.
Many flow measurement technologies have been applied in various industries, including momentum sensing meters (variable area meter [2] , [3] , spring-loaded diaphragm meter, and target meter [4] , [5] ), vortex flowmeters, turbine and related flowmeters, positive displacement flowmeters, angular momentum devices, Coriolis flowmeters [6] , and nonintrusive technologies, such as electromagnetic and ultrasonic flowmeters [7] - [10] . Among all these flowmeters, only the nonintrusive ones are capable of working in corrosive environments.
The nonintrusive electromagnetic flow rate measurement technology is only good to be used in such harsh environment for a short time, as long-term corrosion/erosion would change the contact resistance at the liquid-wall boundary, leading to escalated measurement errors [5] . The ultrasonic flowmeters can be broadly categorized into wetted and nonwetted transducers, and they both suffer from corrosion problems. The wetted transducers are directly immersed in fluid, and thus, corrosive environment will gradually degrade the performance of the transducer. The nonwetted transducers demand frequent recalibration as the degradation of the pipe inner surface caused by corrosion/erosion produces significant variation of ultrasonic wave [9] .
This paper thus deals with the development of a flowmeter to be used in a harsh environment such as a nuclear power plant/reactor for process monitoring and real-time analysis with reliable and accurate measurement. The transit time of inherent random temperature fluctuations in processes, like the coolant flow in a nuclear reactor, can be obtained by the crosscorrelation calculation of flow temperatures recorded by two separate temperature sensors placed a certain distance apart [10]- [13] . Specifically, the first thermocouple placed at an upstream position on the flow senses a signature of temperature fluctuation, while the second downstream thermocouple ideally grabs the same signature with a delay that is inversely proportional to the flow rate. Determination of this delay through the cross-correlation calculation of these two temperature signals will thus reveal the flow rate of interest.
Theoretically speaking, flowmeters based on this method can be employed in a harsh environment provided that temperature sensors built upon corrosion-and radiation-resilient materials, like stainless steel with grounded shielding, are used. Practically, the cross-correlation calculation that this scheme is based upon can generate a wide peak or a weak peak which may not be distinguishable from the one caused by background gamma radiation [1] . In either case, the accuracy of this technique is questionable. This problem, to some extent, is alleviated if the generalized cross-correlation method [15] is used. However, this method requires a priori knowledge of the power spectra of both the signal and the noise, or it can give poor performance if the estimated spectra do not match well with the true spectra [16] .
As an attempt to address the aforementioned problems in the cross-correlation and the generalized cross-correlation methods, one approach based on impulse response estimation using transfer function (TF) calculation was introduced in [1] . We tested this method experimentally using an in-house developed test apparatus, and results showed that this method unfortunately generates multiple peaks with the same or similar height, leading to possible wrong readings.
As a result, in this paper, we present an autoadaptive impulse response function (AAIRF) estimation technique. We will theoretically show that a significantly narrower stronger peak can be obtained, and this desirable property is also experimentally verified. The accuracy of AAIRF can be further improved if a proposed moving-average-filter-based cross-correlation function (CCF) (MAFCCF) is combined with AAIRF. Moreover, in this paper, we will try to address a few important practical problems related to negative delays and sampling frequencies of the data acquisition. With all these techniques in place, one shall expect that a highly reliable sensor can be developed in a harsh environment that currently no other sensors can succeed.
The rest of this paper is organized as follows. In Section II, the time delay estimation methods, including the CCF, the TF estimation, and the proposed methods, are presented. In Section III, the accuracy and error analysis of the proposed methods is given. Section IV presents the test apparatus for the experiments, and the experimental results are reported. Section V gives the results and discussions. Finally, Section VI concludes this paper.
II. TIME DELAY ESTIMATION TECHNIQUES
Assume that there is a negligibly small change in the characteristics of flow profiles, provided that the thermocouples are within certain distances (see Fig. 1 ). As a good rule of thumb, the thermocouples are spaced approximately three times the pipe diameter [12] , [14] . This promises high correlation between the downstream and the upstream signals. In order to generate the thermal signals that can well track the temperature fluctuation in a real setting, a heater that generates heat impulses can be employed.
In this case, the upstream thermocouple records a flow signature L/V seconds earlier than the downstream one, where L is the distance between the two sensors and V is the average flow speed. By comparing the thermal signals obtained from the two thermocouples, we are able to determine the time delay τ ; thus, the flow speed is given as follows:
The time delay can be traditionally obtained using two methods: the CCF-based and the transfer-function-based methods.
A. Cross-Correlation Method
The principle behind this method is that the cross-correlation calculation of the two correlated signals creates a peak which gives an indication of the time delay between the two thermocouples [1] . The cross correlation of i 1 (t) at time t and i 2 (t) at time t − θ is obtained from the average of the product of the two values over the observation time [12] . This method includes the following major steps.
1) Calculate the CCF of the two thermocouple input signals i 1 (t) and i 2 (t)
where θ is the time delay between i 1 (t) and i 2 (t). 2) Detect the peak of CCF (θ) to obtain τ . Since i 2 (t) is treated as a faithful copy of i 1 (t) delayed by τ , one has
where ACF is the autocorrelation function (ACF) of i 1 (t). Since the ACF always has its maximum at a time lag of zero, the CCF between these two signals, defined in (2), reaches its maximum after τ [1] . That is, the amount of time that CCF reaches its peak is actually the time delay of interest τ . In a simple word, detection of the maximum peak of CCF gives the time delay τ .
B. TF Estimation Method
The first method which uses the maximum value of the CCF of the measured signals has two main problems: 1) The obtained peak is too wide which has negative impact on the result accuracy, and 2) aside from the main peak which yields the expected time delay, there can be other undesirable peaks. To alleviate this problem, the TF estimation approach has been recently proposed which tends to give a narrower peak to get the time delay [1] . Unlike the previous method, the system here is modeled as shown in Fig. 2 . The measured signals i 1 (t) and i 2 (t) are considered as respective input and output of the model [1] , and h(t) is the impulse response function of the system.
It is shown that the CCF of i 1 (t) and i 2 (t) is equal to the impulse response function of the system h(t) provided that the applied signal at the first thermocouple is an impulse function i 1 (t) = δ(t) [1] . It means that the maximum peak of h(t) corresponds to the time delay τ , as the CCF does. Therefore, estimation of τ boils down to obtaining h(t).
Practical Estimation of the TF: To obtain an unbiased estimation of the TF, it is supposed that the measured signals i 1 (t) and i 2 (t) have some added white noise. In this case, the system shown in Fig. 2 becomes the one shown in Fig. 3 [1] . The input and output of this model are I b and I k , respectively, and W 1 and W 2 are the respective added noise to the input and the output. The TF H(jω) is obtained by [1] CP SD 12 
AP SD
where CP SD 12 is the cross-power spectral density of I 1 and I 2 and AP SD 1 is the autopower spectral density of I 1 . In (4), since the |W 1 | 2 /|I b | 2 is much less than one, we may ignore this term to get the following expression of the estimated TF:
This algorithm includes the following major steps. 1) Convert the time domain signals ACF (t) and CCF (t) to their frequency representations to get AP SD 1 and CP SD 12 , respectively. 2) Apply (5) to obtain H(jω), and convert it back to h(t) with inverse Fourier transform. 3) Detect the peak of h(t) to obtain τ .
C. AAIRF Estimation Method
The conventional transfer estimation method using crosscorrelation and autocorrelation calculations mentioned in the previous section suffers from multiple-peak problems due to the fluctuations of the temperature in the coolant flow and additional fluctuations due to detection (statistical) uncertainties [1] . In Fig. 4 , we show a result obtained from an experiment conducted in our laboratory using an in-house developed test apparatus. One can see that, as the estimated impulse response function using the conventional TF is used, the actual delay point can hardly be detected from the multiple peaks. To alleviate this problem, a method called AAIRF estimation is proposed. In this method, for TF and, thus, impulse function estimation, windowed cross-correlation functions and ACFs are used. To do so, only the region around the peak that is detected by the cross-correlation method is taken into account, and such a region can be chosen between two adjacent valley points around the peak.
Assume that ACF (t) and CCF (t) have multiple peaks as shown in Fig. 5(a) and (b). Let ψ 11 (t) and ψ 12 (t) be the respective windowed functions of ACF (t) and CCF (t) [see Fig. 6 (a) and (b)]. ψ 12 (t) can be expressed in terms of ψ 11 (t) as follows:
LetH(jω) be the Fourier transform of the system based on the windowed correlation function. By transforming (6) to the frequency domain via Fourier transform, one may find
Since ψ 11 (t − τ ) and δψ 11 (t − τ ) are in close phase and the amplitude of δψ 11 (t) is much smaller than that of ψ 11 (t), (7) yields the following approximation forH(jω):
Thereforeh
Equation (9) indicates that the obtained impulse response functionh(t) is theoretically close to an impulse function, and thus, it shall have one single extremely narrow and strong peak at point τ . 
D. MAFCCF Method
Although the AAIRF estimation method gives a very narrow and strong peak, the considered window and, thus, the accuracy of detected peak are dependent on the peak point deviation in CCF. In other words, deviation of the cross-correlation estimate affects the performance of this method. To alleviate this problem, we employ another method called MAFCCF [17] . In this method, the raw data are simply averaged over some interval, followed by cross-correlation calculation using the filtered data. This MAFCCF function can be expressed as
where
where r is the number of sampled data in CCF, k is the number of sampled data in signals i 1 (t) and i 2 (t), T s is the sampling period, and M is the length of the moving average filter.
III. ACCURACY AND ERROR ANALYSIS
The accuracy of the cross-correlation time delay detector depends on the measurement of the peak value of the CCF. The major sources of errors include the bandwidth of measured signals, number of samples, background noise, waveform sampling, waveform quantization, and distortion of the trace pattern in the flow between the thermocouples (and TC responses) [18] . In addition, there are several possible sources of systematic error, such as filter mismatch, pipe diameter variations, and differences between the geometrical and effective thermocouple spacings [18] . In this paper, we found that the system error is negligibly small as compared to the error due to time delay estimation method and the sampling frequency.
A. Error Due to Time Delay Estimation Method (CCF)
It can be shown that the respective normalized mean square error in CCF and the variance of time delay estimates τ * are given by [18] 
xy (τ * )
where B is the bandwidth of measured signals, T is the length of measured signals, ACF 1 and ACF 2 are the respective ACFs of i 1 (t) and the cross correlation of i 1 (t) and i 2 (t), f s is the sampling frequency, ρ 2 xy (τ ) is the normalized cross correlation, and q is the correlation coefficient between the instantaneous flow events. This correlation coefficient for the measured signals can be obtained by [18] 
where SN R is the mean square signal-to-noise ratio that may be estimated from the measured normalized cross correlation by [18] 
As the SN R in MAFCCF is larger than that in CCF, according to (13) and (16), the normalized mean square error of time delay estimates in MAFCCF will be smaller than that in the CCF method. 
B. Error Due to the Sampling Frequency
As we use analog-to-digital converter (ADC) and digital-toanalog converter (DAC) devices, the sampled-data form is used in calculations. Thus, the CCF is calculated point by point, as shown in Fig. 7 . This function gives the position of the peak, not the real-time delay. The time delay is obtained by dividing the detected number where the peak occurred by the sampling frequency (see Fig. 7 ). If the sampling frequency is not large enough, it may make an error in the calculation of the time delay as shown hereinafter.
The flow rate is related to the time delay between the two thermal signals as follows:
where Q is the flow rate, V is the flow velocity, A is the cross-sectional area of the pipe, L is the distance between two thermocouples, τ is the time delay between the two thermal signals, and D is the internal diameter of the pipe. Substituting τ = θ/f s , where θ is the sample offset delay between two thermal signals, into (18) gives
Taking the derivative with respect to f s yields
Combining (19) and (20) gives
By combining ΔQ/Δτ = −(K/τ 2 ) and (19) and (21), one may get
According to the aforementioned equation, the measured flow rate deviation with respect to the sampling frequency is dependent on the sampling frequency itself which can come with a larger error at a low sampling frequency.
C. Determination of the Effective Bandwidth of the System
The bandwidth of the turbulent flow noise is usually wide; however, the thermocouples used in the system can filter out the high-frequency components of the measured signals [19] . One approach to measure the bandwidth of the system was introduced in [9] which is again based on the cross-correlation calculations. Assume that the downstream signal i 2 (t) can be approximated by letting the upstream impulse signal i 1 (t) pass through a low-pass filter and then get delayed by τ (see Fig. 8 ). Then, the normalized CCF is given by [19] 
The bandwidth of the system (see Fig. 9 ) with its impulse response given in (23) can be calculated by [9] B = 1 4γ Hz (24) where γ is the deviation time from the peak point that takes the correlation function to reach 2/π of its maximum value. Therefore, finding the system bandwidth boils down to determining the value of γ such that h (t ± γ) = 2/π.
For instance, we found from one of the experiments (see Fig. 10 ) that γ is about 0.5 s. Correspondingly, the measured effective bandwidth of the system will be 0.5 Hz. 
D. Threshold Signal-to-Noise Ratio
The minimum signal-to-noise ratio (SN R) required to detect the peak point in the CCF algorithm is achieved by [20] 
where ω 0 is the center frequency of recorded signals and B and T are given in (13) and (24), respectively.
IV. EXPERIMENTS
To experimentally verify the proposed methods, we performed an experiment using a water-based test apparatus developed at our laboratory (see Fig. 11 ). This system comprises two thermocouples along the pipe, a water tank, a water pump for circulating the flow, an electrical heater for exciting the system, and a data acquisition system for collecting the data and transferring them to a PC. The internal diameter of the pipe is 20.9 mm, and the distance between the two thermocouples is 500.0 mm. This distance is so chosen so that it is three times longer than that of the pipe diameter (for reasons mentioned in Section II). This way, the meter is able to measure a wider time delay span with more accurate flow rate readings. In this experiment, the thermocouples have found to have the time constant of 1.4 s. The tips of the thermocouples are placed at the center of the pipe. The data acquisition system uses the delta-sigma ADC with a resolution of 24 b, a maximum sampling rate of 475 KS/s, and an input bandwidth (−3 dB) of 15 Hz. As the system deals with a flow with a flow rate ranging from 0.5 to 5 gal/min, the corresponding Reynolds number is between 1.04 × 10 4 and 10.40 × 10 4 which means that the flow is turbulent (Re > 2300) [21] .
Experimental data obtained from this test apparatus are used for the evaluation of different methods, i.e., CCF, AAIRF, and MAFCCF. The data are recorded in different flow rate levels ranging from 0.5 to 5 gal/min with different heating patterns: periodic and random heating.
Experiments Using Periodic Heating: To create a strong thermal signal in the system, the water flow in the test apparatus is periodically heated using the heater shown in Fig. 11 . In order to evaluate how the period and the duty cycle of the heating signal may affect the accuracy of the time delay estimation, we have tested four different heating patterns as summarized in Table I . Here, the flow rate is fixed to 0.5 gal/min, the sampling window size is set to 400, and the sampling frequency is 10 Hz. In the second set of experiments, the heater shown in Fig. 11 is turned on/off in a random fashion to create temperature fluctuations in the water flow. Here, we try to evaluate how the sampling window size may affect the accuracy of the time delay estimation. In these experiments, the sampling frequency is fixed to 10 Hz, but we vary the numbers of samples from 1 to 400 samples.
Experiments Using Random Heating: Sampling Frequency: In the third set of experiments, we try to evaluate how the sampling frequency may affect the accuracy of the time delay estimation. Here, again, the heater is turned on/off in a random fashion to create temperature fluctuations in the water flow. In these experiments, the number of samples is fixed to 400 samples, and the sampling frequency sweeps from 1 to 40 Hz. Since the maximum response time of the thermocouples is 1.4 s, the minimum sampling frequency has to be chosen to satisfy the Nyquist sampling theorem, which is 0.23 Hz.
V. RESULTS AND DISCUSSIONS
Experiments Using Periodic Heating: In this set of experiments, we have found that, if the period of the heating signal is not sufficiently higher than the time delay between the two thermal signals, the CCF tends to generate multiple peaks with the same height and/or negative peaks. For instance, with the experiment setting mentioned in Section IV-A1, the estimated time delay is 4.2 s; when heating patterns 1 and 2 (see Table I ) are applied with a period of 5 s, the sidelobe peaks are found to have the same height as the supposedly main peak. However, when heating patterns 3 and 4 are applied with a period of 8 s, which is about twice the time delay, these problems are gone.
Of all the four heating patterns (see Table I ), it has been found that the duty cycle has no noticeable effect on the time delay estimation.
Effects of Sampling Window Size: The size of the sampling window has significant impact on the accuracy of the time delay estimation. In the second set of experiments (see Section IV-A2), we have examined the number of samples versus the variance of estimated time delay by using several methods, including CCF, the baseline AAIRF, and the proposed MAFCCF with its moving average filter assuming different lengths (i.e., two, four, and six). That is, there are a total of five configurations, and their results are shown in Fig. 12 .
Both CCF and the baseline AAIRF methods give nearly identical variance of estimated time delay. However, when the moving average filter is used, one can see from Fig. 12 that the variance is reduced, indicating improved accuracy. It can be found that, the longer the moving average filter, the less the variance of estimated time delay. For the same configuration in Fig. 12 , one can see that, when the size of the sampling window is below 270 samples, significant variance exists. When the size of the sampling window exceeds 270 samples, the accuracy improvement in terms of reduced variance of estimated time delay is very statistically small. When the sample size is near 400 samples, the variance is largely due to the system errors, and no improvement can be expected if the sampling window size goes higher. Therefore, in practice, the sampling window size is set to 400 samples for most of our experiments using the test apparatus shown in Fig. 11 .
Effects of Sampling Frequency: Fig. 13 shows the results of the sampling frequency (in hertz) versus the deviation of calculated flow rate (in gallons per minute), which agrees well with the theoretical predictions by (22). For all three flow rates in Fig. 13 , when the sampling frequency is below 10 Hz, significant deviation has been observed, which corresponds to lower accuracy. Although we showed in Section IV-A3 that the minimum sampling frequency can be as low as 0.23 Hz, in practice, the sampling frequency has to be chosen higher to get reasonably low deviation of the flow rate. When the sampling frequency exceeds 10 Hz, no significant reduction of the deviation of flow rate can be achieved. Therefore, in practice, the sampling frequency is set to 10 Hz for most of our experiments using the test apparatus shown in Fig. 11 . When the same sampling frequency (10 Hz) is used, we try to compare the accuracy of different methods, including CCF, the baseline AAIRF, and the MAFCCF with its moving average filter assuming a length of six. The results are reported in Table II . Here, two figures of merit are used: 1) the variance of time delay estimates, which is given in (14) , and 2) the full width at half maximum (FWHM), defined as the peak height divided by its width (see Fig. 14) . In addition, these three methods are compared for their respective computation efficiency given in CPU time.
From Table II , it can be seen that, in terms of FWHM, the AAIRF has a much more accurate result than the other two at a higher computation cost. It is also seen that, although the baseline AAIRF method gives a very narrow peak to detect the peak point, its deviation of estimated time delay is the same as that of the CCF method (see Fig. 12 ), as both AAIRF and CCF are based on the same correlation calculation. MAFCCF, on the other hand, gives lower deviation of estimated time delay than AAIRF and CCF.
Also, from Table II , for the same variance of estimated time delay of 0.005 s, the CCF and AAIRF methods require longer CPU time than the MAFCCF method. This means that the MAFCCF method requires fewer samples to converge to a given level of accuracy. As a result, when both accuracy and CPU time are concerned, the MAFCCF has its advantages over the other methods.
VI. CONCLUSION
The experiments have indicated that, for flow rate measurement in a harsh environment, the conventional methods that are based on the calculation of CCF or TF suffer from a few signal processing problems; often, undesirable wide peaks and catastrophic negative or false peaks which may fail these methods will be generated. To address these problems, two methods-the baseline AAIRF and MAFCCF-have been proposed in this paper, and they have been experimentally verified. The results have shown that the proposed baseline AAIRF approach gives a very narrow and sharp peak. When AAIRF is combined with a moving average filter, this MAFCCF algorithm showed a few distinct advantages: 1) It generates extremely narrow peaks as AAIRF does; 2) it has the lowest normalized standard error than any other approaches; and 3) it has a low computation requirement suitable for real-time processing.
