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Abstract 
Novel criteria for global asymptotic stability are presented. The results 
are obtained by a combination of the “discretization approach” and the 
ideas contained in the proof of the original Matrosov’s result. The results 
can be used for the proof of global asymptotic stability by using 
continuously differentiable, positive definite functions which do not have 
a negative semi-definite derivative. Illustrating examples are provided. 
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1. Introduction 
 
     Lyapunov’s direct method has been proved to be irreplaceable for the stability analysis of nonlinear systems. 
However, the main difficulty in the application of Lyapunov’s direct method is to find a Lyapunov function for a 
given dynamical system. Most positive definite functions will not have a negative definite derivative for a given 
dynamical system and therefore cannot be used for stability analysis by using Lyapunov’s direct method. 
 
There are two ways to relax the requirement of a negative definite derivative: 
 
1) By using the Krasovskii-La Salle principle (see [9,12,13,16]) or by using Matrosov’s theorem (see [22]). The 
original result by Matrosov has been generalized recently in various directions (see [11,12,14,15,16,24]). 
However, in order to able to apply all available results it is necessary to have a positive definite (Lyapunov) 
function with negative semi-definite derivative or to assume uniform Lyapunov and Lagrange stability 
(which can be shown by a positive definite function with negative semi-definite derivative). It should be 
noted that the main idea in the proof of the original Matrosov’s result is the division of the state space into 
two regions: in the first region (the “bad region”) the non-positive derivative of the Lyapunov function can 
be arbitrarily small in absolute value while in the second region (the “good region”) the derivative of the 
Lyapunov function has a negative upper bound. The proof is accomplished by showing that the solution 
cannot stay in the “bad region” forever and by estimating the time that the solution spends in the “good 
region”. Recently, in [8] a different approach was proposed for a Lyapunov function which can have positive 
derivative in certain regions of the state space: by using the derivative of auxiliary functions the 
methodology guarantees that the solution enters the “good region” after a finite time and remains bounded. 
The idea of switching between system modes with negative and positive derivative of a Lyapunov function 
has been also used recently in the stability analysis of hybrid systems in [18,19]. However, in hybrid systems 
the time period for which the derivative of the Lyapunov function is positive is determined by the switching 
signal and it is not necessary to estimate it.    
 
2) By using the “discretization approach” (see [1], the Appendix in [2] and recent generalizations in [17,20,21] 
as well as the proof of the main result in [6]), which does not require a negative definite derivative. Instead, 
the discretization approach requires that the difference of the Lyapunov function ))0(())(( xVTxV −  is 
negative definite, where )(tx  denotes the solution of the dynamical system and 0>T  is a fixed time. 
Therefore, in this approach the Lyapunov function can even have a positive derivative in certain regions of 
the state space. However, the main difficulty in the application of this approach is the estimation of the 
difference of the Lyapunov function ))0(())(( xVTxV − . The application of this approach to feedback 
stabilization problems gave very important results in [2] (see also recent extensions in [7]).  
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     The purpose of the present work is to combine the above approaches and to provide useful global stability criteria 
that use a positive definite function with a non sign-definite derivative. The results are developed for the autonomous 
uncertain case   
 
Ddx
xdfx
n ∈ℜ∈
=
,
),(&
                                                                               (1.1) 
 
where )(tx  is the state and lDtd ℜ⊂∈)(  is a time-varying disturbance. However, the obtained results can be 
extended to the local case or the time-varying case. The key idea is the idea used in the proof of the original 
Matrosov’s result described above concerning the division of the state space into two regions: the “good region”, 
where the derivative of the Lyapunov function has a negative upper bound and the “bad region” where the derivative 
of the Lyapunov function can be positive. The first step is to show that the solution of (1.1) cannot stay in the “bad 
region” forever. Additional technical difficulties arise since we have to guarantee that the solution remains bounded 
while it stays in the “bad region”. The second step is to estimate the difference of the Lyapunov function 
))0(())(( xVTxV − , where 0>T  is chosen appropriately so that the solution is in the “good region”. Finally, by 
extending the discetization approach, we can guarantee robust global asymptotic stability or robust global exponential 
stability (Theorem 3.1, Corollary 3.5, Theorem 3.7 and Corollaries 3.8, 3.9, 3.10).  
 
     The structure of the paper is as follows. Section 2 provides the definitions of the notions used in the paper and 
some preliminary results that generalize the discretization approach. The results of Section 2 are interesting, since are 
necessary and sufficient conditions for robust global asymptotic stability. In Section 3 of the paper the main results 
are stated and proved. Illustrative examples of the proposed approach are provided in Section 4: the examples show 
how we can use very simple positive definite functions (e.g. 2)( xxV = ), which do not have a sign-definite 
derivative. Finally, some concluding remarks are provided in Section 5. The Appendix contains the proofs of some 
technical steps needed in the proof of Theorem 3.1. 
 
 
Notations Throughout this paper we adopt the following notations:  
∗  For a vector nx ℜ∈  we denote by x  its usual Euclidean norm and by x′  its transpose.  
∗  We say that an increasing continuous function ++ ℜ→ℜ:γ  is of class K  if 0)0( =γ . We say that an increasing 
continuous function ++ ℜ→ℜ:γ  is of class ∞K  if 0)0( =γ  and +∞=+∞→ )(lim ss γ . By KL  we denote the set of all 
continuous functions +++ ℜ→ℜ×ℜ= :),( tsσσ  with the properties: (i) for each 0≥t  the mapping ),( t⋅σ  is of 
class K  ; (ii) for each 0≥s , the mapping ),( ⋅sσ  is non-increasing with 0),(lim =+∞→ tst σ .  
∗  Let lD ℜ⊆  be a non-empty set. By DM  we denote the class of all Lebesgue measurable and locally essentially 
bounded mappings Dd →ℜ+: .  
∗  By )(AC j  ( );( ΩAC j ), where 0≥j  is a non-negative integer, nA ℜ⊆ , we denote the class of functions (taking 
values in mℜ⊆Ω ) that have continuous derivatives of order j  on A . 
∗  For every scalar continuously differentiable function ℜ→ℜnV : , )(xV∇  denotes the gradient of V  at nx ℜ∈ , 
i.e., ⎟⎟⎠
⎞
⎜⎜⎝
⎛
∂
∂
∂
∂=∇ )(),...,()(
1
x
x
V
x
x
V
xV
n
. We say that a function +ℜ→ℜnV :  is positive definite if 0)( >xV  for all 
0≠x  and 0)0( =V . We say that a continuous function +ℜ→ℜnV :  is radially unbounded if the following 
property holds: “for every 0>M  the set })(:{ MxVx n ≤ℜ∈  is compact”. 
 
 
2. Preliminary Results 
 
Throughout this paper we assume that system (1.1) satisfies the following hypotheses: 
 
(H1) lD ℜ⊂ is compact. 
 
(H2)  The mapping nn xdfxdD ℜ∈→∋ℜ× ),(),(  is continuous with 0)0,( =df  for all Dd ∈ . 
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(H3)  There exists a symmetric positive definite matrix nnP ×ℜ∈  such that for every compact set nS ℜ⊂  it holds 
that +∞<
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
≠∈∈
−
−′− yxSyxDd
yx
ydfxdfPyx ,,,:)),(),(()(sup
2
.  
 
Hypothesis (H2) is a standard continuity hypothesis and hypothesis (H3) is often used in the literature instead of the 
usual local Lipschitz hypothesis for various purposes and is a generalization of the so-called “one-sided Lipschitz 
condition” (see, for example [23], page 416 and [3], page 106). Notice that the “one-sided Lipschitz condition” is 
weaker than the hypothesis of local Lipschitz continuity of the vector field ),( xdf  with respect to nx ℜ∈ . It is clear 
that hypothesis (H3) guarantees that for every D
n Mdx ×ℜ∈),( 0 , there exists a unique solution )(tx  of (1.1) with 
initial condition 0)0( xx =  corresponding to input DMd ∈ . We denote by );,( 0 dxtx  the unique solution of (1.1) 
with initial condition nxx ℜ∈= 0)0(  corresponding to input DMd ∈ . Occasionally, we will use the following 
hypothesis for system (1.1): 
 
(H4)  For every compact set nS ℜ⊂  it holds that +∞<⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ ≠∈∈−
−
yxSyxDd
yx
ydfxdf
,,,:
),(),(
sup . 
 
instead of hypothesis (H3). Hypothesis (H4) is more demanding than hypothesis (H3) in the sense that the implication 
(H4) ⇒ (H3) holds. 
 
We next continue by recalling the notion of Uniform (Robust) Global Asymptotic Stability. 
 
Definition 2.1: We say that nℜ∈0  is uniformly robustly globally asymptotically stable (URGAS) for system (1.1) 
under hypotheses (H1-3) if the following properties hold: 
 
• for every 0>s , it holds that 
 { } +∞<∈≤≥ DMdsxtdxtx ,,0;);,(sup 00  
(Uniform Robust Lagrange Stability) 
 
• for every 0>ε  there exists a ( ) 0: >= εδδ  such that: 
{ } εδ ≤∈≤≥ DMdxtdxtx ,,0;);,(sup 00  
(Uniform Robust Lyapunov Stability) 
 
• for every 0>ε  and 0≥s , there exists a ( ) 0,: ≥= sεττ , such that: 
 { } ετ ≤∈≤≥ DMdsxtdxtx ,,;);,(sup 00  
(Uniform Attractivity for bounded sets of initial states) 
 
For disturbance-free systems we say that nℜ∈0  is uniformly globally asymptotically stable (UGAS) for system (1.1). 
 
 
It should be noted that the notion of uniform robust global asymptotic stability coincides with the notion of uniform 
robust global asymptotic stability presented in [10]. We next provide the notion of global exponential stability (see 
also [9]). 
 
Definition 2.2: We say that nℜ∈0  is uniformly robustly globally exponentially stable (URGES) for (1.1) under 
hypotheses (H1-3), if there exist constants 1≥M , 0>σ  such that the following inequality holds for all 0≥t , 
D
n Mdx ×ℜ∈),( 0 : 
 
00 )exp();,( xtMdxtx σ−≤  
 
 
The following result is a generalization of the discretization approach for the autonomous case (1.1). 
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Proposition 2.3: Consider system (1.1) under hypotheses (H1-3) and suppose that there exist a positive definite and 
radially unbounded );(0 +ℜℜ∈ nCV , a positive definite function );(0 ++ ℜℜ∈Cq , a function ∞∈Ka  and a 
locally bounded function ),0(}0{\: +∞→ℜnT  such that for each }0{\0 nx ℜ∈ , DMd ∈  the solution of (1.1) 
);,( 0 dxtx  with initial condition 00 );,0( xdxx =  corresponding to DMd ∈  exists on )](,0[ 0xT  and satisfies the 
following inequalities: 
 ( ))());,(( 00 xVadxtxV ≤ , )](,0[ 0xTt∈∀                                                           (2.1) 
 ( ))()());,((min 000)](,0[ 0 xVqxVdxtxVxTt −≤∈                                                              (2.2) 
 
Then nℜ∈0  is URGAS for (1.1). Moreover, if 0)( >≡ rxT , Mssa =:)( , qssq =:)( , where 0, >rM , )1,0(∈q  and 
there exist constants 210 KK <<  with 2221 )( xKxVxK ≤≤  for all nx ℜ∈  then nℜ∈0  is Robustly Globally 
Exponentially Stable for (1.1). 
 
 
Proof: Let KL∈σ  be the function with the following property.  
 
Property (P): if ∞=≥ 0}0{ iiV  is a sequence with ( )iii VqVV −≤+1  then ),( 0 iVVi σ≤  for all 0≥i .  
 
The existence of KL∈σ   which satisfies property (P) is guaranteed by Lemma 4.3 in [4]. 
 
Define 1)0( =T . Let nx ℜ∈0 , DMd ∈  arbitrary and define the following sequences: 
 
),,(1 dPxtxx iiii τ=+ , )( ii xTT = , iii t+=+ ττ 1 , )( ii xVV = , 0≥i                     (2.3a) 
 
with 00 =τ , where DMdP ∈τ  is defined by ( ) )()( ττ += tdtdP  for 0≥t  and ],0[ ii Tt ∈  satisfies  
 
));,((min));,((
],0[
dPxtxVdPxtxV
i
i
i iTtii ττ ∈=                                           (2.3b) 
 
for the case 0≠ix  and 1== ii Tt  for the case 0=ix . Notice that by virtue of the semigroup property we obtain that 
);,( 0 dxxx ii τ= .  
 
Inequality (2.2) and definitions (2.3) imply that  ( )iii VqVV −≤+1                                                                               (2.4)  
 
for the case 0≠ix . For the case 0=ix  by uniqueness of solution of (1.1) we have 01 =+ix  and consequently 
inequality (2.4) holds as well in this case. Therefore, property (P) guarantees that  
 
),( 0 iVVi σ≤  for all 0≥i                                                                      (2.5) 
 
where KL∈σ  is the function involved in property (P). 
 
Inequality (2.1), definitions (2.3a) and the semigroup property guarantee that ( )iii VadPxtxVdxtxV i ≤−= ));,(());,(( 0 ττ  for all ],[ 1+∈ iit ττ  for the case 0≠ix . By uniqueness of solution of 
(1.1), it follows that ( )iii VadPxtxVdxtxV i ≤−= ));,(());,(( 0 ττ  for all ],[ 1+∈ iit ττ  for the case 0=ix  as well. 
Since ∞=≥ 0}0{ iiV  is non-increasing (a consequence of (2.4)), we obtain  
 ( ))());,(( 00 xVadxtxV ≤  for all )sup,0[ it τ∈                                                 (2.6)  
 
Next we show that 
 ( ))());,(( 00 xVadxtxV ≤  for all 0≥t                                                               (2.7) 
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It should be noticed that Robust Lyapunov and Lagrange stability follows directly from inequality (2.7). 
 
For the proof of inequality (2.7) we distinguish two cases: 
 
Case 1: +∞<iτsup . By virtue of inequality (2.5) we obtain that 0lim =iV  and consequently 
( ) 0));,((lim 0sup =−→ dxtxVit τ . This implies that ( ) 0);,(lim 0sup =−→ dxtxit τ , which implies 0);,( 0 =dxtx  for all it τsup≥ . 
Therefore inequality (2.7) is a consequence of (2.6) and the fact that 0));,(( 0 =dxtxV  for all it τsup≥ .  
 
Case 2: +∞=iτsup . In this case inequality (2.7) is a direct consequence of inequality (2.6). 
 
We next show Robust Attractivity. Exploiting the fact that );(0 +ℜℜ∈ nCV  is a continuous, positive definite and 
radially unbounded function, it suffices to show that for every 0>ε , 0≥R  there exists 0),(ˆ ≥RT ε  such that 
( ) ε≤);,( 0 dxtxV  for all ),(ˆ RTt ε≥ , nx ℜ∈0  with Rx ≤0  and DMd ∈ . 
 
Let 0>ε , 0≥R , nx ℜ∈0  with Rx ≤0  and DMd ∈  be arbitrary. By virtue of (2.7) and the semigroup property 
follows that if )(1 ε−≤ aVi  for some 0≥i  then we have ε≤));,(( 0 dxtxV  for all it τ≥ . Define { })(:0min: 1 ε−≤≥= aViJ i  and { }RxxVRB ≤= :)(max:)( . Let +∈ZRN )(ε  such that )())(),(( 1 εσ ε −≤ aRNRB  
and notice that inequality (2.5) and the fact that )()( 0 RBxV ≤  implies )(RNJ ε≤ .  
 
Next suppose that 1≥J . Since )(1 ε−≥ aVi  for all 1−≤ Ji  (a consequence of definition { })(:0min: 1 ε−≤≥= aViJ i ), we get from (2.3a) and the facts that ∞=≥ 0}0{ iiV  is non-increasing (a consequence of 
(2.4)) and )()( 0 RBxV ≤ : 
)(~1 RTTt iiiiii +≤+≤+=+ ττττ  for all 1−≤ Ji  
 
where { })()()()(:)(sup:)(~ 11 RBaxVaxTRT +≤≤= −− εεε .  Therefore )(~1 RTii ετ ≤+ , for all 1−≤ Ji  and therefore 
inequality )(RNJ ε≤  implies )(~)( RTRNJ εετ ≤ . It follows that ε≤));,(( 0 dxtxV  for all )(~)( RTRNt εε≥ . 
 
The above conclusion holds as well in the case 0=J , namely we have ε≤));,(( 0 dxtxV  for all )(~)( RTRNt εε≥ .  
 
Thus for every 0>ε , 0≥R  there exists 0)(~)(),(ˆ ≥= RTRNRT εεε  such that ( ) ε≤);,( 0 dxtxV  for all ),(ˆ RTt ε≥ , 
nx ℜ∈0  with Rx ≤0  and DMd ∈ . 
 
Finally, for the case 0)( >≡ rxT , Mssa =:)( , qssq =:)( , 2221 )( xKxVxK ≤≤  for all nx ℜ∈ , where 0, >rM , 
)1,0(∈q  and 210 KK << , we notice that inequality (2.4) implies 0)1( VqV ii −≤  for all 0≥i . Therefore, using the 
inequality ( )iVadxtxV ≤));,(( 0  for all ],[ 1+∈ iit ττ , in conjunction with definition Mssa =:)(  gives 
00 )1());,(( MVqdxtxV
i−≤  for all ],[ 1+∈ iit ττ . The previous inequality combined with the inequalities 
2
2
2
1 )( xKxVxK ≤≤  for all nx ℜ∈  gives 0
1
2
0 )exp();,( xK
MK
idxtx σ−≤ , for all ],[ 1+∈ iit ττ , where 0>σ  is 
defined by the equation q−=− 1)2exp( σ . Using the fact that rit i )1(1 +≤≤ +τ , we obtain the inequality 
⎟⎠
⎞⎜⎝
⎛−≤− t
r
i σσσ exp)exp()exp( , for all 0≥i  and ],[ 1+∈ iit ττ . Consequently, by distinguishing again the cases 
+∞<iτsup  and +∞=iτsup , we have  0
1
2
0 )exp(exp);,( xK
MK
t
r
dxtx σσ ⎟⎠
⎞⎜⎝
⎛−≤ , for all 0≥t , which implies 
that nℜ∈0  is Robustly Globally Exponentially Stable for (1.1). 
 
The proof is complete.             <  
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Remark 2.4: The reader should notice that the converse of Proposition 2.3 holds, i.e., if nℜ∈0  is URGAS for (1.1) 
then for every positive definite and radially unbounded function );(0 +ℜℜ∈ nCV , there exist a function ∞∈Ka  and 
a locally bounded function ),0(}0{\: +∞→ℜnT  such that for each }0{\0 nx ℜ∈ , DMd ∈  the solution of (1.1) 
);,( 0 dxtx  with initial condition 00 );,0( xdxx =  corresponding to DMd ∈  exists on )](,0[ 0xT  and satisfies the 
inequalities (2.1) and (2.2). Indeed, if nℜ∈0  is URGAS for (1.1) then there exists KL∈σ  such that for each 
nx ℜ∈0 , DMd ∈  the solution of (1.1) );,( 0 dxtx  with initial condition 00 );,0( xdxx =  corresponding to DMd ∈  
satisfies: 
 ( )txdxtx ,);,( 00 σ≤ , 0≥∀t                                                                (2.8) 
 
Without loss of generality, we may assume that for each 0>s  the mapping ),( tst σ→  is strictly decreasing (if not 
replace ),( tsσ  by )exp(),( tsts −+σ ). Since );(0 +ℜℜ∈ nCV  is positive definite and radially unbounded, there 
exist functions ∞∈Kaa 21,  such that 
 ( ) ( )xaxVxa 21 )( ≤≤ , nx ℜ∈∀                                                               (2.9) 
 
Combining (2.8) and (2.9) we obtain: 
 
( ) ( )( )( )txVaadxtxV ,)();,( 01120 −≤ σ , 0≥∀t                                                (2.10) 
 
Let )1,0(∈q  and let 0)( >st  be the solution of the equation ( )( )( ) sqstsaa )1()(,112 −=−σ , for each 0>s . It can be 
shown by contradiction that the mapping )(),0( sts →∋+∞  is bounded on every compact set ),0( +∞⊂S . Therefore, 
by virtue of (2.10), we conclude that inequalities (2.1) and (2.2) hold with ( )( )( )0,:)( 112 saasa −= σ , sqsq =:)(  and 
1))((:)( += xVtxT .               <  
 
 
     The following proposition is less demanding in terms of the inequalities that guarantee URGAS. However, in 
contrast to Proposition 2.3, we have to assume that system (1.1) is forward complete and that hypothesis (H4) holds. 
We say that system (1.1) is forward complete if for every nx ℜ∈0 , DMd ∈  the solution of (1.1) );,( 0 dxtx  with 
initial condition 00 );,0( xdxx =  corresponding to DMd ∈  is defined for all 0≥t . 
 
 
Proposition 2.5: Consider system (1.1) under hypotheses (H1), (H2), (H4) and assume that system (1.1) is forward 
complete. Furthermore, suppose that there exist a positive definite and radially unbounded );(0 +ℜℜ∈ nCV , a 
positive definite function );(0 ++ ℜℜ∈Cq  and a locally bounded function ),0(: +∞→ℜnT  such that for each 
}0{\0
nx ℜ∈ , DMd ∈  the solution of (1.1) );,( 0 dxtx  with initial condition 00 );,0( xdxx =  corresponding to 
DMd ∈  exists on )](,0[ 0xT  and satisfies inequality (2.2). Then nℜ∈0  is URGAS for (1.1).  
 
    The reader should notice that an additional difference between Proposition 2.5 and Proposition 2.3 is the fact that 
Proposition 2.3 demands the function ),0(}0{\: +∞→ℜ nT  to be locally bounded while Proposition 2.5 demands the 
function ),0(: +∞→ℜnT  to be locally bounded. Since the value )0(T  plays no role, it is clear that the extra 
assumption required for Proposition 2.5 can be replaced by the condition +∞<
→
)(suplim
0
xT
x
. 
 
Proof of Proposition 2.5: The key idea of the proof is to show that forward completeness + hypothesis (H4) + 
+∞<
→
)(suplim
0
xT
x
 imply the existence of a function ∞∈Ka  such that inequality (2.1) holds as well. Then 
Proposition 2.3 guarantees that nℜ∈0  is URGAS for (1.1). 
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Indeed, since (1.1) is forward complete and since hypothesis (H4) holds, Proposition 5.1 in [5] guarantees that system  
(1.1) is Robustly Forward Complete (RFC, see [5]). Lemma 2.3 in [5] guarantees the existence of functions +∈Kμ  
and ∞∈Kζ  such that the following inequality holds for all nx ℜ∈0 , DMd ∈  and 0≥t : 
 ( )00 )();,( xtdxtx ζμ≤                                                                     (2.11) 
 
Without loss of generality, we may assume that +∈Kμ  is non-decreasing. Since );(0 +ℜℜ∈ nCV  is positive 
definite and radially unbounded, there exist functions ∞∈Kaa 21,  such that inequality (2.9) holds. Combining (2.9) 
and (2.11) we obtain that for each }0{\0
nx ℜ∈ , DMd ∈  the solution );,( 0 dxtx  of (1.1)  satisfies the following 
inequality: 
 ( )( )0020 ))(());,(( xxTadxtxV ζμ≤ , )](,0[ 0xTt∈∀                                          (2.12) 
 
Define ⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎟⎟⎠
⎞
⎜⎜⎝
⎛=
≤
)()(sup:)( 2 sxTasp
sx
ζμ  for all 0≥s . Since ),0(: +∞→ℜnT  is locally bounded, it follows that )(sp  
is well-defined for all 0≥s  and is a non-decreasing function. Moreover, it holds that 0)0()(lim
0
==+→ psps . Define 
∫+= s
s
dp
s
ssa
2
)(1:)(~ ξξ  for 0>s  and 0:)0(~ =a . The function a~  is of class ∞K  and satisfies )()(~ spsa ≥  for all 
0≥s . Consequently, using (2.12) we obtain that for each }0{\0 nx ℜ∈ , DMd ∈  the solution );,( 0 dxtx  of (1.1)  
satisfies the following inequality: 
 ( )00 ~));,(( xadxtxV ≤ , )](,0[ 0xTt∈∀                                          (2.13) 
 
Using (2.9) and (2.13), it follows that inequality (2.1) holds with ( ))(~:)( 11 saasa −= . The proof is complete.      <  
 
 
 
3. Main Results 
 
Next, the main result of the present work is stated. 
 
Theorem 3.1: Consider system (1.1) under hypotheses (H1), (H2), (H4) and suppose that there exist a positive 
definite and radially unbounded function );(1 +ℜℜ∈ nCV , a family of functions );(1 ℜℜ∈ ni CW  with 0)0( =iW , 
);(0 ++ ℜℜ∈Cbi  ( ki ,...,0= ), ∞∈Kgcc γρ ,,,, 21 , with )()()( 21 scscs ≥>ρ  for all 0>s , K∈λ   with ss <)(λ  
for all 0>s , a locally bounded function ),0(: +∞→ℜ+r  and a 1C  function ℜ→ℜ+:μ  with 0)0( =μ  for which 
the function )()(:)( 1 sscs μκ +=  is non-decreasing, such that the following inequalities hold: 
 
)())((),()(max 0 xWxVxdfxVDd
+−≤∇
∈
ρ , for all nx ℜ∈                                              (3.1) 
 
)(),()(max 1 xWxdfxW iiDd +∈
≤∇ , for all 1,...,0 −= ki  and for all nx ℜ∈  with ))(()( 20 xVcxW ≥         (3.2) 
 
))(()( xVbxW ii ≤ , for all ki ,...,0=  and for all nx ℜ∈  with ))(()( 20 xVcxW ≥                       (3.3) 
 
))((),()(max xVgxdfxWk
Dd
−≤∇
∈
, for all nx ℜ∈  with ))(()( 20 xVcxW ≥                          (3.4) 
 
0),()())((max),()(max 0 ≤∇′+∇ ∈∈ xdfxVxVxdfxW DdDd μ , for all 
nx ℜ∈  with ))(()())(( 201 xVcxWxVc ≥≥       (3.5) 
 ( )( ) ( ) ))(())(()( 21 sscssc γμγλμλ +>+ , for all 0>s                                       (3.6) 
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( ) ( ) ( )∑
=
+
>++
k
i
i
ik
sb
i
sr
k
srsgsc
0
1
2 !
)(
)!1(
)(
)()( λλ , for all 0>s                                  (3.7) 
 
( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−≥
+
=∈
− ∑ )!1()()(!max,max)(
1
0
)](,0[
1
k
sgsb
i
ss
kk
i
i
i
sr
τλτργ τ , for all 0>s                 (3.8) 
 
+∞<−∫+→
)(
)( 10
)()(
suplim
s
ss
c
d
γ
λ ττρ
τ                                                        (3.9) 
 
Then nℜ∈0  is URGAS for (1.1).  
 
 
Remark 3.2: A sufficient condition for the existence of a locally bounded function ),0(: +∞→ℜ+r  that satisfies 
(3.7) is the set of inequalities ( ) +∞<+→ )(
)(
suplim
0 sg
sbi
s λ , for ki ,...,1=  and ( ) +∞<
−
+→ )(
))(()(
suplim 20
0 sg
scsb
s λ
λ
. More 
specifically, if the previous set of inequalities holds then the map defined by 
( )
( )
( )
( ) ⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛ ++
⎟⎟⎠
⎞
⎜⎜⎝
⎛ −+++= −+
=
+ iki
ki
k
sg
sbk
i
k
sg
scsbk
ksr
1
1
,...,1
1
1
20
)(
)1(
!
)!1(max,
)(
))(()(1(
)!1(max1:)( λλ
λ
 for 0>s  and 1:)0( =r , is a 
locally bounded function ),0(: +∞→ℜ+r  that satisfies (3.7). 
 
 
Remark 3.3: A sufficient condition for (3.9) is the existence of a constant )1,0(∈K  such that: 
 
sKscs +≥ )()( 1ρ  and )()( 1 sKs λγ −≤ , for 0>s   sufficiently small 
 
However, the above condition is not necessary (e.g., if 21 )()( sKscs +≥ρ  and )(1
)()(
s
ss γ
γλ +≥  for 0>s   sufficiently 
small then (3.9) holds). 
 
 
The proof of Theorem 3.1 is heavily based on the following lemma. Its proof can be found in the Appendix. 
 
Lemma 3.4: Consider system (1.1) under hypotheses (H1), (H2), (H4) and suppose that there exist a positive definite 
and radially unbounded function );(1 +ℜℜ∈ nCV , a family of functions );(1 ℜℜ∈ ni CW  with 0)0( =iW , 
);(0 ++ ℜℜ∈Cbi  ( ki ,...,0= ) , ∞∈Kgcc γρ ,,,, 21 , with )()()( 21 scscs ≥>ρ  for all 0>s , K∈λ   with ss <)(λ  
for all 0>s , a locally bounded function ),0(: +∞→ℜ+r  and a 1C  function ℜ→ℜ+:μ  with 0)0( =μ  for which 
the function )()(:)( 1 sscs μκ +=  is non-decreasing, such that inequalities hold (3.1)-(3.8) hold. Then system (1.1) is 
forward complete. 
 
We are now ready to provide the proof of Theorem 3.1. 
 
Proof of Theorem 3.1: By virtue of Proposition 2.5 and Lemma 3.4, it suffices to show that inequalities (2.1), (2.2) 
hold for each }0{\0
nx ℜ∈ , DMd ∈  for the function );(1 +ℜℜ∈ nCV  with 
 
))((:)( xVpxT =                                                                           (3.10)  
 
∫ −+=
)(
)( 1
)()(
)(:)(
s
s
c
dsrsp
γ
λ ττρ
τ , for 0>s  and 1:)0( =p                                         (3.11) 
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)(:)( sssq λ−=                                                                               (3.12) 
 
The reader should notice that condition (3.9) and the fact that ),0(: +∞→ℜ+r  is a locally bounded function 
guarantee that the function ),0(: +∞→ℜ+p  as defined by (3.11) is locally bounded.  
 
Let }0{\0
nx ℜ∈ , DMd ∈  (arbitrary). We next show by contradiction that there exists )](,0[ 0xTt∈  such that 
))(());,(( 00 xVdxtxV λ≤ . Then definition (3.12) automatically guarantees that inequality (2.2) holds. 
 
Assume next that ))(());,(( 00 xVdxtxV λ>  for all )](,0[ 0xTt∈ . We show that this cannot happen. 
 
We first start by stating the following fact. Its proof can be found in the Appendix. 
 
 
FACT I: There exists ))]((,0[ 0xVrt∈  with )));,((());,(( 0200 dxtxVcdxtxW < .  
 
 
Define: 
 
 { })));,((());,((:))]((,0[inf: 020001 dxtxVcdxtxWxVrtt <∈=                               (3.13)  
 
We next continue with the following fact. Its proof can be found in the Appendix. 
 
 
FACT II: The following inequality holds: 
 
))(());,(( 001 xVdxtxV γ≤                                                             (3.14) 
 
 
We next distinguish the following cases: 
 
 
CASE 1: )));,((());,(( 0100 dxtxVcdxtxW ≤  for all )](,[ 01 xTtt∈ . 
 
Define )()(:)( 1 scssc −= ρ , which is a positive definite, continuous function. In this case inequality (3.1) implies that 
))(()( tVctV −≤& , for )](,[ 01 xTtt∈ , a.e., where ));,((:)( 0 dxtxVtV = . Consequently, we obtain 
))((
))((
)(
)( 10
)())((
)(
0
1
0
1
txTdt
tVc
tV
sc
ds
xT
t
xTV
tV
−−≤= ∫∫ & . Combining, the previous inequality with the fact that ))]((,0[ 01 xVrt ∈  
and definition (3.11) we get ∫∫ ≥
))((
))((
)(
))((
0
0
1
0
)()(
xV
xV
tV
xTV
sc
ds
sc
ds
γ
λ
. Since (3.14) holds, the previous inequality gives 
))(())(( 00 xVxTV λ≤ , a contradiction. 
 
 
CASE 2: There exists )](,[ 01 xTtt∈  with )));,((());,(( 0100 dxtxVcdxtxW > . 
 
In this case, continuity of mapping 
));,((
));,((
0
00
dxtxV
dxtxW
t →  guarantees the existence of times 32 tt <  with 
)( 0321 xTttt ≤<≤  and such that: 
 
)));,((());,(( 0100 dxtxVcdxtxW ≤ , for all ],[ 31 ttt∈                                            (3.15) 
 
)));,((());,(( 022020 dxtxVcdxtxW = , )));,((());,(( 031030 dxtxVcdxtxW =                   (3.16) 
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)));,((());,(( 0200 dxtxVcdxtxW ≥ , for all ],[ 32 ttt∈                                              (3.17) 
 
Inequality (3.15) in conjunction with inequality (3.1) guarantees that  
 
( )∫ −−≤ t
t
dVcVtVtV
2
))(())(()()( 12 τττρ , for all ],[ 32 ttt∈                                          (3.18)  
 
)()( 1tVtV ≤ , for all ],[ 31 ttt∈                                                                 (3.19)  
 
Inequalities (3.15), (3.17) and (3.5) imply that 
 
))(()())(()( 220330 tVtWtVtW μμ +≤+                                                         (3.20) 
 
It follows from (3.16) and (3.20) that:  
 
))(())(())(())(( 222331 tVtVctVtVc μμ +≤+                                                  (3.21) 
 
If ( )))(()( 213 tVtV −≤ γλ  then using (3.14), (3.19) we obtain ))(()( 03 xVtV λ≤ , a contradiction. 
 
Thus we are left with the case ( )))(()( 213 tVtV −> γλ . In this case inequality (3.21) and the fact that the function 
)()(:)( 1 sscs μκ +=  is non-decreasing, give 
 ( )( ) ( )( ) ))(())(())(())(( 22221211 tVtVctVtVc μγλμγλ +≤+ −−  
 
The above inequality contradicts inequality (3.6) for ))(( 2
1 tVs −= γ . 
 
The proof is complete.           <  
 
 
Corollary 3.5: Consider system (1.1) under hypotheses (H1), (H2), (H4) and suppose that there exist a positive 
definite and radially unbounded function );(1 +ℜℜ∈ nCV , a locally Lipschitz function ),0(: +∞→ℜnφ , a family of 
functions );(1 ℜℜ∈ ni CW  with 0)0( =iW , );(0 ++ ℜℜ∈Cbi  ( ki ,...,0= ), ∞∈Kgcc γρ ,,,, 21 , with 
)()()( 21 scscs ≥>ρ  for all 0>s , K∈λ   with ss <)(λ  for all 0>s , a locally bounded function ),0(: +∞→ℜ+r  
and a 1C  function ℜ→ℜ+:μ  with 0)0( =μ  for which the function )()(:)( 1 sscs μκ +=  is non-decreasing, such 
that inequalities (3.3), (3.5), (3.6), (3.7), (3.8), (3.9) hold as well as the following inequalities: 
 
)()())(()(),()(max 0 xWxxVxxdfxV
Dd
φρφ +−≤∇
∈
, for all nx ℜ∈                                  (3.22) 
 
)()(),()(max 1 xWxxdfxW iiDd +∈
≤∇ φ , for all 1,...,0 −= ki  and for all nx ℜ∈  with ))(()( 20 xVcxW ≥      (3.23) 
 
))(()(),()(max xVgxxdfxWkDd
φ−≤∇
∈
, for all nx ℜ∈  with ))(()( 20 xVcxW ≥                         (3.24) 
 
Then nℜ∈0  is URGAS for (1.1).  
 
Proof: Simply consider the dynamical system: 
 
Ddx
xdf
x
x
n ∈ℜ∈
=
,
),(
)(
1
φ&                                                                      (3.25) 
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Since ),0(: +∞→ℜnφ  is locally Lipschitz, it follows that system (3.25) satisfies hypotheses (H1), (H2) and (H4). 
Moreover, all requirements of Theorem 3.1 are fulfilled and consequently nℜ∈0  is URGAS for (3.25). Classical 
Lyapunov theory implies that nℜ∈0  is URGAS for (1.1). The proof is complete.         <  
 
 
Remark 3.6: Here it should be noticed that Lyapunov’s direct method is a special case of Corollary 3.5. Indeed, if 
there exists a positive definite continuous function +ℜ→ℜ nq :  such that )(),()(max xqxdfxV
Dd
−≤∇
∈
 for all 
nx ℜ∈ , then one can construct  a locally Lipschitz function ),0(: +∞→ℜnφ  and a function ∞∈Kρ  such that 
))(()(),()(max xVxxdfxV
Dd
ρφ−≤∇
∈
 for all nx ℜ∈ . Consequently, inequality (3.22) holds with 0)(0 ≡xW . 
Therefore, all requirements of Corollary 3.5 are satisfied with 0=k . The reader should notice that since 0=k  
inequalities (3.23) do not apply and since 0)(0 ≡xW , the set of all nx ℜ∈  with ))(()( 20 xVcxW ≥  is reduced to the 
singleton }0{  for every ∞∈Kc2 . Hence, inequality (3.24) holds with arbitrary ∞∈Kg . Moreover, inequality (3.3) 
holds with 0)(0 ≡sb , inequality (3.5) holds with 0)( ≡sμ  and inequalities (3.6), (3.7), (3.8), (3.9) hold with 1)( ≡sr , 
ss =:)(γ , )(
4
3:)(1 ssc ρ= , ⎟⎠
⎞⎜⎝
⎛=
22
1:)(2
ssc ρ  and arbitrary K∈λ   with ss <)(λ  for all 0>s , which satisfies 
⎭⎬
⎫
⎩⎨
⎧ ⎟⎠
⎞⎜⎝
⎛−≥
24
1,
2
max)( ssss ρλ  for 0>s  sufficiently small. 
 
 
The following theorem provides stability criteria under minimal regularity requirements for system (1.1).  Here we do 
not assume the local Lipschitz assumption (H4). 
 
Theorem 3.7: Consider system (1.1) under hypotheses (H1), (H2), (H3) and suppose that there exist a positive 
definite and radially unbounded function );(1 +ℜℜ∈ nCV , a family of functions );(1 ℜℜ∈ ni CW  with 0)0( =iW , 
constants 0≥ib  ( ki ,...,0= ) with ρ≥0b , 0,,,,, 21 >rgcc γρ , with 021 >≥> ccρ , )1,0(∈λ  and 1c−≥μ   such 
that the following inequalities hold: 
 
)()(),()(max 0 xWxVxdfxVDd
+−≤∇
∈
ρ , for all nx ℜ∈                                              (3.26) 
 
)(),()(max 1 xWxdfxW ii
Dd
+∈
≤∇ , for all 1,...,0 −= ki  and for all nx ℜ∈  with )()( 20 xVcxW ≥         (3.27) 
 
)()( xVbxW ii ≤ , for all ki ,...,0=  and for all nx ℜ∈  with )()( 20 xVcxW ≥                       (3.28) 
 
)(),()(max xVgxdfxWkDd
−≤∇
∈
, for all nx ℜ∈  with )()( 20 xVcxW ≥                          (3.29) 
 
0),()(max),()(max 0 ≤∇+∇ ∈∈ xdfxVxdfxW DdDd μ , for all 
nx ℜ∈  with )()()( 201 xVcxWxVc ≥≥          (3.30) 
 
γμλμ )()( 21 +>+ cc                                                                   (3.31) 
 
∑
=
+
>++
k
i
i
ik
b
i
r
k
rgc
0
1
2 !)!1(
λλ                                                           (3.32) 
 
( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−−≥
+
=∈
∑ )!1(!1max;)(expmin
1
0
],0[
0 k
gb
i
rb
kk
i
i
i
r
τλτρργ τ                                         (3.33) 
 
Then nℜ∈0  is URGAS for (1.1). Moreover, if there exist constants 210 KK <<  with 2221 )( xKxVxK ≤≤  for all 
nx ℜ∈  then nℜ∈0  is Robustly Globally Exponentially Stable for (1.1). 
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Proof: Let }0{\0
nx ℜ∈  and DMd ∈  (arbitrary). Inequalities (3.26), (3.28) (for )0=i  and the fact ρ≥0b  imply 
that 
 ( ) )()(exp));,(( 000 xVtbdxtxV ρ−≤ , for all 0≥t                                                    (3.34) 
 
Indeed, inequality (3.26) implies 0),()(max ≤∇
∈
xdfxV
Dd
, when )()( 20 xVcxW ≤ . Moreover, inequalities (3.26), 
(3.28) (for )0=i  imply that )()(),()(max 0 xVbxdfxV
Dd
ρ−≤∇
∈
, when )()( 20 xVcxW ≥ . Since ρ≥0b , we conclude 
that )()(),()(max 0 xVbxdfxV
Dd
ρ−≤∇
∈
 for all nx ℜ∈ . Inequality (3.34) follows directly from the previous 
differential inequality. 
 
The proof is exactly the same with the proof of Theorem 3.1 with ss ρρ =:)( , scsc 11 :)( = , scsc 22 :)( = , 
sgsg =:)( , ss γγ =:)( , ss λλ =:)( , rsr ≡)( , ss μμ =:)( , with two major differences: 
 
1) Instead of working with Proposition 2.5, we are working with Proposition 2.3. Indeed, inequality (3.34) 
guarantees that inequality (2.1) holds with ( )Tbssa )(exp:)( 0 ρ−= , where )(
)ln()ln(:
1c
rT −
−+= ρ
λγ .  
2) Inequality (3.14) is obtained by a combined use of the proof of Fact II in the Appendix and inequality (3.34).  
 
Details are left to the reader.           <  
 
 
Corollary 3.8: Consider system (1.1) under hypotheses (H1), (H2), (H3) and suppose that there exist a positive 
definite and radially unbounded function );(1 +ℜℜ∈ nCV , a locally Lipschitz function ),0(: +∞→ℜnφ , a family of 
functions );(1 ℜℜ∈ ni CW  with 0)0( =iW , constants 0≥ib  ( ki ,...,0= ) with ρ≥0b , 0,,,,, 21 >rgcc γρ , with 
021 >≥> ccρ , )1,0(∈λ  and 1c−≥μ   such that inequalities (3.28), (3.30), (3.31), (3.32), (3.33) as well as the 
following inequalities hold: 
 
)()()()(),()(max 0 xWxxVxxdfxVDd
φρφ +−≤∇
∈
, for all nx ℜ∈                                     (3.35) 
 
)()(),()(max 1 xWxxdfxW iiDd +∈
≤∇ φ , for all 1,...,0 −= ki  and for all nx ℜ∈  with )()( 20 xVcxW ≥         (3.36) 
 
)()(),()(max xVxgxdfxWk
Dd
φ−≤∇
∈
, for all nx ℜ∈  with )()( 20 xVcxW ≥                          (3.37) 
 
Then nℜ∈0  is URGAS for (1.1). Moreover, if there exist constants 210 KK <<  with 2221 )( xKxVxK ≤≤ and 
1)( Kx ≥φ   for all nx ℜ∈  then nℜ∈0  is Robustly Globally Exponentially Stable for (1.1). 
 
 
Proof: Again the proof of Corollary 3.8 is made with the help of Theorem 3.7 and system (3.25). Exponential 
stability follows directly from the fact that for every D
n Mdxt ×ℜ×ℜ∈ +),,( 0  the unique solution );,( 0 dxtx  of 
(1.1) is related to the unique solution )(ty  of (3.25) with initial condition 0)0( xy =  corresponding to the same 
DMd ∈  by the equation ( ) ⎟⎟⎠
⎞
⎜⎜⎝
⎛
= ∫t ddxxydxtx
0
00 );,();,( ττφ .           <  
 
 
   Since the estimation of the function ∞∈Kγ  is crucial for the verification of inequalities (3.6), (3.8) and (3.9) of 
Theorem 3.1 and Corollary 3.5, less conservative estimates of the solution of system (1.1) can be useful. The 
following theorem uses an additional differential inequality, which can be used to replace inequality (3.8) by a less 
demanding inequality.  
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Corollary 3.9: Consider system (1.1) under hypotheses (H1), (H2), (H4) and suppose that there exist a positive 
definite and radially unbounded function );(1 +ℜℜ∈ nCV , a locally Lipschitz function ),0(: +∞→ℜnφ , a family of 
functions );(1 ℜℜ∈ ni CW  with 0)0( =iW , );(0 ++ ℜℜ∈Cbi  ( ki ,...,0= ) , ∞∈Kgcc ,,, 21ρ , with 
)()()( 21 scscs ≥>ρ  for all 0>s , K∈λ   with ss <)(λ  for all 0>s , a locally bounded function ),0(: +∞→ℜ+r  
and a 1C  function ℜ→ℜ+:μ  with 0)0( =μ  for which the function )()(:)( 1 sscs μκ +=  is non-decreasing, such 
that inequalities (3.22), (3.23), (3.24), (3.3), (3.7) hold. Moreover, suppose that there exist functions ∞∈Kg γ,~  such 
that inequalities (3.6), (3.9) hold as well as the following inequalities:  
 
))((~)(),()(max xVgxxdfxWk
Dd
φ−≤∇
∈
, 
for all nx ℜ∈  with ))(()( 20 xVcxW ≥  and 0)(max
,...,1
≥
=
xWi
ki
                                       (3.38) 
 
( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟
⎟
⎠
⎞
⎜⎜
⎜
⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−≥
+
==∈
− ∑ )!1()(~)(!max,min)(
1
0)(
)],(,0[
1
k
sgxW
i
ss
kk
i
i
i
sxV
sr
τλτργ τ , for all 0>s                           (3.39) 
 
Then nℜ∈0  is URGAS for (1.1). 
 
    The reader should notice that in general the function ∞∈Kg~  involved in (3.38) will be greater than the function 
∞∈Kg  involved in (3.24). Therefore, (3.39) is a less demanding inequality than (3.8). 
 
Proof: It suffices to show that the result holds for the special case 1)( ≡xφ . Then a similar argument to the one used 
in the proof of Corollary 3.5 can show the validity of the result to the general case. Therefore, we assume that 
inequalities (3.1), (3.2), (3.4) and (3.38) with 1)( ≡xφ  hold. 
 
The reader should notice that inequality (3.8) in the proofs of Theorem 3.1 and Lemma 3.4 is used only for the 
derivation of inequality ))(()( 01 tVtV γ≤ , where 10 tt <  are times with  
 
))(( 001 tVrtt ≤−                                                                          (3.40)  
 
)));,((());,(( 0200 dxtxVcdxtxW ≥  for all ],[ 10 ttt∈                                               (3.41) 
 
))(()( 0tVtV λ>  for all ],[ 10 ttt∈                                                                  (3.42) 
 
Particularly, for Theorem 3.1 we have 00 =t . Using inequalities (3.2), (3.4), (3.41), (3.42), we obtain that 
inequalities (A8), (A9) hold for ],[ 10 ttt∈  a.e.. Moreover, inequalities (A8), (A9) show that if there exists ],[ 10 ttT ∈  
such that 0)(max
,...,1
≤
=
TWi
ki
 then we have 0)(max
,...,1
≤
=
tWi
ki
 and )()( 00 TWtW ≤  for all ],[ 1tTt∈ . 
 
We next distinguish the following cases: 
 
Case 1: 0)(max
,...,1
>
=
tWi
ki
 for all ],[ 10 ttt∈ . In this case, inequality (3.38) implies that inequalities (A9), (A10) hold 
with ∞∈Kg  replaced by ∞∈Kg~  for all ],[ 10 ttt∈  (inequality (A9) holds for ],[ 10 ttt∈  a.e.). Consequently, by 
virtue of (3.40) we get: 
 
( )
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−≤
+
=∈∈
∑ )!1())((~)(!max));,((max
1
0
0
0
))]((,0[
00
],[ 010 k
tVgtW
i
dxtxW
kk
i
i
i
tVrttt
τλττ                         (3.43) 
 
Case 2: There exists ],( 10 ttT ∈  such that 0)(max
,...,1
≤
=
TWi
ki
. In this case, we must have 0)(max
,...,1
≥
=
tWi
ki
 for all 
],[ 0 Ttt∈ . Therefore, inequality (3.38) implies that inequalities (A9), (A10) hold with ∞∈Kg  replaced by ∞∈Kg~  
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for all ],[ 0 Ttt∈  (inequality (A9) holds for ],[ 0 Ttt∈  a.e.). Moreover, since )()( 00 TWtW ≤  for all ],[ 1tTt∈ , it 
follows that ));,((max));,((max 00
],[
00
],[ 010
dxtxWdxtxW
Tttttt ∈∈
= . We conclude that (3.43) holds in this case as well. 
 
Case 3: 0)(max 0
,...,1
≤
=
tWi
ki
. In this case, we have )()( 000 tWtW ≤  for all ],[ 10 ttt∈  and we conclude that inequality 
(3.43) holds in this case as well. 
 
 
By virtue of (3.1) and (3.43) we obtain for ],[ 10 ttt∈  a.e.: 
 
( )
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−+−≤
+
=∈
∑ )!1())((~)(!max))(()(
1
0
0
0
))]((,0[ 0 k
tVgtW
i
tVtV
kk
i
i
i
tVr
τλτρ τ&                                   (3.44) 
 
Differential inequality (3.44) directly implies that: 
 
( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−≤
+
=∈
− ∑ )!1())((~)(!max,)(max)(
1
0
0
0
))]((,0[
1
0
0 k
tVgtW
i
tVtV
kk
i
i
i
tVr
τλτρ τ , for all ],[ 10 ttt∈  
 
The above inequality in conjunction with inequality (3.39) implies that inequality ))(()( 01 tVtV γ≤  holds. It should 
be noticed that inequality ))(()( 01 tVtV γ≤  holds as well for the case 01 tt =  (since (3.39) implies that 
))(()( 00 tVtV γ≤ ). The proof is complete.           <  
 
Similarly with Corollary 3.9, we obtain the following result. 
 
Corollary 3.10: Consider system (1.1) under hypotheses (H1), (H2), (H3) and suppose that there exist a positive 
definite and radially unbounded function );(1 +ℜℜ∈ nCV , a locally Lipschitz function ),0(: +∞→ℜnφ , a family of 
functions );(1 ℜℜ∈ ni CW  with 0)0( =iW , constants 0≥ib  ( ki ,...,0= ) with ρ≥0b , 0,,,, 21 >rgccρ , with 
021 >≥> ccρ , )1,0(∈λ  and 1c−≥μ   such that inequalities (3.35), (3.36), (3.37), (3.28), (3.30) and (3.32) hold. 
Moreover, suppose that there exist constants 0,~ >γg  such that inequality (3.31) holds as well as the following 
inequalities:  
 
)()(~),()(max xVxgxdfxWkDd
φ−≤∇
∈
, 
for all nx ℜ∈  with )()( 20 xVcxW ≥  and 0)(max
,...,1
≥
=
xWi
ki
                                       (3.45) 
 
( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−−≥
+
=ℜ∈∈
∑ )!1(~)( )(!1sup,)(expmin
1
0],,0[
0 k
g
xV
xW
i
rb
kk
i
i
i
xr n
τλτρργ τ                                    (3.46) 
 
Then nℜ∈0  is URGAS for (1.1). Moreover, if there exist constants 210 KK <<  with 2221 )( xKxVxK ≤≤  and 
1)( Kx ≥φ   for all nx ℜ∈  then nℜ∈0  is Robustly Globally Exponentially Stable for (1.1). 
 
 
 
4. Examples 
 
This section is devoted to the presentation of two illustrative examples. Both examples can be handled easily by 
classical Lyapunov analysis (i.e., it is easy to find a continuously differentiable, positive definite and radially 
unbounded function with negative definite derivative). However, here the issue is to show how we can prove robust 
global asymptotic (or exponential) stability by using a positive definite function with non sign definite derivative. In 
both examples, the simplest continuously differentiable, positive definite function 2)( xxV =  is used; this function 
fails to satisfy the requirements of Lyapunov’s direct method. 
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Example 4.1: Consider the planar system: 
 
],[,),(
)(
2
21
212
11
ppdxxx
xxdx
xx
−∈ℜ∈′=
−=
−=
β&
&
                                                                    (4.1) 
 
where 0≥p  is a constant parameter, ℜ→ℜ:β  is a locally Lipschitz mapping with 0)0( =β  and the Lyapunov 
function  
 
2
2
2
1)( xxxV +=                                                                                 (4.2) 
 
The reader should notice that the derivative of the Lyapunov function defined by (4.2) is not necessarily sign definite 
and classical Lyapunov analysis does not help. Of course there are Lyapunov functions that can be used directly for 
classical Lyapunov analysis (e.g., dy
y
ypxxxV
x
∫++= 1
0
2
22
2
2
1
)(
)(
β ). Here, for illustration purposes, we apply the 
result of Theorem 3.1 and we show that for every 0≥p , 20 ℜ∈  is URGAS for system (4.1).  
 
We have: 
 
)()()(2)(2)( 1
22
21 xpxVxxdxVxV ββ +−≤+−=& , 2ℜ∈∀x                                     (4.3) 
 
Let ℜ→ℜ:~β  be an odd 1C  mapping such that its restriction on +ℜ  is a convex ∞K  function and satisfies ( )11 ~)( xx ββ ≤  for all ℜ∈1x . Inequality (4.3) shows that inequality (3.1) holds with ss =:)(ρ  and 
)(~:)( 1
22
0 xpxW β= .  
 
Let  10 1 << c  and define scsc 11 :)( = . Moreover, notice that notice that since ℜ→ℜ:~β  is a locally Lipschitz 
function with 0)0(~ =β , there exists );(10 ++∞ ℜℜ∩∈ CKb  such that inequality (3.3) for 0=i  holds for all 
2ℜ∈x . Without loss of generality we may assume that ssb ≥)(0  for all 0≥s . Furthermore, since ℜ→ℜ:~β  is a 
1C  mapping, we have: 
 
111
2
0 )(
~)(~2)( xxxpxW ββ ′−=& , 2ℜ∈∀x                                                    (4.4)  
 
If 01 ≥x , then since the restriction of ℜ→ℜ:~β  on +ℜ  is a convex ∞K  function we get 111 )(~)(~ xxx ββ ′≤ . 
Therefore, (4.4) implies for all 01 ≥x : 
 
)(2)( 00 xWxW −≤&                                                                          (4.5)  
 
Since ℜ→ℜ:~β  is an odd mapping, we have )(~)(~ 11 xx −=′ ββ  for all 01 <x . Therefore, if 01 <x , by virtue of 
convexity we get 111 )(
~)(~ xxx ββ ′−≤− . Thus (4.5) holds for 01 <x  as well.  
 
Inequality (4.5) shows that inequalities (3.4), (3.5) hold with 0=k , 0)( ≡sμ  and )(2:)( 2 scsg = , where ∞∈Kc2  is 
an arbitrary function (yet to be selected) that satisfies scsc 12 )( ≤  for all 0≥s . Consequently, since 0=k , 
inequalities (3.2) do not apply in this case. Furthermore, since 0=k , it follows that inequality (3.8) holds with 
)(:)( 0 sbs =γ  for every locally bounded mapping ),0(: +∞→ℜ+r .  
 
Define ss λλ =:)( , where )1,0(∈λ . Inequality (3.9) holds since +∞<⎟⎠
⎞⎜⎝
⎛
−≤−∫+→ λττρ τ
γ
λ
R
cc
d
s
ss
ln
1
1
)()(
suplim
1
)(
)( 10
, where 
0>R  is an appropriate constant that satisfies sRsb ≤)(0  for all 0>s  sufficiently small (there exists such a constant 
since );(10
++∞ ℜℜ∩∈ CKb ). 
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Finally, notice that inequality (3.6) holds with )(:)( 10
2
12 sbcsc
−= λ . Notice that since ssb ≥)(0  for all 0≥s , we 
indeed obtain that )()()( 11
2
2 scscsc <≤ λ  for all 0>s . Moreover, since sRsb ≤)(0  for all 0>s  sufficiently small, 
we obtain )(22
1
sc
c
Rs λ≤  for all 0>s  sufficiently small. 
 
Thus we are left with inequality (3.7). By virtue of Remark 3.2 and since )()( 23
1
2
0 sc
c
RsRsb λλ≤≤  for all 0>s  
sufficiently small, we get ( ) +∞<
−
+→ )(
))(()(
suplim 20
0 sg
scsb
s λ
λ
. Consequently, the locally bounded mapping defined by  
( )
( ))(22
1:)(
2
0
sc
sb
sr λ+=  for 0>s  and 1:)0( =r  satisfies inequality (3.7).  
 
Therefore, all requirements of Theorem 3.1 hold. We conclude that for every 0≥p , 20 ℜ∈  is URGAS for system 
(4.1). 
 
If we further assume that 11 )( xKx ≤β , where 0>K  then the reader can verify that all requirements of Theorem 
3.7 hold. Particularly, all the above hold with sKsb )1(:)( 20 += . Indeed, in this case we may conclude that for every 
0≥p , 20 ℜ∈  is URGES for system (4.1).                   <  
 
 
Example 4.2: Consider the linear uncertain system 
 
],0[:,),(
2)1(
2
21
212
21
pDdxxx
xxdx
xx
=∈ℜ∈′=
−+−=
=
&
&
                                                       (4.6) 
 
where 0≥p  is a constant parameter. Our goal is to determine the maximum allowable value of 0≥p  for which 
20 ℜ∈  is Robustly Globally Exponentially Stable. To this purpose, we will use the Lyapunov function defined by 
(4.2) and Corollary 3.10 with 1)( ≡xφ . It should be noticed that the derivative of V  is not negative definite (it is only 
negative semi-definite only for the case 0≡d ). Indeed, we have by completing the squares 
 ( ) ( ) 212222122221 3)(3342max),()(max xpxVxxpxxdxxdfxV
DdDd
++−=−≤−−=∇
∈∈
                       (4.7) 
 
where )2)1(,(:),( 212 ′−+−= xxdxxdf . Inequality (4.7) shows that inequality (3.26) holds with 3:=ρ  and ( ) 2120 3:)( xpxW += . We also have: ( ) 2120 32),()(max xxpxdfxWDd +=∇∈                                                       (4.8) 
 
Equation (4.8) shows that inequality (3.27) for 0=i  holds for arbitrary 02 >c  with ( ) 2121 32:)( xxpxW += . It should 
be noticed that the inequality )()( 20 xVcxW ≥  is equivalent to the inequality  
 
2
2
2
1
2
2
2
2 33
c
cp
x
x
c
cp −+≤≤−+−                                                          (4.9) 
 
for every 02 >c . In addition, we get  
 ( ) ( ) ( )( )212122221212221 2322)1(max32),()(max xxxxpxxxdxpxdfxW
DdDd
−−+≤−+−+=∇
∈∈
            (4.10) 
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Inequality (4.10) shows that there exists a constant 0>g  such that ( ) )(32),()(max 21 xgVpxdfxWDd +−≤∇∈ , provided 
that 
g
g
x
x
g
g
+
−+≤≤+
−−
1
21
1
21 2
1
2
2
                                                         (4.11) 
 
By virtue of (4.9) and (4.10), it follows that inequality (3.29) for 1=k  holds as long as  
 
2
2
224
3 cp <−
+                                                                        (4.12) 
 
Since the inequality 32 =< ρc  must also hold, it follows from (4.12) that the maximum allowable value of 0≥p  
must satisfy 269 −<p . In order to determine the constant 0~ >g  that satisfies (3.45) with 1)( ≡xφ , we notice 
that inequalities (4.9) and (4.10) in conjunction with the constraint 0)(1 ≥xW  and (4.12) (which implies 
12
3
2
2
2
−<−+
c
cp
) give: 
( ) ( )2
2
2
2
2
2
2 32
3
0:
1
21min32~ p
c
cp
y
y
yypg +=
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ −+≤≤+
−++=                                  (4.13) 
 
The reader should notice that inequalities (3.28) hold with 210 3 pbb +== . Moreover, inequality (3.32) holds with 
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧ +++=
g
p
g
pr λλ
22 3
2,1max
3
21  (see Remark 3.2) for every )1,0(∈λ .  
 
We next determine constants 0≥μ  and )3,[ 21 cc ∈  so that inequality (3.230) holds. We have 
 ( ) 222122120 332),()(max),()(max xxpxxpxdfxVxdfxW DdDd μμμ −++≤∇+∇ ∈∈                          (4.14) 
 
The reader can verify that )()()( 102 xVcxWxVc ≤≤  is equivalent to the sector condition: 
 
1
1
2
1
2
2
2
2 33
c
cp
x
x
c
cp −+≥≥−+  or 
1
1
2
1
2
2
2
2 33
c
cp
x
x
c
cp −+−≤≤−+−                          (4.15) 
 
On the other hand, the right hand side of inequality (4.14) is non-positive provided that  
 
s
ps
x
x
6
1211 22
1
2 ++≥  or 
s
ps
x
x
6
1211 22
1
2 +−≤                                           (4.16) 
 
where )3(2/ 2ps += μ . It follows that (4.15) implies (4.16) if the following inequality holds: 
 
1
1
2
1
3
)3(2
c
cpc
−
−+≥μ                                                                     (4.17) 
 
Thus we are left with the verification of inequalities (3.31) and (3.46). By virtue of (4.13) and previous definitions the 
following inequalities hold for every )1,0(∈λ :  
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2
2
2
4
1
2
1
2
2
2
2
2
1
2
1
2
221
2
1
2
],,0[
1
0],,0[
)1(
12
3
)()(
)1(
3
3sup
)()(3
3sup
)(
2
)(3
3sup
)!1(
~
)(
)(
!
1sup
++≤
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −++=
⎥⎥⎦
⎤
⎢⎢⎣
⎡ ++≤
≤
⎥⎥⎦
⎤
⎢⎢⎣
⎡ −++≤
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−
ℜ∈ℜ∈
ℜ∈∈
+
=ℜ∈∈
∑
λλλλλ
λτττλτρ ττ
p
xV
x
xV
xp
xV
xx
xV
xp
xV
xx
xV
xp
k
g
xV
xW
i
nn
nn
xx
xr
kk
i
i
i
xr
 
 
Consequently, inequality (3.46) will hold with 2
2
)1(
12
3
: ++= λλγ
p
. On the other hand, previous definitions imply 
that inequality (3.31) is equivalent to the following inequality: 
 
( )
( )
2
1
2
112
1
2
111
2
2
3
)3(23
)3(23
)1(
12 p
cpccc
cpccc >−
−++−
−++−
+λ
λ  
for arbitrary constants 3
224
3
12
2
<<<−
+ ccp  and  )1,0(∈λ . Consequently, the maximum allowable value of 0≥p  
must satisfy 269 −<p  and the following inequality 
 ( )
( )
2
1
2
112
121
)3(23
3)(3
p
cpccc
ccc >
−++−
−−
                                                      (4.18) 
for certain constants 3
224
3
12
2
<<<−
+ ccp . Numerical calculations show that the maximum value is greater than 
236643.0
5
7
5
1 ≈ ; the reader can verify that inequality (4.18) holds with 
5
7
5
1=p , 6094.22 =c  and 8594.21 =c .  
 
It should be noticed that the result is very conservative. Indeed, by following classical Lyapunov analysis the reader 
can verify that much higher values for 0≥p  than 236643.0
5
7
5
1 ≈  can be allowed. For example, the quadratic 
Lyapunov function ( )21221 2
1
4
1)( xxxxV σ++=  with 
2
21+=σ  has negative definite derivative for 1<p . 
However, here we have used a completely inappropriate Lyapunov function, which has positive derivative in certain 
regions of the state space. The example simply shows that stability analysis is possible even with completely 
inappropriate Lyapunov functions.             <  
 
 
 
5. Concluding Remarks 
 
Novel criteria for global asymptotic stability are presented. The results (Theorem 3.1, Corollary 3.5, Theorem 3.7, 
Corollaries 3.8, 3.9 and 3.10) are developed for the autonomous uncertain case and are obtained by a combination of: 
 
• suitable generalizations of the “discretization approach” (Proposition 2.3 and Proposition 2.5), which are 
necessary and sufficient conditions for uniform robust global asymptotic stability, 
 
• the idea contained in the proof of the original Matrosov’s result concerning the division of the state space 
into two regions: the “good region”, where the derivative of the Lyapunov function has a negative upper 
bound and the “bad region” where the derivative of the Lyapunov function can be positive. 
 
The results can be used for the proof of global asymptotic stability by using continuously differentiable, positive 
definite functions which do not have a negative semi-definite derivative. Illustrating examples are provided, which 
show how we can use very simple positive definite functions (e.g. 2)( xxV = ), which do not have a sign-definite 
derivative. 
 
Future work can address the issue of the extension of the obtained results to the local case or the time-varying case.  
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Appendix 
 
Proof of FACT I in the proof of Theorem 3.1: Suppose on the contrary that  )));,((());,(( 0200 dxtxVcdxtxW ≥  
for all ))]((,0[ 0xVrt∈ . Using inequalities (3.2), (3.4) and the fact that ))(());,(( 00 xVdxtxV λ>  for all 
))]((,0[ 0xVrt∈ , we obtain for ))]((,0[ 0xVrt∈  a.e.: 
 
)()( 1 tWtW ii +≤& , for 1,...,0 −= ki                                                                  (A1) 
 
( )))(()( 0xVgtWk λ−≤&                                                                              (A2) 
 
where ));,((:)( 0 dxtxWtW ii =  ( ki ,...,0= ). Inequalities (A1) and (A2) imply that the following inequality holds for 
all ))]((,0[ 0xVrt∈  
 
( )
)!1(
))(()(
!
)(
1
0
0
00 +−≤
+
=
∑ ktxVgxWittW
kk
i
i
i
λ                                                  (A3) 
 
Our assumption that )));,((());,(( 0200 dxtxVcdxtxW ≥  for all ))]((,0[ 0xVrt∈  in conjunction with the fact that 
))(());,(( 00 xVdxtxV λ>  for all ))]((,0[ 0xVrt∈  and inequality (A3) gives: 
 
( ) ( )
)!1(
))(()(
!
))((
1
0
0
002 +−≤
+
=
∑ ktxVgxWitxVc
kk
i
i
i
λλ , for all ))]((,0[ 0xVrt∈                        (A4) 
 
Inequality (A4) (for ))(( 0xVrt = ) in conjunction with inequalities (3.3) (which give ))(()( 00 xVbxW ii ≤  for 
ki ,...,0= ) implies that the following inequality must hold: 
 
( ) ( ) ( )
)!1(
))((
))(()(
!
))((
))(( 0
1
0
0
0
0
02 +−≤
+
=
∑ k xVrxVgxVbi xVrxVc
kk
i
i
i
λλ  
 
which contradicts inequality (3.7) with )( 0xVs = . The proof is complete.       <   
 
 
Proof of FACT II in the proof of Theorem 3.1: Suppose first that 00 >t . By virtue of definition (3.13), it follows 
that )));,((());,(( 0200 dxtxVcdxtxW ≥  for all ],0[ 0tt∈ . Using inequalities (3.2), (3.4) and the fact that 
))(());,(( 00 xVdxtxV λ>  for all ))]((,0[ 0xVrt∈ , it follows that inequalities (A1), (A2) hold for ],0[ 0tt∈  a.e.. 
Consequently, inequality (A3) holds for all ],0[ 0tt∈ . Using inequalities (3.3) (which give ))(()( 00 xVbxW ii ≤  for 
ki ,...,0= ), we get from (A3): 
( )
)!1(
))(())((
!
)(
1
0
0
00 +−≤
+
=
∑ ktxVgxVbittW
kk
i
i
i
λ                                            (A5) 
 
Inequality (A5) and the fact that ))]((,0[ 00 xVrt ∈  imply that: 
 
( )
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−≤
+
=∈∈
∑ )!1())(())((!max));,((max
1
0
0
0
))]((,0[
00
],0[ 00 k
txVgxVb
i
tdxtxW
kk
i
i
i
xVrttt
λ                         (A6) 
 
By virtue of (3.1) and (A6) we obtain for ],0[ 0tt∈  a.e.: 
 
( )
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−+−≤
+
=∈
∑ )!1())(())((!max))(()(
1
0
0
0
))]((,0[ 0 k
xVgxVb
i
tVtV
kk
i
i
i
xVr
τλτρ τ&                                   (A7) 
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where ));,((:)( 0 dxtxVtV = . Differential inequality (A7) directly implies that: 
 
( )
⎪⎭
⎪⎬
⎫
⎪⎩
⎪⎨
⎧
⎟⎟⎠
⎞
⎜⎜⎝
⎛
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−≤
+
=∈
− ∑ )!1())(())((!max,)(max)(
1
0
0
0
))]((,0[
1
0
0 k
xVgxVb
i
xVtV
kk
i
i
i
xVr
τλτρ τ , for all ],0[ 0tt∈  
 
The above inequality in conjunction with inequality (3.8) implies that inequality (3.14) holds. It should be noticed that 
inequality (3.14) holds as well for the case 00 =t  (since (3.8) implies that ))(()( 00 xVxV γ≤ ). 
 
The proof is complete.       <  
 
 
Proof of Lemma 3.4: We will prove that system (1.1) is forward complete by contradiction. Suppose that there exists 
}0{\0
nx ℜ∈ , DMd ∈  the solution );,( 0 dxtx  of (1.1)  is defined on ),0[ maxt , where ),0(max +∞∈t  and cannot be 
further continued. Standard results on the continuation of the solutions of ordinary differential equations imply that 
+∞=−→ )(limmax tVtt , where ));,((:)( 0 dxtxVtV = . 
 
We next prove the following claims. 
 
CLAIM 1: There exists ),0[ max0 tt ∈  such that ))(()( 0tVtV λ> , for all ),[ max0 ttt∈ . 
 
Proof of Claim 1: If Claim 1 were not true then for every ),0[ maxtti ∈ , there would exist ),( max1 ttt ii ∈+  with 
))(()( 1 ii tVtV λ≤+ . Consequently, we can construct an increasing sequence ∞=0}{ iit  with ))(()( 1 ii tVtV λ≤+ , 
))(()( 0
)( tVtV ii λ≤ , where )(:)()( ss
timesi
i
⎟⎟⎠
⎞
⎜⎜⎝
⎛= 43421 oKoo λλλλ  for 1≥i  and ss =:)()0(λ . A standard contradiction argument 
shows that maxsup: ttTt ii ≤=→  and 0)( →itV . 
 
If maxtT =  then we obtain 0)(inflim
max
=−→ tVtt , a contradiction with the fact that +∞=−→ )(limmax tVtt . 
 
If maxtT <  then we must have 0)(inflim =−→ tVTt . Since the mapping )(tVt →  is continuous, we must have 
)()(lim)(inflim TVtVtV
TtTt
== →→ −  and this implies 0)( =TV . Consequently, we must have 0);,( 0 =dxTx . Uniqueness 
of solutions for system (Σ ) implies that 0);,( 0 =dxtx , for all Tt ≥ , which contradicts the fact that 
+∞=−→ )(limmax tVtt .  
 
 
CLAIM 2: There exists ),[ max0 ttt∈  with )));,((());,(( 0200 dxtxVcdxtxW < . 
 
Proof of Claim 2: Suppose on the contrary that  )));,((());,(( 0200 dxtxVcdxtxW ≥  for all ),[ max0 ttt∈ . Using 
inequalities (3.2), (3.4) and the fact that ))(());,(( 00 tVdxtxV λ>  for all ),[ max0 ttt∈ , we obtain for ),[ max0 ttt∈  
a.e.: 
 
)()( 1 tWtW ii +≤& , for 1,...,0 −= ki                                                                  (A8) 
 
( )))(()( 0tVgtWk λ−≤&                                                                              (A9) 
 
where ));,((:)( 0 dxtxWtW ii =  ( ki ,...,0= ). Inequalities (A8) and (A9) imply that the following inequality holds for 
all ),[ max0 ttt∈  
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Our assumption that )));,((());,(( 0200 dxtxVcdxtxW ≥  for all ),[ max0 ttt∈  in conjunction with inequality (A10) 
gives: 
 
( ) ⎟⎟⎠
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=
− ∑ )!1( )())(()(! )()(
1
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2 k
tt
tVgtW
i
tt
ctV
kk
i
i
i
λ , for all ),[ max0 ttt∈  
 
which contradicts the fact that +∞=−→ )(limmax tVtt . 
 
Define: 
 
 { })));,((());,((:),[inf: 0200max01 dxtxVcdxtxWtttt <∈=                               (A11)  
 
 
CLAIM 3: ))(( 001 tVrtt ≤−  
 
Proof of Claim 3: Suppose on the contrary that ))(( 001 tVrtt >− . Then definition (A11) implies that 
)));,((());,(( 0200 dxtxVcdxtxW ≥  for all ],[ 10 ttt∈ . Using inequalities (3.2), (3.4) and the fact that 
))(());,(( 00 tVdxtxV λ>  for all ),[ max0 ttt∈ , we obtain that inequalities (A8), (A9) hold for ],[ 10 ttt∈  a.e.. 
Inequalities (A8) and (A9) imply that inequality (A10) holds for all ],[ 10 ttt∈ . Since 
)));,((());,(( 0200 dxtxVcdxtxW ≥  for all ],[ 10 ttt∈  and ))(());,(( 00 tVdxtxV λ>  for all ),[ max0 ttt∈ , we get 
from (A10): 
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kk
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λλ , for all ],[ 10 ttt∈  
 
Using inequalities (3.3) (which give ))(()( 00 tVbtW ii ≤  for ki ,...,0= ), we get from the above inequality: 
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kk
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λλ , for all ],[ 10 ttt∈  
 
The above inequality for )( 0tVs =  and ))(( 00 tVrtt +=  contradicts inequality (3.7). 
 
 
CLAIM 4: The following inequality holds: 
 
))(()( 01 tVtV γ≤                                                                     (A12) 
 
 
Proof of Claim 4: Suppose first that 01 tt > . By virtue of definition (A11), it follows that 
)));,((());,(( 0200 dxtxVcdxtxW ≥  for all ],[ 10 ttt∈ . Using inequalities (3.2), (3.4) and the fact that 
))(());,(( 00 tVdxtxV λ>  for all ),[ max0 ttt∈ , we obtain that inequalities (A8), (A9) hold for ],[ 10 ttt∈  a.e.. 
Inequalities (A8) and (A9) imply that inequality (A10) holds for all ],[ 10 ttt∈ . Using inequalities (3.3) (which give 
))(()( 00 tVbtW ii ≤  for ki ,...,0= ), we get from (A10): 
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Inequality (A13) and Claim 3 imply that: 
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By virtue of (3.1) and (A14) we obtain for ],[ 10 ttt∈  a.e.: 
 
( )
⎥⎥⎦
⎤
⎢⎢⎣
⎡
+−+−≤
+
=∈
∑ )!1())(())((!max))(()(
1
0
0
0
))]((,0[ 0 k
tVgtVb
i
tVtV
kk
i
i
i
tVr
τλτρ τ&                                   (A15) 
 
Differential inequality (A15) directly implies that: 
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The above inequality in conjunction with inequality (3.8) implies that inequality (A12) holds. It should be noticed that 
inequality (A12) holds as well for the case 01 tt =  (since (3.8) implies that ))(()( 00 tVtV γ≤ ). 
 
 
CLAIM 5: There exists ),[ max1 ttt∈  with )));,((());,(( 0100 dxtxVcdxtxW > . 
 
Proof of Claim 5: Suppose the contrary, that )));,((());,(( 0100 dxtxVcdxtxW ≤  for all ),[ max1 ttt∈ . Then inequality 
(3.1) and the fact that )()( 1 scs >ρ  for all 0>s , imply that 0)( ≤tV&  for ),[ max1 ttt∈  a.e.. Thus we obtain 
)()( 1tVtV ≤  for all ),[ max1 ttt∈ , a contradiction with the fact that +∞=−→ )(limmax tVtt . 
 
We are now ready to finish the proof. Continuity of mapping 
));,((
));,((
0
00
dxtxV
dxtxW
t →  guarantees the existence of times 
32 tt <  with max321 tttt <<≤  and such that: 
 
)));,((());,(( 0100 dxtxVcdxtxW ≤ , for all ],[ 31 ttt∈                                            (A16) 
 
)));,((());,(( 022020 dxtxVcdxtxW = , )));,((());,(( 031030 dxtxVcdxtxW =                   (A17) 
 
)));,((());,(( 0200 dxtxVcdxtxW ≥ , for all ],[ 32 ttt∈                                              (A18) 
 
Inequality (A16) in conjunction with inequality (3.1) guarantees that  
 
( )∫ −−≤ t
t
dVcVtVtV
2
))(())(()()( 12 τττρ , for all ],[ 32 ttt∈                                          (A19)  
 
)()( 1tVtV ≤ , for all ],[ 31 ttt∈                                                                 (A20)  
 
Inequalities (A16), (A18) and (3.5) imply that 
 
))(()())(()( 220330 tVtWtVtW μμ +≤+                                                          (A21) 
 
It follows from (A17) and (A21) that:  
 
))(())(())(())(( 222331 tVtVctVtVc μμ +≤+                                                   (A22) 
 
If ( )))(()( 213 tVtV −≤ γλ  then using (A12), (A20) we obtain ))(()( 03 tVtV λ≤ , a contradiction with Claim 1. 
 
Thus we are left with the case ( )))(()( 213 tVtV −> γλ . In this case inequality (A22) and the fact that the function 
)()(:)( 1 sscs μκ +=  is non-decreasing, give 
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( )( ) ( )( ) ))(())(())(())(( 22221211 tVtVctVtVc μγλμγλ +≤+ −−  
 
The above inequality contradicts inequality (3.6) for ))(( 2
1 tVs −= γ . 
 
The proof is complete.           <  
 
 
 
 
 
 
 
 
 
