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Abstract. We prove well-posedness in L2-based Sobolev spaces Hs at high
regularity for a class of nonlinear higher-order dispersive equations generalizing
the KdV hierarchy both on the line and on the torus.
1. Introduction
The Korteweg-de Vries (KdV) equation
(1.1) ∂tu+ ∂
3
xu = u∂xu
is well-known to be a completely integrable system. In particular Kruskal, Gardner
and Miura [8] have constructed explicitly an infinite sequence of functionals Hl(u),
l ∈ N, which are constant along the flow of (1.1). Moreover, Gardner [7] has shown
that all the functionals Hl(u) are also constant along the flow of the generalized
class of equations
(1.2) ∂tu = ∂xGl(u), l ∈ N,
introduced by Lax [29] and called the KdV hierarchy. Here Gl(u) is defined by the
induction formula{
∂xGl+1(u) =
(
∂3x +
2
3u∂x +
1
3ux
)
Gl(u), l ≥ 1,
G0(u) = u.
In particular, each equation in (1.2) has a Hamiltonian structure associated to the
Hamiltonian Hl(u), defined by gradHl(u) = Gl(u). Observe that the equation in
(1.2) corresponding to l = 0 is the linear wave equation, while the one corresponding
to l = 1 is the KdV equation. We will call the equation corresponding to l = 2,
(1.3) ∂tu− ∂
5
xu = ∂x
(5
3
u∂2xu+
5
6
(∂xu)
2 +
5
18
u3
)
,
the fifth-order KdV equation, since it has 5 derivatives in the linear part. We also
refer to the nice introductions in [9, 34, 36] for more details and references on the
KdV hierarchy.
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In [36], Saut used the Hamiltonian structure to prove the existence of global
weak solutions to (1.2) in the energy space H l(R), for each l ∈ N, l ≥ 1. Later
on, Schwarz [37] studied the class of equations (1.2) in the periodic setting (i.e.
when the space variable x ∈ T). He showed uniqueness of the solutions to (1.2)
associated to initial data in Hn(T), for n ≥ 3l + 1. His proof relies on the use of
a modified energy, related to the Hamiltonian Hl, to control the difference of two
solutions at the H l-level. The proof seems to apply also very well in the continuous
setting (i.e. when x ∈ R).
Our purpose in this article is to study local well-posedness of the initial value
problem (IVP) associated to the whole KdV hierarchy (1.2) in L2-based Sobolev
spacesHs at high regularity (for s large enough) in both the continuous and periodic
cases. The notion of well-posedness to be used here includes existence, uniqueness,
persistence property (i.e. the solution u describes a continuous curve in Hs when-
ever the initial datum u0 = u(·, 0) belongs to H
s) and continuous dependence of
the flow upon the initial data. In other words, we shall say that the IVP associated
to (1.2) is well-posed in Hs if it induces a dynamical system on Hs by generating
a continuous local flow.
Actually, we will prove our result for the more general class of IVPs associated
to the higher-order nonlinear dispersive equations
(1.4) ∂tu+ c2l+1∂
2l+1
x u+
l+1∑
k=2
Nlk(u) = 0 ,
where x ∈ R or T, t ∈ R, u = u(x, t) ∈ R, l ∈ N, l ≥ 1, c2l+1 6= 0 and
(1.5) Nlk(u) =
∑
|n|=2(l−k)+3
cl,k,n∂
n0
x
k∏
i=1
∂nix u ,
with |n| =
∑k
i=0 ni, ni ∈ N, for i = 0, · · · , k and cl,k,n ∈ R.
This class of equations is similar1 to the one introduced by Gru¨nrock in [9]
and generalizes the KdV hierarchy. However, the equations in the class are not
necessarily completely integrable or even hamiltonian.
If we define the rank r of a monomial ∂n0x
∏k
i=1 ∂
ni
x u by r = k +
|n|
2 where k is
the number of factors and |n| =
∑k
i=0 ni is the total number of differentiations, we
observe that all the monomials appearing in the nonlinearities (1.5) of (1.4) have
the same rank r = l+ 32 . For the quadratic terms corresponding to k = 2, the total
number of differentiations is then 2l−1 and we need to deal with terms of the form
u∂2l−1x u. They are the most difficult terms to handle since they display a high-low
frequency interaction in the nonlinearity as we will see below.
Moreover, the equations in (1.4) are invariant under the scaling transformation
uλ(x, t) = λ
2u(λx, λ2l+1t) for any λ > 0 with initial data uλ(x, 0) = λ
2u(λx, 0).
Hence, ‖uλ(·, 0)‖H˙s = λ
3
2+s‖u(·, 0)‖H˙s . Consequently, the critical Sobolev index
for the class of equations (1.4) is sc = −
3
2 just as for the KdV equation.
In the case l = 1, the IVP associated to the KdV equation has already been
extensively studied. In particular it has been shown to be well-posed in the energy
space H1(R) by Kenig, Ponce and Vega [23] in the continuous case (see also [2, 26,
1Actually, the only difference with the class introduced in [9] is that we do not need to assume
that the nonlinearity is in divergence form, i.e here we assume n0 ≥ 0 instead of n0 ≥ 1 as in [9].
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5, 10, 21] for further results at lower regularity) and in L2(T) by Bourgain [2] in the
periodic case (see also [26, 5] for further results at lower regularity). Moreover, since
this result can be proved by using a fixed point argument in well-suited function
spaces (related to the dispersive properties of the associated linear equation), the
flow map of (1.1) is smooth. In other words, the KdV equation exhibits a semi-
linear nature.
This last property is however not true anymore for the other equations in the
hierarchy (corresponding to l ≥ 2) on the line. Indeed, it was proved by the
second author [33], by adapting an argument of Molinet, Saut and Tzvetkov for
the Benjamin-Ono equation [31], that the flow map associated to (1.4)-(1.5) fails
to be C2 in L2-based Sobolev space Hs(R) for any s ∈ R. This is due to the lack
of control of the high-low frequency interaction in nonlinear quadratic terms of the
form ∂x(u∂
2l−2
x u) or u∂
2l−1
x u. Note that strictly speaking the proof in [33] was
given only in special cases of equations having only quadratic nonlinearities, but,
as was observed Gru¨nrock [9], since the cubic and higher terms in (1.5) are well
behaved, no cancellations occur, and the proof applies as well to the more general
class of nonlinearities (1.5) provided that the coefficient in front of ∂x(u∂
2l−2
x u) or
u∂2l−1x u is not 0. In this sense, the equations following KdV in the KdV hierarchy
(1.2) exhibit a quasi-linear nature. As a consequence, one cannot solve the IVPs
associated to (1.4) by a Picard iterative method implemented on the associated
integral equations for initial data in any Sobolev space Hs(R) with s ∈ R.
However, the fixed point method may still be employed to prove well-posedness
for (1.3) in other function spaces. For example in [23, 26], Kenig, Ponce and Vega
dealt with the more general class of IVPs
(1.6)
{
∂tu+ ∂
2l+1
x u = P (u, ∂xu, . . . , ∂
2l
x u), x, t ∈ R, l ∈ N, l ≥ 1
u(0) = u0,
where
P : R2l+1 → R (or P : C2l+1 → C)
is a polynomial having no constant or linear terms. They proved well-posedness
in weighted Sobolev spaces of the type Hk(R) ∩ Hm(R;x2dx) with k, m ∈ Z+,
k ≥ k0, m ≥ m0 for some k0, m0 ∈ Z+ large enough. We also refer to [33] for
sharper results in the case of small initial data and when the nonlinearity in (1.6)
is quadratic and to [27] for local well-posedness for a class of systems on the form
(1.6).
Recently, Gru¨nrock [9] used a variant of the Fourier restriction norm method to
prove well-posedness for the whole class of equations (1.4)2 with l ≥ 2 in Ĥsr (R) for
1 < r ≤ 2l2l−1 and s > l−
3
2−
1
2l+
2l−1
2r′ . Here, the space Ĥ
s
r (R) is defined by the norm
‖ϕ‖Ĥsr
= ‖〈ξ〉sϕ̂‖Lr′with
1
r +
1
r′ = 1. We also refer to the work of Kato [18] for a
well-posedness result using another variant of the Fourier norm restriction method
in the specific case l = 2. He showed that the corresponding IVP is well-posed in
Hs,a(R) for s ≥ max{− 14 ,−2a − 2} with −
3
2 < a ≤ −
1
4 and (s, a) 6= (−
1
4 ,−
7
8 ),
Hs,a(R) is a Hs-type space with a weight on low frequency and is defined by the
norm ‖ϕ‖Hs,a = ‖〈ξ〉
s−a|ξ|aϕ̂‖L2 .
Nevertheless, the L2-based Sobolev spacesHs remain the natural spaces to study
well-posedness for the the class of higher-order nonlinear dispersive equations (1.4),
2There is also a sharp well-posedness result in the case l = 1.
4 C. E. KENIG AND D. PILOD
since when those equations possess a Hamiltonian structure, it is well-defined for
functions in H l (as for example the equations in the KdV hierarchy (1.2)).
Now, we recall the results concerning the well-posedness in Hs(R) of (1.4) in the
case l = 2. Due to the ill-posedness result in [33], we need to use an alternative
method to the Picard iteration. The direct energy estimate for equation (1.4) with
l = 2 (considering only the quadratic terms for simplicity) gives only
(1.7)
d
dt
‖∂kxu(t)‖
2
L2 . ‖∂
3
xu‖L∞x ‖∂
k
xu(t)‖
2
L2 +
∣∣∣ ∫
R
∂xu∂
k+1
x u∂
k+1
x udx
∣∣∣.
Observe that the last term on the right-hand side of (1.7) has still higher-order
derivatives and cannot be treated by using only integration by parts. To over-
come this difficulty, Ponce [34] used a recursive argument based on the dispersive
smoothing effects associated to the linear part of (1.3), combined with a parabolic
regularization method, to establish that the IVP (1.4) is locally well-posed in Hs(R)
for s ≥ 4 in the case l = 2. Later, Kwon [28] improved Ponce’s result by proving
local well-posedness in Hs(R) for s > 5/2. The main new idea was to modify the
energy by adding a lower-order cubic term correction to cancel the last term on the
right-hand side of (1.7). Note that he also used the dispersive smoothing properties
of the linear part in order to refine the argument. Finally, the authors [22], and
independently Guo, Kwak and Kwon [11], proved recently that the IVP associated
to (1.4) with l = 2 is well-posed in the energy space H2(R). In [22], we followed
the method introduced by Ionescu, Kenig and Tataru [14] in the context of the
KP1 equation, which is based on the “short time” dyadic Xs,b spaces. Moreover,
in order to derive the crucial energy estimate, we used a modified energy defined at
the dyadic level. Guo, Kwak and Kwon also used the “short-time” Xs,b method.
However, instead of modifying the energy as we did, they put an additional weight
in the Xs,b structure of the spaces in order to derive the key energy estimate.
In the case of the fifth-order KdV equation, we would like also to mention the
works [6] for unique continuation properties (see also [16] in the case of the KdV
hierarchy), [17] for decay properties and [38] for the propagation of regularity.
There are, as far as we know, no “complete” well-posedness results for the class
of equations (1.4) in L2-based Sobolev spaces Hs on the line when l ≥ 3 and on
the torus when l ≥ 2. The aim of this paper is to fill (partially) this gap by proving
the following local well-posedness result for all l ∈ N, l ≥ 2 at high regularity on
both the line and the torus.
Theorem 1.1. We denote by M = R or T. Assume that l ≥ 2 and let s > sl =
4l− 92 . Then for all u0 ∈ H
s(M), there exists a positive time T = T (‖u0‖Hs) and
a unique solution u to (1.4) in the class C([0, T ] : Hs(M)) satisfying u(·, 0) = u0.
Moreover, for any 0 < T ′ < T , there exists a neighborhood U of u0 ∈ H
s(M) such
that the flow map data-solution
(1.8) SsT ′ : U −→ C([0, T
′] : Hs(M)), u0 7→ u
is continuous.
Remark 1.1. Of course, in the case l = 2 and M = R, local well-posedness results
are already known in Hs(R) for s ≥ 4 in [34], s > 52 in [28] and s ≥ 2 in [22, 11].
Remark 1.2. Although Schwarz’s uniqueness result [37] for the KdV hierarchy (1.2)
is obtained at lower regularities for large l than in Theorem 1.1, his result does not
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seem to apply when perturbating the coefficients in (1.2), since it depends on the
Hamiltonian structure of the equations. On the other hand, the uniqueness result
in Theorem 1.1 holds for the whole class (1.4).
Moreover, we also prove the continuous dependence of the flow, providing the
first “complete” well-posedness result for the KdV hierarchy in L2 based Sobolev
spaces Hs.
When proving Theorem 1.1, we adapt Kwon’s modified energy argument [28] for
the fifth-order KdV equation (1.3) to the higher-order equations in (1.4). For the
sake of simplicity, we will work with the equation
(1.9) ∂tu+ ∂
2l+1
x u = u∂
2l−1
x u , l ≥ 2 ,
which is a particular case of (1.4) and whose nonlinearity u∂2l−1x u presents the
worst type of high-low frequency interactions in (1.5).
Our proof is based on energy estimates. By using higher-order commutator
estimates, we obtain that
(1.10)
1
2
d
dt
‖u‖2Hs = O(‖∂
l−1
x u‖L∞‖u‖
2
Hs) +
l−1∑
j=1
βj
∫
∂2(l−j)−1x u(D
s∂jxu)
2 ,
where βj , j = 1 · · · l − 1, are real numbers. Since the l − 1 terms appearing in the
right-hand side of (1.10) cannot be handled directly by integration by parts, we need
to add l − 1 correcting cubic terms to the energy in order to cancel them out. We
then modify the energy as Es(u) = 12‖u‖
2
Hs+T
s
3 (u), where T
s
3 (u) =
∑l−2
j=0 γjT
s
3,j(u)
and
T s3,j(u) =
{ ∫
∂2jx u(D
s−2−j∂xu)
2 if j is even∫
∂2jx u(D
s−1−ju)2 if j is odd
, for 0 ≤ j ≤ l − 2.
Let us denote by Xs3→3(u), respectively X
s
3→4(u), the cubic terms coming from the
linear part of (1.9), respectively the fourth-order terms coming from the nonlinear
part of (1.9), when deriving T s3 (u). In other words, we have that
d
dt
T s3 (u) = X
s
3→3(u) +X
s
3→4(u) .
By choosing carefully the coefficients γj , 0 ≤ j ≤ l − 2, we obtain∣∣∣∣12 ddt‖u‖2Hs +Xs3→3(u)
∣∣∣∣ . ( l−2∑
j=0
‖∂2l−1+2jx u‖L∞
)
‖u‖2Hs .
Then, we use the bound
∑l−2
j=0 ‖∂
2l−1+2j
x u‖L∞ . ‖u‖Hs , due to the Sobolev em-
bedding. This provides the condition s > 4l − 92 in Theorem 1.1. It remains to
control Xs3→4(u). In the case l = 2, the bound follows directly from the Kato-Ponce
commutator estimate. In the case l ≥ 3, we repeat the argument and modify the
energy by a fourth order term T s4 (u) in order to cancel the bad terms in X
s
3→4(u).
This process will finish after l− 1 steps and we will obtain an energy estimate∣∣∣ d
dt
Es(u)(t)
∣∣∣ . ( l−1∑
k=1
‖u(t)‖kHs
)
‖u(t)‖2Hs ,
for an energy of the form Es(u) = 12‖u‖
2
Hs + T
s
3 (u) + · · · + T
s
l+1(u), where T
s
j (u)
are terms of order j in u for j = 3, · · · , l+ 1.
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This energy is coercive if ‖u‖Hs is small enough. Moreover, by using a scaling
argument, it is always possible to assume that the initial data are sufficiently small.
Hence, we deduce a priori estimates for solutions of (1.9) at the Hs-level . The
proof of the existence follows then by a classical parabolic regularization argument.
The same modified energy argument also applies to derive energy estimates for
the differences of two solutions of (1.9) at the L2-level and also at the Hs-level (see
Proposition 3.2 below). Then, the proof of the uniqueness follows directly from
the L2-energy estimate, while we need to combine the Hs-energy estimate with
the Bona-Smith argument [1] in order to deduce the persistence property and the
continuity of the flow.
Note that in the continuous setting (when x ∈ R), it would be possible to use
the dispersive properties of the linear part of (1.9) as in [28] in order to lower the
regularity s > 4l− 92 in Theorem 1.1. We did not pursue this issue here. However,
it is worth to note that, since our proof uses only energy estimates and Sobolev
embedding, it applies similarly in the periodic setting.
Finally, we would like to point out that our argument does not seem to apply
to the whole class of equations (1.6) considered in [25]. For example, if we want to
deal with the equation
(1.11) ∂tu+ ∂
3
xu+ u∂
2
xu = 0 ,
we would need to modify the energy by adding a term of the form
∫
∂−1x u(D
su)2,
which would not be well defined at the Hs-level3. Note that the C2 ill-posedness
result in [33] also apply to the IVP associated to (1.11) in any Sobolev spaces Hs.
Recently Harrop-Griffiths [12] obtained well-posedness results for (1.11) with initial
data in a translation invariant space l1Hs ⊂ Hs. However, when the nonlinearity
has a special structure, as for example in the following higher-order Benjamin-Ono
equation
(1.12) ∂tv −H∂
2
xv − ǫ∂
3
xv = v∂xv − ǫ∂x(vH∂xv +H(v∂xv)) ,
it is still possible to obtain well-posedness results in Hs spaces (see [30] and [32]
where global well-posedness for (1.12) was obtained in the energy space H1(R)).
The paper is organized as follows: in Section 2, we derive a key technical Lemma
based on integration by parts and state the Kato-Ponce type commutator estimates
both on the line and on the torus. Those results will be useful to derive the estimates
in Section 3. With the energy estimates in hand, we give the proof of Theorem 1.1
in Section 4 by using the parabolic regularization method. Note that for the sake of
clarity, we chose to derive the energy estimates for the equation without dissipation
in Section 3. We explain then how to adapt the proof in presence of dissipation in
Section 4.
Notation. For any positive numbers a and b, the notation a . b means that there
exists a positive constant C such that a ≤ Cb, and we denote a ∼ b when, a . b
and b . a. We will also denote by C any universal positive constant. In particular,
the value of C can change from line to line.
Let S(R) be the Schwartz space and P the space of C∞, 2π periodic functions
on R. Then, the space of tempered distributions S′(R) is the dual space of S(R),
and the space of periodic distributions P′ is the dual space of P.
3Indeed, their is a problem to define ∂−1x u at low frequency.
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For f ∈ S′(R) or P′, Ff = f̂ will denote its Fourier transform.
Let s ∈ R, f ∈ S(R) or P, we define the Bessel and Riesz potentials of order −s,
Js and Ds, by
Jsf = F−1
(
(1 + |ξ|2)
s
2F(f)
)
and Dsf = F−1
(
|ξ|sF(f)
)
.
For M = R or T = R/2πZ and 1 ≤ p ≤ +∞, Lp(M) denotes the usual Lebesgue
space onM with associated norm ‖ ·‖Lp or ‖ ·‖Lp(M) when we want to differentiate
the cases M = R or T.
For M = R or T, Hs(M) denotes the nonhomogeneous Sobolev space defined as
the completion of S′(R) or P′ under the norm ‖f‖Hs = ‖J
sf‖L2.
If B is one of the spaces defined above, 1 ≤ p ≤ +∞ and T > 0, we define
the spaces LptBx = L
p([0,+∞) : B) and LpTBx = L
p([0, T ] : B) equipped with the
norms
‖u‖LptBx =
(∫ +∞
0
‖u(·, t)‖pBxdt
) 1
p
and ‖u‖Lp
T
Bx =
(∫ T
0
‖u(·, t)‖pBxdt
) 1
p
with obvious modifications for p = +∞.
We introduce the operators Plow and Phigh of projection into low and high
frequencies. Let η ∈ C∞c (R) be an even cut-off function satisfying 0 ≤ η ≤ 1,
supp η ⊂ [−2, 2] and η
[−1,1]
≡ 1. Then we define Plow and Phigh on R via Fourier
transform by
(1.13) Plowf =
(
ηf̂
)∨
and Phighf = (1− Plow)f .
In the periodic case, Plow is simply defined by (Plowf)
∧ = f̂(0). We also denote
flow = Plowf and fhigh = Phighf . It turns out that
‖f‖Hs ∼ ‖flow‖L2 + ‖D
sfhigh‖L2 ,
for any function f ∈ Hs(M).
2. Preliminary estimates
2.1. Technical lemma. [Integration by parts]
Definition 2.1. Let f, g, and h be smooth functions defined on R or T. For any
l ∈ N, we define
(2.1) I2l+1
(
w, f, g
)
=
∫
∂2l+1x wfg +
∫
w∂2l+1x fg +
∫
wf∂2l+1x g .
Lemma 2.2. We have that I1(w, f, g) = 0. For l ∈ N, l ≥ 1, there exist real
numbers αj,l for 1 ≤ j ≤ l such that
(2.2) I2l+1(w, f, g) =
l∑
j=1
αj,l
∫
∂2(l−j)+1x w∂
j
xf∂
j
xg .
Moreover
(2.3) αl,l = (−1)
l+1(2l + 1) for l ≥ 1.
Proof. First, observe integrating by parts that
I1(w, f, g) = −
∫
w∂x(fg) +
∫
w∂xfg +
∫
wf∂xg = 0 .
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Next, fix some l ∈ N, l ≥ 1 and assume that (2.2) holds true for 1 ≤ k ≤ l − 1.
Then, we integrate by parts and use the Leibniz rule to obtain
I2l+1(w, f, g) = −
∫
w∂2l+1x (fg) +
∫
w∂2l+1x fg +
∫
wf∂2l+1x g
= −
2l∑
j=1
(
2l+ 1
j
)∫
w∂jxf∂
2l+1−j
x g ,
(2.4)
where
(
n
k
)
= n!k!(n−k)! . We rearrange the terms on the right hand-side of (2.4) two
by two by using that
(
n
k
)
=
(
n
n− k
)
so that
I2l+1(w, f, g) = −
l∑
j=1
(
2l + 1
j
)(∫
w∂jxf∂
2l+1−j
x g +
∫
w∂2l+1−jx f∂
j
xg
)
= −
l∑
j=1
(
2l + 1
j
)(
I2l−(2j−1)(w, ∂
j
xf, ∂
j
xg)−
∫
∂2l−(2j−1)x w∂
j
xf∂
j
xg
)
,
(2.5)
which proves (2.2) in the case l by using (2.2) in the case 1 ≤ k ≤ l − 1. This
concludes the proof of formula (2.2) by induction.
To simplify the notations, let us denote al = αl,l. Clearly, a1 = 3. We also
observe from the above construction that
(2.6) al =
(
2l + 1
l
)
−
l−1∑
j=1
(
2l+ 1
j
)
al−j , for l ≥ 2 .
Next, we prove formula (2.3) by induction. Let l ≥ 2. Assume that formula (2.3)
is true for all 1 ≤ j ≤ l − 1. Without loss of generality, we assume that l is even,
l = 2l′. Then, we deduce from (2.6) that
al = −
l∑
j=1
(
2l+ 1
j
)
(−1)j+1(2l − 2j + 1)
=
l′∑
j′=1
(
2l+ 1
2j′
)
(2l− 4j′ + 1)−
l′∑
j′=1
(
2l+ 1
2j′ − 1
)
(2l − 4j′ + 3)
= (2l+ 1)
l′∑
j′=1
{(
2l + 1
2j′
)
−
(
2l+ 1
2j′ − 1
)}
− 2
l′∑
j′=1
(
2l+ 1
2j′
)
2j′ + 2
l′∑
j′=1
(
2l+ 1
2j′ − 1
)
(2j′ − 1)
= (2l+ 1)
l′∑
j′=1
{(
2l + 1
2j′
)
−
(
2l+ 1
2j′ − 1
)
− 2
(
2l
2j′ − 1
)
+ 2
(
2l
2j′ − 2
)}
.
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Since
(
n
k
)
=
(
n− 1
k
)
+
(
n− 1
k − 1
)
, we have
al = (2l + 1)
l′∑
j′=1
{(
2l
2j′
)
− 2
(
2l
2j′ − 1
)
+
(
2l
2j′ − 2
)}
= (2l + 1)

l′∑
j′=1
{(
2l− 1
2j′
)
−
(
2l− 1
2j′ − 1
)
−
(
2l− 1
2j′ − 2
)}
+
l′∑
j′=2
(
2l − 1
2j′ − 3
)
= (2l + 1)
{(
2l− 1
l
)
−
(
2l − 1
l − 1
)
−
(
2l− 1
0
)}
so that al = −(2l + 1). This finishes to prove formula (2.3) in the case where l is
even. The case where l is odd follows similarly. 
2.2. Commutator estimates. First, we state the Kato-Ponce commutator esti-
mate [20] (see also Lemma 2.2 in [35] for the second estimate) in the case where
the functions are defined in R.
Lemma 2.3 (Kato-Ponce commutator estimates). Let s ≥ 1, p, p2, p3 ∈ (1,∞)
and p1, p4 ∈ (1,∞] be such that
1
p =
1
p1
+ 1p2 =
1
p3
+ 1p4 . Then,
(2.7) ‖[Js, f ]g‖Lp . ‖∂xf‖Lp1‖J
s−1g‖Lp2 + ‖J
sf‖Lp3‖g‖Lp4 ,
and
(2.8) ‖Js(fg)‖Lp . ‖f‖Lp1‖J
sg‖Lp2 + ‖J
sf‖Lp3‖g‖Lp4 ,
for any f, g defined on R.
The corresponding version of Lemma 2.3 on the torus was proved in Lemma
9.A.1 of [13] (see also estimate (4.8) in [39]).
Lemma 2.4. Let s ≥ 1. Then,
(2.9) ‖[Js, f ]g‖L2 .
(
‖f‖L∞ + ‖∂xf‖L∞
)
‖g‖Hs−1 + ‖g‖L∞‖f‖Hs ,
and
(2.10) ‖Js(fg)‖L2 . ‖f‖L∞‖J
sg‖L2 + ‖g‖L∞‖J
sf‖L2 ,
for any f, g defined on T.
Remark 2.1. The term ‖f‖L∞ appearing on the right-hand side of (2.9) is necessary.
For example, one could take the function f : T → C, x 7→ α for some constant α,
which satisfies ∂xf = 0 but is still in H
s(T).
As a consequence of the estimate (2.7), we deduce that
(2.11)
∥∥Js(f∂xg)− fJs∂xg∥∥L2 . ‖∂xf‖L∞‖Jsg‖L2 + ‖∂xg‖L∞‖Jsf‖L2 .
Here we give a generalized version of estimate (2.11) with the homogeneous
operator Ds instead of the nonhomegenous one Js. The second order case was
given by Kwon in Lemma 2.3 of [28].
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Lemma 2.5 (Generalized Kato-Ponce commutator estimates). Let s > 0 and l ∈
N, l ≥ 2. Then,∥∥Ds(f∂2l−1x g)− 2l−2∑
j=0
(
s
j
)
∂jxfD
s∂2l−1−jx g
∥∥
L2
. ‖∂2l−1x f‖L∞‖D
sg‖L2 + ‖∂
2l−1
x g‖L∞‖D
sf‖L2 ,
(2.12)
for any f, g defined on R, and∥∥Ds(f∂2l−1x g)− 2l−2∑
j=0
(
s
j
)
∂jxfD
s∂2l−1−jx g
∥∥
L2
.
2l−1∑
j=0
‖∂jxf‖L∞‖D
sg‖L2 +
2l−1∑
j=0
‖∂jxg‖L∞‖D
sf‖L2 ,
(2.13)
for any f, g defined on T, where by convention
(
s
0
)
= 1 and
(
s
j
)
= s(s−1)···(s−j+1)j!
for any s > 0 and j ∈ N such that j ≤ s.
Proof. The proof of estimate (2.12) is an application of the Coifman-Meyer theorem
on bilinear Fourier multipliers [3]. Since it is identical to the proof of Lemma 2.3
in [28], we will omit it.
The proof of estimate (2.13) is deduced from estimate (2.12) arguing exactly as
in the proof of Lemma 9.A.1 in [13]. 
Finally, we will also need the following commutator estimate involving the high
frequencies projection operator Phigh.
Lemma 2.6. Let m ∈ N ∩ [1,+∞) and let Phigh be the operator of projection in
high frequencies defined in the introduction. Then,
(2.14)
∥∥[Phigh, f ]∂mx g‖L2 . m∑
j=0
‖∂jxf‖L∞‖g‖L2 .
Proof. We consider the caseM = R. The caseM = T follows by similar arguments.
Observe by using (1.13) and integrating by parts that
[Phigh, f ]∂
m
x g = −Plow(f∂
m
x g) + fPlow∂
m
x g
= −γ ∗ (f∂mx g) + f
(
γ ∗ ∂mx g
)
= −
m∑
j=0
(
m
j
)
(−1)m−j(∂m−jx γ) ∗ (∂
j
xfg) + (−1)
mf(∂mx γ) ∗ g ,
where γ = (η)∨ ∈ S(R) ⊆ L1(R). Hence estimates (2.14) follows from Young’s
inequality on convolution. 
3. Energy estimates
in order to simplify the exposition, we will only work with the equation (1.9),
which is a particular case of (1.4). Note however, as explained in the introduction,
that the nonlinear term u∂2l−1x u is the most difficult to treat among all the term
appearing in the nonlinear term (1.5). Moreover, note that for the local theory at
this level of regularity, the nonlinearity does not need to be in divergence form.
LOCAL WELL-POSEDNESS FOR THE KDV HIERARCHY AT HIGH REGULARITY 11
Finally, we will write the proofs in the case where M = R. The proofs in the
case whereM = T follow similarly by using (2.9), (2.10) and (2.13) instead of (2.7),
(2.8) and (2.13).
3.1. Energy estimate for the solution of (1.9).
Proposition 3.1. Let l ∈ N, l ≥ 2, s > sl = 4l −
9
2 and u ∈ C([0, T ] : H
s(M)) be
a solution of (1.9), with M = R or T. Then, we can construct a modified energy
Es(u) of the form
(3.1) Es(u)(t) =
1
2
‖u(t)‖2Hs +
l+1∑
k=3
T sk (u)(t) ,
where T sk (u) is a term of order k in u and its derivatives, in such a way that the
following properties hold true.
(1) Coercivity. There exists a positive constant δ such that
(3.2)
1
4
‖u(t)‖2Hs ≤ E
s(u)(t) ≤
3
4
‖u(t)‖2Hs ,
for all t ∈ [0, T ] and for any u ∈ C([0, T ] : Hs(X)) such that ‖u‖L∞
T
Hsx < δ.
(2) Energy estimate.
(3.3)
∣∣∣ d
dt
Es(u)(t)
∣∣∣ . ( l−1∑
k=1
‖u(t)‖kHs
)
‖u(t)‖2Hs ,
for all t ∈ (0, T ) and for any u ∈ C([0, T ] : Hs(X)).
Proof. Let u be a smooth solution to (1.9) defined on the time interval [0, T ].
Following Kwon in [28] for the case l = 2 in R, we define a modified energy
(3.4) Es(u)(t) =
1
2
‖u(t)‖2Hs +
l+1∑
k=3
T sk (u)(t) ,
where T sk (u)(t) =
∫
psk(u)(x, t)dx and p
s
k(u) is a homogeneous polynomial of degree
k in u and its derivatives. We will construct Es(u) in such a way that (3.2) holds
true if ‖u‖L∞Hs < δ for some small positive number δ, and such that the energy
estimate (3.3) holds true for all 0 ≤ t ≤ T .
Now, we explain how to construct the modified energy Es(u). We first treat the
quadratic terms in (3.4). We multiply (1.9) by u and integrate in space to get that
(3.5)
1
2
d
dt
‖u‖2L2 =
∫
u2∂2l−1x u ≤ ‖∂
2l−1
x u‖L∞‖u‖
2
L2 .
Next, we apply Ds to (1.9), mutiply by Dsu, integrate in space and use the com-
mutator estimate (2.12) to deduce that
1
2
d
dt
‖Dsu‖2L2 =
∫
Ds(u∂2l−1x u)D
su
= O
(
‖∂2l−1x u‖L∞‖D
su‖2L2
)
+
2l−2∑
j=0
(
s
j
)∫
∂jxuD
s∂2l−1−jx uD
su .
(3.6)
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To handle the term
∫
∂jxuD
s∂2l−1−jx uD
su appearing on the right-hand side of (3.6),
we first consider the case where j is even. Let us denote j = 2j′ with 0 ≤ j′ ≤ l−1.
By using the notation in (2.1), we have
(3.7)
∫
∂jxuD
s∂2l−j−1x uD
su =
1
2
I2l−j−1(∂
j
xu,D
su,Dsu)−
1
2
∫
∂2l−1x u(D
su)2 .
When, j = 2l − 2, we have that I1(∂
2l−2
x u,D
su,Dsu) = 0. When 0 ≤ j′ ≤ l − 2, it
follows from Lemma 2.2 that
(3.8) I2l−j−1(∂
j
xu,D
su,Dsu) =
l−j′−1∑
k=1
αk,l−j′−1
∫
∂2(l−k)−1x u(D
s∂kxu)
2 .
In the case where j is odd, let us denote j = 2j′ + 1 with 0 ≤ j′ ≤ l − 2. We first
integrate by parts to obtain∫
∂jxuD
s∂2l−j−1x uD
su = −
∫
∂j+1x uD
s∂2(l−2−j
′)+1
x uD
su
−
∫
∂jxuD
s∂2(l−2−j
′)+1
x uD
s∂xu .
(3.9)
By using the notation in (2.1), we have that
(3.10)∫
∂j+1x uD
s∂2(l−2−j
′)+1
x uD
su =
1
2
I2l−j−2(∂
j+1
x u,D
su,Dsu)−
∫
∂2l−1x u(D
su)2
and the first term on the right-hand side of (3.10) can be handled by using Lemma
2.2 exactly as in (3.8). To deal with the second term on the right-hand side of
(3.9), we have two different cases: or 2(l − 2 − j′) + 1 = 1 and we are done, or we
continue the same process a finite number of times. Finally, we conclude gathering
(3.5)–(3.10) that
(3.11)
1
2
d
dt
‖u‖2Hs = O(‖∂
l−1
x u‖L∞‖u‖
2
Hs) +
l−1∑
j=1
βj
∫
∂2(l−j)−1x u(D
s∂jxu)
2 ,
where βj , j = 1 · · · l − 1, are real numbers.
The l − 1 terms appearing in the sum on the right-hand side of (3.11) cannot
be handled directly. Therefore, we need to add l − 1 correcting cubic terms to the
energy in order to cancel them out. We then define the term T s3 (u) appearing in
(3.4) by
(3.12) T s3 (u) =
l−2∑
j=0
γjT
s
3,j(u) ,
where
(3.13) T s3,j(u) =
{ ∫
∂2jx u(D
s−2−j∂xu)
2 if j is even∫
∂2jx u(D
s−1−ju)2 if j is odd
, for 0 ≤ j ≤ l − 2,
and γj , 0 ≤ j ≤ l − 2, are real coefficients to be determined. Note that D
s−2−j
always makes sense, since s− 2− j ≥ 0 thanks to the hypothesis s > 4l− 92 .
We deal for example with the case where j is even. By using the equation (1.9)
and the notation in (2.1), we have that
(3.14)
d
dt
T s3,j(u) = X
s
3→3,j(u) +X
s
3→4,j(u)
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where Xs3→3,j(u) denotes the cubic terms resulting from
d
dtT
s
3,j(u) and is defined by
(3.15) Xs3→3,j(u) = −I2l+1(∂
2j
x u,D
s−2−j∂xu,D
s−2−j∂xu) ,
and Xs3→4,j(u) denotes the fourth-order terms resulting from
d
dtT3,j(u) and is de-
fined by
Xs3→4,j(u) =
∫
∂2jx (u∂
2l−1
x u)(D
s−2−j∂xu)
2
+ 2
∫
∂2jx uD
s−2−j∂x(u∂
2l−1
x u)D
s−2−j∂xu .
(3.16)
We will also denote
Xs3→3(u) =
l−2∑
j=0
γjX
s
3→3,j(u) and X
s
3→4(u) =
l−2∑
j=0
γjX
s
3→4,j(u) .
Next, we focus on the cubic terms. It follows from Lemma 2.2 that
(3.17) Xs3→3,j(u) = −
l∑
k=1
αk,l
∫
∂2(l+j−k)+1x u(D
s−2−j∂1+kx u)
2 .
Since j is even, j = 2j′, we have Ds−2−j∂1+kx u = (−1)
1+j′Ds∂
1+k−(2+j)
x u, so that
Xs3→3,j(u) = O(
j+1∑
k=1
‖∂2(l+j−k)+1x u‖L∞‖u‖
2
Hs)
−
l−(j+1)∑
k=1
αk+(j+1),l
∫
∂2(l−k)−1x u(D
s∂kxu)
2 .
(3.18)
We argue the same way when j is odd. Therefore, we deduce from (3.12) and (3.18)
that
Xs3→3(u) = O(
l−2∑
j=0
j+1∑
k=1
‖∂2(l+j−k)+1x u‖L∞‖u‖
2
Hs)
−
l−2∑
j=0
γj
l−(j+1)∑
k=1
αk+(j+1),l
∫
∂2(l−k)−1x u(D
s∂kxu)
2 .
(3.19)
We observe from (3.11) and (3.19) that we can always choose the coefficients {γj}
l−2
j=0
such that
(3.20)
∣∣∣∣12 ddt‖u‖2Hs +Xs3→3(u)
∣∣∣∣ .Ml(u)‖u‖2Hs ,
where
(3.21) Ml(u) =
l−2∑
j=0
‖∂2l−1+2jx u‖L∞ . ‖u‖Hs
for s > 4l − 92 by the Sobolev embedding. Indeed, to choose {γj}
l−2
j=0 in order to
cancel the terms βj
∫
∂
2(l−j)−1
x u(Ds∂jxu)
2 for k = 1, · · · , l − 1, we need to solve a
nonhomogeneous (l − 1) × (l − 1) linear system. The corresponding linear matrix
is triangular with all the coefficients in the diagonal equal to αl,l. By using (2.3),
we have that αl,l = (−1)
l+1(2l+ 1) 6= 0, so that the matrix is invertible.
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Now, we look at the fourth order term Xs3→4(u) =
∑l−2
j=0 γjX
s
3→4,j(u) where
Xs3→4,j(u) is defined in (3.16). If we are in the case l = 2, then X
s
3→4(u) is easily
estimated by using the Kato-Ponce commutator estimate (2.11). We briefly explain
how to proceed in the case where l ≥ 3. The first term on the right-hand side of
(3.16) is clearly bounded by ‖u‖4Hs by using the Sobolev embedding. In the case
j = 0, which is the most difficult, the second one can be rewritten after some
integrations by parts as∫
uDs−2∂x(u∂
2l−1
x u)D
s−2∂xu
= −
∫
uDs
(
u∂2l−3x u
)
Dsu+
∫
∂xuD
s
(
u∂2l−3x u
)
Ds−2∂xu
− 2
∫
uDs−2
(
∂xu∂
2l−2
x u
)
Dsu+ 2
∫
∂xuD
s−2
(
∂xu∂
2l−2
x u
)
Ds−2∂xu
−
∫
uDs−2
(
∂2xu∂
2l−3
x u
)
Dsu+
∫
∂xuD
s−2
(
∂2xu∂
2l−3
x u
)
Ds−2∂xu .
(3.22)
We explain for example how to handle the first term appearing on the right-hand
side of (3.22). By using (2.12), we have∫
uDs
(
u∂2l−3x u
)
Dsu = O(‖u‖L∞‖∂
2l−3
x u‖L∞‖u‖
2
Hs)
+
2l−4∑
k=0
(
s
k
)∫
u∂kxuD
s∂2l−3−kx uD
su .
(3.23)
Hence, we obtain arguing as in (3.6)–(3.11) that∫
uDs
(
u∂2l−3x u
)
Dsu
= O(‖u‖4Hs) +
2l−5∑
k=0
jk∑
j=1
βk,j
∫
∂2(l−j)−k−3x (u∂
k
xu)(D
s∂jxu)
2 ,
(3.24)
where jk = l − 2 − [k/2], [k/2] denotes the integer part of k/2, and βk,j are real
coefficients for k = 0, · · · , 2l−5, j = 0, · · · , jk. Thus, for each k = 0, · · · , 2l−5, we
need to add at most l − 2 fourth-order terms to the energy in order to cancel out
the corresponding sum in j appearing on the right-hand side of (3.24). Of course,
we can do the same thing to deal with the other terms appearing on the right-hand
side of (3.22). This will define the fourth-order term T s4 (u). Then, arguing as in
(3.14)–(3.16), it follows that
(3.25)
d
dt
T4(u) = X
s
4→4(u) +X
s
4→5(u) ,
where Xs4→4(u) is the fourth-order contribution which will cancel out the prob-
lematic terms in Xs3→4(u) and X
s
4→5(u) is the fifth-order contribution. If l = 3,
Xs4→5(u) can be estimated directly by using the Kato-Ponce commutator estimate.
If l ≥ 4, we need to add a fifth-order term to the energy in order to cancel out the
problematic terms appearing in Xs4→5(u).
This process will finish after a finite number of modifications to the energy
(exactly l−1). This yields estimate (3.3), which concludes the proof of Proposition
3.1.

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Remark 3.1. We would like to point out that the method described above is in
spirit very similar to the I-method (see [4, 5],etc).
3.2. Energy estimates for the differences. In this subsection, we derive energy
estimates for the difference of two solutions u1 and u2 of (1.9).
Proposition 3.2. Let l ∈ N, l ≥ 2, s > sl = 4l−
9
2 and u1, u2 ∈ C([0, T ] : H
s(M))
be two solutions of (1.9), with M = R or T. We denote v = u1 − u2 the difference
between the two solutions, so that v solves
(3.26) ∂tv + ∂
2l+1
x v = v∂
2l−1
x u1 + u2∂
2l−1
x v .
Then, for σ = 0 or σ = s, we can construct a modified energy E˜σ(v) of the form
(3.27) E˜σ(v)(t) =
1
2
‖vlow(t)‖
2
L2 +
1
2
‖Dσvhigh(t)‖
2
L2 +
l+1∑
k=3
T˜ σk (u2, v)(t) ,
where T˜ σk (u2, v) is a term of order k in u2, v and their derivatives, in such a way
that the following properties hold true.
(1) Coercivity. There exists a positive constant δ such that
(3.28)
1
4
‖v(t)‖2Hσ ≤ E˜
σ(v)(t) ≤
3
4
‖v(t)‖2Hσ ,
for all t ∈ [0, T ] if ‖u2‖L∞
T
Hsx < δ.
(2) L2-Energy estimate.
(3.29)
∣∣∣ d
dt
E˜0(v)(t)
∣∣∣ . ( l−1∑
k=1
(
‖u1(t)‖Hs + ‖u2(t)‖Hs
)k)
‖v(t)‖2L2 ,
for all t ∈ (0, T ) .
(3) Hs-Energy estimate.∣∣∣ d
dt
E˜s(v)(t)
∣∣∣ . ( l−1∑
k=1
(
‖u1(t)‖Hs + ‖u2(t)‖Hs
)k)
‖v(t)‖2Hs
+
(
l−1∑
k=1
‖u2(t)‖
k−1
Hs ‖u1(t)‖Hs+2l−k
)
‖v(t)‖L∞‖J
sv(t)‖L2 ,
(3.30)
for all t ∈ (0, T ) .
Proof. We begin to estimate the low frequency part of v in L2. By (3.26), integra-
tion by parts and using the Leibniz rule, we deduce
1
2
d
dt
‖vlow‖
2
L2 =
∫
Plow
(
v∂2l−1x u1
)
vlow +
∫
Plow
(
u2∂
2l−1
x v
)
vlow
=
∫
Plow
(
v∂2l−1x u1
)
vlow −
2l−1∑
j=0
(
2l− 1
j
)∫
v∂jxu2∂
2l−1−j
x P
2
lowv ,
so that
(3.31)
1
2
d
dt
‖vlow‖
2
L2 .
‖∂2l−1x u1‖L∞ + 2l−1∑
j=0
‖∂jxu2‖L∞
 ‖v‖2L2 .
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Now we turn to the high frequency part of v. We get from (3.26) and (2.12) that
1
2
d
dt
‖Dσvhigh‖
2
L2
=
∫
DσPhigh(v∂
2l−1
x u1)D
σvhigh +
∫
DσPhigh(u2∂
2l−1
x v)D
σvhigh .
(3.32)
First, we handle the right-hand side of (3.32), in the case σ = 0. We get easily
that
(3.33)
∣∣∣ ∫ Phigh(v∂2l−1x u1)vhigh∣∣∣ . ‖∂2l−1x u1‖L∞‖v‖2L2 .
Moreover,∫
Phigh(u2∂
2l−1
x v)vhigh =
∫
u2∂
2l−1
x vhigh vhigh +
∫
[Phigh, u2]∂
2l−1
x v vhigh
=
1
2
I2l−1(u2, vhigh, vhigh) +
∫
[Phigh, u2]∂
2l−1
x v vhigh ,
so that it follows from (2.2) and (2.14) that∫
Phigh(u2∂
2l−1
x v)vhigh
= O
( 2l−1∑
j=0
‖∂jxu2‖L∞‖v‖
2
L2
)
+
l−1∑
j=1
β˜0j
∫
∂2(l−j)−1x u2(∂
j
xvhigh)
2 ,
(3.34)
where β˜01 , · · · , β˜
0
l−1 are l − 1 real numbers. Hence, we conclude from (3.32)-(3.34)
that
1
2
d
dt
‖vhigh‖
2
L2 = O
((
‖∂2l−1x u1‖L∞ +
2l−1∑
j=0
‖∂jxu2‖L∞
)
‖v‖2L2
)
+
l−1∑
j=1
β˜0j
∫
∂2(l−j)−1x u2(∂
j
xvhigh)
2 .
(3.35)
In the case σ = s, we deduce from (2.8) that
∣∣∣ ∫ DsPhigh(v∂2l−1x u1)Dsvhigh∣∣∣
. ‖Js(v∂2l−1x u1)‖L2‖D
sv‖L2
. ‖∂2l−1x J
su1‖L2‖v‖L∞‖J
sv‖L2 + ‖∂
2l−1
x u1‖L∞‖J
sv‖2L2 .
(3.36)
Next, we deal with the second term on the right-hand side of (3.32). By using the
commutator estimates (2.14) and (2.12), and arguing exactly as in (3.7)-(3.11), we
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get that ∫
DsPhigh(u2∂
2l−1
x v)D
svhigh
= O
( 2l−1∑
j=0
‖∂jxu2‖L∞‖D
sv‖2L2 + ‖D
su2‖L2‖∂
2l−1
x v‖L∞‖D
sv‖L2
)
+
2l−2∑
j=0
(
s
j
)∫
∂jxu2D
s∂2l−1−jx vhighD
svhigh
= O
( 2l−1∑
j=0
‖∂jxu2‖L∞‖D
sv‖2L2 + ‖D
su2‖L2‖∂
2l−1
x v‖L∞‖D
sv‖L2
)
+
l−1∑
j=1
β˜sj
∫
∂2(l−j)−1x u2(D
s∂jxvhigh)
2 ,
(3.37)
where β˜s1 , · · · , β˜
s
l−1 are l − 1 real numbers. Therefore, we deduce gathering (3.36)-
(3.37) that
1
2
d
dt
‖Dsvhigh‖
2
L2
= O
((
‖∂2l−1x u1‖L∞ +
2l−1∑
j=0
‖∂jxu2‖L∞
)
‖v‖2Hs
)
+ O
(
‖∂2l−1x J
su1‖L2‖v‖L∞‖J
sv‖L2 + ‖D
su2‖L2‖∂
2l−1
x v‖L∞‖D
sv‖L2
)
+
l−1∑
j=1
β˜sj
∫
∂2(l−j)−1x u2(D
s∂jxvhigh)
2 .
(3.38)
Observe that in both cases σ = 0 corresponding to estimate (3.35) and σ = s
corresponding to estimate (3.38), we cannot handle directly by integration by parts
the l − 1 third-order terms
∑l−1
j=1 β˜
σ
j
∫
∂
2(l−j)−1
x u2(D
σ∂jxvhigh)
2 appearing on the
right-hand side of (3.35) and (3.38). Therefore, we need to add l − 1 correcting
cubic terms to the energy in order to cancel them out. We then define T˜ σ3 (u2, v)
appearing in (3.27) by
(3.39) T˜ σ3 (u2, v) =
l−2∑
j=0
γ˜j T˜
σ
3,j(u2, v) ,
where
(3.40) T˜ σ3,j(u2, v) =
{ ∫
∂2jx u2(D
σ−2−j∂xvhigh)
2 if j is even∫
∂2jx u2(D
σ−1−jvhigh)
2 if j is odd
, for 0 ≤ j ≤ l−2,
and γ˜j , 0 ≤ j ≤ l−2, are real coefficients to be determined. Note thatD
σ−2−j∂xvhigh
and Dσ−1−jvhigh make sense even in the case σ = 0, since vhigh = Phighv is the
projection of v in high frequencies.
Arguing exactly as in (3.17)-(3.20), we find that
(3.41)
d
dt
T˜ σ3,j(u2, v) = X˜
σ
3→3,j(u2, v) + X˜
σ
3→4,j(u1, u2, v)
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where X˜σ3→3,j(u2, v) denotes the cubic terms resulting from
d
dt T˜
σ
3,j(u2, v) and is
defined by
(3.42) X˜σ3→3,j(u2, v) = −I2l+1(∂
2j
x u2, D
σ−2−j∂xv,D
σ−2−j∂xv) ,
and X˜σ3→4,j(u1, u2, v) denotes the fourth-order terms resulting from
d
dt T˜
σ
3,j(u2, v)
and is defined by
X˜σ3→4,j(u1, u2, v) =
∫
∂2jx (u2∂
2l−1
x u2)(D
σ−2−j∂xvhigh)
2
+ 2
∫
∂2jx u2D
σ−2−j∂xPhigh(v∂
2l−1
x u1)D
σ−2−j∂xvhigh
+ 2
∫
∂2jx u2D
σ−2−j∂xPhigh(u2∂
2l−1
x v)D
σ−2−j∂xvhigh
=: Iσj (u2, v) + II
σ
j (u1, u2, v) + III
σ
j (u2, v) .
(3.43)
Following the lines of (3.17)–(3.20) and using respectively (3.35) and (3.38) and
the Sobolev embedding for s > 4l− 92 , we deduce that∣∣∣1
2
d
dt
‖vhigh‖
2
L2 + X˜
0
3→3(u2, v)
∣∣∣ . (‖∂2l−1x u1‖L∞ + 4l−5∑
j=0
‖∂jxu2‖L∞
)
‖v‖2L2 ,
.
(
‖u1‖Hs + ‖u2‖Hs
)
‖v‖2L2
(3.44)
and ∣∣∣1
2
d
dt
‖Dsvhigh‖
2
L2 + X˜
s
3→3(u2, v)
∣∣∣ . (‖u1‖Hs + ‖u2‖Hs)‖v‖2Hs
+ ‖u1‖Hs+2l−1‖v‖L∞‖J
sv‖L2 ,
(3.45)
if the l − 1 coefficients γ˜0, · · · , γ˜l−2 are chosen correctly.
Now, we explain how to deal with X˜σ3→4,j(u1, u2, v) for j = 0, · · · , l − 2. We
need to deal with the three terms Iσj (u2, v), II
σ
j (u1, u2, v) and III
σ
j (u2, v) on the
right-hand side of (3.43). By using Ho¨lder’s inequality and the Sobolev embedding,
we easily get in both cases σ = 0 and σ = s that∣∣Iσj (u2, v)∣∣ . ‖u2‖2Hs‖v‖2Hσ .
In the case σ = 0, we estimate II similarly and get∣∣II0j (u1, u2, v)∣∣ . ‖u1‖Hs‖u2‖Hs‖v‖2L2 .
In the case σ = s, we use the commutator estimate (2.8) and argue as in (3.36) to
deduce that∣∣IIsj (u1, u2, v)∣∣ . ‖u1‖Hs‖u2‖Hs‖v‖2Hs + ‖u2‖Hs‖u1‖Hs+2l−2‖v‖L∞‖v‖Hs .
Finally, in order to control IIIσ(u2, v) =
∑l−2
j=0 γ˜jIII
σ
j (u2, v), we follow the argu-
ment in (3.22)-(3.25). In the case l = 2, it suffices to use the Kato-Ponce commu-
tator estimate. In the case l ≥ 3, we need to introduce a fourth-order modification
to the energy T˜ σ4 (u2, v) in such a way that
d
dt
T˜ σ4 (u2, v) = X˜
σ
4→4(u2, v) + X˜
σ
4→5(u1, u2, v)
and ∣∣∣IIIσ(u2, v) + X˜σ4→4(u2, v)∣∣∣ . ‖u2‖2Hs‖v‖2Hσ .
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Here, X˜σ4→4(u2, v), respectively X˜
σ
4→5(u1, u2, v), denotes the fourth-order terms,
respectively fifth-order terms, coming from ddt T˜
σ
4 (u2, v).
In the case where l = 3, X˜σ4→5(u1, u2, v) can be estimated directly by using the
Kato-Ponce commutator estimate. If l ≥ 4, we need to add a fifth-order term to the
energy in order to cancel out the problematic terms appearing in X˜σ4→5(u1, u2, v).
This process will finish after a finite number of modifications to the energy
(exactly l−1). This yields the proofs of estimates (3.29) and (3.30), which concludes
the proof of Proposition 3.2. 
4. Proof of Theorem 1.1
As mentioned in the previous section, we will prove Theorem 1.1 in the particular
case of equation (1.9) for the sake of clarity. In this section, we fix l ∈ N, l ≥ 2 and
work with s > sl = 4l−
9
2 .
By scaling, it is enough to deal with initial data u(·, 0) = u0 having small H
s-
norm. Indeed of u is a solution to (1.9) defined on a time interval [0, T ], for some
positive time T , then, for all λ > 0, uλ(x, t) = λ
2u(λx, λ2l+1t) is also a solution to
(1.9) defined on a time interval [0, T/λ2l+1]. For any δ > 0, we define Bs(δ) the
ball of Hs(M) centered at the origin and of radius δ. Since
‖uλ(·, 0)‖Hs . λ
3
2 (1 + λs)‖u0‖Hs ,
we can force uλ(·, 0) to belong to B
s(δ) by choosing λ ∼ min{
(
δ
‖u0‖Hs
) 2
3 , 1}.
Therefore, the existence and uniqueness of a solution to (1.9) on a time inter-
val [0, 1] for small initial data ‖u0‖Hs will ensure the existence and uniqueness
of a solution to (1.9) for arbitrarily large initial data on a time interval [0, T ] for
T ∼ min{‖u0‖
−2(2l+1)/3
Hs , 1}.
From now on, we assume that u0 ∈ H
s(M) satisfies ‖u0‖Hs ≤ δ, where δ is a
small positive number which will be fixed later.
The proof of Theorem 1.1 is based on parabolic regularization, energy estimates
and the Bona-Smith argument. For µ > 0, we consider the regularized problem
(4.1)
{
∂tu
µ + ∂2l+1x u
µ + µ(−1)l+1∂2l+2x u
µ = uµ∂2l−1x u
µ
uµ(·, 0) = u0 ,
Combining the arguments of Lemma 2 in [36] and Theorem 5.14 in [15], we
obtain a local well-posedness result for the IVP (4.1).
Proposition 4.1. Let s > sl = 4l −
9
2 . For every µ > 0 and every u0 ∈ H
s(M),
with M = R or T, there exist a positive maximal time of existence Tµ = T
s
µ(u0)
and a unique solution uµ to (1.9) in C([0, Tµ) : H
s(M)).
Moreover, the “extension principle” holds, i.e.:
(4.2) either Tµ = +∞ or lim sup
tրTµ
‖uµ(t)‖Hs = +∞
and, for very 0 < T < Tµ, the flow map data-solution
: v0 ∈ H
s(M) 7→ v ∈ C([0, T ] : Hs(M))
is continuous in a neighborhood of u0 in H
s(M).
20 C. E. KENIG AND D. PILOD
4.1. A priori estimates on the solutions uµ.
Proposition 4.2. Assume that s > sl = 4l −
9
2 and 0 < µ ≤ 1. Let u
µ ∈
C([0, Tµ) : H
s(M)) be the solution of (4.1) obtained in Proposition 4.1 and Es(uµ)
be the modified energy constructed in Proposition 3.1. Then, there exists a positive
constant δ0 (independent of µ ∈ (0, 1]) such that the following properties hold true.
(1) Coercivity.
(4.3)
1
4
‖uµ(t)‖2Hs ≤ E
s(uµ)(t) ≤
3
4
‖uµ(t)‖2Hs ,
for all t ∈ [0, T ], if uµ satisfies ‖uµ‖L∞
T
Hsx ≤ δ0 for some 0 < T < Tµ.
(2) Energy estimate.
(4.4)
∣∣∣∣ ddtEs(uµ)(t) + µ‖∂l+1x uµ(·, t)‖2Hs
∣∣∣∣ .
(
l−1∑
k=1
‖uµ(t)‖kHs
)
‖uµ(t)‖2Hs ,
for all t ∈ (0, T ), if uµ satisfies ‖uµ‖L∞
T
Hsx ≤ δ0 for some 0 < T < Tµ.
Proof. The proof of Proposition 4.2 follows the lines of the one of Proposition 3.1
for the dissipationless equation. We explain now how to deal with the dissipation
in the argument.
Arguing exactly as in (3.5)-(3.11) with the solutions uµ of (4.1), we get that
1
2
d
dt
‖uµ‖2Hs + µ
∫
(∂l+1x u
µ)2 + µ
∫
(Ds∂l+1x u
µ)2
= O(‖∂l−1x u
µ‖L∞‖u
µ‖2Hs) +
l−1∑
j=1
βj
∫
∂2(l−j)−1x u
µ(Ds∂jxu
µ)2 ,
(4.5)
where βj , j = 1 · · · l − 1, are real numbers.
In order to handle the l − 1 cubic terms on the right-hand side of (4.5), we
introduce the cubic modified energy T s3 (u
µ) =
∑l−2
j=0 γjT
s
3,j(u
µ) where
T s3,j(u
µ) =
{ ∫
∂2jx u
µ(Ds−2−j∂xu
µ)2 if j is even∫
∂2jx u
µ(Ds−1−juµ)2 if j is odd
, for 0 ≤ j ≤ l − 2,
and γj , 0 ≤ j ≤ l − 2, are real numbers. By using the equation in (4.1), we have
that
(4.6)
d
dt
T s3 (u
µ) = Xs3→3(u
µ) + µD3→3(u
µ) +Xs3→4(u
µ)
where Xs3→3(u
µ) denotes the cubic terms resulting from ddtT
s
3 (u
µ) associated to
the dispersive term ∂2l+1x u
µ, D3→3(u
µ) denotes the cubic terms resulting from
d
dtT
s
3 (u
µ) associated to the dissipative term (−1)l+1∂2l+2x u
µ and Xs3→4(u
µ) denotes
the fourth-order terms resulting from ddtT3(u
µ).
Arguing as in (3.17)-(3.20), we can choose the l − 1 coefficients γ0, · · · , γl−2 so
that
(4.7)
∣∣∣∣∣∣
l−1∑
j=1
βj
∫
∂2(l−j)−1x u
µ(Ds∂jxu
µ)2 +Xs3→3(u)
∣∣∣∣∣∣ . ‖uµ‖2Hs ,
since s > 4l− 92 .
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Next, we explain how to handle the term Ds3→3(u
µ) =
∑l−2
j=0D
s
3→3,j(u
µ), where
Ds3→3,j(u
µ) denotes the cubic terms resulting from ddtT
s
3,j(u
µ) associated to the
dispersive term ∂2l+1x u
µ. We treat for example the case where j is even. We
deduce, integrating by parts and using the notation in (2.1), that
(−1)lDs3→3,j(u
µ)
=
∫
∂2j+2l+2x u
µ(Ds−2−j∂xu
µ)2 + 2
∫
∂2jx u
µDs−2−j∂2l+3x u
µDs−2−j∂xu
µ
= −I2l+1(∂
2j+1
x u
µ, Ds−2−j∂xu
µ, Ds−2−j∂xu
µ)− 2
∫
∂2jx u
µDs−2−j∂2l+2x u
µDs−2−j∂2xu
µ.
Then, we get, after repeating l − 1 times this operation that
Ds3→3,j(u
µ) =
l−1∑
k=0
(−1)l+k+1I2(l−k)+1(∂
2j+1
x u
µ, Ds−2−j∂k+1x u
µ, Ds−2−j∂k+1x u
µ)
+
l−1∑
k=1
(−1)l+k+1
∫
∂2j+2(l+1−k)x u
µ(Ds−2−j∂k+1x u
µ)2
− 2
∫
∂2jx u
µ(Ds−2−j∂l+2x u
µ)2 .
Moreover, it follows from Lemma 2.2 that
I2(l−k)+1(∂
2j+1
x u
µ, Ds−2−j∂k+1x u
µ, Ds−2−j∂k+1x u
µ)
=
l−k∑
m=1
αm,l−k
∫
∂2(l−k+m)+2j+1x u
µ(Ds−2−j∂k+1+mx u
µ)2
for each 0 ≤ k ≤ l− 1, where α1,l−k, · · · , αm,l−k are l− k real numbers. Hence, we
deduce from the Sobolev embedding and the smallness assumption ‖uµ‖L∞
T
Hsx ≤ δ0
that
(4.8)
∣∣∣∣µDs3→3(uµ) + µ ∫ (∂l+1x uµ)2 + µ ∫ (Ds∂l+1x uµ)2∣∣∣∣ . µ‖uµ‖3Hs ,
if δ0 is chosen to be small enough.
Therefore, we conclude gathering (4.5), (4.7) and (4.8) that∣∣∣∣12 ddt‖uµ‖2Hs +Xs3→3(uµ) + µDs3→3(uµ) + µ
∫
(∂l+1x u
µ)2 + µ
∫
(Ds∂l+1x u
µ)2
∣∣∣∣ . ‖uµ‖3Hs
In view of (4.6), it remains to control the fourth-order term Xs3→4(u
µ). We
proceed as at the end of the proof of Proposition 3.1. If l = 2, it can be done
directly by using the Kato-Ponce commutator estimate. If l = 2, we need to add a
fourth-order contribution T s4 (u
µ) to the energy in order to cancel out the bad terms
appearing in Xs3→4(u
µ). When differentiating T s4 (u
µ) with respect to the time, we
get that
d
dt
T s4 (u
µ) = Xs4→4(u
µ) + µDs4→4(u
µ) +Xs4→5(u
µ) .
We estimate the dissipative contribution µDs4→4(u
µ) exactly as we did for µDs3→3(u
µ)4
In the case l = 3, we can estimate Xs4→5(u
µ) by using the Kato-Ponce commutator
estimate. In the case where l ≥ 4, we need to repeat the process one more step.
4It is actually easier since Ds
4→4(u
µ) contains fewer derivatives than Ds
3→3(u
µ).
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This process will finish after a finite number of modifications to the energy
(exactly l−1). This yields estimate (4.4), which concludes the proof of Proposition
4.2. 
With Proposition 4.2 in hand, we are in a position to derive suitable a priori
estimates on the solutions uµ of (4.1) at the Hs-level.
Lemma 4.3. Assume that s > sl = 4l −
9
2 . There exists δ1 > 0 such that if
u0 ∈ H
s(M) satisfies ‖u0‖Hs ≤ δ1, then the solution u
µ ∈ C([0, Tµ) : H
s(M)) to
(4.1) is defined on a maximal time of existence Tµ ≥ 1 and satisfies
(4.9) ‖uµ‖L∞1 Hsx + µ‖∂
l+1
x u
µ‖L21Hsx . ‖u0‖Hs ,
for all 0 < µ ≤ 1.
Proof. Fix µ ∈ (0, 1] and let uµ be the solution of (4.1) defined on its maximal time
interval [0, Tµ).
Assume by contradiction that Tµ < 1. Fix some T ∈ (0, Tµ). By integrating
(4.4) and using (4.3), we deduce that
‖uµ‖2L∞T Hsx + µ
∫ T
0
‖∂l+1x u
µ(·, t)‖2Hsdt ≤ ‖u
µ
0‖
2
Hsx
+ C
l−1∑
k=1
‖uµ‖k+2L∞T Hsx
,
as soon as ‖uµ‖L∞
T
Hsx ≤ δ0. Moreover, it follows from Proposition 4.1 that
lim
t→0
‖uµ(t)‖Hs = ‖u0‖Hs .
By using a continuity argument, these two facts ensure the existence of a small
positive constant δ˜1 (independent of δ0) such that if ‖u0‖Hs ≤ δ˜1, then
‖uµ‖L∞
T
Hsx ≤ C‖u0‖Hs ,
as soon as ‖uµ‖L∞
T
Hsx ≤ δ0. Therefore, if ‖u0‖Hs ≤ δ1 := min{δ˜1, δ0/2C}, the
solution uµ of (4.1) satisfies
‖uµ‖L∞
T
Hsx ≤ δ0/2 .
This implies that lim suptրTµ ‖u
µ(t)‖Hs ≤ δ0/2, since T was chosen arbitrarily
in (0, Tµ). Hence, it follows from the “extension principle” in (4.2) that Tµ = +∞,
which is absurd.
Therefore, we deduce that Tµ ≥ 1, and then (4.9) follows by reapplying the
above argument with T = 1. 
4.2. Existence. Let u0 ∈ H
s(M). As explained above, we can always assume that
‖u0‖Hs ≤ δ1. Then, it follows from Lemma 4.3, that, for 0 < µ ≤ 1, the solutions
uµ obtained in Proposition 4.1 are defined on time interval [0, 1] and satisfy the a
priori estimate (4.9).
First, we will prove that {uµ}0<µ≤1 is a Cauchy sequence in C([0, 1] : H
s−(M)),
where s− is any number slightly lesser than s. Let 0 < µ
′ < µ ≤ 1. We define
v = uµ − uµ
′
. Then v is solution to the equation
∂tv + ∂
2l+1
x v + µ(−1)
l+1∂2l+2x v + (µ− µ
′)(−1)l+1∂2l+2x u
µ′
= v∂2l−1x u
µ + uµ
′
∂2l−1x v
(4.10)
with initial datum v(·, 0) = 0. In the next Proposition, we derive a L2 energy
estimate for v.
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Proposition 4.4. Assume that s > sl = 4l −
9
2 and 0 < µ
′ < µ ≤ 1. Let
v ∈ C([0, 1] : Hs(M)) be the solution of (4.10) and let E˜0(v) be the modified
energy constructed in Proposition 3.2. Then, there exists a small positive constant
δ2 (independent of 0 < µ
′ < µ ≤ 1) such that the following properties hold true.
(1) Coercivity.
(4.11)
1
4
‖v(t)‖2L2 ≤ E˜
0(v)(t) ≤
3
4
‖v(t)‖2L2 ,
for all t ∈ [0, 1] if ‖uµ
′
‖L∞1 Hsx < δ2.
(2) L2-Energy estimate.
∣∣∣∣ ddtE˜0(v)(t) + µ‖∂l+1x v(·, t)‖2L2
∣∣∣∣
.
(
l−1∑
k=1
(
‖uµ(t)‖Hs + ‖u
µ′(t)‖Hs
)k)
‖v(t)‖2L2 + (µ− µ
′)
∣∣∣∣∫ ∂l+1x uµ′∂l+1x v∣∣∣∣ ,
(4.12)
for all for all t ∈ (0, 1) if ‖uµ
′
‖L∞1 Hsx < δ2.
Proof. The proof of Proposition 4.4 follows the lines of the proof of Proposition 3.2
for the dissipationless equation.
Note that this time, we can control the terms resulting from the dissipation when
deriving the higher order terms in the modified energy just by using the Sobolev
embedding, since we are at the L2-level and uµ is bounded in Hs for s > 4l− 92 .
Moreover, the last term appearing on the right-hand side of (4.12) corresponds
to the contribution of the last term on the left-hand side of (4.10). 
According to (4.9), there exists a small positive number 0 < δ3 ≤ δ1, such that
if ‖u0‖Hs ≤ δ < δ3, then ‖u
µ‖L∞1 Hsx < δ2. Thus, it follows from (4.11), (4.12) and
the a priori estimate (4.9) that
d
dt
E˜0(v)(t) ≤ C
l−1∑
k=1
δkE˜0(v)(t) + C(µ− µ′)δ2 .
Hence, we deduce by using Gronwall’s inequality and (4.11) that
‖uµ − uµ
′
‖L∞1 L2x . µ− µ
′ −→
µ′,µ→0
0 ,
which yields interpolating with (4.9)
(4.13) ‖uµ − uµ
′
‖L∞1 H
s− −→
µ′,µ→0
0 ,
for any number s− slightly smaller than s.
Therefore, there exists u ∈ C([0, 1] : Hs−(M)) such that {uµ} converges to u in
L∞([0, 1] : Hs−(M)) as µ→ 0. Passing to the limit in (4.1) as µ→ 0 , it is easy to
verify that u is a solution to (1.9) in the distributional sense.
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4.3. Uniqueness. Let u1 and u2 be two solutions of (1.9) in C([0, T ] : H
s(M))
corresponding to the same initial datum u1(·, 0) = u2(·, 0) = u0 ∈ H
s(M). As
explained above, it is sufficient to assume that ‖u0‖Hs ≤ δ, where δ is a small
positive number, and that u1, u2 are defined on a time interval [0, 1].
Arguing as in the proof of Lemma 4.3 (using Proposition 3.1 instead of Propo-
sition 4.4), we deduce the a priori estimate
‖u1‖L∞1 Hsx + ‖u2‖L∞1 Hsx . δ .
Let v = u1 − u2. We conclude that v ≡ 0 on [0, 1] by integrating (3.29) and using
(3.28), for δ chosen small enough.
4.4. Persistence property and continuity of the flow map. In this subsec-
tion, we will use the Bona-Smith argument [1] in order to prove the persistence
property, that is u ∈ C([0, T ] : Hs(R)), and the continuity of the flow map.
Let u0 ∈ H
s(M). By using a scaling argument, we can always assume that
‖u0‖Hs < δ, where δ is a small positive number. From the existence part, the cor-
responding solution u to (1.9) is defined on [0, 1] and belongs to C([0, 1] : Hs−(M)),
where s− denotes any number slightly smaller than s.
Now, we regularize the initial datum u0 and consider the corresponding IVP
(4.14)
{
∂tu
ǫ + ∂2l+1x u
ǫ = uǫ∂2l−1x u
ǫ
uǫ(·, 0) = uǫ0 = u0 ∗ ρǫ ∈ H
∞(R) ,
where ρǫ is an approximation of the identity.
More precisely, let ρ ∈ S(R) if M = R, respectively ρ ∈ C∞per if M = T, be such
that
∫
ρ(x) dx = 1 and
∫
xkρ(x) dx = 0, for k ∈ Z+ with 0 ≤ k ≤ [s] + 1. For any
ǫ > 0, define ρǫ(x) = ǫ
−1ρ(ǫ−1x). The following lemma, whose proof can be found
in [1] (see also Proposition 2.1 in [19]), gathers the properties of the smoothing
operators
Lemma 4.5. Let s ≥ 0, φ ∈ Hs(M) and for any ǫ > 0, φǫ = ρǫ ∗ φ. Then,
(4.15) ‖φǫ‖Hs+ν . ǫ
−ν‖φ‖Hs , ∀ν ≥ 0,
and
(4.16) ‖φ− φǫ‖Hs−β =
ǫ→0
o(ǫβ), ∀β ∈ [0, s].
From the existence part, there exists a solution uǫ of (4.14) in C([0, 1] : H∞(M)),
for all 0 < ǫ ≤ 1. Moreover, ‖uǫ0‖Hs ≤ ‖u0‖Hs ≤ δ. Thus, we deduce arguing as in
the proof of Lemma 4.3, using Proposition 3.1 instead of Proposition 4.2, that
(4.17) ‖uǫ‖L∞1 Hsx . ‖u
ǫ
0‖Hs . δ .
Now, let 0 < ǫ′ < ǫ ≤ 1. By applying estimates (3.28)-(3.30) of Proposition 3.2
for u1 = u
ǫ and u2 = u
ǫ′ and using (4.15), (4.16) and (4.17) we get that
(4.18) ‖uǫ − uǫ
′
‖L∞1 L2x . ‖u
ǫ
0 − u
ǫ′
0 ‖L2 =
ǫ→0
o(ǫs)
and
‖uǫ − uǫ
′
‖2L∞1 Hsx . ‖u
ǫ
0 − u
ǫ′
0 ‖
2
Hs
+
(
l−1∑
k=1
‖uǫ(t)‖L∞1 H
s+2l−k
x
)
‖uǫ − uǫ
′
‖L∞1,x‖u
ǫ − uǫ
′
‖L∞1 Hsx
(4.19)
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as soon as δ is chosen small enough. Then, we conclude combining the Gagliardo-
Nirenberg inequality
‖v‖L∞ . ‖v‖
1− 12s
L2 ‖v‖
1
2s
Hs ,
with (4.17)-(4.19) that
(4.20) ‖uǫ − uǫ
′
‖2L∞1 Hsx . ‖u
ǫ
0 − u
ǫ′
0 ‖
2
Hs +
(
l−1∑
k=1
ǫ−(2l−k)
)
o(ǫs−
1
2 ) −→
ǫ→0
0 ,
since s > 4l− 92 and l ≥ 2.
Therefore, {uǫ} is a Cauchy sequence in L∞([0, 1] : Hs(M)), so that there exists
u˜ ∈ C([0, 1] : H1(M)) of (1.9) such that
(4.21) uǫ −→
ǫ→0
u˜ in L∞1 H
s
x .
By using the uniqueness result, we conclude that u ≡ u˜ ∈ C([0, 1] : Hs(M)).
Now, we turn to the proof of the continuous dependence. Let θ > 0 be given. It
suffices to prove that there exists κ > 0 such that for any v0 ∈ H
s(M) satisfying
‖u0 − v0‖Hs < κ, the solution v ∈ C([0, 1] : H
s(M)) of (1.9) emanating from v0
satisfies
(4.22) ‖u− v‖L∞1 Hsx < θ .
For any ǫ > 0, we regularize the initial datum v0 by defining v
ǫ
0 = v0 ∗ ρǫ as
above. Then, it follows from the triangle inequality that
(4.23) ‖u− v‖L∞1 Hsx ≤ ‖u− u
ǫ‖L∞1 Hsx + ‖u
ǫ − vǫ‖L∞1 Hsx + ‖v − v
ǫ‖L∞1 Hsx .
According to (4.21), we can find ǫ0 > 0 small enough such that
(4.24) ‖u− uǫ0‖L∞1 Hsx + ‖v − v
ǫ0‖L∞1 Hsx < θ/3 .
In order to estimate the second term on the right-hand side of (4.23), we consider
the parabolic regularizations uǫ0,µ and vǫ0,µ of uǫ0 and vǫ0 for 0 < µ ≤ 1, i.e. uǫ0,µ,
respectively vǫ0,µ, is a solution to the equation in (4.1) with initial datum uǫ00 ,
respectively vǫ00 .
According to (4.15), uǫ00 and v
ǫ0
0 belong to H
s+1(M) and satisfy
‖uǫ00 ‖Hs+1 . ǫ
−1
0 ‖u0‖Hs . ǫ
−1
0 δ
and
‖vǫ00 ‖Hs+1 ≤ ‖u
ǫ0
0 ‖Hs+1 + ‖u
ǫ0
0 − v
ǫ0
0 ‖Hs+1 . ǫ
−1
0 δ + ǫ
−1
0 κ .
Thus, by choosing δ = δ(ǫ0) and κ = κ(ǫ0) small enough, we deduce from the
theory in Subsections 4.1, 4.2 and 4.3 with σ = s + 1 and σ− = s, that {u
ǫ0,µ}µ
and {vǫ0,µ}µ converge to u
ǫ0 and vǫ0 in L∞([0, 1] : Hs(M)), as µ tends to 0. Then,
there exists µ0 > 0, small enough such that
‖uǫ0 − vǫ0‖L∞1 Hsx ≤ ‖u
ǫ0 − uǫ0,µ0‖L∞1 Hsx + ‖u
ǫ0,µ0 − vǫ0,µ0‖L∞1 Hsx + ‖v
ǫ0 − vǫ0,µ0‖L∞1 Hsx
≤ θ/3 + ‖uǫ0,µ0 − vǫ0,µ0‖L∞1 Hsx .(4.25)
Finally, observe from (4.15) that ‖uǫ00 − v
ǫ0
0 ‖Hs < κ. Then, we deduce from the
continuous dependence of the regularized problem (4.1) in Proposition 4.1, that
(4.26) ‖uǫ0,µ0 − vǫ0,µ0‖L∞1 Hsx < θ/3 ,
if κ = κ(ǫ0, µ0) is chosen small enough.
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Therefore (4.22) follows gathering (4.23)-(4.25), which concludes the proof of the
continuous dependence.
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