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Abstract
Plackett-Luce model (PL) is one of the most popular models for preference learning.
In this paper, we consider PL with features and its mixture models, where each
alternative has a vector of features, possibly different across agents. Such models
significantly generalize the standard PL, but are not as well investigated in the
literature. We extend mixtures of PLs with features to models that generate top-l
and characterize their identifiability. We further prove that when PL with features is
identifiable, its MLE is consistent with a strictly concave objective function under
mild assumptions. Our experiments on synthetic data demonstrate the effectiveness
of MLE on PL with features with tradeoffs between statistical efficiency and
computational efficiency when l takes different values. For mixtures of PL with
features, we show that an EM algorithm outperforms MLE in MSE and runtime.
1 Introduction
Preference learning is a fundamental machine learning problem in a wide range of applications such
as discrete choice analysis [18], marketing [4], meta-search engines [7], information retrieval [14],
recommender systems [3], crowdsourcing [5, 16], social choice [1], among many others. Plackett-
Luce model (PL) [22, 15] is one of the most popular statistical models for preference learning due to
its interpretability and computational tractability. In the standard PL, each alternative is parameterized
by a number θ such that eθ represents the alternative’s “quality”. The higher the quality is, the more
likely the alternative is ranked higher by an agent.
Extensions of the standard PL has been proposed and studied mostly in three dimensions. The first
dimension is PL with features, where features of the agents and/or the alternatives are given, and the
model is parameterized by the relationship (often linear, see Definition 2) between the features and
the quality of the alternatives. Examples include the conditional logit model [18], the BLP model [4],
and bilinear models [2, 24, 32].
The second dimension is PL for partial preferences, where the data consist of partial preferences,
often represented by partial orders over the alternatives. Due to the hardness of tackling general
partial orders [13], most previous work focused on natural sub-cases, including choice data [27],
top-ranked orders (top-l) [19], and pairwise preferences [10]. In particular, in a top-l order, the agent
reports a linear order over her most-preferred l alternatives. Top-l orders generalize standard PL
(l = m− 1, where m is the number of alternatives) and choice data (l = 1).
The third dimension is PL mixture models, where k ≥ 1 PL models are combined via a mixing
coefficients ~α = (α1, . . . , αk) and each αi represents the probability that the data is generated
from the i-th PL. Mixtures of PLs provide better fitness to data [26] and are a popular method for
clustering [8], but they are generally hard to compute and are prone to criticisms on interpretability
and trustworthiness due to their (non-)identifiability [31].
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While there is a large literature on standard PL and its extensions in each of the three dimensions,
little is known about the generalization of PL in all three dimensions simultaneously, i.e. mixtures of
PL models with features for partial preferences. The problem is already highly challenging for top-l
orders—to the best of our knowledge, only one previous work studied mixtures of PL models with
features for top-l orders [26], where an EM algorithm was proposed yet no theoretical guarantees on
the model or the algorithm were given.
Motivated by the lack of theoretical understandings of the general PL extensions and learning
algorithms, we ask the following question. When and how can preference learning be done for
(mixtures of) PL with features for top-l orders?
The question is highly challenging and the answer is not fully known even for many well-studied
sub-cases, such as (non-mixture) PL with features for top-l orders and mixtures of standard PL
(without features) for linear orders. In this paper, we provide the first answers to the question for PL
with features for top-l orders by characterizing their identifiability and the consistency of their MLEs.
We also provide the first generic identifiability result for its mixture models.
Identifiability is a fundamental property of statistical models that is important to explanability and
trustworthiness of decisions, which are particularly relevant in preference learning scenarios [8].
Identifiability requires that different parameters of the model lead to different distributions over
data. If a model is non-identifiable, then sometimes the explanations of the learned parameters and
corresponding decisions can be provably wrong, because there may exist another parameter that fits
the data equally well, yet whose explanation and corresponding decisions are completely different.
See Example 1 for an illustrative example. Additionally, the identifiability of a model is necessary for
any algorithm to be consistent.
Our Contributions. We provide first theoretical characterizations of identifiability for mixtures of
k ≥ 1 PLs with features for top-l orders, denoted by k-PLX -TO, where X is the feature matrix.
We note that in k-PLX -TO, each agent submits a top-l order for possibly different l. We provide
necessary and sufficient conditions for PLX -TO and its special case called the bilinear model, denoted
by PLY,Z-TO, to be identifiable in Theorem 1 and Theorem 2, respectively. Even though k-PLX -TO
is not identifiable for any k ≥ 2, we provide a sufficient condition in Theorem 3 for a parameter k-
PLX -TO to be identifiable, which leads to the generically identifiability of 2-PLX -TO in Corollary 1,
which suggests that identifiability may not be a practical concern if the condition is satisfied. We
provide a necessary and sufficient condition for the MLE of PLX -TO to be strictly concave in
Theorem 4 and a sufficent condition for the MLE of PLX -TO to be consistent in Theorem 5. Our
experiments on synthetic data demonstrate the performance of MLE and the tradeoffs between
statistical efficiency and computational efficiency when learning from different top-l preferences for
PLX -TO. For k-PLX -TO, we propose an EM algorithm and show that it outperforms MLE in both
statistical efficiency and runtime.
Related Work and Discussions. Table 1 summarizes related works on PL and its extensions that
are close to ours. As discussed above, there is a large literature on PL and its extensions in each
of the three dimensions, yet no theoretical result is known even for the special non-mixture case
PLX -TO for top-l orders in general. [26] is the only previous work we are aware of that tackles
k-PLX -TO, which does not provide theoretical guarantees. Even for PLX -TO, we are only aware of
another recent paper [28], which proposed an ADMM-based algorithm for computing the MLE, but
it is unclear whether their algorithm converges to the ground truth because the consistency of MLE
was unknown, which is proved by our Theorem 5. To the best of our knowledge, our identifiability
results (Theorems 1, 2, 3, Corollary 1) and the consistency theorem (Theorem 5) are the first for
(k-)PLX -TO even for linear orders (l = m− 1).
Mixture of PLs with features for choice data (top-1) is well studied and can be dated back to the
classical conditional logit model [18] and the BLP model [4]. PL with bilinear features, which is a
special case of PLX -TO, has been studied in the literature [2, 24, 32]. There is a large literature on
standard PL (without features) and its mixture models [11, 25, 20, 17, 12, 29, 8, 21, 31, 6, 30, 13].
Our setting is more general.
Recently, Schäfer and Hüllermeier [24, Proposition 1] provided a sufficient condition for (non-
mixture) PL with bilinear features to be identifiable. However, their result is flawed due to the
missing conditions on the ranks of feature matrices. See Example 2 for more details. Our Theorem 2
provides a necessary and sufficient condition for the identifiability of more general models. Zhao
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features top-l mixtures identifiability consistency
This work X X X X(Thm. 1, 2, 3, Coro 1) X(Thm. 5)
[26] X X X
[28] X X
[18, 4] X top-1 X X
[9] X top-1 X
[24] X linear orders X
[31, 33, 30] linear orders X X X
[6] X X X
Table 1: The model, identifiability, and consistency of this work compared with previous work.
et al. [31] characterized the conditions on k (the number of components in the mixture model) and
m (the number of alternatives) for mixtures of standard PLs to be (non-)identifiable. Zhao and Xia
[30] characterized (non-)identifiability of mixtures of PLs (without features) for structured partial
orders. Grün and Leisch [9] characterized conditions for mixtures of multinomial logit models to be
identifiable. These results do not subsume our results because the model studied in this paper is more
general.
Consistency of MLE was proven for the conditional logit model [18] assuming that each agent
provides multiple choice data. Or equivalently, agents with the same features are repeatedly observed.
This assumption may not hold in the big data era, where the feature space can be extreme large and
it is unlikely that agents would have identical features. Our proof of consistency tackles exactly
this case and is inspired by the proof of [12, Theorem 8] for standard (non-mixture) PL. Unlike the
standard PL where the Hessian matrix is negative semidefinite with at least one zero eigenvalue [12],
the Hessian matrix of the model studied in this paper does not have zero eigenvalues. Due to this
difference, the techniques in proving the sample complexity bound in [12] cannot be directly extended
to our setting.
2 Preliminaries
Let A = {a1, . . . , am} denote the set of m alternatives. Let {1, . . . , n} denote the set of n agents.
Given an agent j, each alternative is characterized by a column vector of d ≥ 1 features ~xji ∈ Rd.
For any r = 1, . . . , d, let xji,r denote the rth feature of ~xji. A linear order, which is a transitive,
antisymmetric, and total binary relation, is denoted by ai1  . . .  aim , where ai1  ai2 means that
the agent prefers ai1 over ai2 . Let L(A) denote the set of all linear orders. A ranked top-l (top-l for
short) order has the form ai1  ai2 . . .  ail  others. It is easy to see that a linear order is a special
top-l order with l = m− 1. Let T (A) denote the set of all top-l orders for all l ∈ {1, 2, . . . ,m− 1}.
Definition 1 (Plackett-Luce model (PL)). The parameter space is Θ = {~θ = {θi|1 ≤ i ≤ m}}. The
sample space is L(A)n. Given a parameter ~θ ∈ Θ, the probability of any linear order R = ai1 
ai2  . . .  aim is PrPL(R|~θ) =
∏m−1
p=1
exp(θip )∑m
q=p exp(θiq )
.
It follows that the marginal probability for any top-l order R = ai1  ai2 . . .  ail  others is
PrPL(R|~θ) =
∏l
p=1
exp(θip )∑m
q=p exp(θiq )
. In the literature, a normalization constraint on ~θ, e.g.
∑
i θi = 0,
is often required to make the model identifiable. In this paper we do put such a constraint since it is
more convenient to extend the current definition to PL with features.
Let Xj = [~xj1, . . . , ~xjm] denote the d ×m feature matrix for agent j, and let X = [X1, . . . , Xn]
denote the d-by-mn feature matrix. The Plackett-Luce model with features is defined as follows.
Definition 2 (Plackett-Luce model with features (PLX )). Let X denote a d-by-mn feature matrix.
The parameter space is Θ = Rd. The sample space is L(A)n. For any parameter ~β ∈ Θ, the
probability of any linear order Rj = ai1  ai2  . . .  aim given by agent j is PrPLX (Rj |~β) =∏m−1
p=1
exp(~β·~xjip )∑m
q=p exp(
~β·~xjiq )
.
3
PL with bilinear features [2] is a special case of PLX , where each agent j ∈ {1, . . . , n} is character-
ized by a column feature vector ~yj ∈ RL and each alternative ai ∈ A is characterized by a column
feature vector ~zi ∈ RK . We note that for any i ∈ {1, . . . ,m}, ~zi is the same across all agents. Let
Y = [~y1, . . . , ~yn] denote the L-by-n agent feature matrix and Z = [~z1, . . . , ~zm] denote the K-by-m
alternative feature matrix. PL with bilinear features is defined as follows.
Definition 3 (Plackett-Luce model with bilinear features PLY,Z). Let Y denote an L-by-n agent
feature matrix and let Z denote a K-by-m alternative feature matrix. The parameter space consists
of matrices Θ = {B = {bκι}|κ ∈ {1, . . . ,K}, ι ∈ {1, . . . , L}}. The sample space is L(A)n. Given
a parameter B ∈ Θ, the probability of any linear order Rj = ai1  ai2  . . .  aim given by agent
j is PrPLY,Z (Rj |B) =
∏m−1
p=1
exp(~z>ipB~yj)∑m
q=p exp(~z
>
iq
B~yj)
.
PLY,Z can be viewed as a special case of PLX by letting X = Y ⊗ Z and vectorizing B accordingly.
Before defining mixtures of PL with features, we recall the definition of mixtures of PL as follows.
Definition 4 (k-PL). For any k ≥ 1, the mixture of k Plackett-Luce models is defined as follows.
The sample space is L(A)n. The parameter space has two parts. The first part is the mixing
coefficients ~α = (α1, · · · , αk) with ~α ≥ 0 and ~α · ~1 = 1. The second part is
(
~θ(1), · · · , ~θ(k)
)
,
where ~θ(r) ∈ Θ is the parameter of the r-th PL component. The probability of any linear order R is
Prk-PL(R|~θ) =
∑k
r=1 αr PrPL(R|~θ(r)).
The mixture of k Plackett-Luce models with features is therefore defined as follows.
Definition 5 (Mixtures of k Plackett-Luce models with features (k-PLX )). Let X denote a d-by-
mn feature matrix. The parameter space Θ has two parts. The first part is the vector of mixing
coefficients ~α = (α1, α2, . . . , αk) and the second part is (~β(1), ~β(2), . . . , ~β(k)), where for r =
1, . . . , k, ~β(r) = {β(r)i |1 ≤ i ≤ d}}. The sample space is L(A)n. Given a parameter ~θ ∈ Θ, the
probability of any linear order Rj = [ai1  ai2  . . .  aim ] given by agent j is Prk-PL(X )(Rj |~θ) =∑k
r=1 αr PrPLX (Rj |~β(r)).
PLX can be viewed as a special case of k-PLX where k = 1. We recall the definition of identifiability
of statistical models as follows.
Definition 6 (Identifiability). LetM = {Pr(·|~θ) : ~θ ∈ Θ} be a statistical model, where Θ is the
parameter space and Pr(·|~θ) is the distribution over the sample space associated with ~θ ∈ Θ. We say
that a parameter ~θ ∈ Θ is identifiable inM, if for any ~γ ∈ Θ with ~γ 6= ~θ, we have Pr(·|~θ) 6= Pr(·|~γ).
M is identifiable if all its parameters are identifiable.
The following example shows that non-identifiability of a model can lead to unavoidable untrustworthy
interpretations and decisions.
Example 1. Suppose an automobile manufacturer is using PLY,Z to learn consumers’ preferences
over car models. For simplicity suppose there are two agents and two alternatives (car models)
{a1, a2}. Y = [y1, y2] = [0.5, 1], where each agent is represented by her normalized income (0.5 for
the first agent and 1 for the second agent). Z = [~z1, ~z2] =
[
0.6 1
0.2 0.5
]
, where each car is represented
by its normalized price (0.6 for the first car and 1 for the second car) and its normalized miles per
gallon (0.2 for the first car and 0.5 for the second car).
Let B = [−1, 8/3]> and B′ = [1, 0]>. We show that B and B′ correspond to exactly the same
distribution over the two agents’ preferences. In fact, it is not hard to verify that ~z>1 By1 − ~z>2 By1 =
z>1 B
′y1 − ~z>2 B′y1 = −0.2 and ~z>1 By2 − ~z>2 By2 = ~z>1 B′y2 − ~z>2 B′y2 = −0.4. Therefore,
PrPLY,Z (R1 = a1  a2|B) = 11+exp(~z>2 By1−~z>1 By1) =
1
1+exp(~z>2 B′y1−~z>1 B′y1)
= PrPLY,Z (R1 =
a1  a2|B′). Other probabilities can be calculated similarly.
Therefore, it is impossible for any statistical method to distinguish B from B′. This may not be a big
concern if the company uses the learned model to predict preferences of new customers, as both B
and B′ would give the same prediction. However, the first components of B and B′ have opposite
interpretations. The first component of B being positive is often interpreted as the existence of a
negative correlation between an agent’s income and the car’s price, i.e. richer people prefers cheaper
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cars. The interpretation of the first component of B′ is on the opposite. This makes the interpretation
and any decision based on it untrustworthy. 
3 Models and Their Identifiability for Top-l Orders
Following [30], we extend PLX to a model that generates top-l partial orders by introducing a new
parameter ~φ = (φ1, . . . , φm−1) over {1, 2, . . . ,m− 1} that represents the probability for the agent
to report a top-l order, where 1 ≤ l ≤ m − 1. Any model defined in the previous section can be
extended to a model that generates a top-l order R with probability PrM-TO(R|~θ, ~φ) = φl PrM(R|~θ).
For example, PLX can be extended to PLX -TO, formally defined as follows.
Definition 7 (PLX -TO). Let X denote a d-by-mn feature matrix. The parameter space is Θ =
Rd×{~φ ∈ Rm−1≥0 : ~φ·~1 = 1}. The sample space is T (A)n. Given a parameter (~β, ~φ), the probability
of any top-l order Rj = ai1  ai2  . . .  ail  others given by agent j is PrPLX -TO(Rj |~β, ~φ) =
φl PrPLX (Rj |~β), where PrPLX (Rj |~β) is the marginal probability of Rj under PLX given ~β.
PLX is a submodel of PLX -TO (where φm−1 = 1). PLY,Z-TO and k-PLX -TO can be defined
similarly, see Appendix 8 for their formal definitions.
To characterize the identifiability of PL extensions with features, for each j ≤ n, we first define agent
j’s normalized feature matrix, denoted by norm(Xj).
norm(Xj) = [~xj2 − ~xj1, ~xj3 − ~xj1, . . . , ~xjm − ~xj1]. (1)
We then define the d-by-(m− 1)n normalized feature matrix, denoted by Norm(X ), as follows.
Norm(X ) = [norm(X1), norm(X2), . . . , norm(Xn)] (2)
In words, X is normalized by using the feature vector of a1 as the baseline. Our results still hold if
another alternative is used as the baseline. We now present our first identifiability theorem.
Theorem 1. For any X , PLX -TO is identifiable if and only if Norm(X ) has full row rank.
Proof sketch: We first show that the ~φ part is always identifiable, because different ~φ parameters
lead to different distributions over top-l structures. Then we prove the theorem for the ~β part by
analyzing events of top choices over a subset of alternatives, observing that the probability of any
top-l order is the product of several probabilities of top choices over a subset of alternatives. The full
proof can be found in Appendix 10.1. 
Theorem 1 can be applied to characterize the identifiability for PL with bilinear features as in the
following theorem.
Theorem 2. For any model PLY,Z-TO, where Y is an L-by-n matrix and Z is a K-by-m matrix,
PLY,Z-TO is identifiable if and only if both Y and norm(Z) have full row rank.
Theorem 2 is proved by converting PLY,Z-TO to PLX -TO with X = Y ⊗ Z. The formal proof can
be found in Appendix 10.2. In the next example, we show that the sufficient conditions for PLY,Z-TO
to be identifiable by Schäfer and Hüllermeier [24, Proposition 1] is unforutnately flawed.
Example 2. Continuing Example 1, it is not hard to verify that no agent feature or alternative feature
is a constant, which implies that PLY,Z is identifiable according to [24, Proposition 1]. However, as
we showed in Example 1, PLY,Z is not identifiable.
Identifiability of mixtures of PLs with features is at least as challenging as the identifiability of
mixtures of standard PLs, which is still an open for any k ≥ 3. In the following theorem, we provide
a sufficient condition for a parameter in k-PLX -TO to be identifiable.
Theorem 3. If k-PL is identifiable, then for any X such that Norm(X ) has full row rank, any
parameter (~α, ~β, ~φ) with φm−1 > 0 is identifiable in k-PLX -TO.
The proof is done by contradiction. Suppose (~α, ~β, ~φ) with φm−1 > 0 is not identifiable in k-
PLX -TO but Norm(X ) has full row rank. Then, we can construct a non-identifiable parameter for
k-PL, which contradicts the assumption that k-PL is identifiable. The formal proof can be found in
Appendix 10.3. Notice that the parameters with φm−1 = 0 has 0 Lebesgue measure. Combining
Theorem 3 and [31, Theorem 2], we have the following corollary.
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Corollary 1. For any X such that Norm(X ) has full row rank, 2-PLX -TO over four or more
alternatives is generically identifiable modulo label switching.
4 MLE of PLX -TO and Its Consistency
Let P = (R1, . . . , Rn) denote the input data, where for each j ≤ n, Rj is a top-lj order. Let X
denote the d-by-mn feature matrix. MLE of PLX -TO computes the parameter that maximize the
following log likelihood function:
LL(P |~φ, ~β) =
n∑
j=1
ln PrPLX -TO(Rj |~β) =
n∑
j=1
(lnφlj + ln PrPLX (Rj |~β))
Note that ~φ and ~β parameter are separated in the log likelihood function, we can compute them
separately as follows.
~φ∗ = arg max
~φ
n∑
j=1
lnφ,
~β∗ = arg max
~β
n∑
j=1
ln PrPLX (Rj |~β). (3)
In fact, ~φ can be easily computed by counting the frequencies of each top-l order. The main challenge
is to accurately estimate the ~β part, which is the main focus of the rest of this section.
The standard notion of consistency does not directly applicable to PL with features because standard
consistency assumes that data (but not features) are i.i.d. generated. Previous consistency results
of MLE for PL with features, such as that for the conditional logit model [18], assumed that each
agent’s choice over a set of alternatives can be repeatedly observed. In other words, choices of
agents with the same features can be repeatedly observed. We extend this notation of consistency
by assuming that each agent only gives only one top-l order, and the agent’s feature is generated
i.i.d. from m given distributions ~µ = (µ1, . . . , µm), one for each alternative. Then, we can analyze
the consistency of MLE as the number of agents whose features are randomly generated goes to
infinity. Formally, the consistency of an algorithm for PLX -TO is defined as follows.
Definition 8. Given a vector of d-dimensional distributions ~µ = (µ1, . . . , µm), an algorithm f is
consistent for PLX -TO, if for any parameter ~θ = (~β, ~φ) and any  > 0, we have
lim
n→∞PrPn∼PLX -TO(‖~θ − f(Pn)‖ < ) = 1
where X = [X1, . . . , Xn] and each Xj is i.i.d. generated from ~µ.
The following theorem provides a necessary and sufficient condition for the objective function in (3)
to be strictly concave, which turns out to be the same condition for the identifiability of PLX -TO.
Strict concavity is desirable because, combined with boundedness discussed below, it guarantees the
convergence of MLE.
Theorem 4. For any PLX -TO and any data P = (R1, . . . , Rn), the log likelihood function in (3) is
strictly concave if and only if Norm(X ) has full row rank.
Proof sketch: We first prove that the objective function is always concave. Then we show that there
exists j ≤ n s.t. ln PrPLX (Rj |~β) is strictly concave if and only if Norm(X ) has full rank. The full
proof can be found in Appendix 10.4. 
We now introduce an assumption to guarantee the boundedness of MLE for given data P . Bound-
edness is important for consistency because a strictly concave function may not converge if it is
unbounded. For any j ≤ n, i1 ≤ m, and i2 ≤ m, we define ξj,i1i2 as follows.
ξj,i1i2 =
{
1 if agent j prefers ai1 over ai2−1 if agent j prefers ai2 over ai1
0 if agent j’s preference between ai1 and ai2 is not available
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Assumption 1. Let X denote a d-by-mn feature matrix and let P denote the data. For any r ≤ d,
there exist j1, j2 ∈ {1, . . . , n} with j1 6= j2 and i1, i2 ∈ {1, . . . ,m} with i1 6= i2 such that
ξj1,i1i2ξj2,i1i2(xj1i1,r − xj1i2,r)(xj2i1,r − xj2i2,r) < 0.
At a high level, Assumption 1 is a mild condition that requires sufficient diversity in agents’ prefer-
ences, which can be seen as an extension of Hunter’s assumption for PL [11, Assumption 1] to PLX .
The following lemma shows that Assumption 1 is sufficient for MLE to be bounded.
Lemma 1. For any PLX -TO and data P , if Assumption 1 holds then the MLE in (3) is bounded.
The lemma is proved by enumerating all cases under Assumption 1 and showing that under each case,
when any part of ~β can be unbounded, the log-likelihood function approaches negative infinity. The
full proof is in Appendix 10.5. Finally, the following theorem proves the consistency of MLE for
PLX -TO given that Norm(X ) has full row rank.
Theorem 5. For any vector of m multivariate distributions ~µ = (µ1, . . . , µm) and any X such that
Norm(X ) has full row rank, MLE is consistent for PLX -TO.
Proof sketch: Let ~β0 denote the ground truth parameter and ~β∗ denote the MLE estimate. We
first show that ||~β0 − ~β∗|| ≤ 2||∇L(~β0)||2λ1(−H(~β′)) , where the numerator is the gradient of the objective
function and the denominator is the smallest eigenvalue of the negative Hessian matrix. Then we
show that as n→∞, the numerator approaches zero with high probability while the denominator is
lower-bounded by a positive number. The full proof is in Appendix 10.6. 
5 An EM Algorithm for k-PLX -TO
In this section we propose a natural EM algorithm for k-PLX -TO. Let zjr denote the membership
indicator where zjr = 1 means ranking Rj belongs to the rth component. Let wjr denote the weight
of ranking Rj in rth component. For all j, we have
∑
r wjr = 1. Given previous iteration estimate
(~α(t−1), ~β(1,t−1), . . . , ~β(k,t−1)), each ranking Rj is clustered to each component as follows.
w
(t)
jr = Pr(zjr = 1|Rj , ~β(r,t−1)) =
PrPLX (Rj |~β(r,t−1)) · α(t−1)r∑k
s=1 PrPLX (Rj |~β(s,t−1)) · α(t−1)s
(4)
Then in the M step, we have
α(t)r =
∑
j w
(t)
jr
n
(5)
~β(r,t)’s are computed using MLE for PLX -TO. The algorithm is formally shown in Algorithm 1.
Algorithm 1 EM algorithm for k-PLX -TO.
Input: Preference profile P with n orders; number of iterations T
Output: Mixing coefficients ~α and k components ~β(1), . . . , ~β(k)
Initialization: Randomly generate ~α(0) and ~β(1,0), . . . , ~β(k,0)
for t = 1 to T do
E-step: Compute w(t)jr using (4) for all j = 1, 2, . . . , n and r = 1, 2, . . . , k.
M-step:
Compute ~α(t) using (5)
for r = 1 to k do
Compute ~β(r,t) using (3).
end for
end for
6 Experiments
Setup. Fix m = 10 and d = 10. For each agent and each alternative, the feature vector is generated
in [−1, 1] uniformly at random. Each component in ~β is generated uniformly at random in [−2, 2].
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Figure 1: MSE (left) and Runtime (right) for MLE on PLX -TO given top-1 only, top-3 only, top-5
only, and top-9 (full rankings) over 2000 trials. Results for Top-7 are very close to those for top-9,
and therefore omitted.
Figure 2: Comparison between MLE and 10-iteration EM for k-PLX over 2000 trials.
For 2-PLX , each component of the mixing coefficients ~α is generated uniformly at random and then
normalized. All algorithms were implemented in MATLAB (with the built-in fminunc function for
MLE for PLX -TO and fmincon for MLE for k-PLX ) and tested on a Ubuntu Linux server with Intel
Xeon E5 v3 CPUs each clocked at 3.50 GHz. We use mean squared error (MSE) and runtime to
measure the statistical efficiency and computational efficiency of algorithms, respectively. Results
are shown in Figures 1 and 2. All values are computed by averaging over 2000 trials.
Observations. Figure 1 shows the performance of MLE for PLX -TO. We observe that MSE
decreases as the number of agents increases, which demonstrates consistency of MLE for PLX -TO.
Moreover, learning from top-l preferences with different l values provides tradeoffs between statistical
efficiency and computational efficiency. Figure 2 illustrates the comparison between MLE and the
EM algorithm (Algorithm 1) for 2-PLX . We observe that for EM outperforms MLE w.r.t. both
statistical efficiency and computational efficiency. Therefore, EM might be a more favorable choice
in practice, despite that no theoretical guarantee about its convergence is known.
7 Summary and Future Work
We provide the first set of theoretical results on the identifiability of mixtures of PL with features
for top-l preferences. We also identify conditions for the MLE of PLX -TO to be consistent, and
propose an EM algorithm to handle general k-PLX -TO. Experiments on synthetic data demonstrate
the effectiveness of MLE on PLX -TO and EM algorithm for k-PLX . Generic identifiability and
efficient algorithms for k-PLX -TO are natural questions for future work.
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Broader Impacts
This work is mainly theoretical. As other models and methods in statistics and ML, the research will
benefit a wide range of applications discussed in the Introduction. It is also possible that the research
can be used for undesirable activities (as all ML methods do). We are not aware of a situation that
this work is particular risky.
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8 Additional Definitions of Ranking Models for Top-l
Definition 9. (PLY,Z-TO). Let Y denote an L-by-n agent feature matrix and let Z denote a K-by-m
alternative feature matrix. The parameter space is Θ = RK×L × {~φ ∈ Rm−1≥0 : ~φ · ~1 = 1}. The
sample space is T (A)n. Given a parameter (B, ~φ), the probability of any top-lj order Rj = ai1 
ai2  . . .  ailj  others given by agent j is PrPLY,Z -TO(Rj |B, ~φ) = φlj
∏lj
p=1
exp(~z>p B~yj)∑m
q=p exp(~z
>
q B~yj)
.
Definition 10. (k-PLX -TO). Let X denote a d-by-mn feature matrix. The parameter space Θ has
three parts. The first part is the vector of mixing coefficients ~α = (α1, α2, . . . , αk); the second part
is (~β(1), ~β(2), . . . , ~β(k)), where for r = 1, . . . , k, ~β(r) = {β(r)i |1 ≤ i ≤ d}}; and the third part is
~φ = (φ1, . . . , φm−1), where φ1, . . . , φm−1 ≥ 0,
∑m−1
l=1 φl = 1. The sample space is T (A)n. Given
a parameter ~θ ∈ Θ, the probability of any top lj order Rj = [ai1  ai2  . . .  ailj ] given by agent
j is
Prk−PLX -TO(Rj |~θ) = φlj
k∑
r=1
αr PrPLX (Rj |~β(r)).
9 MLE for Learning k-PLX
MLE algorithm for k-PLX is straightforward. We compute ~α and ~β(1), . . . , ~β(k) by maximizing the
log-likelihood function
(~α′, ~β′(1), . . . , ~β′(k)) = arg max
~α,~β(1),...,~β(k)
n∑
j=1
Prk-PLX (Rj |~α, ~β(1), . . . , ~β(k))
10 Proofs
We first show a lemma, which will be used multiple times in proofs of theorems in this paper.
Lemma 2. For any model PLX where X has d rows, we have d = rank(X ′) if and only if there does
not exist ~β(1) 6= ~β(2), s.t. for any j ∈ {1, . . . , n} and any i1, i2 ∈ {1, . . . ,m} where i1 6= i2,
(~β(1) − ~β(2))(~xji1 − ~xji2) = 0.
Proof. Because Norm(X ) has d rows, it always holds that d ≥ rank(Norm(X )). Let ~0 denote a zero
vector of appropriate dimension.
“if" direction. For the purpose of contradiction suppose d > rank(Norm(X )). Then there exists
vector ~∆ 6= ~0 s.t. Norm(X )> · ~∆ = ~0. We construct ~β(1) and ~β(2) s.t. ~β(1) − ~β(2) = ~∆. If i1 = 1
or i2 = 1, then either ~xji1 − ~xji2 or ~xji2 − ~xji1 is one column of Norm(X ). Therefore, we found
β(1) and β(2) s.t. (~β(1) − ~β(2))(~xji1 − ~xji2) = 0, which is a contradiction. If neither of i1 and i2 is
1, then by taking out two columns in Norm(X ), we have
(~β(1) − ~β(2))(~xji1 − ~xj1) = 0
(~β(1) − ~β(2))(~xji2 − ~xj1) = 0.
We get (~β(1) − ~β(2))(~xji1 − ~xji2) = 0 by subtracting one from the other, which is a contradiction.
"only if" direction. For the purpose of contradiction suppose there exist ~β(1), ~β(2), j, i1, i2 s.t. for
any j ∈ {1, . . . , n} and any i1, i2 ∈ {1, . . . ,m} where i1 6= i2, (~β(1) − ~β(2))(~xji1 − ~xji2) = 0.
Then there exist a nonzero vector ~β(1) − ~β(2) s.t. Norm(X )> · (~β(1) − ~β(2)), which implies that
Norm(X ) is not full rank, i.e., rank(Norm(X )) < d, which is a contradiction.
The next lemma is used in our proof for consistency of MLE (Theorem 5).
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Lemma 3. Given PLX -TO with ground truth parameter ~β0. Let L(~β) =
∑n
j=1 ln PrPLX (Rj |~β),
which is the objective function of MLE defined in (3). We have E[∇L(~β0)] = ~0, with the expectation
of each summand being zero, where the expectation is taken over orders generated from PLX -TO.
Proof. We focus on an event of ranking any alternative ai at the top among any subset of alternatives
A′ where ai ∈ A′ since L is constructed of such events. Let l(~β) denote the likelihood of such an
event. We have
l(~β) = ~β · ~xji − ln
∑
ai′∈A′
exp(~β · ~xji′)
and
∇rl(~β) = xji,r −
∑
ai′∈A′ xji′,r exp(
~β · ~xji′)∑
ai′∈A′ exp(
~β · ~xji′)
The probability of each alternative being ranked at the top is exp(
~β0·~xji)∑
a
i′∈A′
exp(~β0·~xji′ )
. Therefore, for any
r ∈ {1, . . . , d},
E[∇rl(~β)] =
∑
ai∈A′ xji,r exp(
~β0 · ~xji)∑
ai′∈A′ exp(
~β0 · ~xji′)
−
∑
ai′∈A′ xji′,r exp(
~β · ~xji′)∑
ai′∈A′ exp(
~β · ~xji′)
It’s easy to see E[∇rl(~β0)] = 0. Therefore E[∇L(~β0)] = ~0.
10.1 Proof of Theorem 1
Proof. ~φ parameter is always identifiable because for any different ~φ, the distribution of structures
will be different, which contradicts the definition of identifiability. We only need to prove that ~β
parameter is identifiable.
“if" direction. It is not hard to see that if ~β is identifiable under the case where φ1 = 1 and φl = 0
for all l ≥ 2 (the model generates top-1 orders only), ~β is identifiable for all components of ~φ. So we
focus on the φ1 = 1 case. For the purpose of contradiction suppose ~β parameter is not identifiable.
There exist ~β(1) 6= ~β(2) leading to the same distribution over top-1 orders. Then for any j and any
i1 6= i2, we have
exp(~β(1) · ~xji1)∑m
i=1 exp(
~β(1) · ~xji)
=
exp(~β(2) · ~xji1)∑m
i=1 exp(
~β(2) · ~xji)
exp(~β(1) · ~xji2)∑m
i=1 exp(
~β(1) · ~xji)
=
exp(~β(2) · ~xji2)∑m
i=1 exp(
~β(2) · ~xji)
This simplifies to
exp(~β(1) · ~xji1)
exp(~β(1) · ~xji2)
=
exp(~β(2) · ~xji1)
exp(~β(2) · ~xji2)
, (6)
which further simplifies to exp(~β(1)(~xji1 − ~xji2) = exp(~β(2)(~xji1 − xji2)), and therefore
(~β(1) − ~β(2))(~xji1 − ~xji2) = 0.
By Lemma 2, d > rank(Norm(X )), which is a contradiction.
“only if" direction. For the purpose of contradiction suppose d > rank(Norm(X )). By Lemma 2,
there exists ~β(1) 6= ~β(2), s.t. for any j ∈ {1, . . . , n} and any i1, i2 ∈ {1, . . . ,m} where i1 6= i2,
(~β(1) − ~β(2))(~xji1 − ~xji2) = 0. This implies (6). Now we focus on an event E, which is selecting an
alternative ai from a subset of alternatives A′ where ai ∈ A′. Due to (6), for any alternative ai′ ∈ A′
and ai′ 6= ai,
exp(~β(1) · ~xji)
exp(~β(1) · ~xji′)
=
exp(~β(2) · ~xji)
exp(~β(2) · ~xji′)
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It’s not hard to see
exp(~β(1) · ~xji)∑
ai′∈A′ exp(
~β(1) · ~xji′)
=
exp(~β(2) · ~xji)∑
ai′∈A′ exp(
~β(2) · ~xji′)
which indicates PrPLX (E|~β(1)) = PrPLX (E|~β(2)), where E can be any top-1 order over any subset
of alternatives. Then it is easy to see that for any top-l order R, we have PrPLX -TO(R|~β(1)) =
PrPLX -TO(R|~β(2)) by definition of PLX -TO. The model is not identifiable, which is a contradiction.
10.2 Proof of Theorem 2
Proof. Since PLY,Z-TO is a special case of PLX -TO by letting X = Y ⊗ Z and d = K × L (K
and L are the number of rows in Y and Z, respectively.), it is not hard to see that Norm(X ) =
Y ⊗ norm(Z). By Theorem 1, PLX is identifiable if and only if d = rank(Norm(X )). Therefore,
PLY,Z-TO is identifiable if and only if rank(Y ⊗ norm(Z)) = K × L. Due to [23, Theorem 4.2.15],
rank(Y ⊗ norm(Z)) = rank(Y )rank(norm(Z)). Also due to the fact that rank(norm(Z)) ≤ K and
rank(Y ) ≤ L, we have rank(Y ⊗ norm(Z)) = K × L if and only if rank(norm(Z)) = K and
rank(Y ) = L.
10.3 Proof of Theorem 3
Proof. The ~φ parameter is always identifiable because a different ~φ′ will lead to a different distribution
over structures of partial orders. We only need to prove that the remaining parts of the parameter (~α,
~β(r) for each r ∈ {1, . . . , k}) are identifiable.
Let ~γ = (~φ, ~α, ~β(1), . . . , ~β(k)). For the purpose of contradiction suppose there exists another
parameter ~γ′ = (~φ, ~α′, ~β′(1), . . . , ~β′(k)) s.t. ~γ 6= ~γ′ and ~γ and ~γ′ lead to the same distribution over
rankings for each agent. For each j ∈ {1, . . . , n}, each t ∈ {1, . . . , k}, and each i ∈ {1, . . . ,m}
we define θ(j,t)i = ~β
(t) · ~xji and θ′(j,t)i = ~β′(t) · ~xji, which can be viewed as the standard PL
parameters for agent j and alternative ai for t-th component of k-PLX -TO. For convenience we
define ~θ(j,t) = (θ(j,t)1 , . . . , θ
(j,t)
m ) and ~θ′(j,t) = (θ
′(j,t)
1 , . . . , θ
′(j,t)
m ).
We now claim that the mixing coefficient parts of ~γ and ~γ′ are equal, i.e., ~α = ~α′ modulo label
switching. For the purpose of contradiction suppose the mixing coefficients parts are different, then
for each agent j, there exist two k-PL parameters that lead to the same distribution over rankings.
This contradicts the condition that k-PL is identifiable.
Still due to identifiability of k-PL, given any agent j ∈ {1, . . . , n} and any component t ∈ {1, . . . , k},
~θ(j,t) and ~θ′(j,t) must also be the same modulo parameter shifting, which means that for any i ∈
{2, . . . ,m}, θ(j,t)i − θ(j,t)1 = θ′(j,t)i − θ′(j,t)1 . This implies that norm(Xj)>~β(t) = norm(Xj)>~β′(t).
Since this holds for all j ∈ {1, . . . , n}, we have Norm(X )>(~β(t) − ~β′(t)) = ~0. Since Norm(X ) has
full row rank, we have ~β(t) = ~β′(t), which holds for all t ∈ {1, . . . , k}. Therefore, we have ~γ = ~γ′,
which is a contradiction.
10.4 Proof of Theorem 4
Proof. This proof consists of two parts: (I) for any j ∈ {1, . . . , n}, ln PrPLX (Rj |~β) is concave, and
(ii) there exists j ∈ {1, . . . , n} s.t. ln PrPLX (Rj |~β) is strictly concave if and only if Norm(X ) has
full rank.
Part I. Due to Definition 2, it is sufficient to prove that for any subset of alternatives A′ ⊂ A and any
ai ∈ A′, ln exp(~β·~xji)∑
a
i′∈A′
exp(~β·~xji′ )
is concave.
Let f(~β) = ln exp(
~β·~xji)∑
a
i′∈A′
exp(~β·~xji′ )
= ~β · ~xji − ln
∑
ai′∈A′ exp(
~β · ~xji′). The first term ~β · ~xji is
concave (linear). It is sufficient to prove − ln∑ai′∈A′ exp(~β · ~xji′) is also concave. Let g(~β) =
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ln
∑
ai′∈A′ exp(
~β · ~xji′). Our goal is to prove that for any ~β(1) 6= ~β(2), 12 (g(~β(1)) + g(~β(2))) >
g(
~β(1)+~β(2)
2 ). We compute the difference between the left hand side and the right hand side as follows.
g(~β(1)) + g(~β(2))− 2g(
~β(1) + ~β(2)
2
)
= ln
∑
ai′∈A′
exp(~β(1) · ~xji′) + ln
∑
ai′∈A′
exp(~β(2) · ~xji′)− 2 ln
∑
ai′∈A′
exp(
~β(1) + ~β(2)
2
· ~xji′)
= ln((
∑
ai′∈A′
exp(~β(1) · ~xji′))(
∑
ai′∈A′
exp(~β(2) · ~xji′)))− ln(
∑
ai′∈A′
exp(
~β(1) + ~β(2)
2
· ~xji′))2
Due to monotonicity of ln function, we only need to show that
(
∑
ai′∈A′
exp(~β(1) · ~xji′))(
∑
ai′∈A′
exp(~β(2) · ~xji′))− (
∑
ai′∈A′
exp(
~β(1) + ~β(2)
2
· ~xji′))2 > 0.
We will show that the left-hand-side can be written as a sum of squares, where at least one of them is
positive. We have
(
∑
ai′∈A′
exp(~β(1) · ~xji′))(
∑
ai′∈A′
exp(~β(2) · ~xji′))− (
∑
ai′∈A′
exp(
~β(1) + ~β(2)
2
· ~xji′))2
=
∑
ai′∈A′
exp((~β(1) + ~β(2)) · ~xji′) +
∑
ai′1
,ai′2
∈A′,i′1 6=i′2
exp(~β(1) · ~xji′1 + ~β(2) · ~xji′2))
− (
∑
ai′∈A′
exp((~β(1) + ~β(2)) · ~xji′) +
∑
ai′1
,ai′2
∈A′,i′1 6=i′2
exp(
~β(1) + ~β(2)
2
· (~xji′1 + ~xji′2)))
=
∑
ai′1
,ai′2
∈A′,i′1<i′2
exp(~β(1) · ~xji′1 + ~β(2) · ~xji′2)) + exp(~β(1) · ~xji′2 + ~β(2) · ~xji′1))
− 2 exp(
~β(1) + ~β(2)
2
· (~xji′1 + ~xji′2)))
=
∑
ai′1
,ai′2
∈A′,i′1<i′2
(exp(
~β(1) · ~xji′1 + ~β(2) · ~xji′2
2
)− exp(
~β(1) · ~xji′2 + ~β(2) · ~xji′1
2
))2 (7)
Not we have proved concavity.
Part II. “if direction": we need to prove that there exists j ∈ {1, . . . , n} and i′1 < i′2, i′1, i′2 ∈ A′ s.t.
(7) is nonzero. For the purpose of contradiction suppose for any j = 1, . . . , n, any distinct i′1, i
′
2 ∈ A,
~β(1) · ~xji′1 + ~β(2) · ~xji′2 − ~β(1) · ~xji′2 − ~β(2) · ~xji′1 = 0.
This simplifies to
(~β(1) − ~β(2))(~xji′1 − ~xji′2) = 0
By Lemma 2, this does not hold for every j and distinct i′1, i
′
2 when d =rank(Norm(X )), which is a
contradiction.
“only if" direction. We prove that if NormX does not have full rank, the objective function is not
strictly concave. Since NormX does not have full rank, we can find ~β(1) and ~β(2) s.t. (~β(1) −
~β(2))(~xji′1 − ~xji′2) = 0 holds for every agent j and every i′1, i′2 pair (Lemma 2). This means there
exist ~β(1) and ~β(2) s.t. 12 (g(
~β(1)) + g(~β(2))) = g(
~β(1)+~β(2)
2 ). The objective function is not strictly
concave.
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10.5 Proof of Lemma 1
Proof. We only need to prove that when any entry of ~β goes to infinity, the objective function
LL(P |~β) = ∑nj=1 ln PrPLX (Rj |~β) goes to negative infinity, i.e., the probability of some ranking in
P approaches zero.
In the rest of the proof, we focus on the probability of an event Ej , which is ai1 being ranked at the
top among a subset of alternatives A′ which contains both ai1 and ai2 by agent j, under PLX . We
have
PrPLX (Ej |~β) =
exp(~β · ~xji1)
exp(~β · ~xji2) +
∑
ai′∈A′,i′ 6=i2 exp(
~β · ~xji′)
=
1
exp(~β · (~xji2 − ~xji1)) +M
,
where M is positive. We will show that for any r ∈ {1, . . . , d}, under all cases of Assumption 1, we
can find an event E s.t. as βr → ±∞, PrPLX (Ej |~β)→ 0.
Case 1: for any r ∈ {1, . . . , d}, there exist j1, j2, i1, i2 s.t. ξj1,i1i2ξj2,i1i2 > 0, (xj1i1,r −
xj1i2,r)(xj2i1,r − xj2i2,r) < 0.
We only need to consider the case where ξj1,i1i2 > 0, ξj2,i1i2 > 0. The other case (ξj1,i1i2 < 0,
ξj2,i1i2 < 0) can be converted to this case by switching the roles of i1 and i2. Similarly, we only
need to consider the case where xj1i1,r − xj1i2,r > 0, xj2i1,r − xj2i2,r < 0. The other case can be
converted to this case by switching the roles of j1 and j2.
In this case, we let Ej be the event of ranking ai1 at the top among a subset of alternatives containing
both ai1 and ai2 . For any r ∈ {1, . . . , d}, if βr → −∞, we have exp(βr(xj1i2,r − xj1i1,r))→ +∞,
which means Pr(Ej1 |~β) → 0; if βr → +∞, we have exp(βr(xj2i2,r − xj2i1,r)) → +∞, which
means Pr(Ej2 |~β)→ 0.
Case 2: for any r ∈ {1, . . . , d}, there exist j1, j2, i1, i2 s.t. ξj1,i1i2ξj2,i1i2 < 0, (xj1i1,r −
xj1i2,r)(xj2i1,r − xj2i2,r) > 0.
Again, we only need to consider the case where ξj1,i1i2 > 0, ξj2,i1i2 < 0, xj1i1,r − xj1i2,r > 0,
xj2i1,r − xj2i2,r > 0. All the other case can be converted to this case by switching the roles of j1
and j2, i1 and i2, or both.
For any r ∈ {1, . . . , d}, if βr → −∞, let Ej be the event of ranking ai1 among a subset of
alternatives containing ai1 and ai2 . Then we have exp(βr(xj1i2,r − xj1i1,r)) → +∞, which
means Pr(Ej1 |~β) → 0; if βr → +∞, let Ej be the event of ranking ai2 among a subset of
alternatives containing ai1 and ai2 . we have exp(βr(xj2i1,r − xj2i2,r)) → +∞, which means
Pr(Ej2 |~β)→ 0.
10.6 Proof of Theorem 5
Proof. It is trivial for the ~φ part because the structures are sampled repeatedly from the same
distribution. In this proof, we focus on the ~β part.
We consider the function L(~β) = 1n
∑n
j=1 ln PrPLX (Rj |~β). It is easy to see that the ~β∗ that maximize
L(~β) also maximizes the objective function in (3). Also let Rj = aij,1  aij,2  . . .  aij,lj 
others, i.e., aij,p is the alternative that is ranked at position p by agent j. Accordingly, the feature
vector for aij,p is denoted by ~xjij,p . ThenL(~β) can be written explicitly asL(~β) =
1
n
∑n
j=1
∑lj
p=1(
~β·
~xjij,p − ln
∑m
q=p exp(
~β · ~xjij,q )).
Define ∆ = ~β∗ − ~β0, where ~β∗ is the parameter that maximizes L(~β) and ~β0 is the ground truth
parameter. Therefore, L(~β∗) ≥ L(~β0). Let ∇L(~β) denote the gradient of L(~β). We have
L(~β∗)− L(~β0)−∇>L(~β∗)∆ ≥ −∇>L(~β∗)∆ ≥ −||∇L(~β∗)||2||∆||2 (8)
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where the second inequality is due to the Cauchy-Schwartz inequality. Let H(~β) denote the Hessian
matrix of L(~β). Then by the mean value theorem, there exist a ~β′ = σ~β∗ + (1 − σ)~β0 for some
0 ≤ σ ≤ 1 such that
L(~β∗)− L(~β0)−∇>L(~β∗)∆ = 1
2
∆>H(~β′)∆ ≤ −1
2
λ1(−H(~β′))||∆||22 (9)
where λ1(−H(~β′)) is the smallest eigenvalue of −H(~β′). Due to Theorem 4, H(~β) is negative
definite because L(~β) is strictly concave when d = rank(Norm(X )). Therefore λ1(−H(~β′)) > 0.
Combining (8) and (9), we have
||∆||2 ≤ 2||∇L(
~β0)||2
λ1(−H(~β′))
(10)
We will prove that as n→ +∞, ||∇L(~β0)||2 → 0 and λ1(−H(~β′)) is lower bounded by a positive
number.
Bounding ||∇L(~β0)||2. The r-th entry of gradient is ∇rL(~β) = 1n
∑n
j=1
∑m−1
p=1 (xjij,p,r −∑m
q=p xjij,q,r exp(
~β·~xjij,q )∑m
q=p exp(
~β·~xjij,q )
). It is shown by Lemma 3 that E[∇rL(~β0)] = 0 with each summand
expected to be zero. It’s not hard to see that each summand |xjij,p,r −
∑m
q=p xjij,q,r exp(
~β·~xjij,q )∑m
q=p exp(
~β·~xjij,q )
| ≤ c,
where c is the difference between the largest and the smallest entries of X . ∇rL(~β) can be viewed as
the mean of n random variables bounded in [−(m− 1)c, (m− 1)c]. By Hoeffding’s inequality, for
any r ∈ {1, . . . , d} and any  > 0,
Pr(|∇rL(~β0)| ≥ √
d
) ≤ 2 exp(− n
2
2(m− 1)2c2d ).
Therefore, we have
Pr(||∇L(~β0)||2 ≤ ) ≥ 1− 2d exp(− n
2
2(m− 1)2c2d ).
This inequality is obtained by applying union bound. For any  > 0, this probability approaches 1 as
n→ +∞.
Bounding λ1(−H(~β′)). By Theorem 4, E[−H(~β)] is positive definite, where the expectation is
taken over the distributions of features and rankings given ~β0. λ1(E[−H(~β)]) is strictly positive
(lower bounded by a positive constant c0). We define ′ = λ1(E[−H(~β)])− c0. Also define matrix
M(~β) = E[−H(~β)]− (−H(~β)). For any ~β, as n→ +∞, M(~β) approaches the zero matrix by the
law of large numbers. Using Weyl’s inequality, we have |λ1(−H(~β)) − λ1(E[−H(~β)])| < ′ for
any ′ > 0.
Therefore, for any  > 0, as n→ +∞, ||∆||2 ≤ 2c0 with probability approaching 1.
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