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Abstract
We provide a distribution-free test that can be used to determine whether any
two joint distributions p and q are statistically different by inspection of a large
enough set of samples. Following recent efforts from Long et al. [1], we rely
on joint kernel distribution embedding to extend the kernel two-sample test of
Gretton et al. [2] to the case of joint probability distributions. Our main result can
be directly applied to verify if a dataset-shift has occurred between training and
test distributions in a learning framework, without further assuming the shift has
occurred only in the input, in the target or in the conditional distribution.
1 Introduction
Detecting when dataset shifts occur is a fundamental problem in learning, as one need to re-train its
system to adapt to the new data before making wrong predictions. Strictly speaking, if pX,Y q „ p
is the training data and pX 1, Y 1q „ q is the test data, a dataset shift occurs when the hypothesis that
pX,Y q and pX 1, Y 1q are sampled from the same distribution wanes, that is p ‰ q. The aim of this
work is to provide a statistical test to determine whether such a shift has occurred given a set of
samples from training and testing set.
To cope with the complexity of joint distribution, a lot of literature has emerged in recent years trying
to approach easier versions of the problem, where the distributions were assumed to differ only by
a factor. For example a covariate shift is met when, in the decomposition ppx, yq “ ppy|xqppxq,
ppy|xq “ qpy|xq but ppxq ‰ qpxq. Prior distribution shift, conditional shift and others can be defined
in a similar way. For a good reference, the reader may want to consider Quin˜onero-Candela et al. [3]
or Moreno-Torres et al. [4].
2 Preliminaries
As it often happens, such assumptions are too strong to hold in practice and do require an expertise
about the data distribution at hand which cannot be given for granted. A recent work by Long et
al. [1] has tried to tackle the same question, but without making restricting hypothesis on what
was changing between training and test distributions. They developed the Joint Distribution Dis-
crepancy (JDD), a way of measuring distance between any two joint distributions – regardless of
everything else. They build on the Maximum Mean Discrepancy (MMD) introduced in Gretton et
al. [2] by noticing that a joint distribution can be mapped into a tensor product feature space via
kernel embedding.
The main idea behind MMD and JDD is to measure distance between distributions by comparing
their embeddings in a Reproducing Kernel Hilbert Space (RKHS). RKHS H is a Hilbert space of
functions f : Ω ÞÑ R equipped with inner products x¨, ¨yH and norms || ¨ ||H. In the context of
this work, all elements f P H of the space are probability distributions that can be evaluated by
means of inner products fpxq “ xf, kpx, ¨qyH with x P Ω, thanks to the reproducing property.
k is a kernel function that takes care of the embedding by defining an implicit feature mapping
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kpx, ¨q “ φpxq, where φ : Ω ÞÑ H. As always, kpx, x1q “ xφpxq, φpx1qyH can be viewed as a
measure of similarity between points x, x1 P Ω. If a characteristic kernel is used, then the embedding
is injective and can uniquely preserve all the information about a distribution [5]. According to the
seminal work by Smola et al. [6], the kernel embedding of a distribution ppxq in H is given by
Exrkpx, ¨qs “ Exrφpxqs “
ş
Ω
φpxqdP pxq.
Having all the required tools in place, we can introduce the MMD and the JDD.
Definition 1 (Maximum Mean Discrepancy (MMD) [2]). Let F Ă H be the unit ball in a RKHS. If
x and x1 are samples from distributions p and q respectively, then the MMD is
MMDpF , p, qq “ sup
fPF
pExrfpxqs ´Ex1rfpx1qsq (1)
Definition 2 (Joint Distribution Discrepancy (JDD) [1]). Let F Ă H be the unit ball in a RKHS. If
px, yq and px1, y1q are samples from joint distributions p and q respectively, then the JDD is
JDDpF , p, qq “ sup
f,gPF
pEx,yrfpxqgpyqs ´Ex1,y1rfpx1qgpy1qsq
“ }Ex,yrφpxq b ψpyqs ´Ex1,y1rφpx1q b ψpy1qs}FbF ,
(2)
where φ and ψ are the mappings yielding to kernels kφ and kψ , respectively.
Note that, conversely to Long et al. [1], we don’t square the norm in Eq. (2). A biased empirical
estimation of JDD can be obtained by replacing the population expectation with the empirical ex-
pectation computed on samples tpx1, y1q, px2, y2q, . . . , pxm, ymqqu P X ˆ Y from p and samples
tpx11, y11q, px12, y12q, . . . , px1n, y1nqqu P X 1 ˆ Y 1 from q:
JDDbpF , X, Y,X 1, Y 1q “ sup
f,gPF
˜
1
m
mÿ
i“1
fpxiqgpyiq ´ 1
n
nÿ
i“1
fpx1iqgpy1iq
¸
“
››››› 1m
mÿ
i“1
φpxiq b ψpyiq ´ 1
n
nÿ
i“1
φpx1iq b ψpy1iq
›››››
FbF
“
˜
1
m2
mÿ
i,j“1
kφpxi, xjqkψpyi, yjq ` 1
n2
nÿ
i,j“1
kφpx1i, x1jqkψpy1i, y1jq ` . . .
´ 2
mn
mÿ
i“1
nÿ
j“1
kφpxi, x1jqkψpyi, y1jq
¸ 1
2
(3)
Moreover, throughout the paper, we restrict ourselves to the case of bounded kernels, specifically
0 ď kpxi, xjq ď K, for all i and j and for all kernels.
3 The test
Under the null hypothesis that p “ q, we would expect the JDD to be zero and the empirical JDD to
be converging towards zero as more samples are acquired. The following theorem provides a bound
on deviations of the empirical JDD from the ideal value of zero. These deviations may happen in
practice, but if they are too large we will want to reject the null hypothesis.
Theorem 1. Let p, q,X,X 1, Y, Y 1 be defined as in Sec. 1 and Sec. 2. If the null hypothesis p “ q
holds, and for simplicity m “ n, we have
JDDbpF , X,X 1, Y, Y 1q ď
c
8K2
m
p2´ logp1´ αqq (4)
with probability at least α. As a consequence, the null hypothesis p “ q can be rejected with a
significance level α if Eq. 4 is not satisfied.
Interestingly, Type II errors probability decreases to zero at rate Opm 12 q – preserving the same
convergence properties found in the kernel two-sample test of Gretton et al. [2]. We warn the reader
that this result was obtained by neglecting dependency between X and Y . See Sec. 4 and following
for a deeper discussion.
2
4 Experiments
To validate our proposal, we handcraft joint distribution starting from MNIST data as follows. We
sample an image i from a specific class and define the pair of observation pxi, yiq as the vertical and
horizontal projection histograms of the sampled image. Fig. 1(a) depicts the process. The number
of samples obtained in the described manner is defined by m and they all belong to the same class.
It is easy to see why the distribution is joint. For all the experiments we employed an RBF kernel,
which is known to be characteristic [7], i.e. induces a one-to-one embedding. Formally, for px, yq
and px1, y1q distributed according to p or q indistinctly, we have
kφpx, x1q “ exp
˜
´}x´ x
1}2
σ2φ
¸
and kψpy, y1q “ exp
˜
´}y ´ y
1}2
σ2ψ
¸
. (5)
The parameters σφ and σψ have been experimentally set to 0.25. Accordingly, both kernels are
bounded by K “ 1.
In the first experiment we obtain pX,Y q “ tpxi, yiqui by sampling m “ 1000 images from the
class of number 3. Similarly, we collect pX 1, Y 1q “ tpx1i, y1iqui by applying a rotation ρ to other m
sampled images from the same class. Of course, when ρ “ 0, the two samples pX,Y q and pX 1, Y 1q
come from the same distribution and the null hypothesis that p “ q should not be rejected. On the
opposite, as ρ increases in absolute value we expect to see JDD increase as well – up to the point
of exceeding the critical value defined in Eq. (4). Fig. 1(b) illustrates the behavior of JDD when
pX,Y q and pX 1, Y 1q are sampled from increasingly different distributions.
To deepen the analysis, in Fig. 2 we study the behavior of the critical value by changing the signifi-
cance level α and the sample size m.
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Figure 1: In (a) we show an exemplar image drawn from the MNIST dataset. Observation px, yq
are the projection histograms along both axis, i.e. x (y) is obtained by summing values across rows
(columns). On the right, (b) depicts the behavior of the JDD measure when samples pX 1, Y 1q are
drawn from a different distribution w.r.t. pX,Y q, specifically the distribution of rotated images. The
rotation is controlled by the ρ parameter. The green line shows the critical value for rejecting the
null hypothesis (acceptance region below).
5 Limitations and conclusions
The proof of Theorem 1 is based on the McDiarmid’s inequality which is not defined for joint
distributions. As a result, we considered all random variables of both distributions independent of
each others, despite being clearly rarely the case. However, empirical (but preliminary) experiments
show encouraging results, suggesting that the test could be safely applied to evaluate the equivalence
of joint distributions under broad independence cases.
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Figure 2: On the left, (a) depicts the JDD critical value for the test of Eq. (4) when the significance
level α and the sample size m change. Cooler colors correspond to lower values of the JDD thresh-
old. Not surprisingly, more conclusive and desirable tests can be obtained either by lowering α or
by increasing m. Complementary, (b) shows the convergence rate of the test threshold at increasing
size m of sample, for a fix value of α “ 0.05. It is worth noticing, that the elbow of the convergence
curve is found around m “ 50.
6 Appendices
6.1 Preliminaries to the proofs
In order to prove our test, we first need to introduce McDiarmid’s inequality and a modified version
of Rademacher average with respect to the m-sample pX,Y q obtained from a joint distribution.
Theorem 2 (McDiarmid’s inequality [8]). Let f : Xm Ñ R be a function such that for all i P Nm,
there exist ci ă 8 for which
sup
XPXm,x˜PX
|fpx1, . . . , xmq ´ fpx1, . . . , xi´1, x˜, xi`1, . . . , xmq| ď ci. (6)
Then for all probability measures p and every ξ ą 0,
PrXpfpXq ´EX rfpXqs ą ξq ă exp
ˆ
´ 2ξ
2řm
i“1 c2i
˙
, (7)
where EX denotes the expectation over the m random variables xi „ p, and PrX denotes the
probability over these m variables.
Definition 3 (Joint Rademacher average). Let F be the unit ball in an RKHS on the domain X ˆY ,
with kernels bound between 0 and K. Let pX,Y q “ tpx1, y1q, px2, y2q, . . . , pxm, ymqu be an i.i.d.
sample drawn according to probability measure p on X ˆ Y , and let σi be i.i.d. and taking values
in t´1,`1u with equal probability. We define the joint Rademacher average
RˆmpF , X, Y q “ Eσ
«
sup
f,gPF
ˇˇˇˇ
ˇ 1m
mÿ
i“1
σifpxiqgpyiq
ˇˇˇˇ
ˇ
ff
. (8)
Theorem 3 (Bound on joint Rademacher average). Let RˆmpF , X, Y q be the joint Rademacher
average defined as in Def. 3, then
RˆmpF , X, Y q ď K{m 12 . (9)
4
Proof. The proof follows the main steps from Bartlett and Mendelson [9], lemma 22. Recall that
fpxiq “ xf, φpxiqy and gpyiq “ xf, ψpyiqy, for all xi and yi.
RˆmpF , X, Y q “ Eσ
«
sup
f,gPF
ˇˇˇˇ
ˇ 1m
mÿ
i“1
σifpxiqgpyiq
ˇˇˇˇ
ˇ
ff
“ 1
m
Eσ
«››››› mÿ
i“1
σiφpxiq b ψpyiq
›››››
ff
ď 1
m
˜
mÿ
i,j“1
Eσ rσiσjkφpxi, xjqkψpyi, yjqs
¸ 1
2
“ 1
m
˜
mÿ
i
Eσ
“
σ2i kφpxi, xiqkψpyi, yiq
‰¸ 12
“ 1
m
˜
mÿ
i
kφpxi, xiqkψpyi, yiq
¸ 1
2
ď 1
m
pmK2q 12 “ K{m 12
(10)
6.2 Proof of Theorem 1
We start by applying McDiarmid’s inequality to JDDb under the simplifying hypothesis thatm “ n,
JDDb “ sup
f,gPF
˜
1
m
mÿ
i“1
fpxiqgpyiq ´ fpx1iqgpy1iq
¸
.
Without loss of generality, let us consider the variation of JDDb with respect to any xi. Since F is
the unit ball in the Reproducing Kernel Hilbert Space we have
|fpxiq| “ |xf, φpxiqy| ď }f}}φpxiq} ď 1ˆ
axφpxiq, φpxiqy “akpxi, xiq ď ?K (11)
for all f P F and for all xi. Consequently, the largest variation to JDDb is bounded by 2K{m, as
the bound in Eq. 11 also holds for all g P F and for all yi. Summing up squared maximum variations
for all xi, yi, x1i and y1i, the denominator in Eq. (7) becomes
4m
ˆ
2K
m
˙2
“ 16K
2
m
, (12)
yielding to
PrX,Y,X1,Y 1pJDDb ´EX,Y,X1,Y 1rJDDbs ą ξq ă exp
ˆ
´mξ
2
8K2
˙
. (13)
To fully exploit McDiarmid’s inequality, we also need to bound the expectation of JDDb. To this
end, similarly to Gretton et al. [2], we exploit symmetrisation (Eq. (14)(d)) by means of a ghost
sample, i.e. a set of observations whose sampling bias is removed through expectation (Eq. (14)(b)).
5
In particular, let p sX, sY q and p sX 1, sY 1q be i.i.d. samples of size m drawn independently of pX,Y q
and pX 1, Y 1q respectively, then
EX,Y,X1,Y 1rJDDbs “ EX,Y,X1,Y 1
«
sup
f,gPF
˜
1
m
mÿ
i“1
fpxiqgpyiq ´ 1
m
mÿ
i“1
fpx1iqgpy1iq
¸ff
paq“ EX,Y,X1,Y 1
«
sup
f,gPF
˜
1
m
mÿ
i“1
fpxiqgpyiq ´Ex,yrfgs ´ 1
m
mÿ
i“1
fpx1iqgpy1iq `Ex1,y1rfgs
¸ff
pbq“ EX,Y,X1,Y 1
«
sup
f,gPF
˜
1
m
mÿ
i“1
fpxiqgpyiq ´EĎX, sY
«
1
m
mÿ
i“1
fpx¯iqgpy¯iq
ff
´ . . .
1
m
mÿ
i“1
fpx1iqgpy1iq `EĎX1, sY 1
«
1
m
mÿ
i“1
fpx¯1iqgpy¯1iq
ff¸ff
pcqď EX,Y,X1,Y 1,ĎX, sY ,ĎX1, sY 1
«
sup
f,gPF
˜
1
m
mÿ
i“1
fpxiqgpyiq ´ 1
m
mÿ
i“1
fpx¯iqgpy¯iq ´ . . .
1
m
mÿ
i“1
fpx1iqgpy1iq ` 1m
mÿ
i“1
fpx¯1iqgpy¯1iq
¸ff
pdq“ EX,Y,X1,Y 1,ĎX, sY ,ĎX1, sY 1,σ,σ1
«
sup
f,gPF
˜
1
m
mÿ
i“1
σipfpxiqgpyiq ´ fpx¯iqgpy¯iqq ` . . .
1
m
mÿ
i“1
σ1ipfpx1iqgpy1iq ´ fpx¯1iqgpy¯1iqq
¸ff
ď EX,Y,ĎX, sY ,σ
«
sup
f,gPF
ˇˇˇˇ
ˇ 1m
mÿ
i“1
σipfpxiqgpyiq ´ fpx¯iqgpy¯iqq
ˇˇˇˇ
ˇ
ff
` . . .
EX1,Y 1,ĎX1, sY 1,σ1
«
sup
f,gPF
ˇˇˇˇ
ˇ 1m
mÿ
i“1
σ1ipfpx1iqgpy1iq ´ fpx¯1iqgpy¯1iqq
ˇˇˇˇ
ˇ
ff
ď 2EX,Y rRˆmpF , X, Y qs ` 2EX1,Y 1rRˆmpF , X 1, Y 1qs
ď 4K{m 12 .
(14)
In Eq. (14), (b) adds a difference Ex,yrfgs ´ Ex1,y1rfgs that equals 0 since p “ q by the null
hypothesis, and (c) employs Jensen’s inequality.
By substituting the upper bound of Eq. (14) in Eq. (13), we obtain Theorem 1.
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