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“If I had eight hours to chop down a tree, I’d spend the first six hours sharpening
my axe."
Abraham Lincoln
The goal of this thesis is to develop methods to reduce model and problem com-
plexity in the area of classification tasks. Whether it is a traditional or a deep
learning classification task, decreasing complexity helps to greatly improve ef-
ficiency, and also adds regularization to the models. In traditional machine
learning, high-dimensionality can cause models to over-fit the training data,
and hence not generalize well, while in deep learning, neural networks have
shown to achieve state-of-the-art results, especially in the area of image recog-
nition, in their current state cannot be easily deployed on memory restricted
Internet-of-Things devices.
Although much work has been carried out on dimensionality reduction, the
first part of our work focuses on using dominancy between features in the aim
to select a relevant subset of informative features. We propose 3 variations,
with different benefits, including fast filter features selection and a hybrid filter-
wrapper approach. In the second section, dedicated to deep learning, our work
focuses on pruning methods to extract an overall much more efficient neural
network.
We show that our proposed techniques outperform previous state-of-the-art
methods, across the different classification areas on a number of benchmark
datasets using various classifiers and neural networks.






From the start of my PhD study at the Insight Centre for Data Analytics, at
University College Cork, there have been many people, both staff and fellow
students, who have helped me in different ways. I cannot thank them one-by-
one, but for any not personal mentioned below, I offer my sincere gratitude for
their help.
First of all, I would like to express my utmost appreciation to my supervisor
Dr. Steven Prestwich, for his guidance, encouragement and thoughtful insights
throughout my research. I am very grateful for the opportunity he gave me for
both studying under him and working with him. Through Steve’s guidance with
proper feedback, both praise and constructed criticism, I have learnt so much,
and has led me to a better direction in my research.
I would specially like to thank Steve in taking a chance of allowing me to re-
search Deep Learning, with the industry support of United Technology Research
Centre. This leads me to offering my thanks to Michael Geiring, a strong influ-
ence on my deep learning study direction. Both Michael and Blanca, both from
UTRC, help me start my study into deep learning, and guided me over the ini-
tial bumps in the road, paving a path for my keen interest in the area. Their
and Steve’s support, chat and intense discussions helped me a lot throughout
my research in the area, and still fuels my desire for deep learning.
I would like to offer my gratitude to Sebastian Scheurer, who shared his knowl-
edge on WiFi analytics, that helped me understand the data better in order to
be able to carry out my research in that particular area. I would also like to
thank a past post-doc Carlo Manna, who partnered with me, helping to guide
me on my first publication, and gave me good advice that is still relevant for
me today.
I would also like to thank to other members of the Insight Centre for Data
Analytics. Especially, Federico Toffano, who worked with me on different ideas
for so many weekends. For interesting chats, both research related and off-
topic, my thanks to Ali Naeem and Daniel Desmond. My gratitude also goes to
Andrea Visentin, Sorina Chisca and Diego Carraro.
I would like to offer a sincere appreciation to my partner Rose O’Dwyer, sister
Jacinta Browne and her husband Andrew Fagan, who are the main reasons I
am here today. It was their words of wisdom and encouragement, on a late
night in Dublin city in 2009, that put me on this path to research. Infact, it was
Jacinta who practically organised my interview for St.Johns College Cork to get
my foot on the ladder to my studies. And from there, it was through Rose’s
support that helped me carry on my under-graduate Physics studies, especially
during the hard times. All 3 of them have been a rock to me in all aspects of
my studies, and continue to be throughout my PhD research.
Another very special mention is to my little princess Arianna Reilly who, un-




knowingly, motivates and drives me to achieve the best I can. More importantly,
when my research gets tough and I feel like I cannot do it or there is no end to it,
she always manages to make me smile and laugh, re-energizing my motivation.
Finally, I am very grateful that my family encouraged me throughout my studies.
My mother and father deserve special gratefulness for their support, and their
continuous "have you wrote much of your thesis yet?" inputs!!
This quote sums why I returned to study:
"Twenty years from now you will be more disappointed by the things that you
didn’t do than by the ones you did do."
Mark Twain





This thesis focuses on reducing the complexity of classification problems, in
order to improve the computational efficiency and the accuracy of the classi-
fiers. By decreasing the number of parameters, and features, within the data
and models, not only do we create computationally and energy efficient mod-
els but also help to counteract over-fitting. One of the most important steps in
the pre-processing stage of a machine learning project is feature selection. In
chapters 2 − 4 we look at feature selection, which selects the most informative
features and removes the irrelevant and redundant ones. In this part of the
work, we look at credit scoring and microarray data, and use standard machine
learning classifiers, including but not limited to Logistic Regression, Naive Bayes,
Random Forest, Support Vector Machines. Feature selection not only improves
model efficiency, but in this work we show it was used to predict the most im-
portant influencing variables in both credit scoring data (continuous, ordinal
and nominal) and microarray data (genes).
The next three chapters 5 − 7 focus on image recognition classification using
Deep Learning Convolutional Neural Networks. The algorithms proposed in
the feature selection part of this work were unsuitable for deep learning due
to being computationally too expensive because they used the data labels to
determine the important features. This type of supervised approach would sig-
nificantly increase the training time of the deep learning networks. Therefore,
instead of removing features of the raw data, we look within the neural net-
works, both at the feature maps and filters/nodes to remove (or prune) redun-
dant parts of the network. We run experiments on image data using well-known




In chapter 2, we introduce a filter feature selection method named Relevance-
Redundancy Dominance (RRD), which is based on the idea of dominant features
being the most informative. Thus, by keeping the dominant (relevant) features,
and using them to remove the dominated features (redundant), along with
ranking them in order of importance with respect to the target, we extract
an optimal minimum subset of features. This novel filter features selection
algorithm is performed in an unsupervised manner, meaning that, unlike similar
approaches in this research area, there is no threshold limit for the dominance
or correlation, or pre-selected number of features to retain.
We carry out extensive experiments on benchmark credit datasets, and com-
pare and contrast the results with current state-of-the-art (SOTA) results in the
field. We choose credit scoring datasets due to having a mixture of data types
e.g. continuous, ordinal and nominal, and also due to the possible impact in
the financial area. Bad loan decisions cost the credit industry vast amounts
each year, therefore, machine learning algorithms are used to develop credit
scoring models that help the industry to classify a new client as a good risk
or a bad risk using the client’s information such as age, sex and purpose of
loan [CH03]. Generally, finance and banking institutes screen customers before
authorising a loan using predictive models, combined with domain knowledge.
These models are usually trained on historical customer data in a supervised
manner, and a very important part of the model training is selecting important
variables while neglecting the noisy variables. If the variables selected are not
relevant or redundant features are selected, the model’s classification power
will be significantly reduced, which could cost the institutes customer loyalty
for false negatives or monetary value for the false positives.
Further tests are performed using RRD on higher dimensional datasets to check
the robustness of the method. Initial tests on both pharmaceutical and microar-
ray data, showed promising results, but experiments using a larger range of
microarray data showed, that although classification accuracy was within an
acceptable threshold, RRD had a tendency to retain a greater number of fea-
tures than required which, (i) increased the time needed for the algorithm to
select its subset of features, and (ii) can cause the classifier to over-fit and not
be as efficient as possible. We offer a solution for the short-comings of RRD in
the next chapter, with an adapted variation called Fast Relevance-Redundancy
Dominance (FRRD), which aimed to rapidly find the optimal minimum subset




of features on high dimensional data.
We propose an extension of the work of RRD, in chapter 3, with an algorithm
we call Fast Relevance-Redundancy Dominance (FRRD). The main difference be-
tween algorithms are; FRRD first, in a very fast manner, reduces the number
of features in the dataset, subsetting it, only keeping n of the most dominant
features. The user pre-selects the value of n, which in all the experiments in
this work was set to the same value. Iteratively, FRRD selects the top most
correlated remaining feature with respect to the target, F , and removes the
features dominated by F . This is repeated until we have the desired number
of remaining dominant features. Step 2 of the algorithm is performing RRD on
these remaining features, and the output of this is the relevant, non-redundant,
un-dominated subset of features for the classifier.
To analyse the robustness, scalability and competitiveness of our proposed al-
gorithm, we carry out various types of experiments on high dimensional data
(microarray data), that ranges in the number of features from 2000 to 24188.
We compare FRRD classification accuracy, along with its stability and scalability,
against SOTA feature selection techniques using the same experimental setup
on a range of microarray datasets. Microarray datasets are commonly used in
cancer clinical studies, where the identification of the most informative genes
to detect cancer is an important biological challenge. Due to the high dimen-
sionality of microarray data, the ability to find a subset of features with high
potential bio-markers and strong candidates that are connected with the disease
among the vast number of genes in the samples, is a vital part of research in
this area. Therefore, an algorithm that can find these relevant genes, and help
build an accurate classifier to distinguish between cancerous and noncancerous
samples, is an important machine learning feature selection task.
Although FRRD is a highly scalable feature selection method, which helps to
develop accurate classifiers, its main shortcoming is that the user has to pre-
define the number of dominant features that step 1 of the algorithm retains. To
improve upon both RRD and FRRD, we put forward an improved version, still
based on the idea of dominance, but in conjunction with a genetic algorithm.
In our final feature selection chapter 4, still in the area of data dimensional-
ity reduction, we introduce improved Relevance-Redundancy Dominance with a
Genetic Algorithm (iRRD-GA). Again, we analyse microarray data, as we show
our improved algorithm takes the benefits of both a filter and wrapper feature
selector. The new filter feature selection part of iRRD-GA uses an improved




unsupervised version of the algorithm proposed in chapter 2, which uses 2 very
different statistics to select minimum subsets, giving the dominant genetic algo-
rithm more diverse selection to retain a good final subset for the classification
part. The genetic algorithm (GA) part of iRRD-GA is a tournament style GA,
where the 2 dominant genes selected in the process are considered to be the
parent genes.
This is where the traditional feature selection to reduce problem complexity
ends, and we propose methods to improve deep learning networks by reduc-
ing their complexity in the following 3 chapters. The previous proposed ap-
proaches, although they had great success in the area of dimensionality reduc-
tion, required the use of the target values to evaluate the selection of subsets
which would be too computationally expensive in the area of deep learning.
Chapter 5 is the beginning of the Deep Learning section of the Thesis, and it
is where we introduce Pulse-Net, our novel pruning method for convolutional
neural networks (CNN). A CNN is one of the most prominent deep learning
approaches, and it has pushed the boundaries in the state-of-the-art image
recognition results. Although CNNs were being used on various tasks by the
turn of the 20th century, it wasn’t until 2012, when AlexNet shattered current
image classification methods on the well-known ImageNet Large Scale Visual
Recognition Challenge (ILSVRC) for that year, did they increase significantly
in popularity. The advancements in Graphic Processing Units, has helped push
the surge of interest in this research area, with their ability to perform matrix
multiplication very efficiently, which is due to both memory bandwidth and par-
allelism. In many ways these CNNs are similar to the older neural networks,
multi-layer perceptron, as they both are trained by tuning weights and biases,
but differ as CNNs use convolution calculations to consider patches of the input
(image) to be spatially related.
Considering CNNs, main usage is on image classification problems, this is the
area we choose to implement our proposed algorithm Pulse-Net, and ran ex-
periments using 3 benchmark datasets in this area. We analyse our algorithms’
robustness on 3 popular CNNs and compare the results to current state-of-the-
art pruning and compression methods. It has been well documented that neural
networks are over-parameterized, which is especially true once the network has
been trained. Since the fundamental building blocks of a neural network, ar-
tificial neurons, are based on the brain’s neurons, we will use this as a way to
picture the reasoning. In a child’s brain, there are millions of these neurons




interconnected to soak up all the information and allow the child to learn, but
as they get older many of these neurons become dormant or switched off as less
learning is required. Following the same principle, we allow a CNN to be over-
parameterized and allow it to fully converge through training. Once no more
training improves its classification accuracy, like in the brain, we prune what
we see as the irrelevant parts and allow the network to fine-tune to recover
afterwards.
This is the basis of the idea behind our proposed algorithm, which has applica-
tion purposes because of it being highly efficient, allowing it to run on mem-
ory restricted Internet of Things devices. We demonstrate this theoretically by
showing how Pulse-Net improves the computational inference speed, while re-
ducing its storage overhead and energy usage on various commonly used CNNs.
Although we show theorectically that the produced pruned networks are suit-
able for Internet of Things devices, showing this practically warrants further
investigation. As an additional interesting set of tests, we explored if this idea
of pruning a network helps to create a network that is more robust against ad-
versarial attacks. An adversarial attack is where a test image is subtly modified
in such a way that it is almost undetectable to the human eye. The hypothesis
was that, the less parameters the network had, would make it less prone to an
adversarial attack, as these types of attacks focus on the weights of the network.
The next chapter, 6, is a continuation of the Pulse-Net research. We use the
same datasets and CNNs to compare and contrast both pruning methods. One
of the main differences, amongst others, is that our new improved version
named unsupervised PulseNet uses an intelligent pruning decision approach.
The clustering algorithm k-means has been shown to be a powerful unsuper-
vised method to group similar samples into clusters, and it is this property that
we exploit in unsupervised PulseNet. We deem only one filter/node in the clus-
ter to be relevant and the rest of the filters/nodes are pruned, considered to
be redundant. There are other significant changes in unsupervised PulseNet
compared to the original version, but we believe that this selection of a more
intelligent and natural way of pruning the network helps us achieve a better
compression-to-accuracy ratio. Also, unlike the original PulseNet, this improved
version benefits from faster training due to the extraction of the smaller refined
network at each pruning iteration.
Although unsupervised PulseNet showed great success to reduce model com-
plexity, improving the network efficiency, its main pitfall is that to achieve this
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better compression-to-accuracy ratio requires a number of pruning and fine-
tuning iterations. Our final variation of PulseNet is called PulseNetOne, a prun-
ing method that because it only requires a single shot at removing redundant
filters/nodes is a much faster version. We consider this version to be more
industry applicable, while the other versions were more theoretically appropri-
ate showing how far we can compress a network with minimum accuracy loss.
Since PulseNetOne is focused on being more application based, we selected a
research area where evolving efficient CNNs is yet to be explored. We choose
six benchmark remote-sensing datasets to display the effectiveness of PulseNe-
tOne on both AlexNet and VGG16, and compare to the current state-of-the-art.
Our main expected result was to significantly reduce the network’s complex-
ity, extracting a smaller and overall more efficient model, but this reduction of
network parameters also improved the model’s classification accuracy due to
regularization of the network. In chapter 7, we also take advantage of transfer
learning, similar to much or the related work in this area, due to the datasets
having a limited amount of training data.
1.1 Contributions
This thesis has 2 main contributions, both of which have a number of versions
which, depending on the task can be implemented. The first is the filter feature
selection algorithms based on Relevance, Redundancy and Dominance. These
set of algorithms demonstrated that by reducing the number of features in a
dataset, helped to reduce over-fitting, making the classifiers more robust. The
algorithms were evaluated on both credit scoring data and microarray data. In
the area of credit scoring, the proposed algorithms can reduce monetary loss,
while in the area of microarray data, any improvements in assisting doctors to
help detect cancerous samples is invaluable.
The second contribution consists of different methods to reduce the size of deep
learning networks, through pruning. We proposed an iterative unsupervised
approach, which achieved SOTA compression with minimum accuracy loss. We
also introduced a fast version of this pruning approach, which could be more
suitable when there is limited time to find a fully compressed network. These
pruned networks are ideal for memory restricted devices, which are currently
very popular in the area of smart buildings and Internet-of-Things.
Due to deep learning being a very hot topic currently, we believe our PulseNet
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pruning algorithm to be our most important, and also our favourite, contribu-
tion.
1.2 Publications and Submissions
We have published and submitted the work described in this thesis in a journal,
international conferences, their workshops and poster sessions. These publica-
tions are listed as follows:
• David Browne, Carlo Manna and Steven Prestwich: Relevance-Redundancy
Dominance: a threshold-free approach to filter-based feature selection. 24th
Irish Conference on Artificial Intelligence and Cognitive Science 2016.
• David Browne, Carlo Manna and Steven Prestwich: Fast Relevance-Redundancy
Dominance: Feature Selection for High Dimensional Data. Multi Conference
on Computer Science and Information Systems, pages 255-262, 2017.
• David Browne, Michael Giering and Steven Prestwich: Pulse-Net: Dynamic
Compression of Convolutional Neural Networks, IEEE 5th World Forum on
Internet of Things (WF-IoT), pages 346-351, 2019.
• David Browne, Michael Giering and Steven Prestwich: Unsupervised PulseNet:
Automated Pruning of Convolutional Neural Networks by K-Means Cluster-
ing. Submitted to 2020 European Conference on Computer Vision (ECCV
2020).
• David Browne, Michael Giering and Steven Prestwich: PulseNetOne: Fast
Unsupervised Compression of Convolutional Neural Networks for Remote
Sensing. MDPI Journal Special Issue "Lightweight Deep Neural Networks
for Remote Sensing Image Understanding".
• David Browne, Carlo Manna and Steven Prestwich: Gene selection for mi-
croarray data using hybrid dominance optimization. Submitted to The Eu-
ropean Conference on Machine Learning and Principles and Practice of
Knowledge Discovery in Databases (ECML PKDD 2020).
1.3 Thesis Structure
The structure of the thesis is:
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• In Chapter 1, we have presented the motivation behind our work and we
have summarized the contributions that we have made.
• In Chapter 2, we introduce Relevance-Redundancy Dominance, showing
its effectiveness on credit scoring problems.
• In Chapter 3, we introduce Fast Relevance-Redundancy Dominance, show-
ing its effectiveness on high dimensional microarray problems.
• In Chapter 4, we introduce improved Relevance-Redundancy Dominance
with a Genetic Algorithm, showing its effectiveness on high dimensional
microarray problems.
• In Chapter 5, we present Pulse-Net, a pruning method showing its robust-
ness on image recognition tasks.
• In Chapter 6, we present unsupervised PulseNet, an intelligent pruning
approach and show its robustness on image recognition tasks.
• In Chapter 7, we present PulseNetOne, a one shot pruning approach and
report its compression-to-accuracy ratio on remote-sensing and scene im-
age recognition tasks.
• In Chapter 8, we conclude the thesis and offer ideas for future work.








In this chapter, we introduce our novel algorithm, based on dominance, to help
us select the relevant features in credit datasets, or using machine learning
terminology feature selection. Feature selection is used to select a subset of rel-
evant features in machine learning, hence reducing the dimensionality which
is vital for simplification, improving efficiency and reducing over-fitting. The
dimensionality of the dataset is the total number of independent variables, or
features, the data has. A threshold is typically used to limit the set of selected
features, and features can also be removed based on similarity to other features
(redundancy). Some methods are designed for use with a specific statistic. We
present a new filter-based method that can be applied to numerical, categori-
cal, binary and a combination of all 3 data types, can use a variety of statistics,
evaluates features in terms of relevance and redundancy, and does not require
a threshold. It does not have to calculate the full correlation matrix between
feature-to-feature, hence, it is more computationally efficient than other similar
approaches, mRMR [DP05] and CFS [Hal99a], and as it considers the relation-
ship between features it is less likely to have correlated features in the subset
than FCBF [YL03a] would have. The robustness of RRD is shown as it outper-





can also be used very effectively on high-dimensional data, such as microarray
data.
2.2 Introduction
Many real-world applications deal with high-dimensional data. Feature selec-
tion has a key role to play in helping reduce high-dimensionality in machine
learning problems. Removing unimportant features reduces data size, and im-
proves learning accuracy and comprehensibility. Nowadays 5 exabytes of data is
produced every 2 days, and the pace of production continues to rise [BCAB18].
Because the volume, velocity, variety and complexity of data sets is continuously
increasing, feature selection techniques have become indispensable in order to
extract useful information from huge data sets.
By means of feature selection techniques, attributes that allow a problem to
be clearly defined are selected, while irrelevant or redundant data are ignored.
Feature selection methods have traditionally been categorized as filter, wrap-
per or embedded methods [GGNZ08], though new approaches that combine
existing methods or are based on other machine learning techniques are con-
tinuously being developed, including recent developments in methods for high-
dimensionality problems in areas such as clustering [CH03, SNW11], regres-
sion [CYXH12,ZWLY11] and classification [GHT14,MWF14].
In order to ensure that the optimal feature subset with respect to the goal con-
cept has been found, a feature selection method would need to evaluate a total
of 2m − 1 subsets, where m is the total number of features in the data set (an
empty feature subset is excluded). This is computationally infeasible even for a
moderately large m. For this reason, most newer feature selection approaches
are filter methods which are computationally faster.
Uni-variate feature filters evaluate (and usually rank) a single feature, while
multivariate filters evaluate an entire feature subset. Feature subset genera-
tion for multivariate filters depends on the search strategy. While there are
many search strategies, there are four typical starting points for feature subset
generation: (1) forward selection, (2) backward elimination, (3) bidirectional
selection, and (4) heuristic feature subset selection. Forward selection typically
starts with an empty feature set and then adds one or more features to the set.
Backward elimination typically starts with the whole feature set and considers
removing one or more features from the set. Bidirectional search searches from
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both directions, simultaneously considering larger and smaller feature subsets.
Heuristic selection generates a starting subset based on a heuristic (for example
a genetic algorithm) and then explores it further.
In this chapter, a new filter-based feature selection method, with a heuristic
feature elimination strategy based on redundancy is presented. Particularly,
the proposed method has two stages: first it ranks the features in a univari-
ate way, then reduces the number of features using a heuristic strategy which
eliminates redundancy in the set of features. This can be thought of being a
type of backward elimination. In this way, the method preserves all the ad-
vantage of filter methods, including the computational speed, while it reduces
the chance to include redundant features, which is a drawback of uni-variate
filter based methods. We demonstrate the effectiveness of our approach with
extensive numerical experiments using credit data sets.
2.3 Related Work
Feature selection strategies based on filter methods have received attention
from many researchers in statistics and machine learning. Their advantages
are that they are fast, scalable and easy to interpret. The characteristics of fil-
ter based methods are as follows: (i) Redundant features may be included, (ii)
Some features which as a group have strong discriminatory power but are weak
as individual features will be ignored, and (iii) The filtering procedure is inde-
pendent of the classifying method. The first 2 are considered negative, and the
third can be thought of as being positive as it decreases the time it takes for the
algorithm to find the final subset of features.
While univariate methods are generally faster, they are also less accurate com-
pared with multivariate methods. However, these methods require a search
strategy to determine the promising feature subset candidates. Many of these
strategies are based on existing heuristics.
The conventional feature selection method with a genetic algorithm has diffi-
culty for large-scale feature selection. The authors of [HC06] modify the rep-
resentation of chromosome to be suitable for large-scale feature selection and
adopt speciation to enhance the performance of feature selection by obtaining
diverse solutions.
In [OLM04], hybrid genetic algorithms (GAs) are proposed that include local
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search operators, which add (remove) the most (least) significant features to
feature subsets. The authors of [CL10] compared their 4 different types of
hybrid-SVM models; LDA+SVM, DT+SVM, F-Score+SVM and RST+SVM. The
SVM part of their methods was for classification, while the other parts were
for feature selection. Their results show that using the F-Score value on the
German credit dataset was their best method, while on the Australian dataset,
the linear discriminate analysis was their best approach.
In [HCX07] a hybrid genetic algorithm is used to find a subset of features that
are most relevant to the classification task. Two stages of optimization are
involved. The outer stage searches for the best subset of features via a wrapper
method, in which the mutual information between the predictive labels of a
trained classifier and the true classes serve as the fitness function for the genetic
algorithm. The inner optimization performs local search via a filter method, in
which an improved estimation of the conditional mutual information acts as an
independent measure for feature ranking, taking account of both the relevance
of the candidate feature to the output classes and redundancy with respect to
the already-selected features.
The authors of [HGC08] focuses on enhancing the effectiveness of filter fea-
ture selection models from two aspects. First, a feature-searching engine is
modified based on optimization theory. Second, a point injection strategy is de-
signed to improve the regularization capability of feature selection. They apply
these strategies to modify two typical filter models: SFS-based and GA-based
approaches.
[HCW07] introduced a SVM classifier combined with a genetic algorithm (SVM+GA).
Their approach simultaneously carried out feature selection while using a grid
search to optimise the SVM parameters. The authors compared the SVM+GA
to their other method of using the features F-Score to select the input features
instead of the genetic algorithm. They show that the SVM+GA achieves better
classification accuracy on 2 credit datasets, while also selecting fewer features
than using F-Score.
In [AA05] an Ant Colony Optimization approach was presented for feature se-
lection problems. The author calculates a term called “updated selection mea-
sure” which is used for selecting features, a function of the pheromone trail and
the so called “local importance” which replaces the heuristic function.
The authors of [WYT+07] proposed a feature selection strategy based on rough
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sets and particle swarm optimization. Rough sets have been used as a feature
selection method with much success, but current hill-climbing rough set ap-
proaches to feature selection are inadequate at finding optimal reductions, as
no heuristic can guarantee optimality.
[LO10] introduced a method for finding a minimum subset of features using
an approximation of the Markov Blanket. The authors’ version uses Hilbert-
Schmidt Independence criterion, instead of the standard conditional test, as
the measure of dependence between features in a kernel-induced space. This
measurement allows the algorithm to remove both redundancy and irrelevance
in the dataset at the same time.
[OGO+01] combined, information theory to select the relevant features, with
neural networks for the classification accuracy. [Wes00] also experimented with
neural networks as the classifier for credit scoring, and showed that without a
feature selection process before classification, the accuracy on both the German
and Australian credit data are not as accurate. [OHT05] criticized the use of
neural networks in this area due to poor performance and for retaining irrel-
evant features, and their results show that a genetic programming approach
outperformed a multi-layer perceptron.
[HS99] used a correlation based filter approach, which used a forward selec-
tion and backward elimination search method in-conjunction with a standard-
ized Pearson’s correlation to evaluate the goodness of the subsets. To measure
the correlation between features and feature to target, the authors calculated
the uncertainty coefficient [PTVF88], and used an instance based learner, Naive
Bayes and C4.5 decision tree as the classifier for the classification accuracy of
the chosen subsets.
[JW16] proposed method measured the correlation between continuous and
discrete features by maximizing the sum of squares within groups while at the
same time minimizing the sum of squares between groups. Their approach,
called ECMBF based on a pair-wise correlation analysis, removed irrelevant
features due to the correlation between features and target.
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Table 2.1: Credit datasets
Data set Size Continuous / Nominal Features Train / Test
German 1000 17 / 3 700 / 300
German (numeric) 1000 24 / 0 700 / 300
Australian 690 8 / 6 483 / 207
Japanese 684 9 / 6 479 / 205
2.4 Classifiers and Datasets
2.4.1 Credit Scoring Datasets
The credit scoring datasets were initially chosen as the original plan for the
thesis was fraud detection on insurance data. Therefore, since credit scoring
data would be of a similar type, it was an appropriate choice.
RRD was evaluated on 4 credit data sets from the UCI Machine Learning Repos-
itory [AN07a], each with a binary target variable. We decided to evaluate our
method thoroughly on one type of data first, and then carry out evaluation
experiments on 2 very different types of data to check its robustness perfor-
mance. Feature selection for credit data has been the subject of several recent
papers [CL10,OGO+01,HCW07].
Table 1 provides an overview of the 4 data sets used in the numerical experi-
ments. The German data set has 3 continuous features, 4 ordinal features and
13 nominal features, while the numerical version of the German data set has
24 continuous features. Both the Australian and Japanese data sets have 6
continuous features, the Australian data set also has 8 nominal features, and
the Japanese data set has 9 nominal features. These are popular data sets for
evaluating classification and feature selection methods, especially where credit
scoring is the research topic.
2.4.2 Discretization
Our method assumes that we can compute a statistic s(x, y) for all features
and/or target variables x and y. Thus before we can apply the method, if the
target and/or features have mixed types (numerical, ordinal, nominal) they
must be first pre-processed so that they are all of the same type.
In classification problems we are typically faced with mixed-type features and
a nominal (often binary) target, so in this chapter we transform all data to
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nominal form via discretization. Machine learning algorithms such as Naive
Bayes and Random Forests also perform better when the training and testing
data are discrete.
It should be noted that if the data set being analysed has all continuous nu-
merical features and either a binary or continuous target variable, RRD can
use statistics such as Spearman’s correlation to reduce the number of features.
This removes the need for discretization, which simplifies RRD and improves
its computational efficiency.
Discretization (or binning) groups continuous features into categories defined
by specific range’, thus converting them to nominal features. Discretization
can be either supervised (using Chi-squared discretization [FHT01]) or unsu-
pervised (using k equal-width bins [FHT01]). There are many suggested ways








and maxi,mini, IQR and n are the maximum, minimum, inter-quartile range
and number of the features, respectively.
We carry out experiments using the following discretization methods to explore
the effect of the different binning, and to determine the one best suited to credit
data:
• Equal width interval is one of the most commonly used binning methods,
due to its simplicity and good results an a large range of problems. The




This algorithm can be prone to outliers within the features, thus, seriously
skewing the range. Using the Freedman-Diaconis rule, stated above, can
help counteract this issue.
• Equal frequency interval is similar to equal width binning, above, but
instead, it divides the features into k groups containing approximately
equal number of samples.
• k-means is a clustering technique to bin the continuous values into k bins.
The k-means clustering aims to minimizes the sum of squares between
the samples and their assigned cluster centre. It iteratively adjusts which
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samples belong to which cluster until the optimization problem converges.
Although this technique finds natural occurring clusters in features, it can
be computationally expensive and there is a possibility that small distinct
clusters get swallowed up by another cluster, or if the number of k bins is
too great large clusters will be divided into smaller similar clusters.
• Hierarchical clustering discretization: we use a divisive approach in which
values start as one cluster, which is split using a measure of dissimilarity
between pairs of observations as we move down the hierarchy.
• Jenks natural breaks optimization discretization groups the data into
k bins in an iterative process, by minimizing within-cluster variance and
maximizing between-cluster distance. This is similar to Fisher discretiza-
tion but achieves greater separation between bins.
• Fisher discretization clusters the data in the feature into k bins using the
"exact optimization" method proposed by W. D. Fisher which maximizes
the between-cluster distance (measured as the sum of squares between
centroids). This means that it clusters the data in the feature and maxi-
mizes the distance between each cluster (bin) using a sum of squares.
• ChiMerge is a supervised way of discretizing the features. The method is








it is determined when adjacent intervals can be merged. Chi2 empirically
calculates the expected frequency (Ek) compared with the observed (Ok),
and tests that the two intervals are statistically independent. By using a
user-defined Chi2 threshold, which sets the maximum value of Chi2 that
allows intervals to merge, the number of bins created is controlled.
• Minimum Description Length Principle was the final discretization method
explored and was also a supervised technique. It uses entropy as a mea-
sure to calculate the variance within the bin and a Minimum Description
Length to select the number of intervals to use.
In unsupervised discretization, the continuous feature is binned without regard
to the target variable, and therefore it is a naive but fast binning method, al-
though k-means binning can be computational costly. Whereas, in supervised
binning the intervals are selected to optimize the correlation between the fea-





SELECTION 2.4 Classifiers and Datasets
ture and target variable. This way of binning, in general, can improve classifi-
cation predictions but is very expensive, and the improvements might not war-
rant the cost. In this research, when performing discretization, we ensured our
methods had no bias or leakage (the test and validation data is kept completely
separate from the training data, ensuring neither dataset had an influence on
the binning decision) by only determining the cut-points for the intervals on the
training data set, and used that information on the validation data set and test
data set.
Optimal subsets were created as suggested by both the statistical metrics and
the redundancy method. These subsets were evaluated using three popular ma-
chine learning algorithms and stratified 100-fold Monte Carlo cross-validation
based on 70%/30% training/testing splitting of the data (see section 2.5.1).
Mean accuracy was computed and is shown below, along with the number of
selected features in each case.
2.4.3 Statistics
We experimented with several statistics:
• Pearson’s χ2 (Eqn. 2.1) is a measure of association between nominal
features. The closer the chi-squared value is to 1, the more information is
contained in one feature compared to another, while a value of 0 means








χ2 is derived from Pearson’s chi-squared test,
Ok is the total of observations of type k,
Ek is the expected count of type k,
n is the cell count in the table.
• Cramer’s φc (Eqn. 2.2) is a Pearson’s chi-squared based statistic which
measures the strength of the association between nominal features. Its
range is between 0 and 1, 0 being no association and 1 being complete
association. This statistic has been used successfully for feature selection









min(n− 1, r − 1) (2.2)
where:
χ2 is derived from Pearson’s chi-squared test,
N is the total number of observations,
n being the number of features,
r being the sample count.
• Stuart’s τc (Eqn. 2.3) measures the correlation between categorical fea-
tures, and its value ranges from -1 for perfect negative association to 1 for







nc is the number of concordant pairs (classification direction is the same),
nd is the number of discordant pairs (classification direction is not the
same),
r is the number of samples,
c is the number of features,
m is the minimum value between the number or features and samples.
• Tschuprow’s T (Eqn. 2.4) calculates the correlation between categorical




(r − 1)(c− 1)
(2.4)
where:
χ2 is derived from Pearson’s chi-squared test,
n is the total number of observations,
c being the number of features,
r being the sample count.
• Contingency Coefficient C (Eqn. 2.5) calculates the correlation between
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categorical features with a range of 0 to 1. It is scale invariant meaning,
the value of the coefficient is maintained once the values within the table




N + χ2 (2.5)
where:
χ2 is derived from Pearson’s chi-squared test,
N is the total sample size.
• Goodman & Kruskal’s λ (Eqn. 2.6) is a measure of proportional reduc-
tion in error between nominal features, similar to Cramer’s φc, and its
value ranges from 0 to 1 [GK79].




ε1 is a measurement of the unconditional variability in a variable,
ε2 is the same measure of variability, but conditional on the target.
• Goodman & Kruskal’s γ (Eqn. 2.7) is a metric used to measure the asso-
ciation between categorical data [GK79].




Ns is the number of concordant pairs,
Nd is the number of reversed pairs.
• Spearman Correlation ρ (Eqn. 2.8) is a metric used to measure the asso-
ciation between 2 features [Spe61]. ρ will always be between 1 (a perfect
positive correlation) and -1 (a perfect negative correlation).
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COV (X, Y ) is the covariance of the features,
σX and σY are the standard deviations of the features.
• Somers’ δ (Eqn. 2.9) is a metric used to measure the association between
categorical data [GK79].
δ = NC −ND
n(n− 1)/2 (2.9)
where:
NC is the number of concordant pairs,
ND is the number of discordant pairs,
n is the total number of observations.
• Mutual Information I (Eqn. 2.10) measures how much information can
be obtained on one feature from another, and it has been used frequently
in research on feature selection [YL03a]. It is an information-theory based
measure of the similarity between two features or a feature and the tar-
get. A mutual information score of zero indicates that the features are
independent, while a higher score shows a greater reduction in the un-
certainty between features. Let X be a random variable and PX(x) be its














P(X|Y )(x | y) log
(
P(X|Y )(x | y)
)]
(2.11)
where P(X|Y )(x) = PXY (x, y)/PY (y).
Finally, putting eqn. 2.10 and eqn. 2.11 together we get the definition for
Mutual Information, I(X;Y ).
I(X;Y ) = H(X)−H(X|Y ) (2.12)
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• Theil’s U (Eqn. 2.13) is the Uncertainty Coefficient and is a measure
of the proportion of uncertainty within one feature that is explained by
another [The72]. It is based on the idea of information entropy.
Theil′s U = H(X)−H(X|Y )
H(X) (2.13)
where:
H(X) is the entropy of a single feature, which is a measure of its uncer-
tainty (Eqn. 2.10),
H(X|Y ) is the conditional entropy between features or feature to target,
which is a measure of a feature’s uncertainty given another variable (Eqn.
2.11).
• Messenger & Mandell’s Θ (Eqn. 2.14), can use table 2.2, but without
taking the class weights into account. It was developed for use in deci-
sion trees (known as THAID) before being replace with Chi-squared AID
(CHAID) [MM72]. The statistic also ranges from 0 to 1, with 0 indicating
no association between features and 1 that the features are completely
dependent.
Θ = max(a, b) + max(c, d) + max(e, f)
a+ b+ c+ d+ e+ f . (2.14)
• Θ∗ (Eqn. 2.15), our proposed new statistic, is based on the original Mes-
senger and Mandell Θ [MM72] but takes the class frequency into account
when calculating the value. By doing this, it helps with unbalanced data
sets, such as the German credit data. To calculate the Θ∗ correlation
between a feature and the target variable given a contingency table, as
shown in table 2.2, with a binary target variable in the ratio of m:n, we
use the following (which by taking the class imbalance into account helps
to achieve a fairer balanced statistic);
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Table 2.2: Contingency table of Feature and Target Variable
Target Variable
Feature






= b∗; d× m
n
= d∗; f × m
n
= f ∗
Θ∗ = max(a, b
∗) + max(c, d∗) + max(e, f ∗)
a+ b∗ + c+ d∗ + e+ f ∗ . (2.15)
2.4.4 Classifiers
We used 3 classifiers: Logistic Regression, Random Forests and Naive Bayes. We
chose these three methods because they are popular yet very different, and are
widely used in the credit-score research area. All three can handle mixed data
types, but often perform better when continuous features are transformed into
nominal form [DKS95].
• Logistic Regression, shown in Fig.2.1, is widely used for binary classifica-
tion problems, modeling the probabilities of the 2 possible outcomes. It is
an extension of the linear regression algorithm, making it popular due to
its simplicity while achieving competitive results. In binary classification,
we are determining the probability of a sample belonging to one of two
classes, usually defined as class 0 and class 1. Therefore, since having a
probability between 0−1, the Logistic (Sigmoid) function (equation 2.16)
is ideal.
f(x) = 11 + e−z (2.16)
The z in the Sigmoid equation is the output from Linear Regression, which
is squashed between 0− 1. The advantage of using the Sigmoid equation
is that its derivative is easy to calculate. Then, by setting a threshold,
usually the midpoint 0.5, we can classify the predicted values into class 0
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or class 1.
Figure 2.1: A Logistic Regression graph showing how it uses a sigmoid function
for its binary classification predictions.
• Random Forests [Bre17] is an ensemble learning algorithm, created by a
number of decision trees pre-determined by the user. Each decision tree
is trained on a subset of the training data. Both features and observations
are randomly sampled to create the subset. A decision tree can be thought
as a sequence of if/else conditions, which flows out to a predicted class
based on the majority vote system. The trained model is applied to the
test set, and its final classification decision is the one where most trees
have voted for it. An individual decision tree is very explainable, but
the random forest algorithm can become complicated to explain due to
the many decision trees used to create it. Random forests have achieved
state-of-the-art results in many areas; due to their ensemble structure, it
makes a wrong classification only when more than half the decision trees
are wrong. It also lowers the possibility of over-fitting by averaging all
the decision trees. Random forests are a lot more complex and compu-
tationally cost more than decision tress, and other classifiers. Fig. 2.2
shows how a random forest used majority voting to determine Class B,
yellow nodes are selected. The sample is passed through n decision trees,
and based on conditions, at the final nodes the selected classes are high-
lighted using a red square.
• Naive Bayes is a probabilistic algorithm, based on Bayes’ Theorem, that
is typically used for classification problems. Naive Bayes is regarded as
a simple, intuitive classifier, that performs well in many research areas.
It has 2 main assumptions; it is assumed that all features are indepen-
dent, and that all features contribute equally to the prediction, with none
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Figure 2.2: Random forest example, with n decision trees, predicting the Class
B (yellow node) through majority voting.
being irrelevant. It should be noted that in real-world data sets, the in-
dependence assumption is rarely respected, but the classifier still works
well in practice. The crux of the Naive Bayes classifier is based on Bayes
Theorem, as shown in equation 2.17. Naive Bayes classifier is a very fast
algorithm, making decisions in real-time.
P (A|B) = P (B|A)P (A)
P (B) (2.17)
2.5 Materials and Methods
2.5.1 Experimental Design
We used stratified 100-fold Monte Carlo cross-validation with 70%/30% train-
ing/testing splitting of the data, as follows: (i) randomly split the data set sam-
ples into 70% training set and 30% testing set; (ii) using only the training set,
create bins for the discretization method; (iii) run RRD on the discretized train-
ing set to find the optimal features; (iv) using the training set subset, build the
predictor model (e.g. Naive Bayes); (v) select the same features in the test set
as RRD selected in the training set; (vi) using the bin cut-points found in step
(ii) discretize the test set; (vii) evaluate the predictor model built in step (iv)
using the test set, which has been kept completely isolated from the training
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set, and finally (viii) repeat steps (i) to (vii) k times (in this part of the research
k = 100). Average prediction accuracy and number of selected features, along
with their corresponding standard deviations, are reported in each case.
Monte Carlo cross-validation randomly samples the data, splitting it into dif-
ferent subsets for training set and test set, for each k in the cross-validation.
The training data is randomly split further into a smaller training set and a val-
idation set, which is set aside, and the model is trained only on the training
section of the set. Feature selection using Relevance-Redundancy Dominance,
and any hyper-parameter tuning for the model is carried out on the training
set and evaluated on the validation set. And finally, the classification accuracy
is averaged over the k number of iterations within the cross-validation using
the test set. An advantage of this method is the split size is not determined
by the k-fold, but there is a chance that some of the observations in the data
may never be selected in the test set, hence we will not know how the model
classifies them. Fig. 2.3 shows how random samples are selected from within
the data set to be part of the test set. Unlike a 5-fold or 10-fold cross-validation,
there is no pattern to the selecting process.
Figure 2.3: An example of a Monte Carlo Cross-Validation on 3 folds in the data
set. The diagram only shows the test dataset in blue, the training and validation
datasets are the remaining white sections left over.
A stratified approach is used to generate the random sample splits, which means
the 3 sets maintain the class ratio as the full data set, thus a true representative
sample of the population. Fig. 2.4 shows how a 2 class data set, where the
classes are imbalanced similar to the German credit data set, are split in a
stratified approach for a 5-fold cross-validation.
By performing 100-fold cross-validation, it reduces the variance in the mean
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Figure 2.4: An example of a Stratified Cross-Validation where the data is imbal-
anced. As shown on the right, class 2 has more samples than class 1, and when
split into 5 fold cross-validation, the stratified approach keeps the imbalance
between the classes in each fold.
cross-validation accuracy result, therefore our stated results below are more
stable than other methods presented using a smaller value of k for the k-fold.
But by selecting a k much less than the number of samples, and therefore much
less than Leave-One-Out cross-validation, we ensure our results also have a low
bias. If k was set equal to the number of samples, the error estimates would be
very low in bias but with the possibility of a high variance, while if k was set
to a low value (5, 10), the variance would be low but with high bias. This is
why we selected k equal to 100, as it was a good k value for the bias-variance
tradeoff, which is very important for model evaluation.
2.5.2 Relevance-Redundancy Dominance
Relevance-Redundancy Dominance (RRD) is a univariate filter-based feature se-
lection method, which can use any suitable statistic to select a good subset of
features in a data set. The statistic can be symmetric (s(f, f ′) ≡ s(f ′, f) for
example correlation or mutual information) or asymmetric (for example Good-
man and Kruskal’s λ [GK79]).
The idea behind RRD is to remove features from the data which are explained
by other more relevant features. By ordering the features of the dataset to
their relevance to the target, we ensure to keep the important features. Next,
we say a feature is redundant, due to be dominated, when a less important
(weaker) feature is explained more by a dominant feature than how much the





SELECTION 2.5 Materials and Methods
weaker feature explains the target. The motivation behind this idea is com-
pletely novel, but works very well as the results show, by combining relevancy
and redundancy in a unique way.
Given a binary statistic s, features f ∈ F and a target variable t, the RRD
method works as follows. As in other methods, the features are ranked for
relevance using s: f is more relevant than f ′ if s(f, t) > s(f ′, t). We shall say
that f dominates f ′ if s(f, t) > s(f ′, t) and s(f, f ′) > s(f ′, t). Although the
statistics used can be symmetric, it is important that when they are asymmetric,
the order of the variables are kept as above, as we are only interested when
f ′ is being dominated. We shall also say that f ′ is redundant if it is dominated
by f and f is not dominated by any other feature, as if f was dominated it
should not have been retained in the final subset of features. RRD selects all
non-redundant features.
This leads to the feature selection method shown in Algorithm 1. First we
pre-compute the statistics xft = s(f, t) between each feature f and the target
variable t, and initialise the set of selected features to the empty set ∅. Then
we select the feature f̂ ∈ F with greatest relevance xf̂ t, generate the set R of
f ∈ F that are made redundant by f̂ , add f̂ to S, and remove R ∪ {f̂} from
F . The last few steps are repeated until F is empty, then we return the set S of
selected features.
Algorithm 1 RRD Feature Selection Algorithm
1: given features F and target t
2: for all f ∈ F do
3: xft ← s(f, t)
4: end for
5: S ← ∅
6: while F 6= ∅ do
7: f̂ ← arg maxf∈F xft
8: R← {f | f ∈ F ∧ s(f̂ , f) > xft}
9: F ← F \ (R ∪ {f̂})
10: S ← S ∪ {f̂}
11: end while
12: return S
The following bullet points give a line-by-line description of Algorithm 1:
• In line 1 we define the features F and the target t from the dataset.
• Lines 2 − 4 are a loop; this is exited (line 4) when all the features of the
dataset have been analyzed.






• The purpose of this loop is to calculate a given statistic between each
feature and the target.
• Line 5 is where we initialize S as an empty set, which we will fill with the
selected features.
• Lines 6− 11 are a loop; this is exited (line 11) when the set of features F
contains no more features f .
• This loop selects the important features, and removes the dominated fea-
tures.
• Line 7 selects the feature (f̂) which has the greatest relevance, with re-
spect to the target.
• Line 8 creates a set of features R, which are dominated by the current
most relevant feature (f̂).
• Line 9 is where the set of dominated features R, and the current most
relevant feature (f̂) are removed from the set of features F .
• In line 10 we insert the current most relevant feature (f̂) into the pre-
initialized set S.
• Line 12 ends the algorithm and returns the selected set of feature S.
Note that Algorithm 1 typically does not compute all s-values between features
(for example a full correlation matrix). This is because after a feature has been
removed from F no further statistics on it need be computed. This means that it
will often compute fewer statistics than (say) the MRMR method of [PLD05a],
though in the worst case it computes the same number. It is possible to construct
data sets for which RRD removes no features at all, or removes all but one, but
in practice we find that it usually generates a small subset of features.
Finally, it should be pointed out that RRD assumes that we can compute statistic
s(x, y) for all x, y ∈ F ∪{t}. Thus before we can apply RRD, if the target and/or
features have mixed types (numerical, ordinal, nominal) they must be first pre-
processed so that they are all of the same type. This pre-processing was detailed
above in the discretization section 2.4.2.






Table 2.3: German credit data set RRD results
Classifier Statistic Selected Accuracy Discretization
Logistic Messenger & Mandell’s Θ 13.27 ± 0.45 75.32 ± 2.12 Equal Width
Model Θ∗ 10.04 ± 1.16 74.76 ± 2.33 Equal Width
Cramer’s φc 5.18 ± 0.78 74.64 ± 2.33 k-means
Stuart’s τc 5.19 ± 0.9 73.92 ± 2.02 k-means
Tschuprow’s T 3.59 ± 0.55 73.7 ± 2.1 k-means
Theil’s U 3.61 ± 0.75 73.58 ± 2.11 k-means
Mutual Information I 2.17 ± 0.38 72.73 ± 2.06 k-means
Goodman & Kruskal’s γ 5.05 ± 0.9 72.69 ± 1.84 Chi2
Contingency Coefficient C 2.26 ± 0.52 72.62 ± 1.9 k-means
Pearson’s χ2 2.24 ± 0.51 72.62 ± 1.89 k-means
Somers’ δ 4.32 ± 0.74 71.69 ± 2.14 Chi2
Goodman & Kruskal’s λ 1.12 ± 0.33 71.6 ± 1.44 Equal Width
Naive Messenger & Mandell’s Θ 13.27 ± 0.45 75.66 ± 2.32 k-means
Bayes Cramer’s φc 5.22 ± 0.73 74.44 ± 2.1 k-means
Stuart’s τc 5.18 ± 0.94 74.31 ± 2.27 k-means
Θ∗ 12.3 ± 0.18 74.15 ± 1.71 Equal Width
Tschuprow’s T 3.6 ± 0.64 73.74 ± 2.16 k-means
Theil’s U 3.56 ± 0.74 73.65 ± 2.28 k-means
Mutual Information I 2.21 ± 0.43 72.54 ± 2.38 k-means
Pearson’s χ2 2.2 ± 0.43 72.49 ± 2.3 k-means
Contingency Coefficient C 2.24 ± 0.45 72.46 ± 2.33 k-means
Goodman & Kruskal’s γ 5.09 ± 1.04 71.99 ± 2.34 Chi2
Somers’ δ 4.2 ± 0.71 71.67 ± 2.49 Chi2
Goodman & Kruskal’s λ 2.07 ± 0.36 70.99 ± 1.67 k-means
Random Messenger & Mandell’s Θ 13.3 ± 0.46 76.13 ± 1.76 k-means
Forest Θ∗ 10.85 ± 0.84 75.36 ± 2.37 k-means
Cramer’s φc 5.12 ± 0.74 73.74 ± 2.35 k-means
Theil’s U 3.55 ± 0.73 73.22 ± 2.39 k-means
Tschuprow’s T 3.51 ± 0.56 73.18 ± 2.29 k-means
Stuart’s τc 5.16 ± 0.88 72.56 ± 2.43 k-means
Mutual Information I 2.22 ± 0.44 72.07 ± 1.8 k-means
Pearson’s χ2 2.23 ± 0.49 71.97 ± 1.7 k-means
Contingency Coefficient C 2.27 ± 0.51 71.95 ± 1.71 k-means
Somers’ δ 4.77 ± 0.79 71.7 ± 2.29 Chi2
Goodman & Kruskal’s λ 2.08 ± 0.34 71.66 ± 1.44 k-means
Goodman & Kruskal’s γ 5.05 ± 1.08 71.65 ± 2.07 Chi2






Table 2.4: German numerical credit data set RRD results
Classifier Statistic Selected Accuracy Discretization
Logistic Θ∗ 9.73 ± 1.12 75.73 ± 0.59 Equal Width
Model Messenger & Mandell’s Θ 12 ± 0 75.15 ± 1.85 Equal Width
Cramer’s φc 4.86 ± 0.73 74.36 ± 1.89 Equal Width
Stuart’s τc 5.72 ± 0.92 74.14 ± 1.87 Equal Width
Goodman & Kruskal’s γ 5.85 ± 0.74 74.04 ± 1.83 k-means
Spearman Correlation ρ 5.19 ± 0.93 74.04 ± 1.84 NONE
Theil’s U 3.78 ± 0.73 73.93 ± 1.9 Equal Width
Tschuprow’s T 5.07 ± 0.79 73.67 ± 1.78 Equal Width
Contingency Coefficient C 5.21 ± 0.88 73.05 ± 1.44 Equal Width
Pearson’s χ2 5.05 ± 0.93 73.01 ± 1.46 Equal Width
Mutual Information I 5.03 ± 0.92 72.99 ± 1.5 Equal Width
Somers’ δ 7.04 ± 1.17 72.88 ± 2.27 Chi2
Goodman & Kruskal’s λ 2.08 ± 0.34 71.62 ± 1.39 Equal Width
Naive Θ∗ 10 ± 0 75.33 ± 1.38 Equal Width
Bayes Messenger & Mandell’s Θ 11.98 ± 0.14 75.28 ± 2.05 Equal Width
Cramer’s φc 4.9 ± 0.76 73.53 ± 2.13 Equal Width
Theil’s U 3.8 ± 0.8 73.02 ± 2.02 Equal Width
Stuart’s τc 5.69 ± 1.19 72.77 ± 2.29 Equal Width
Spearman Correlation ρ 5.48 ± 0.95 72.69 ± 2.21 NONE
Tschuprow’s T 3.79 ± 0.73 72.37 ± 2.29 k-means
Mutual Information I 3.91 ± 0.95 71.98 ± 2.4 Chi2
Pearson’s χ2 3.83 ± 0.97 71.88 ± 2.58 Chi2
Contingency Coefficient C 3.13 ± 0.9 71.87 ± 2.41 Equal Freq
Goodman & Kruskal’s γ 5.64 ± 0.73 71.86 ± 2.97 k-means
Goodman & Kruskal’s λ 2.1 ± 0.33 70.92 ± 1.79 Equal Width
Somers’ δ 4.47 ± 0.72 70.32 ± 3.34 k-means
Random Θ∗ 10.21 ± 0.74 75.83 ± 0.78 Equal Width
Forest Messenger & Mandell’s Θ 11.99 ± 0.1 75.38 ± 1.69 Equal Width
Stuart’s τc 4.91 ± 0.64 73.35 ± 2.19 k-means
Pearson’s χ2 5.08 ± 0.8 73.2 ± 1.57 Equal Width
Mutual Information I 5.12 ± 0.81 73.19 ± 1.65 Equal Width
Cramer’s φc 5.35 ± 0.78 73.17 ± 1.72 Equal Width
Contingency Coefficient C 5.3 ± 0.82 73.13 ± 1.56 Equal Width
Goodman & Kruskal’s γ 5.71 ± 0.78 73.03 ± 1.97 k-means
Tschuprow’s T 5.8 ± 0.89 73.02 ± 1.73 Equal Width
Theil’s U 3.97 ± 0.82 72.97 ± 2.13 Equal Width
Spearman Correlation ρ 5.25 ± 0.93 72.58 ± 2.25 NONE
Somers’ δ 6.97 ± 1.04 72.13 ± 2.07 Chi2
Goodman & Kruskal’s λ 1.97 ± 0.17 71.76 ± 1.51 k-means






Table 2.5: Australian credit data set RRD results
Classifier Statistic Selected Accuracy Discretization
Logistic Goodman & Kruskal’s λ 7.62 ± 0.92 85.98 ± 2.14 Chi2
Model Tschuprow’s T 6 ± 0.79 85.86 ± 2.07 Chi2
Cramer’s φc 5.62 ± 0.81 85.83 ± 2.09 Chi2
Θ∗ 7.92 ± 1.33 85.81 ± 2.37 Chi2
Goodman & Kruskal’s γ 5.32 ± 0.74 85.78 ± 1.99 k-means
Stuart’s τc 5.33 ± 0.55 85.78 ± 1.78 Equal Freq
Messenger & Mandell’s Θ 8 ± 0 85.74 ± 1.87 Chi2
Theil’s U 4.88 ± 0.79 85.54 ± 2.01 Chi2
Somers’ δ 6.08 ± 0.84 85.37 ± 1.97 Chi2
Mutual Information I 4.28 ± 0.9 85.29 ± 1.88 Chi2
Pearson’s χ2 4 ± 0.85 85.27 ± 1.91 Chi2
Contingency Coefficient C 4.07 ± 0.84 85.26 ± 1.9 Chi2
Naive Somers’ δ 3.94 ± 0.28 85.9 ± 2.19 Equal Freq
Bayes Tschuprow’s T 5.38 ± 0.68 85.53 ± 2.46 Equal Freq
Messenger & Mandell’s Θ 5.4 ± 0.49 85.47 ± 2.68 Equal Width
Θ∗ 8.03 ± 0.98 85.45 ± 1.65 Equal Freq
Cramer’s φc 6.21 ± 0.73 85.34 ± 2.62 Equal Freq
Goodman & Kruskal’s γ 4.99 ± 0.54 85.33 ± 2.3 Equal Freq
Theil’s U 5.45 ± 0.66 85.31 ± 2.46 Equal Freq
Goodman & Kruskal’s λ 7.91 ± 0.6 85.08 ± 2.21 Equal Freq
Stuart’s τc 5.24 ± 0.57 84.98 ± 2.47 Equal Freq
Contingency Coefficient C 3.05 ± 0.46 84.63 ± 2.53 Equal Freq
Pearson’s χ2 3.05 ± 0.46 84.63 ± 2.53 Equal Freq
Mutual Information I 3.28 ± 0.71 84.54 ± 2.53 Equal Freq
Random Goodman & Kruskal’s λ 8.58 ± 0.55 86.29 ± 1.97 Chi2
Forest Θ∗ 7.89 ± 0.47 86.17 ± 1.18 Chi2
Messenger & Mandell’s Θ 8.05 ± 0.22 86.09 ± 1.87 k-means
Cramer’s φc 7.4 ± 0.55 86.06 ± 1.83 Equal Width
Somers’ δ 6.09 ± 0.87 85.71 ± 2.09 Chi2
Stuart’s τc 6.49 ± 0.8 85.69 ± 1.92 k-means
Tschuprow’s T 5.2 ± 0.71 85.57 ± 2.05 Equal Width
Goodman & Kruskal’s γ 5.63 ± 0.77 85.49 ± 2.1 k-means
Contingency Coefficient C 2.04 ± 0.2 85.34 ± 2.15 k-means
Pearson’s χ2 2.04 ± 0.2 85.34 ± 2.15 k-means
Mutual Information I 2.13 ± 0.34 85.33 ± 2.15 k-means
Theil’s U 2.97 ± 0.36 85.06 ± 2.13 Equal Width






Table 2.6: Japanese credit data set RRD results
Classifier Statistic Selected Accuracy Discretization
Logistic Goodman & Kruskal’s λ 7.43 ± 0.9 86.56 ± 2.07 Chi2
Model Stuart’s τc 5.79 ± 0.82 86.55 ± 2.12 Chi2
Θ∗ 9.3 ± 1.26 86.51 ± 2.03 Chi2
Tschuprow’s T 6.17 ± 0.88 86.44 ± 2.1 Chi2
Cramer’s φc 6.28 ± 0.87 86.42 ± 2.23 Equal Freq
Goodman & Kruskal’s γ 5.43 ± 0.98 86.31 ± 2.01 Chi2
Messenger & Mandell’s Θ 7.98 ± 0.14 86.24 ± 2.25 Chi2
Theil’s U 5.29 ± 0.91 86.24 ± 2.19 Chi2
Mutual Information I 4.64 ± 0.96 86.18 ± 2 Chi2
Somers’ δ 6 ± 0.91 86.14 ± 2.05 Chi2
Contingency Coefficient C 4.53 ± 0.89 86.1 ± 2.06 Chi2
Pearson’s χ2 4.45 ± 0.91 86.1 ± 2.03 Chi2
Naive Somers’ δ 3.95 ± 0.39 87.04 ± 1.94 Equal Freq
Bayes Θ∗ 8.66 ± 1.47 86.99 ± 0.09 Equal Width
Cramer’s φc 6.2 ± 0.77 86.47 ± 2.02 Equal Freq
Messenger & Mandell’s Θ 5.28 ± 0.45 86.45 ± 1.96 Equal Width
Theil’s U 5.52 ± 0.63 86.33 ± 2.09 Equal Freq
Goodman & Kruskal’s γ 4.65 ± 0.73 86.32 ± 1.89 Equal Freq
Tschuprow’s T 5.49 ± 0.88 86.22 ± 2.09 Equal Freq
Stuart’s τc 5.43 ± 0.86 86.12 ± 1.91 Equal Freq
Goodman & Kruskal’s λ 7.55 ± 0.61 85.86 ± 1.94 Equal Freq
Contingency Coefficient C 3.03 ± 0.17 85.76 ± 1.94 Equal Width
Pearson’s χ2 3.03 ± 0.17 85.71 ± 1.92 Equal Width
Mutual Information I 3.06 ± 0.28 85.68 ± 2.18 Equal Width
Random Messenger & Mandell’s Θ 8.13 ± 0.34 86.58 ± 2.14 k-means
Forest Θ∗ 11.01 ± 2.3 86.57 ± 2.68 k-means
Somers’ δ 3.97 ± 0.3 86.52 ± 2.2 Chi2
Goodman & Kruskal’s λ 8.16 ± 0.39 86.51 ± 1.97 Chi2
Tschuprow’s T 6.19 ± 0.94 86.49 ± 2.22 Chi2
Cramer’s φc 7.65 ± 0.48 86.41 ± 1.88 Chi2
Stuart’s τc 5.97 ± 0.73 86.37 ± 2.18 k-means
Goodman & Kruskal’s γ 5.18 ± 0.99 86.3 ± 2.06 k-means
Contingency Coefficient C 2.06 ± 0.24 86.13 ± 1.98 k-means
Pearson’s χ2 2.06 ± 0.24 86.13 ± 1.98 k-means
Mutual Information I 2.16 ± 0.37 86.12 ± 2.01 k-means
Theil’s U 4.57 ± 0.71 85.95 ± 1.85 k-means






Table 2.7: Feature selection results from related work
data set selected accuracy algorithm paper
German 6 76.21% SBC [RG02]
6 76.13% ABC [RG02]
7 75.85% NN [OGO+01]
4 74.38% NB ECMBF [JW16]
20 74.32% NB Full-set [JW16]
14 73.87% NB Consistency [JW16]
4 73.76% NB FCBF [JW16]
3 73.24% NB CFS [JW16]
4 72.18% C4.5 ECMBF [JW16]
3 71.47% C4.5 CFS [JW16]
4 71.32% C4.5 FCBF [JW16]
14 71.26% C4.5 Consistency [JW16]
20 71.26% C4.5 Full-set [JW16]
Japanese 2 85.45% C4.5 ECMBF [JW16]
15 85.83% C4.5 Full-set [JW16]
7 85.28% C4.5 CFS [JW16]
2 84.94% NB ECMBF [JW16]
6 84.77% C4.5 FCBF [JW16]
13 84.68% C4.5 Consistency [JW16]
15 78.13% NB Full-set [JW16]
13 75.32% NB Consistency [JW16]
6 75.23% NB FCBF [JW16]
7 74.81% NB CFS [JW16]
2.6 Results
The best results for each classifier and statistic are shown in Tables 2.3, 2.4,
2.5 and 2.6, using various discretization methods. These can be compared
to published results from various papers using both new and well established
filter feature selection methods, shown in Tables 2.7 and 2.8. The proposed
threshold-free method performed very well using various statistics, showing
the methods adaptability to be used on all types of data.
The best RRD result on the German data set was 76.13% ± 1.76% with 13.3 ±
0.46 selected features, using Messenger & Mandell’s Θ [MM72] and k-means
discretization, using Random Forest as the classifier. It outperformed the major-
ity of the other methods, and was on par with the best, the selective Bayesian
classifier of [RG02] with 76.21% and 6 selected features. The worst result was
70.99% ± 1.67% with Goodman & Kruskal λ using Naive Bayes as the classifier
and k-means discretization method. Θ∗, our proposed statistic, was only beaten






Table 2.8: Feature selection results from related work
data set selected accuracy algorithm paper
German 20.4 77.50% SVM + Grid search+ F-Score [HCW07]
(numerical) 12 76.70% F-score + SVM [CL10]
12 76.10% LDA + SVM [CL10]
12 75.60% RST + SVM [CL10]
24 75.40% Full-set + SVM [CL10]
12 73.70% DT + SVM [CL10]
Australian 7 86.52% LDA + SVM [CL10]
7 86.29% DT + SVM [CL10]
2 85.79% C4.5 ECMBF [JW16]
2 85.79% NB ECMBF [JW16]
7 85.22% RST + SVM [CL10]
7 85.10% F-score + SVM [CL10]
5 84.80% C4.5 - LV F [LS+96]
1 84.65% IB1-CFS [HS99]
14 84.34% Full-set + SVM [CL10]
7.6 84.20% SVM + Grid search+ F-Score [HCW07]
14 83.91% C4.5 Full-set [JW16]
13 83.83% C4.5 Consistency [JW16]
1 83.78% Naive-CFS [HS99]
7 83.49% C4.5 FCBF [JW16]
7 83.32% C4.5 CFS [JW16]
5 80.30% ID3 - LV F [LS+96]
14 76.09% NB Full-set [JW16]
7 75.32% NB CFS [JW16]
13 74.89% NB Consistency [JW16]
7 73.57% NB FCBF [JW16]
by Messenger & Mandell’s Θ [MM72] which it is based on using 2 classifiers,
and also finished fourth with the Naive Bayes classifier.
On the numerical German data set our best result was 75.83% ± 0.78% using
our proposed statistic Θ∗ and equal width discretization, with 10.21 ± 0.74
selected features. This is beaten by the SVM + Grid search + F-score method of
[HCW07] with 77.50% and approximately 20 selected features, so our accuracy
is slightly worse but with 10 fewer features selected, which can give the user
an option of reducing the optimal subset further without losing any noticeable
accuracy. The worst result was 70.32% ± 3.34% with Somers’ δ using Naive
Bayes as the classifier and k-means discretization method. On this data set, our
proposed statistic Θ∗ was the best statistic using all 3 classifiers, confirming its
competitiveness against the other tested statistics.
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On the Australian data set Goodman & Kruskal’s λ with Chi2 binning and the
Random Forest classifier was the most accurate with 86.29% ± 1.97%. This
was better than the result from Chen [CL10] using DT + SVM. The worst result
was 84.54% ± 2.53% with Mutual Information I using Naive Bayes as the clas-
sifier and equal frequency discretization method. The new proposed statistic
Θ∗ achieved second place using the Random Forest classifier, while obtaining
fourth using the other 2 classifiers.
On the Japanese data set Somers’ δ with equal frequency discretization was the
most accurate: 87.04% ± 1.94% and 3.95 ± 0.39 selected features. This beats
the ECMBF method of Jiang [JW16] with 2 selected features and 85.45%. The
worst result was 85.68% ± 2.18% with Mutual Information I, Naive Bayes and
equal width discretization. Our proposed statistic Θ∗ scored in the top 3 of each
of the classifiers, showing its robustness.
In summary, the best results were found by Random Forests, the most robust
statistics were Messenger & Mandell’s Θ and Cramer’s φc, and the best binning
methods were generally the unsupervised k-means and equal width discretiza-
tion. The new statistic Θ∗, achieved the best results in the analysis of some
of the data sets, showing it could be considered to be a good statistic to use
in future for feature selection algorithms. Overall RRD performed excellently,
selecting 6%– 65% of features while achieving very competitive accuracies com-
pared to published results.
2.7 Further Experiments
All our experiments so far used credit scoring datasets. RRD performed very
well on this type of data, therefore to evaluate it further, we tested it on two
very different types of data: pharmaceutical data and microarray data. These
datasets contained more features, thus a greater challenge to RRD and would
also test its scalability.
The pharmaceutical musk dataset [AN07b] has 168 features and 6598 samples,
of which 1017 were musks and 5581 non-musks. For this test we found that
the best configuration for RRD used K-means discretization, the Cramer’s φc
statistic, and random forests as the classifier. Table 2.9 shows a comparison
between RRD and the best published results. RRD achieved the best result with
97.33%± 0.34% accuracy, using 37.45± 2.35 features.
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Table 2.9: Musk dataset: comparison table. RRD is the best RRD configuration
using K-mean discretization, Cramer’s φc statistic and random forest classifier
N. feat. sel. Accuracy Algorithm Ref.
37 97.33% RRD [*]
65 97.06% PFA + 1NN [WYT+07]
65 97.06% PFA + SVM [WYT+07]
25 96.35% FCBF-P [YL03a]
6 92.4% HSMB [LO10]
2 88.2% FCBF [YL04a]
4 88% GS [MT00]
Na 87.4% mi - SVM [ATH03]
The microarray dataset used is the colon cancer dataset [ABN+99] which con-
sists of 2000 features with 22 normal and 40 cancerous tissues. This is high-
dimensional continuous data with few samples, making it very different to the
other datasets we used. Expert opinion is available on which genes should be
selected, so as a first experiment we applied RRD to the entire dataset to select
features. There were 2 combinations of RRD that were of interest, one giving a
small but well referenced set of genes. And the other beating published results,
including recent ones. These are initial results and hopefully with further in-
vestigation we will be able to establish one robust configuration for RRD. RRDa
with k-mean discretization and Tschuprow’s T statistic selected 6 genes, 5 of
which were in the top 40 identified by Chen et al. [CN09], 4 of which were in
the top 10, 5 of which were in the top 20 noted by Han et al. [HLC+11], 3 in
the top 10. The genes selected by RRD were:
• M63391 gene 1 "Human desmin gene, complete cds". This gene was selected
by both Han et al. and Chen et al. [CN09,HLC+11].
• Z50753 gene 1 "H.sapiens mRNA for GCAP-II/uroguanylin precursor". This
gene was selected by Li et al., Shevade et al., Han et al. and Chen et
al. [CN09,HLC+11,LWH08,SK03].
• R87126 3’ UTR 2a 197371 "MYOSIN HEAVY CHAIN, NONMUSCLE (Gallus
gallus)". This gene was selected by Li et al., Shevade et al., Gonzalez
et al., Mahata et al., Han et al. and Chen et al. [CN09, NM09a, HLC+11,
LWH08,MM07,SK03].
• T86473 3’ UTR 1 114645 "NUCLEOSIDE DIPHOSPHATE KINASE A (HU-
MAN)". This gene was selected by Han et al. and Chen et al. [CN09,
HLC+11].
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• U22055 gene 1 "Human 100 kDa coactivator mRNA, complete cds". This
gene was selected by Chen et al. [CN09].
• U25138 gene 1 "Human MaxiK potassium channel beta subunit mRNA, com-
plete cds". This gene was selected by Han et al. [HLC+11].
RRDb with equal frequency discretization and Contingency Coefficient C statis-
tic selected 9 genes, 4 of which were in the top 40 identified by Chen et
al. [CN09], 3 of which were in the top 20 noted by Han et al. [HLC+11]. The
genes selected by RRD were:
• T74556 3’ UTR 1 84680 "ATP SYNTHASE ALPHA CHAIN, MITOCHONDRIAL
PRECURSOR ".
• Z50753 gene 1 "H.sapiens mRNA for GCAP-II/uroguanylin precursor". This
gene was selected by Li et al., Shevade et al.,Han et al. and Chen et
al. [CN09,HLC+11,LWH08,SK03].
• H40137 3’ UTR 2a 191720 "IRON-RESPONSIVE ELEMENT BINDING PRO-
TEIN (Homo sapiens)."
• M80815 gene 1 "H.sapiens a-L-fucosidase gene, exon 7 and 8, and complete
cds".
• U22055 gene 1 "Human 100 kDa coactivator mRNA, complete cds". This
gene was selected by Chen et al. [CN09].
• T47377 3’ UTR 1 71035 "S-100P PROTEIN (HUMAN)". This gene was
selected by Chen et al. [CN09].
• R39209 3’ UTR 2a 23464 " HUMAN IMMUNODEFICIENCY VIRUS TYPE I
ENHANCER-BINDING".
• M36634 gene 1 "Human vasoactive intestinal peptide (VIP) mRNA, complete
cds". This gene was selected by Mahata et al.,Han et al. and Chen et
al. [CN09,HLC+11,MM07].
• H08393 3’ UTR 2a 45395 "COLLAGEN ALPHA 2(XI) CHAIN (Homo sapi-
ens)". This gene was selected by Chen et al. [CN09].
Secondly, we used cross-validation to test the accuracy of both versions of RRD
on the dataset. Table 2.10 shows a comparison between RRDa, configured with
k-mean discretization, Tschuprow’s T statistic and Naive Bayes classifier, and
RRDb configured with equal frequency discretization, Contingency Coefficient






C statistic and Naive Bayes classifier, and published results. On the colon cancer
dataset RRDa achieved 87.50%±5.94% accuracy, with 8.85±0.99 features, which
was the second best result, and RRDb achieved 84.21% ± 7.82% accuracy, with
5.79± 0.54 features, which was the fourth best result.
Table 2.10: Colon cancer dataset: comparison table.
N. feat. sel. Accuracy Algorithm Ref.
15 87.90% MPE + SVM [MM07]
9 87.50% RRDb [*]
2000 87.10% NPS+LogitBoost [DB03]
18 86.40% BKPR [Cha09]
33 85.48% ReliefF + SVM [KŁ16]
10 85.48% mRMR + SVM [KŁ16]
6 84.21% RRDa *
13 81.10% SVM + RFE [Cha09]
2.8 Conclusion
We proposed a new filter-based feature selection algorithm with several advan-
tages over existing methods: it can use a variety of statistics; it can handle com-
binations of nominal, ordinal and numerical data; it takes both relevance and
redundancy into account; and it automatically decides how many features to
select without the need for a threshold or cut-off. In experiments on credit data
it outperformed published methods, especially using a new proposed statistic.
We show that by investigating the relationship between features, and between
feature and target, we can eliminate dominated features. This helps to reduce
both overfitting and model complexity, thus improving the classifiers’ prediction
power. Our algorithm, RRD, works well as it retains the most important fea-
tures, and from the experimental work, we learn that our dominance idea has
great potential as a feature selection method. Although most of our results are
on credit scoring data, where any improvements in classification accuracy is of
great value to the financial sector, RRD can be used as part of the pre-processing
pipeline for most classification problems. By using RRD as the feature selection
method, the parameters in the classification problem can be reduced, and the
model achieving better generalization.
After showing promising results on high dimensional data, musk and colon
datasets, we further investigated on other microarray data. The results showed
that as the datasets increased in dimensionality, RRD was inclined to retain






more features than required, which caused the classifiers to lose accuracy due
to over-fitting. It was also found to increase significantly in computational cost
as the dataset dimensionality grew.
In the next chapter, we propose an improved version of the algorithm. It in-
creases the efficiency of subsetting the relevant features in the data, where the
first part of the algorithm rapidly removes dominated features, retaining only a
small subset of important ones. Then, RRD filters through the kept features to
select the optimal un-dominated features. We focus, in the next chapter, purely
on microarray datasets since their dimensionality ranges from 2000 − 24188,
which we believe shows the robustness of this novel filter feature selection
method.





Dominance: Feature Selection for
High Dimensional Data
3.1 Motivation
This chapter continues the work on filter feature selection, extending the work
on using dominance to select a subset of features for model construction, but
in this chapter we will focus on microarray data as the classification problem to
detect various types of cancer. This reduces dimensionality which is important
for simplification, efficiency and reducing over-fitting. Filter-based methods
are the most scalable, rating features by their relevance to the target variable
via appropriate statistics. In chapter 2, we proposed a filter feature selection
method, called Relevance-Redundancy Dominance (RRD) with useful proper-
ties (no threshold setting, adaptability to any statistics etc.), but with a poor
scalability. In this chapter, we present a scalable version of RRD, called Fast
Relevance-Redundancy Dominance which has the same properties as RRD while
improving scalability. To show the effectiveness of the proposed approach we
have carried out extensive numerical experiments on high dimensional datasets
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3.2 Introduction
The task of feature selection is to select a subset of the original features present
in a given dataset that provides most of the useful information. Hence, after
selection has taken place, the dataset should still have most of the important
information still present. As mentioned in the previous chapter, Chapter 2,
the methods are usually categorized as filter, wrapper or embedded [GGNZ08].
While filter methods rely on the general characteristics of the training data to
select features, independently of any predictor, wrapper methods involve opti-
mizing a predictor as part of the selection process; and embedded methods try
to combine advantages of both. The advantages of filter methods over wrap-
per and embedded methods are that they are fast, independent of the classi-
fier/predictor method, scalable and easy to interpret. For this reason, they are
particularly suitable for large datasets.
Due to these advantages, many filter methods have been proposed in the past
and recent years. The RELIEF algorithm [KR92] estimates the quality of at-
tributes according to how well their values distinguish between instances that
are similar to each other, but was initially limited to two-class problems. An
extension, ReliefF [Kon94], not only deals with multi-class problems but is also
more robust and capable of dealing with incomplete and noisy data. The main
drawback of the Relief family methods is that they select features based only on
relevance and do not remove redundant features.
Correlation-based Feature Selection (CFS) [Hal99b] is a simple filter algorithm
that ranks feature subsets according to a correlation-based heuristic evaluation
function. The bias of the evaluation function is toward subsets that contain
features that are highly correlated with the class and uncorrelated with each
other. However, redundant features are screened out as they are highly corre-
lated with one or more of the remaining features. Moreover, there exists an im-
proved CFS version called Fast Correlated-Based Filter (FCBF) method [YL03b]
based on symmetrical uncertainty (SU) [PTVF88]. This version is designed for
high-dimensionality data and has been shown to be effective in removing both
irrelevant and redundant features, but on the other hand it fails to take into
consideration interactions between features.
The INTERACT algorithm [ZL09] uses the same goodness measure as the FCBF
filter [PTVF88] but also includes the consistency contribution (c-contribution).
The c-contribution of a feature indicates how significantly the elimination of
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that feature would affect consistency. The algorithm consists of two major parts.
In the first part, the features are ranked in descending order based on their SU
values. In the second part, features are evaluated one by one starting from the
end of the ranked feature list. If the c-contribution of a feature is less than a
given threshold the feature is removed, otherwise it is selected.
Finally, Minimum Redundancy-Maximum Relevance (MRMR) [PLD05b] is a
heuristic framework which minimizes redundancy, using a series of measures
of relevance and redundancy to select promising features for both continuous
and discrete data sets.
In this chapter, we extend the work of RRD from the previous chapter, Chapter
2. Although RRD has many advantages compared to state-of-the-art methods:
(i) it can be applied to mixed data types, (ii) it can be used with a wide vari-
ety of statistics and (iii) it requires no threshold for choosing a feature subset.
However, it shows poor scalability on high-dimensional data. In order to over-
come this drawback, in this chapter, we propose a fast version of RRD called
Fast Relevance-Redundancy Dominance (FRRD) feature selection, with a sim-
ple feature elimination strategy also based on relevance and redundancy. The
key differences between RRD and FRRD are (i) FRRD rapidly reduces the num-
ber of features in the dataset, based on group dominancy, whereas RRD removes
features singly, (ii) FRRD requires a predefined reduction rate and a set num-
ber of retained features for step 1 of the algorithm, but in contrast, RRD has
no user set parameters. These 2 main differences help to make FRRD very suit-
able for feature selection on high dimensional data. The results of the proposed
method, achieved on extensive numerical experiments using microarray data,
are compared and contrasted with other methods in literature.
3.3 Related Work
Feature selection is a prevalent part of pre-processing the inputs for a machine
learning model, and its importance is well documented. The benefits of se-
lecting a subset of informative features include faster model learning, better
generalization, reduced computational costs and with less variables, hopefully,
better model explainability.
[BCSMAB12] proposed an ensemble of filters and classifiers approach. They
used 5 filter methods, individually, to extract the important features in the
dataset, used an ensemble classifier – C4.5 decision tree, naive Bayes and
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instance-based learner IB1 – on each subset to get a prediction and then us-
ing majority voting to get a final prediction. They conclude that their ensemble
approach is more robust and stable compare with using a single filter-classifier
method. [BCSMAB11] followed a very similar idea but, instead of classifying
each subset of features from the filter methods, they combined the features into
a single subset and using the ensemble classifier predicted the output. This
approach didn’t yield as good result as the first method, even with reduction
thresholds they enforced on the union of the filter feature subsets.
[NM09b] introduced an entropic filtering algorithm (EFA) that finds a subset of
features that jointly maximizes the normalized multivariate conditional entropy
in respect of the classification ability. The authors use class-attribute interde-
pendence maximization to discretize the datasets, similar to our preprocess-
ing, where we experimented using various "binning" methods such as "equal-
width". [BM10] used an information theory based filter approach called min-
Interaction Max-Relevance (mIMR). Their method was based on interaction
(link between causal discovery and feature selection) which has shown to be
informative about how relevant a selected subset is, as well as its causal corre-
lation with the target. [MM13] method was a variation of the well-documented
minimum redundancy maximum relevance (mRMR). The authors used mutual
information both between a feature and the target as the measurement of rel-
evance, and between features as the redundancy measurement. A drawback
of this method was that the user first had to state the number of informative
features the algorithm retained, which could be difficult without domain knowl-
edge.
[LJL+14] used a spectral graph theory method called locality sensitive Lapla-
cian score, which takes into account discriminative information into local geo-
metrical architecture, similar to a k-means method. This means that the algo-
rithm, in a supervised manner, simultaneously minimizes the local within-class
information and maximizes the local between-class information. [MS11] pro-
posed 2 feature selection methods; the first used k-means to cluster the features
before ranking them according to their signal-to-noise ratio (SNR), and the sec-
ond ranked the unclustered features with respect to their SNR. Both methods
used a user defined number of top-ranked informative features as the input
to the classifier. The authors results show that the k-means method achieved
better classification accuracy, which can be seen as a type of discretization pre-
processing.
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3.4 Classifiers and Datasets
3.4.1 Microarray Datasets
Table 3.1: Microarray datasets: name of dataset, N is the number of features,
n the number of samples, percentage of minimum %min and majority %maj
classes, the imbalance ratio IR and the maximum Fisher’s discriminant ratio F1.
Dataset N n (%min,%maj) IR F1
Alizadeh (DLBCL) 4026 47 (48.94,51.06) 1.04 120.35
Alon (Colon) 2000 62 (35.48,64.52) 1.82 22.45
Beer (Lung) 7129 96 (10.42,89.58) 8.6 484.02
Freije (Gli85 Brain) 22283 85 (30.59,69.41) 2.27 90.37
Gordon (Lung) 12533 181 (17.13,82.87) 0.21 187.37
Golub (Leukaemia) 7129 72 (34.72,65.28) 1.88 63.74
Petricoin (Ovarian) 15154 253 (35.97,64.03) 1.78 333.63
Pomeroy (CNS) 7129 60 (35,65) 1.86 16.92
Shipp (Lymph) 7129 77 (24.68,75.32) 3.05 103.32
Singh (Prostate) 12600 136 (43.38,56.62) 1.31 36.82
Spira (Lung) 19993 187 (48.13,51.87) 1.08 19.28
Veer (Breast) 24188 95 (46.32,53.68) 1.16 29.93
Pre-established training & test samples
Singh (Prostate) Train 12600 102 (49.02,50.98) 1.04 66.46
Singh (Prostate) Test 12600 34 (26.47,73.53) 2.78 687.23
Veer (Breast) Train 24188 78 (43.59,56.41) 1.29 25
Veer (Breast) Test 24188 19 (36.84,63.16) 1.71 148.17
FRRD was evaluated on 12 microarray datasets, which are available on the
Kent Ridge Biomedical Data Set Repository [LL02] and Arizona State Univer-
sity [Ari]. Each dataset has a binary target variable. Table 3.1 provides an
overview of the 12 datasets. The datasets chosen have a variety of character-
istics: they are high dimensional, from 2000 up to 24188 features; from quite
well balanced (with 1:1 being the ideal value) to fairly unbalanced (as shown by
IR ratio); have a wide variety of complexity (as shown by F1 ratio), and finally
like all microarray datasets, they are very challenging as all of them have very
few samples (from 47 up to a maximum of 253). Furthermore, two of these
datasets are pre-established training and testing samples which are detailed at
the bottom of Table 3.1. The tables show the author’s name (who originally
used the dataset), along with the type of data being examined, the number of
features (genes), and the number of samples. It also shows the percentages
of the minimum and majority classes, as well as the imbalance between the
classes. It can be seen that most of the datasets have an imbalance of between
1 and 2, which is reasonable. However, there are a few outside this range; the
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most notable are Beer and Gordon, both having one class more than 8 times
larger than the other. The F1 column shows the maximum Fisher’s discrimi-
nant ratio of each dataset [HB02]. This shows the complexity of the datasets,
which measures the overlapping within the dataset. The lower the F1 score,
the more overlapping within the dataset, hence making it a greater challenge
for classification. The two datasets with the lowest F1 values are Pomeroy and
Spira. It will be shown in the results section, that these 2 datasets are harder
to correctly classify, thus having poorer classification results when compared
to the other datasets. Feature selection or Gene selection has been the subject
of several papers ( [BCSMAB11], [MM13], [NM09b]), making it an ideal test-
bed for our method. Microarray data has a distinctive characteristic of high
dimensionality (in our case 24188 genes) with a small sample size, which can
be a very challenging problem for classification methods. To compare our algo-
rithm with others in the literature, we have run FRRD on each dataset, then we
have compared our results with the results provided by other authors using the
same model validation techniques and classifiers used in those papers. We did
not re-implement other authors’ techniques, but instead took results from their
published works.
3.4.2 Classifiers
We used 5 classifiers: Random Forests, Naive Bayes, Support Vector Machine
(SVM), C4.5 Decision Tree and k-nearest neighbours (KNN). In the KNN algo-
rithm, we use 1, 3, and 5 as the k value to compare to related work results. We
chose these five methods because they are widely used in the microarray clas-
sification research area. The Random Forests and Naive Bayes classifiers have
been detailed in Section 2.4.4, while the remaining classifiers are explained
below:
• Support Vector Machines (SVM) are widely used for binary classification
problems, but can also be used in multi-class task using an one-vs-all ap-
proach. SVM try to find the most optimal hyper-plane, which separates
the classes in the data (see Figure 3.1). The weights of the SVM are ad-
justed to find those that maximize the distances (margin ) between the
classes and separating line. The greater the margin, the more confident
the prediction of the SVM. To create an optimization problem, instead of
looking for a maximization (which can not be solved using gradient de-
scent due to being non-convex), by taking the inverse and square of it we
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get a minimization problem. This can be solved using Lagrange Optimiza-
tion [JL12].
Figure 3.1: This figure shows how a SVM finds an optimal separating line, with
large enough margins to separate the data into its classes.
• C4.5 Decision Tree classifiers uses information gain and entropy to split
the data into smaller and smaller subsets, while at the same time creating
a decision tree based on the splits (see Figure 3.2). A decision tree looks
like a flowchart, where the features are split using a set of if-else decision
rules. When the tree is fully developed, the best feature to split the data
was the root node, followed by decision nodes where the data is further
split along these branches. Finally, a leaf node is the node at which classi-
fication is performed. A pitfall of decision trees is that they can learn the
training data too well, and thus over-fit on it. To help prevent this, the
size of the tree is reduced by turning some branches into leaf nodes, and
removing the leaf nodes under the original branch, through pruning.
• k-nearest neighbours (KNN) is a non-parametric (makes no assumptions)
lazy-learner (makes no generalizations) algorithm. To classify unseen
data points, KNN looks at k closest points to the new point and classi-
fies it in a majority voting way (see Figure 3.3). For this work we look
at 1, 3 and 5 for the values of k. It is usual to select an odd value for k
to prevent a draw occurring. The standard distance measurement used in
KNN is the Euclidean distance between the test point and the k points in
the training data.
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Figure 3.2: This figure shows how a C4.5 Decision Tree splits the data into
smaller subsets (branches), until reaching a decision node for the prediction.
Figure 3.3: This figure shows how a KNN classifier, with k = 3, selects the class
of an unknown test sample using the closest samples in the training data.
3.5 Materials and Methods
3.5.1 Experimental Design
The FRRD method has been evaluated from the perspective of classification
performance, comparing it with state-of-the-art algorithms. Papers in the litera-
ture, using filter feature selection methods such as ReliefF, INTERACT, Informa-
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tion Gain, CFS and Consistency-based filter, use different cross-validation tech-
niques in their analysis, i.e.: 5-fold, 10-fold and leave-one-out cross-validation,
as well as different well-known classifiers, namely 3KNN, 5KNN, C4.5, Naive
Bayes, IB1, SVM and Random Forest. In order to evaluate the effectiveness
of the proposed method, this work uses the same cross-validation and classi-
fier techniques as the other methods in each comparison. All features were
discretized using equal-width interval, see Section 2.4.2.
Figure 3.4: An example of a k Cross-Validation splits on the data set.
Figure 3.4 shows a k-fold split on a 2 class dataset, where k in this set of ex-
periments could be 5, 10 or leave one out cross validation (LOOCV). In LOOCV,
every sample, individually is selected as the test set, while the remaining sam-
ples are the training set, and the number of samples in the data becomes the
k in the k-fold. The dataset is split into training and testing sets in a stratified
approach to account for any imbalances in the dataset.
3.5.2 Fast Relevance-Redundancy Dominance
Fast Relevance-Redundancy Dominance (FRRD) is an extension of the original
Relevance-Redundancy Dominance (RRD) [BMP16], from the previous chapter
(Chapter 2), and although it uses the same principal idea of dominance, unlike
RRD it is highly scalable. It should also be noted that RRD is step 2 in the FRRD
algorithm, but, due to the significantly reduced number of features as the input,
it is extremely fast to find a good subset of important features. RRD was tested
on high dimensional data, in particular the colon [ABN+99] and leukaemia
[LL02] micro array datasets, where experiments showed RRD retaining a lot
more features than needed. For the colon dataset, RRD kept between 40 −
50 features, while, for the leukaemia dataset, between 80 − 100 features were
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retained. As a result of this, the computational time increased, along with
the classification accuracy decreasing due to over-fitting. FRRD was proposed,
based on the same idea as RRD, to overcome the pitfalls of RRD.
Fast Relevance-Redundancy Dominance is a univariate filter-based feature se-
lection method, which can use any suitable statistic to select a good (relevant
and non-redundant) subset of features from a dataset. Before detailing the
proposed approach, we first remind the reader of some definitions previously
defined in Section 2.5.2. Let f and f ′ denote features, t the target variable, and
s the chosen statistic (which may be symmetric or asymmetric), then:
Definition 3.5.1. f dominates f ′ if s(f, t) > s(f ′, t) and s(f, f ′) > s(f ′, t).
Definition 3.5.2. f ′ is redundant if it is dominated by some f that is not domi-
nated by any other feature.
Algorithm 2 Step 1 of FRRD - section of the algorithm that rapidly reduces the
number of features in the dataset
1: given features F and target t
2: N ← |F |
3: K ← log2N
4: α← 10%
5: for all f ∈ F do
6: xft ← s(f, t)
7: end for
8: F ← ([αN ] + 1)K of the top most relevant features from the set F
9: S ← ∅
10: while |S| < K do
11: f̂ ← arg maxf∈F xft
12: R← {(α|F |) greatest features f | f ∈ F ∧ s(f̂ , f) > xft}
13: F ← F \ (R ∪ {f̂})
14: S ← S ∪ {f̂}
15: end while
16: return S
The following bullet points give a line-by-line description of Algorithm 2:
• In line 1 we define the features F and the target t from the dataset.
• Line 2 we initialize N to the number of features in the set F .
• Line 3 we initialize K to the log of N to the base 2, which is the number
of features we want to retain from step 1 of the algorithm.
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• Line 4 we initialize α to 10%, which is the rate at which we remove domi-
nated features.
• Lines 5 − 7 are a loop; this is exited (line 7) when the all the features of
the dataset have been analyzed.
• The purpose of this loop is to calculate a given statistic between each
feature and the target.
• In line 8 we reduce the set of features F , retaining only the number of
most relevant features we need to complete the feature selection.
• Line 9 is where we initialize S as an empty set, which we will fill with the
selected features.
• Lines 10− 15 are a loop; this is exited (line 15) when the set of features S
no longer contains less than K features.
• This loop selects the important features, and removes groups of the dom-
inated features.
• Line 11 selects the feature (f̂) which has the greatest relevance, with re-
spect to the target.
• Line 12 creates a set of features R, which are dominated by the current
most relevant feature (f̂), and are removed in groups of features.
• Line 13 is where the set of dominated features R, and the current most
relevant feature (f̂) are removed from the set of features F .
• In line 14 we insert the current most relevant feature (f̂) into the pre-
initialized set S.
• Line 16 ends the algorithm and returns the selected set of feature S.
The following bullet points give a line-by-line description of Algorithm 3:
• In line 1 we define the remaining features S and the target t from the
dataset.
• Lines 2 − 4 are a loop; this is exited (line 4) when all the features of the
set S have been analyzed.
• The purpose of this loop is to calculate a given statistic between each of
the remaining features and the target.
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Algorithm 3 Step 2 of FRRD - this section of the algorithm is RRD (see Section
2.5.2), but on the reduced subset S
1: given remaining features S and target t
2: for all f ∈ S do
3: xft ← s(f, t)
4: end for
5: T ← ∅
6: while S 6= ∅ do
7: f̂ ← arg maxf∈S xft
8: R← {f | f ∈ S ∧ s(f̂ , f) > xft}
9: S ← S \ (R ∪ {f̂})
10: T ← T ∪ {f̂}
11: end while
12: return T
• Line 5 is where we initialize T as an empty set, which we will fill with the
selected features.
• Lines 6 − 11 are a loop; this is exited (line 11) when the set of features S
contains no more features f .
• This loop selects the important features, and removes the dominated fea-
tures.
• Line 7 selects the feature (f̂) which has the greatest relevance, with re-
spect to the target.
• Line 8 creates a set of features R, which are dominated by the current
most relevant feature (f̂).
• Line 9 is where the set of dominated features R, and the current most
relevant feature (f̂) are removed from the set of features S.
• In line 10 we insert the current most relevant feature (f̂) into the pre-
initialized set T .
• Line 12 ends the algorithm and returns the selected set of feature T .
FRRD has 2 parameters, α, a reduction-rate and K, the number of features
desired (K is user defined, and in this thesis was set to log2N , N being the
total number of features). FRRD is a two-step algorithm, the first comprises
of the new scalable approach of the algorithm, while the second is the original
RRD (see Section 2.5.2) but on the reduced set of features selected by Algorithm
2. Step one of FRRD is expected to select all non-redundant features using the
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algorithm shown in Algorithm 2. Then, we calculate the number of features F
which FRRD needs to retain to complete the feature selection. This is αN + 1
which is then multiplied by the number of features desired. We initialize an
empty set S. After this, in the while loop, we select the feature f̂ ∈ F with
greatest relevance , generate the set R of f ∈ F that are the α most dominated
by f̂ , remove R ∪ {f̂} from F , and add f̂ to S. The last four steps in the loop
are repeated until the number of features desired K, is reached, then we return
the set S of selected features.
First we precompute the statistics xft = s(f, t) between each feature f and
the target variable t. Once step 1 (Algorithm 2) has selected the K features,
named S in step 2, FRRD runs in order to select all non-redundant features
using the procedure shown in Algorithm 3. We use the computed statistics of
xft = s(f, t) between each of the remaining features f and the target variable t.
We initialise the set of selected features T to the empty set ∅. Then we select the
feature f̂ ∈ S with greatest relevance xf̂ t, generate the set R such that f ∈ S
that are made redundant by f̂ , remove R∪{f̂} from S, and add f̂ to T. The last
four steps in the loop are repeated until S is empty, then we return the set T of
selected features. In theory at the end of step 2 the value K does not have to
equal the size of the set T , as it is possible that a feature in S may have been
dominated by another feature in that set.
Note that FRRD typically does not compute all s-values between features (for
example a full correlation matrix), nor does it sort a complete list of features.
This is because after a feature has been removed from F no further compu-
tations on it need be performed. This means, the worst case time complexity
is O(αNK2M) for N , total number of features, K desired number of features
and M samples. It is possible to construct datasets for which Algorithm 3 re-
moves no features at all, or removes all but one, but in practice we find that it
usually generates a small subset of features. Furthermore, FRRD is highly flex-
ible in terms of the statistics it can use. In fact, the statistic can be symmetric
s(f, f ′) > s(f ′, f) (for example correlation or mutual information) or asymmet-
ric (for example Goodman’s λ [GK79]), once the correct order of f and f ′ is
maintained.
Finally, it should be pointed out that FRRD assumes that we can compute statis-
tic s(x, y′) for all x, y ∈ F ∪ {t̂}. Thus before we can apply FRRD, if the target
and/or features have mixed types (numerical, ordinal, nominal) they must first
be pre-processed so that they are all of the same type. Discretization is used
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to transform continuous data to discrete form, which involves putting the con-
tinuous data put into ‘bins’, using well-known methods such as equal-width.
This reduces and simplifies the data, improving the computational efficiency,
and it has also been shown to increase the accuracy of filter algorithms [BCS-
MAB10]. Another advantage, showing the versatility of FRRD, is its ability to
handle mixed data types (transformed to discrete variables) by using any suit-
able statistic whether they are correlation criteria (such as Pearson’s correlation
coefficient) or information-based (such as mutual information) depending on
the type of data being analysed.
3.6 Stability and Scalability
One of the challenges of feature selection is to select the smallest set of features
which still classifies test data accurately. The stability of the filter algorithm is its
ability to repeatedly select the same or a similar subset of features in each k-fold.
A variation of the formula used to calculate the Tanimoto distance between 2
sets (shown in Equation 3.1), introduced by Kalousis [KPH07], is used in this
thesis, and the results are compared to Bolon et al in Table 3.2 [BCSMAB12].
A greater Tanimoto distance indicates a better stability measure in the method.
The results show that FRRD is more stable than the newly proposed method by
Bolon et al, scoring higher than it in all eight datasets. FRRD and Information
Gain (IG) both achieved the best stability result in three datasets each, while
ReliefF scored best on the other 2 datasets. We define the Tanimoto distance
as;
T (Si , Sj) = 1−
|Si|+ |Sj| − 2|Si ∩ Sj|
|Si|+ |Sj| − |Si ∩ Sj|
(3.1)
where:
Si and Sj are two subsets selected from different k folds of the cross-validation
Table 3.3 shows FRRD’s computational time, which is compared to that of other
well-known filter methods [KŁ16]. The experimental setup was on a single
thread core, and it can be seen that FRRD requires much less computational
time than the others. It should be noted that RRD’s computational time for the
colon dataset was slightly over an hour, showing it not to be a very scalable
method. In the next section we will show that the classification accuracy of
FRRD is also superior to well-known methods.
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Table 3.2: Comparison of FRRD’s stability measure with the paper [BCSMAB12]
using 10-fold cross- validation.
Dataset FRRD Ensemble CFS Cons INT IG ReliefF
Alon (Colon) 0.512 0.511 0.319 0.138 0.264 0.529 0.675
Golub (Leukaemia) 0.59 0.396 0.213 0.17 0.246 0.654 0.396
Pomeroy (CNS) 0.424 0.266 0.208 0.151 0.182 0.252 0.307
Alizadeh (DLBCL) 0.576 0.38 0.274 0.47 0.232 0.488 0.621
Singh (Prostate) 0.713 0.363 0.34 0.077 0.207 0.322 0.395
Gordon (Lung) 0.704 0.287 0.247 0.126 0.221 0.721 0.605
Petricoin (Ovarian) 0.486 0.476 0.386 0.486 0.262 0.875 0.688
Veer (Breast) 0.358 0.229 0.194 0.061 0.178 0.212 0.301
Table 3.3: Comparison of FRRD time, using single thread core CPU, with the
[KŁ16], using leave-one-out cross-validation (in hours:minutes:seconds).
Dataset FRRD ReliefF MRMR SVM-RFE
Alon (Colon) 0:04:08 0:51:00 0:50:05 1:49:55
Golub (Leukaemia) 0:24:00 1:50:12 1:35:32 13:03:27
Pomeroy (CNS) 0:13:00 57:01:17 0:49:37 8:20:36
Singh (Prostate) 1:39:44 19:47:54 15:22:52 146:23:27
Gordon (Lung) 2:24:48 57:01:17 12:33:52 231:28:22
Veer (Breast) 2:36:49 18:45:00 10:31:17 250:50:00
3.7 Results
FRRD results are compared with a number of different published methods,
showing the robustness of the algorithm. We first run FRRD using 5-fold cross-
validation to compare with the results of Bolon [BCSMAB+14b] (see Table 3.5).
Out of the 18 experiments, FRRD was only beaten once, and that was by 0.09%,
on the Ovarian dataset using the C4.5 classifier. On the other experiments,
FRRD outperforms the seven well-known filter methods, including mRMR, CFS
and FCBF. It should also be noted that FRRD also selected far fewer features
than the other methods. Bolon conducted an analysis on pre-established train-
ing and testing samples, which, was also performed in this study using FRRD.
The results show that using the same split in the datasets, FRRD still achieves
better classification accuracy than the well-known methods. Mandal (see Ta-
ble 3.4) introduced an improved version of mRMR, along with the results of 2
other versions of mRMR, which are compared with FRRD using 10-fold cross-
validation [MM13]. On the two microarray datasets selected by Mandal, FRRD
achieves 100% accuracy, equalling the improved mRMR on one dataset and be-
ing superior to the rest of the experiments on the paper.
[BM10] proposed a method called min-Interaction Max-Relevancy (mIMR) and
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Table 3.4: Comparison of FRRD with the [MM13], using 10 fold cross-
validation (Accuracy in percentage with number of features selected in brack-
ets).
Dataset FRRD Improved mRMR mRMR (MID) mRMR (MIQ)
Golub (Leukaemia) 100(8.7) 100(100) 97.22(100) 98.61(100)
Petricoin (Ovarian) 100(13) 99.8(100) 98.2(100) 98.6(100)
Table 3.5: Comparison of FRRD with the paper [BCSMAB+14b], using 5 fold
and holdout cross-validation with C4.5, Naïve Bayes and SVM classifiers (Accu-
racy in percentage with number of features selected in brackets).
Dataset FRRD No FS CFS FCBF INT IG ReliefF SVM-RFE mRMR
C4.5 Classifier
Alizadeh (DLBCL) 98(12) 70 75(61) 73(35) 70(45) 75(10) 85(10) 82(50) 75(10)
Alon (Colon) 87(11) 74 79(24) 79(14) 79(14) 84(50) 82(50) 80(50) 82(10)
Freije (Gli85 Brain) 91(14) 75 79(141) 82(116) 78(117) 85(10) 85(10) 82(10) 75(50)
Petricoin (Ovarian) 99(8.4) 97 98(33) 99(26) 98(31) 96(10) 99(50) 98(10) 98(10)
Pomeroy (CNS) 78 (13) 58 62(44) 48(33) 55(33) 63(50) 53(50) 65(10) 58(50)
Spira (Lung) 74(14) 65 64(103) 61(51) 59(51) 65(50) 65(10) 65(50) 68(10)
Naïve Bayes Classifier
Alizadeh (DLBCL) 100(12) 92 90(61) 90(35) 90(45) 94(10) 94(10) 92(10) 94(50)
Alon (Colon) 89(11) 55 85(24) 80(14) 77(14) 79(10) 84(50) 76(50) 80(10)
Freije (Gli85 Brain) 93(14) 84 82(141) 85(116) 82(117) 85(10) 89(50) 88(50) 85(10)
Petricoin (Ovarian) 100(8.4) 93 100(33) 99(26) 100(31) 98(50) 98(50) 99(10) 99(10)
Pomeroy (CNS) 80(13) 60 67(44) 70(33) 70(33) 63(10) 67(50) 70(50) 63(10)
Spira (Lung) 75(1) 63 65(103) 69(51) 64(51) 66(50) 67(10) 71(10) 67(10)
SVM Classifier
Alizadeh (DLBCL) 100((12) 96 88(61) 81(35) 88(45) 94(10) 94(10) 88(50) 96(50)
Alon (Colon) 90(11) 77 81(24) 84(14) 81(14) 85(50) 85(50) 73(10) 84(50)
Freije (Gli85 Brain) 94(14) 92 88(141) 87(116) 88(117) 91(10) 89(50) 89(50) 89(10)
Petricoin (Ovarian) 100(8.4) 100 100(33) 100(26) 100(31) 100(50) 100(50) 100(10) 100(10)
Pomeroy (CNS) 80(13) 67 62(44) 65(33) 62(33) 67(50) 73(50) 73(10) 70(50)




Veer (Breast) 84(15) 74 68(130) 58(99) 79(102) 53(50) 58(10) 58(10) 74(50)
Singh (Prostate) 76(6) 26 26(89) 26(77) 26(73) 29(50) 29(50) 32(10) 41(10)
Naïve Bayes Classifier
Veer (Breast) 89(15) 37 37(130) 37(99) 37(102) 37(10) 89(50) 68(10) 37(10)
Singh (Prostate) 85(6) 26 26(89) 26(77) 26(73) 26(10) 21(10) 26(50) 26(10)
SVM Classifier
Veer (Breast) 89(15) 58 68(130) 58(99) 74(102) 79(50) 84(10) 68(10) 68(50)
Singh (Prostate) 100(6) 53 97(89) 97(77) 71(73) 97(10) 97(50) 79(10) 91 (50)
have used 10-fold cross-validation (Table 3.6), and averaged the results of 5
classifiers 1KNN, 3KNN, 5KNN, SVM-L and Random Forest, reasoning that the
use of multiple classifiers would reduce the bias of the feature assessment based
on a specific classification strategy. Also in this case is possible to see that our
method outperforms mIMR along with the five state-of-the-art filters, used in
the paper’s experimental design.
In [KŁ16] (Table 3.7) the authors analysed 6 microarray datasets using leave-
one-out cross-validation, with SVM as the classifier. FRRD was best in all 6
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Table 3.6: Comparison of FRRD with the paper [BM10], using 10 fold cross-
validation and averages 5 classifier results, 1KNN, 3KNN, 5KNN, SVM-L and
Random Forest (Accuracy in percentage).
Dataset FRRD mIMR mRMR DISR CMIM MB RANK
Alon (Colon) 88.71 81.66 80.02 80.6 78.41 77 79.45
Golub (Leukaemia) 99.44 94.27 94.23 93.85 93.52 89.24 94.13
Alizadeh (DLBCL) 99.15 93.35 93.99 94.3 92.79 76 93.87
Beer (Lung) 100 96.25 96.3 97.12 92.6 98.7 97.25
Pomeroy (CNS) 80.33 50.88 50.18 50.05 52.01 44.22 49.34
Shipp (Lymph) 98.96 82.37 82.12 83.79 83.07 75.92 82.24
experiments, with far superior accuracy on the CNS dataset. This experiment
shows that using another cross-validation technique, FRRD can still perform
better than other commonly used filter methods such as mRMR, SVM-RFE and
FeliefF.
Table 3.7: Comparison of FRRD with the paper [KŁ16], using leave-one-out
cross-validation and SVM classifier (Accuracy in percentage with number of
features selected in brackets).
Dataset FRRD No FS ReliefF MRMR SVM-RFE
Alon (Colon) 90.32(9.74) 83.87 85.48(33.29) 81.10(12.71) 85.48(9.98)
Golub (Leukaemia) 98.61(13) 98.61 66.67(57.97) 95.83(7.76) 94.44(6.68)
Pomeroy (CNS) 93.75(9.55) 66.67 63.33(18.62) 65.00(49.05) 58.33(14.87)
Singh (Prostate) 93.94(13.99) 91.91 72.06(87.17) 69.12(58.84) 88.24(87.37)
Gordon (Lung) 100(9.29) 99.45 97.24(97.06) 98.34(3.95) 98.90(5.69)
Veer (Breast) 75.79(14) 69.07 64.95(76.69) 70.10(31.65) 67.01(19.90)
The final set of results, again from [BCSMAB12] (Table 3.8), uses 10-fold cross
validation with C4.5, Naive Bayes and IB1 classifiers. In this experiment FRRD
is superior on all 24 experiments, except for 2, where it was equal best with
100% accuracy. FRRD scored 100% accuracy on 9 out of the 24 experiments,
with both Naive Bayes and IB1 classifiers performing best, each of which achiev-
ing 100% accuracy on half of the datasets they analysed. In summary, FRRD has
been shown to out-perform all other filter methods mentioned in this paper,
using a variety of different experimental set-ups, which we believe shows the
robustness of FRRD. This is due to FRRD’s ability to select the most dominant
features, which are also the important features within the data. The stability of
FRRD was examined and was quite competitive when compared to other filter
techniques. Finally, the scalability of FRRD was explored, showing that FRRD
is a very scalable method, with the potential to handle very high dimensional
data.
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Table 3.8: Comparison of FRRD with the paper [BCSMAB12] using 10 fold
cross- validation with C4.5, Naïve Bayes and IB1 classifiers (Accuracy in per-
centage with number of features selected in brackets).
Dataset FRRD Ensemble No FS CFS Cons INT IG ReliefF
C4.5 Classifier
Alon (Colon) 88.71(11) 86.9 76.19 80.71 83.57 89.05 85.71 77.38
Golub (Leukaemia) 100(13) 88.04 76.96 83.75 85.18 83.75 87.5 88.75
Pomeroy (CNS) 83.33(8.2) 63.33 55 60 58.33 61.67 63.33 58.33
Alizadeh (DLBCL) 97.87(12) 79.5 77.5 73 85.5 76.5 75.5 75.5
Singh (Prostate) 93.38(14) 88.19 80.22 77.03 83.08 81.54 90.6 89.73
Gordon (Lung) 98.9(14) 97.25 93.92 93.92 92.78 93.33 98.89 98.33
Petricoin (Ovarian) 99.21(8.7) 98.8 95.66 97.2 98.43 97.23 98.02 97.65
Veer (Breast) 75.79(15) 63.78 61 61.67 60.22 59.89 66.67 58.89
Naïve Bayes Classifier
Alon (Colon) 91.94(11) 83.81 52.14 81.90 80 80.71 77.14 85.48
Golub (Leukaemia) 100(13) 95.89 98.75 97.14 89.46 95.89 95.89 95.71
Pomeroy (CNS) 81.67(8.2) 70 63.33 61.67 53.33 63.33 58.33 66.67
Alizadeh (DLBCL) 100(12) 93.5 91.5 96 85.5 94 91.5 95
Singh (Prostate) 94.85(14) 58.13 55.22 63.3 60.99 69.07 57.2 59.73
Gordon (Lung) 100(14) 100 97.78 98.89 91.17 98.89 100 96.67
Petricoin (Ovarian) 100(8.7) 99.2 93.63 99.6 99.22 99.6 97.65 96.05
Veer (Breast) 80(15) 53.44 51.89 51.67 56.78 48.44 56.67 71.33
IB1 Classifier
Alon (Colon) 88.71(11) 80.95 73.38 80.71 73.57 77.14 79.05 74.29
Golub (Leukaemia) 100(13) 94.46 90.54 94.46 90.54 95.89 93.39 93.04
Pomeroy (CNS) 81.67(8.2) 63.33 48.33 50 58.33 50 53.33 58.33
Alizadeh (DLBCL) 100(12) 96 76 93.5 81.5 91.5 93.5 93.5
Singh (Prostate) 94.12(14) 87.47 79.89 78.96 79.89 79.95 83.13 87.42
Gordon (Lung) 100(14) 98.89 95 99.44 92.78 99.44 98.89 97.81
Petricoin (Ovarian) 100(8.7) 100 94.46 100 99.6 99.2 97.26 98.82
Veer (Breast) 77.89(15) 71.89 60.22 63.78 61.67 67.78 71.89 69
3.8 Conclusion
We proposed a new fast filter-based feature selection algorithm called Fast
Relevance-Redundancy Dominance, FRRD, which has similar advantages to
RRD (in the last chapter) over existing methods, except that the user needs
to decide how many features to retain. In experiments on microarray data,
FRRD outperforms the results of published methods, while being competitive
with their stability scores, and has been shown to be a very scalable filter tech-
nique.
We showed our proposed algorithm, FRRD, works very well by rapidly reducing
the number of features in the first part of the algorithm, making it very suitable
to high dimensional data, with the second part of the algorithm ensuring none
of the retained features are dominated by another feature. FRRD shows us that
the dominance idea can be adapted for high dimensional data, in the case of
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this chapter microarray data, and maintain classification accuracy by selecting
relevant features. The results of this chapter displays how FRRD helps the clas-
sifiers to correctly identify cancerous genes which has huge benefits to society
and cancer research. It should also be noted that FRRD is not restricted to a
particular research area, rather it should be used as part of the pre-processing
pipeline, and would work similarly using other high dimensional datasets.
Although being a highly scalable, and accurate, feature selection method, FRRD’s
main shortcoming is the requirement of a user-defined number of dominant fea-
tures to retain in step 1 of the algorithm. The threshold-free element of RRD
(see Section 2.5.2) from chapter 2 was a nice novel idea, and we propose a fi-
nal extension of our feature selection methods, improved Relevance-Redundancy
Dominance with Dominant Genetic Algorithm in the next chapter, Chapter 4. A
lot of related work in this area, and in feature selection in general, shows that
using a genetic algorithm (GA) for feature selection can help the classifier to
have better accuracy, and also be more efficient by selecting less features. We
will take the scalability of FRRD, the dominance idea of RRD to select a small
subset of the data, in an unsupervised manner, which will then be further re-
duced in a tournament-style genetic algorithm.




IRRD-GA: Gene selection for
microarray data using a hybrid
dominance optimization
4.1 Motivation
In this final chapter on filter feature selection using dominance, we continue
using microarray data. Cancer is one of the leading causes of death worldwide,
affecting most families, and this work focuses on selecting a minimum opti-
mal number of genes, which can lead to a great improvement in the classifica-
tion accuracy of detecting cancer samples. Our proposed algorithm, improved
Relevance-Redundancy Dominance with a Genetic Algorithm (iRRD-GA), uses
an improved version of RRD (see Section 2.5.2) which was a univariate filter
feature selection method. Based on dominance between both feature-to-feature
and feature-to-target, this method reduces the dataset by removing dominated,
irrelevant and redundant features. It selects a subset of features automatically,
which are then further reduced by finding relationships between the subset of
features using a dominant tournament style genetic algorithm (GA) where the
dominant chromosomes are selected. This part of the feature selection is a
wrapper, which due to iRRD selecting a small subset of features, can be im-
plement efficiently. We demonstrate the effectiveness of iRRD paired with GA
by analysing 24 microarray datasets, and achieving state-of-the-art results. We
further experiment using 10 different and distinct classifiers, including Logistic
regression, Ada-boost trees and multi-layer perceptron, which we believe have
59
4. IRRD-GA: GENE SELECTION FOR
MICROARRAY DATA USING A HYBRID
DOMINANCE OPTIMIZATION 4.2 Introduction
not yet been fully researched in this area, both for the fitness function of the
GA, and test classification accuracy. Our results show that once iRRD-GA selects
a good subset of relevant informative genes, the selection of classifier becomes
less important, as there is little variance between the results of the analysed
classifiers. The experimental results are compared and contrasted with related
work with similar cross-validation designs for a fair comparison.
4.2 Introduction
In 2018 there was about 17 million new cases of cancer worldwide, and about
9.6 million deaths from cancer. These statistics are startling, and any research
that can help reduce these will be significant. In recent years, advancements
in the technology biology scientists use to analyse DNA samples have improved
greatly. The ability to search through thousands of gene expressions simultane-
ously helps to assist researchers in the detection of cancer tumours, or in the
area of machine learning, accurately predict classes in a classification problem.
A standard machine learning approach involves training a classifier to extract
important information and patterns from the training data, which is then used
to infer this information on a test set, hopefully, accurately classifying the un-
seen samples in their true categories. The characteristics of microarray data
is such that it suffers from a well-known problem called "curse of dimension-
ality" [Bel55], which refers to when the dataset has too many features. One
potential issue that this can cause is when there are significantly less samples
than there are features, like in the case of microarray data which is usually
several orders of magnitude lower, there is a higher risk of massively overfit-
ting a prediction model, hence, generally resulting in a terrible out of sample
performance.
Feature selection is commonly used in classification problems. It helps not only
to reduce the complexity of the task, but also often ensures a better classification
accuracy, by identifying the features most relevant and non-redundant to the
target. In microarray analysis, feature selection is more commonly referred to
as gene selection. The feature selection task can be defined as: given a dataset
with features F = {f1, ...., fn−1, fn}, retain a subset F ′ ⊆ F that results in best
classification accuracy function Θ : Γ→ G such that
F ′ = argmaxG⊂Γ{Θ(G)} (4.1)
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Figure 4.1: This is an example of a model underfitting and overfitting the data,
and also shows a good fit of the data.
where Γ is the search space of all possible feature combinations of F and G a
subset of Γ [TJGNA08]. The main reasons F ′ results in the best out of sample
performance is that it reduces the possibility of overfitting on unseen data and it
also reduces the complexity of the model. On high dimensional data an impor-
tant part of pre-processing is finding a good selection of features, and as seen
in Figure 4.1, getting the balance of just the right features can have a dramatic
impact on the models out of sample predictions. If not enough informative
features are selected the model will underfit, while if too many features are re-
tained the model can overfit as some of the retained features can contain noise
within them. The graph on the right of Figure 4.1 shows when a good subset
F ′ is selected, it can help the model to improve it’s predictive power. Although
there are a large number of proposed methods, selecting the minimum optimal
subset of genes for accurate classification still remains a challenging NP-Hard
problem [NF77]. It has been shown that using naturally inspired evolutionary
algorithms, based on Charles Darwin’s evolutionary theory, can reduce the com-
plexity of solving the problem. Using a filter feature selection, as our proposed
method iRRD focuses on, decreases the task significantly to begin with.
Due to the large number of features the most popular method for gene selec-
tion is the filter method. A key difference that defines a filter method is that
it does not use a learning model in the selection of features, instead relies on
the statistical properties of the data. A filter method can be either uni-variate
or multivariate [LRvVW06]. The univariate way calculates the correlation of
each individual gene with respect to the target, and then ranks them most cor-
related to least. A predefined number of number of features are then selected,
becoming the new subset representing the dataset. Usual determining crite-
ria for the correlation are either mutual information, information gain and F-
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score [CHYW09]. The main advantages of univariate methods are that they are
fast, simple and efficient, but a drawback to them is they can have lower clas-
sification accuracy. This can be caused by not taking the relationship between
selected features into account, hence the possibility of retaining highly corre-
lated features. The multivariate filter method, however, overcomes the issue
of multi-collinearity by taking into account the correlation between features. It
sacrifices slight efficiency for a better classification accuracy, and regularly used
examples in this area are mRMR [PLD05b] and FCBF [YL03b]. Some work have
used an ensemble of filter methods to further improve their performance [SPB-
CAB16], [BCSMAB14a].
The next feature selection method is the wrapper method [JKP94]. This ap-
proach general achieves better prediction results compared to filter approaches,
as it not only takes into account the relationship between features, similar to the
multivariate filter method, but also uses a classifier to evaluate the selected sub-
set of features. Different subsets are determined iteratively, with the ultimate
aim of finally retaining the optimal subset. A wrapper approach can use either a
greedy or stochastic search pattern. The greedy search pattern adds or removes
individual features depending if it is step forward or step backwards feature
selection. The main pitfall of this type of search is that it can easily get stuck in
a local optimum. Whereas a stochastic search randomly select subsets, uses a
classifier to evaluate their fitness, and then based on these results generate new,
generally better, subsets, finally ending with an optimal subset. Probably one
of the most popular stochastic search methods are the genetic algorithms (GA)
[ [SK07] [LCL+05]], but others that have shown promise in this and various
research areas include particle swarm optimization (PSO) [ [LWT08] [SM12]]
and ant colony optimization (ACO) [ [TNRM15] [YGL+09]]. Although, wrap-
per methods generally achieve greater classification results, due to the high
dimensionality of microarray datasets the classification problem can be consid-
ered too computational expensive.
The final feature selection method is the embedded method. This method uses
a classifier similar to the wrapper methods, but can learn which features can
be best attributed to having a positive effect on the classifiers accuracy. This
can be associated with the classifier having a greater impact on which features
are selected. Random forest is an example of such an algorithm, but more
commonly used in this area is support vector machine using recursive feature
elimination (SVM-RFE) [MR09]. Again, same as the wrapper methods, the
high dimensionality of the data makes this method extremely computationally
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expensive.
Some research combines the idea of both the filter and wrapper methods to gain
the best values out for both. These methods are sometimes called hybrid ap-
proaches, and this work follows along these lines [MDI05], [Jin14] and [AG13].
One of the best advantages of the filter method is its efficiency, while this is one
of the main pitfalls in the wrapper methods. If a filter approach can be used to
select a good small subset of relevant features, this would help to significantly
reduce the computational complexity of the problem for the wrapper method.
And since the wrapper method generally achieves better accuracy then the fil-
ter method, it can be used to determine the final optimal subset for the clas-
sification task. Stochastic search techniques have been shown to be a strong
approach in this area, but possibly more important is the subset selected by the
filter method, as this will be the only features in the exploratory search space.
In this research, we will adopt the hybrid approach to select the minimum op-
timal subset of genes to perform state-of-the-art classification accuracy. For the
wrapper part we will use a genetic algorithm, which can be compared to various
related work, but will introduce a novel filter method called improved Relevance-
Redundancy Dominance (iRRD). Unlike other filter methods, RRD automatically
selects the optimal number of features to retain. Extensive experiments, us-
ing both binary and multi-class datasets, were carried out under varies cross-
validation methods showing the performance and robustness of our proposed
filter technique.
The main contributions of this chapter are as follows. We introduce a novel
approach for selecting an optimal minimum subset of genes, which can be used
by a genetic algorithm to achieve state-of-the-art results in this area. The exper-
iments use both binary and multi-class datasets, thus showing the robustness of
our proposed method. Finally, as far as we know this is the first to demonstrate
the effectiveness of using feature dominance to select a good subset of genes to
be used in a genetic algorithm.
This rest of this chapter is organised as follows, Section 4.3 discusses the re-
lated work on gene selection in microarray data. The datasets descriptions and
classifiers used are given in Section 4.4, while we explain our proposed method
in Section 4.5. The results are given in Section 4.6, as well as their evaluation
and discussions. Finally, we conclude in Section 4.7.
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4.3 Related Work
[BCSMAB15] presented a novel approach to perform feature selection, which
involved a distributed method. Although the distributed part is unrelated to
our proposed method, they also use various statistical and information theory
based algorithms to select the subset of features within each partition and then
combined them into a set of joint features as the final optimal subset. To im-
prove the performance of their proposed method, they created the partitions
using randomly selected features and using similarly ranked features. By using
features that were similar, there would be a greater chance of them being re-
moved during the implementation of the filter algorithm. The authors used the
same microarray datasets and also classifiers as this work, and therefore their
results can be compared to the results in this chapter. [VJR+19] follow a similar
hybrid method, and showed how well an information theory correlation can be
used in both ranking and filtering of genes, which we agree with.
[TDE18] compared 2 feature selection Strategies Recursive Feature Elimination
(RFE) and Randomized Logistic Regression (RLR) using seven different classi-
fiers including SVM, KNN, Ada-boost and Gradient Boosting Machines (GBM).
Both feature selection methods required a predefined number of features to re-
tain, which was set at 50. This could be considered a drawback to the feature
selection methods, which, we will show, our proposed algorithm overcomes.
Turgut’s work will be a good comparison as they use a range of different classi-
fiers, albeit, only on the breast cancer dataset. We use a similar cross-validation
method, along with the same classifiers, and hence both works can be directly
compared.
[MM16] uses a hybrid feature selection strategy, first rank the features by com-
bining their Bayesian logistic regression, T-tests and Fisher methods results.
Then, selecting the n top ranked features to be the subset which the PSO al-
gorithm paired with discriminant independent component analysis (dICA) ex-
tracts a set number of important features. In this method, the n number of
features from the filter method must be defined, along with the number of
features to be extract using PSO-dICA. Although the wrapper version of this
hybrid method differs from ours, we can still compare the results on the same
experimental design and datasets, showing out proposed method automatically
selects an initial better subset using iRRD. This in turn helps us to achieve a
more accurate performance.
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[LCY+17] opts to use mutual information maximization (MIM) as the filter
feature selection technique, and an adaptive genetic algorithm (AGA) as the
wrapper part of their hybrid method. We compare our results to the authors’
and show that iRRD selects less features, but which are more informative as
out results achieve better accuracy using SVM as the classifier, but also when
compared with the other classifiers used by the author.
[DPHC18] demonstrates how a randomized wrapper can effectively select a
"good" subset of features. In comparison to our work, they use a Pareto optimal
based multi-objective genetic algorithm (PMOGA), but in contrast, they do not
use a filter features selection to reduce the size of the set of features the GA can
choose from. This increases the complexity of the problem, and hence we be-
lieve our proposed method is more efficient. They use a single classifier, radial
basis function SVM, to measure the performance of their proposed method on
6 popular microarray datasets using a 10-fold validation technique. We set up
the same experimental design, with the resulting analysis below.
[LLCK11] presented a novel adaptive GA evaluated using a KNN classifier to
select genes and perform classification. The adaptive GA involved adapting the
probability of the crossover and mutation, along with an elite strategy. The
method was tested on the Colon dataset and showed to be promising, both in
accuracy and efficiency, reinforcing using a GA for final gene selection.
[GBS+19] used a ranking of genes method followed by a genetic algorithm.
The novel idea in their method is that the search space of the ranked genes
decreased as the GA reached an optimum solution. The authors used SVM,
KNN and MLP classifiers to evaluate the robustness of their proposed method
on 5 binary and 2 multi-class microarray datasets. Apolloni et al, Zhang et al
and Bonilla et al all also used a ranker filter feature selection before a type
of GA on a range of datasets, and using various classifiers. All confirmed the
effectiveness of the approach, reporting very competitive results.
[ABA15b,ABA15a] designed a Genetic Bee Colony (GBC), which is a variation
of an ABC, using mRMR as a pre-processing step to eliminate noisy and redun-
dant genes. GBC was compared to mRMR with an evolutionary algorithm, ABC
without mRMR and mRMR with ABC. Again, their research illustrated that the
use of a filter method to reduce the problem complexity followed by a evolu-
tionary algorithm achieved the best subset of genes resulting in state-of-the-art
accuracy.
Parameter Reduction in Deep Learning and
Classification
65 David Browne
4. IRRD-GA: GENE SELECTION FOR
MICROARRAY DATA USING A HYBRID
DOMINANCE OPTIMIZATION 4.4 Classifiers and Datasets
More research work which employed a hybrid approach, showing that combin-
ing both a filter feature selection method for model efficiency with a random-
ized wrapper method for improved performance, include [HDH06], [SANA12],
[YCY+10]. Others evaluated stand-only evolutionary algorithms, including [TJGNA08]
who compared PSO to GA, and concluded the GA approach obtained better best
solutions.
4.4 Classifiers and Datasets
4.4.1 Microarray Datasets
Table 4.1 gives a description of the 24 microarray datasets used in this research.
The name of the dataset is followed by the number of classes, samples and
genes/features. We also show the year of the dataset along with its original
reference. To show the range of difficulty between the datasets, we show the
number of samples within each class and its corresponding maximum imbal-
ance ratio; the ratio between the class with the most samples and the class with
the least samples. The number of classes is shown which defines the classifica-
tion problem into either binary or multi-class. There were 18 binary datasets
and 6 multi-class datasets, with the number of targets ranging from 3− 5. The
number of genes in a dataset ranges from 2000− 24481, and the number of in-
stances range from 47− 253, giving microarray data the rare property of having
high-dimensionality with a very limited number of samples. This property is
one of the main reasons microarray classification is a challenging task. Another
reason is the imbalance ratio in some of the datasets, such as Lung4 where it is
as high as 23 : 1, but even an imbalance of anything over 3 : 1 can be difficult
(11 of the datasets have an imbalance greater than that).
4.4.2 Classifiers
An extensive range of experiments were carried out in this research work on mi-
croarray data, which involved 10 different by widely used classifiers. They use
quite distinctive methods of classification, some considered to be more pow-
erful than others, and some are a lot more efficient than others. Our results
show that if the right subset of features are retained, then the job of the clas-
sifier is simplified and the classification accuracy across different classifiers are
very similar. We use 3 tree-based classifiers; decision tree (DT), random forest
(RF) and adaptive boosting (ada-boost) trees (ADA), (1, 3 & 5)-k nearest neigh-
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Table 4.1: A description of the microarray datasets used in this research work.
Dataset #Classes #Instances #Features #Instances Imbalance Original
Name per Class Ratio Ref.
Brain 2 85 22283 59;26 2.27 [FCVF+04]
Bone 2 173 12625 137;36 3.81 [TZW+03]
Breast 2 95 24481 51;44 1.16 [VVDVDV+02]
CNS 2 60 7129 39;21 1.86 [PTG+02]
Colon 2 62 2000 40;22 1.82 [ABN+99]
Leukemia1 2 128 12625 95;33 2.88 [CLG+04]
Leukemia2 2 72 7129 47;25 1.88 [GST+99]
Leukemia3 3 72 7129 38;25;9 4.22 [ASS+02]
Leukemia4 4 72 7129 38;21;9;4 9.5 [GST+99]
Leukemia5 2 72 5147 47;25 1.88 [GST+99]
Leukemia6 3 72 12582 28;24;20 1.4 [GST+99]
Lung1 2 96 7129 86;10 8.6 [BKH+02]
Lung2 2 181 12533 150;31 4.84 [GJH+02]
Lung3 2 187 19993 97;90 1.08 [SBS+07]
Lung4 5 203 12600 139;21;20;17;6 23.17 [BRS+01]
Lymphoma1 2 47 4026 24;23 1.04 [AED+00]
Lymphoma2 2 77 7070 58;19 3.05 [SRT+02]
Lymphoma3 2 77 5469 58;19 3.05 [SRT+02]
Ovarian 2 253 15154 162;91 1.78 [PIAH+02]
Prostate1 2 102 10509 52;50 1.04 [SFR+02]
Prostate2 2 102 12600 52;50 1.04 [SFR+02]
Prostate3 2 136 12600 77;59 1.31 [SFR+02]
Prostate4 2 102 12533 52;50 1.04 [SFR+02]
SRBCT 4 83 2308 29;25;18;11 2.64 [KWR+01]
bours (KNN), logistic regression (LR), naive Bayes (NB), support vector ma-
chines (SVM) and multi-layer perceptron (MLP). Classifiers, logistic regression
and SVM, are used for binary classification so in a multi-class task we use the
common approach of One−Vs−All. We give below a brief explanation of ada-
boost trees and MLP, as the other classifiers have been explained (see Sections
2.4.4 and 3.4.2).
• multi-layer perceptron [Ros61] is a deep artificial neural network classi-
fier, made up of many single perceptrons over a number of layers, shown
in Figure 4.2. A perceptron typically takes a vector, x, multiples it by
weights w and adds a bias b, giving an output, y. This can be generalized
for multiple samples as seen in Eqn. 4.2, with an added non-linear acti-
vation function φ. MLP have an arbitrary number of layers between the
input and output layer, all fully-connected. The weights and biases are
adjusted iteratively, in order to minimize the error between the predicted
output and the ground truth. The backward pass of the MLP model us-
ing back-propagation and the calculus chain rule, giving a gradient along
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which the weights and biases are adjust to reduce the error. The gradi-
ent is found through differentiation of the partial derivatives of the error












Figure 4.2: The figure shows a multi-layer perceptron, with n perceptrons per
layer, across 2 hidden layers.
Figure 4.3: Adaptive boosting trees example, showing the boundary it learnt,
through iteration, to separate classes. It trains a sequence of models with aug-
mented sample weights, which helps to generate better parameter values for
individual classifiers based on errors, thus finding a good decision boundary for
generalization.
• Adaptive boosting trees, also known as Ada-boost trees, [FS+96] is an
ensemble boosting classifier, combining multiple classifiers in order to in-
crease accuracy. It is an iterative approach that creates a strong classifier
by combining weaker classifiers, such as decision trees, and adjusting as-
signed weights iteratively. It assigns each sample an initial weight value
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of the multiplicative inverse of the number of samples, and then trains
a decision tree. If the classifier correctly predicts a sample, its weight is
decreased, and vice-versa, if the sample is wrongly classified, its corre-
sponding weight is increased. A new decision tree is trained, giving more
priority to the samples with larger weights. These steps are repeated until
either the classifier predicts all the samples perfectly or that it has reached
a user-defined maximum number of trees to attempt, as shown in Figure
4.3. Ada-boost trees are not susceptible to over-fitting, but are prone to
noise within the data due to that it tries to fit each point perfectly. As
it is an iterative process and needs adjustment of weights assigned to all
points, it is the slowest classifier out of the 10.
4.5 Material and Methods
4.5.1 Experimental Design
The selected dataset is split into the standard training, validation and test sets,
in accordance with the experimental design cross-validation. In microarray
datasets the genes are usually continuous and, as research has shown, per-
formance increases when discretization is carried out which helps smooth out
the fluctuations in parts of the data through binning. Using the training dataset,
we find the best bins for each gene, and then transform both the validation and
test sets. To compare with the literature, we carry out experiments in 3 differ-
ent cross-validation setups, 5-fold, 10-fold and Leave-one-out (LOOCV). In 3, 5
and 10 fold validation, the dataset is divided into relatively equal 3, 5 and 10
parts respectively, with 1 part for the test set, 1 part for the validation and the
remaining sets as the training sets. The order of the selection of the parts are
sequentially looped, so that each part has a turn of being a test, validation and
training set. In LOOCV, each sample in turn, is assigned as the test-set, with a
neighbouring one as the validation set. Therefore, the test set and validation
set only every contain 1 sample, with the rest of the dataset used as the training
set. An example of a k-fold of a 2 class task is shown in Figure 3.4.
4.5.2 Improved Relevance-Redundancy Dominance (iRRD)
In this section, we introduce the proposed iRRD-GA algorithm which efficiently
selects informative genes from the microarray data. By selecting a minimum
number of relevant genes, we obtain an improvement of the classification ac-
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curacy of the classifier, along with improving its robustness due to reducing the
possibility of over-fitting.
The main purpose of iRRD is to reduce the microarray dataset to a small subset
of relevant and informative genes. This greatly helps to decrease the computa-
tional complexity of the genetic algorithm in order to find an optimal minimum
subset of genes. Hence, by applying iRRD before implementing the GA, the
search space is reduced, thus increases the GA ability to find a good solution.
Unlike the original RRD (see Section 2.5.2) and FRRD (see Section 3.5.2, our
proposed improved version iRRD (see Section 4) does not require a user in-
put for a statistic, instead uses 2 defined statistics, Mutual Information I and
Cramer’s φc. For both statistics, iRRD ranks all the features in accordance be-
tween feature and target, sorted by most relevant being ranked top. Then, iRRD
computes the statistic between each remaining feature and the current top fea-
ture, as well as the statistic between each remaining feature and the target,
which is used to calculate β, the dominance ratio.
If the dominance ratio is less than or equal to β, we say it is dominated and
the feature is removed, similar to the definitions stated in Section 3.5.2. It
should be noted that for the results shown in this chapter β is set as 1, but we
carried out a number of experiments to test the impact of varying this value.
For the microarray datasets, evaluated in this chapter, setting β to 1 gave the
best results but having the option to adjust the dominance ratio as a parameter
could help achieve better classification accuracy on other experiments. Once
the current top feature has removed all the features it dominates, it is put into a
retained subset S. The process is repeated for the remaining top features until
none remain.
We show that using 2 distinctive statistics, one based on information theory
and the other on chi-squared, χ̃2, iRRD subsets the high-dimensional dataset
into a small set of statistically un-dominated features. By using these 2 statis-
tics, we get features selected on very different fields of view. Once iRRD has
refined the original dataset into 2 much smaller subsets, it gets the union set
D of both sets S. Unlike FRRD, where the user defined a number of features
to retain, iRRD is an unsupervised approach, and from the results below, not
only very accurate but due to the variance in D because of both statistics, only
requires an extremely small set of features to achieve this accuracy. This subset
D becomes the input of features for our Genetic Algorithm (GA). The time com-
plexity of iRRD is of the order O(n log(n)), where n represents the dimension
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of the dataset.
The main difference between this filter feature selection part of the proposed
approach, iRRD, is that instead of the user selecting which statistic to use, the
algorithm has 2 defined statistics to use. This makes it a dual statistic method
unlike the earlier algorithms RRD and FRRD (see Sections 2.5.2 and 3.5.2).
Also, iRRD has a dominance ratio value which can help to control which fea-
tures are added to the final output subset D, based on how much the feature is
dominated. We believe this helps to add some diversity into the subset, which is
expected to make it generalize better (perform better on unseen test samples).
Unlike FRRD, it does not require the user to select how many features to retain,
and unlike RRD, it uses 2 statistics rather than a single one selected by the user.
Algorithm 4 iRRD Feature Selection Algorithm
1: Set β ← 1.0
2: D ← ∅
3: for all s ∈ [I , φc] do
4: given features F and target t
5: for all f ∈ F do
6: xft ← s(f, t)
7: end for
8: S ← ∅
9: while F 6= ∅ do
10: f̂ ← argmaxf∈Fxft
11: for all f ∈ F \ f̂ do
12: if xft
s(f̂ ,f) ≤ β then
13: F ← F \ f
14: end if
15: end for
16: S ← S ∪ {f̂}
17: end while
18: D ← D ∪ S
19: end for
20: return D
The following bullet points give a line-by-line description of Algorithm 4:
• In line 1 we initialize the dominance ratio β to 1.0, which represents full
domination of a feature.
• Line 2 is where we initialize D as an empty set, which we will fill with the
features selected from both statistics, Mutual Information and Cramer’s
φc.
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• Lines 3 − 19 are a loop which is exited (line 19) when both statistics are
used.
• This loop is the main part of the algorithm, and is where the most relevant
features are determined and stored when analyzed by both statistics.
• In line 4 we define the features F and the target t from the dataset.
• Lines 5− 7 are a loop which is exited (line 7) when the all the features of
the dataset have been analyzed.
• The purpose of this loop is to calculate both of the statistical values be-
tween each feature and the target, each statistic is calculated in turn.
• Line 8 is where we initialize S as an empty set, which we will fill with the
selected features form both statistics.
• Lines 9 − 17 are a loop which is exited (line 17) when the set of features
F becomes a null set.
• This loop selects the important features, and removes groups of the dom-
inated features.
• Line 10 selects the feature (f̂) which has the greatest relevance, with re-
spect to the target.
• Lines 11− 15 are a loop which is exited (line 15) when all the features of
the set F have been analyzed, excluding the current most relevant feature.
• This loop removes the features which are dominated, with respect to the
dominance ratio.
• Lines 12−14 are an if condition; this checks the ratio between the statisti-
cal value of the remaining features and current most relevant feature, and
the statistical value between the remaining features and the target. If the
ratio is less than or equal to the dominance ratio β, the feature is deemed
to be dominated and is removed.
• In line 16 we insert the current most relevant feature (f̂) into the pre-
initialized set S.
• Line 18 is where the new set of features S is unified with the pre-initialized
set D.
• Line 20 ends the algorithm and returns the selected set of feature D.
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4.5.3 Genetic Algorithm (GA)
Genetic algorithms are stochastic search methods based on biological natural
selection evolution. We first explain 3 parts of the algorithm:
• Selection: By randomly picking 2 parent solutions, and selecting the most
dominant one based on their fitness, ensures their good genes are passed
to the next generation. This is repeated for the second parent. Hence,
parents with a good fitness are more likely to be selected for breeding.
• Crossover: Crossover is an operation which splits 2 parent solutions and,
by selecting one part from each parent, create 2 new child solutions. We
perform one-point crossover, which allows combination information to
pass from parent solution to child solution, thus retaining possible ’good’
gene sequence.
• Mutation: Like in evolution, mutation can occur in particular new child
solutions, and happens with a low random probability. The mutation flips
genes to their current state opposite, which is important to maintain di-
versity within the population, allowing us to explore further feature space.
This idea helps to prevent early convergence to a local optimum.
Our Genetic Algorithm (GA) initially creates a random population of size, three
times the length of the chromosome (which is the size of the subset D selected
by iRRD). Each chromosome is then evaluated, and assigned a fitness, using
the classifier. The best fitness is recorded, along with the genes that achieved
this result. A new evolved population is created from this older population,
which then becomes extinct. The new population is the same size as the old
one, and uses the individuals within the old population to create this evolved
population. By randomly picking 2 pairs of parents, and then selecting the dom-
inant parent in each pair, we end up with 2 good parent chromosomes. These
2 parents breed through one-point crossover creating 2 child chromosomes. By
selecting the dominant parents each time, we ensure good gene sequences are
passed onto the next generation, but by selecting the pairs randomly, it gives all
chromosomes a chance to breed. We also use mutation as a technique to add
random noise, which allows GA to explore a wider search space, hence helping
to prevent GA getting stuck at a local optimum. Since we are not only interested
in best performance, but also by obtaining it through the minimum number of
relevant genes, we track also the number of genes associated with the best fit-
ness. If we equal the best fitness, we next check if a reduced number of genes
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were required, and if so update as best solution. The pseudocode for GA is
shown in Algorithm 5 and a diagram of it in Figure 4.4. The time complexity of
GA is of the order O(gnm), where g is the number of generations, n being the
population size and m the individual size. Combining the time complexity of
GA and iRRD we get an overall time complexity of the order O(n log(n) + gnm)
Figure 4.4: A diagram showing the flow of the proposed Genetic Algorithm.
4.6 Results
To compare the robustness of iRRD-GA, we run experiments using 4 different
types of cross-validation; 3-fold, 5-fold, 10-fold and leave-one-out. This also
help use to fairly compare and contrast with related work results, as much work
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Algorithm 5 The pseudocode for the proposed Genetic Algorithm.
N ← population size
P ← create parent population by randomly creating N individuals
While termination condition notmet
C ← create empty child population
While |C| < N
parent1← randomly select individual
parent2← randomly select individual
parentX← winner(parent1, parent2)
parent3← randomly select individual
parent4← randomly select individual
parentY← winner(parent3, parent4)
child1, child2← crossover(parentX, parentY)
mutate(child1) & mutate(child2)
evaluate(child1) & evaluate(child2) for fitness




in this area uses one of these cross-validation setups. We also experiment on a
large range of different and distinct microarray datasets, which the 24 datasets
are described in Table 4.1. Much work has been carried out on microarray data,
and various authors have shown results using a range of classifiers. Our work,
will not only show results using 10 different classifiers (explained in Section
4.4.2), but our overall results show that if the right subset of informative fea-
tures (genes) are selected then there is no significant difference between which
classifier is used for the prediction. To show the impact iRRD-GA has on the
model prediction, we compare each classifier accuracy, using no feature selec-
tion (which is the baseline), using only the features selected by step 1 in the
algorithm iRRD and finally the features of our proposed approach iRRD-GA.
As can be seen in Table 4.2, some models overfitted on the full dataset badly
(the large number of features in the datasets causing the classifiers not to gen-
eralize on out-of-sample data well, see Section 4.2); the 3 KNN methods on
the breast dataset, while on the Leukemia1, Ovarian, SRBCT, Lung1 and Lung2
datasets a few of the classifiers were able to accurately classify all the test sam-
ples. The average result of the classifiers shows us that using the full dataset
changes the prediction accuracy each classifier. Using a KNN or a Naive Bayes
classifiers, only averages about 80%, while a random forest or logistic regres-
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sion model can help score about 92% accuracy. The logistic regression model is
rarely seen in the research area, but shows it is the overall most robust classi-
fier on these set of experiments using the datasets described in Section 4.4.1.
The 3-fold cross-validation results on the features selected by iRRD, Table 4.3,
shows that the initial step of iRRD-GA has increased classification accuracy on
some datasets, while decreasing it on others. Specifically, the weaker algo-
rithms; Naive Bayes and KNN have had a 4% − 5% boost in accuracy and
logistic regression and random forest decreased by about 2%. The average ac-
curacy between all 10 classifiers has grouped closer together, with only a 5%
difference compared previously being approximately 12%. It should be remem-
bered that, to help to give the Genetic Algorithm (GA) more of a variant search
space, we used 2 quite different statistics to choose the subset for iRRD, Mutual
Information and Cramer’s φ, the former based on information theory and the
latter using chi-squared, χ̃2. This approach resulted in a combination of unique
features from 2 different points of view of the data. This meant that, although
we selected a reasonably small subset of relevant features on average about 25,
due to the unification of both sets of features selected by the pair of statistics
the subset could contain feature correlations or dominated features. Hence, this
can cause a prediction reduction but, as well documented, with a significantly
reduced number of features classification models generalize better. The final
set of results for 3-fold cross-validation, Table 4.4, shows that the informative
subset of features iRRD-GA selected were able to achieve state-of-the-art results
across all datasets using all classifiers, and in a lot of cases scoring with 100% ac-
curacy. Our proposed method, iRRD-GA, accomplished this using an extremely
small subset of features, on average 4.5 across the classifiers. It can also be seen
that the average accuracy across classifiers has very little variance, about 1%,
which can indicate that once a good subset of features are selected as the input
for a classifier, the classifier used is almost irrelevant. This is clearly seen where
a simple KNN-1 model scores 96.53% using 3.95 features, while more compli-
cated and computationally more expensive model — namely ada-boost tree,
random forest and support vector machine — have slightly worse prediction
accuracies while selecting slightly more features. A multi-layer perceptron only
scores 0.05% better than the KNN model, but is vastly more complex, and hard
for explainability. When we compare our work with the current state-of-the-art,
using the same experimental design (Table 4.5), we see iRRD-GA has a better
prediction accuracy on 8 out of the 12 results. In some experiments only scoring
slightly better, while in other experiments having nearly 26% better classifica-
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tion accuracy. Out of the 4 experiments in which iRRD-GA was beaten, 2 of
them we had the same accuracy, but used 0.3 and 0.7 more features than the
related work. Another related work had a 0.48% better accuracy, which is in-
significant, but one surprise result was the Breast dataset, on which we were
beaten by 13.68%, albeit using an average of 11.7 less features. Overall, on a 3-
fold cross-validation design, our proposed method, iRRD-GA, can be considered
a state-of-the-art hybrid feature selection approach. A full table of the related
work results using 3-fold cross-validation can be found in the appendix (Tables
A.1 and A.2).
Table 4.2: The accuracy results of the 24 microarray dataset, using 11 classifiers,
and performed under 3-fold cross-validation design. These are the baseline
results using no feature selection, hence all features are selected.
Dataset LR DT NB KNN-1 KNN-3 KNN-5 SVM MLP RF ADA
Bone 82.08 78.6 72.24 72.84 79.19 79.2 79.19 79.19 79.76 79.78
Brain 90.6 88.26 81.12 85.88 83.58 84.81 89.41 88.26 92.94 92.9
Breast 72.75 69.62 67.41 52.62 57.9 56.72 63.31 70.6 76.92 75.84
CNS 71.67 63.33 58.33 55.0 60.0 56.67 70.0 65.0 70.0 70.0
Colon 85.56 77.46 80.63 68.02 62.94 66.03 79.05 83.89 80.79 80.71
Leukemia1 100.0 100.0 95.35 94.48 96.11 95.31 100.0 98.45 100.0 99.22
Leukemia2 98.61 91.67 86.11 86.11 84.72 84.72 97.22 90.28 94.44 93.06
Leukemia3 97.22 93.06 88.89 80.56 83.33 79.17 93.06 84.72 97.22 94.44
Leukemia4 94.5 81.93 84.76 77.93 81.93 74.92 91.77 79.08 91.71 88.93
Leukemia5 98.61 93.06 98.61 88.89 87.5 88.89 97.22 98.61 94.44 91.67
Leukemia6 98.61 87.5 90.28 79.17 81.94 79.17 94.44 93.06 95.83 86.11
Lung1 100.0 100.0 98.96 100.0 98.96 100.0 100.0 100.0 98.96 100.0
Lung2 98.89 96.13 99.44 95.03 93.37 92.26 98.89 100.0 98.89 98.89
Lung3 79.66 70.59 62.57 62.02 64.68 65.76 72.7 67.92 77.0 74.36
Lung4 96.55 93.58 94.1 93.6 92.61 90.14 94.59 94.57 94.59 92.15
Lymphoma1 91.67 91.53 63.75 59.58 63.47 67.78 85.14 91.53 93.61 85.0
Lymphoma2 98.67 90.87 77.85 77.95 80.51 85.69 96.05 85.79 92.26 91.03
Lymphoma3 97.38 90.97 79.33 75.23 81.74 82.97 96.05 88.41 93.49 97.38
Ovarian 100.0 97.23 87.37 92.1 91.71 93.29 99.6 95.26 98.02 98.02
Prostate1 95.1 87.25 60.78 82.35 81.37 79.41 93.14 83.33 94.12 91.18
Prostate2 95.1 85.29 60.78 69.61 80.39 80.39 93.14 76.47 94.12 93.14
Prostate3 91.95 85.3 55.14 73.51 80.89 83.09 89.76 79.37 92.64 94.14
Prostate4 94.12 81.37 61.76 79.41 77.45 80.39 92.16 73.53 92.16 93.14
SRBCT 100.0 89.24 100.0 90.3 92.77 92.72 100.0 96.43 100.0 93.96
Average 92.89 86.83 79.4 78.84 80.79 80.81 90.25 85.99 91.41 89.79
As can be seen in Table 4.6, for the 5-fold cross-validation with no feature selec-
tion, the results follow the same pattern as 3-fold design. Naive Bayes and KNN
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Table 4.3: The accuracy results of the 24 microarray dataset, using 11 classifiers,
and performed under 3-fold cross-validation design. The classification results
are from the features selected, from step 1 of the algorithm, iRRD, and the
number of features selected are given in the table.
Dataset #Feats LR DT NB KNN-1 KNN-3 KNN-5 SVM MLP RF ADA
Bone 25.7 78.01 75.14 72.8 75.69 73.38 75.69 79.18 82.07 76.84 74.56
Brain 27.7 82.39 83.46 78.78 83.54 80.01 81.2 88.22 89.45 89.41 89.41
Breast 28 70.5 66.33 63.21 67.34 66.33 64.18 73.66 70.53 70.5 68.48
CNS 24 66.67 56.67 50.0 60.0 55.0 53.33 63.33 71.67 61.67 55.0
Colon 19 85.4 71.11 82.14 77.54 69.29 69.21 80.63 87.06 75.87 77.46
Leukemia1 25.3 100.0 100.0 100.0 99.22 99.22 99.22 100.0 100.0 100.0 99.22
Leukemia2 23.7 91.67 90.28 91.67 90.28 91.67 88.89 90.28 95.83 93.06 88.89
Leukemia3 26.3 97.22 94.44 94.44 91.67 94.44 91.67 94.44 97.22 95.83 94.44
Leukemia4 28.3 94.38 86.16 93.05 92.99 90.26 87.54 88.81 88.87 90.32 79.26
Leukemia5 23 94.44 90.28 90.28 90.28 91.67 90.28 91.67 95.83 90.28 91.67
Leukemia6 28.3 91.67 88.89 95.83 88.89 84.72 84.72 90.28 91.67 97.22 87.5
Lung1 24 100.0 97.92 98.96 98.96 98.96 98.96 100.0 98.96 98.96 97.92
Lung2 26 98.89 97.24 98.89 97.23 97.79 97.8 99.44 100.0 98.33 98.89
Lung3 27 69.53 68.95 64.7 57.77 65.22 68.45 70.58 68.44 70.03 63.63
Lung4 25 90.15 87.69 89.67 91.12 91.62 92.12 89.66 88.18 89.66 87.19
Lymphoma1 26 85.14 87.36 72.08 76.39 68.06 70.28 80.83 89.31 87.22 87.36
Lymphoma2 23.3 84.41 86.97 84.41 81.79 81.85 85.64 84.36 89.59 89.64 85.74
Lymphoma3 23.3 85.64 85.59 84.36 83.03 81.79 86.92 96.0 86.92 88.31 89.59
Ovarian 25.3 98.81 97.23 96.43 96.43 97.62 97.62 98.81 98.02 97.22 96.83
Prostate1 25.3 90.2 85.29 81.37 87.25 87.25 86.27 94.12 89.22 89.22 91.18
Prostate2 25.3 89.22 81.37 85.29 73.53 79.41 79.41 88.24 83.33 87.25 89.22
Prostate3 25.7 90.42 92.67 60.24 81.58 85.28 84.54 88.94 88.97 94.12 88.95
Prostate4 25.3 93.14 87.25 90.2 83.33 87.25 87.25 93.14 90.2 88.24 90.2
SRBCT 23 100.0 90.34 97.58 95.19 97.62 97.62 98.81 98.77 96.38 89.11
Average 25.16 88.66 85.36 84.02 84.21 83.99 84.12 88.48 89.17 88.15 85.9
models having the least predictive power, while once again logistic regression
tops the accuracy results, with random forest, SVM and ada-boost trees close
behind. Looking at the average classification across the classifiers, we see that
there is a variance of 13%, showing when using the full high-dimension dataset
the classifier selection is very important having a significant effect on the out-
come. The 5-fold cross-validation results on the features selected by iRRD, Table
4.7, again are similar to the 3-fold setup, with the most accurate classifiers tak-
ing a small decrease in accuracy due to the refined subset of features, while the
weaker classifiers improving in accuracy. The average accuracy between the
10 classifiers, on all the datasets, has less of a range of accuracies compared
to when no feature selection is used, having only a 5% difference. Because
of this closer cluster of results, due to less features being used for prediction,
the classifiers are able to more accurately classify unseen test samples. Look-
Parameter Reduction in Deep Learning and
Classification
78 David Browne
4. IRRD-GA: GENE SELECTION FOR
MICROARRAY DATA USING A HYBRID

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Parameter Reduction in Deep Learning and
Classification
79 David Browne
4. IRRD-GA: GENE SELECTION FOR
MICROARRAY DATA USING A HYBRID
DOMINANCE OPTIMIZATION 4.6 Results
Table 4.5: Comparison of the current State-of-the-art results and iRRD-GA using
3-fold cross-validation (best results shown in bold).
Related Work iRRD-GA
Dataset Reference #Features Accuracy Year #Features Accuracy
Breast [BCSMAB15] 18 100 2016 6.3 86.32
CNS [SPBCAB16] 5 75.00 2016 2.3 90.0
Colon [SPBCAB16] 25 85.00 2016 3.7 95.24
Leukemia2 [KSM15] 3 95.89 2015 3.3 100
Leukemia6 [SIM11] 4 100 2011 3.7 100
Lung2 [SPBCAB16] 5 99.33 2016 1.7 100
Lung4 [TNRM15] 20 85.72 2016 10 99.01
Lymphoma1 [SPBCAB16] 5 93.33 2016 3 100
Ovarian [SPBCAB16] 2 100 2016 2.7 100
Prostate1 [TNRM15] 20 73.15 2016 4.7 99.02
Prostate3 [SIM11] 4 100 2011 4.7 98.52
SRBCT [SIM11] 4 100 2011 4 100
ing at the results for iRRD-GA, Table 4.8, once again we see that our method
achieves state-of-the-art results, in some cases being less than 2% off having
a perfect prediction. On average iRDD-GA only uses 3.5 features to score this
classification, hence it is not only accurate but also efficient. These results show
that iRRD-GA creates robust classifiers, with the weakest classifier achieving
95.98% and the best achieving 98.37%, a variance of only 2.5%. A comparison
between the current state-of-the-art and our approach, using the same experi-
mental setup (Table 4.9), we see iRRD-GA has a better prediction accuracy on
17 out of the 18 results. On the Lung3 dataset, iRRD-GA has nearly 18% better
classification accuracy. On over half of the datasets, iRRD-GA selects less than
2.5, and on the Lung3 dataset it requires 10.4 features to confidently beats the
current state-of-the-art. On the ovarian dataset, iRRD-GA was beaten by 0.39%
accuracy, but where [BCSMAB+14c] used 31 features, our approach only used
2.2 features. A full table of the related work results using 5-fold cross-validation
can be found in the appendix (Table A.3).
On the 10-fold experimental design, the baseline results using no feature se-
lection, Table 4.10 shows the Naive Bayes model generalizes worst on the full
dataset, with the KNN models only doing 2% − 3% better. Once again, the
lesser used classifier logistic regression has the best classification accuracy with
94.43% outperforming the 4 computationally, very expensive classifiers multi-
layer perceptron, SVM, random forest and ada-boost tree. Table 4.11 shows
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Table 4.6: The accuracy results of the 24 microarray dataset, using 11 classifiers,
and performed under 5-fold cross-validation design. These are the baseline
results using no feature selection, hence all features are selected.
Dataset LR DT NB KNN-1 KNN-3 KNN-5 SVM MLP RF ADA
Bone 83.8 76.91 75.14 75.75 78.62 79.21 81.48 79.19 81.51 80.35
Brain 92.94 83.53 81.18 91.76 81.18 85.88 91.76 92.94 91.76 90.59
Breast 80.0 64.21 69.47 55.79 54.74 53.68 67.37 72.63 76.84 71.58
CNS 80.0 60.0 61.67 50.0 63.33 60.0 71.67 75.0 76.67 73.33
Colon 90.51 80.77 85.64 77.44 71.03 72.56 84.1 90.64 88.85 85.64
Leukemia1 100.0 100.0 94.49 94.46 92.12 95.32 100.0 97.63 100.0 99.2
Leukemia2 98.57 90.29 90.0 87.62 86.19 87.52 98.57 98.57 93.05 93.05
Leukemia3 98.46 92.0 95.38 81.55 84.21 78.67 96.92 97.13 95.79 94.46
Leukemia4 92.95 93.05 86.1 84.57 78.95 78.95 91.52 81.9 91.62 91.62
Leukemia5 98.57 90.1 95.9 84.76 88.76 88.67 98.57 98.57 95.71 91.43
Leukemia6 98.67 91.79 93.24 88.0 84.0 88.0 96.0 91.79 97.13 97.13
Lung1 100.0 100.0 99.0 98.95 99.0 100.0 100.0 100.0 100.0 100.0
Lung2 98.9 97.24 99.44 96.7 93.38 92.84 98.9 99.44 99.44 98.36
Lung3 77.54 66.39 63.02 65.72 68.48 70.04 71.08 72.15 76.93 73.78
Lung4 95.54 95.56 93.11 93.07 92.07 90.58 94.05 93.58 95.57 88.19
Lymphoma1 89.33 89.56 68.44 70.22 67.78 71.56 85.11 89.11 96.0 94.0
Lymphoma2 97.5 82.83 77.75 80.75 89.67 88.42 96.17 79.25 86.92 93.5
Lymphoma3 98.75 90.92 80.58 84.58 87.0 88.42 97.5 92.25 94.92 94.83
Ovarian 100.0 98.42 87.36 94.47 94.45 92.9 99.61 96.05 98.43 99.61
Prostate1 96.05 83.24 61.62 86.33 83.24 86.19 92.05 86.19 93.05 92.1
Prostate2 94.1 85.24 60.9 75.43 83.33 81.43 90.14 79.38 95.1 91.19
Prostate3 91.93 85.26 55.08 77.25 80.13 78.7 91.93 81.69 90.48 93.41
Prostate4 94.19 86.24 61.95 84.48 83.43 86.43 90.33 86.29 93.14 91.24
SRBCT 100.0 91.62 100.0 92.72 93.9 92.65 100.0 96.32 100.0 98.75
Average 93.68 86.47 80.69 82.18 82.46 82.86 91.03 88.65 92.04 90.72
the accuracy of the classifiers on the subset selected by iRRD, where an average
of 25.34 features were retained across all the datasets. This subset of features,
although reduced the accuracy in a couple of classifiers, improved the accuracy
of Naive Bayes, KNN and multi-layer perceptron. Our proposed method, Table
4.12, has a prediction percentage of over 99% on 8 of the 10 classifiers, with
the other 2 scoring 97.5% and 98.5%. On the colon, lung1, lung2, lymphoma1,
ovarian, SRBCT and all the leukemia datasets, iRRD-GA has perfect classifi-
cation accuracy across all classifiers. Overall, iRRD-GA achieves these results
using only about 2 features. A comparison between the current state-of-the-
art and our approach, using the same experimental setup (Table 4.13), we see
iRRD-GA has a better classification accuracy on all of the microarray datasets.
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Table 4.7: The accuracy results of the 24 microarray dataset, using 11 classifiers,
and performed under 5-fold cross-validation design. The classification results
are from the features selected, from step 1 of the algorithm, iRRD, and the
number of features selected are given in the table.
Dataset #Feats LR DT NB KNN-1 KNN-3 KNN-5 SVM MLP RF ADA
Bone 25.4 79.78 76.27 76.3 72.24 80.34 79.75 79.75 80.92 80.37 75.75
Brain 28 89.41 87.06 87.06 87.06 88.24 89.41 89.41 90.59 91.76 90.59
Breast 28 68.42 70.53 62.11 63.16 63.16 68.42 71.58 71.58 75.79 66.32
CNS 23.8 66.67 73.33 66.67 58.33 63.33 63.33 70.0 75.0 73.33 75.0
Colon 19.6 88.85 85.38 88.85 82.44 82.44 82.44 88.72 93.72 88.72 82.31
Leukemia1 25.6 100.0 100.0 100.0 100.0 100.0 100.0 100.0 99.23 100.0 99.2
Leukemia2 24.2 95.71 90.38 93.05 92.86 91.52 91.52 97.14 95.81 93.05 94.38
Leukemia3 23.4 92.92 88.83 92.92 87.7 91.49 86.07 94.26 89.14 94.46 92.92
Leukemia4 29 86.0 83.14 88.76 86.1 86.1 82.0 86.0 86.19 87.33 84.67
Leukemia5 23.8 91.62 90.19 97.24 88.86 90.19 90.19 97.24 94.48 91.52 88.86
Leukemia6 28.2 97.13 84.42 94.26 90.16 88.83 88.92 94.26 94.37 94.05 85.96
Lung1 24 100.0 100.0 99.0 99.0 99.0 99.0 99.0 98.95 100.0 100.0
Lung2 26 98.36 97.25 98.36 96.71 96.71 97.27 97.82 97.82 97.81 98.36
Lung3 27.6 68.41 67.85 61.44 64.08 70.5 66.74 68.89 71.66 72.13 71.02
Lung4 25.4 93.62 92.1 87.67 88.62 89.63 89.62 91.11 84.78 93.1 87.63
Lymphoma1 26.4 83.11 72.22 78.67 80.67 80.44 78.22 84.89 98.0 85.11 79.11
Lymphoma2 23.8 85.75 79.0 81.92 85.83 82.08 85.92 88.42 88.42 76.5 80.5
Lymphoma3 24 89.83 85.75 85.83 80.42 80.58 80.67 88.42 92.25 88.42 87.0
Ovarian 27.4 98.43 96.85 96.06 98.04 98.43 97.64 98.43 98.03 97.64 98.82
Prostate1 25.2 94.05 85.24 87.1 88.19 89.05 89.1 93.05 93.05 88.14 93.1
Prostate2 25 89.19 86.19 84.38 79.33 81.24 76.38 89.24 85.33 91.19 87.29
Prostate3 25.6 89.71 84.55 61.75 86.01 85.32 85.34 88.28 89.79 88.23 89.68
Prostate4 25.6 96.1 87.29 88.33 87.38 87.43 89.38 94.19 93.19 94.14 90.24
SRBCT 22 98.75 89.26 98.75 97.57 98.75 100.0 100.0 98.82 95.15 95.15
Average 25.29 89.24 85.54 85.69 85.03 86.03 85.72 89.59 90.05 89.08 87.24
On the Lung3 dataset, iRRD-GA has nearly 22.5% better classification accuracy,
and on the bone, brain and leukemia4 datasets, our approach had about 15%
greater accuracy. On 18 out of the 23 datasets, iRRD-GA selects less than 2
features, and on the Lung3, Lung4 and Bone dataset it selected about 5 fea-
tures to outperform the current state-of-the-art. On all but 2 datasets, iRRD-GA
selected a small subset of relevant and informative features to achieve perfect
prediction scores, while on the other 2 datasets, still achieved state-of-the-art,
scoring 96.26% and 98.86%. A full table of the related work results using 10-fold
cross-validation can be found in the appendix (Tables A.4, A.5 and A.6).
The final cross-validation design under analysis is Leave-One-Out cross-validation
(LOOCV), and due to the computational expensive both random forest and
ada-boost tree classifiers are not explored in this section. The baseline re-
sults (see Table 4.14) show a slight difference from the other k-fold validation
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Table 4.9: Comparison of the current State-of-the-art results and iRRD-GA using
5-fold cross-validation (best results shown in bold).
Related Work iRRD-GA
Dataset Reference #Features Accuracy Year #Features Accuracy
Bone [GZL+16] 7 85 2016 5 91.92
Brain [BCSMAB+14c] 10 91 2014 2.8 100
Breast [GBS+19] 50 88.82 2018 5.6 91.58
CNS [XH19] 9 92.34 2019 3.8 98.33
Colon [MNSMN17] 9 99.81 2017 2.2 100
Leukemia1 [BCSMAB+14c] 50 92 2014 1 100
Leukemia2 [MNSMN17] 2 100 2017 1.2 100
Leukemia5 [GBS+19] 4 98.67 2019 1 100
Leukemia6 [SIM11] 4 100 2011 2.8 100
Lung3 [BCSMAB+14c] 50 72 2014 10.4 90.92
Lung4 [XH19] 12 97.45 2019 7.4 99.52
Lymphoma1 [BCSMAB+14c] 10 98 2014 1.8 100
Lymphoma2 [GBS+19] 3 98.75 2019 2.4 100
Lymphoma3 [XH19] 9 92.23 2019 2 100
Ovarian [BCSMAB+14c] 31 100 2014 2.2 99.61
Prostate2 [GZL+16] 3 93 2016 2.2 98.05
Prostate4 [GBS+19] 3 98.10 2019 2.4 100
SRBCT [GBS+19] 5 100 2019 3.4 100
setups, as multi-layer perceptron classifier outperforms logistic regression by
2.5%, putting the latter into second place. Naive Bayes and KNN, once again
struggle to compete with the other classifiers. When using the features selected
by Table 4.15, unlike in other setups, the subset boosts the accuracy in 6 clas-
sifiers, was roughly equal accuracy on SVM, but logistic regression took a loss
in prediction of 3.5%. The breast, CNS and Lung3 datasets seem to be the most
challenging for most of the classifiers, except multi-layer perceptron, which
could indicate that using a rectified linear unit as the activation function helped
separating the classing in a non-linear manner. Looking at the iRRD-GA results
(see Table 4.16), it can be seen that 6 out of the 8 classifiers scored a perfect
accuracy on all 24 datasets. Naive Bayes failed to get a perfect score on 4 of the
datasets, while logistic regression missed it on 2 of the datasets. Most of the
classifiers only required on average 1 feature to successfully classify all the test
samples, while Naive Bayes needed 1.5. The reason for the low requirement
of features is possible due to using all but one sample as the training dataset.
When we compare iRRD-GA with the current state-of-the-art (see Table 4.17),
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Table 4.10: The accuracy results of the 24 microarray dataset, using 11 classi-
fiers, and performed under 10-fold cross-validation design. These are the base-
line results using no feature selection, hence all features are selected.
Dataset LR DT NB KNN-1 KNN-3 KNN-5 SVM MLP RF ADA
Bone 86.18 76.93 73.89 74.44 80.26 79.8 83.24 79.22 82.16 83.27
Brain 91.81 86.11 80.14 86.39 82.78 82.92 91.81 93.06 91.81 88.47
Breast 82.0 68.44 69.56 55.33 56.11 56.22 67.33 69.67 79.11 74.78
CNS 80.0 71.67 61.67 56.67 61.67 68.33 71.67 68.33 81.67 81.67
Colon 90.24 77.14 85.71 77.38 74.76 69.76 82.14 91.9 88.57 91.9
Leukemia1 100.0 100.0 94.49 93.65 96.03 93.65 100.0 97.56 100.0 99.17
Leukemia2 98.57 91.96 85.0 88.93 87.5 84.64 98.57 97.14 94.64 98.57
Leukemia3 96.07 95.89 88.87 85.18 84.76 83.33 97.5 89.29 96.07 97.32
Leukemia4 94.23 90.24 84.35 84.17 80.3 78.63 91.55 88.87 91.9 93.15
Leukemia5 98.57 93.04 98.57 86.07 84.64 84.64 98.57 98.57 94.82 95.89
Leukemia6 98.75 94.23 93.15 84.46 82.8 90.06 95.83 94.17 97.08 97.5
Lung1 100.0 100.0 100.0 98.89 98.89 98.89 100.0 100.0 100.0 100.0
Lung2 98.89 98.89 99.44 96.14 93.36 93.92 99.44 100.0 99.44 98.33
Lung3 82.22 68.48 65.2 61.93 65.12 66.23 76.46 73.68 77.95 77.4
Lung4 95.59 95.21 93.66 93.14 92.76 91.21 93.69 94.14 95.19 88.67
Lymphoma1 98.0 85.5 72.5 69.5 80.0 67.5 94.0 96.0 92.0 88.0
Lymphoma2 97.32 89.46 80.36 80.89 89.64 86.96 97.5 90.89 93.39 100.0
Lymphoma3 97.5 90.89 80.36 84.11 88.21 88.21 97.5 98.75 97.32 98.75
Ovarian 100.0 99.6 87.82 94.12 93.71 93.72 100.0 97.66 97.63 99.23
Prostate1 95.18 87.36 61.73 86.36 84.45 84.36 92.18 92.18 95.09 95.18
Prostate2 96.0 89.18 60.36 75.45 83.36 81.18 90.0 80.09 93.0 91.09
Prostate3 94.12 85.27 55.27 81.65 84.84 83.24 91.92 82.36 94.07 95.6
Prostate4 95.09 80.18 61.64 80.27 81.36 85.27 93.09 84.27 94.09 92.09
SRBCT 100.0 86.94 100.0 92.78 93.89 94.03 100.0 100.0 98.75 95.28
Average 94.43 87.61 80.57 82.0 83.38 82.78 91.83 89.91 92.74 92.55
we see that our proposed method outperforms the current results. We note
that 8 out of the 17 related works achieved the same 100% accuracy as we did
and another 8 was within 2% of it, with only [SAEF17] scoring outside this on
the CNS dataset with 86.67%. Where we really excelled is in the number of
informative features retained to achieve our results. A full table of the related
work results using leave-one-out cross-validation can be found in the appendix
(Tables A.7 and A.8).
4.6.1 Other Experiments
When we were deciding the final setup for iRRD-GA, we carried out a range
of experiments on 2 microarray datasets, Colon and Leukemia2. The first set
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Table 4.11: The accuracy results of the 24 microarray dataset, using 11 classi-
fiers, and performed under 10-fold cross-validation design. The classification
results are from the features selected, from step 1 of the algorithm, iRRD, and
the number of features selected are given in the table.
Dataset #Features LR DT NB KNN-1 KNN-3 KNN-5 SVM MLP RF ADA
Bone 25.4 78.63 76.31 75.69 73.37 74.48 77.42 77.39 82.65 81.54 75.1
Brain 27.7 90.69 77.92 83.47 83.61 84.58 87.08 89.58 95.28 87.22 85.0
Breast 28 75.67 66.33 65.44 73.67 69.44 70.44 73.44 87.56 72.67 71.56
CNS 23.9 75.0 63.33 58.33 56.67 58.33 65.0 71.67 80.0 71.67 73.33
Colon 19.4 85.48 82.14 87.14 77.38 80.95 82.86 87.14 90.24 83.81 84.05
Leukemia1 25.7 100.0 99.23 100.0 100.0 100.0 100.0 99.23 100.0 99.23 98.4
Leukemia2 24 95.89 89.11 91.79 91.79 91.79 91.79 97.32 100.0 91.96 97.5
Leukemia3 25.9 97.32 93.39 96.07 95.89 94.82 92.32 98.57 97.32 96.07 98.57
Leukemia4 29.4 91.96 90.48 91.96 84.4 84.76 84.76 89.94 92.98 93.15 87.62
Leukemia5 23.2 95.89 93.39 93.21 93.04 93.04 93.04 95.89 97.14 94.82 98.75
Leukemia6 27.4 96.07 90.65 93.15 92.14 91.73 88.39 90.42 100.0 91.73 95.83
Lung1 23.6 100.0 100.0 96.89 100.0 99.0 99.0 100.0 100.0 100.0 100.0
Lung2 26.1 98.33 98.33 98.33 96.67 96.7 96.7 98.33 99.44 98.89 98.33
Lung3 27.3 72.05 69.44 65.12 62.95 64.04 64.09 71.52 79.04 74.82 74.3
Lung4 24.7 92.59 90.1 91.3 91.78 92.18 91.66 94.11 89.25 93.69 85.19
Lymphoma1 26.4 92.0 81.0 86.0 79.5 82.0 86.0 92.0 96.0 86.0 84.0
Lymphoma2 23.8 91.96 86.79 86.79 89.64 86.96 84.11 91.96 96.07 89.29 89.64
Lymphoma3 24 86.79 82.86 83.04 88.21 88.39 88.21 90.71 93.39 85.54 89.46
Ovarian 27.2 99.6 98.42 95.68 98.8 98.02 98.02 99.6 99.2 98.42 99.22
Prostate1 25.3 94.18 91.27 86.36 87.36 88.18 90.18 93.18 94.18 94.09 92.09
Prostate2 25.2 91.09 86.09 85.09 83.45 84.36 84.45 92.09 93.0 90.09 90.09
Prostate3 25.5 91.21 87.53 59.73 84.73 86.92 89.73 94.18 95.66 92.58 91.98
Prostate4 25 93.09 94.09 84.18 84.36 86.18 89.18 92.09 95.09 96.09 92.18
SRBCT 24.1 97.5 83.19 97.5 97.5 96.25 96.25 97.5 100.0 94.03 95.14
Average 25.34 90.96 86.31 85.51 86.12 86.38 87.11 90.74 93.9 89.89 89.47
of experiments was to determine a good parameter for the dominance ratio,
between 2 possibilities 0.5 and 1.0, where the latter meant a feature was totally
dominated, while the former meant it was only half dominated. A feature being
totally dominated was the obvious choice, but we wanted to explore if it was
only half dominated, would it add a little noise to the subset for the genetic
algorithm helping to select a more robust final subset for the classifier. The
bar-charts are located in the appendix section. When we compare barcharts
B.1 and B.2, B.3 and B.4, B.5 and B.6 on the colon dataset, and barcharts B.7
and B.8, B.9 and B.10, B.11 and B.12 on the leukemia2 dataset, it can be seen
that adding extra noise using only half domination has a decrease in overall
accuracy across the majority of classifiers. For this reason, we decide to select
1.0 as the dominance ratio, but believe having a parameter that could be tuned
depending on the data is a valuable part of the algorithm for future use.
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Table 4.13: Comparison of the current State-of-the-art results and iRRD-GA
using 10-fold cross-validation (best results shown in bold).
Related Work iRRD-GA
Dataset Reference #Features Accuracy Year #Features Accuracy
Bone [WMF+19] 38.8 83.71 2019 4.7 98.86
Brain [BSZ17] 50 84.7 2017 1.6 100
Breast [DPHC18] 4.2 92.89 2018 2.3 100
CNS [BHDH+11] 3 99.3 2011 1.5 100
Colon [TJGNA08] 2 100 2008 1.1 100
Leukemia1 [WMF+19] 12.92 100 2019 1 100
Leukemia2 [DR03] 4 100 2003 1.1 100
Leukemia3 [KAAAJ11] 10 100 2011 2 100
Leukemia4 [SMM16] 13.08 86.38 2016 1.9 100
Leukemia6 [SMM16] 14.9 99.30 2016 1.6 100
Lung1 [Das17] 5 100 2017 1 100
Lung2 [DPHC18] 4.1 100 2018 1.1 100
Lung3 [BSZ17] 50 73.5 2017 5.1 96.26
Lung4 [MM16] 10 100 2016 4.8 100
Lymphoma1 [ALA16] 2 100 2016 1.1 100
Lymphoma2 [GBGK12] 30 95 2012 1.4 100
Lymphoma3 [MM16] 10 100 2016 1.5 100
Ovarian [ALA16] 2 100 2016 1.6 100
Prostate1 [KAAAJ11] 45 99.6 2011 1.5 100
Prostate2 [DPHC18] 2 100 2018 1.5 100
Prostate3 [SMM16] 14.5 99.85 2016 2.2 100
Prostate4 [MM13] 3 96.08 2013 1.4 100
SRBCT [MM16] 5 100 2016 1.9 100
Next we look at the reasoning behind the statistic selection, with our theory
being having 2 very different and distinct statistics will allow the algorithm to
retain features from very different perspectives. Comparing the 3 types of sta-
tistical designs on both datasets; Cramer’s φ (see Figures B.2 and B.8), Mutual
Information (see Figures B.4 and B.10) and using both statistics (see Figures
B.6 and B.12), we see that cramer’s φ scores the lowest accuracy, followed by
mutual information just beaten on the dual statistic setup. Using both statistics,
based on different fundamentals, information theory and χ̃2, helps to achieve
an overall better classification accuracy averaged across the contrasting classi-
fiers.
The final experiment was to evaluate whether it was better to use the same
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Table 4.14: The accuracy results of the 24 microarray dataset, using 11 classi-
fiers, and performed under leave-one-out cross-validation design. These are the
baseline results using no feature selection, hence all featreus are selected.
Dataset LR DT Naive KNN-1 KNN-3 KNN-5 SVM MLP
Bone 87.28 83.82 73.41 75.72 79.77 78.61 83.82 79.19
Brain 92.94 88.24 81.18 89.41 84.71 82.35 91.76 97.65
Breast 81.05 86.32 68.42 55.79 55.79 55.79 69.47 100.0
CNS 78.33 83.33 60.0 58.33 55.0 61.67 78.33 75.0
Colon 90.32 75.81 85.48 77.42 74.19 72.58 79.03 98.39
Leukemia1 100.0 100.0 93.75 93.75 95.31 95.31 100.0 100.0
Leukemia2 98.61 90.28 87.5 88.89 87.5 84.72 98.61 100.0
Leukemia3 98.61 94.44 84.72 86.11 84.72 81.94 97.22 98.61
Leukemia4 95.83 93.06 83.33 84.72 80.56 79.17 93.06 98.61
Leukemia5 98.61 93.06 98.61 84.72 86.11 83.33 98.61 100.0
Leukemia6 98.61 97.22 94.44 86.11 81.94 87.5 97.22 100.0
Lung1 100.0 100.0 100.0 98.96 98.96 98.96 100.0 100.0
Lung2 99.45 97.79 99.45 95.58 93.92 93.92 99.45 100.0
Lung3 85.56 78.61 64.17 63.1 68.45 68.98 74.33 94.65
Lung4 96.06 97.04 93.6 92.61 93.1 91.13 93.6 99.01
Lymphoma1 97.87 89.36 68.09 65.96 68.09 68.09 89.36 100.0
Lymphoma2 97.4 84.42 79.22 81.82 88.31 88.31 97.4 98.7
Lymphoma3 97.4 87.01 80.52 84.42 88.31 90.91 97.4 100.0
Ovarian 100.0 99.6 88.14 94.86 94.47 93.68 100.0 100.0
Prostate1 95.1 81.37 61.76 85.29 83.33 84.31 92.16 99.02
Prostate2 96.08 88.24 60.78 73.53 80.39 82.35 91.18 95.1
Prostate3 94.12 89.71 55.15 77.94 84.56 81.62 92.65 100.0
Prostate4 95.1 83.33 61.76 84.31 83.33 83.33 90.2 99.02
SRBCT 100.0 85.54 98.8 92.77 93.98 92.77 100.0 100.0
Average 94.76 89.48 80.1 82.17 82.7 82.56 91.87 97.21
classifier for (i) chromosomes evaluation in the genetic algorithm, and (ii) pre-
dicting the final model output. The other option was to use a different classifier
for each part of the model construction, output prediction and genetic algo-
rithm evaluator. As we can see from Figures B.6 and B.12, in most cases using
the same statistics for both parts of the algorithm had a positive improvement
in the classification prediction, although in some cases, the results were very
close. This showed that when iRRD-GA selected a good subset of features for
the final prediction model, the choice of classifier had less of an impact on the
resulting accuracy.
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Table 4.15: The accuracy results of the 24 microarray dataset, using 11 classi-
fiers, and performed under leave-one-out cross-validation design. The classifi-
cation results are from the features selected, from step 1 of the algorithm, iRRD,
and the number of features selected are given in the table.
Dataset #Features LR DT Naive KNN-1 KNN-3 KNN-5 SVM MLP
Bone 25 82.66 85.55 76.88 78.03 76.88 77.46 83.82 92.49
Brain 27.5 89.41 88.24 80.0 84.71 85.88 87.06 90.59 98.82
Breast 28 68.42 83.16 64.21 55.79 57.89 55.79 72.63 100.0
CNS 23.9 73.33 75.0 46.67 48.33 53.33 51.67 80.0 95.0
Colon 19.5 91.94 87.1 85.48 74.19 80.65 80.65 85.48 98.39
Leukemia1 25.9 100.0 99.22 100.0 100.0 100.0 100.0 100.0 100.0
Leukemia2 23.4 97.22 91.67 94.44 97.22 94.44 93.06 97.22 100.0
Leukemia3 26.2 97.22 94.44 95.83 94.44 95.83 94.44 95.83 100.0
Leukemia4 28.4 91.67 88.89 93.06 93.06 93.06 90.28 91.67 98.61
Leukemia5 22.8 94.44 90.28 94.44 90.28 87.5 88.89 95.83 100.0
Leukemia6 27.6 94.44 87.5 94.44 91.67 90.28 90.28 94.44 100.0
Lung1 23.9 97.92 100.0 98.96 98.96 98.96 100.0 98.96 100.0
Lung2 26.7 98.34 98.9 98.9 98.34 97.79 97.79 98.34 98.34
Lung3 26.9 70.05 82.35 62.57 57.75 61.5 62.57 74.87 99.47
Lung4 25 93.6 96.06 92.12 91.13 93.1 93.1 94.58 95.57
Lymphoma1 26.3 89.36 87.23 72.34 82.98 80.85 78.72 93.62 100.0
Lymphoma2 23.8 92.21 88.31 87.01 85.71 88.31 84.42 90.91 100.0
Lymphoma3 23.8 94.81 90.91 89.61 90.91 88.31 89.61 94.81 100.0
Ovarian 27.8 98.81 97.23 97.23 100.0 99.21 99.21 99.21 99.21
Prostate1 24.6 92.16 89.22 88.24 82.35 84.31 88.24 94.12 99.02
Prostate2 24.8 93.14 89.22 88.24 76.47 85.29 87.25 93.14 100.0
Prostate3 25.6 94.12 92.65 60.29 88.24 85.29 85.29 95.59 100.0
Prostate4 24.5 93.14 91.18 88.24 84.31 88.24 88.24 92.16 98.04
SRBCT 24.5 98.8 90.36 98.8 97.59 97.59 97.59 95.18 100.0
Average 25.27 91.13 90.19 85.33 85.1 86.02 85.9 91.79 98.87
These set of experiments helped us to determine that for microarray data: a
dominance ratio of 1.0 was best, using a dual statistic design gave us a robust
subset of features resulting in an overall better classification model, and finally
using the same classifier throughout the algorithm was deemed most suitable.
4.7 Conclusion
In the quest of improving cancer detection using microarray data, we have
shown our proposed approach can achieve very high classification accuracy,
which could be used as a tool to assist medical experts in the fight against can-
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Table 4.17: Comparison of the current State-of-the-art results and iRRD-GA
using leave-one-out cross-validation (best results shown in bold).
Related Work iRRD-GA
Dataset Reference #Features Accuracy Year #Features Accuracy
Breast [TES17] 5127 100 2017 1 100
CNS [SAEF17] 38 86.67 2017 1 100
Colon [ABA15b] 10 98.38 2015 1 100
Leukemia2 [ABA15b] 4 100 2015 1 100
Leukemia3 [ABA15b] 8 100 2015 1 100
Leukemia5 [GBS+19] 4 98.61 2019 1 100
Leukemia6 [MODY11] 4 100 2011 1 100
Lung1 [ABA15b] 4 100 2015 1 100
Lung2 [LJL+14] 30 99.45 2014 1 100
Lymphoma1 [DB17] 21 99.70 2017 1 100
Lymphoma2 [GBS+19] 3 98.70 2019 1 100
Lymphoma3 [LH08] 6 100 2008 1 100
Prostate1 [CYWY11] 24.7 99.22 2011 1 100
Prostate2 [LH08] 6 98.04 2010 1 100
Prostate3 [SAEF17] 26 100 2017 1 100
Prostate4 [GBS+19] 3 99.02 2019 1 100
SRBCT [LL11] 6 100 2011 1 100
cer. Furthermore, in bioinformatics, any improvements in the research area of
microarray data classification is very important and can have huge extended
benefits in a multitude of domains. In this chapter, we proposed a novel hybrid
two-step method, improved Relevance-Redundancy Dominance with a Genetic
Algorithm (iRRD-GA) for feature selection. Step one, iRRD, efficiently and sig-
nificantly reduces the original dataset to a small set of relevant genes using
Mutual Information and Cramer’s φ as the statistics to filter the original high
dimensional dataset. While step two, GA, uses a stochastic genetic algorithm to
find a good minimum set of important features.
We thoroughly checked the robustness of the proposed approach by analysing it
on a range of microarray datasets, with various class sizes and dimensionality.
IRRD-GA was evaluated using a multiple number of classifiers under an array
of different experimental cross-validation design to compare with the current
state-of-the-art in the literature. The proposed method consistently obtained
new state-of-the-art classification accuracy results while retaining a minimum
subset of informative genes. In future work we would like to explore the par-
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allelization of the method as we believe iRRD-GA could be applied to NP-Hard
problems in other areas, including "Big-Data" problems.
In the next chapter, Chapter 5, we carry on the theme of reducing classification
problem complexity in order to help with model efficiency, by implementing
a pruning approach to reduce the dimensionality of convolutional neural net-
works (CNN). But, due to using the target classes to help remove redundant
and irrelevant parts of the classification task being too computational costly, we
need to look at a different approach. We introduce our novel pruning algorithm,
which iteratively prunes irrelevant parts of the CNN.





of Convolutional Neural Networks
5.1 Motivation
After showing the importance of reducing the complexity of problems, and help-
ing improve the efficiency of classifiers in the previous 3 chapters, we now look
at ways to carry on the work but within the area of deep learning. Various at-
tempts were made to incorporate the idea of dominance when trying to prune
neural networks, but due to the need for using the dataset targets as part of
the RRD type algorithms (see Sections 2.5.2, 3.5.2 and 4.5.2), it made the idea
too computationally expensive to implement. Therefore, a new novel idea was
needed to further the theme of the thesis, reducing parameters resulting in bet-
ter models, in the scope of deep learning classification research.
In this chapter, we look at reducing the model complexity of deep learning
methods. Convolutional Neural Networks (CNNs) are used in a range of com-
puter vision tasks, with state-of-the-art CNNs such as AlexNet and VGG16 con-
structed using a large number of parameter and multiply-add operations (MACs).
These tasks require high computational power and high energy requirements to
run the CNNs, making them unsuitable for deployment on Internet of Things
devices. To overcome this issue and facilitate the use of CNNs on these resource-
constrained devices, compression technology through pruning research has gained
momentum and is an important tool for improving performance during infer-
ence. Our work focuses on pruning unwanted filters and nodes in all layers
of a network. The network is pruned iteratively during training via a novel ap-
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proach we call Pulse-Net, and a significant number of filters/nodes are removed
while ensuring any loss in accuracy is within a predetermined range. The un-
pruned network can be extracted from the original structure for the inference
stage. This novel method has an easy-to-set parameter to control the trade-off
between accuracy and compression. Pulse-Net gives greater compression, while
maintaining competitive accuracy loss, than other reported methods like, effi-
cient convnets, ThiNet and Cross-Entropy Pruning. It also has better robustness
against adversarial attacks than other compression and pruning techniques.
5.2 Introduction
Recent years have seen the explosion of increasingly deep neural networks,
which achieve start-of-the-art results in areas including computer vision. The
rapid growth of deep convolutional neural networks (CNNs) is due to hardware
developments in the form of powerful GPUs, software developments in the form
of stochastic gradient descent and new network architectures, and the public
availability of large labelled datasets such as the ImageNet classification tasks.
However, because deep CNNs rely heavily on powerful GPUs and consume a
great deal of memory, their practical uses may be limited, although there have
been some advances in overcoming this, such as the Intel-Movidius Neural Com-
pute Stick, they are not without their limitiations. AlexNet [KSH12] has about
61 million parameters and needs over 200 MB of storage, while VGG16 [SZ14]
has 138 million parameters requiring 500 MB. The more parameters the model
has, the more memory it consumes and the more energy is needed during in-
ference. This is particularly important when these networks are deployed on
mobile devices, and memory consumption is the key resource for usage on the
cloud. Cost and power requirements can also be important determining fac-
tors when considering introducing CNNs for Internet of Things (IoT) applica-
tions such as health monitoring, indoor localization and autonomous driving.
Inference time can be just as important as accuracy for online image recogni-
tion where thousands of images per second may require analysis. We show
that by compressing/pruning the network we can greatly reduce the number of
parameters, leading to a significant reduction in the number of floating point
operations per second (FLOPs), which is directly associated to inference time.
As deep neural networks become deeper and wider, methods to prune filters/nodes
and compress the network structure have gained interest. Most recent work in
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CNN compression is focused on reducing the number and size of weights or
parameters, but does not take into account the value of an entire filter/node
(learnable weights of the network). According to Denil et al. [DSD+13] and
Hinton et al. [HSK+12], deep neural networks are known to be overparame-
terized, which facilitates convergence to good local minima of the loss func-
tion during training. After training, these redundant parameters can be re-
moved with little loss in accuracy. There are two general approaches to com-
pressing a network: during training [CBD15, CHS+16, IHM+16] or after train-
ing [CWT+15,GYC16,HPTD15,HMD15,WWW+16]. Our proposal, called Pulse-
Net, falls in the first group.
We demonstrate the robustness, efficiency and strength of our proposed ap-
proach on a range of computer vision tasks of varying degrees of difficulty
(CIFAR-10, CIFAR100, Tiny-ImageNet), using well-known CNN structures of
different depths and widths. We compress and evaluate these structures, show-
ing how Pulse-Net can significantly reduce the model size, runtime and energy
consumption, while approximately maintaining accuracy within a predefined
threshold. The advantages of these compressed models are that they are easier
to run on embedded IoT devices, need less energy for computation and use less
bandwidth for updating. Adversarial images are tested on both the original and
the compressed networks, demonstrating the effects of adversarial attacks on
pruned networks.
A number of approaches have been suggested to help reduce the computational
overheads of CNNs, including sparsity [WWW+16, LWF+15], weight binariza-
tion [CHS+16,RORF16] and network quantization [HMD15,TM18]. Although
these methods have achieved good results they usually need additional soft-
ware and/or hardware, thus increasing problem complexity and making them
impractical for real-world applications. [RBK+14,HVD15] presented a student-
teacher approach called FitNets, based on the idea of knowledge distillation.
Network pruning has shown significant promise in this research area, which
includes the pruning of weights [HPTD15, LAT18, GYC16], filters [HKD+18,
HZYN18, LKD+16] and channels [LWL17, HZS17, LLS+17]. It has the added
bonus of being implementable on current software without requiring addi-
tional support. Specially designed networks can also improve CNN efficiency
[IHM+16,HZC+17].
Channel pruning is a form of structured pruning, and is a popular approach to
CNN compression [CTSO18, AAY17]. It follows a standard method of remov-
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ing channel links then fine-tuning the network, repeating until some decision
boundary is met. At each iteration a smaller network is created that maintains
accuracy with negligible loss. This inspires an interesting question: is it nec-
essary to prune a large network to reach high accuracy, or can we simply start
with a small network and achieve the same result with faster training? Cur-
rent research yields contradictory evidence. [FC18] found that sub-networks
(usually found through pruning, and contained in dense, randomly-initialized,
feed-forward networks) when trained in isolation can reach accuracy similar
to the original network. On the other hand [LSZ+18] found, using the same
experimental design as [FC18], that random initialization of the pruned net-
work was sufficient to achieve a similar performance, with the only require-
ment being that the standard 0.1 learning rate was used rather than a smaller
one (0.01). This meant [FC18] required the use of the original initialization of
the pruned model, whereas [LSZ+18] successfully used random initialization.
These results show how unpredictable pruning CNNs with or without random
re-initialization can be.
The main contributions of this research are as follows. Firstly, we introduce
a novel approach called Pulse-Net for pruning filters and nodes during train-
ing. Secondly, we demonstrate that this achieves close to state-of-the-art clas-
sification accuracy on the well-known datasets CIFAR-10, CIFAR100 and Tiny-
ImageNet while using only a fraction of the parameters. Thirdly, we show how
the compressed network can be extracted and loaded onto a new narrower
CNN for the inference phase, and that simulations of its usage on an IoT device
shows substantial improvements in computational speed and energy efficiency.
Finally, robustness under adversarial attack of the compressed network created
by Pulse-Net will be demonstrated, showing the compressed network to be just
as accurate as the original network, and in some cases to have better accuracy.
This rest of this chapter is organised as follows. Section 5.3 discusses the re-
lated work on filter pruning and network compression. We explain our pro-
posed method Pulse-Net in Section 5.4, with the descriptions of the datasets
and networks used in Section 5.5, along with the experimental design. The
results are given in Section 5.6, as well as their evaluation and discussions. We
conclude the chapter in Section 5.7.
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5.3 Related Work
Research on the compression of deep neural networks has gained pace in the
last couple of years, to enable these state-of-the-art networks to run on Internet
of Things devices, and to use less bandwidth for updating. As already stated,
CNNs are generally over-parameterized, so pruning them helps to improve gen-
eralization, as well as achieving compression and decreasing energy consump-
tion with little loss in accuracy. Molchanov et al. [MAV17], following the same
idea, uses the Dropout regularization method to help decide which weights can
be pruned.
Han et al. [HPTD15] and Guo et al. [GYC16] trained a network then pruned re-
dundant weights, resulting in a sparse network. To regain accuracy this sparse
network was retrained. A disadvantage of this method is that additional li-
braries are required to utilize sparse networks, which can cause compatibility
issues and increase their computational cost. Also, though this can reduce the
size of a network, it does not necessarily make the network more efficient or
faster at inference time. This is due to the structure of the networks studied,
AlexNet [KSH12] and VGG16 [SZ14], in which the number of parameters in the
fully connected layers dominates the number of parameters in the convolutional
layers. Most of the computation time during inference is spent in the convolu-
tional layers, so removing these redundant weights results in little improve-
ment in inference time. The recently developed Highway Networks [SIVA17]
and ResNets [HZRS16] counter this by removing the fully connected layers, but
this does not help with computation time which greatly increases as networks
become deeper. Li et al. [LKD+16] proposed a filter pruning method which is
more hardware-compatible: we follow this line, but we also prune nodes in the
fully-connected layers to achieve greater compression.
Han et al. [HMD15] extended [HPTD15] by using quantization and Huffman
coding in conjunction with network pruning, an approach called Deep Com-
pression. To show its application value they released a hardware accelera-
tor called Efficient Inference Engine where the compressed model runs more
energy-efficiently [HLM+16]. Polyak and Wolf [PW15] pruned their network
based on low-level channels, while Sun et al. [SWT16] learned a sparse net-
work which reduced the number of parameters by 88%. The ideas of Han et
al. [HMD15], Courbariaux et al. [CHS+16] and Rastegari et al. [RORF16] work
could be applied to our compressed networks to further reduce their size.
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Some recent state-of-the-art CNN architectures reduce the network parame-
ters by reducing filter size. The VGG network [SZ14] uses 3 × 3 filters, while
googleNet [SIVA17] and Network-in-Network [LCY13] both use 1 × 1 filters
in some layers. Other recent research in CNN structure shows that, although
adding layers increases accuracy, it is possible to skip layers in the network,
resulting in further improvement in accuracy [HZRS16] [SGS15].
Hinton et al. [HVD15] used the outputs from a large pre-trained teacher net-
work to train a smaller student network, with similar accuracy but faster com-
putation. A drawback of this approach is that it requires a pre-trained network,
and that further training operations are carried out on the large teacher net-
work. Both Romero et al. [RBK+14] and Luo et al. [LZL+16] expanded on this
idea, the former using not only the outputs but also representations learned by
the teacher network to train a narrower and deeper student network. [LZL+16]
used the weights learned by the teacher at the last hidden layer before the soft-
max layer, reasoning that these weights are highly correlated to the prediction
classes.
Yang et al. [YCS17] introduced energy consumption as the metric to decide
which layers to prune. This work shows that the energy a model consumes has
two components: (1) energy used to carry out the MAC operations, and (2)
energy needed for memory accesses. We report how Pulse-Net can effectively
reduce (1) by reducing the number of MAC calculations, and reduce (2) by
shrinking the network structure.
Both Wang et al. [WDH+18] and Ye et al. [YWW+18] showed that compressed
CNNs can be vulnerable to adversarial attack. This is shown by testing adver-
sarial images created using the Fast Gradient Sign Method, on both the original
network and the network compressed by 60%. The accuracy of both networks
were greatly reduced and the difference in accuracy between them was over
13%. This showed that their compressed network was more vulnerable to ad-
versarial attack. We will show that Pulse-Net can reduce the network 95.63%
while maintaining similar accuracy during adversarial attacks, in some cases
even beating the original network.
5.4 Pulse-Net
In this section we describe Pulse-Net, our network pruning technique, and show
the pseudo code behind the idea.
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Pulse-Net, so-called due to the pulsing nature of the number of actively updated
model parameters in time during training, is the main algorithm of our pruning
method. The pulsing nature comes from the shape of both the training and vali-
dation curves, as the network is pruned and fine-tuned. The curves take a sharp
dip, due to the pruning of the network, followed by a rapid recovery of accuracy,
as it is fine-tuned. It prunes the network iteratively, but also allows the network
to expand when the loss of accuracy is too great. To check when the network
converged, a moving average with window size 10 was used to smooth out the
validation loss curve. The learning rate list was [0.1, 0.01, 0.001, 0.0001, 0.00001]
(lr-list for short in Algorithm 6). This list was the step sizes used in the opti-
mization process of training the network, where the learning rate started at the
maximum value in the list and was stepped down through the values of the list
on the condition of the validation curve converging. It should be noted that the
learning rate is a configurable hyperparameter, used in the optimization part of
the training process, that determines the step size at each iteration while trying
to minimize the loss function. This effectively controls how quickly the network
adapts to the problem. This compression and decompression of the network al-
lows Pulse-Net to prune the network intelligently, and approach a compressed
state more gently. This idea follows the use of cooling schedules in Simulated
Annealing, a well-known optimization algorithm with good convergence prop-
erties. It allows Pulse-Net to explore ambitious pruning but focus on pure im-
provement when this fails. Another optimization algorithm that Pulse-Net takes
properties from is NeuroEvolution of Augmenting Topologies (NEAT) [SM02] in
which neurons can be added as necessary to regain accuracy. The full training
process of Pulse-Net varies depending on the compression rate achieved, but
on average takes 2–5 times longer than training a model without compression.
But once the model is compressed, the inference runtime is far more efficient
than an uncompressed model.
Once the network is trained, all its layers are reduced by the same percentage.
This ensures that the network is pruned more quickly, by pruning both the
convolutional and fully-connected layers together. The network is fine-tuned
until it stabilises, normally only requiring a few loops of the training data, then
the pruning and fine-tuning procedure is repeated until set break-points are met
or the loss in accuracy is too great. In each layer, the filters/nodes which have
the lowest average value are removed first. During the training stage, a binary
mask matrix is used to simulate the removal of the corresponding filters/nodes
from these redundant feature maps. Once Pulse-Net has finished the reduction
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stage, the remaining relevant filters/nodes are extracted and reloaded onto a
compressed network for the inference stage.
We now introduce some notation. Let α be the rate of reduction, which we
initially set to 10%. This is the percentage all layers in the network will be
pruned by until an accuracy limit is breached. Let λ be the maximum loss in
accuracy which allows the network to continue pruning at the current α rate.
This is the parameter that controls how much a network is willing to sacrifice
accuracy for greater compression. For all experiments in this work we set it
to 2%, which gave high compression with very little accuracy loss. Parameter
β relates to the stopping criterion: we set it to 2 nodes/filters of the widest
current layer of the network. This means that if α prunes less than β in this
layer, Pulse-Net stops trying to further compress the network. The pseudo-code
for Pulse-Net is shown in Algorithm 6.
The following bullet points give a line-by-line description of Algorithm 6:
• In line 1 we define the network loss as ρ, while testing the network on the
validation set.
• In line 2 we define the network classification accuracy, on the validation
set as σ.
• In line 3 we define the network current best classification accuracy stored,
on the validation set as γ.
• Line 4 we initialize the reduction rate α to 10%, which is the percentage
each layer of the network is reduced by during the pruning section.
• Line 5 we initialize β to 2, which is used as the pruning stopping criteria.
If the widest layer has less than β filters.nodes to prune, we deem the
network to be fully pruned and ends the algorithm.
• Line 6 we initialize λ to 2%, which is the maximum difference loss in
classifiaction accuracy on the validation set. If the network’s loss is greater
than λ, then the network returns to its last best state, and is pruned at a
lower rate, or if all the conditions are meet, the algorithm stops.
• In line 7 we initialize the learning rate step to 0. This is used to step
through the asigned learning rates, which are used in the optimizer to
train the network.
• In line 8 we initialize the learning rate list.
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Algorithm 6 Pulse-Net
1: Define ρ as the network loss while using the validation set
2: Define σ as the classification accuracy of the validation set
3: Define γ as the currently stored maximum accuracy of the validation set
4: α = 10%
5: β = 2
6: λ = 2%
7: Initialize lr-step = 0
8: Initialize lr-list = [0.1, 0.01, 0.001, 0.0001, 0.00001]
9: Initialize lr-rate = lr-list[lr-step]
10: Train Network, using the lr-rate value, until ρ converges
11: Calculate σ and store as γ
12: while # Filters/Nodes of max layer removed > β do
13: while |σ − γ| < λ do
14: Remove α min[Filters] in all layers of Network
15: Reset lr-step = 0
16: Fine-Tune Network, using the lr-rate value, until ρ converges
17: Calculate σ
18: if σ > γ then
19: γ ← σ
20: else
21: if lr-step < length ( lr-list ) then
22: α = 0.5(α)
23: lr-step = lr-step +1







• In line 9 we use the learning rate step to select the initial learning rate
value from the list of learning rate values.
• Line 10 is where we train the network, using the learning rate for the
optimizer, until the validation loss curve shows the nework has converged.
This is seen when the loss of the network begins to level off, or starts to
increase, while the training loss continues to decrease.
• In line 11 we calculate the network’s classification accuracy, and since
this is the first training of the network, we store it as the current best
classification accuracy γ.
• Lines 12 − 30 are a loop; this is exited (line 28) when the number of
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filters/nodes of the widest layer is less than β.
• This loop is the main part of the algorithm, and is where the algorithm
selects which filters/nodes to remove.
• Lines 13− 29 are a second inner loop which checks to ensure the network
maintains classification acuracy within the threshold limit λ.
• In line 14 we reduce the size of each layer of the network by the current
reduction percentage value α. For each layer, we first claculate the abso-
lute value for each filter/node, and then simulate the lowest value ones
(the α amount) being removed by inserting a binary matrix into the net-
work, with zeros where the filter/node is removed and ones where the
filter/nodes remains.
• Line 15 we reset the learning rate step.
• Line 16 is where the pruned network is fine-tuned to regain any loss in
accuracy. The optimizer starts using the maximum learning rate, and fine-
tunes the network until the validation loss curve show convergence in the
network.
• Line 17 we calculate the classification accuracy on the validation set.
• Lines 18 − 28 are an if condition that checks if the current classification
accuracy on the validation set is within the threshold λ. If it is, we store it
as the new best classification accuracy, otherwise we reduce the learning
rate of the optimizer, and also half the percentage of the reduction rate α.
This helps the algorithm approach the fully pruned state in a Simulated
Annealing manner.
• Line 19 we store new best classification accuracy on validation set as the
current best accuracy.
• Lines 21 − 27 are an if condition that checks if the optimizer has used all
the learning rates in the given learn rate list.
• In lines 22 − 24 we half the reduction rate α and set the next smallest
learning rate to be used in the optimizer.
• In ine 26 the algorithm stops once the the stopping criteria is statisfied.
Now that we have given a detailed description of Pulse-Net, we will give a
higher level explanation to ensure that the algorithm is fully understood. We
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train a network on the target dataset until the validation curve levels off. We
simulated the pruning of all the layers in the network, using a set percentage,
by using a binary matrix to turn on/off the lowest absolute value filters/nodes.
The network is fine-tuned, using the set learning rate in the optimizer, until the
validation curve levels off again. This pruning and fine-tuning is repeated, until
the network is unable to recover the required drop in classification accuracy
(2%). When the network is unable to recover the accuracy, we conclude it is
fully pruned (compressed). At this point, the last part of the method extracts all
the relevant parameters from the network to initialize the pruned network onto
a smaller network for the inference phase. That is the main flow of Pulse-Net.
5.5 Methods
We now explain the experimental setup and describe the datasets and network
architectures used in our experiments.
5.5.1 Experiment Design
All training and testing was carried out on the NVIDIA GeForce GTX 1080
graphics card, which has 8GB of memory. The OS used was Ubuntu 16.04.3, the
Python version was 3.5.2 and the TensorFlow version was 1.4. A mini batch size
of 128 was used on all experiments, and to create the validation dataset, the
last 10% was used. The Stochastic Gradient Descent (SGD) optimizer was used
during the training phases with a repeated step learning rate method, explained
above.
To check the robustness of the networks under adversarial attack, we also test
them on adversarial images constructed using the Fast Gradient Sign Method
[GSS14]. Adversarial images are images with intentionally perturbed pixels
with the purpose of fooling the network during inference time. We created
adversarial images of CIFAR10, CIFAR100 and tiny-Imagenet using separately
trained models of CifarNet, AlexNet and VGG16, dedicated to creating only
these adversarial test sets. The full validation sets of these datasets were used
as the adversarial test sets. To avoid confusion we name these adversarial net-
works Adv-CifarNet, Adv-AlexNet and Adv-VGG16. We compute statistics show-
ing the noise required to create the adversarial images needing the most and
least amount of noise for each model per dataset. These statistics include mean
square error, entropy and structural similarity, which is used to compare images
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for likeness. Standard statistics such as inter-quartile range, mean and standard
deviation show the variation of noise required for the adversarial effect, while
the range and outliers show the max and min values of noise added, along with
the extreme values.
5.5.2 Benchmark Image Recognition Datasets
Table 5.1: Table comparing the 3 different image recognition data sets used in
this research work.
Dataset #Classes #Images per class Train/Validation/Test Image Sizes
CIFAR10 [KH+09] 10 6000 40000 / 10000 / 10000 32× 32
CIFAR100 [KH+09] 100 600 40000 / 10000 / 10000 32× 32
Tiny-Imagenet [RDS+15] 200 550 90000 / 10000 / 10000 64× 64
We use three benchmark image recognition datasets — CIFAR-10, CIFAR-100
and Tiny-ImageNet — to evaluate the performance of Pulse-Net, Table 5.1. Both
of the CIFAR datasets are 32×32 pixel RGB images, and CIFAR-10 has 10 classes
while CIFAR-100 has 100 classes. Tiny-ImageNet, a resized subset of ImageNet,
contains 64 × 64 pixel RGB images consisting of 200 classes. Both CIFAR-10
and CIFAR-100 have 50,000 training images and 10,000 testing images, so in
CIFAR-10 each class has 5000 examples, while in CIFAR-100 each class has
500 images. To create the validation sets for the CIFAR datasets, 10% of each
class in the training set was randomly selected, and the remaining 90% was
used as the final training set. This subset was then used as the validation set.
Tiny-ImageNet was created by Stanford University as an image classification
problem, run similarly to the ImageNet challenge (ILSVRC), that allows users
to carry out experiments within a reasonable time. The dataset has 100,000
training images, and 10,000 testing images, giving respectively 500 and 50
samples of each class in the training and testing datasets. Similarly, to the
CIFAR datasets, the Tiny-ImageNet training dataset was randomly sampled at a
rate of 10% of each class, and these 10% samples were combined to create the
validation dataset.
5.5.3 Convolutional Neural Networks
Figure 5.1 is an illustration of the general structure of the CNNs used in this
chapter and throughout the rest of the project. As can be seen, the network
takes a car as the input image, which is followed by a convolutional layer with
an activation function and batch normalization. Convolutional layers are the
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Figure 5.1: This figure shows the general architecture of the convolutional lay-
ers used throughout this thesis.
Figure 5.2: This figure shows the convolutional operation of the networks.
Figure 5.3: This figure shows how max pooling reduces the size of the input
feature map by selecting the biggest value in a 2 × 2 section of the image.
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backbone of CNNs, and through geometric assumptions about the data, over-
come the limitation of the original dense layer networks. The convolution op-
eration, Figure 5.2, is an element multiplication between the kernel and a same
size part of the input (image or feature map). The kernel or filter is one of the
trainable elements of the network, where through back propagation, the net-
work tunes the kernel weights to achieve a better classification result. This is
done by calculating the partial derivatives of the loss function with respect to
the learnable weights and biases. The kernel is moved across the input image in
steps called strides, in most cases a stride of 1, except for in AlexNet, where in
its first convolution layer has a stride of 4. Depending on stride and filter sizes,
padding of the image with zeros may be necessary, to ensure there is enough
of the image to allow the filter to stride across it. Padding controls the output
size of the feature maps; allowing the layer to preserve the exact spatial repre-
sentational size as that of the input. After adding a trainable bias to the output
feature map, it is put through batch normalization and an activation function.
Batch normalization is an approach that standardizes the inputs, for each mini-
batch, helping the network to converge faster and reducing the emphasis on
the initialization of the weights. It also allows for a larger learning rate and
acts as a regularizer. The activation function used through the network is the
Rectified Linear Unit function (ReLU), which can be thought as a simple if-else
condition where if the input is greater than 0 return the input, else return 0.
This simple function had a great impact on the training of CNNs, allowing for
deeper networks due to reducing the possibility of a vanishing gradient. It also
allowed the network to learn complex non-linear relationships in the data, and
because it was such a simple function, it greatly improved the speed of which a
network was trained. A max pooling layer was used in Figure 5.1 to both, re-
duce the computational complexity and extract low level features. Max pooling,
Figure 5.3, retains the largest value within a define area of the feature maps,
which also helps to reduce over-fitting in the network. This section of the net-
work, containing the convolutional layers, can be thought as an unsupervised
feature learning (extracting) part. The network learns to extract the most in-
formative features of the data, before it enters the classification stage. Firstly,
the extracted features are still in a feature maps format, and must be flattened
to become the input to the fully-connected layers. The fully-connected layers
are the same as the multi-layer perceptron explained in Section 4.4.2, with a
softmax layer attached for the classification output. The softmax function turns
the predictions of the network into probabilities that sum to 1, which gives the
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predicted class as the biggest probability. Dropout and ridge or L2 weight regu-
larization is imposed on the network to help regularize it, which helps to coun-
teract overfitting. Dropout randomly drops units from the network, based on
an user defined probability. This prevents the co-adaption of features by forcing
the network to explore many different paths. L2 weight decay calculates the L2
norm of the weights, multiplies it by a regularization strength hyper-parameter,
and adds it to the network loss. This pushes the weights to be small, helping to
reduce overfitting in the network as large weights can be a sign of an unstable
network where small changes in the input can lead to big changes in the output.
5.5.4 AlexNet
Figure 5.4: Typical architecture and layer sizes of the AlexNet CNN, which
consists of 5 convolutional layers followed by 3 fully-connected layers with the
size of the last fully-connected layer varying depending on the number of classes
(Y).
The AlexNet model [KH+09] was the first deep learning approach that made
a significant breakthrough in image recognition. It won the 2012 ImageNet
ILSVRC challenge by a significant margin. Although based on the neural net-
work LeNet created in 1998 it was deeper and wider, with 5 convolutional layers
and 3 dense fully-connected layers. Due to GPU memory restrictions in 2012
they ran the network on 2 parallel GPUs, with inter-GPU connections after the
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second convolutional layer, and after all 3 of the fully-connected layers. Unsu-
pervised PulseNet was trained and tested on a single GPU, so instead of using
split convolutional layers we created single block layers, as shown in Figure 5.4.
AlexNet reduced the classification error on ImageNet by 9.4% from the previous
year, but this large improvement came at a cost of computational inefficiency,
and our work aims to greatly reduce the model’s complexity. AlexNet, being
one of the first stand-out deep learning networks, used larger filter sizes and
strides to help rapidly reduce the models computational overhead. The first
convolutional layer used an 11 × 11 kernel size with a stride of 4, and the sec-
ond used a 5× 5 kernel size. The rest used filters of size 3× 3, and the number
of filters throughout the network was 96, 256, 384, 384, 256 followed by two
4096-node fully-connected layers. The last layer of the network was the same
size as the number of classes in the dataset. We also use a Rectified Linear Unit
(ReLU) as the activation function, and dropout to help counteract over-fitting.
Unlike the original network, which used Local Response Normalization, we im-
plement the newer batch normalization technique. The last layer had a softmax
activation function instead of the ReLU function, to turn the output predictions
into probabilities summing to 1.
5.5.5 VGG16
The next network we test our method on is VGG16 introduced by [SZ14] in
2014, which took second place in the ImageNet ILSVRC challenge for that year.
The network had a top-5 test error of 7.3%, which was an improvement of 4.4%
from the previous year and outperformed AlexNet by 9.1%. Unlike AlexNet
it used a 3 × 3 filter in all convolutional layers, with stride 1. VGG16 was
made up of 13 convolutional layers of sizes 64, 64, 128, 128, 256, 256, 256,
512, 512, 512, 512, 512, 512, two dense fully-connected layers of size 4096,
and a final fully-connected layer whose size was the number of classes within
the dataset (see Figure 5.5). To reduce network complexity, and also help to
spatially generalise it, VGG16 used 2×2 max-pooling after convolutional layers
2, 4, 7, 10, 13. Again the activation function used in all layers except for the
last layer, where softmax was used, was ReLu; and batch normalization was
used in all layers expect the final layer. Like AlexNet, although the network had
an excellent image recognition classification accuracy it was computationally
expensive, and we will show that Pulse-Net can greatly improve upon it.
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Figure 5.5: Typical architecture and layer sizes of the VGG16 CNN, which con-
sists of 13 convolutional layers followed by 3 fully-connected layers with the
size of the last fully-connected layer varying depending on the number of classes
(Y).
5.5.6 CifarNet
The CifarNet network was a compact CNN, proposed by the TensorFlow group
to demonstrate the CIFAR10 dataset using their deep learning framework. It
consisted of 2 convolutional layers, with filter sizes 5 × 5, and had 64 filters in
both layers. These were followed by 3 dense fully-connected layers, of sizes in
order of 384, 192 and the final size being the number of classes in the dataset.
It used 2 × 2 max-pooling after both convolutional layers, and ReLU activation
functions throughout. Batch normalization was also used after each layer of the
network. The final layer had softmax as its activation function for classification
purposes.
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5.6 Results
This section is broken down into 3 subsections, one for each dataset. In each
subsection we will compare the accuracy, multiply-add operations (MACs), stor-
age, computational speed and energy efficiency of the compressed and uncom-
pressed networks. Note that an accuracy loss threshold of 2% was enforced
during the pruning, meaning the network was allowed to decrease in accuracy
by this amount during training to prune the network to a highly compressed
state. The results in this section of the accuracy and performance of each test is
carried out on a single image put through the network, using the experimental
design described above.
Tables showing the statistics for the adversarial images, from each dataset, that
required the minimum and maximum amount of noise added can be seen in
Tables 5.3, 5.6 and 5.9. The statistics used were (i) noise range which was
the range in the pixel values added to the original image to convert it to an
adversarial image, (ii) the IQR is the inter quartile range of the noise added,
(iii) the mean of the added noise values, (iv) the standard deviation of the
added noise values (v) the number of the added noise values classed as outliers,
(vi) the mean squared error of the noise added, (vii) the structural similarity is
a measurement of the similarity between the original image and the adversarial
image, and (viii) entropy is the joint entropy between the original image and
the adversarial image.
5.6.1 CIFAR10
It can be seen from Table 5.2 that Pulse-Net was able to reduce AlexNet by
95.63% and VGG16 by 87.85%, sacrificing only 2% and 0.9% accuracy respec-
tively. CifarNet was pruned by 76.25% with a decrease in accuracy of 3.6%. It
is worth remembering that this model was designed specifically to demonstrate
image recognition tasks using the CIFAR datasets, and was already an optimally
sized network. The relevant filters and nodes of these pruned networks were
extracted and reloaded onto a network suited to their size. These reduced net-
works were then tested for efficiency, displaying substantial savings in storage
and up to 50% reduction in inference time, with a saving of between 14% and
65% in energy required for inference.
These extracted networks pruned by Pulse-Net were analysed for robustness
against adversarial attacks. The statistics from Table 5.3 describe the noise
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Table 5.2: The table shows the performance and accuracy of the original Cifar-
Net, AlexNet and VGG16 networks, using the CIFAR10 dataset, and are com-
pared to the Pulse-Net compressed versions, where the percentages are the
percentage reductions.
Network Accuracy (%) Parameters MACs (M) Storage (MB) Inference Time (ms) Energy (mJ)
AlexNet 91.16 5.83 X 107 874 222.5 4.14 0.95
Compressed 2% 95.63% 95.31% 95.63% 50.72% 65.26%
CifarNet 85.36 1.07 X 106 18.4 4.08 1.69 0.39
Compressed 3.6% 76.25% 72.83% 76.25% 2.95% 13.59%
VGG16 90.87 3.36 X 107 287.2 128.36 6.32 0.84
Compressed 0.9% 87.85% 87.89% 87.85% 47.94% 59.52%
added to the images that required both the maximum and minimum amount of
variation needed to create the adversarial images to fool the network. The im-
ages where most noise was added were deer (2995), airplane (7835) and frog
(1578), while the images requiring the least amount were airplane (2473), ship
(3140) and car (6010) on the networks Adv-AlexNet, Adv-CifarNet and Adv-
VGG16, respectively. It can be seen that there was a great difference between
the amount of noise required between creating the max and min adversarial
images. This is highlighted in the results of the MSE statistic and the R-Squared
values, along with the noise range values.
Table 5.3: Statistics of the CIFAR10 adversarial images that required the maxi-
mum and minimum amount of noise added.
Adv-AlexNet Adv-CifarNet Adv-VGG16
Statistic Maximum Minimum Maximum Minimum Maximum Minimum
Noise range [-72, 161] [-12, 15] [-82, 82] [-12, 13] [-158, 151] [-14, 12]
IQR 11 0 2 0 14 2
Mean 0.23 0.009 -0.18 -0.004 0.05 0.04
STD 21.45 2.03 11.96 2.1 18.46 2.5
Outliers 655 1420 717 1361 296 250
MSE 1381.04 13.32 428.98 13.29 1021.94 18.71
Structural Similarity 0.27 0.98 0.72 0.98 0.8 0.98
Entropy 5.86 2.52 3.83 2.5 5.83 3.12
Table 5.4 shows accuracy results for the adversarial attacks using the CIFAR10
dataset. Taking into account the accuracy of the networks on the original im-
ages, and the relative difference between the pruned and unpruned models,
the table shows that out of the 9 attacks, 5 of Pulse-Net’s pruned models were
more robust than the original models. This illustrates that for the CIFAR10
dataset Pulse-Net created networks were not only more efficient but also over
56% more robust to adversarial attacks (see Table 5.4), meaning it is harder to
fool the compressed network with adversarial images than it is to fool the orig-
inal network with the adversarial images. The higher the accuracy in this table,
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the more likely the networks were to classify an adversarial image as a true
image, therefore the lower the accuracy the better. We believe the reason for
the compressed network being more robust against adversarial attack is due to
the reduced number of parameters in the network which can be tricked under
the attack.
Table 5.4: Accuracy results of CIFAR10 adversarial images created by CifarNet,
AlexNet and VGG16.
Adv-AlexNet Adv-CifarNet Adv-VGG16
Network Original (%) Compressed (%) Original (%) Compressed (%) Original (%) Compressed (%)
AlexNet 20.08 20.74 31.61 20.51 42.69 35.11
CifarNet 37.90 39.49 9.89 9.38 45.94 44.21
VGG16 40.92 43.68 37.54 36.06 29.26 29.34
5.6.2 CIFAR100
It can be seen from Table 5.5 that Pulse-Net was able to reduce AlexNet by
85.95% and VGG16 by 87.6%, with only a loss in accuracy of 2.3% and 1.1%
respectively. CifarNet was pruned by 65.57% with a decrease in accuracy of
4.5%. Again, this network was already optimised. After extraction these re-
duced networks were tested for efficiency, and like the CIFAR10 results showed
great improvement in storage, reducing the inference times by between 0.6%
and 48.33%, and with a saving of energy between 9% and 67%.
Table 5.5: The table shows the performance and accuracy of the original Cifar-
Net, AlexNet and VGG16 networks, using the CIFAR00 dataset, and are com-
pared to the Pulse-Net compressed versions, where the percentages are the
percentage reductions.
Network Accuracy (%) Parameters MACs (M) Storage (MB) Inference Time (ms) Energy (mJ)
AlexNet 69.77 5.87 X 107 874.5 223.9 4.16 1.04
Compressed 2.31% 85.95% 85.76% 85.95% 46.15% 67.46%
CifarNet 58.05 1.09 X 106 18.5 4.14 1.68 0.40
Compressed 4.5% 65.57% 63.03% 65.57% 0.6% 8.79%
VGG16 64.2 3.4 X 107 287.6 129.77 6.29 0.83
Compressed 1.14% 87.6% 87.87% 87.6% 48.33% 57.52%
Following the same testing method as for the CIFAR10 dataset, these extracted
networks pruned by Pulse-Net were analysed for robustness against adversarial
attacks. The statistics from Table 5.6 describe the noise added to the images
that required both the maximum and minimum amount of variation needed
to create the adversarial images to fool the network. The images where the
most noise was added were cloud (8703), ray (7318) and rocket (1221), while
the images requiring the least amount were kangaroo (5012), whale (1727)
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and turtle (628) on the networks Adv-Alexnet, Adv-CifarNet and Adv-VGG16,
respectively. The statistics for the CIFAR100 dataset follow a similar pattern to
those for CIFAR10.
Table 5.6: Statistics of the CIFAR100 adversarial images that required the max-
imum and minimum amount of noise added.
Adv-Alexnet Adv-CifarNet Adv-VGG16
Statistic Maximum Minimum Maximum Minimum Maximum Minimum
Noise range [-71, 89] [-18, 12] [-46, 162] [-25, 22] [-148, 107] [-20, 22]
IQR 10 2 5 2 13 4
Mean -0.006 -0.006 0.4 0.002 -0.02 0.015
STD 12.7 2.29 6.99 3.64 17.75 4.09
Outliers 282 193 234 526 358 179
MAE 8.39 1.35 3.91 2.38 11.26 2.79
MSE 484.14 15.7 147.05 39.66 945.41 50.06
RRMSE 0.09 0.016 0.15 0.036 0.12 0.05
Structural Similarity 0.535 0.996 0.41 0.981 0.29 0.95
R Squared 0.704 0.998 0.983 0.993 0.36 0.993
Entropy 5.46 2.84 4.33 3.68 5.77 3.91
Table 5.7 shows the accuracy results from the adversarial attacks using the CI-
FAR100 dataset. Again, taking into account the accuracy of the networks on the
original images, and the relative difference between the pruned and unpruned
models, the table shows that out of the 9 attacks, 5 of Pulse-Net’s pruned mod-
els were more robust than the original models. This illustrates that for the
CIFAR100 dataset Pulse-Net created networks were not only more efficient but
were also nearly 56% more robust under adversarial attacks (see Table 5.7).
Table 5.7: Accuracy results of CIFAR100 adversarial images created by CifarNet,
AlexNet and VGG16.
Adv-AlexNet Adv-CifarNet Adv-VGG16
Network Original (%) Compressed (%) Original (%) Compressed (%) Original (%) Compressed (%)
AlexNet 14.90 17.25 18.48 15.84 32.38 30.10
CifarNet 26.47 26.03 4.14 4.28 26.92 25.22
CifarNet 29.35 30.71 20.56 20.13 19.23 22.29
5.6.3 Tiny-ImageNet
Finally, looking at Table 5.8, Pulse-Net was able to reduce AlexNet by 80.79%
and VGG16 by 83.15%, with only a loss in accuracy of 3.75% and 2% respec-
tively. CifarNet was pruned by 74.25% with a decrease in accuracy of 2.91%.
The reduced extracted networks were tested for efficiency, and like both CIFAR
results showed great improvement in storage, reduced the inference times by
between 15% and 57%, and a saving of energy between 13% and 65%.
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Table 5.8: The table shows the performance and accuracy of the original Cifar-
Net, AlexNet and VGG16 networks, using the Tiny-ImageNet dataset, and are
compared to the Pulse-Net compressed versions, where the percentages are the
percentage reductions.
Network Accuracy (%) Parameters MACs (M) Storage (MB) Inference Time (ms) Energy (mJ)
AlexNet 54.8 7.27 X 107 1266.2 277.47 8.68 1.32
Compressed 3.75% 80.79% 79.20% 80.79% 56.57% 65.15%
CifarNet 40.45 5.04 X 106 100 19.22 2.1 0.31
Compressed 2.91% 74.25% 71.26% 74.25% 15.24% 12.9%
VGG16 56.05 4.07 X 107 1010.8 155.33 6.67 0.86
Compressed 2% 83.15% 83.81% 83.15% 44.68% 61.63%
Following the same testing method as the CIFAR datasets, these extracted net-
works pruned by Pulse-Net were analysed for robustness against adversarial
attacks. The statistics from Table 5.9 describe the noise added to the images
that required both the maximum and minimum amount of variation needed
to create the adversarial images to fool the network. The images where the
most noise was added were flagpole (63), pole (7748) and stopwatch (5861),
while the images requiring the least amount were poncho (707), tractor (4392)
and teddy (895) on the networks Adv-Alexnet, Adv-CifarNet and Adv-VGG16,
respectively. The statistics for the Tiny-ImageNet dataset show that less noise
was required to create adversarial images, as shown in the MSE and structural
similarity statistics.
Table 5.9: Statistics of the Tiny-ImageNet adversarial images that required the
maximum and minimum amount of noise added.
Adv-Alexnet Adv-CifarNet Adv-VGG16
Statistic Maximum Minimum Maximum Minimum Maximum Minimum
Noise range [-91, 67] [-9, 9] [-59, 143] [-23, 19] [-72, 63] [-9, 12]
IQR 6 2 2 4 5 2
Mean -0.015 0.014 0.07 0.03 -0.04 -0.0007
STD 7.29 1.44 4.78 4 8.92 1.42
Outliers 980 116 1822 644 2081 166
MAE 2.86 0.96 2.45 2.76 5.13 0.86
MSE 83.72 6.19 68.58 47.96 238.76 6.07
RRMSE 0.03 0.02 0.03 0.04 0.07 0.01
Structural Similarity 0.919 0.996 0.92 0.991 0.997 0.997
R Squared 0.994 0.999 0.996 0.996 0.992 0.999
Entropy 3.6 2.48 3.69 3.92 4.54 2.36
Table 5.10 shows the accuracy results from the adversarial attacks using the
Tiny-ImageNet dataset. Again, taking into account the accuracy of the networks
on the original images, and the relative difference between the pruned and
unpruned models, the table shows that out of the 9 attacks, 8 of Pulse-Net’s
pruned models were more robust than the original models. Again, displaying
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that for the Tiny-ImageNet dataset Pulse-Net created networks were not only
more efficient but were nearly 89% more robust to adversarial attacks (see
Table 5.10).
Table 5.10: Accuracy results of Tiny-ImageNet adversarial images created by
CifarNet, AlexNet and VGG16.
Adv-AlexNet Adv-CifarNet Adv-VGG16
Network Original Compressed Original Compressed Original Compressed
AlexNet 40.93 36.99 39.15 33.77 47.29 42.49
CifarNet 32.79 30.88 16.02 15.95 34.86 32.61
VGG16 46.89 45.34 43.16 41.77 30.49 35.54
5.7 Conclusion
In this chapter, we proposed a novel deep CNN pruning method called Pulse-
Net, which compresses a network during training to create a more efficient
model for inference. The proposed compression method shows significant im-
provements in storage, inference timings and energy efficiency, as well as greater
robustness under adversarial attack, all of which is ideal for IoT devices. This
chapter laid the fundamental building blocks of a novel approach of pruning
CNNs with the aim of increasing their overall efficiency.
Pulse-Net showed us that CNNs can be pruned successfully in an iterative man-
ner, and although the filters/nodes to be removed were selected using a rather
simple minimum value decision, we were able to significantly prune the net-
works with negligible loss in classification accuracy. The networks pruned by
Pulse-Net had many application purposes including mobile phone CNNs, smart
cameras, as well as assisting self-driving cars.
In the next chapter, Chapter 6, we will make significant advancements on the
idea, which we show gives us a better compression-to-accuracy ratio. We will
also take an idea from RRD (see Section 2.5.2) and iRRD-DGA (see Section
4.5.2), removing the need of user defined pruning rate, making it an unsuper-
vised method. Another great benefit we will introduce with the new method
is a speed-up in the training process. This is achieved by extracting a smaller
network at each pruning iteration, instead of using a binary matrix to simulate
filters/nodes being removed.





Pruning of Convolutional Neural
Networks by K-Means Clustering
6.1 Motivation
Following on from the success of Pulse-Net (see Section 5.4), we look at ways to
improve the algorithm in this chapter. The motivation behind the algorithm is
still to develop very efficient (computation and energy-wise) networks that can
be deployed on mobile devices with limited memory and power. A very active
area of research is still the compression of deep networks while maintaining
accuracy, with the aim of reducing memory usage, energy consumption and
processing time. Several network compression methods have been proposed
and have given good results, but they usually require the specification of pa-
rameters and are computationally expensive. We propose a new fast automated
method called Unsupervised PulseNet that uses unsupervised k-means cluster-
ing to detect clusters of similar filters, and nodes in fully-connected layers, and
prunes those that are redundant. We evaluate it on the CIFAR10, CIFAR100
and Tiny-Imagenet datasets using Alexnet, VGG16 and a 2-layer CNN called
CifarNet suggested by the Tensorflow group. Compared to other methods in
the literature we achieve the greatest compression, in shorter times, and with
negligible loss in classification accuracy.
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6.2 Introduction
CNNs have additional fully-connected layers at the top, and most work on
network pruning focuses on reducing either the convolutional or the fully-
connected layers. We decided to prune both convolutional filters and fully-
connected layer nodes, thus aiming for high compression. This pruning is in-
dependent of several other compression methods mentioned above (sparsity,
weight binarization and network quantization) and can potentially be com-
bined with them. It also does not require additional software or hardware so
it is easy to deploy in the field. To achieve this pruning we propose a new iter-
ative algorithm called Unsupervised PulseNet that finds optimal clusters within
the filters or nodes of each layer, selecting only those nearest to the centroids
(approximate medoids), along with all their associated parameters, and discard-
ing the rest of each cluster. Retraining the reduced network usually recovers any
loss in accuracy, and reiterating this pruning and fine-tuning process until the
accuracy cannot be improved further achieves a high degree of compression
with little loss in accuracy. If the network has been pruned beyond recovery,
we can easily revert back to the best state found so far, and either prune less
aggressively [BGP19] or move onto the next layer for pruning.
Extensive experiments were performed on various datasets and different neural
networks, to evaluate the performance and robustness of Unsupervised PulseNet.
The experiments are on computer vision tasks, but the method is also applica-
ble to other deep learning problems such as object detection based on CNNs
or image segmentation using Auto-Encoders. The results show that Unsuper-
vised PulseNet is significantly better than other methods, achieving the best
compression rate in the literature: it compresses VGG16 by 21× with 2.5% loss
of accuracy; AlexNet by 147× with 1.7% loss of accuracy; and CifarNet by 5.4×
with 2.5% loss of accuracy. The main contributions of this research can be sum-
marized as follows:
• We introduce a novel approach, called Unsupervised PulseNet, that au-
tomatically selects redundant filters/nodes in a CNN, removes them and
compresses the model.
• The method is the first to use an unsupervised algorithm (K-means clus-
tering) to automatically cluster similar filters and nodes, greatly reducing
training computation times.
• It achieves state-of-the-art results, pruning VGG16, AlexNet and CifarNet
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models into 6.07MB, 1.21MB and 0.57MB respectively, with little loss in
classification accuracy.
The rest of the chapter is organised as follows. Section 6.3 discusses related
work on CNN pruning and compression. Section 6.4 explains our proposed
method, and the datasets and CNNs used in the experiments. Section 6.5
presents and discusses the results. Section 6.6 concludes the chapter.
6.3 Related Work
[IHM+16, HZC+17] designed CNNs that were much smaller than standard
networks yet achieved similar accuracy. MobileNets [HZC+17] use depth-wise
separable convolutions to create a lightweight CNN, and by allowing the user
to adjust hyper-parameters they can create an efficient and accurate model.
SqueezeNet [IHM+16] uses a bottleneck approach to create a very small net-
work, replacing the majority of its 3× 3 filters by 1× 1 filters, and also reducing
the number of input channels to the remaining 3× 3 filters. The authors allow
the convolutional layers to have large activation maps, by down-sampling to-
wards the end of the network. This helps to maximize accuracy, while adjusting
the filters in the network aims to reduce the number of model parameters. Shuf-
fleNet was designed to be extremely efficient on mobile devices [ZZLS18]. Its
architecture makes use of both point-wise group convolutions and channel shuf-
fling to greatly decrease computation cost with little loss of accuracy. [YYX+18]
proposed using width multipliers, but instead of training separate networks
with defined widths they trained a shared network with switchable batch nor-
malization. This allowed the network to adjust its width based on the device
constraints.
[YLC+18] formulated their pruning method using a binary integer program-
ming problem and gave a closed-form approximate solution. Their solution
took into account not only a singular weight, but also the inputs and other
nodes in the network. Their work differed to ours mainly in that they mea-
sured the value of the nodes across the network, while we evaluated them
layer-by-layer. [CHS+16] quantized the weights in the network with binary
values. [RORF16] proposed using XNOR and bit-count operations in the con-
volutional layers, which performed quantization on their weights in a net-
work model called XNOR networks. [HMD15, MLDD17] also exploited prun-
ing, quantization and Huffman coding to compress CNNs. [CHS+16] proposed
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using the gradient with respect to the quantized parameters together with ran-
domized rounding method when training a model from scratch. It should be
noted that these methods can complement filter pruning, and therefore can
be performed in conjunction with Unsupervised PulseNet for compression rate
improvement.
[LKD+16] focused on pruning entire convolutional filters. The pruning metric
used was the L1 norm of all the weights within the filter. The filters were
then ranked according to their L1 value, and the n lowest ranked filters layer-
wise were pruned. The value n was chosen to be a predetermined number or
percentage at each iteration to prune the network. The network was then fine-
tuned to regain accuracy, and the whole process was repeated until the loss
in accuracy was too great to recover from. One of their experiments was an
analysis of VGG16 using the CIFAR-10 dataset, which can be directly compared
to our results. They reduced the network to 64% of the original number of
parameters, whereas we reduced it to 4.7% while maintaining similar accuracy.
[CTSO18] compared the effects of pruning a network followed by fine-tuning
(the approach taken in our work) to pruning the network followed by retraining
from scratch. They tested two pruning methods — L1-norm [LKD+16] and
Fisher pruning [MTK+16] — and found promising results when the smaller
networks were trained from scratch.
[BGP19,ZRZ+18] use a simple pruning method that analyzes the networks fea-
ture maps. When the network is fully trained [BGP19] used the L1 magnitude
of each feature map to rank their corresponding filters, removing a predefined
number of the lowest ranking ones. While [ZRZ+18] also used feature maps,
their pruning decision was based on linear discriminant analysis. Both meth-
ods retrained the pruned networks to retrieve as much accuracy as possible.
The experimental results of [BGP19] can be directly compared to this work, as
can those of [ZRZ+18] on VGG16 using CIFAR10. [HLW+19] argued that the
geometric median would be a more appropriate metric than L1 for pruning pur-
poses. The geometric median is a well-known robust estimator of centrality in
Euclidean space, and according to its characteristics, filters close to the median,
can be represented by the remaining filters, hence chosen to be pruned.
[LWL17] proposed ThiNet that used a greedy approach to prune channels with
the least effect on the following layer’s activation values. [HKD+18], on the
other hand, pruned channels by looking at the next network layer’s feature
maps and minimizing their reconstruction error using LASSO regression. Both
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found that training the pruned network from scratch caused a reduction in
accuracy. [LSZ+18] implement both their methods, and when they allowed the
network to train from scratch but for a longer period, they found that it was
possible to achieve slightly better accuracy than the fine-tuning approach.
[LAT18] introduced a single-shot network pruning approach that created an
extremely sparse network. Their method identifies the structurally important
connections in the network, based on their influence on the loss function at
initialization prior to training, namely connection sensitivity. Using a specified
pruning rate, redundant connections are pruned before training begins. This
means that, instead of taking a pre-trained network and pruning it followed
by fine-tuning, their method prunes the network and then trains it, hence the
name “single-shot pruning”. Their approach prunes individual connections and
not filters or nodes, and therefore needs additional software to see any actual
speed up at inference time, whereas we prune the network and end up with a
slim version of the original network.
[DCP17] adopted a layer-wise pruning approach. They removed parameters in
each layer using a second order derivative metric of the layer’s error function.
A benefit of this approach is that the network required only limited fine-tuning,
although performing a layer-wise reduction can be computationally expensive.
To help improve efficiency they suggest a simplified way of calculating the Hes-
sian matrix, thus speeding up the computation of its inverse. Their experiments
include the use of CIFAR-10 dataset and the same networks used in this chap-
ter (VGG-16, AlexNet and CIFAR-Net) so we can compare compression rates
achieved between both algorithms.
[HZYN18] formulated a reinforcement learning method called try-and-learn
that learned which filters to prune. An agent is trained to determine which fil-
ters to prune and which to retain. As this pruning is carried out in an automated
and data-driven method, and the agent’s reward function allows a trade-off be-
tween accuracy and network size, their approach gives high compression and
good accuracy. This is also true of Unsupervised PulseNet as during pruning
there is no involvement from humans in the loop, and as our results below
show, we outperform them.
[DDHT18] combined two compression ideas: firstly, constrain the network
during training leading to structured sparsity [WWW+16]; secondly, iteratively
prune and retrain filters [BGP19]. The intuition behind this approach is that
by initially forcing parameters to be close to zero, when pruning complete fil-
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ters the network will suffer less damage. For the first idea they use a slightly
customized l2 norm to penalize weak filters, then use the l1 norm as the filter
importance metric to determine which filters to remove in the second part. We
will compare their results on the CIFAR-10 dataset in Section 6.5.
6.4 Materials and Methods
The robustness and performance of Unsupervised PulseNet was demonstrated
using two state-of-the-art CNNs AlexNet and VGG16 and a CNN called Cifar-
Net developed specifically for the CIFAR10 dataset. It was evaluated on three
benchmark datasets CIFAR10, CIFAR100 and Tiny-Imagenet.
This section is broken down into three subsections: an outline of the experimen-
tal design, then a description of the classifiers and datasets used, and finally an
explanation of our proposed algorithm.
6.4.1 Experimental Design
To develop Unsupervised PulseNet we used the Python programming language
and the TensorFlow deep learning framework. The training and pruning phases
were performed on a GTX1080 NVIDIA graphics processing unit (GPU), while
the inference stage was evaluated on both the GPU and on an INTEL I7-7777
CPU with 16GB RAM.
For a fair comparison with other related work we used standard data augmen-
tation, including random horizontal flipping in which a training image was re-
flected about a vertical axis with probability 0.5. Another augmentation used
was random adjustments of the image brightness, where a random value be-
tween a positive and negative threshold (±63 in this work) was selected and
used to adjust the pixels of an image. The final augmentation used was a ran-
dom adjustment of the image contrast (the difference between the maximum
and the minimum pixel intensity in the image), using a random value selected
between two thresholds (0.2 and 1.8 for this work). The optimizer used was
stochastic gradient descent (SGD) with the learning rate reduced via a step-
wise decay learning rate schedule. The initial learning rate (see Section 5.4)
for both training and fine-tuning was 0.1, which was reduced by a factor of 10
when no decrease in the loss on the validation set was detected for 20 epochs.
The minimum learning rate used was 0.00001, and once this was reached and
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no further improvement in the loss was found for 20 epochs, the network is
considered to have converged. Batch normalization was used before applying
the activation function in all network layers except the output layer. The image
inputs were divided by 255 to bound all the data between 0 and 1.
6.4.2 Convolutional Neural Networks & Datasets
In this chapter, we use AlexNet, VGG16 and CifarNet, explained in Sections
5.5.4, 5.5.5 and 5.5.6, respectively, as the CNNs to prune to demonstrate the
robustness of our proposed approach. Both AlexNet and VGG16 have shown
great success in image classification tasks, and CifarNet is an already small
network designed by Tensorflow specifically for the CIFAR10 dataset.
Again, we use 3 benchmark datasets within the image recognition research
area, CIFAR10, CIFAR100 and Tiny-ImageNet to evaluate the performance of
Unsupervised PulseNet. We have given a detailed description of them in Section
5.5.2.
6.4.3 Unsupervised PulseNet
Unsupervised PulseNet is a CNN compression algorithm that takes a trained
network and iteratively, using a k-means based approach to cluster the filters
and nodes separately within each layer, prunes filters and nodes throughout the
network, then fine-tunes the model to regain accuracy. The algorithm contin-
ues this process on all layers until the loss in accuracy breaches a threshold (we
chose 2% for this work), then the network reverts back to its best previous state
(the state at which the network was able to recover it’s accuracy within the
threshold). At this point, instead of trying to prune all layers in one iteration,
the network is pruned in sections, starting with the fully-connected layers as
these contain the majority of the network parameters. Again, once the accu-
racy threshold is exceeded these layers revert to their best previous state (all
layers rolled back to the last state where the network’s accuracy was within
the threshold), then the convolutional layers are pruned (these are the most
computationally expensive part of the network). Finally, for the last breach of
accuracy, each layer is individually pruned, iteratively.
This type of pruning approach can be thought of as coarse (entire network),
then medium (each section; convolutional and fully-connected), then fine prun-
ing (individual layers): we believe that this incremental approach helps us to
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achieve state-of-the-art compression results for the different datasets, as shown
in Section 6.5. We show that by using a more intelligent way of selecting the
filters or nodes considered to be redundant, which are then pruned from the
network, we can achieve an extremely efficient CNN.
The following bullet points give a line-by-line description of Algorithm 7:
• In line 1 we define γ and ρ as the convolutional and fully-connected layers
of the network.
• In line 2 we define the network classification accuracy, on the validation
set as λ.
• In line 3 we initialize i (layer number) to 0, β (stopping criteria as thresh-
old for validation accuracy loss) to 2 and L to γ + ρ (indicating the al-
gorithm is analyzing both the convolutional and fully-connected layers of
the network).
• Lines 4 − 41 are a loop; this is exited (line 40) when the algorithm has
produced a fully pruned network..
• This loop is the main part of the algorithm, and is where the algorithm
selects which filters/nodes to remove.
• In line 5 we initialize pin to represent the 3 channels of an RBG image.
• Lines 6−24 are a loop where we loop through all the layers of the network.
• In line 7 − 13 is an if condition checks if we are analysing a convolution
layer.
• Line 8 defines the filter matrix of the layer as a 4-D matrix of shape
w, x, y, z.
• In line 9, w and x is the shape of the kernal in the layer (3 × 3), and y
represents the input shape and z is the output shape. We remove the rows
in y that are not in pin.
• Line 10 we reshape the 4-D matrix into a 2-matrix without changing its
data.
• Line 11 using Algorithm 8 to return the index of important rows, which
are the clusters centers, as pout.
• In line 12 we remove the rows in z that are not in pout.
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• Line 13 we reshape the 2-D matrix back into a 4-matrix without changing
its data.
• In line 15−22 is an if condition checks if we are analysing a fully-connected
layer.
• Line 16 defines the node matrix of the layer as a 2-D matrix of shape m, n.
• In line 17 we remove the rows in m that are not in pin.
• Line 18 we transpose the 2-D matrix by rotating it around its axis, without
changing its data.
• Line 19 using Algorithm 8 to return the index of important rows, which
are the clusters centers, as pout.
• In line 20 we remove the rows in n that are not in pout.
• Line 21 we transpose the 2-D matrix back into its original shape by rotating
it around its axis, without changing its data.
• In line 23 the desired output cluster centers of the previous layer becomes
the input clusters of the following layer. Therefore we set pin to pout.
• Line 25 we fine-tune the network to convergence.
• In line 26 we calculate the new classification accuracy on the validation
set, as δ.
• Lines 27− 40 which checks to ensure the network maintains classification
acuracy within the threshold limit β.
• Lines 28−32 are if conditions that check what layer type is under analysis,
and switches it to the next type.
• Lines 33 − 38 checks if all the layers have been fully pruned, and if so
stops the algorithm. If they have not all been fully pruned it moves onto
the next layer.
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Algorithm 7 Unsupervised PulseNet Algorithm
1: Define γ and ρ as the network’s convolutional and fully-connected layers
2: Define λ as the classification accuracy of the validation set
3: Initialize i = 0, β = 2%, L = γ + ρ
4: while i 6= (len(γ)+ len(ρ)) do
5: initialize set pin = {0, 1, 2}
6: for all l ∈ L do
7: if l == convolution layer then
8: given filter F represented by (w, x, y, z)
9: Remove rows in y not in pin
10: Transpose (w, x, y, z)→ (z, w ∗ x ∗ y)
11: pout =Get optimal k clusters of (z, w ∗ x ∗ y) (Algorithm. 8)
12: Remove rows in z not in pout
13: Transpose (z, w ∗ x ∗ y)→ (w, x, y, z)
14: end if
15: if l == fully connected layer then
16: given node N represented by (m,n)
17: Remove rows in m not in pin
18: Transpose (m,n)→ (n,m)
19: pout =Get optimal k clusters of (m,n) (Algorithm. 8)
20: Remove rows in n not in pout
21: Transpose (n,m)→ (m,n)
22: end if
23: pin ← pout
24: end for
25: Fine-Tune Network until it converges
26: Calculate δ = new validation accuracy
27: if (λ− δ) > β then
28: if L == γ + ρ then
29: L = ρ
30: else if L == ρ then
31: L = γ
32: else [L == γ]
33: if i == (len(γ)+ len(ρ)) then
34: Halt
35: else
36: L = ith layer of the full network
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Unsupervised PulseNet uses an unsupervised k-means clustering algorithm, and
a maximum pruning factor of 25% was imposed: although k-means automati-
cally determines the number of clusters in the data, it was limited to only look-
ing at a quarter of the layer at a time. The number of clusters, the k value, was
automatically selected using an automated version of the elbow rule [KM13].
The maximum pruning factor was chosen to be 25%, as we believe it gave the
algorithm the opportunity to pruned enough of the layers without causing an
unrecoverable loss in accuracy. This helped to reduce the possibility of the
network suffering unrecoverable brain-damage (a state where the network is
unable to recover the loss in accuracy within a threshold), and allowing Unsu-
pervised PulseNet to compress the network even further.
The convolutional layers parameters are represented by w, x, y, z, where w
and x are the filter sizes, y is the number of inward filters and z the number of
outward filters. When analysing the fully-connected layers, since there are no
filters, the layer is represented bymwhich is the number of inward nodes and n,
the number of outward nodes. We call filters-in the the list of inwards filters in-
dices, and filters-out the list of outward filters indices, from the above tuneable
parameters. It should be noted that if we are pruning the first convolutional
layer, then the filters-in would be the colour depth of the input image, which
for an RGB image would be 3 inward filters represented by the list of filters
〈0, 1, 2〉. For the remaining convolutional layers, the filters-in are the filters-out
from the previous layer.
To find the filters-out, Unsupervised PulseNet clusters the outward filters using
Algorithm 7, retaining only the filter nearest to the centroid of each cluster,
removing the rest which are deemed to be redundant. The retained filter indices
or the filters-out become the next layer’s filters-in and are used to subset its
inward filters. This is repeated for all the layers in the network. The filters-out
are found by running the k-means algorithm with all possible k values between
a quarter of the number of filters/nodes in the layer, s and the total number
of filters/nodes in the layer. As stated above, this puts a pruning limit in each
layer to help the network not suffer unrecoverable accuracy loss. The sum of
the L2 distances between each filter/node and the centre within each cluster
(distortion) is calculated. The algorithm runs until either no change, within
a very small tolerance, of the distortion occurs or the maximum number of
iterations is reached (300). The k-means algorithm had 5 restarts to reduce
the possibility of getting stuck in a local minimum. The distortion is recorded,
along with its corresponding k value. By using Algorithm 8 we determine the
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optimal number of filters/nodes to retain. Algorithm 7 shows how it loops
through the layers of the network, pruning each layer in an unsupervised way.
The relevant filters or nodes that Unsupervised PulseNet extracts are re-used to
create a smaller network, and the network is fine-tuned on the dataset to regain
any loss in accuracy.
Algorithm 8 Get optimal k clusters
1: Set α = 0.25
2: given input M
3: s = α× len(M)
4: for all k in s→ len(M) do
5: k random vectors V as initial clusters centres (ICC)
6: repeat
7: (re)assign each V to ICC to which it is most similar,
8: based on mean value of V within ICC
9: Update ICC means
10: until no change
11: Store sum of squares within clusters (WCSS)
12: end for
13: D1 = WCSSi+1 −WCSSi, ∀ i ∈ 1→ len(WCSS)− 1
14: D2 = D1i+1 −D1i, ∀ i ∈ 1→ len(D1)− 1
15: σ = D2−D1
16: P → {}
17: for all u in σ do




22: C = index of max(P )
23: Y → {}
24: for all centre in C do




The following bullet points give a line-by-line description of Algorithm 8:
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• Line 1 we set α to 0.25 which tells the algorthim not to try to cluster the
first quarter of the number of filters/nodes in the layer. This helps the
network to avoid potential unrecoverable loss.
• Lines 2 and 3, takes the matrix from the main algorithm, as M , and cal-
culates s, the starting point of where the algorthim can check for cluster
centres.
• Line 4−12 is a loop which searches for clusters from s to the length of the
matrix, which would indicate only single point clusters.
• In line 5 the algorthim initials random vectors as inital centres.
• Lines 6 − 10 the algorthim repeatedly searches to optimise the cluster
centres.
• In line 11 the sum of squares within clusters are stored (WCSS).
• In lines 13 − 15 an automated approach to finding the optimal number
of clusters ( [KM13]) is used. By calculating the first order differnce be-
tween the WCSS, and then the second order differences, σ is computed
by getting the difference between them.
• Lines 17−21 is a loop that continues the automated approach by checking
which of the σ values are positive.
• In line 22 the optimal number of clusters C is found by getting the index
of the maximum positive σ value from the above line.
• Line 23 initializes an empty set.
• Lines 24 − 27 is a loop that gets the index row of all the vectors in the
given matrix M , which is closest to each of the centres in C
• Line 28 returns the set of important rows found in the above line, which
will be used to reduce the layers in the main algorthim.
We give a higher level explanation of both algorithms, Algorithm 7 and Algo-
rithm 8 to help the reader fully understand the method. We start with the main
algorithm, Algorithm 7. We define i as the number of the layer the method is
looking at (this parameter is only used in the fine pruning part of the algorithm
as mentioned above). The parameter λ is the validation accuracy of the network
from its initial converged state (which is the original network size). This value
is used as a comparison to the validation accuracies as the network is pruned.
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Both γ and ρ are the layers of the network, convolutional and fully-connected,
respectively. They are the indices of the layers, which the algorithm uses to loop
through the layers, and also used to stop the algorithm by adding the number
of layers within both to check if all layers have been fine pruned. The final
parameter is β, which the user defines (in all experiments in this chapter it is
set to 2%) to help control the loss in accuracy. This can be adjusted according
to how much accuracy loss the user is willing to accept. As stated above, the
algorithm starts with coarse pruning (all the network layers), and in the first
layer the set of filters to keep (pin) is set to 〈0, 1, 2〉 (corresponding to the input
being a RGB image). When the layer under analysis is a convolutional layer, it
is a 4-dimensional matrix we are dealing with. As stated above, the y slice of
the matrix is the incoming filters, and therefore it is here we use pin. This set
represents the filters we want to retain, so we remove any filters not in this set
(by using their index values to locate them). We transpose the 4-D matrix into
a 2-D representation, as stated in Algorithm 7. The important filters to retain
in that layer is calculated by using Algorithm 8, which is explained below. In
a similar way to how we retained the important filters in pin, we do the same
for pout in the z slice of the matrix. When analysing the fully-connected lay-
ers, we follow the same procedure, but we are dealing with a 2-dimensional
matrix instead of the 4-dimensional one. As can be seen in Algorithm 7, we
repeat for both the medium and fine pruning, continually checking to ensure
the β threshold was not breached, until the algorithm has completed and the
network is considered fully compressed.
We now explain Algorithm 8. The algorithm accepts a 2 dimensional array, M ,
where the rows represent the samples to be clustered. We iteratively cluster the
samples, starting with k equal to 25% of the number of samples, until we reach
k equal to the total number of samples (e.g. with 100 samples, the starting
point would be 25 and the end point would be 100). An automated version of
the elbow rule [KM13] is used to find the optimal number of clusters, which is
also considered the optimal number of filters/nodes in that layer. The k-means
algorithm clusters the samples into the k value of clusters such that the total
within-cluster sum of squares (WCSS) is minimized. By calculating the first
order differences between the WCSS, and then the second order differences,
we compute sigma σ by getting the differences between them. We find the
optimal number of clusters C by finding the maximum positive value of σ. Then
for each cluster in C, we locate the index of the sample closest to the cluster
centre, creating the set Y , which the algorithm returns.
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6.5 Results
Figure 6.1: Evolution iterations of CifarNet (top row), AlexNet (middle row)
and VGG16 (bottom row) networks, while being pruned by Unsupervised
PulseNet. The graphs on the left are from the convolutional layers, while the
ones on the right are from the fully-connected layers. These results are from
the analysis of the CIFAR10 dataset.
To compare inference efficiency between networks, we use the common metric
of the number of FLOPs needed to classify a test image. We use the difference
between the number of FLOPs for the original network and the Unsupervised
PulseNet-pruned network to measure computational improvement. Although
we might expect to see similar speedups in inference time and similar reduced
energy consumption, in fact we do not. This is due to other layers within the
network being non-tensor (batch normalization and pooling layers), along with
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the overhead of reading time from hard drive to GPU, which has more of an
impact. To fully understand the improvements our proposed method makes on
the tested networks, we shall show both the theoretical improvements and the
actual improvements on both a GPU and a CPU, with respect to inference time
and consumed energy. The theoretical improvement of a pruned network is the
percentage of parameters (which is directly related to the number of FLOPs)
removed from the original network; so for example if 50% of the parameters
are pruned from a network, the theoretical network improvement is a network
twice more efficient than the original network. The confusion matrices are
located in the appendix section.
Figure 6.2: Bar-charts for CifarNet (top left), AlexNet (top right) and VGG16
(bottom) networks, illustrating the difference between the theoretical, CPU and
GPU efficiency with respect to their computational speed and energy consumed
on the CIFAR10 dataset.
Table 6.1 shows that Unsupervised PulseNet reduces the complexity of Cifar-
Net, AlexNet and VGG16 by 5.4×, 147.1× and 21.1× respectively. This can
be compared to similar work on ResNet networks and the CIFAR10 dataset,
where [HKD+18, HLW+19] reduced the number of FLOPs by 50% and 52.6%
respectively, [DCP17] reduced FLOPs by 34.2%, and [LKD+16] compressed the
network by 50%. Although on a different network, the Unsupervised PulseNet
reduction in number of FLOPs ranged from 81.39% on an already very small
network (CifarNet) to 99.32% on AlexNet, and 95.27% on VGG16.
As can be seen from Figure 6.3, the first few convolutional layers of the net-
works were pruned the most, followed closely by the last few convolutional
layers. This is due to the first part of the convolutional layers being edge, shape
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and colour detectors, possible with much overlapping of filters, while the last
section of the convolutional part of the network is more class-specific, so the
required number of filters in these layers is likely to be proportional to the
number of target classes in the dataset. We infer this by examining the Figures
6.6 and 6.9, which have 100 and 200 classes in their respective datasets, and
retain more filters within the convolutional layers of their networks. The fully-
connected layers of both AlexNet and VGG16 are heavily pruned, which has
been shown to be beneficial. In related work, it has been shown that overfitting
can occur when a network’s fully-connected layers are too dense [LKD+16].
CifarNet’s dense layers are less pruned because it is already a narrow network.
Figure 6.3: Comparison of layers between original and pruned version of Ci-
farNet (top left), AlexNet (top right) and VGG16 (bottom) on the CIFAR10
dataset.
To show the difference between theoretical improvements and actual perfor-
mances on both a GPU and CPU, we graph the relative percentage differences
between them in Figure 6.2. Both AlexNet and VGG16 exhibit near-theoretical
improvements, with the performance between the GPU and CPU being very
similar, while on CifarNet only the energy consumed on the CPU has near-
theoretical improvement. The compressed Unsupervised PulseNet version of
CifarNet still benefits from being pruned, though it is a small network, with
results beating the original network in efficiency (see Figure 6.2).
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The confusion matrices of the original and compressed versions of the CifarNet
model on the CIFAR10 dataset are shown in Figure C.1. The original version has
an accuracy score of 85.66%, a precision score of 85.59%, recall score of 85.62%
and an F1-score of 85.48%, while the Unsupervised PulseNet version has an
accuracy score of 83.20%, a precision score of 83.31%, recall score of 83.20%
and a F1-score of 82.99%. The original AlexNet, on CIFAR10 has an accuracy
score of 90.50%, a precision score of 90.56%, recall score of 90.46% and a F1-
score of 90.47%, seen in Figure C.2, and the pruned model has an accuracy score
of 88.79%, a precision score of 88.82%, recall score of 88.75% and a F1-score of
88.71%. Finally, the confusion matrices of the VGG16 network are shown in
Figure C.3, with the original network having an accuracy score of 91.85%, a
precision score of 91.90%, recall score of 91.85% and a F1-score of 91.80%, and
the compressed version has an accuracy score of 89.32%, a precision score of
89.59%, recall score of 89.32% and a F1-score of 89.29%.
Figure 6.1 illustrates how Unsupervised PulseNet prunes each layer of the tar-
geted network by iterative pruning and fine tuning. Unsupervised PulseNet ini-
tially prunes at a high rate, then compresses and decompresses while reducing
its pruning rate, all in an unsupervised manner. We can see that AlexNet and
VGG16 have a much smoother approach to their fully compressed states, com-
pared to CifarNet. In AlexNet the convolutional layers converge to a reasonably
similar number after the tenth iteration, and gradually removes fewer filters to
achieve final compressed state. On the other hand, VGG16 convolutional layers
approximately maintain the relative difference in number of filters per layer as
it is pruned. There is much more compression and de-compression in VGG16
compared to the other two networks, showing that it was not an easy network
in which to find the optimal number of filters to prune within each layer. The
dense layers of all three networks maintain roughly the same relative difference
compared to their original state, and all are pruned significantly early on in the
process, reducing as the layers are thinned out.
[DCP17] used a layer-wise pruning method on a 3-convolutional- and 2-fully-
connected-layer network based on AlexNet, applied to the CIFAR10 dataset.
They were able to compress it to 9% of its original size while maintaining an
accuracy of 80.64%. We reduced our CifarNet to 18.62% of its original size with a
classification accuracy of 83.20%. Although they achieved a higher compression
ratio, it should be remembered that their network was based on AlexNet with 3
convolutional layers of sizes 96, 256, 256 with the same fully-connected layers
as ours. Hence our network has far fewer parameters than theirs, with less
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pruning potential. If we compare our version of AlexNet on CIFAR10 we pruned
to a ratio of 0.68%.
[RBK+14] proposed a teacher-student network idea called FitNets, that com-
pressed their model down to ∼ 2.5M parameters with an accuracy of 91.61%
on the CIFAR10 dataset. Comparing our Unsupervised PulseNet version of
AlexNet, we achieved a slightly worse classification accuracy of 88.79% but with
only ∼ 0.6M parameters: a quarter less than FitNets.
In the work of [IHM+16] on SqueezeNet they compressed a network by 50×
while maintaining an AlexNet accuracy. Our Unsupervised PulseNet model of
AlexNet was compressed by 147.1× with negligible loss in accuracy.
The pruning method of [ZRZ+18] compressed the convolutional layers of VGG16
using the CIFAR10 dataset. The first 4 layers of their version of VGG16 had 30,
46, 94 and 102 filters, with the remaining convolutional layers containing 206
filters, while as can be seen in Figure 6.1 all but one of our version of VGG16
layers were pruned much more. On the first 4 layers, our network had less
than half the number of filters compared to theirs, with the rest of the convolu-
tional layers ranges from 1.1× to 3.3× fewer filters (one of our layers retained
26 more filters), making the Unsupervised PulseNet network computationally
more efficient.
[HZYN18] pruned the filters in the convolutional layers of VGG16, and on the
CIFAR10 dataset reduced FLOPs by 80.6%, while our method reduced FLOPs
by 95.27%. This resulted in a speedup of their network by 63.4%, whereas our
VGG16 network improved inference time by 78.8%. They had a loss in accuracy
of 3.4% compared to Unsupervised PulseNet’s loss of 2.5%.
[DDHT18] used an iterative approach called Auto-Balanced Filter Pruning to
compress the VGG16 network by 81.4% on the CIFAR10 dataset, whereas our
proposed method pruned VGG16 by 95.3%. Unsupervised PulseNet lost an av-
erage of 2% accuracy while [DDHT18] lost approximately 0.5%. [LAT18] com-
pressed AlexNet and VGG16 on the CIFAR10 dataset by 10× and VGG16 by
19.6×, while our method reducing AlexNet by 147.1× and VGG16 by 21.1×.
[ZNZ+19] pruned VGG16 by 3.8×, with a 2% loss in accuracy, whereas we
pruned it by 21.1× with approximately the same loss in accuracy. [BGP19] used
an iterative pruning approach, that simulated the pruning of filters/nodes by
using binary matrices. On the CIFAR10 dataset this compressed the CifarNet,
AlexNet and VGG16 networks by 4.2×, 22.9×, and 8.2×, losing 3.6%, 2%, 0.9%
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accuracy, respectively. In comparison, Unsupervised PulseNet pruned CifarNet
by 5.4×, AlexNet by 147.1× and VGG16 by 21.1×, with a classification loss of
2.46%, 1.7% and 2.5% respectively.
Figure 6.4: Evolution iterations of CifarNet (top row), AlexNet (middle row)
and VGG16 (bottom row) networks, while being pruned by Unsupervised
PulseNet. The graphs on the left are from the convolutional layers, while the
ones on the right are from the fully-connected layers. These results are from
the analysis of the CIFAR100 dataset.
Unsupervised PulseNet reduced the complexity of CifarNet by 2.5×, AlexNet
by 22.4× and VGG16 by 28.4×, as shown in Figure 6.2. The reduction in the
number of FLOPs ranged from 60.27% on CifarNet to 96.48% on VGG16, with
95.53% on AlexNet. The pruned layers follow a similar pattern to the CIFAR10
dataset, with the middle layers being less pruned compared to the first and last
few convolutional layers, as shown in Figure 6.6. The fully-connected layers
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are less pruned than on CIFAR10, possible due to CIFAR100 having 10× the
number of classes.
Figure 6.5: Bar-charts for CifarNet (top left), AlexNet (top right) and VGG16
(bottom) networks, illustrating the difference between the theoretical, CPU and
GPU efficiency with respect to their computational speed and energy consumed
on the CIFAR100 dataset.
We compare the efficiency between the original and compressed networks with
respect to the theoretical improvement, and actual results on a GPU and CPU,
in Figure 6.5. Confirming the results of the CIFAR10 dataset, both AlexNet and
VGG16 achieve close to the expected theoretical increase in efficiency, while
the specifically designed CifarNet model improves in efficiency with the Unsu-
pervised PulseNet version over the original version but does not reach the the-
oretical improvement. The original version of CifarNet had an accuracy score
of 58.71%, a precision score of 59.28%, recall score of 58.71% and a F1-score of
58.35%, as shown in Figure C.4, compared with the Unsupervised PulseNet com-
pressed version with an accuracy score of 56.82%, a precision score of 57.65%,
recall score of 56.82% and a F1-score of 56.45%.
The confusion matrices of both AlexNet versions are shown in Figure C.5. The
full version had an accuracy score of 70.56%, a precision score of 71.33%, recall
score of 70.56% and a F1-score of 70.51%, while the pruned version had an
accuracy score of 56.82%, a precision score of 57.65%, recall score of 56.82%
and a F1-score of 56.45%.
Lastly, the results of the VGG16 networks are shown in Figure C.6. We see
that the original network had an accuracy score of 67.71%, a precision score
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Figure 6.6: Comparison of layers between original and pruned version of Ci-
farNet (top left), AlexNet (top right) and VGG16 (bottom) on the CIFAR100
dataset.
of 70.01%, recall score of 67.71% and a F1-score of 68.18%, while the pruned
network had an accuracy score of 65.38%, a precision score of 66.64%, recall
score of 65.38% and a F1-score of 65.48%.
Next we analyse the graphs of the pruning iterations in Figure 6.4. Starting
with the dense fully-connected layers, it can be seen that the compression pro-
cess was more disruptive compared to that of the dense layers on the CIFAR10
dataset. We can see, especially in the graphs for AlexNet and VGG16, that Un-
supervised PulseNet had to revert back to the best previous state several times,
being unable to regain accuracy loss in validation. It is clear on the VGG16
graph, between the 20th and 30th pruning iterations, that Unsupervised PulseNet
gradually reduced both layers from about 800–100 nodes to approximately 200
nodes in a step-like decay: the “pulse” aspect of our method (the compression
and decompression of the network).
The convolutional layers of the three networks are initially pruned heavily, but
then go through an exploratory phase to find clusters to guide redundant filter
removal.
[RBK+14] proposed the FitNets method, which compressed their model down
Parameter Reduction in Deep Learning and
Classification
140 David Browne
6. UNSUPERVISED PULSENET: AUTOMATED
PRUNING OF CONVOLUTIONAL NEURAL
NETWORKS BY K-MEANS CLUSTERING 6.5 Results
to ∼ 2.5M parameters with an accuracy of 64.96% on the CIFAR100 dataset.
Comparing our Unsupervised PulseNet version of VGG16, we maintained a clas-
sification accuracy of 65.38% with ∼ 2.4M parameters, improving both accuracy
and compression. [ZNZ+19] pruned VGG16 by 1.6× without loss in accuracy,
while Unsupervised PulseNet compressed VGG16 by 28.4× with just over 2%
classification loss. [BGP19] on the CIFAR100 dataset compressed the CifarNet,
AlexNet and VGG16 networks by 2.9×, 7.1×, and 8.1×, losing 4.5%, 2.3%, 1.1%
accuracy, respectively. In contrast, Unsupervised PulseNet pruned CifarNet by
2.5×, AlexNet by 22.4× and VGG16 by 28.4×, with accuracy losses of 1.9%,
2.16% and 2.3%, respectively.
The last dataset for analysis is Tiny-ImageNet. Unsupervised PulseNet reduces
the network complexity of PulseNet’s CifarNet by 2.4×, eliminating 57.65% of
the number of FLOPs. It decreases the complexity of AlexNet by 37.3× which
eliminates 97.32% of the number of FLOPs. And it decreases the VGG16 com-
plexity by 19.1×, eliminating 95.75% of FLOPs. The pruning of the layers,
displayed in Figure 6.9, shows that on CifarNet the dense layers are pruned less
than on the other datasets, due to the Tiny-ImageNet number of classes.
All three networks on the three datasets show a very similar pattern: the first
and last convolutional layers are pruned most because of overlapping of edge,
shape and colour detectors that occur in the first few convolution layers, and
the last few convolution layers are pruned less because they contain more in-
formation about the target classes. All the dense fully-connected layers are
significantly reduced, reconfirming that these layers contain many redundant
nodes that can cause over-fitting.
From the efficiency graphs in Figure 6.8 we see that the CifarNet network
struggles to meet the theoretical improvement, but the Unsupervised PulseNet
pruned version of the model still beats the original version in all the experi-
ments. However, both the other two networks come very close to the theoret-
ically possible improvement in performance on the compressed models, easily
achieving a more computationally efficient network compared to the original
networks on the GPU and CPU results.
The confusion matrices of the CifarNet models are shown in Figure C.7. The
original version has an accuracy score of 41.08%, precision score of 47.96%,
recall score of 41.08% and F1-score of 41.71%, while the Unsupervised PulseNet
version has an accuracy score of 39.70%, precision score of 46.35%, recall score
of 39.70% and F1-score of 40.41%.
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Figure 6.7: Evolution iterations of CifarNet (top row), AlexNet (middle row)
and VGG16 (bottom row) networks, while being pruned by Unsupervised
PulseNet. The graphs on the left are from the convolutional layers, while the
ones on the right are from the fully-connected layers. These results are from
the analysis of the Tiny-ImageNet dataset.
Figure C.8 shows both confusion matrices of the AlexNet models, with the origi-
nal network achieving an accuracy score of 52.47%, a precision score of 58.12%,
recall score of 52.47% and a F1-score of 52.96%, and the compressed version
scoring an accuracy score of 50.13%, a precision score of 55.86%, recall score of
50.13% and a F1-score of 50.75%.
The confusion matrices in Figure C.9 refer to the VGG16 pruned and original
networks. The original network has an accuracy score of 55.29%, a precision
score of 60.23%, recall score of 55.29% and a F1-score of 55.66%. The Unsu-
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Figure 6.8: Bar-charts for CifarNet (top left), AlexNet (top right) and VGG16
(bottom) networks, illustrating the difference between the theoretical, CPU and
GPU efficiency with respect to their computational speed and energy consumed
on the Tiny-ImageNet dataset.
pervised PulseNet network has an accuracy score of 52.84%, precision score of
61.83%, recall score of 52.84% and F1-score of 54.48%.
The graphs of the pruning iterations from Figure 6.7 show that the dense layer
patterns are more similar to those of the CIFAR10 dataset rather than the CI-
FAR100 dataset. CifarNet’s convolutional layers were quite difficult to prune, as
it was already a small network. However, Unsupervised PulseNet is still able to
reduce the number of filters in both layers of this already constrictive network.
Unlike the CifarNet model, the convolutional layers of the other two datasets
are near full compression by the 10th pruning iteration, but our method still
searches the space to find a good minimum number of filters per layer, by only
retaining important filters and nodes that improve generalization.
[DCP17] compressed both AlexNet and VGG16 on the ImageNet dataset and,
although we cannot perform a direct comparison because Tiny-ImageNet is a
only subset of that dataset, it is still interesting to compare the results. They
were able to compress AlexNet by 17.5× and VGG16 by 13.3×, compared to
Unsupervised PulseNet which pruned AlexNet and VGG16 by 37.3× and 19.1×,
respectively, showing we can achieve better compression rates. The pruning
method of [LWL17] called ThiNet, applied to the ImageNet dataset, reduced
VGG16 down to 8.34M parameters, while our compressed version of VGG16 on
Tiny-ImageNet is almost 4× less with 2.1M parameters. [YLC+18] used a neuron
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Figure 6.9: Comparison of layers between original and pruned version of Cifar-
Net (top left), AlexNet (top right) and VGG16 (bottom) on the Tiny-ImageNet
dataset.
importance score propagation (NISP) approach to prune AlexNet on the Ima-
geNet dataset. Their NISP AlexNet had a reduction in the number of FLOPs by
67.85%, compared to Unsupervised PulseNet AlexNet on Tiny-ImageNet with a
reduction in FLOPs of 97.32%. [KPY+15] compressed both AlexNet and VGG16
networks on the ImageNet dataset, with AlexNet being pruned by 5.5× and
VGG16 by 7.4× with 1.7% and 0.55% loss in accuracy respectively. In con-
trast, we pruned AlexNet by 37.3× with a accuracy loss of 2.3%, and VGG16
by 19× with a loss of 2.5%. The method of [LAT18], called Single-Shot Net-
work Pruning, compressed AlexNet to 10.1% and VGG16 to 20% of their original
sizes, while unsupervised PulseNet compressed AlexNet and VGG16 to 2.7% and
5.2% of their original sizes, respectively, on the Tiny-ImageNet dataset within
acceptable accuracy loss. Comparing to the results of [ZZLS18] on AlexNet,
where they achieved a theoretical improvement of 13×, Unsupervised PulseNet
improved its version of the network by over 3× their compression, to 37.1×
smaller. The method of [BGP19] on the Tiny-ImageNet dataset compressed the
CifarNet, AlexNet and VGG16 networks by 3.9×, 5.2×, and 6.2×, losing accu-
racy 2.91%, 3.75%, 2%, respectively. In contrast, Unsupervised PulseNet pruned
CifarNet by 2.4×, AlexNet by 37.3× and VGG16 by 19.1×, with a classification
loss of 1.4%, 2.3% and 2.45%, respectively.
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Table 6.5: Overall accuracies (%) of different CNN architectures, both original
and compressed using a single pruning iteration of Unsupervised PulseNet on
the Tiny-Imagenet data set. The entries in red show the percentage size of the
networks.
Method # Parameters Accuracy
CifarNet
Original 4373576 (100%) 41.08
PulseNetOne 755991 (14.99%) 32.48
AlexNet
Original 59100744 (100%) 52.47
PulseNetOne 4326174 (7.32%) 47.66
VGG16
Original 40708104 (100%) 55.29
PulseNetOne 9737378 (23.92%) 54.80
Table 6.6: Overall accuracies (%) of different CNN architectures, both origi-
nal and compressed using a single pruning iteration of Unsupervised PulseNet
on the CIFAR10 data set. The entries in red show the percentage size of the
networks.
Method # Parameters Accuracy
CifarNet
Original 797962 (100%) 85.66
PulseNetOne 84903 (10.64%) 79.42
AlexNet
Original 46787978 (100%) 90.50
PulseNetOne 7130488 (15.24%) 91.02
VGG16
Original 33638218 (100%) 91.85
PulseNetOne 5419117 (16.11%) 90.98
6.5.1 Further Experiments
We experimented with only using a single pruning iteration in the aim to signifi-
cantly reduce the time it required to extract a small compressed network. There
were a few issues with this idea; we had less control over the loss in accuracy,
as we can see from the results of CifarNet network in all 3 of the tables; 6.6, 6.7
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Table 6.7: Overall accuracies (%) of different CNN architectures, both original
and compressed using a single pruning iteration of Unsupervised PulseNet on
the CIFAR100 data set. The entries in red show the percentage size of the
networks.
Method # Parameters Accuracy
CifarNet
Original 815332 (100%) 58.71
PulseNetOne 230168 (28.23%) 52.72
AlexNet
Original 47156708 (100%) 70.56
PulseNetOne 8422188 (17.86%) 69.18
VGG16
Original 34006948 (100%) 67.71
PulseNetOne 7362504 (21.65%) 66.16
and 6.5, where we lost between 6% and 8%. Another lesser result was that we
did not achieve as high of a compression with respect to the iteration process of
unsupervised PulseNet, as can be seen in all 3 tables, and especially noticeable
using the AlexNet network on CIFAR10 dataset. We pruned the network down
to 15.24% of its original size when using the single pruning iteration PulseNet,
while on the version this chapter is mainly focused on, we were able to prune
the same network on the same dataset down to 0.68% of its original size. Al-
though, when talking about the same 2 experiments, the single shot approach
had a small gain in accuracy of 0.5%, while the unsupervised PulseNet from this
chapter had a decrease of 1.7%, still within the threshold of predefined accu-
racy loss. All of the results of this section of the chapter has given reason for
even further investigation, and experiments tweaking the original Unsupervised
PulseNet to develop a new variation.
6.6 Conclusion
We proposed an effective neural network pruning algorithm based on finding
clusters of filters and nodes in each layer via unsupervised K-means clustering.
By retaining only the filters and nodes close to cluster centroids, we achieve
state-of-the-art compression with negligible loss in accuracy. Our approach does
not require any additional software or hardware, is automated, and can be
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implemented on any type of CNN. We demonstrated our method, which we
call Unsupervised PulseNet, on three benchmark datasets using well-established
neural networks in the area of computer vision.
We have shown our unsupervised pruning method is a powerful compression
algorithm for CNNs, but one of the main pitfalls is the iterative way it prunes
networks. In a way Unsupervised PulseNet can be thought as a theoretical result
of pruning networks, while we would like to demonstrate a more industrial
practical version of our method. This is to show our proposed method could
be implemented in a fast version, more suitable to real world applications. We
did this in Section 6.5.1 of this chapter, but explore it in greater depth and
evaluation in the next chapter, Chapter 7, with a fast version of unsupervised
PulseNet.






Neural Networks for Remote
Sensing and Scene classification
7.1 Motivation
Following the impressive results from Chapter 6, we decided to tweak unsuper-
vised PulseNet (see Section 6.4.3) in order to improve the training time. We
take all the benefits of Unsupervised PulseNet from the previous chapter, and
by altering the method to be a lot faster during the training phase, we demon-
strate how it can be a very practical tool in industry evaluating it on benchmark
remote sensing and scene data. We chose this type of data to evaluate the new
version of the algorithm, for 2 reasons; we see great benefit in the area for a
highly efficient pruned network (installation on Satellites, network inference
on mobile monitoring IoT devices), and also because experimental results in
the area would help to advance image recognition tasks showing the poten-
tial advantages of pruning well established CNNS already deployed in the area
of remote sensing and scene classification. Scene classification is an impor-
tant aspect of image/video understanding and segmentation. However, remote
sensing scene classification is a challenging image recognition task, partly due
to the limited training data, which causes deep learning Convolutional Neural
Networks (CNNs) to over-fit. Another difficulty is that images often have very
150
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different scales and orientation. Yet another is that the resulting networks may
be very large, again making them prone to over-fitting and also unsuitable for
deployment on memory- and energy-limited devices. We propose an efficient
deep learning approach to tackle these problems. We use transfer learning to
compensate for the lack of data, and data augmentation to tackle varying scale
and orientation. To reduce network size we use a novel unsupervised learning
approach based on k-means clustering, applied to all parts of the network: most
network reduction methods use computationally expensive supervised learning
methods, and apply only to the convolutional or fully-connected layers but not
both. In experiments we set new standards in classification accuracy on six
remote sensing image datasets.
7.2 Introduction
Remote sensing image classification has gained in popularity as a research area,
due to the increase in availability of satellite imagery and advancements in deep
learning methods for image classification. A typical image contains objects and
natural scenery, and the algorithms must understand which parts of the im-
age are important and relate to the class, and which parts can be considered
noise. Scene classification has been applied to various industrial products such
as drones and autonomous robots, to improve their predictability at under-
standing scenes.
Much early work concentrated on using hand-crafted methods such as colour
histograms, texture features, scale-invariant feature transform (SIFT) or his-
tograms of oriented gradient (HOG). Colour histograms were very simple to
implement but, though translation- and rotation-invariant, they were unable to
take advantage of spatial information in an image [PNDS15]. For the analy-
sis and classification of aerial and satellite images, texture features were com-
monly used, including Gabor features, co-occurrence matrices and binary pat-
terns [dSPdST10]. SIFT used the gradient information about important key-
points to describe regions of the image. There are different types of SIFT
(sparse SIFT, PCA-SIFT and SURF) which are all highly distinctive and are
scale-invariant, illumination-invariant and rotation-invariant [KMW11]. HOG
calculates the distribution of the intensities and directions of the gradients of re-
gions in the image, and has had great success at edge detection and identifying
shape details in images [CZY+16]. Both SIFT and HOG use features to repre-
sent local regions of an image, and therefore reduce their effectiveness by not
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taking important spatial information into account. To improve these methods,
creating global feature representation bag of visual word models were intro-
duced [BCD15]. Advances in these models included using pooling techniques
such as spatial pyramid matching [HCLD16].
A number of unsupervised approaches have been explored for remote sensing
classification problems. Principal component analysis (PCA) and k-means clus-
tering were successful early methods. More recently, auto-encoders have been
used in the area as an unsupervised model, which involve reconstructing an
image after forcing it through a bottleneck layer. These unsupervised methods
improved on hand-crafted features techniques, but distinct class boundaries
were hard to define because the data was unlabelled. For this reason super-
vised learning was more attractive, especially for convolutional neural networks
(CNNs) from the field of deep learning, which have been responsible for state-
of-the-art results in image classification [ZZZ16a,ZZZ+16b].
Given the unmatched power of deep learning for image classification, it is nat-
ural to investigate the usefulness of CNNs on remote sensing data problems
[ZDZ15, ZZD16]. CNN models such as AlexNet [KSH12] and VGG16 [SZ14]
have demonstrated their ability to extract relevant informative features that are
more discriminative than extracted hand-crafted features. [GWGL14,ZWS+14]
used a promising strategy of extracting the CNN activations of the variously
scaled local regions, and pooling them together into a bag of local features.
Their networks were pre-trained on ImageNet, similar to [WWWY15], demon-
strating how using a good initialization of parameters can increase network
classification accuracy. Other related works show that by avoiding pooling
and instead focusing on multi-scale CNN structures, competitive results can
be achieved [HJL16].
This type of image classification is very challenging for several reasons. Firstly,
although remote sensing datasets are increasing in size, most are still consid-
ered small in deep learning terms. This means that we often have insufficient
training data to obtain high classification accuracy. To have a fair comparison
between our method and related work in this area, we set up the experiments
in the same manner. This meant that the training dataset had a very limited
number of samples, adding to the problem difficulty. To tackle this problem
we use transfer learning, which uses other data to provide a good initializa-
tion point for the network parameters. A second problem is that images from
the same class can have very different scales and/or orientation. To address
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this issue we apply a standard method from deep learning image recognition:
data augmentation. A third problem is that high-resolution satellite images can
contain overlapping classes, which can have an inverse effect on classification
accuracy [Che13]. Although the method in [Che13] has had great success, it is
very dependent on how the initial low-level hand-crafted features are extracted,
which in turn relies greatly on domain knowledge. Using CNNs to extract the
relevant features eliminates the need for domain knowledge and hand-crafted
features. A fourth problem is that training a CNN on images can lead to very
large networks that are prone to over-fitting, and unsuitable for deployment on
memory- and energy-limited devices.
We propose a novel unsupervised learning approach, based on k-means clus-
tering, for pruning neural networks of unwanted redundant filters and nodes.
We find optimal clusters within the filters/nodes of each layer, and discard
those furthest from the centre along with all their associated parameters. Our
new method, which we call PulseNetOne, combines these techniques with fine-
tuning phases to recover from any loss in accuracy. Extensive experiments with
various datasets and neural networks were carried out to illustrate the perfor-
mance and robustness of our proposed pruning technique. We compare it with
other state-of-the-art remote sensing classification algorithms, and experiments
show that it significantly outperforms them in classification accuracy and regu-
larization while generating much less complex networks. In the area of remote
sensing and scene classification, although both AlexNet and VGG16 are popu-
lar CNNS in this area, we believe we are the first to display how pruning can
significantly improve results in this image recognition task.
The main contributions of this research can be summarized as follows:
• We introduce a novel approach, called PulseNetOne, that rapidly and au-
tomatically selects redundant filters/nodes in a CNN, removes them and
compresses the model, all in a single pruning iteration.
• Similar to Unsupervised PulseNet from the previous chapter (see Algo-
rithm 6.4.3), the method uses an unsupervised algorithm (K-means clus-
tering) to automatically cluster similar filters and nodes, but differs as the
extraction of the new smaller network is considerably faster.
• It achieves state-of-the-art results, pruning VGG16 and AlexNet under the
analysis of benchmark remote sensing and scene image datasets, improv-
ing the network’s classification acuracy.
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The rest of this chapter is organised as follows. Section 7.3 discusses the related
work on various methods of remote sensing image classification. The datasets
and CNNs used are described in Section 7.4, along with our proposed method.
The results are given in Section 7.5 as well as their evaluation and discussions.
Finally, Section 7.6 concludes the chapter.
7.3 Related Work
A well-established method that has been very successful for satellite image
recognition is the bag of visual words (BOVW) approach. This usually involves
(i) extracting hand-made features, that is SIFT and HOG; (ii) using a clus-
tering algorithm to group the features, thus creating a BOVW with a defined
centre; and (3) forming feature representations using histograms, by mapping
the learned features onto the nearest cluster centre [DT05, Low04, CDF+04,
BCTD17,LLM14,CZS+16]. Both [LSP06] and [YN08] have employed this tech-
nique to remote sensing classification. To obtain more meaningful features,
spatial pyramids and randomized spatial partitions were used. [LHSL17] used
a CNN, originally trained on the ImageNet dataset, with spatial pyramid pool-
ing, and only fine-tuned the fully-connected layers of the network. The spatial
pyramid was inserted between the convolutional and fully-connected layers to
automatically learn multi-scale deep features, which are then pooled together
into sub-regions.
To remove the need for domain-knowledge hand-crafted features, unsupervised
learning was used to learn basis functions to encode the features. By construct-
ing the features using the training images instead of hand-crafted ones, better
discriminative features are learned to represent the data. Some of the more
popular unsupervised methods implemented in this research area include k-
means, PCA and auto-encoders [Che13,SYXS12,ZDZ14].
[CYY+18] claimed that an important part of remote sensing classification was
to overcome the problems of within-class diversity and between-class similarity,
which are both major challenges. The authors proposed to train a CNN on a new
discriminative objective function that imposes a metric learning regularization
term on the features. At each training iteration random image samples are used
to construct similar and dissimilar pairs, and by applying a constraint between
the pairs a hinge loss function is obtained. Unlike our proposed algorithm,
which is unsupervised and fast, their method requires a number of parameters
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to be selected, which most likely will vary depending on the data, and has a
complex training procedure that is relatively inefficient. Their results reinforce
the idea that, unlike most other approaches that only use the CNN for feature
extraction, better performance is achieved by training all the layers within the
network.
[SHK19] designed a type of dual network in which features were extracted
from the images based on both the objects and the scene of the image, and
fused them together, hence the name FOSNet (fusion of object and scene).
The authors trained their network using a novel loss function (scene coherence
loss) based on the unique properties of the scene. [ZLCD16] fused both local
and global features by first partitioning the images into dense regions, which
were clustered using k-means. A spatial pyramid matching method was used
to connect local features, while the global features were extracted using multi-
scale completed local binary patterns which were applied to both gray scale and
Gabor filter feature maps. A filter collaborative representation classification ap-
proach is used on both sets of features, local and global, and images are classi-
fied depending on the minimal approximation residual after fusion. [HZCZ17]
also used a spatial pyramid idea with the AlexNet CNN as its main structure.
The authors find that, although AlexNet has shown great success in scene clas-
sification and as a feature extractor, because of limited training datasets it is
prone to over-fitting. By using a technique of side supervision on the last
three convolutional layers, and spatial pyramid pooling before the first fully-
connected layer, the authors claim that this unique AlexNet structure, named
AlexNet-SPP-SS, helps to counteract over-fitting and improve classification. Our
work also shows how both AlexNet and VGG16 are prone to over-fitting due to
lack of training data, but by pruning redundant filters/nodes we add a strong
regularization to the networks, which prevents over-fitting and increases model
efficiency.
[TWK17] argue that using a deeper network (GoogLeNet) and extracting fea-
tures at three stages helps to improve the robustness of the model, allowing
low-, mid- and high-level features to contribute more directly to the classifica-
tion. Instead of the usual additive approach to pooling features, they show that
a product principle works better. Their work includes experiments on Scene15,
MIT67 and SUN397 datasets, which we shall also use, and we achieve better
accuracy using smaller networks and without pooling. We claim that our ap-
proach is also more efficient.
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[HJL16] found that scaling scene images induced bias between training and
testing sets, which significantly reduces performance. They proposed scale-
specific networks in a multi-scale architecture. They also introduce a novel
approach to combine pre-training on both the ImageNet and Places datasets,
showing that more accurate classification is achieved. The authors mentioned
the idea of redundant features by removing redundancy within the network,
making it more efficient and forcing stronger regularization, thus improving
generalization. Our proposed method develops this idea.
[LXM+18] combined two pre-trained CNNs in a hybrid collaborative represen-
tation method. One side of the hybrid model extracted shared features, while
the other extracted class-specific features. They extended and improved their
method by using various kernels: linear, polynomial, Hellinger and radial ba-
sis function. [ZTZ19] also used ImageNet networks pre-trained on VGG16 and
Inception-v3 as feature extractors, before introducing a novel 3-layer additional
network called CapsNet. The first layer is a convolutional layer that converts
the input image into feature maps. The next layer consists of 2 reshape func-
tions along with a squash function that transforms it into a 1-D vector before it
enters the final layer, which has a node for each class, and is used for classifica-
tion. Both these works use pre-trained networks, which our work shows can be
significantly reduced in size.
[CLGY17] used VGG16 to extract important features, then used a method
based on feature selection and feature fusion to merge relevant features into
a final layer for classification. Following the work of [SZL+05] on canonical
correlation analysis CCA, [CLGY17] improved their work by proposing discrim-
inant correlation analysis, which over came the limitation of CCA that ignored
the relationship between class structures in the data by maximizes the corre-
lation between two feature sets while also maximizing the difference between
the classes. [ZC19] adopted a Semantic Regional Graph model to select dis-
criminant semantic regions in each image. The authors used a graph convolu-
tional network originally proposed by [KW16], pre-trained on the COCO-Stuff
dataset. This type of classification model showed great promise, especially on
the difficult SUN397 data on which it achieved 74% classification accuracy.
[HLF18] introduced a novel way to tackle limited training data, which causes
over-fitting in state-of-the-art CNNs such as AlexNet and VGG16. They used
transfer learning, but also applied traditional augmentation on the orginal dataset,
and collected images from the internet that were most similar to the desired
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classes. This greatly increased the number of training examples and helped to
prevent over-fitting. The authors showed that increasing the number of sam-
ples in the training data enables state-of-the-art networks to be trained on small
datasets, such as scene recognition data. Our proposed method can be fine-
tuned on the original data alone, with standard augmentation due to the strong
regularization our pruning approach imposes on the networks.
[NPdS17] evaluated three common methods of using CNNs for remote sensing
datasets with limited data: training a network from scratch, fine-tuning a pre-
trained network, and using a pre-trained network as a feature extractor. The
preferred method is training a network from scratch as it tends to generate
better features and also allows for better control of the network. However, this
approach is only feasible when adequate training data is available, otherwise
either fine-tuning or feature extraction is more appropriate. The authors found
that fine-tuning tends to lead to more accurate classification, especially when
combined using a linear support vector machine as the classifier. Although
our method uses a pre-trained network, we create more informative features
by fine-tuning the full network, while applying our novel pruning approach to
create a much smaller and more efficient network that helps to overcome over-
fitting.
7.4 Materials and Methods
The robustness and performance of PulseNetOne was demonstrated using two
state-of-the-art CNNs AlexNet and VGG16. It was evaluated on six benchmark
datasets Aerial Images, MIT 67, NWPU-RESISC45, Scene15, SUN397 and UC
Merced Land-Use datasets.
This section is broken down into three subsections: an outline of the experimen-
tal design, then a description of the classifiers and datasets used, and finally an
explanation of our proposed algorithm.
7.4.1 Experimental Design
The proposed method was implemented in Python using the TensorFlow deep
learning framework. The training and pruning phases were performed on a
RTX2080 Ti NVIDIA graphics processing unit (GPU), while the inference stage
was evaluated on both a RTX2080 GPU and an INTEL I7-8700K CPU with 32GB
Parameter Reduction in Deep Learning and
Classification
157 David Browne
7. PULSENETONE: FAST UNSUPERVISED
COMPRESSION OF CONVOLUTIONAL
NEURAL NETWORKS FOR REMOTE
SENSING AND SCENE CLASSIFICATION 7.4 Materials and Methods
RAM.
The six datasets had various size images which, for comparison with related
work, were resized to 256 × 256 pixels. We used standard data-augmentation
including random horizontal flipping, random adjustment of brightness and
random increase/decrease of the image contrast. We also performed random
cropping of the training dataset down to 224×224, and the test dataset was cen-
trally cropped to 224 × 224. All images were then standardized by per-colour
mean and standard deviation. The optimizer used for training the network is
SGD, in conjunction with a step-wise decay learning rate schedule. The initial
learning rate for both training and fine-tuning was 0.1, reduced by a factor of
10 when no decrease in loss on the validation set is detected for 20 epochs. The
minimum learning rate used was 0.0001, and once there has been no improve-
ment in the loss at that rate for 20 epochs the network is considered to have
converged.
7.4.2 Convolutional Neural Networks
To evaluate the effectiveness of our proposed method, we run experiments us-
ing two state-of-the-art image recognition CNNs (AlexNet (see Section 5.5.4)
and VGG16(see Section 5.5.5)) in various states, on all the datasets. The ex-
periments are: train from scratch, transfer learning with models trained on
Imagenet, fine-tune pre-trained Imagenet models, and finally pruning the fine-
tuned models which are then further fine-tuned to regain accuracy as seen in
Tables 7.2, 7.5, 7.6, 7.9, 7.10 and 7.12.
For transfer learning with models on Imagenet, the fully-connected layers are
removed and new ones added. The convolutional layers are frozen and only
the fully-connected layers are trained using the Adam optimizer with learning
rate 1e−5. The fine-tuned pre-trained Imagenet models are the same as the
transferred versions, except that all layers of the network are fine-tuned on
the desired dataset. Finally, the pruned model is extracted from the fine-tuned
model. Our proposed PulseNetOne method removes redundant filters/nodes
from the fine-tuned model, leaving a compressed model.
7.4.3 Benchmark Remote Sensing and Scene Image Datasets
We evaluated our proposed PulseNetOne method on the benchmark datasets.
These range in difficulty in terms of the scale of scene classes, images per
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class, and diversity within the data. This means that on some datasets like
UC Merced [YN10] 97%–99% classification accuracy is easily attainable using
CNNs and could be considered the MNIST dataset of remote sensing research
(an early dataset now considered trivial). Therefore, although we show our
proposed method on these datasets, it is mainly to compare to other work.
To demonstrate the potential of PulseNetOne we also use harder benchmark
datasets such Remote Sensing Image Scene Classification (RESISC) [CHL17]
and SUN397 [XHE+10]. The datasets are:
• The Aerial Image Dataset (AID) [XHH+17] contains 10,000 images with
30 classes including commercial, forest and church. The image resolution
was 600 × 600 pixels but they were resized to 256 × 256 to compare with
other works. The dataset was split with 50% randomly selected for the
training set and 50% for the test set. A randomly chosen image from
each class can be seen in Figure 7.1. It can be seen that some possible
classes with similar attributes are meadow and forest, and industrial and
commercial, which may cause some classifiers to misclassify samples in
these categories.
• The MIT 67 dataset [QT09] has 67 classes representing types of indoor
scene. It has 15,620 RGB images which were resized to 224×224 following
the literature. The dataset was randomly divided into 80 samples (per
class) for training and the remainder used for testing. To determine when
the networks have converged, a validation dataset was needed. This was
created using the training data with 60 images kept in the training set and
20 used for a validation set. Figure 7.2 shows a sample image from each
of the 67 classes. Because of the large number of targets and some similar
class types, this is one of the more difficult scene image classification tasks.
• The NWPU-RESISC45 dataset [CYY+18] consists of 31,500 remote sens-
ing images with 45 categories. The images are of size 256 × 256 and
there are 700 per class. As suggested in the literature, 20% of the sam-
ples within each class are used as the training dataset and the remaining
80% as the test set. Figure 7.3 shows an image from each class. Due to
certain classes having much the same features (for example medium and
dense residential, and railway and freeway) and because of the number
of classes, this dataset has frequently been described as challenging for
this research area.
• A small but popular dataset is Scene15 [LSP06], made up of natural and
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Figure 7.1: A random sample image of each class from the AID dataset.
Figure 7.2: A random sample image of each class from the MIT 67 dataset.
indoor categories with each class having between 210 and 410 examples.
To compare with results in the literature, 100 random samples from each
class are used for training and the rest for testing. The training dataset is
split further into 80 images per class for training and 20 for validation. A
sample image from each class is shown in Figure 7.4. Although this is the
oldest dataset used in this work, it still is a good test for the robustness of
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Figure 7.3: A random sample image of each class from the NWPU-RESISC45
dataset.
our method, and has a great deal of related work for comparison.
Figure 7.4: A random sample image of each class from the Scene15 dataset.
• The SUN397 dataset [XHE+10] is a much larger dataset made up of
108,754 images with 397 classes, ranging from 100 to 2,361 examples
per class, and including natural, indoor and man-made images. Only 40
samples are used for training of each class, 10 images per class for the
validation set and the rest for the test set. Due to the large number of
classes within the dataset, Figure 7.6 only shows a sample from the first
100 classes. For this work, and as reported by others, this was the most
challenging remote sensing dataset for two main reasons: the large num-
ber of classes and the small training set.
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• The UC Merced Land-Use dataset (UCM) [YN08] has 2,100 scene im-
ages taken from above, separated into 21 classes with 100 examples of
256× 256 pixels in each class. The dataset was constructed from aerial or-
thoimagery in various US regions including Dallas, Tampa and Las Vegas,
with categories including runway, golf course and different degrees of res-
idential density. Figure 7.5 displays a random image from each of the 21
classes, and although it is the smallest dataset, with similar classes such
as dense and medium residential, and freeway and runway, this dataset
was relatively simple for a CNN. This is perhaps because it has the high-
est training-to-test set ratio, which gives the network more images to be
trained on, and less for the evaluation part.
Figure 7.5: A random sample image of each class from the UC Merced Land-Use
dataset.
Due to the limited number of training samples, to compute the final model ac-
curacy the validation set is merged with the training set to recreate the original
training data, and the model is further trained for a few epochs [TWK17]. The
experiments are validated using 5-fold cross validation, randomly selecting the
training and testing data splits at each fold. All images were resized to 256×256
where necessary. Also due to the limited number of training samples, we use
transfer learning, a common and very effective technique used in deep learning.
We take both networks, AlexNet and VGG16, already trained on the big-data
dataset ImageNet that has over a million training images with 1000 different
classes. By using these trained networks as a good starting for the weight initial-
ization, and then fine-tune the networks with the targeted dataset, we achieve
much better classification accuracy, similar to other work in this area. We only
retain the trained weights in the convolutional layers, as the fully-connected
layers are more class specific to the dataset it was trained on.
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Figure 7.6: A random sample image of each class from the SUN397 dataset.
7.4.4 PulseNetOne
Our proposed method PulseNetOne (Algorithm 9) is quite similar to unsuper-
vised PulseNet (see Section 6.4.3), with 2 main differences. Firstly, where un-
supervised PulseNet (Algorithm 7) has a limit on how much of each layer can
be pruned (25%), for PulseNetOne we turn off this limit and allow it to cluster
and prune as much or as little it sees fit to. The second difference is that instead
of using the coarse, medium and fine pruning as in unsupervised PulseNet, we
only use coarse pruning and for a single iteration. This makes the training pro-
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cess extremely fast, resulting in a rapidly pruned network. Algorithm 9 requires
less initial parameters than Algorithm 7, and iteratively moving through all the
layers (parameter L in Algorithm 9) in the network, prunes each layer individ-
ually. The method used to determine the important filters is Algorithm 8, the
same as that used in unsupervised PulseNet.
The following bullet points give a line-by-line description of Algorithm 9:
• In line 1 we initialize pin to represent the 3 channels of an RBG image.
• Lines 2−20 are a loop where we loop through all the layers of the network.
• In line 3−10 is an if condition that checks if we are analysing a convolution
layer.
• Line 4 defines the filter matrix of the layer as a 4-D matrix of shape
w, x, y, z.
• In line 5, w and x is the shape of the kernal in the layer (3 × 3), and y
represents the input shape and z is the output shape. We remove the rows
in y that are not in pin.
• Line 6 we reshape the 4-D matrix into a 2-matrix without changing its
data.
• Line 7 using Algorithm 8 to return the index of important rows, which are
the clusters centers, as pout.
• In line 8 we remove the rows in z that are not in pout.
• Line 9 we reshape the 2-D matrix back into a 4-matrix without changing
its data.
• In line 11 − 18 is an if condition that checks if we are analysing a fully-
connected layer.
• Line 12 defines the node matrix of the layer as a 2-D matrix of shape m, n.
• In line 13 we remove the rows in m that are not in pin.
• Line 14 we transpose the 2-D matrix by rotating it around its axis, without
changing its data.
• Line 15 using Algorithm 8 to return the index of important rows, which
are the clusters centers, as pout.
• In line 16 we remove the rows in n that are not in pout.
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• Line 17 we transpose the 2-D matrix back into its original shape by rotating
it around its axis, without changing its data.
• In line 19 the desired output cluster centers of the previous layer becomes
the input clusters of the following layer. Therefore we set pin to pout.
• Line 21 we fine-tune the network to convergence.
Algorithm 9 PulseNetOne K-means Algorithm
1: initialize set pin = {0, 1, 2}
2: for all l ∈ L do
3: if l == convolution layer then
4: given filter F represented by (w, x, y, z)
5: Remove rows in y not in pin
6: Transpose (w, x, y, z)→ (z, w ∗ x ∗ y)
7: pout =Get optimal k clusters of (z, w ∗ x ∗ y) (Algorithm. 8)
8: Remove rows in z not in pout
9: Transpose (z, w ∗ x ∗ y)→ (w, x, y, z)
10: end if
11: if l == fully connected layer then
12: given node N represented by (m,n)
13: Remove rows in m not in pin
14: Transpose (m,n)→ (n,m)
15: pout =Get optimal k clusters of (m,n) (Algorithm. 8)
16: Remove rows in n not in pout
17: Transpose (n,m)→ (m,n)
18: end if
19: pin ← pout
20: end for
21: Fine-Tune Network until it converges
7.5 Results
PulseNetOne was applied to the AID dataset and its performance compared with
other state-of-the-art results, as shown in Table 7.3. Table 7.2 shows that train-
ing the networks on the target dataset from scratch yielded poor results: 61.24%
and 56.67% on AlexNet and VGG16 respectively. The accuracy of both networks
improved greatly when using transfer learning and fine-tuning the transferred
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Figure 7.7: Comparison of layers between original and pruned version of both
AlexNet and VGG16 on the AID dataset.
model. For transfer learning the weights and parameters of networks trained
on ImageNet, on both AlexNet and VGG16, were re-initialized and used as a
starting point for the weights of our networks. The fully-connected layers of
the pre-trained networks were removed and replaced by fully-connected layers
of the same size initialized using a He normal weight distribution (where the
samples are drawn from a truncated normal distribution centred at 0 and a stan-
dard deviation related to the number of filters in trhe layer) ( [HZRS15]), with
the number of final layer outputs being the number of classes in the dataset.
PulseNetOne takes the fine-tuned network and, as described in Section 7.4.4,
prunes the original network to a much smaller version, which not only reduces
the storage size and number of floating point operations per second (FLOPs),
but also improves classification accuracy. The accuracy of AlexNet improves by
nearly 5.5% and VGG16 by 3.5%. The confusion matrices of both networks in
Figures 7.9 and 7.10 show that very few errors were made, and as they were
quite randomly distributed they might simply be a poor representation of the
class within wrongly-classified images. The precision, recall and F1 scores of
both networks are in their descriptions for further comparison.
Figure 7.7 shows the number of filters pruned in each layer of the networks.
As expected, the layers pruned most are the fully-connected layers, as it is well
documented that these are over-parameterized. It is interesting to see that the
first and last few convolutional layers are pruned more than the intermediate
layers. A reason for this is that the first few layers are edge detectors and filters
to based on colour and shapes which can contain a lot of duplicate or similar
filters, while the last convolutional layers are more class-related and, because
the networks were pre-trained on the 1000-class ImageNet dataset, these layers
contained many redundant filters.
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Table 7.14 shows inference time and energy consumed per image on both a CPU
and GPU processor, along with the storage size of the original and compressed
networks. To ensure that the work was application related, we used a test
batch of just one image which, is more applicable to real-world testing. The
storage sizes of both networks are greatly reduced by PulseNetOne, and on a
CPU inference is approximately 3× faster, and approximately 10× faster on a
GPU. The energy saving for the networks ranges from 1.5× to 13× fewer milli-
Joules. The bar-charts in Figure 7.8 clearly show that, although in most cases
the theoretical improvements are not reached (except for the GPU timings for
both networks, and the GPU energy for AlexNet), the results come close in most
cases.
Comparing our work with state-of-the-art results in Table 7.3, it can be seen
that our approach using VGG16 achieves the best classification accuracy with
99.77%, and our AlexNet version ranks in second place with 98.91%, which out-
performs both Discriminative CNNs VGG16 [CYY+18] and GCFs+LOFs [CZT+18]
by nearly 3%.
Figure 7.8: Bar-charts for AlexNet and VGG16, illustrating the difference be-
tween the theoretical, CPU and GPU efficiency with respect to their computa-
tional speed and energy consumed on the AID dataset.
Next the dataset MIT67 is analysed, on which (similarly to the AID dataset)
CNNs achieve poor classification accuracy when trained from scratch: 32.31%
accuracy on AlexNet and 26.57% on VGG16. The explanation is believed to be
the lack of training samples: a deep learning network has millions of param-
eters to tune and is therefore quite data-hungry. Table 7.5 shows that simply
transferring learning was not as effective as on the previous dataset, reaching a
maximum accuracy of nearly 70%, but after fine-tuning on the targeted dataset,
it reached a more reasonable 92.74%. PulseNetOne reduces AlexNet down to
2.28% and VGG16 down to 8.26% of their original sizes, and improves their
performances to 95.83% and 96.68% respectively.
The confusion matrices for both networks, in Figures 7.12 and 7.13, show that
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Figure 7.9: The confusion matrix of the first fold from the 5-fold cross-
validaiton on the AID dataset using the PulseNetOne pruned AlexNet model.
It has an accuracy score of 98.95%, a precision score of 98.96%, recall score of
98.95% and a F1-score of 98.95%.
most mistakes were made when distinguishing between the bathroom and bed-
room, and the grocery store and toy store classes. The precision, recall and
F1 scores of both networks are in their descriptions for further transparency,
and can be seen to be between 95.89% and 96.92%. Details of how PulseNe-
tOne pruned the layers of the networks are shown in Figure 7.14, and agree
with the analysis of the AID dataset. However, the VGG16 network retained
more nodes in the fully-connected layers, which could be caused by the MIT67
dataset having more than twice the number of target classes.
Table 7.14 shows computational efficiency results for both the original and com-
pressed networks. The storage size of AlexNet was reduced in size by nearly
44× while VGG16 was reduced by 12X. The energy saved on the CPU and
GPU was 11× and 5.5–11× respectively, while the speed-up in inference time
on AlexNet was 3–10× and on VGG16 3–7×.
Table 7.4 compares PulseNetOne to the related work in this area, and it can be
seen that both networks pruned by PulseNetOne outperform the state-of-the-
art by over 6%. FOSNet CCG [SHK19] and SOSF+CFA+GAF [SLL+18] were
the current best published results on the MIT67 dataset, achieving 90.37% and
89.51% respectively, but were significantly beaten by PulseNetOne. Figure 7.11
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Figure 7.10: The confusion matrix of the first fold from the 5-fold cross-
validation on the AID dataset using the PulseNetOne pruned VGG16 model.
It has an accuracy score of 99.70%, a precision score of 99.70%, recall score of
99.70% and a F1-score of 99.70%.
Figure 7.11: Bar-charts for AlexNet and VGG16, illustrating the difference be-
tween the theoretical, CPU and GPU efficiency with respect to their computa-
tional speed and energy consumed on the MIT67 dataset.
shows that AlexNet almost achieved its theoretical performance on all experi-
ments except for CPU inference timing, while the pruned network was approx-
imately 3× faster than the original network. VGG16 results were more mixed,
with the CPU timing beating the theoretical result, but the CPU energy usage
being quite high, though still slightly less than the original network structure.
The NWPU-RESISC45 dataset accuracy was only able to score 27.11% on AlexNet
and 17.87% on VGG16 when trained from scratch. Table 7.6 shows that transfer
learning boosted their performances up to approximately 79% accuracy, while
fine-tuning increased both to approximately 84%. PulseNetOne was able to in-
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Table 7.3: A comparison between state-of-the-art and PulseNetOne results on
the AID data set. The entries in bold show the method with the best classifica-
tion for the network.
Method Year Accuracy
CaffeNet [XHH+17] 2017 89.53
VGG-VD-16 [XHH+17] 2017 89.64
Fusion by addition [CLGY17] 2017 91.87
Discrimative CNNs AlexNet [CYY+18] 2018 94.47
Two-Stream Fusion [YL18] 2018 94.58
VGG16-CapsNet [ZTZ19] 2019 94.74
Discrimative CNNs GoogLeNet [CYY+18] 2018 96.22
Inception-v3-CapsNet [ZTZ19] 2019 96.32
GCFs+LOFs [CZT+18] 2018 96.85
Discrimative CNNs VGG16 [CYY+18] 2018 96.89
AlexNet-PulseNetOne 2020 98.91
VGG16-PulseNetOne 2020 99.77
crease their classification accuracy by over 10%, with AlexNet scoring 94.65%
and VGG16 94.86%. This was the result of network pruning reducing over-
fitting: AlexNet was reduced by 67× and VGG16 by 33×.
The confusion matrices for both networks, in Figures 7.17 and 7.18, show that
both networks found it hard to distinguish between the freeway and railway,
medium and dense residential, and meadow and forest classes. Other publi-
cations have commented on these classes being difficult to separate, and the
examples in Figure 7.3 illustrate that they have similar features. Again, the
precision, recall and F1 scores of both networks are given in their descriptions,
and can be seen to be between 94.65% and 94.89%. The way in which PulseNe-
tOne pruned the layers of the networks, shown in Figure 7.16, is more similar
to that of the AID dataset than the MIT67 dataset, possibly because of its 45
classes. The storage sizes of AlexNet and VGG16 were reduced by 44× and 33×
respectively, as shown in Table 7.14. The speed-up in inference time on both
networks were between 3× and 10× on the CPU and GPU, respectively.
Figure 7.15 shows that once again AlexNet achieved close to its theoretical per-
formance on all experiments except for the CPU inference timing. The VGG16
results were not quite as impressive, with the GPU timing beating the theoretical
result, while the CPU energy usage was close to that of the original network. It
can be seen from Figure 7.15 that in the other experiments the pruned network
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Figure 7.12: The confusion matrix of the first fold from the 5-fold cross-
validation on the MIT67 dataset using the PulseNetOne pruned AlexNet model.
It has an accuracy score of 95.89%, a precision score of 96.07%, recall score of
95.89% and a F1-score of 95.90%.
is much more efficient than the original.
PulseNetOne again beats the current state-of-the-art on the NWPU-RESISC45
dataset, as seen in Table 7.7, by just over 2%. Inception-v3-CapsNet [ZTZ19]
and Triple networks [LH17] achieve 92.60% and 92.33% respectively, which is
quite close to our results, but it should be noted that PulseNetOne creates an
extremely efficient version of the networks, while both the related works ap-
proaches use complex networks that increase computational expense.
The accuracy achieved on Scene15 dataset, when trained from scratch, was
quite reasonable when compared to the previous datasets, with AlexNet scor-
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Figure 7.13: The confusion matrix of the first fold from the 5-fold cross-
validation on the MIT67 dataset using the PulseNetOne pruned VGG16 model.
It has an accuracy score of 96.69%, a precision score of 96.92%, recall score of
96.69% and a F1-score of 96.72%.
ing 77.91% and VGG16 scoring 79.69%. Transfer learning increased classifica-
tion accuracy by 10–12%, while fine-tuning further increased it by 2–4% as seen
in Table 7.6. PulseNetOne was able to increase the classification accuracy of
AlexNet to 97.96% and VGG16 to 97.48%. AlexNet was reduced to 1.3% and
VGG16 to 3.04% of their original sizes. The confusion matrices of both net-
works Figures 7.19 and 7.21 show no particular pattern in their errors, with
both networks making random mis-classifications. The precision, recall and F1
scores of both networks are given in their descriptions, and can be seen to be
between 97.46% and 98%.
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Table 7.4: A comparison between state-of-the-art and PulseNetOne results on
the MIT67 data set. The entries in bold show the method with the best classifi-
cation for the network.
Method Year Accuracy
Otc and HOG [MZMT14] 2014 47.33
AlexNet fine-tuned on Imagenet [ZLX+14] 2014 56.79
AlexNet fine-tuned on Place205 [ZLX+14] 2014 68.24
Hybrid-CNN [ZLX+14] 2014 70.80
GoogLeNet fine-tuned on Imagenet [SLJ+15] 2014 72.31
DSFL CNN [ZWS+14] 2017 76.23
GoogLeNet fine-tuned on Place205 [SLJ+15] 2014 77.54
DSP [GWWL15] 2014 78.28
InterActive [XZW+16] 2016 78.65
G-MS2F (ADD) [TWK17] 2017 79.18
G-MS2F (Prod) [TWK17] 2017 79.63
SDO [CYY+18] 2018 86.76
MP [SJH17] 2017 86.90
Sparse Representation [NLB+17] 2017 87.22
MFAFVNet+Places [LDV17] 2017 87.97
SRG [ZC19] 2019 88.13
SOSF+CFA+GAF [SLL+18] 2018 89.51
FOSNet CCM-CCG [SHK19] 2019 90.30
FOSNet CCG [SHK19] 2019 90.37
AlexNet-PulseNetOne 2020 95.83
VGG16-PulseNetOne 2020 96.68
The layers of both networks, as shown in Figure 7.20, are pruned in the same
pattern as with the other datasets, fully-connected layers being heavily pruned,
along with the beginning and ending of the convolutional layers, while the
intermediate convolutional layers are less pruned. The storage sizes of AlexNet
and VGG16 were reduced by 77× and 33× respectively, as seen in Table 7.14.
The improvement of the inference timing on both networks were 3× and 12×
for the CPU and GPU, respectively. Table 7.14 also shows that the CPU energy
saving is between 2× and 4×, and between 14.5× and 16× for the GPU.
Figure 7.22 shows that on AlexNet the compressed network performs better on
the GPU, but for real-world situations where a CPU would be more commonly
used for analysis, the pruned network easily outperforms the original structure
in all cases. On VGG16 the CPU energy usage are unimpressive, but are almost
twice as energy efficient as the original network. Following the same analysis as
for the previous datasets, we compare PulseNetOne to the current state-of-the-
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Figure 7.14: Comparison of layers between original and pruned version of both
AlexNet and VGG16 on the MIT67 dataset.
Figure 7.15: Bar-charts for AlexNet and VGG16, illustrating the difference be-
tween the theoretical, CPU and GPU efficiency with respect to their computa-
tional speed and energy consumed on the NWPU-RESISC45 dataset.
Figure 7.16: Comparison of layers between original and pruned version of both
AlexNet and VGG16 on the NWPU-RESISC45 dataset.
art on the Scene15 dataset, shown in Table 7.8. The Dual CNN [HJL16] was
state-of-the-art since 2016, with a classification accuracy of 95.18%, the next
in line being G-MS2F [TWK17] with 92.90%. PulseNetOne achieves almost a
3% greater accuracy, with AlexNet beating VGG16 on this dataset with 97.97%.
Again, PulseNetOne’s closest competition uses 2 deep learning CNNs which is
much less efficient.
The SUN397 dataset was the most difficult dataset to train from scratch, pos-
sible because of its large number of classes and its limited amount of training
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Figure 7.17: The confusion matrix of the first fold from the 5-fold cross-
validation on the NWPU-RESISC45 dataset using the PulseNetOne pruned
AlexNet model. It has an accuracy score of 94.65%, a precision score of 94.68%,
recall score of 94.65% and a F1-score of 94.66%.
data: AlexNet reached 21.24% and VGG16 15.41% accuracy. Transfer learning
with the ImageNet dataset helped increased AlexNet’s accuracy to 42.91% and
VGG16 to 41.51%. Fine-tuning all the layers for either network had less effect
than with the other datasets, only improving AlexNet to 49.89% and VGG16 to
50.29%. However, PulseNetOne was able to pass 80% classification accuracy
on both networks, as seen in Table 7.10: AlexNet reached 82.11% accuracy
and VGG16 84.32%. Table 7.11 shows previous state-of-the-art results, and our
method advances the best by approximately 5%. SOSF+CFA+GAF [SLL+18]
achieves the closest to our results, but whereas we use an input image of size
256 × 256, their method uses an input size of 608 × 608 which is significantly
larger and therefore more computationally expensive. FOSNet [SHK19] is once
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Figure 7.18: The confusion matrix of the first fold from the 5-fold cross-
validation on the NWPU-RESISC45 dataset using the PulseNetOne pruned
VGG16 model. It has an accuracy score of 94.87%, a precision score of 94.89%,
recall score of 94.87% and a F1-score of 94.88%.
again close to the state-of-the-art, with 77.28%.
Confusion matrices for both networks were created, but are not shown for space
reasons. There were no real surprises in either of them, similar classes being
mis-classified. The PulseNetOne-pruned AlexNet model had a precision score of
85.60%, recall score 82.45% and F1-score 83.24%, and the VGG166 version had
precision score 86.80%, recall score 84.29% and a F1-score 84.93%. The layers
of both networks, as seen in Figure 7.23, are similar to previous results, but
show that AlexNet’s last convolution layer was heavily pruned: slightly surpris-
ing given the dataset’s large number (397) of classes. A possible explanation
is that the classes in the ImageNet dataset, on which the model was initially
trained, were quite different to the classes on the target dataset SUN397. The
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Table 7.7: A comparison between state-of-the-art and PulseNetOne results on
the NWPU-RESISC45 dataset. The entries in bold show the method with the
best classification for the network.
Method Year Accuracy
Two-Stream Fusion [YL18] 2018 83.16
Fine-tuned CNNs AlexNet [CHL17] 2017 85.16
Fine-tuned CNNs GoogLeNet [CHL17] 2017 86.02
Discrimative CNNs AlexNet [CYY+18] 2018 87.24
VGG16-CapsNet [ZTZ19] 2019 89.18
Fine-tuned CNNs VGG16 [CHL17] 2017 90.36
Discrimative CNNs GoogLeNet [CYY+18] 2018 90.49
Discrimative CNNs VGG16 [CYY+18] 2018 91.89
Triple networks [LH17] 2017 92.33
Inception-v3-CapsNet [ZTZ19] 2019 92.60
AlexNet-PulseNetOne 2020 94.65
VGG16-PulseNetOne 2020 94.86
PulseNetOne-pruned VGG16 also had a convolutional layer that was heavily
pruned (the 12th layer or second-to-last layer), which reaffirms our hypothesis.
The storage sizes of AlexNet and VGG16 were reduced 54× and 87× respec-
tively, as shown in Table 7.14. The improvement in inference timing on both
networks were 3.5× and 10× for the CPU and GPU, respectively. As shown
in Table 7.14 the CPU energy saving is 2–3× while the GPU’s energy saving is
13.5–17×. Figure 7.24 shows that the PulseNetOne version of both networks
use considerably less energy and are in all cases noticeably faster at inference
time.
The final dataset is UC Merced, which (as mentioned earlier) is relatively easy
to classify accurately. VGG16 and AlexNet achieve 75.01% and 83.25% respec-
tively, while transfer learning applied only to the new fully-connected layers
resulted in accuracies of approximately 95%. Further fine-tuning increased the
accuracies of both networks to just over 98%, and the current state-of-the-art
uses fine-tuning with a Support Vector Machine as the classifier. PulseNetOne
added 1.5% accuracy to both networks, and though this is small it makes our
proposed method state-of-the-art. Table 7.12 shows that VGG16 achieved clas-
sification accuracy 99.69%, and AlexNet 99.82%. We attribute this improvement
to the high degree of pruning reducing over-fitting: the AlexNet parameters
and FLOPS were reduced by 30×, and those of VGG16 by 71.5×.
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Table 7.8: A comparison between state-of-the-art and PulseNetOne results on
the SCENE15 data set. The entries in bold show the method with the best
classification for the network.
Method Year Accuracy (%)
AlexNet fine-tuned on Imagenet [ZLX+14] 2014 84.23
Otc and HOG [MZMT14] 2014 84.37
LGF [ZLCD16] 2016 85.80
GoogLeNet fine-tuned on Imagenet [SLJ+15] 2014 91.12
AlexNet fine-tuned on Place205 [ZLX+14] 2014 90.19
Hybrid-CNN [ZLX+14] 2014 91.59
DSP [GWWL15] 2014 92.16
GoogLeNet fine-tuned on Place205 [SLJ+15] 2014 92.16
G-MS2F (ADD) [TWK17] 2017 92.70
DSFL CNN [ZWS+14] 2017 92.81
G-MS2F (Prod) [TWK17] 2017 92.90
Dual CNN [HJL16] 2016 95.18
VGG16-PulseNetOne 2020 97.48
AlexNet-PulseNetOne 2020 97.96
The confusion matrices of both networks, seen in Figures 7.26 and 7.27, show
that between both networks there was only 3 mis-classifications. The precision,
recall and F1 scores of both networks are in their descriptions, and can be seen
to be 99.36–99.70%. As expected, the GPU performance was close to theoretical,
while CPU times were significantly better on the pruned networks compared to
the original networks, as shown in Table 7.14.
Figure 7.28 shows that the second-last layer in VGG16 is again the most com-
pressed, as in the SUN397 dataset, with the other layers being pruned in the
same pattern as the other datasets. The storage sizes of AlexNet and VGG16
were reduced from 222.654MB to 7.404MB and 512.492MB to 7.195MB, respec-
tively. The speed-up in inference time on both networks were 3.5× and 12×
on the CPU and GPU, respectively. Figure 7.25 shows that the GPU was more
energy efficient and also had a faster inference time, but the PulseNetOne ver-
sions of the networks were both faster and consumed less energy on the CPU
than the original networks. PulseNetOne slightly outperforms the current state-
of-the-art on the UC Merced dataset by almost 0.5%, as shown in Table 7.13.
Inception v3 CapsNet [ZTZ19] had, once again, one of the best accuracies with
99.05%, narrowly beaten by Fine-tuned GoogLeNet with SVM [NPdS17] with
99.47% which, though quite close to our results, comes at the cost of more com-
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Figure 7.19: The confusion matrix of the first fold from the 5-fold cross-
validation on the Scene15 dataset using the PulseNetOne pruned AlexNet
model. It has an accuracy score of 97.99%, a precision score of 98.00%, re-
call score of 97.99% and a F1-score of 97.99%.
Figure 7.20: Comparison of layers between original and pruned version of both
AlexNet and VGG16 on the Scene15 dataset.
plex and expensive networks.
7.5.1 Discussion
PulseNetOne removes redundant filters in the convolutional layers (which helps
to greatly improve inference timings) and nodes in the fully-connected layers
(which helps to reduce storage cost). In this sense it can be considered a two-
pronged attack on the network architecture, resulting in smaller and more ef-
ficient networks with better generalization largely caused (we believe) by a
reduction in overfitting. To further investigate this belief, we would like to eval-
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Figure 7.21: The confusion matrix of the first fold from the 5-fold cross-
validation on the Scene15 dataset using the PulseNetOne pruned VGG16 model.
It has an accuracy score of 97.46%, a precision score of 97.47%, recall score of
97.46% and a F1-score of 97.46%.
Figure 7.22: Bar-charts for AlexNet and VGG16, illustrating the difference be-
tween the theoretical, CPU and GPU efficiency with respect to their computa-
tional speed and energy consumed on the Scene15 dataset.
uate the pruned networks on different datasets, but from the same classification
area to see if the inference networks generalized well. If the networks results
in poor generalization, we would try a more comprehensive data augmenta-
tion. This helps the pruned networks to achieve state-of-the-art results in all
the tested remote sensing benchmark datasets, at a fraction of the computa-
tional expense.
All the remote sensing and scene benchmark datasets used in this research were
pruned in a similar fashion: the first and last few convolutional layers contain
most redundant filters which are pruned, while the centre layers seem to carry
more important details for the classification of the datasets (see Figures 7.7,
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Figure 7.23: Comparison of layers between original and pruned version of both
AlexNet and VGG16 on the SUN397 dataset.
Figure 7.24: Bar-charts for AlexNet and VGG16, illustrating the difference be-
tween the theoretical, CPU and GPU efficiency with respect to their computa-
tional speed and energy consumed on the SUN397 dataset.
Figure 7.25: Bar-charts for AlexNet and VGG16, illustrating the difference be-
tween the theoretical, CPU and GPU efficiency with respect to their computa-
tional speed and energy consumed on the UC Merced dataset.
7.14, 7.16, 7.20, 7.23 and 7.28). In all the datasets the fully-connected layers
were pruned significantly, confirming a theory in the literature that these lay-
ers are over-parameterized (hence some of the newer networks do not include
them) [HPTD15]. We believe that, although they are over-parameterized, they
can still add value if intelligently pruned.
The experiments had a faster inference time and consumed less energy, due to
this, on the GPU compared to the CPU. But, in a real-world environment, it
is unlikely that inference would be run on a GPU, rather on a CPU. Therefore,
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Table 7.11: A comparison between state-of-the-art and PulseNetOne results on
the SUN397 dataset. The entries in bold show the method with the best classi-
fication for the network.
Method Year Accuracy
AlexNet fine-tuned on Imagenet [ZLX+14] 2014 42.61
Otc and HOG [MZMT14] 2014 49.60
Hybrid-CNN [ZLX+14] 2014 53.86
AlexNet fine-tuned on Place205 [ZLX+14] 2014 54.32
GoogLeNet fine-tuned on Imagenet [SLJ+15] 2014 55.78
DSP [GWWL15] 2014 59.78
GoogLeNet fine-tuned on Place205 [SLJ+15] 2014 61.51
InterActive [XZW+16] 2016 62.97
G-MS2F (ADD) [TWK17] 2017 63.84
G-MS2F (Prod) [TWK17] 2017 64.06
Sparse Representation [NLB+17] 2017 71.08
MFAFVNet+Places [LDV17] 2017 72.01
MP [SJH17] 2017 72.60
SDO [CYY+18] 2018 73.41
Adi-Red [ZL18] 2018 73.59
SRG [ZC19] 2019 74.06
FOSNet CCG [SHK19] 2019 76.62
FOSNet CCM-CCG [SHK19] 2019 77.28
SOSF+CFA+GAF [SLL+18] 2018 78.93
AlexNet-PulseNetOne 2020 82.11
VGG16-PulseNetOne 2020 84.32
looking at the CPU experiments of both the original and PulseNetOne networks,
it can be clearly seen that the pruned networks are significantly more efficient
in all manners: storage, speed and energy.
Finally, from Tables 7.3, 7.4, 7.7, 7.8, 7.11 and 7.13 it can be seen that PulseNe-
tOne obtains new state-of-the-art classification accuracy on all the remote sens-
ing benchmark datasets. Our proposed method consistently outperforms cur-
rent approaches by between 2% and 4% in most cases.
7.6 Conclusion
CNNs are state-of-the-art models for image classification, and although much
success has been achieved using them in the remote sensing research area, our
proposed method shows that the models being used as feature extractors, or as
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Figure 7.26: The confusion matrix of the first fold from the 5-fold cross-
validation on the UC Merced dataset using the PulseNetOne pruned AlexNet
model. It has an accuracy score of 99.68%, a precision score of 99.70%, recall
score of 99.68% and a F1-score of 99.68%.
components of other techniques, are highly over-parameterized. We show that
by pruning redundant filters and nodes, not only do we achieve better classifi-
cation accuracy due to a strong regularization on the model, we also create a
much more efficient network. PulseNetOne compresses AlexNet and VGG16 on
average down to approximately 2% and 4% respectively of their original sizes.
Its robustness is demonstrated using six remote sensing benchmark datasets,
on which it greatly compresses the CNNs and achieves state-of-the-art classi-
fication accuracy. This was our final work done on the pruning of CNNs, and
for the last chapter of the thesis, we will give the general conclusions of each
chapter.
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Figure 7.27: The confusion matrix of the first fold from the 5-fold cross-
validation on the UC Merced dataset using the PulseNetOne pruned VGG16
model. It has an accuracy score of 99.37%, a precision score of 99.40%, recall
score of 99.37% and a F1-score of 99.36%.
Figure 7.28: Comparison of layers between original and pruned version of both
AlexNet and VGG16 on the UC Merced dataset.
Parameter Reduction in Deep Learning and
Classification
191 David Browne
7. PULSENETONE: FAST UNSUPERVISED
COMPRESSION OF CONVOLUTIONAL
NEURAL NETWORKS FOR REMOTE
SENSING AND SCENE CLASSIFICATION 7.6 Conclusion
Table 7.13: A comparison between state-of-the-art and PulseNetOne results on
the UCM dataset. The entries in bold show the method with the best classifica-
tion for the network.
Method Year Accuracy
TF-CNN [ZFZ16] 2016 89.90
Multiview deep learning [LSVdBM15] 2015 93.48
GBRCN [ZDZ15] 2015 94.53
CNN with OverFeat [MDES15] 2015 95.48
LGF [ZLCD16] 2016 95.48
Pre-trained AlexNet SPP [HZCZ17] 2017 95.95
Pre-trained AlexNet SPP-SS [HZCZ17] 2017 96.67
Discrimative CNNs AlexNet [CYY+18] 2018 96.67
Discrimative CNNs GoogLeNet [CYY+18] 2018 97.07
Fusion by addition [CLGY17] 2017 97.42
Pre-trained AlexNet 1st-FC [HXHZ15] 2015 98.49
VGG16-CapsNet [ZTZ19] 2019 98.81
Discrimative CNNs VGG16 [CYY+18] 2018 98.93
GCFs+LOFs [CZT+18] 2018 99.00
Inception-v3-CapsNet [ZTZ19] 2019 99.05
Fine-tuned GoogLeNet with SVM [NPdS17] 2017 99.47
VGG16-PulseNetOne 2020 99.69
AlexNet-PulseNetOne 2020 99.82
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Conclusions & Future Work
In this thesis, we have addressed the question of how to reduce the complex-
ity of classification tasks. First, we have proposed a filter feature selection
approach, based on the idea of dominance, which had 3 distinct variations;
Relevance-Redundancy Dominance (RRD), Fast Relevance-Redundancy Domi-
nance (FRRD) and improved Relevance-Redundancy Dominance with a Domi-
nant Genetic Algorithm (iRRD-GA), which we implemented to reduce the prob-
lem complexity through dimensionality reduction. Next, we proposed a deep
learning approach to reduce model complexity through pruning, which also had
3 variations; Pulse-Net, unsupervised PulseNet and PulseNetOne.
Throughout this thesis, using different datasets dependent on the task, we
found that our complexity reduction techniques selected the relevant infor-
mation to solve the classification problem it was assigned to. The variants of
RRD (Chapters 2, 3, 4), achieved either current, or better than current state-of-
the-art results using a minimum subset of relevant and un-dominated features
in the data. Our different deep learning methods (Chapters 5, 6, 7) signif-
icantly decreased model complexity, in cases beyond current state-of-the-art,
while maintaining minimum accuracy loss. Our findings address the main goal
of this thesis: "reducing complexity of classification tasks."
8.1 Conclusions
In this section, we summarize the main conclusions of this thesis.
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8.1.1 Relevance-Redundancy Dominance
In Chapter 2, we have introduced a filter feature selection method, based on
the idea of dominance, called Relevance-Redundancy Dominance (RRD). We
carried out a range of experiments on credit scoring data, using similar exper-
imental design as that in the literature, in order for direct comparisons of our
proposed approach with the current state-of-the-art. We evaluated our method,
again keeping in-line with related work, on 3 classifiers; logistic regression, ran-
dom forest and naive Bayes, resulting in comparable classification accuracy. An
advantage of our method is that, depending on the training data, it can take any
relevant statistic. Another added bonus is RRD requires no user input thresh-
olds, instead allowing the algorithm to decide which, and how many, features
needed to complete the classification task.
8.1.2 Fast Relevance-Redundancy Dominance
In Chapter 3, we have presented a faster version of RRD, named Fast Relevance-
Redundancy Dominance (FRRD), which was aimed at high dimensional data.
To this aim we evaluated our method on microarray data, which as the added
difficulty of having a very small number of samples. In this part of the work, we
displayed FRRD’s robustness using 5 classifiers; random forest and naive Bayes,
Support Vector Machine (SVM), C4.5 Decision Tree and k-nearest neighbours
(KNN). A disadvantage of FRRD, was that the user predefined the number of
features to retain before checking for dominance within the final subset. While,
its main advantage was the speed at which it could select a subset of relevant
features, making it very suitable to high-dimensional data.
8.1.3 Improved Relevance-Redundancy Dominance with a Ge-
netic Algorithm
In Chapter 4, we have proposed a hybrid filter-wrapper feature selection method
called, improved Relevance-Redundancy Dominance with a Genetic Algorithm
(iRRD-GA), which again focused on microarray data similarly to FRRD. Our
dominance-based filter method is our core contribution, which selects a small
subset of relevant, un-dominated features, by using 2 different statistical view-
points; information theory and chi-squared. Then, following similar approaches
in the field, we implement a wrapper feature selector; genetic algorithm, which
we slightly tailor to suit our method. The combination of this hybrid approach
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was extensively tested using 4 different types of cross-validation, and with 10
different classifiers. The extensive analysis had 2 goals; to be a benchmark
publication for other work in the area to compare the majority of experimental
design results with, and secondly to show that once the training data is reduced
to a good relevant un-dominated subset, less emphasize is on the choice of the
evaluation classifier.
8.1.4 Pulse-Net
In Chapter 5, we move our focus to deep learning, reducing model complexity
in this area, and introduce our pruning approach called Pulse-Net. We eval-
uate our method on 3 convolutional neural networks (CNNs), using 3 image
datasets. We adapt the idea of dropout to simulate parts of the network being
switched off, and from this, we iteratively increase the amount of the network
being turned-off until we reach a point we consider the network to be fully
compressed. We then extract the relevant sections of the network and reload
them onto a smaller, overall more efficient network for the inference evaluation
stage. We use an absolute L1-norm as the decision metric, deeming low value
filters/nodes to be of little importance, and prune accordingly.
8.1.5 Unsupervised PulseNet
In Chapter 6, we continue our work on pruning methods using the same 3
CNNS, and datasets for comparison, but propose a k-means based unsupervised
approach named unsupervised PulseNet. This approach has 2 main advantages
over the previous version; non-requirement of user input to select pruning rate
and, reduced network is extract and reloaded onto smaller network at each prun-
ing iteration resulting in faster training times and more control over the accu-
racy loss. In comparison to current state-of-the-art in this area, unsupervised
PulseNet achieves a better compression-accuracy ratio.
8.1.6 PulseNetOne
In Chapter 7, we introduce our newest version of PulseNet, which is more appli-
cation focused, called PulseNetOne. It has the same advantages as the previous
unsupervised PulseNet, with the added improvement of being extremely faster
at extracting a good compressed efficient network. Because we want this version
to be targeted towards application use, we evaluate 2 CNNs on 6 remote-sensing
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and scene datasets. From related work research for this part of the thesis, we
believe we are the first to introduce pruning in this field. Our proposed method
not only resulted in an efficient model, but also increased the classification ac-
curacy by reducing over-fitting the training data.
8.2 Future Work
Our contributions in this thesis have introduced new ways to reduce both prob-
lem and model complexities in the area of classification. In traditional classi-
fication tasks, we have focused on dimensionality reduction, showing how we
can efficiently and accurately evaluate high-dimensionality micro-array data,
but we believe our work can be further expanded. We also have shown our
pruning methods reduce model complexity, but believe these to be the stepping
stones of further expansion work. Finally, we believe our work on human activ-
ity recognition is also just the beginning of more diverse classification problems
to solve efficiently. In this section, we try to give a brief overview of some of
these possible extensions.
8.2.1 IRRD-GA on big data
We have shown impressive results using IRRD-GA on high-dimensional microar-
ray data. But to further test our dominance idea, both using the filter feature
selection to significantly reduce the initial dataset to a subset, and the domi-
nant genetic algorithm to a minimum set of relevant un-dominated features,
we believe experiments on big data would be a very interesting future work. As
a twist in our method, we would like to investigate the parallelization and/or a
map-reduce approach of iRRD-DGA while performing big data experiments.
8.2.2 PulseNet’s possible further exploration work
For future work other types of network may be explored, and with an unre-
stricted time limit it would be very interesting to see what compression rate
can be achieved using the dataset ImageNet. By default k-means was selected
as the unsupervised clustering method, but other clustering methods could be
tested with the aim of further reducing computational cost and network com-
pression. Finally, extensive exploration on different computer vision tasks (such
as object detection and segmentation) using Unsupervised PulseNet would be
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of great interest, as it might significantly improve deep learning efficiency on
these problems.
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IRRD-GA Full Related Work Results
Table A.1: Comparison of State-of-the-art results using 3-fold cross-validation.
Dataset Reference #Features Accuracy Year
Breast [NM09b] 4 79 2016
Breast [BCSMAB15] 18 100 2016
CNS [SPBCAB16] 47 60.00 2016
CNS [SPBCAB16] 60 65.00 2016
CNS [SPBCAB16] 25 65.00 2016
CNS [SPBCAB16] 3 65.00 2016
CNS [SPBCAB16] 25 70.00 2016
CNS [SPBCAB16] 5 75.00 2016
Colon [TNRM15] 20 80 2016
Colon [SPBCAB16] 3 80.00 2016
Colon [SPBCAB16] 5 85.00 2016
Colon [SPBCAB16] 19 85.00 2016
Colon [SPBCAB16] 16 85.00 2016
Colon [SPBCAB16] 25 85.00 2016
Colon [SPBCAB16] 25 85.00 2016
Leukemia2 [SPBCAB16] 1 79.41 2016
Leukemia2 [SPBCAB16] 25 82.35 2016
Leukemia2 [SPBCAB16] 36 88.24 2016
Leukemia2 [SPBCAB16] 25 88.24 2016
Leukemia2 [SPBCAB16] 5 91.18 2016
Leukemia2 [TNRM15] 20 92.31 2016
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Table A.2: Comparison of State-of-the-art results using 3-fold cross-validation.
Dataset Reference #Features Accuracy Year
Leukemia2 [KSM15] 3 95.89 2015
Leukemia6 [LZO04] 150 67.00 2011
Leukemia6 [KSM15] 4 92.54 2015
Leukemia6 [SIM11] 4 93.00 2011
Leukemia6 [LZO04] 150 100 2011
Leukemia6 [SIM11] 4 100 2011
Lung2 [SPBCAB16] 1 81.88 2016
Lung2 [SPBCAB16] 25 97.99 2016
Lung2 [SPBCAB16] 40 98.66 2016
Lung2 [SPBCAB16] 25 99.33 2016
Lung2 [SPBCAB16] 5 99.33 2016
Lung4 [TNRM15] 20 85.72 2016
Lymphoma1 [SPBCAB16] 36 86.67 2016
Lymphoma1 [SPBCAB16] 2 86.67 2016
Lymphoma1 [SPBCAB16] 47 93.33 2016
Lymphoma1 [SPBCAB16] 25 93.33 2016
Lymphoma1 [SPBCAB16] 5 93.33 2016
Ovarian [SPBCAB16] 25 98.81 2016
Ovarian [SPBCAB16] 37 100 2016
Ovarian [SPBCAB16] 25 100 2016
Ovarian [SPBCAB16] 5 100 2016
Ovarian [SPBCAB16] 3 100 2016
Ovarian [SPBCAB16] 2 100 2016
Prostate1 [TNRM15] 20 73.15 2016
Prostate3 [SPBCAB16] 4 26.53 2016
Prostate3 [SPBCAB16] 73 70.59 2016
Prostate3 [SPBCAB16] 5 73.53 2016
Prostate3 [SPBCAB16] 25 94.12 2016
Prostate3 [SIM11] 4 97.00 2011
Prostate3 [SPBCAB16] 89 97.06 2016
Prostate3 [SPBCAB16] 25 97.06 2016
Prostate3 [SIM11] 4 100 2011
SRBCT [LZO04] 150 68.00 2011
SRBCT [TNRM15] 20 84.14 2016
SRBCT [SIM11] 4 90.00 2011
SRBCT [LZO04] 150 95.00 2011
SRBCT [SIM11] 4 95.00 2011
SRBCT [KSM15] 6 98.01 2015
SRBCT [SIM11] 4 100 2011
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Table A.3: Comparison of State-of-the-art results using 5-fold cross-validation.
Dataset Reference #Features Accuracy Year
Brain [BCSMAB+14c] 10 91 2014
Bone [GZL+16] 7 85 2016
Breast [GBS+19] 50 88.82 2018
CNS [BCSMAB+14c] 10 72 2014
CNS [GZL+16] 4 81.5 2016
CNS [XH19] 9 92.34 2019
Colon [BCSMAB+14c] 50 85 2014
Colon [GZL+16] 6 89 2016
Colon [LCT02] 15 93.6 2008
Colon [MNSMN17] 9 99.81 2017
Leukemia1 [BCSMAB+14c] 50 92 2014
Leukemia2 [YCLL06] 93 97.9 2006
Leukemia2 [GZL+16] 2 99.5 2016
Leukemia2 [LCT02] 4 100 2008
Leukemia2 [MNSMN17] 2 100 2017
Leukemia5 [GBS+19] 4 98.67 2019
Leukemia6 [MNSMN17] 3 93.96 2017
Leukemia6 [YCLL06] 93 96 2006
Leukemia6 [GBS+19] 4 96 2019
Leukemia6 [SIM11] 4 100 2011
Lung3 [BCSMAB+14c] 50 72 2014
Lung4 [XH19] 12 97.45 2019
Lymphoma1 [GZL+16] 4 99.5 2016
Lymphoma1 [BCSMAB+14c] 10 98 2014
Lymphoma2 [GBS+19] 3 98.75 2019
Lymphoma3 [XH19] 9 92.23 2019
Ovarian [BCSMAB+14c] 31 100 2014
Prostate2 [GZL+16] 3 93 2016
Prostate4 [GBS+19] 3 98.10 2019
SRBCT [YCLL06] 95 99.2 2006
SRBCT [MNSMN17] 6 99.34 2017
SRBCT [SIM11] 4 100 2011
SRBCT [GBS+19] 5 100 2019
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Table A.4: Comparison of State-of-the-art results using 10-fold cross-validation.
Dataset Reference #Features Accuracy Year
Bone [WMF+19] 38.8 83.71 2019
Brain [BSZ17] 50 84.7 2017
Breast [YL04b] 67 79.38 2004
Breast [TJGNA08] 4 86.35 2008
Breast [GB13] 6 86.90 2018
Breast [DPHC18] 4.2 92.89 2018
CNS [BSZ17] 50 56.4 2017
CNS [WMF+19] 36.28 73.64 2019
CNS [SANA12] 32 76.6 2012
CNS [SANA12] 31 78 2012
CNS [Das17] 5 83 2017
CNS [SANA12] 21.8 90.2 2012
CNS [BHDH+11] 3 99.3 2011
Colon [MZO17] 82.1 85.48 2017
Colon [BSZ17] 50 84.7 2017
Colon [WMF+19] 24.8 88.33 2019
Colon [BCSMAB15] 10 90 2015
Colon [YL04b] 4 93.55 2004
Colon [ALA16] 3 93.80 2016
Colon [DR03] 7 97 2003
Colon [KRMV15] 5 98.40 2015
Colon [DPHC18] 2 99.16 2018
Colon [KAAAJ11] 19 100 2011
Colon [MM16] 10 100 2016
Colon [Das17] 5 100 2017
Colon [TJGNA08] 2 100 2008
Leukemia1 [WMF+19] 12.92 100 2019
Leukemia2 [YL04b] 4 87.55 2004
Leukemia2 [BCSMAB15] 13 91.18 2015
Leukemia2 [ALA16] 1 94.10 2016
Leukemia2 [TJGNA08] 3 97.38 2008
Leukemia2 [SMM16] 5.25 97.60 2016
Leukemia2 [WMF+19] 21.32 97.81 2019
Leukemia2 [KRMV15] 3 99.01 2015
Leukemia2 [DPHC18] 2.4 99.50 2018
Leukemia2 [DPHC18] 2.4 99.50 2018
Leukemia2 [DR03] 4 100 2003
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Table A.5: Comparison of State-of-the-art results using 10-fold cross-validation.
Dataset Reference #Features Accuracy Year
Leukemia3 [KAAAJ11] 10 100 2011
Leukemia4 [SMM16] 13.08 86.38 2016
Leukemia6 [SMM16] 14.9 99.30 2016
Lung1 [MZO17] 206 100 2017
Lung1 [Das17] 5 100 2017
Lung2 [ALA16] 3 98 2016
Lung2 [YL04b] 6 98.34 2004
Lung2 [BCSMAB15] 17 98.66 2015
Lung2 [TJGNA08] 4 99 2008
Lung2 [KRMV15] 4 99.40 2015
Lung2 [DPHC18] 4.1 100 2018
Lung3 [BSZ17] 50 73.5 2017
Lung4 [KAAAJ11] 40 99.5 2011
Lung4 [MM16] 10 100 2016
Lymphoma1 [SANA12] 29 91.6 2012
Lymphoma1 [BCSMAB15] 11 93.33 2015
Lymphoma1 [SANA12] 31.2 98.9 2012
Lymphoma1 [BHDH+11] 3 99.5 2011
Lymphoma1 [KAAAJ11] 23 100 2011
Lymphoma1 [Das17] 6 100 2017
Lymphoma1 [SANA12] 2.8 100 2012
Lymphoma1 [ALA16] 2 100 2016
Lymphoma2 [WMF+19] 20.56 94.50 2019
Lymphoma2 [GBGK12] 30 95 2012
Lymphoma3 [CKY16] 107 97.14 2016
Lymphoma3 [CKY16] 33 98.57 2016
Lymphoma3 [MM16] 10 100 2016
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Table A.6: Comparison of State-of-the-art results using 10-fold cross-validation.
Dataset Reference #Features Accuracy Year
Ovarian [TJGNA08] 4 99.44 2008
Ovarian [BCSMAB15] 16 100 2015
Ovarian [ALA16] 2 100 2016
Prostate1 [BSZ17] 50 95.2 2017
Prostate1 [MM16] 20 96.78 2016
Prostate1 [KAAAJ11] 45 99.6 2011
Prostate2 [SANA12] 25 85.2 2012
Prostate2 [SANA12] 30 86.4 2012
Prostate2 [WMF+19] 24.84 91.60 2019
Prostate2 [GBGK12] 30 94 2012
Prostate2 [BHDH+11] 3 99.5 2011
Prostate2 [Das17] 3 100 2017
Prostate2 [SANA12] 2.2 100 2012
Prostate2 [DPHC18] 2 100 2018
Prostate3 [MZO17] 8 71.43 2017
Prostate3 [BSZ17] 50 80.7 2017
Prostate3 [BCSMAB15] 113 85.29 2015
Prostate3 [ALA16] 3 97.1 2016
Prostate3 [TJGNA08] 4 98.66 2008
Prostate3 [SMM16] 14.5 99.85 2016
Prostate4 [MM13] - 96.08 2013
SRBCT [BSZ17] 50 100 2017
SRBCT [MM16] 5 100 2016
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Table A.7: Comparison of State-of-the-art results using leave-one-out cross-
validation.
Dataset Reference #Features Accuracy Year
Breast [TES17] 5127 100 2017
CNS [SAEF17] 38 86.67 2017
Colon [SAEF17] 60 85.48 2017
Colon [SSKY07] 20 85.48 2007
Colon [AHR12] 10 90.32 2012
Colon [TES17] 240 91.97 2017
Colon [LH08] 6 95.16 2008
Colon [ABA15a] 15 96.77 2015
Colon [ABA15b] 10 98.38 2015
Leukemia2 [LJL+14] 50 80.56 2014
Leukemia2 [SSKY07] 23 94.44 2007
Leukemia2 [SAEF17] 3 97.06 2017
Leukemia2 [DB17] 12 98.10 2017
Leukemia2 [YCLL06] 4 98.6 2006
Leukemia2 [AHR12] 18 100 2012
Leukemia2 [ABA15a] 14 100 2015
Leukemia2 [LH08] 4 100 2008
Leukemia2 [ABA15b] 4 100 2015
Leukemia3 [YCKY08] 41 98.57 2008
Leukemia3 [ABA15a] 20 100 2015
Leukemia3 [HLH07] 9 100 2007
Leukemia3 [ABA15b] 8 100 2015
Leukemia5 [TES17] 224 98.61 2017
Leukemia5 [GBS+19] 4 98.61 2019
Leukemia6 [LJL+14] 15 79.17 2014
Leukemia6 [GBS+19] 4 95.83 2019
Leukemia6 [YCLL06] 23 97.2 2006
Leukemia6 [MODY11] 4 100 2011
Lung1 [YCY+10] 9561 90.15 2010
Lung1 [YCY+10] 1845 94.09 2010
Lung1 [YCY+10] 2101 95.57 2010
Lung1 [CYWY11] 195.2 98.42 2011
Lung1 [HC07] 7 95.75 2007
Lung1 [CYWY11] 1897 96.55 2011
Lung1 [HLH07] 10 97.1 2007
Lung1 [SAEF17] 9 100 2017
Lung1 [ABA15a] 8 100 2015
Lung1 [ABA15b] 4 100 2015
Lung2 [LH08] 6 98.34 2010
Lung2 [LJL+14] 30 99.45 2014
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Table A.8: Comparison of State-of-the-art results using leave-one-out cross-
validation.
Dataset Reference #Features Accuracy Year
Lymphoma1 [DB17] 21 99.70 2017
Lymphoma2 [LJL+14] 10 81.82 2014
Lymphoma2 [GBGK12] 30 94 2012
Lymphoma2 [SAEF17] 110 94.80 2017
Lymphoma2 [GBS+19] 3 98.70 2019
Lymphoma3 [YCY+10] 1244 93.51 2010
Lymphoma3 [YCY+10] 882 93.51 2010
Lymphoma3 [YCY+10] 107 100 2010
Lymphoma3 [CKY16] 33 100 2016
Lymphoma3 [CYWY11] 17.1 100 2011
Lymphoma3 [LH08] 6 100 2008
Prostate1 [YCY+10] 2016 89.22 2010
Prostate1 [YCY+10] 3153 91.18 2010
Prostate1 [CYWY11] 1294 92.16 2011
Prostate1 [YCY+10] 343 96.08 2010
Prostate1 [CYWY11] 24.7 99.22 2011
Prostate2 [GBGK12] 30 94 2012
Prostate2 [LH08] 6 98.04 2010
Prostate3 [LJL+14] 25 73.53 2014
Prostate3 [DB17] 25 96.80 2017
Prostate3 [SAEF17] 26 100 2017
Prostate4 [GBS+19] 3 99.02 2019
SRBCT [YCY+10] 536 96.39 2010
SRBCT [DB17] 21 98.60 2017
SRBCT [HC07] 6 98.75 2007
SRBCT [GBS+19] 5 98.79 2019
SRBCT [YCY+10] 669 98.80 2010
SRBCT [LJL+14] 15 98.80 2014
SRBCT [CYWY11] 431 100 2011
SRBCT [YCLL06] 78 100 2006
SRBCT [YCY+10] 56 100 2010
SRBCT [CYWY11] 29 100 2011
SRBCT [HLH07] 11 100 2007
SRBCT [ABA15a] 10 100 2015
SRBCT [ABA15b] 6 100 2015
SRBCT [LL11] 6 100 2011






Figure B.1: Bar charts showing the results of using Cramer’s φ statistic and a
dominance ratio of 0.5 on the Colon dataset.
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Figure B.2: Bar charts showing the results of using Cramer’s φ statistic and a
dominance ratio of 1.0 on the Colon dataset.
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Figure B.3: Bar charts showing the results of using mutual information statistic
and a dominance ratio of 0.5 on the Colon dataset.
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Figure B.4: Bar charts showing the results of using mutual information statistic
and a dominance ratio of 1.0 on the Colon dataset.
Parameter Reduction in Deep Learning and
Classification
B45 David Browne
B. IRRD-GA OTHER EXPERIMENTS RESULTS
Figure B.5: Bar charts showing the results of using both statistics and a domi-
nance ratio of 0.5 on the Colon dataset.
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Figure B.6: Bar charts showing the results of using both statistics and a domi-
nance ratio of 1.0 on the Colon dataset.
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Figure B.7: Bar charts showing the results of using Cramer’s φ statistic and a
dominance ratio of 0.5 on the Leukemia2 dataset.
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Figure B.8: Bar charts showing the results of using Cramer’s φ statistic and a
dominance ratio of 1.0 on the Leukemia2 dataset.
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Figure B.9: Bar charts showing the results of using mutual information statistic
and a dominance ratio of 0.5 on the Leukemia2 dataset.
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Figure B.10: Bar charts showing the results of using mutual information statistic
and a dominance ratio of 1.0 on the Leukemia2 dataset.
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Figure B.11: Bar charts showing the results of using both statistics and a domi-
nance ratio of 0.5 on the Leukemia2 dataset.
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Figure B.12: Bar charts showing the results of using both statistics and a domi-
nance ratio of 1.0 on the Leukemia2 dataset.






Figure C.1: Comparison of the confusion matrices between the original and
pruned versions of CifarNet model on the CIFAR10 dataset.
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Figure C.2: Comparison of the confusion matrices between the original and
pruned versions of AlexNet model on the CIFAR10 dataset.
Figure C.3: Comparison of the confusion matrices between the original and
pruned versions of VGG16 model on the CIFAR10 dataset.
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Figure C.4: Comparison of the confusion matrices between the original and
pruned versions of CifarNet model on the CIFAR100 dataset.
Figure C.5: Comparison of the confusion matrices between the original and
pruned versions of AlexNet model on the CIFAR100 dataset.
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Figure C.6: Comparison of the confusion matrices between the original and
pruned versions of VGG16 model on the CIFAR100 dataset.
Figure C.7: Comparison of the confusion matrices between the original and
pruned versions of CifarNet model on the Tiny-ImageNet dataset.
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Figure C.8: Comparison of the confusion matrices between the original and
pruned versions of AlexNet model on the Tiny-ImageNet dataset.
Figure C.9: Comparison of the confusion matrices between the original and
pruned versions of VGG16 model on the Tiny-ImageNet dataset.
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