Extensions of Random Orthogonal Matrix Simulation for Targetting Kollo
  Skewness by Alexander, Carol et al.
ar
X
iv
:2
00
4.
06
58
6v
1 
 [s
tat
.C
O]
  1
4 A
pr
 20
20
Extensions of Random Orthogonal Matrix Simulation
for Targetting Kollo Skewness
Carol Alexander∗ Xiaochun Meng† Wei Wei‡
Abstract
Modelling multivariate systems is important for many applications in engineering and operational
research. The multivariate distributions under scrutiny usually have no analytic or closed form.
Therefore their modelling employs a numerical technique, typically multivariate simulations,
which can have very high dimensions. Random Orthogonal Matrix (ROM) simulation is a
method that has gained some popularity because of the absence of certain simulation errors.
Specifically, it exactly matches a target mean, covariance matrix and certain higher moments with
every simulation. This paper extends the ROM simulation algorithm presented by Hanke et al.
(2017), hereafter referred to as HPSW, which matches the target mean, covariance matrix and
Kollo skewness vector exactly. Our first contribution is to establish necessary and sufficient
conditions for the HPSW algorithm to work. Our second contribution is to develop a general
approach for constructing admissible values in the HPSW. Our third theoretical contribution is
to analyse the effect of multivariate sample concatenation on the target Kollo skewness. Finally,
we illustrate the extensions we develop here using a simulation study.
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1 Introduction
Modelling multivariate systems is important for many applications in engineering and operational
research. In the vast majority of cases, the multivariate distributions under scrutiny have no ana-
lytic or closed form, so the problem can only be resolved using some type of numerical technique. Of
these, Monte Carlo (MC) simulation is most commonly used because it is fast, the basic method is
quite straightforward and the random samples generated converge to the distribution in probability
(Thomopoulos, 2012). However, the sample moments will differ from their population values and
even when the experimenter performs a very large number of simulations the errors can be consider-
able.1 For this reason, much research focusses on developing variance-reduction techniques aimed at
improving the efficiency of simulations – see, for example, Swain and Schmeiser (1988), Hesterberg
(1996), Sza`ntai (2000), Saliby and Paul (2009) and many others. These have applications to any
problem which requires the use of multivariate simulations for its resolution. For instance, see
Badano and Samuelson (2013) and Quintana et al. (2015) for multivariate simulations used in engi-
neering applications, and Avramidis and Matzinger (2002), Capriotti (2008), and Ma and He (2016)
for problems in finance.
Addressing the simulation error problem from a different perspective entirely, Ledermann et al.
(2011) introduces a novel and flexible method for generating random samples from a correlated, mul-
tivariate system called Random Orthogonal Matrix (ROM) simulation. It is based on the premise
of exactly matching a target mean, covariance matrix and certain higher moments with every simula-
tion. Several developments have extended the original paper, for instance, Ledermann and Alexander
(2012) investigate the effect of different random rotation matrices on ROM simulation sample char-
acteristics.2 And Hu¨rlimann (2013) presents a very significant theoretical development of ROM
simulation by extending the basic L matrices (which are fundamental to ROM simulation, as we
shall see below) to a much broader class of generalised Helmert-Ledermann (GHL) matrices, thereby
increasing flexibility and scope of ROM simulation.
ROM simulation has already been applied in a variety of real-world applications. For instance,
Geyer et al. (2014) implements ROM simulation in an arbitrage-free setting, for option pricing and
hedging. Hu¨rlimann (2014) integrates ROM simulation into two semi-parametric methods that
take into account skewness and kurtosis, in order to improve the computation of quantiles for linear
combinations of the system variables, and Alexander and Ledermann (2012) investigate the use of
target skewness and kurtosis via ROM simulation for stress testing.
Further theoretical developments focus on the higher-moment characteristics of ROM simula-
tion: Hu¨rlimann (2015) introduces a new, recursive method for targetting the skewness and kurtosis
metrics of Mardia (1970) using ROM simulation with GHL matrices, and Hanke et al. (2017) im-
prove on the skewness metric that ROM simulation can target, using the vector-valued moment of
Kollo (2008) in place of the Mardia skewness.
1For instance, Oberkampf et al. (2002) discuss the error and uncertainty in simulations that deal with partial
differential equations and Ferraz and Moura (2012) show that the sampling error can be asymmetric and that the
accuracy of simulations can be improved by assuming the errors follow a skew-normal distribution.
2The publication of Ledermann et al. (2011) coincided with the centenary of Walter Ledermann’s birth.
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This paper extends the algorithm presented by Hanke et al. (2017) – hereafter referred to as
HPSW. On testing its implementation we found that the HPSW algorithm does not always work.
This is because the algorithm requires selecting some so-called ‘arbitrary’ real values but we found
that some values are inadmissible because they yield complex roots for the equations that must be
solved. As the dimension of the system increases, this problem becomes more and more prevalent.
The first contribution of our paper is to prove necessary and sufficient conditions for the HPSW
algorithm to work, i.e. for the existence of real roots of the HPSW equations. A second contribution
is to develop a general approach for constructing admissible values. Our third theoretical contri-
bution is to analyse the effect of multivariate sample concatenation on the target Kollo skewness.
The paper ends with numerical results which illustrate the extensions we develop in this paper. All
code is available from the authors on request.
The extensions of the HPSW algorithm that we develop in this paper should increase the scope
of ROM simulation to reflect characteristics of real-world applications, especially in large systems.
We substantiate this claim with an extensive numerical study. In the following: Section 2 fixes nota-
tion and concepts; Section 3 extends the developments of ROM simulation proposed by Hanke et al.
(2017) with: necessary and sufficient conditions for the selection of admissible values in their al-
gorithm; thereby proposing novel methods for generating such values; and motivating the use of
sample concatenation and analysing its effect on target Kollo skewness; Section 4 provides numeri-
cal results comparing the performance of our extensions with the original algorithm of Hanke et al.
(2017); and Section 5 concludes. All proofs of theoretical results are in the appendix.
2 Background
In this section we fix notation by providing a brief overview of the basic concepts for both ROM
simulation and multivariate skewness. The first subsection summarises the initial development of
ROM simulation by Ledermann et al. (2011) and Ledermann and Alexander (2012) and the second
subsection reviews the work of Hanke et al. (2017) which generalises the third-moment measure to
Kollo skewness.
2.1 ROM Simulation
Suppose we want to simulate from an n-dimensional distribution with mean vector µn, and co-
variance matrix Vn. Let Xmn denote the m × n matrix of random samples, where m denotes the
number of simulations. In order to match the mean and covariance of the samples Xmn with µn
and Vn, the following equations must be satisfied:
m−11′mXmn = µ
′
n, (1)
m−1
(
X′mn − 1mµ′n
) (
Xmn − 1mµ′n
)
= Vn, (2)
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where 1m is a vector and
′
denotes the matrix transpose. Ledermann et al. (2011) show that (1)
and (2) hold if and only if Xmn takes the following form:
Xmn = 1mµ
′
n+m
1/2QmLmnRnAn, (3)
L′mnLmn = In, (4)
1′mLmn = 0
′
n, (5)
where 0n is the zero vector, In is the identity matrix, Vn = A
′
nAn and both Qm and Rn are
orthogonal matrices. In ROM simulation, Qm is a random permutation matrix which re-orders
the simulations and Rn is a random rotation matrix,
3 and the matrix Lmn is taken from a class
of rectangular orthogonal matrices known as L matrices. In equation (3), the sample mean and
covariance matrix of Xmn are determined solely by µn and An, given that Lmn satisfies equations
(4) and (5). Hence, L matrices are a cornerstone of ROM simulation.
2.2 ROM Simulation with Target Kollo Skewness
In this section we summarise the ROM simulation approach proposed by Hanke et al. (2017) to
target mean, covariance matrix, and Kollo skewness. Consider a correlated system of n random
variables Yn = [Y1, Y2, · · · , Yn] having mean µn and covariance matrix Vn and use the notation Y∗n
for the standardised versions of Yn, i.e.
Y∗n = (Yn − 1mµ
′
n)V
−1/2
n .
A typical way to define the skewness of their multivariate distribution is to set cijk = E[Y
∗
i Y
∗
j Y
∗
k ]
for each tuple (Y ∗i , Y
∗
j , Y
∗
k ), with i, j, k = 1, . . . , n. Then, for each i = 1, . . . , n, form the matrix
Ci =


ci11 ci12 · · · ci1n
...
...
. . .
...
cin1 cin2 · · · cinn

 ,
and finally define the co-skewness tensor as:
m3 = [C1,C2, ...,Cn] . (6)
The co-skewness tensor has good properties such as invariance under affine, non-singular transfor-
mations (Mardia, 1970). However, m3 has n
3 elements which makes it impractical for use in large
systems, hence the need to construct summary skewness metrics.
3ROM simulation is generally much faster than standard methods such as MC simulation, especially in large
systems, because samples are generated by simply changing Rn to another random rotation matrix and performing
the required matrix multiplications. See Ledermann and Alexander (2012) for the classification of different types of
rotation matrix and their effects on ROM simulation sample characteristics.
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Mardia (1970) summarises multivariate skewness as follows:
β1 (Yn) =
n∑
i,j,k=1
c2ijk (7)
It can be shown that Mardia skewness is essentially the sum of all the squared elements in (6).
However, Gutjahr et al. (1999) show that, being a simple scalar, the Mardia skewness loses much
of the information contained in the co-skewness tensor (6). This motivates Hanke et al. (2017) to
focus on the skewness measure proposed by Kollo (2008), which is a n-dimensional vector with ith
element equal to the sum of the elements of the ith row in equation (6), i.e.:
τ (Yn) =


∑n
i,k ci1k∑n
i,k ci2k
...∑n
i,k cink

 . (8)
Let µn, Vn and τn be the population mean, covariance matrix, and Kollo skewness that we want
to target. Equations (3) – (5) guarantee that Xmn matches the population mean and covariance
matrix, hence it remains to find suitable Lmn such that Xmn can match the Kollo skewness. For
convenience, Hanke et al. (2017) work with a scaled L matrix defined by Mmn = m
1/2LmnRn so
that equation (3) can be written:
Xmn = 1mµ
′
n +QmMmnAn. (9)
Then it is easy to write the sample Kollo skewness for Xmn as
τ (Xmn) = m
−1
m∑
i=1
αir
′
i, (10)
where ri is the i
th row of Mmn and αi = (ri1n)
2, i = 1, · · · ,m.
The HPSW algorithm finds a scaled L matrix Mmn by solving the equations τ (Xmn) = τn for
some target Kollo skewness vector τn and it proceeds as follows: Set
Smn = m
1/2LmnRnΩn =MmnΩn, (11)
where Ωn is any orthogonal rotation matrix whose first column is n
1/21n having the property that
1
′
nΩn = n
1/2 (1, 0, . . . , 0) .
Let si be the i
th row of Smn, i = 1, . . . ,m, i.e. si = riΩn (and siΩ
′
n = ri because Ωn is orthogonal).
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Then the target Kollo skewness equations τ (Xmn) = τn may be written:
τn = m
−1
m∑
i=1
(ri1n)
2 r
′
i = m
−1
m∑
i=1
(
siΩ
′
n1n
)2
Ωns
′
i = m
−1nΩn
m∑
i=1
s2i1s
′
i. (12)
Next, pre-multiply the matrix n−1Ω
′
n on both sides of equation (12) and set the vector
pn = n
−1Ω
′
nτn
so that equation (12) becomes:
pn = m
−1
m∑
i=1
s2i1s
′
i. (Exact Kollo skewness) (13)
In addition, because Mmn is a scaled L matrix, Smn must satisfy:
S
′
mnSmn = mIn, (Exact covariance matrix) (14)
1
′
mSmn = 0
′
n. (Column sum constraint) (15)
For convenience, let us rewrite equations (13) – (15) for each column k, and for k = 1, . . . , n as
follows:
m−1
m∑
i=1
(si1)
2 sik = pk, (Exact Kollo skewness) (16-1)
m−1
m∑
i=1
s2ik = 1, (Exact covariance matrix 1) (16-2)
m∑
i=1
siksij = 0, j < k, (Exact covariance matrix 2) (16-3)
m∑
i=1
sik = 0, (Column sum constraint) (16-4)
where s1k, . . . , smk are the elements in the k
th column of Smn, and pk is the k
th element of pn.
Now, the HPSW algorithm solves equations (16-1) to (16-4) sequentially, from k = 1 to k = n.
However, is important to note that in each column we have m unknown variables to solve, but
the number of constraints depends on the column, because in the kth column there are only k + 2
constraints. For example, for the first column, there are m unknowns s11, s21, . . . , sm1, but only 3
constraints. Since we have more unknowns than constraints we must prescribe arbitrary values to
some of the unknowns. Indeed, we require m − 3 arbitrary values in column 1, m − 4 arbitrary
values in column 2, . . ., m− (n + 2) arbitrary values in column n. With this in mind, the HPSW
algorithm can be summarized as follows:
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Algorithm 1 HPSW by (Hanke et al., 2017)
1: function getM 1(m, τ ) ⊲ m: the number of observations, τ : target Kollo skewness
2: n = length(τ )
3: generate Ωn ⊲ n× n matix with 1′nΩn = (
√
n, 0, . . . , 0)
4: pn = Ω
−1
n n
−1
τ ⊲ rotate Kollo skenwss
5: for k = 1, . . . , n do ⊲ solve matrix Smn
6: set arbitrary values for elements {sk+3,k, . . . , sm,k}
7: solve (16-1) to (16-4) and get elements {s1,k, . . . , sk+2,k}
8: Mmn = SmnΩ
′
n ⊲ rotate back
9: return Mmn
3 Theoretical Extensions for Targetting Kollo Skewness
Here we explore the HPSW algorithm further, in particular its dependence on the arbitrary values
selected for each column in Smn, viz. the last m− (k+2) elements in column k are set to arbitrary
values. In this respect Hanke et al. (2017) merely state: “In this procedure, arbitrary values can be
prescribed on several occasions. By varying these values, e.g., by setting them to random values,
different L matrices can be constructed, all of which exactly match the pre-specified Kollo skewness
vector.” However, following this algorithm in practice we sometimes find that the arbitrary values
we select yield equations (16-1) to (16-4) insolvable. And even when they are solvable, the method
we use to generate arbitrary values has a great effect on the characteristics of the simulations.
The first question that we address in this section is whether the algorithm will work. In other
words, is it always possible, for each column k = 1, . . . , n, to solve (numerically) the system of
k+2 unknowns given the k+2 constraints (16-1) to (16-4)? At first glance it may appear that the
problem becomes more complex as k increases. This is true, except for the first column because
equation (16-1) is cubic when k = 1 and linear otherwise. Note that (16-2) is quadratic for all
columns. But quadratic equations do not always have real roots. For example, without loss of
generality, let us assume sik = wik for i = k + 3, ...,m are the arbitrary values that we use in order
to solve equation (16-2) for sik, for i = 1, ..., k + 2. We can rewrite equation (16-2) as follows,
s21j + · · ·+ s2j+2,j = m−
m∑
i=j+3
w2ij .
It is clear that the above equation is not solvable if
∑m
i=j+3w
2
ij > m. Therefore, the values that
Hanke et al. (2017) call ‘arbitrary’ are not in fact arbitrary. In Section 3.1 we investigate this
problem further. First we provide a necessary and sufficient criterion for a set of real numbers to
satisfy equations (16-1) to (16-4) and then we propose a general approach for constructing these
so-called admissible arbitrary values.
The second question answered in this section is as follows. Assuming admissible arbitrary values
can be found, so that the algorithm yields a valid simulation matrix Smn, what are the properties
of the resulting ROM simulation, i.e. what are the characteristics of the columns xk of Xmn for
k = 1, . . . , n? For instance, how do ROM simulations behave when all arbitrary values are zero,
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compared with the case where arbitrary values are drawn from an auxiliary distribution?
We address this second question in two parts. We start by showing that not all auxiliary
distributions can be used to generate admissible arbitrary values. Indeed, the random variable must
satisfy certain moment conditions – see Proposition 1 in Section 3.2 below. Then we consider the case
when k is small, so that most of the elements in xk must be set by admissible arbitrary values.
4 But
with so many arbitrary values in Xmn, how can we prevent the features of the auxiliary distribution
from dominating the properties of the original distribution that is being targetted by the ROM
simulation? Section 3.3 shows how to augment the HPSW algorithm using sample concatenation to
generate simulations that require fewer arbitrary values, and which derive more of the simulations
from the original distribution. We leave it to the next main Section 4 to demonstrate how effective
each of these extensions can be in practice.
3.1 Necessary and Sufficent Conditions
The equations (16-1) to (16-4) of the HPSW algorithm should be solved iteratively, for j =
1, 2, . . . , n. First consider the case j = 1. Setting sij = wij for i = 4, ...,m we can simplify
and rewrite the system (16-1) to (16-4) as the following three equations:
s11 + s21 + s31 = −
m∑
i=4
wi1 =: a (17-1)
s211 + s
2
21 + s
2
31 = m−
m∑
i=4
w2i1 =: b (17-2)
s311 + s
3
21 + s
3
31 = mp1 −
m∑
i=4
w3i1 =: c. (17-3)
The Appendix begins by proving the following:
Lemma 1. A necessary and sufficient condition for the system (17-1) to (17-3) to have real solutions
for s11, s21 and s31 is:
(
b− a
2
3
)3
≥ 6
(
c− ab+ 9
2
a3
)2
. (18)
For the iteration, we assume that the system (16-1) to (16-4) is solvable (in the real numbers) for
j = 1, .., k− 1, and then seek necessary and sufficient conditions for the system to be solvable when
j = k. In this case, the system (16-1) to (16-4) is most succinctly expressed in matrix form, as:
Uy = v, (19)
y
′
y = m−
m∑
i=k+3
w2ik. (20)
4Indeed, overall, there are mn− n
2
+5n
2
elements in Smn that correspond to arbitrary values.
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where y is a column vector containing all the variables we want to solve, i.e. (s1,k, . . . , sk+2,k)
′
and
U =


s211 s
2
21 . . . s
2
k+2,1
s11 s21 . . . sk+2,1
s12 s22 . . . sk+2,2
...
...
...
...
s1,k−1 s2,k−1 . . . sk+2,,k−1
1 1 1 1


,v =


mpk −
∑m
i=k+3 s
2
i1wik
−∑mi=k+3 si1wik
−∑mi=k+3 si2wik
. . .
−∑mi=k+3 si,k−1wik
−∑mi=k+3wik


.
Thus U is a (k + 1)× (k+ 2) coefficient matrix and v is a column vector. In practical applications
we have always found that the column span of U equals k + 1, i.e. the matrix is full row rank.
However, in some applications it could be that they are not. So, let U1 be a matrix containing all
the linearly independent columns of U, with the remaining columns in the matrix U2.
5 Denote by
U+1 the MoorePenrose inverse of U1 which is defined as U
+
1 =
(
U
′
1U1
)−1
U
′
1. Appendix B proves
the following theorem:
Theorem 1. Admissible arbitrary values exist for the HPSW algorithm if and only if the following
three conditions are satisfied:
(i) Lemma 1 holds for the first column of Smn – i.e. the arbitrary values selected in the first
column of Smn satisfy (17-1) – (17-3) and (18); and
(ii) Assuming that the admissible arbitrary values exist for the 1th to k−1thcolumns, the arbitrary
values selected in the kth column (k = 2, . . . , n) of Smn should have
Rank (U) = Rank ([U,v])
where [U,v] is the augmented matrix; and
(iii) Assuming that the admissible arbitrary values exist for the 1th to k−1thcolumns, the arbitrary
values selected in the kth column (k = 2, . . . , n) of Smn should satisfy
g
′
G−1g − v′
(
U1U
′
1
)+
v ≥
m∑
j=i+3
w2ji −m
where
G = I+U
′
2
(
U1U
′
1
)+
U2 and g = U
′
2
(
U1U
′
1
)+
v.
5The column-ordering does not matter for either U1 or U2. But be careful if we were to permute the columns in
U1 and U2 then we would also need to apply the same permutation to the elements of y.
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3.2 Selecting Admissible Arbitrary Values
It is possible to set all arbitrary values to zero, so that:
Smn =


s11 s12 . . . v1n
s21 s22 . . . s2n
s31 s32 . . . s3n
0 s42 . . . s4n
... 0
. . .
...
... 0 sn+2,n
... 0
...
0 0 0 0


,
In Appendix C we prove that zero arbitrary values are ‘admissible’ i.e. they do satisfy the conditions
of Theorem 1. However, in Section 4 we show that this practice creates special features in the ROM
simulation and these might be regarded as inappropriate to the application.
In this section we discuss how to generate admissible arbitrary values using a random variable
having an auxiliary distribution, e.g. a standard normal. It is important to note that we only
actually require one random variable, rather than n correlated random variables, to generate these
arbitrary values. This is because the HPSW algorithm imposes the Kollo skewness structure using
the matrix Smn defined by (11), whose columns are uncorrelated.
6 Therefore, for the arbitrary
values in each column we can – if we choose – simply generate independent samples from a single
random variable, W say, and fill in each column in turn this way.
To this end, let n independent samples from W each of size m be collected in a matrix Wmn of
possible arbitrary values. These are used to fill in the arbitrary values in Smn. That is, where the
matrix above has a zero entry, we replace this with an observation from the chosen distribution by
setting sij = wij . Then we check the conditions of Theorem 1, column by column as follows:
(a) Given the matrix Wmn of possible arbitrary values, set si1 = wi1 for i = 4, ....,m, to fill
in values for the first column of Smn and then check that this column satisfies Theorem 1
condition (i), i.e. Lemma 1. If it does, proceed to step (b). If not then generate another
first column for Wmn, set si1 = wi1 for i = 4, ....,m and check Lemma 1 again. Repeat as
necessary until the first column of Smn does satisfy Lemma 1 and fix this first column;
(b) Use the second column of Wmn to set si2 = wi2 for i = 5, ....,m and check that Theorem
1, conditions (ii) and (iii) both hold. If they do, fix the second column of Smn and proceed
to step (c). Otherwise, generate new values for wi2 and check again and repeat as necessary
until Theorem 1 is satisfied. Then fix this second column for Smn;
6Note that the covariance structure in ROM simulations is imposed using the Cholesky matrix An of the covariance
matrix Vn.
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(c) Given the arbitrary values are admissible in column k then choose the elements in the k+1th
column of Wmn as arbitrary values in the corresponding column of Smn, until conditions (ii)
and (iii) of Theorem 1 are satisfied.
The strongest constraints of Theorem 1 are on the first column on Smn. Not only does this column
contain the most arbitrary values, the admissibility conditions involve solving one cubic equation,
one quadratic equation and one linear equation. For the other columns we only need to solve one
quadratic and some linear equations. However, analytic conditions for admissibility of arbitrary
values become increasingly difficult to obtain as the column number increases. This is because, as
is clear from Theorem 1, the admissibility of arbitrary values selected in the kth column depend on
the arbitrary values selected in the jth column for j = 1, . . . , k − 1.
First, we propose a systematic method for generating the arbitrary values in the first column.
Recall that the conditions in Lemma 1 are merely restrictions on sample moments and that sample
moments converge to their population values as the sample size increases.7 Since the number of
simulations m is typically very large in practice, the conditions in Lemma 1 may be translated to
restrictions on the moments of the selected auxiliary distribution. This is done in the following
proposition:
Proposition 1. Let the first column of Wmn be a realisation of the random variable W , whose
first, second and third moments satisfy the following conditions:
E (W ) = 0, (21-1)
E
(
W 2
) ≤ c1, (21-2)∣∣∣∣E (W 3)− p1q
∣∣∣∣ ≤ c2. (21-3)
where p1 is the first element of the rotated Kollo skewness pn and
c1 =
1
q
− 3
√
6
m
(
E
(
W 3
)− p1
q
)2/3
and c2 =
1
q
√
m
6
and q =
m− 3
m
.
Then Lemma 1 is satisfied for sufficiently large m.
This proposition provides a range for the moments of the auxiliary distribution used to generate
the arbitrary values in the first column of Smn. That is, when W has moments within this range
it will produce arbitrary values that are admissible and in this case the variance of the arbitrary
values cannot be greater than 1q , i.e.
m
m−3 . When the third moment of the arbitrary values is
p1
q and
m is very large, c1 approaches an upper limit of 1. In other words, to be admissible, the variance of
the arbitrary values cannot exceed 1. Clearly, the constraint on the third moment is not as binding
as that on the second moment. For example, if p1 = 0.1 and m = 100 we have c2 = 4.2087, but
with m = 1000 simulations we have c2 = 12.9488. Therefore, the smaller the variance and the third
7See, for instance, the Wiener-Khinchin law of large numbers (Aleksandr and Khinchin, 1949).
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moment that we choose, the higher the probability that the method will succeed.8
Given a random variable W that satisfies Proposition 1, we now generate arbitrary values for
the other columns a check for admissibility, one by one. That is, we start with the second column
and proceed until the last column, each time checking that the realisation of W satisfies Theorem
1 conditions (ii) and (iii). With the speed of modern computers it is feasible to apply this column-
by-column checking for admissible arbitrary values very quickly. As already noted by (Hanke et al.,
2017) the computation time heavily depends on n, but increases slowly with m. However, we
also find that the computation time increases with the variance of the auxiliary distribution used
to generate the arbitrary values.9 For instance, when n = 40 and m = 100, it only takes 0.063
seconds to generate all zero arbitrary values and apply equation (9). But a ROM simulation takes
3.61 seconds when we generate admissible arbitrary values from an auxiliary normal distribution
N (0, 0.52) and 21.65 seconds with the auxiliary distribution N (0, 0.952). This time was set using a
computer with Intel Core i5-7500 CPU, 3.41 GHz, and 8 GB RAM, running Python under Windows.
The auxiliary distribution could be any parametric distribution whose moments satisfy the
conditions in Proposition 1. It is also possible to use historical data, following the method described
in Ledermann et al. (2011). They suggest taking m existing observations on the n random variables
and then applying the Gram-Schmidt orthogonalisation to their mean-deviation matrix. Denoting
this matrix LDmn and setting an arbitrary value matrix Wmn = m
1/2LDmnΩn yields a large matrix
from which arbitrary values may be drawn, and then checked for admissibility using Theorem 1.
To summarize: the HPSW algorithm needs to be modified to ensure that any non-zero ‘arbitrary’
values are admissible, in the sense that (16-1) to (16-4) are solvable in the field of real numbers;
and the algorithm should be re-written as follows:
Algorithm 2 Modified HPSW algorithm
1: function getM 2(m, τ ) ⊲ m: the number of observations, τ : target Kollo skewness
2: n = length(τ )
3: generate Ωn ⊲ n× n matix with 1′nΩn = (
√
n, 0, . . . , 0)
4: pn = Ω
−1
n n
−1
τ ⊲ rotate Kollo skenwss
5: while Lemma 1 does not hold do ⊲ solve for the first column
6: generate admissible values for elements {s4,1, . . . , sm,1}
7: solve (16-1) to (16-4) for elements {s1,1, . . . , s3,1}
8: for k = 2, . . . , n do
9: while Theorem 1 (ii), (iii) are not satisfied do ⊲ solve for remaining columns
10: generate admissible values for elements {sk+3,k, . . . , sm,k}
11: solve (16-1) to (16-4) to obtain elements {s1,k, . . . , sk+2,k}
12: Mmn = SmnΩ
′
n ⊲ rotate back
13: return Mmn
8However, even when a distribution fulfils the restrictions in Proposition 1, whenm is small there is still a possibility
of failing to obtain admissible values for the first column, due to sampling error.
9In fact, the extreme case that all arbitrary values are zero, we do not even need to check Theorem 1, as proved in
Appendix C. We would not employ any other constant value than zero, of course, because the matrices are already
in mean-deviation form.
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3.3 Effect of Concatenation on ROM Simulation with Target Kollo Skewness
The choice of ‘arbitrary’ values is critical to the success of the HPSW algorithm because not all
such values are, in fact, admissible. According to the conditions of Theorem 1 we know that
the closer the admissible values are to 0, the more likely the algorithm is to succeed. However,
selecting very small admissible values may cause some strange effects, with all the structure of the
target covariance matrix and Kollo skewness being fulfilled within the first few observations and
the remaining simulations being a required form of padding.
Post-multiplying with Ω
′
n will not alter rows containing only zeros. Hence, the rows from n+3
to m ofMmn will have the same feature. That is, even after rotating back to the (scaled) L matrix,
filling the simulations with zero (or very small) values may be problematic. Both covariance matrix
and Kollo skewness is ‘squashed’ into the first n+ 2 rows, in other words:
Var
([
Mn+2,n
0n
])
= Var (Mmn) , τ
([
Mn+2,n
0n
])
= τ (Mmn) , (22)
where Mn+2,n is the matrix with the first n+ 2 rows of Mmn, 0n is a zeros matrix with m− n− 2
rows and n columns.
These observations motivate the use of sample concatenation mitigation techniques, designed
in such a way to avoid the problems articulated above. The idea is to construct a larger sam-
ple by concatenating several small sub-samples, and it was first applied in ROM simulation by
Ledermann et al. (2011) who proved that the mean and covariance matrix of the concatenated
samples remain unchanged when each sub-sample has identical mean and covariance matrix. This
section introduces the following theorem which shows how concatenation affects Kollo skewness:
Theorem 2. Let M(k) be a scaled L matrix of dimension mk × n with mk ≥ n + 2. Denote the
ith row of M(k) by r
(k)
i , for i = 1, . . . , N where N is the number of concatenations. Then the Kollo
skewness of the concatenated sample is the weighted sum of their Kollo skewnesses , i.e.
τ




M(1)
...
M(N)



 = 1m1 + · · · +mN
(
m1∑
i=1
(
r
(1)
i 1n
)2
r
(1)′
i + · · ·+
mN∑
i=1
(
r
(N)
i 1n
)2
r
(N)′
i
)
=
1
m1 + . . . +mN
(
m1τ
(
M(1)
)
+ · · · +mNτ
(
M(N)
))
,
(23)
Corollary 1. Kollo skewness is invariant under sample concatenation, provided the concatenation
is achieved via a set of (scaled) L matrices having identical dimensions and the same Kollo skewness.
This means we can concatenate any number of (scaled) L matrices, each with the same dimen-
sions, to a larger matrix having the desired Kollo skewness. The advantage of this method is that far
fewer arbitrary values need to be used and the Kollo skewness structure is captured using N(n+2)
observations instead of just n + 2. Setting the number N of concatenations as an additional pa-
rameter and equally dividing the m observations into N sub-samples, we can control the dispersion
of Kollo skewness over the entire L matrix. This ability to concatenate samples without changing
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the target Kollo skewness yields a further modification to the algorithm of Hanke et al. (2017), the
concatenated HPSW (CHPSW) algorithm, summarized in the following:
Algorithm 3 CHPSW algorithm
1: function getCM(m, τ , N)
2: n = length(τ )
3: generate Ωn ⊲ n× n matix with 1′nΩn = (
√
n, 0, . . . , 0)
4: pn = Ω
−1
n n
−1
τ ⊲ rotate Kollo skenwss
5: l = max
{
n+ 2,
⌊
m
N
⌋}
⊲ l is the length of the first N − 1 subsamples
⊲ ⌊x⌋ returns the greatest integer less than or equal to x
6: for k = 1, . . . , N − 1 do ⊲ solve the first N − 1 subsamples
7: M(kl−k+1):kl,n=getM 2(l, τ ) ⊲ get k
th sub-samples
8: M(Nl−l+1):m,n=getM 2(m−Nl − l, τ ) ⊲ get the last sub-samples
9: return Mmn
The CHPSW algorithm is easy to implement and it has more flexibility than the modified HPSW
algorithm described in the previous sub-section because we can choose the length of the sub-samples
in the concatenation. Its strength lies in the need for only a few ‘arbitrary’ values in each of the
sub-samples, when each sub-sample length is set to its minimum value of n+2. However, it is more
computationally demanding for large m and relatively small n, because then there will be a large
number of concatenations.10
4 Numerical Results
In Section 3 we applied our necessary and sufficient conditions for the HPSW algorithm to derive a
suitable value for Mmn, following the steps defined in Algorithm 2. It is not possible to specify this
matrix in closed form. Similarly, it is not possible to write the scaled Lmatrix returned by Algorithm
3 in closed form, for the concatenating version of HPSW. However, we can provide numerical results.
To compare the sample properties of the simulations generated by the two algorithms we set the
mean to zero and the covariance matrix to the identity and select different Kollo skewness vectors to
target in each experiment, viz. 1n, 0n and −1n. We also set the permutation matrix to the identity,
since the sample properties of different choices for these matrices have already been thoroughly
explored by Ledermann et al. (2011). Therefore, equation (9) becomes Xmn =Mmn.
10The computation time for an L matrix with m = n+ 2 is almost identical to the computation time for a matrix
with many more rows, i.e. the computation time is largely determined by n alone (Hanke et al., 2017).
13
0 20 40 60 80 100
-5
0
5
x
1
HPSW
0 20 40 60 80 100
-5
0
5
x
2
0 20 40 60 80 100
-5
0
5
x
3
0 20 40 60 80 100
-5
0
5
x
4
0 20 40 60 80 100
-5
0
5
x
5
0 20 40 60 80 100
-5
0
5
Concatenating HPSW,l=21
0 20 40 60 80 100
-5
0
5
0 20 40 60 80 100
-5
0
5
0 20 40 60 80 100
-5
0
5
0 20 40 60 80 100
-5
0
5
0 20 40 60 80 100
-5
0
5
Concatenating HPSW, l=7
0 20 40 60 80 100
-5
0
5
0 20 40 60 80 100
-5
0
5
0 20 40 60 80 100
-5
0
5
0 20 40 60 80 100
-5
0
5
Figure 1: Samples generated by HPSW and CHPSW algorithms with m = 100, n = 5, τ = 15.
The left-hand column shows the results obtained using the HPSW algorithm. In the CHPSW algorithm the length
of the sub-samples are l = 21 (middle column) and l = 7 (right-hand column). The rows correspond to the variances
x1, . . . , x5. The orange lines show the sample using admissible arbitrary values from a normal distribution N (0, 0.5
2)
and the blue lines represent the sample when all admissible values are zero.
Figure 1 depicts various time series of m = 100 simulations with target Kollo skewness 1n, for a
system with n = 5 variables. The simulations with other target Kollo skewness are not shown but
they exhibit similar properties. The HPSW employs our modification, i.e. we check the conditions
of Theorem 1 when generating admissible values, and these are either zero or taken from an auxiliary
normal distribution N (0, 0.52) to ensure the moment conditions of Proposition 1 hold. Note that
our theoretical results show that it is not possible to increase the variance of the distribution used
to generate the additional ‘padding’ of the observations without violating the conditions of either
Theorem 1 or Proposition 1.
Each row in the figure corresponds to a variable x1, . . . , x5, and the columns refer to three
different algorithms: the left column depicts HPSW simulations; the middle shows the CHPSW,
with sub-sample length l = 21; and the right is CHPSW with l = 7. The left column illustrates the
‘squashing’ of all structure into the first few observations, a feature previously discussed in detail as
a potential issue with the HPSW algorithm. This is even more of an issue when all arbitrary values
are set to zero as in the blue lines in these figures. The middle and right columns exhibit how the
structure is spread out over the entire sample when we use the concatenating HPSW algorithm.
Especially when we concatenate sub-samples with a normally auxiliary distribution, and with the
minimum length of sub-samples, i.e. l = n + 2 = 7 the periodicity that arises with the other
approaches is no longer evident.11 We also find that the range decreases as we move from left to
right in the figure. In the left-hand column the first few observations have some extreme values
whereas in the right-hand column there are no extreme values at all.
11Nevertheless, if the simulations are for non-periodic time-series, it could easily be eliminate by pre-multiplying
with a random permutation matrix Qm, to re-order the observations.
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Figure 2: Samples generated by HPSW and CHPSW algorithms with m = 100, n = 15, τ = 115.
Here we only depict the first five x1, . . . , x5 of the fifteen variables. The left-hand column shows the results obtained
using the HPSW algorithm. In the CHPSW algorithm the length of the sub-samples are l = 30 (middle column) and
l = 17 (right-hand column). The orange lines show the sample using admissible values from a normal distribution
N (0, 0.52) and the blue lines represent the sample when all admissible values are zero.
Figure 2 depicts a similar set of simulations, this time when n = 15 so that the minimum length
is l = 17 for each sub-sample in the CHPSW algorithm. This time, we only depict the first five
variables, for reasons of space. And also, it is already clear that the ‘padding’ becomes more of
an issue as n increases; when we generate the kth column from the scaled L matrix Smn, we only
obtain k + 2 elements from the target moment equations and the remaining l − k − 2 elements are
set to arbitrary values with zeros skewness.
Figures 3 and 4 depict histograms of the simulated samples with n = 5 and 15 and with Kollo
skewnesses 1n.
12 Setting all arbitrary values to zero yields a very high level of kurtosis, as shown in
blue with obvious peak and fat tails. The kurtosis significantly decreases with normal distributed
admissible values (in orange) and the shape of the histogram is more similar to a normal distribution
when we have normal distributed admissible values. Furthermore, when using the concatenating
HPSW algorithm, the kurtosis becomes smaller as the value of l decreases.
In Figure 3 and Figure 4, even though we have 1n Kollo skewness, the marginal skewness for
each variable could be positive or negative. As Kollo skewness is a kind of summary measure of
multivariate skewness, i.e. (8) the sign of Kollo skewness is not necessarily consistent with the sign
of marginal skewness. For example, in Figure 3 all elements of the Kollo skewness are zero but
not all marginal skewnesses are around zero. The samples for X2 and X5 have significant positive
skewness, and the sample X3 has obvious negative skewness, using the HPSW algorithm depicted
in the left column of the figures.
12The histograms with other Kollo skewness have similar properties and are available from the authors on request.
15
Figure 3: Sample histograms generated by HPSW and CHPSW algorithms with m = 100, n = 5, τ = 15.
The left-hand column shows the results obtained using the HPSW algorithm. In the CHPSW algorithm the length
of the sub-samples are l = 21 (middle column) and l = 7 (right-hand column). The rows correspond to variables
x1, . . . , x5. The orange shows the sample using admissible values from a normal distribution N (0, 0.5
2) and the blue
represents the sample when all admissible values are zero.
Figure 4: Sample histograms generated by HPSW and CHPSW with m = 100, n = 15, τ = 115.
Here we only depict the first five x1, . . . , x5 of the fifteen variables. The left-hand column shows the results obtained
using the HPSW algorithm. In the CHPSW algorithm the length of the sub-samples are l = 30 (middle column) and
l = 17 (right-hand column). The rows correspond to the first five variables x1, . . . , x5. The orange shows the sample
using admissible values from a normal distribution N (0, 0.52) and the blue represents the sample when all admissible
values are zero.
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5 Conclusions
This paper has supplemented and improved the algorithm proposed by Hanke et al. (2017) that
extends ROM simulation to target exact means, covariance matrix and Kollo skewness. Firstly, we
establish the necessary and sufficient conditions on ‘admissible’ arbitrary values, so-called because
the HPSW algorithm only works when these conditions are satisfied. Secondly, we propose a system-
atic method for setting the parameters of ‘auxiliary’ distributions that may be used to generate for
admissible arbitrary values. Thirdly, we further improve the HPSW algorithm by applying a sam-
ple concatenation technique which allows Kollo skewness to be spread out through all observations.
Finally, we provide a simulation study to illustrate our proposed methodologies. Further theoretical
research will focus on targetting both Kollo skewness and Kollo kurtosis together, without requiring
any arbitrary values.
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Appendix
A Proof of Lemma 1
We prove a necessary and sufficient condition for the system (17-1)–(17-3) to have real solutions.
Firstly recall the system:
s11 + s21 + s31 = −
m∑
i=4
wi1 =: a,
s211 + s
2
21 + s
2
31 = m−
m∑
i=4
w2i1 =: b,
s311 + s
3
21 + s
3
31 = mp1 −
m∑
i=4
w3i1 =: c.
Let x1 = s11 − a3 , x2 = s21 − a3 and x3 = s31 − a3 . Then, the above equations reduce to:
x1 + x2 + x3 = 0, (A.1)
x21 + x
2
2 + x
2
3 = b−
a2
3
=: d, (A.2)
x31 + x
3
2 + x
3
3 = c− ab+
9
2
a3 =: e. (A.3)
After eliminating x2 and x3, we obtain
6x31 − 3dx1 − 2e = 0. (A.4)
This is a cubic equation for x1 and always exists at least one real root (Cardano, 1968). Let x
∗
1 denote
a real root of this equation and substitute x1 in the linear equation (A.1) and the quadratic equation
(A.2). Then we get a quadratic form for x2, after tedious but standard algebraic manipulations:
x22 + x
∗
1x2 + x
∗2
1 −
d
2
= 0. (A.5)
Once we get a real solution x∗2 for this equation, we could replace x1, x2 by x
∗
1 and x
∗
2 respectively
in the linear equation (A.1) and further get a real solution for x3. Therefore, we only need to focus
on the quadratic equation (A.5), because it does not always have real roots. Set
∆2 = x
∗2
1 − 4× (x∗21 −
1
2
d) = 2d− 3x∗21
to be the discriminant for (A.5). So ∆2 ≥ 0 ensures at least one real root. This restriction is also
the necessary and sufficient condition for the system (17-1)–(17-3) to have real solutions.
To simplify ∆2, we need to recall equations (A.4) and set ∆3 = (e/6)
2−(d/6)3 as its discriminant.
According to the formula of Cardano (1968), (A.4) has at least one real root (even if ∆3 < 0), of
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the form
x∗1 =
3
√
e
6
+
√
∆3 +
3
√
e
6
−
√
∆3. (A.6)
Therefore, the discriminant ∆2 can be simplified as follows:
∆2 = 2d− 3x∗21 = −3
(
x∗21 −
2
3
d
)
= −3
((
3
√
e
6
+
√
∆3 +
3
√
e
6
−
√
∆3
)2
− 4 3
√(e
6
)2 − (√∆3)2
)
= −3
(
3
√
e
6
+
√
∆3
2
+ 3
√
e
6
−
√
∆3
2
− 2 3
√(e
6
)2 − (√∆3)2
)
= −3
(
3
√
e
6
+
√
∆3 − 3
√
e
6
−
√
∆3
)2
.
Now we prove that ∆2 ≥ 0 only when ∆3 ≤ 0. To see this note the following:
(i) When ∆3 = 0, there are one or two distinct real roots for (A.4) and it is easy to see that
∆2 = −3
(
3
√
e
6
− 3
√
e
6
)2
= 0;
(ii) When ∆3 > 0, there is only one real root for (A.4) and it is obvious that
∆2 = −3
(
3
√
e
6
+
√
∆3 − 3
√
e
6
−
√
∆3
)2
< 0;
(iii) When ∆3 < 0, there are three distinct real roots for (A.4), which may be expressed in terms
of polar coordinates cosα± i sinα, where α = arccos e6R and R2 =
(
e
6
)2 −∆3 = (d6)3. So, ∆2
may be written:
∆2 = −3
(
3
√
e
6
+ i
√
−∆3 − 3
√
e
6
− i
√
−∆3
)2
= −3
(
3
√
R (cosα+ i sinα)− 3
√
R (cosα− i sinα)
)2
= −3
(
3
√
R
(
cos
α
3
+ i sin
α
3
)
− 3
√
R
(
cos
α
3
− i sin α
3
))2
= −3
(
2
3
√
Ri sin
α
3
)2
= 2d sin2
a
3
> 0,
This shows that ∆2 ≥ 0 only when ∆3 ≤ 0. and since ∆3 = (e/6)2 − (d/6)3, a necessary and
sufficient condition for the system (17-1)–(17-3) to have real roots is ∆3 ≤ 0, viz.
d3 ≥ 6e2. (A.7)
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B Proof of Theorem 1 (ii) and (iii)
In this section, we prove necessary and sufficient conditions for the system (16-1)-(16-4) to be
solvable when k = 1, . . . , n. The system can be expressed in matrix form, as in equations (19) and
(20):
Uy = v, y
′
y = m−
m∑
i=k+3
w2ik.
First, it is easy to see that condition (ii) is a necessary and sufficient condition for the linear
equations to be solvable, i.e. Rank (U) = Rank ([U,v]) where [U,v] is the augmented matrix.
Next we need to focus on the quadratic equation (20). The motivation is to use the linear
equation (19) to eliminate some unknowns in the quadratic equation (20). Thus, we need to find
linearly independent columns of U and know which unknowns can be eliminated. In practical
applications we have always found that the column span of U equals k + 1. In other words, we
could eliminate k+1 unknowns in (20). However, we are unable to prove this so in some applications
it could be that they are not.
Let U1 be a matrix containing all the linearly independent columns of U, with the remaining
columns in the matrix U2. Then re-write (19) using U1 and U2,
U1y1 +U2y2 = v, (A.8)
where the vectors y1 and y2 contain the elements in y that correspond to U1 and U2 respectively.
13
Therefore, we could eliminate y1 in equation (20) by y1 = U
+
1 (v −U2y2), where U+1 is a Moore-
Penrose inverse of U1 and U
+
1 =
(
U
′
1U1
)−1
U
′
1.
14 Then the quadratic equation (20) becomes
y
′
2Gy2 − 2y
′
2g + v
′
(
U1U
′
1
)+
v +
m∑
j=i+3
w2ji −m = 0. (A.9)
where G = I +U
′
2
(
U1U
′
1
)+
U2 and g = U
′
2
(
U1U
′
1
)+
v. After completing the square, equation
(A.9) becomes:
z
′
Gz = g
′
G−1g − v′
(
U1U
′
1
)+
v−
m∑
j=i+3
w2ji +m, (A.10)
where z = y2 −G−1g. To ensure real roots of the above equation the right side of the equation
must be non-negative, because G is a positive-definite matrix. Therefore we obtain the condition
(iii), viz.
g
′
G−1g − v′
(
U1U
′
1
)+
v ≥
m∑
j=i+3
w2ji −m.
13 The column-ordering does not matter for either U1 or U2. But be careful if we were to permute the columns
in U1 and U2 then we would also need to apply the same permutation to the elements of y. And U1 is not unique
because we could pick up any linearly independent columns, but it does not matter.
14Because of the full rank of U1, U
+
1 always exists and is unique (Golub and Van Loan, 2012).
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C Proof that Zero Arbitrary Values are Admissible
This proves that it is admissible to set all arbitrary values to be zero in all practical applications.
In the highly-unusual case that the number of simulations is very small and at least one element of
the Kollo skewness vector is large in absolute value then this proof does not hold.
Recall the system (16-1)–(16-4), for k = 1, and thereafter for k = 2, . . . , n when all arbitrary
values are zero. When k = 1 we just need to check whether zero arbitrary values satisfy condition
Theorem 1 (i). In this case, we have
a = −
m∑
i=4
wi1 = 0, b = m−
m∑
i=4
w2i1 = m, and c = mp1 −
m∑
i=4
w3i1 = mp1.
Then the equation (18) becomes:
(b− a
2
3
)3 ≥ 6(c − ab+ 9
2
a3)2,
⇔ b3 ≥ 6c2,
⇔ m3 ≥ 6m2p21,
⇔ p21 ≤
m
6
. (A.11)
In practical applications, m6 is much larger than p
2
1, so (A.11) holds.
For k = 2, . . . , n we need to check whether conditions Theorem 1 (ii)–(iii) are satisfied when all
arbitrary values are zero. Recall that in this case U and v become
U =


s211 s
2
21 s
2
31 0 0 . . . 0 0
s11 s21 s31 0 0 . . . 0 0
s12 s22 s32 s42 0 . . . 0 0
...
...
...
...
...
...
...
...
s1,k−1 s2,k−1 s3,k−1 s4,k−1 s5,k−1 . . . sk+1,,k−1 0
1 1 1 1 1 . . . 1 1


, v =


mpk
0
0
. . .
0
0


.
First, it is easy to show that the condition (ii) holds, because U has full row rank and Rank (U) =
Rank ([U,v]) = k + 1.15 Next, we need to split U into U1 and U2. We find that the first k + 1
columns are linear independent.16 So use them to construct U1 which is a square matrix and U2
reduces to a vector of the last column of U. Because Rank(U1U
′
1) = Rank(U1) = k+1 and U1U
′
1
is a symmetric matrix, it is positive definite. So the determinant of U1U
′
1 is:
det(U1U
′
1) = t(k + 1)m
k−1,
15 When s411 + s
4
21 + s
4
31 6= m
(
m
k+2
+ p21 + · · ·+ p
2
k−1
)
,
∣∣∣UU′
∣∣∣ 6= 0, so U has full rank.
16As long as s411 + s
4
21 + s
4
31 6= m
(
m
k+1
+ p21 + · · ·+ p
2
k−1
)
, then the first k+1 columns must be linear independent.
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where t = s411 + s
4
21 + s
4
31 −m
(
m
k+1 + p
2
1 + · · ·+ p2k−1
)
> 0. Then we have:
v
′
(
U1U
′
1
)+
v =
m2p2k
t
,
G = 1 +
1
k + 1
+
1
t
(
m
k + 1
)2
,
g = − m
2pk
t(k + 1)
.
If the system has real solutions, the condition (iii) will hold iff:
g
′
G−1g − v′
(
U1U
′
1
)+
v ≥ −m,
⇔ − m
2p2k(k + 1)(k + 1)
t(k + 1)(k + 2) +m2
≥ −m,
⇔ t(k + 1)(k + 2) +m
2
m(k + 1)(k + 1)
≥ p2k,
⇔ t
m
+
m
(k + 1)(k + 1)
≥ p2k. (A.12)
In practical applications, m is much larger than n and k ≤ n, so the left-hand side of (A.12) would
be greater than p2k. Thus, condition (iii) holds. Therefore, setting all arbitrary values to be zero is
admissible iff (A.12) holds. To summarise, setting all arbitrary values to zero is admissible iff the
elements of the rotated Kollo skewness vector pn lie in the range given by the inequalities (A.11)
and (A.12).
D Proof of Proposition 1
Here we need to prove a condition for the moments of a random variable W , in order that values
drawn from this distribution will satisfy expression (18). When the arbitrary values are observations
onW , inequality (18) can be re-stated in terms of the moments ofW , under the law of large numbers:
m
(
1− qM2 − 1
3
q2mM21
)3
≥ 6
(
p1 − qM3 + qmM1 (1− qM2)− 9
2
q3m2M31
)2
, (A.13)
where q = m−3m , M1 = E (W ), M2 = E
(
W 2
)
and M3 = E
(
W 3
)
. The following lemma provides a
special case for (A.13) when M1 = 0.
Lemma 2. When E (W ) = 0 the inequality (A.13) is equivalent to the following two inequalities:
E
(
W 2
) ≤ 1
q
− 3
√
6
m
(
E
(
W 3
)− p1
q
)2/3
, (A.14)∣∣∣∣E (W 3)− p1q
∣∣∣∣ ≤ 1q
√
m
6
. (A.15)
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Proof : When E (W ) = 0, i.e. M1 = 0, (A.13) becomes
m (1− qM2)3 ≥ 6 (p1 − qM3)2 ,
⇔ 1− qM2 ≥ 3
√
6
m
(p1 − qM3)2/3
⇔ M2 ≤ 1
q
− 3
√
6
m
(
M3 − p1
q
)2/3
.
Because M2 ≥ 0, so the left-hand-side of the above inequality should be non-negative, i.e.
1
q
− 3
√
6
m
(
M3 − p1
q
)2/3
≥ 0,
⇔
(
M3 − p1
q
)2
≤ m
6q2
⇔
∣∣∣∣M3 − p1q
∣∣∣∣ ≤ 1q
√
m
6
.
Now, the above lemma just corresponds to the special case that E (W ) = 0. However, next we show
that expression E (W ) = 0 is not a strong requirement; in fact, we could set E (W ) = 0 without loss
of generality. To see this, recall inequality (A.13), and its right-hand-side is always non-negative
and therefore the left-hand-side must also be non-negative. Since m is a positive integer, we have
1− qM2 − 1
3
q2mM21 ≥ 0. (A.16)
Because V (W ) =M2 −M21 ≥ 0, we could use V (W ) +M21 to substitute M2 in (A.16) to obtain:
V (W ) ≤ 1
q
−
(
1 +
1
3
qm
)
E (W )2 . (A.17)
Therefore, the right-hand-side of (A.17) must be non-negative, i.e.
E (W )2 ≤ 3
m− 3 . (A.18)
This shows the mean tends to zero as m increases. Because m is usually very large, the mean should
be really close to zero, otherwise (A.13) will not hold. To insure admissible values it is reasonable
and convenient to just set E (W ) = 0 and increase E
(
W 2
)
= 0 in order to ensure a real root for the
system (17-1)–(17-3) exists.
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