Gravity gradiometer data are affected by high-frequency noise originating from the movement of the platform. Lowpass filters are often applied to remove such motion-related noise. The filtering, however, does not discriminate between signal and noise and removes both from frequencies outside the pass band. As a result, the anomalies become wider and their amplitudes become smaller. If this effect is not taken into consideration, interpretation of such data produces source bodies that are deeper and wider than the true sources. In this presentation, we first quantify the errors in the inverted models that result when the low-pass filtering is ignored using a simple parametric example. We then incorporate the low-pass filtering into the forward modeling and sensitivity calculations. This ensures that the forward operator includes both the physics and acquisition system characteristics, and hence, that it is consistent with the data to be inverted. Application to synthetic and field examples demonstrates that such an approach can largely ameliorate the adverse effect of low-pass filtering. We illustrate this result here using a synthetic parametric model, and will discuss the application to 3D problems and field data sets during the presentation.
Introduction
Gravity and gravity gradiometer data used in petroleum exploration are commonly acquired from moving platforms. Marine gravity and airborne gravity surveys are typical examples. More recently, airborne gravity gradiometer data are gradually becoming available, and are being utilized in both petroleum and mineral exploration (Lane, 2004a) . In all cases, uncorrelated, randomly distributed noise can arise from random movement of the instrument, and this noise may severely contaminate the geological signal. In the high-frequency band, noise often overwhelms the signal. Low-pass filtering is commonly applied, either during acquisition or post-survey processing to suppress the noise. Low-pass filtering reduces the RMS error of data, but also reduces the spatial resolution of the resultant data. For this reason, the data accuracy from such systems is often quoted as an RMS value for a specified spatial wavelength range.
The loss of high-frequency content of the signal through filtering causes the measured anomalies to become wider and their amplitude to decrease. It is clear that interpreting such filtered data without taking into consideration the filtering effect will lead to incorrect results (e.g., Foss, 2003) .
Different systems use different filters. The precise nature of these filters is often not disclosed, but an educated guess can be made in many instances by examining the spectrum of the processed data. Lane (2004b) illustrates this point and was able to characterize the filtering for specific examples using equivalent Butterworth filters with varying filter lengths. In these examples, the filtering applied to airborne gravity data was much heavier than that applied to airborne gravity gradiometer data.
In this paper, we consider the general problem of data filtering and its effect on quantitative data interpretation by inversion. Instead of using the parameters of a particular acquisition system, we opt to using a generic model and low-pass filter. We first investigate the effect of such filtering by examining the errors it would produce in the inverted result. We then examine a general methodology for countering the filtering effect by including the filter in the inversion as an integral part of forward modeling.
Analysis of inversion errors due to data filtering
For the study, we focus on gravity gradient data and simulate them by using a simple 2-D dyke model. We will use the zz T vertical component of the gravity gradient as the data to carry out the simulation and quantify the errors in the recovered values of the four geometrical parameters that define the dyke.
The Parametric Inversion Process
To simulate the gravity gradient data, we use forward modeled vertical gradient response of a 2-D dyke (Telford et al., 1990) . Let the vertical gravity gradient data be given by,
where G is the forward operator and m v is a vector of model parameters including the width, dip, depth to the top, and depth extent. The purpose of inversion is to recover the unknown model parameters m v from measured gravity gradient data. We use a parametric inversion based on least-squares fitting of the data. The objective function to be minimized consists of the L 2 -norm of the data misfit defined by, Because gravity gradient data depend nonlinearly on source geometry, eq.(2) is a nonlinear least-squares problem. It is solved iteratively using the Gauss-Newton method. This approach starts from an initial model and successively updates the model by solving for a model perturbation until the data misfit is minimized. Assuming we have a model
at the n th iteration, we perform a Taylor series expansion of the forward operator and neglect higher order terms:
where ) ( (2) and differentiating with respect to model perturbation yields,
where 
where α is a step length that is chosen to ensure a reduction in the data misfit at each iteration. The step length is typically generated through a line search algorithm.
To further stabilize the solution, we also impose bound constraints to limit the unknown parameters to an interval that is geologically reasonable. Such constraints can be easily imposed either by nonnegative least squares (NNLS) (Lawson and Hanson, 1974) or the interior-point method (Wright, 1997).
Error assessment
We now examine the model parameter errors produced by interpreting filtered data. We first simulated a set of filtered vertical gravity gradient data from a dipping dyke, and then apply the above inversion, treating the data as if they were geological response without any low-pass filtering. The top panel in Figure 1 shows the original noisy data, filtered data, and the predicted data from the recovered model. We have used a 7 th order Butterworth filter with a filter length of 300 m. Note that although the filter has suppressed the noise and produced a much smoother data profile, the anomaly became wider and smaller. As expected, the recovered model is located deeper than the true model and has a much greater width. Furthermore although the general features of the filtered data are reproduced well, there are some long wavelength discrepancies. After filtering, the response can no longer be fitted to the response of a simple 2D dyke model.
To further examine the effect of data filtering in inversion, we invert filtered data from a variety of source bodies with different dips, depths, widths, and depth extents, and evaluate the errors in the inverted parameters. 
For each model with a given width, dip, and depths, we generate 20 sets of data by adding 20 different realizations of random noise to the true data and then applying the lowpass filtering. The 20 realizations of data are then inverted and resultant models are used to calculate a mean error and variance. Figure 2 displays the error maps as a function of the depth to the top and the width of the 2-D dyke.
The four panels show the percent error of recovered dip, depth to the top, width, and depth extent, respectively. We note that the errors are calculated relative to the true values of each parameter by using eq.(7). The negative errors indicate an overestimation. It is clear that filtering the data leads to overestimation of the depth. As expected, the error increases with decreasing depth and width of the true source. Because shallower and narrower bodies have relatively more high-frequency content in their field, lowpass filtering affects these data more strongly. It is clear that ignoring the low-pass filtering can lead to large errors in the recovered model parameters. Methods are needed to reduce the errors and improve inversion results.
Incorporating filtering into the inversion
The errors in the direct inversion of low-pass filtered data can be considered an artifact from the loss of highfrequency information. On the other hand, these errors can also be viewed as a result of incorrect forward modeling. Since a filter has been applied to the data, the forward modeling should include not only the physical relationship between the data and sources, but also the effects of the filtering. Accordingly, practicing geophysicists have often applied filtering to the response calculated during manual forward modeling before comparing these data with field data. Logically, it follows that the forward modeling and sensitivity calculation in an inversion should also incorporate the low-pass filtering. René et al. (2004) studied this approach when inverting magnetic data arising from UXO discrimination. We now proceed to examine such an algorithm in the inversion of filtered gravity gradient data.
The basic algorithm has the same structure as that presented in the preceding section. The only modification is the inclusion of low-pass filtering to mimic the effect of the filter applied to the measured data. We denote the direct forward modeling as 
and the corresponding data misfit is defined by,
The sensitivity matrix is computed using the same forward modeling with the low-pass filter applied,
where
d are the filtered data calculated using eq.(8). We use eq. (9) and (10) in the inversion and the rest of the algorithm proceeds in the same way as before.
As a demonstration, we apply the inversion incorporating filtering to the filtered observations shown in Figure 1 . The result is displayed in Figure 3 . Now, the source body is recovered well and the predicted data reproduce the filtered observation well. It is interesting to note that we are able to match the side lobes of the model very well, in sharp contrast to the result shown in Figure 1 .
To investigate how including filtering in inversion can improve the results, we repeat inversions for data sets from a wide range of source parameters again. The new error maps are shown in Figure 4 .
We observe that the errors now have a significantly different distribution; they are much smaller than those produced by inversion without incorporating filtering. The magnitudes of errors are generally limited to less than 10%. The errors are also symmetrically distributed around zero, as expected from results of a well-formulated inversion. Further, the errors for different depths and widths do not show significant trends. Overall, the results demonstrate that incorporating filtering into the inversion has largely eliminated the errors caused by inconsistency in the data and forward modeling.
Discussion
We have examined the errors produced from inversion of gravity gradiometry data that have been low-pass filtered. It is the current practice in industry to ignore the smoothing and treat the data as if they had the same frequency content as the true geological response. This can lead to large errors.
We evaluate the errors by comparing true synthetic models with inverted models when an inversion algorithm assumes that the filtered data were solely the geological responses.
The results indicate that filtering can lead to large errors, especially for models that are narrow or at shallow depth. This is consistent with the reduction in amplitude and broadening of shape that accompanies low-pass filtering.
The problem can be partially alleviated by incorporating the filter as an integral part of the forward modeling operator during the inversion, so the predicted data and sensitivities are calculated with the low-pass filter. This ensures consistency between the observed data and the mathematical representation of the relationship between data and source body. Our simulations have shown that such an approach is effective, and the errors from inversion are substantially reduced. 
