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Abstract
The starting point for this dissertation is whether the concept of Zariski geometry,
introduced by Hrushovski and Zilber, could be generalized to the context of non-
elementary classes. This leads to the axiomatization of Zariski-like structures. As
our main result, we prove that if the canonical pregeometry of a Zariski-like structure
is non locally modular, then the structure interprets either an algebraically closed
ﬁeld or a non-classical group. This is a counterpart to the result by Hrushovski
and Zilber which states that an algebraically closed ﬁeld can be found in a non
locally modular Zariski geometry. It demonstrates that the concept of a Zariski-like
structure captures one of the most essential features of a Zariski geometry. Finally,
we give a non-trivial example by showing that the cover of the multiplicative group
of an algebraically closed ﬁeld of characteristic zero is Zariski-like.
Since Zariski geometries are strongly minimal and the non-elementary analogue of
strong minimality is quasiminimality, it seems natural to look into quasiminimal
classes for the generalization. Thus, we deﬁne a Zariski-like structure as a
quasiminimal pregeometry structure that has certain properties. Unlike in the
context of Zariski geometries, we do not start from a single structure, but formulate
our axioms to generalize the setting obtained after moving into an elementary
extension. Instead of assuming underlying topologies, we formulate the axioms for
a countable collection C of Galois deﬁnable sets that have some of the properties of
irreducible closed sets from the Zariski geometry context.
Quasiminimal classes are abstract elementary classes (AECs) that arise from a
quasiminimal pregeometry structure. They are uncountably categorical, and have
both the amalgamation property (AP) and the joint embedding property (JEP),
and thus also a model homogeneous universal monster model, which we denote by
M. These classes are excellent in the sense of Zilber (this is diﬀerent from the original
notion of excellence due to Shelah).
To adapt Hrushovski’s and Zilber’s proof to our setting, we ﬁrst generalize
Hrushovski’s Group Conﬁguration Theorem to the context of quasiminimal classes.
For this, we develop an independence calculus that has all the usual properties of
non-forking and works in our context. Here, we employ some ideas that Hyttinen and
Lessman used when studying independence in context of classes that are excellent in
the sense of Shelah. However, we cannot directly apply their results since the classes
we are working in are not excellent in this stronger sense.
We then prove the group conﬁguration theorem and apply it to ﬁnd a 1-dimensional
group, assuming that the canonical pregeometry obtained from the bounded closure
operator is non-trivial. A ﬁeld can be found under the further assumptions that
M does not interpret a non-classical group and the canonical pregeometry is non
locally modular. Then, the group obtained previously is Abelian, and we can use
its elements to ﬁnd another group conﬁguration that yields a 2-dimensional group.
This allows us to interpret an algebraically closed ﬁeld. To do so, we apply methods
that originate from Hrushovski’s Ph.D. thesis and have been adopted to the the
non-elementary context by Hyttinen, Lessman, and Shelah.
Finally, we show that the cover of the multiplicative group of an algebraically closed
ﬁeld, studied by e.g. Boris Zilber and Lucy Burton, provides a non-trivial example
of a Zariski-like structure. Burton obtained a topology on the cover by taking sets
deﬁnable by positive, quantiﬁer-free ﬁrst order formulae as the basic closed sets. This
is called the PQF-topology, and the sets that are closed with respect to it are called
the PQF-closed sets. We show that the cover becomes Zariski-like after adding names
for a countable number of elements to the language. The axioms for a Zariski-like
structure are then satisﬁed if the collection C is taken to consist of the PQF-closed
sets that are deﬁnable over the empty set.
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2 INTRODUCTION
1. Overview
This dissertation consists of an introductory part together with the following re-
search papers:
[1] Tapani Hyttinen and Kaisa Kangas: Quasiminimal structures, groups and Zariski-
like geometries. Submitted.
[2] Kaisa Kangas: Finding a ﬁeld in a Zariski-like structure. Submitted.
[3] Tapani Hyttinen and Kaisa Kangas: On model theory of covers of algebraically
closed ﬁelds. Annales Academiæ Scientiarum Fennicæ Mathematica 40 (2015),
no. 2, 507-533.
The papers [1] and [3] are based on my Licentiate’s thesis [26], completed in
spring 2014. Paper [2] was written in autumn 2014. Papers [1] and [2] have been
submitted for publication. Much of the work for the joint papers [1] and [3] was done
as collaboration between the authors on blackboard. For [1], I researched [16] and
Hrushovski’s group conﬁguration to look for suitable generalizations and did much of
the work for sections 3 and 4. Moreover, I worked out the details of the independence
calculus of section 2 based on outlines given by Hyttinen. For [3], I researched [9]
and developed most of the theory needed on the cover. I wrote both of the papers.
In algebraic geometry, geometrical objects are usually deﬁned in the context of
some algebraically closed ﬁeld. In such a setting, it is natural to work with a topology
where closed sets are given as zero sets of polynomial sets. This is called the Zariski
topology. However, in many cases geometric objects that cannot be deﬁned as zero
sets of polynomials still have some of the advantages of the Zariski closed sets. In
[15] and [16], Hrushovski and Zilber introduced Zariski geometries. These structures
generalize some of the properties of Zariski topologies of an algebraically closed ﬁeld.
According to Zilber [37], the primary motivation behind the concept was to identify
all classes where Zilber’s trichotomy principle holds. The trichotomy principle can
be tracked down to a conjecture of Zilber’s [32] from 1983. The conjecture implies
that an algebraically closed ﬁeld can be interpreted in a strongly minimal set if the
canonical pregeometry obtained from the (model theoretic) algebraic closure operator
is neither trivial nor locally modular. This suggests a trichotomy where each strongly
minimal structure is either trivial, non locally modular, or interprets an algebraically
closed ﬁeld. However, the conjecture turned out to be false about ten years later,
when Hrushovski [14] constructed a strongly minimal set that does not fall in any of
the categories of the trichotomy.
Nevertheless, in the context of Zariski geometries, the conjecture is true. In [16],
Hrushovski and Zilber showed that every non locally modular Zariski geometry in-
terprets an algebraically closed ﬁeld. This result also plays a role in Hrushovski’s
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proof of the geometric Mordell-Lang Conjecture ([17], see also e.g. [8]), where model-
theoretic ideas were applied to solve a problem from arithmetic geometry. The ﬁeld
is obtained by ﬁrst ﬁnding an Abelian group and then using it to construct the ﬁeld.
At both steps, the Group Conﬁguration Theorem originally presented by Hrushovski
in his Ph.D. thesis (see e.g. [29], section 5.4) is used. The theorem roughly states
that whenever a certain kind of conﬁguration of elements can be found, there exists
a group. If the generic elements of the group have dimension 1, it is Abelian, and if
they have dimension 2, an algebraically closed ﬁeld can be found.
The starting point for this dissertation was the question whether the notion of a
Zariski geometry could be generalized from the context of ﬁrst order logic to that
of non-elementary classes. This led to the axiomatization of Zariski-like structures,
introduced in [1]. In this dissertation, we prove an analogue of the result from [16]:
a non-locally modular Zariski-like structure interprets either an algebraically closed
ﬁeld or a non-classical group (see [22], it is an open question whether such groups
exist). This demonstrates that the concept of a Zariski-like structure captures the
idea of Zariski geometry in the non-elementary context.
Since Zariski geometries are strongly minimal and the non-elementary analogue
of strong minimality is quasiminimality, it seemed natural to look into quasiminimal
classes for the generalization. In a model of a strongly minimal theory, each deﬁnable
set is either ﬁnite or coﬁnite. Quasiminimality can be deﬁned analogously to strong
minimality, replacing ﬁniteness conditions by boundedness conditions (by a bounded
set, we mean a set that has smaller cardinality than the model we are working in).
If we restrict ourself to a special case, the context of quasiminimal pregeometry
structures (in the sense of [6] and [27]), then we also have a canonical pregeometry
that is analogous to the one obtained from the algebraic closure operator in the
strongly minimal case.
Thus, we deﬁne a Zariski-like structure as a quasiminimal pregeometry structure
that has certain properties. When Hrushovski and Zilber deﬁne Zariski geometries,
they use a single structure as a starting point. They assume that a collection of
topologies arises from the structure and give the axioms in terms of closed sets in
these topologies. Then, they take a saturated elementary extension of the original
structure and carry out model theoretic arguments there. However, we do not start
from a single structure, but formulate our axioms to generalize the setting obtained
after moving into the elementary extension. Instead of assuming underlying topolo-
gies, we formulate the axioms for a countable collection C of Galois deﬁnable sets
that captures some of the properties of irreducible closed sets from the context of
Zariski geometries.
Quasiminimal classes are abstract elementary classes (AECs) that arise from a
quasiminimal pregeometry structure (see [6]). They are uncountably categorical,
and have both the amalgamation property (AP) and the joint embedding property
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(JEP), and thus also a model homogeneous universal monster model, which we denote
by M. These classes are excellent in the sense of Zilber (this is diﬀerent from the
original notion of excellence due to Shelah, see section 2).
To adapt the proof from [16] to our setting, we ﬁrst have to generalize Hrushovski’s
Group Conﬁguration Theorem to the context of quasiminimal classes. For this, we
develop an independence calculus that has all the usual properties of non-forking and
works in our context. We then prove the group conﬁguration theorem and apply it
to ﬁnd a 1-dimensional group. This is done in [1].
In [2], we go on to ﬁnd a ﬁeld. We do this under the assumptions that M does
not interpret a non-classical group and the canonical pregeometry is non locally
modular. Then, the group obtained in [1] is Abelian, and we can use its elements
to ﬁnd another group conﬁguration that yields a 2-dimensional group. This allows
us to interpret an algebraically closed ﬁeld. To do so, we apply methods originally
presented in Hrushovski’s Ph.D. thesis and adopted to the non-elementary context
in [22].
From the very beginning of this research project, we had the idea that the cover of
the multiplicative group of an algebraically closed ﬁeld of characteristic zero should
serve as a non-trivial example of a Zariski-like structure. The cover consists of two
structures, a vector space and an algebraically closed ﬁeld of characteristic zero,
together with a surjective homomorphism from the additive group of the vector
space to the multiplicative group of the ﬁeld. This map is intended as an analogue
for complex exponentiation.
In [3], we show that smooth curves over the cover satisfy the axioms of a Zariski-
like structure. Here, we use results from Burton’s Ph.D. thesis [9]. The covers
have been previously studied in the context of model theory also by Zilber [36],
and together with pseudo-exponentiation (see [35]), they were the ﬁrst quasiminimal
pregeometries studied in model theory. Thus, they provide a natural starting point
for understanding the geometries through examples.
In the case of the cover, there is a natural collection of topologies, and the Galois
deﬁnable sets in C are irreducible sets in those topologies. This suggests that it
might be possible to introduce the notion of a closed set (or a suitable analogue)
also in the general framework of Zariski-like structures. The main result of [16] is
that every very ample Zariski geometry arises from the Zariski topology of a smooth
curve over an algebraically closed ﬁeld. Could an analogous identiﬁcation be found
for Zariski-like structures? Maybe there is a natural class of Zariski-like structures
that resemble to the cover?
INTRODUCTION 5
2. Independence in abstract elementary classes
2.1. Abstract elementary classes. Abstract elementary classes (AECs) were in-
troduced to model theory by Shelah [31] in the 1980’s. Shelah studied a class of
structures K without specifying the language. Instead, he the deﬁned the class in
terms of a relation  between models, and gave axioms for (K,). The notion gen-
eralizes that of a model class of a complete ﬁrst order theory equipped with the ﬁrst
order elementary submodel relation, and captures its essential features.
The need for such an approach originated from the study of non-elementary model
theory. Many interesting mathematical structures cannot be formalized in a ﬁrst or-
der language, and sometimes the ﬁrst order theory of a structure is not nice enough
to be eﬀectively studied. Such cases lead us to a non-elementary approach, e.g. us-
ing an inﬁnitary language. For instance, covers of the multiplicative group of an
algebraically closed ﬁeld (see section 6) have many nice properties under the as-
sumption that the kernel of the “exponential map” is isomorphic to the additive
group of integers. However, this property cannot be expressed in a ﬁrst order lan-
guage. Abstract elementary classes provide the most general framework for the
study of non-elementary classes. In addition to Shelah, several others have studied
AECs, including Baldwin, Grossberg, Hyttinen, Kolesnikov, Lessman, VanDieren,
and Villaveces. Baldwin has collected much of the research in his book [4].
We use the following deﬁnition for abstract elementary classes.
Deﬁnition 1. Let L be a countable language, let K be a class of L-structures and let
 be a binary relation on K. We say (K,) is an abstract elementary class (AEC)
if the following hold.
(1) Both K and  are closed under isomorphisms.
(2) If A,B ∈ K and A  B, then A is a substructure of B.
(3) The relation  is a partial order on K.
(4) If δ is a cardinal and 〈Ai | i < δ〉 is an -increasing chain of structures, then
a)
⋃
i<δ Ai ∈ K;
b) for each j < δ, Aj 
⋃
i<δ Ai;
c) if B ∈ κ and for each i < δ, Ai  B, then
⋃
i<δ Ai  B.
(5) If A,B, C ∈ K, A  C, B  C and A ⊆ B, then A  B.
(6) There is a Lo¨wenheim-Skolem number LS(K) such that if A ∈ K and B ⊆ A,
then there is some structure A′ ∈ K such that B ⊆ A′  A and |A′| = |B| +
LS(K).
If A  B, we say that A is an elementary substructure of B.
Independence in AECs has been studied under various assumptions. For instance,
Hyttinen and Lessman [23] deﬁned an independence notion for excellent (in the sense
of Shelah) classes and showed that under an assumption of simplicity, it satisﬁes all
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the usual properties of non-forking. Hyttinen and Kesa¨la¨ [20, 21] developed an
independence calculus under the related requirement that an AEC be ﬁnitary.
In [1], we isolate six properties of AECs (Axioms AI-AVI) under which the class
has a perfect theory of independence. Here, we use ideas from [23] and [24]. Since
we wish to use the independence calculus in the context of quasiminimal classes that
are excellent in the sense of Zilber but not in the original (and stronger) sense of
Shelah [30], some of the assumptions from [23] and [24] fail, and hence we cannot
apply the results directly.
We assume that (K,) is an AEC with the amalgamation property, joint embed-
ding property and with arbitrarily large structures, that LS(K) = ω, and that K
does not contain ﬁnite models. Then, the construction by Jo´nsson and Fra¨ısse´ [25]
gives a model homogeneous and universal monster model M for K.
2.2. The independence calculus. The most popular approach of deﬁning the no-
tion of type for AECs is using the concept of Galois type. In our framework, Galois
types are deﬁned as orbits of automorphisms of the monster model. The notion
generalizes that of a syntactic type in the elementary context, deﬁned as a set of
formulae. Grossberg introduced the name Galois type in [11], but the concept itself
is due to Shelah. We say that two tuples a, b ∈ M have the same Galois type over
a set A, denoted tg(a/A) = tg(b/A), if there is an automorphism of M taking a to
b and ﬁxing A pointwise. Our main notion of type, however, will be that of weak
type. We say that two tuples a, b ∈ M have the same weak type over A, denoted
t(a/A) = t(b/A), if for every ﬁnite A0 ⊆ A, it holds that tg(a/A0) = tg(b/A0).
As in [23], an analogue for the strong types of the ﬁrst order context is provided by
Lascar types (called “Lascar strong types” in [23]). We say that two tuples a, b ∈ M
have the same Lascar type over a set A, denoted Lt(a/A) = Lt(b/A), if they are in
the same equivalence class with respect to all A-invariant equivalence relations that
have only boundedly many classes. It turns out that Lascar types imply Galois types
(and thus weak types), and that they are stationary.
The non-elementary counterpart of the (model theoretic) notion of algebraic clo-
sure will be bounded closure. We say that an element a is in the bounded closure
of a set A, denoted a ∈ bcl(A), if t(a/A) has only boundedly many realizations. In
quasiminimal structures, the bounded closure operator will behave similarly as the
algebraic closure operator in strongly minimal structures in the ﬁrst order context.
In analogue of ﬁrst order deﬁnability, we use Galois deﬁnability. We say a set X is
Galois deﬁnable over A, if every automorphism ﬁxing A pointwise ﬁxes X setwise.
We develop our theory of independence by ﬁrst deﬁning an auxiliary independence
notion in terms of non splitting. The main independence notion will be a weaker
one based on Lascar splitting. The two notions coincide when independence over
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models is considered (Lemma 2.38 in [1]). Often, this allows us to use the properties
of non-splitting when studying the main independence notion.
We say that t(a/B) splits over a ﬁnite A ⊂ B if there are b, c ∈ B such that
t(b/A) = t(c/A) but t(ab/A) = t(ac/A). We say that a is independent from C over
B in the sense of non-splitting, denoted a ↓nsB C, if there is some ﬁnite A ⊆ B such
that t(a/B ∪ C) does not split over A.
To deﬁne the main independence notion, we need the notion of Lascar splitting
that is stronger than splitting. We say that the type t(a/B) Lascar splits over a ﬁnite
A ⊂ B, if there are b, c ∈ B such that Lt(b/A) = Lt(c/A) but t(ab/A) = t(ac/A). We
say a is independent from C over B, denoted a ↓B C, if there is some ﬁnite A ⊂ B
such that for all D ⊇ B ∪C, there is some b such that t(b/B ∪C) = t(a/B ∪C) and
t(b/D) does not Lascar split over A.
We use U -rank as the notion of dimension. We ﬁrst deﬁne it over models in terms
of non-splitting. For a tuple a and a model A, we denote the U-rank of a over A by
U(a/A), and deﬁne it as follows:
• U(a/A) ≥ 0 always;
• U(a/A) ≥ n + 1 if there is some model B so that A ⊆ B, a ↓nsA B and
U(a/B) ≥ n;
• U(a/A) is the largest n such that U(a/A) ≥ n.
Next, we use this notion to deﬁne U -ranks over ﬁnite sets. If A is a ﬁnite set, we let
A range over all models such that A ⊂ A and deﬁne U(a/A) to be the maximum
of U(a/A). Later, after proving more results about the main independence notion,
we can deﬁne U -ranks over arbitrary sets by taking U(a/A) to be the minimum of
U(a/A0) for ﬁnite A0 ⊆ A.
Our main independence notion has all the usual properties of non-forking. This is
expressed in Theorem 2.67 in [1]:
Theorem 2. Let K be an AEC with AP, JEP, and arbitrarily large models, and
suppose K satisﬁes the axioms AI-AVI. Suppose A,B,C,D are subsets in a model in
K, such that A ⊆ B ⊆ C ⊆ D. Then, the following hold.
(i) For each a, there is some ﬁnite A0 ⊆ A such that a ↓A0 A.
(ii) If a ↓A B, then there is some b ∈ B so that a ↓A b.
(iii) Suppose that Lt(a/A) = Lt(b/A), a ↓A B and b ↓A B. Then, Lt(a/B) =
Lt(b/B).
(iv) For every a, there is some b such that Lt(b/A) = Lt(a/A) and b ↓A B.
(v) If a ↓A D, then a ↓B C.
(vi) If a ↓A B and a ↓B C, then a ↓A C.
(vii) If a ↓A b, then b ↓A a.
(viii) a ↓A B if and only if U(a/B) = U(a/A).
(ix) For all a, U(a/∅) < ω.
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(x) For all a, b, U(ab/A) = U(a/bA) + U(b/A).
(xi) If a ∈ bcl(A), then a ↓A B.
(xii) If a ∈ bcl(B) \ bcl(A), then a ↓A B.
(xiii) If a ∈ bcl(A), then there is some ﬁnite A0 ⊆ A so that a ∈ bcl(A0).
(xiv) bcl(bcl(A)) = bcl(A).
(xv) If A is a model, then bcl(A) = A.
2.3. Meq and canonical bases. Groups that arise from various constructions in
geometric stability theory are often interpretable rather than deﬁnable. This means
that they are given as a quotient of some deﬁnable set by a deﬁnable equivalence
relation. This is the case also with the group obtained from Hrushovski’s Group
Conﬁguration Theorem. In stable theories, the situation is usually handled by as-
sociating to the monster model M another structure Meq, whose elements are the
equivalence classes of the elements of M with respect to deﬁnable equivalence re-
lations. Each tuple in M can then be viewed as an element of Meq by associating
it with its class with respect to the identity relation. Meq can thus be seen as an
expansion of M. The construction is due to Shelah, and the resulting new elements
are called imaginaries. Moreover, Meq has elimination of imaginaries, i.e. every el-
ement of (Meq)eq is interdeﬁnable with some element in Meq. After moving to Meq,
the interpretable groups become deﬁnable. The crucial point is that expanding with
imaginaries preserves all the essential features of M. Thus, in the stable ﬁrst order
context, working in Meq allows us to apply e.g. results from the theory of stable
groups.
Another advance of adding imaginaries is that it guarantees the existence of canon-
ical bases, a central tool in geometric stability theory. This is to say that for each
complete type p over M, there is some element Cb(p), called the canonical base of
p, such that each automorphism of M ﬁxes p if and only if it ﬁxes Cb(p). Shelah’s
Canonical Bases Theorem then ensures that canonical bases behave well with re-
spect to the independence notion: the type p does not fork over a set A if and only
if Cb(p) ∈ acl(A), and the restriction of p to A is stationary if and only if Cb(p) is
deﬁnable over A.
In [24], Hyttinen and Lessman did a similar construction in the case of excellent
(in the sense of Shelah) classes and showed that it satisﬁes the full Canonical Bases
Theorem. To prove our non-elementary version of the group conﬁguration theorem,
we have to use canonical bases. Moreover, the theorem will yield a group that is
only interpretable, not deﬁnable. Thus, we need to construct Meq. Again, some of
the assumptions from [24] don’t hold in our setting, but we follow the approach laid
out there.
In order to prove the group conﬁguration theorem, we have to constructMeq so that
our independence calculus works there. This is possible only if Meq is ω-stable in the
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sense of AECs, i.e. there are only countably many weak types over a countable set.
In the ﬁrst-order context, ω-stability is preserved when moving from M to Meq. This
is possible because there are only countably many deﬁnable equivalence relations as
long as the language is countable. Our concept of Galois deﬁnability is broader than
ﬁrst order deﬁnability, and hence we have uncountably many deﬁnable equivalence
relations. However, for the purpose of the proofs, we only need to consider countably
many of them. Thus, in section 2.4 of [1], we build Meq using countably many ∅-
invariant equivalence relations. We build the theory so that we can always move from
M to Meq, and then, if needed, from Meq to (Meq)eq, etc. We then show that Axioms
AI-AVI are preserved when moving from M to Meq, and that quasiminimal classes
satisfy the axioms. To simplify the notation, we write Meq for (Meq)eq, ((Meq)eq)eq,
etc.
2.4. Quasiminimal classes. Zilber [34] introduced the notion of quasiminimal ex-
cellent classes in order to prove categoricity of the non-elementary theories of group
covers (see section 6) and pseudoexponential ﬁelds. In [27], Kirby gave an exposition
and showed that the models of a quasiminimal excellent class are determined up
to isomorphism by their dimension. Originally, the deﬁnition contained a technical
axiom of excellence, adopted from Shelah’s [30] work on excellent sentences in the
inﬁnitary language Lω1,ω. However, Bays, Hart, Hyttinen, Kesa¨la¨, and Kirby [6]
proved that the excellence axiom is in fact redundant and follows from other axioms
of quasiminimal classes. An exposition on quasiminimal classes can be found also in
Baldwin’s book [4].
We use the deﬁnition from [6]:
Deﬁnition 3. Let M be an L-structure for a countable language L, equipped with
a pregeometry cl. We say that M is a quasiminimal pregeometry structure if the
following hold (tp denotes ﬁrst order quantiﬁer-free L-type):
(1) (QM1) The pregeometry is determined by the language. That is, if a and a′
are singletons and tp(a, b) = tp(a′, b′), then a ∈ cl(b) if and only if a′ ∈ cl(b′).
(2) (QM2) M is inﬁnite-dimensional with respect to cl.
(3) (QM3) (Countable closure property) If A ⊆ M is ﬁnite, then cl(A) is count-
able.
(4) (QM4) (Uniqueness of the generic type) Suppose that H,H ′ ⊆ M are count-
able closed subsets, enumerated so that tp(H) = tp(H ′). If a ∈ M \ H and
a′ ∈ M \ H ′ are singletons, then tp(H, a) = tp(H ′, a′) (with respect to the
same enumerations for H and H ′).
(5) (QM5) (ℵ0-homogeneity over closed sets and the empty set) Let H,H ′ ⊆ M
be countable closed subsets or empty, enumerated so that tp(H) = tp(H ′), and
let b, b′ be ﬁnite tuples from M such that tp(H, b) = tp(H ′, b′), and let a be a
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singleton such that a ∈ cl(H, b). Then there is some singleton a′ ∈ M such
that tp(H, b, a) = tp(H ′, b′, a′).
From a suﬃciently large quasiminimal pregeometry structure M, we can construct
an AEC K(M) (see [6]) such that M is a monster model for the class. This is
done by taking the smallest class of L-structures which contains M and its closed
substructures, then closing it under isomorphisms and unions of chains of closed
embeddings, and ﬁnally discarding all ﬁnite structures. Then, we obtain an AEC
with  the closed submodel relation. In [6], it is shown that the class is totally
categorical and has arbitrarily large models. It also has the amalgamation property
and joint embedding property. In [1], section 2.5., we show that it satisﬁes our axioms
AI-AVI, and thus has the full independence calculus.
The conditions (QM4) and (QM5) can be reformulated using Galois types instead
of quantiﬁer-free ﬁrst order types. It follows from the axioms (QM1)-(QM5) that the
operators cl and bcl coincide. Thus, in the case of quasiminimal classes, the bounded
closure operator gives a canonical pregeometry for the class. Moreover, dimensions
calculated in the pregeometry agree with U -ranks, and every Galois deﬁnable set is
either bounded or co-bounded (meaning that its complement is bounded). Thus, we
really get an analogue for strongly minimal structures from the elementary context.
As usual, if B ⊂ Mn, then we say that elements in B that have maximal dimension
over some parameter set A are generic over A. The set A is not mentioned if it is
clear from the context. For instance, if B is assumed to be Galois deﬁnable over
some set D, then we usually assume A = D.
3. The group configuration
As a part of his Ph.D. thesis [13], Hrushovski proved the Group Conﬁguration
Theorem. It has been the source of many applications of model theory to other
ﬁelds of mathematics. The theorem roughly states that whenever there is a certain
conﬁguration of elements in a model, a group G acting on a set P can be interpreted
there. The proof can be found in e.g. [29], section 5.4. (see also [7]).
The Group Conﬁguration Theorem holds for stable theories in the ﬁrst-order con-
text. If it is applied on a strongly minimal set, then there are three possible outcomes:
(i) G is strongly minimal and Abelian, and acts regularly on P ;
(ii) G is 2-dimensional, and there is a deﬁnable, algebraically closed ﬁeld K such
that G is the group of transformations taking x → ax+ b, where a, b ∈ K.
(iii) G is 3-dimensional, P has deﬁnably the structure of the projective line P1(K)
for some deﬁnable, algebraically closed ﬁeld K, and G is the projective special
linear group PSL2(K).
The dimensions of certain tuples in the conﬁguration determine which case is in
question. In [16], Hrushovski and Zilber ﬁrst ﬁnd a conﬁguration of type (i) in a non
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locally modular Zariski geometry to get a 1-dimensional Abelian group, and then
use its elements to construct a conﬁguration of type (ii) which yields an algebraically
closed ﬁeld.
To be able to apply similar methods to Zariski-like structures, we generalize the
group conﬁguration theorem to the non-elementary context of quasiminimal classes.
In [1], we do this only for the conﬁguration that gives a 1-dimensional group (and
implies (i) in the elementary context), but it is easy to generalize into higher dimen-
sions. In [3], we present our non-elementary group conﬁguration theorem again, now
including the 2-dimensional case (which in the elementary context implies (ii)).
However, in the non-elementary case, we can only deduce the existence of the
group. To show that in the 1-dimensional case the group is Abelian and that in the
2-dimensional case a ﬁeld can be interpreted, we need to make the extra assumption
that our model does not interpret a non-classical group. By this, we mean a group
that carries an ω-homogeneous pregeometry but is not Abelian:
Deﬁnition 4. An inﬁnite group G carries an ω-homogeneous pregeometry if there
is a closure operator cl on the subsets of G such that (G, cl) is a pregeometry and
dimcl(G) = |G|, and whenever A ⊂ G is ﬁnite and a, b ∈ G \ cl(A), then there is an
automorphism of G preserving cl, ﬁxing A pointwise and taking a to b.
Deﬁnition 5. We say that a group is non-classical if it is non-Abelian and carries
an ω-homogeneous pregeometry.
Hyttinen introduced the concept in [18], where he called such groups “bad”. How-
ever, since the term “bad group” was already in use as the standard notion for a
non-solvable group of ﬁnite Morley rank with the property that every proper sub-
group is nilpotent, the groups were re-baptized as non-classical in [22]. It is an open
question whether non-classical groups exist. However, by [18], a model that has a
stable ﬁrst-order theory cannot interpret a non-classical group. This is the reason
why there is no need for assumptions about non-classical groups in the stable ﬁrst
order context studied by Hrushovski. Moreover, if G is a non-classical group, then
the center Z(G) has dimension 0, any two nonidentity elements in the quotient group
G/Z(G) are conjugate, and G/Z(G) is torsion-free and divisible ([18]).
The group conﬁguration can be given in terms of the following picture.
Deﬁnition 6. By a strict bounded partial quadrangle over a ﬁnite set A we mean
a 6-tuple of elements (a, b, c, x, y, z) in Meq such that for some n ∈ {1, 2},
(i) dim(a/A) = dim(b/A) = dim(c/A) = n, and dim(x/A) = dim(y/A) =
dim(z/A) = 1;
(ii) any triple of non-collinear points is independent over A (see the picture);
(iii) dim(a, b, c/A) = 2n;
(iv) dim(a, x, y/A) = dim(b, z, y/A) = dim(c, z, x/A) = n+ 1;
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(v) b is interbounded with Cb(yz/Ab) over b.
In the case n = 1, the following is proved in [1] (Theorem 3.9). The full statement
is given in [2] (Theorem 3.4).
Theorem 7. Suppose M is a quasiminimal pregeometry structure, A ⊂ M is a ﬁnite
set, (a, b, c, x, y, z) is a strict bounded partial quadrangle over A and t(a, b, c, x, y, z/A)
is stationary. Then, there is a group G in Meq, Galois deﬁnable over some ﬁnite set
A′ ⊂ M. Moreover, G has unique generics, and a generic element of G has dimension
n.
There is a stationary type q such that G acts generically on the realizations of q.
If σ, τ ∈ G and there is some u realizing q|σ,τ such that σ(u) = τ(u), then σ = τ .
The essentially ﬁrst trick that Hrushovski used in his original proof was to replace
a tuple from the group conﬁguration by its ﬁnite set of conjugates over certain
parameters. However, in our context, the set of conjugates can be countably inﬁnite.
Since we cannot take arbitrary countable sets as elements of Meq, Hrushovski’s trick
cannot be used. To overcome the problem, we move from the pregeometry to the
canonical geometry associated to it and work there. This is possible since for all
(singletons) a ∈ M, the set bcl(a) \ bcl(∅) is in our Meq (note that in the elementary
case, acl(a)\acl(∅) need not be in Meq). The rest of the proof generalizes quite nicely
to our setting.
To be able to ﬁnd a ﬁeld in a non locally modular Zariski-like structure that does
not interpret a non-classical group, we need, in addition to the group conﬁguration
theorem, the following (Theorem 4.16 in [1]).
Theorem 8. Let M be a quasiminimal pregeometry structure, and suppose there is
a group conﬁguration in M with n = 2. Then, there is either an algebraically closed
ﬁeld or a non-classical group in Meq.
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As noted before, the elementary version, proved by Hrushovski as part of his Ph.D.
thesis, doesn’t have the condition about non-classical groups. This is because non-
classical groups don’t exist in the context of stable ﬁrst-order theories. In the non-
elementary case, Hyttinen, Lessman, and Shelah [22] have shown, following the lines
of Hrushovski, that if there is a group acting on a pregeometry, and certain conditions
are satisﬁed, then there is also an algebraically closed ﬁeld present, assuming that
the model does not interpret non-classical groups. We adapt their argument to our
setting, using also some methods from [19] to modify the group and its action so
that they have properties that are needed for the arguments to go through.
4. Zariski geometries and Zariski-like structures
4.1. Zariski geometries. It is a well known result from algebraic geometry that
if k is an algebraically closed ﬁeld, then kn can be given a topology by taking as
closed sets the zero loci of polynomial sets in k[x1, . . . , xn]. This is called the Zariski
topology on kn. It is Noetherian, i.e. there are no inﬁnite descending chains of closed
sets. As usual, we say that a closed set C in a topology is irreducible if C = C1 ∪C2
implies that C1 = C or C2 = C. It is well known that in a Noetherian topology, each
closed set C can be written uniquely (up to permutation) as a union of irreducible
closed sets. These sets are called the irreducible components of C.
For a Noetherian topology, we can deﬁne the Krull dimension of a set as follows.
Deﬁnition 9. If X is a Noetherian space and C ⊆ X is irreducible, closed and
nonempty, then we deﬁne the dimension of C inductively as follows:
• dim(C) ≥ 0,
• dim(C) = sup {dim(F ) + 1 |F  C, F closed, irreducible and nonempty }.
If C ⊆ X is an arbitrary closed set, then the dimension of C is the maximum
dimension of its irreducible components.
If A ⊆ X is an arbitrary set, then the dimension of A is the dimension of its
closure.
The concept of a Zariski geometry, presented by Hrushovski and Zilber in [15]
and [16], generalizes the model theoretic structure of Zariski topologies on each kn.
Zilber has treated Zariski geometries extensively in his book [37], and Marker has
provided an expository introduction [28].
Deﬁnition 10. A Zariski geometry is an inﬁnite set D together with a family of
Noetherian topologies on D,D2, D3, . . . such that the following axioms hold:
(Z0) Coherence and separation:
(i) If f : Dn → Dm is deﬁned by f(x) = (f1(x), . . . , fm(x)), where fi : Dn → D
is either constant or a coordinate projection for each i = 1, . . . ,m, then f is
continuous.
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(ii) Each diagonal Δni,j = {(x1, . . . , xn) ∈ Dn | xi = xj} is closed.
(Z1) Weak quantiﬁer elimination: If C ⊆ Dn is closed and irreducible, and π :
Dn → Dm is a projection, then there is a closed F  π(C) such that π(C)\F ⊆ π(C).
(Z2) Uniform one-dimensionality:
(i) D is irreducible.
(ii) Let C ⊆ Dn × D be closed and irreducible. For a ∈ Dn, let C(a) = {x ∈
D | (a, x) ∈ C}. There is a number N such that for all a ∈ Dn, either
|C(a)| ≤ N or C(a) = D. In particular, any proper closed subset of D is
ﬁnite.
(Z3) Dimension theorem: Let C ⊆ Dn be closed and irreducible. Let W be a
non-empty irreducible component of C ∩Δni,j. Then, dim C ≤ dim W + 1.
The Dimension theorem (Z3) is the key structural condition that makes it possible
to interpret an algebraically closed ﬁeld in a non locally modular Zariski geometry.
It gives a kind of weak form of geometrical smoothness, and in [37], Zilber calls it
“pre-smoothness”. It can be written in the following stronger form (this is Lemma
2.5 in [16]).
Lemma 11. Let C1, C2 be closed, irreducible subsets of D
n. Then, every irreducible
component of C1 ∩ C2 has dimension at least dim C1 + dim C2 − n.
An algebraically closed ﬁeld k together with the Zariski topology for each kn
satisﬁes the axioms, and even a more general result can be proved: If D is a smooth
quasi-projective algebraic curve, then D, equipped with the Zariski topologies on
Dn, is a Zariski geometry (see [28] for details).
To view a Zariski geometry from the perspective of model theory, we start from a
countable Zariski geometry D and let LD be the language with an n-ary predicate
for each closed subset of Dn. Then, we look at the LD-theory of D, denoted TD.
This theory is ω-stable and admits the elimination of quantiﬁers. Moreover, D is
strongly minimal. ([16], section 2)
If M is an elementary extension of D, then we can give Zariski geometry structure
to M by taking as basic closed sets those sets X for which there is a closed C ⊆
Dm ×Dn for some m,n, and a ∈ Mm such that X = C(a), i.e. X = {b ∈ Mn |M |=
C(a, b)}. By Proposition 4.1 in [16], M satisﬁes the Zariski geometry axioms. When
studying Zariski geometries in a model theoretic context, we work in some saturated
elementary extension of D, which we will denote by M . It is this situation that we
will generalize with our axioms for a Zariski-like structure.
In the context of Zariski geometries, the topologically deﬁned dimension agrees
with the model theoretic notion. To formulate this, we will say that a set X is A-
closed for some A ⊂ M if there is some C in the language and some a ∈ A such
that X = C(a). For x ∈ M , the locus of x over A is the smallest A-closed set
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containing x. Now, the Morley rank of a over A (denoted MR(a/A)) coincides with
the topological dimension (in the sense of Deﬁnition 9) of the locus of a over A.
Since Zariski geometries are strongly minimal, this is the same as the dimension in
the pregeometry obtained from the model theoretic algebraic closure operator (acl).
4.2. Specializations and regular points. Some of the axioms for a Zariski-like
structure are generalizations of the Zariski geometry axioms, others embody some
results that hold for Zariski geometries and are needed for ﬁnding the ﬁeld. We now
brieﬂy discuss those results.
The concept of a specialization plays an important role in ﬁnding an algebraically
closed ﬁeld from a non locally modular strongly minimal set in a Zariski geometry,
and we will also be using it in our framework of Zariski-like structures.
Deﬁnition 12. Let M be a Zariski geometry. If A ⊂ M , we say that a function
f : A → M is a specialization if for any a1, . . . , an ∈ A and for any ∅-closed set
C ⊆ Mn, it holds that if (a1, . . . , an) ∈ M , then (f(a1), . . . , f(an)) ∈ C.
If A = (ai : i ∈ I), B = (bi : i ∈ I) and the indexing is clear from the context, we
write A → B if the map ai → bi, i ∈ I, is a specialization.
Suppose a, a′ ∈ M are ﬁnite tuples and a → a′. For any tuple u ∈ M and A ⊂ M ,
denote the complete ﬁrst-order type of u over A by tp(u/A). Since Morley rank
and the topological dimension coincide, we must have MR(a/∅) ≥ MR(a′/∅), and if
equality holds, then tp(a/∅) = tp(a′/∅). If a and a′ are ﬁnite tuples and a → a′ is a
specialization, we denote rk(a → a′) = MR(a/∅)−MR(a′/∅). We call this number
the rank of the specialization.
The Dimension Theorem (Z3) can be reformulated in terms of specializations as
follows (Lemma 4.13 in [16]).
Lemma 13. Let a = (a1, . . . , an), a
′′ = (a′′1, . . . , a
′′
n), a → a′′, and suppose a1 = a2,
a′′1 = a
′′
2. Then there exists a
′ = (a′1, . . . , a
′
n) such that a
′
1 = a
′
2, a → a′ → a′′, and
rk(a → a′) = 1.
Hrushovski and Zilber use this version of the Dimension Theorem, together with
Compactness, in [16] to ﬁnd a conﬁguration that yields a group and a ﬁeld. We will
be working in a non-elementary setting that does not have Compactness. Instead,
one of our axioms for a Zariski-like structure will capture the traces of Compactness
needed for the argument. It will also imply a counterpart of Lemma 13.
In the Zariski geometry context, we often need to work inside some closed set
C ⊂ Mn rather than inside Mn itself. When doing so, we use a generalized version
of Theorem 11 that states that if C1 and C2 are closed, irreducible subsets of C,
then all “nice enough” irreducible components of C1 ∩ C2 have dimension at least
dim C1 + dim C2 − dim C. Unfortunately, this does not hold for all irreducible
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components of C1 ∩C2, but by Lemma 5.4 in [16], it holds for components that pass
through a regular point of C. In a sense, regular points are the Zariski geometry
analogue of smooth points on a variety.
Deﬁnition 14. Let C ⊆ Mn be an irreducible closed set and let p ∈ C. Denote
ΔC = {(x, y) ∈ C × C : x = y}. We say that p is a regular point of C if there is a
closed irreducible set G ⊆ Mn ×Mn such that
(i) the codimension of G (on Mn ×Mn) equals the dimension of C;
(ii) ΔC is the unique irreducible component of G ∩ C × C passing through (p, p).
The deﬁnition is non-intuitive. However, every non-singular point of an irreducible
variety is regular in the sense deﬁned above ([28], section 2).
In the Zariski geometry setting, the concepts of regular and good specializations
allow us to take regular points into account when working with specializations.
Deﬁnition 15. A specialization a → a′ is called regular if a′ is regular on the locus
a (over ∅).
A good specialization is deﬁned recursively as follows. Regular specializations are
good. Let a = (a1, a2, a3), a
′ = (a′1, a
′
2, a
′
3), and a → a′. Suppose:
(i) (a1, a2) → (a′1, a′2) is good.
(ii) a1 → a′1 is an isomorphism.
(iii) a3 ∈ acl(a1).
Then, a → a′ is good.
We will state some of the axioms for a Zariski-like structure in terms of strongly
regular and strongly good specializations that generalize the notions of regular and
good specializations from the Zariski geometry context. The notion of a strongly reg-
ular specialization will be based on the following facts about regular specializations
(see [26] for a proof, this result is stated there as Lemma 1.1.23).
(i) If aa′ → bb′ is a specialization, and a → b, a′ → b′ are regular specializations,
and if a is independent from a′ over ∅, then aa′ → bb′ is regular.
(ii) If a is a generic element of M , then a → a′ is always regular.
(iii) Isomorphisms are regular.
Finally, we present two lemmas (Lemmas 5.14 and 5.15 in [16], respectively) that
are used when ﬁnding a group and a ﬁeld in a non locally modular Zariski geometry.
They give conditions under which specializations can be amalgamated. We will base
two of our axioms for a Zariski-like structure on them.
Lemma 16. Let a → a′ be a good specialization of rank at most 1. Then any
specializations ab → a′b′, ac → a′c′ can be amalgamated: there exists b∗, independent
from c over a such that tp(b∗/a) = tp(b/a) and ab∗c → a′b′c′.
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Lemma 17. Let (ai : i ∈ I) be independent over b and indiscernible over b, where
the set I is inﬁnite. Suppose (a′i : i ∈ I) is indiscernible over b′, and aib → a′ib′ for
each i ∈ I. Further suppose rk(b → b′) ≤ 1 and b → b′ is good. Then, (bai : i ∈ I) →
(b′a′i : i ∈ I).
4.3. Zariski-like structures. In [37], Zilber gives a generalization of Zariski geome-
tries to a non-elementary context. He calls it analytic Zariski geometries. However,
we take a route somewhat diﬀerent from his, and formulate the axioms in a quasi-
minimal class.
The axioms for a Zariski geometry are given in terms of closed sets in a topology.
We will deﬁne a Zariski-like structure in a more general context where we don’t
assume the existence of a topology. Instead, we will state the axioms for a ﬁxed
collection of Galois deﬁnable sets. We call these sets irreducible, and they generalize
the properties of irreducible, ∅-closed sets in Zariski geometries. Partially because
we are looking at irreducible sets rather than arbitrary closed sets, some of our
axioms generalize certain results that hold for Zariski geometries rather than the
axiomatization (Z0)-(Z3) for Zariski geometries.
We will formulate the axioms in terms of strongly regular and strongly good spe-
cializations. These notions are based on properties (i)-(iii) listed at the end of section
4.2. But ﬁrst, we need to generalize the concept of a specialization to our context.
Deﬁnition 18. Let M be a monster model for a quasiminimal class, A ⊂ M, and let
C be a collection of subsets of Mn, n = 1, 2, . . .. We say that a function f : A → M
is a specialization (with respect to C) if for any a1, . . . , an ∈ A and for any C ∈ C,
it holds that if (a1, . . . , an) ∈ C, then (f(a1), . . . , f(an)) ∈ C.
We say that the specialization f is an isomorphism if also the converse holds, that
is if C ∈ C and (f(a1), . . . , f(an)) ∈ C, then (a1, . . . , an) ∈ C.
If A = (ai : i ∈ I), B = (bi : i ∈ I) and the indexing is clear from the context, we
write A → B if the map ai → bi, i ∈ I, is a specialization.
If a and b are ﬁnite tuples and a → b, we denote rk(a → b) = dim(a/∅)−dim(b/∅).
The specializations in the context of Zariski geometries in [16] are specializations
in the sense of our deﬁnition if we take C to be the collection of closed sets deﬁnable
over the empty set.
We now deﬁne strongly regular and strongly good specializations. In the Zariski
geometry context, strongly regular specializations are regular and strongly good spe-
cializations are good in the sense of Deﬁnition 15.
Deﬁnition 19. Let M be a monster model for a quasiminimal class. We deﬁne a
strongly regular specialization recursively as follows:
• Isomorphisms are strongly regular;
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• If a → a′ is a specialization and a ∈ M is generic over ∅, then a → a′ is
strongly regular;
• aa′ → bb′ is strongly regular if a ↓∅ a′ and the specializations a → b and
a′ → b′ are strongly regular.
Deﬁnition 20. We deﬁne a strongly good specialization recursively as follows. Any
strongly regular specialization is strongly good. Let a = (a1, a2, a3), a
′ = (a′1, a
′
2, a
′
3),
and a → a′. Suppose:
(i) (a1, a2) → (a′1, a′2) is strongly good.
(ii) a1 → a′1 is an isomorphism.
(iii) a3 ∈ cl(a1).
Then, a → a′ is strongly good.
We deﬁne a Zariski-like structure using nine axioms. The ﬁrst six axioms list some
basic properties that we would expect irreducible sets to have. They give meaning
to the key axioms (7)-(9) that are crucial when proving the existence of a group
and a ﬁeld in the non locally modular case. Axiom (7) ensures that the analogues
of Lemmas 16 and 17 hold, and Axiom (9) brings back the traces of Compactness
needed for our arguments. If, in Axiom (9), we take κ to be ﬁnite and choose S = {κ},
then we get just the axiom (Z3) of Zariski geometries in the form of Lemma 13. In
case of Zariski geometries, Axiom (9) is the immediate consequence of this result and
Compactness.
Deﬁnition 21. We say that a quasiminimal pregeometry structure M is Zariski-like
if there is a countable collection C of subsets of Mn (n = 1, 2, . . .), which we call the
irreducible sets, satisfying the following axioms (all specializations are with respect
to C).
(1) Each C ∈ C is Galois deﬁnable over ∅.
(2) For each a ∈ Mn, there is some C ∈ C such that a is generic in C.
(3) If C ∈ C, then the generic elements of C have the same Galois type.
(4) If C,D ∈ C, a ∈ C is generic and a ∈ D, then C ⊆ D.
(5) If C1, C2 ∈ C, (a, b) ∈ C1 is generic, a is a generic element of C2 and (a′, b′) ∈ C1,
then a′ ∈ C2.
(6) If C ∈ C, C ⊂ Mn, and f is a coordinate permutation on Mn, then f(C) ∈ C.
(7) Let a → a′ be a strongly good specialization and let rk(a → a′) ≤ 1. Then
any specializations ab → a′b′, ac → a′c′ can be amalgamated: there exists b∗,
independent from c over a such that tg(b∗/a) = tg(b/a), and ab∗c → a′b′c′.
(8) Let (ai : i ∈ I) be independent and indiscernible over b. Suppose (a′i : i ∈ I) is
indiscernible over b′, and aib → a′ib′ for each i ∈ I. Further suppose (b → b′) is a
strongly good specialization and rk(b → b′) ≤ 1. Then, (bai : i ∈ I) → (b′a′i : i ∈ I).
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(9) Let κ be a (possibly ﬁnite) cardinal and let ai, bi ∈ M with i < κ, such that
a0 = a1 and b0 = b1. Suppose (ai)i<κ → (bi)i<κ is a specialization. Assume there
is some unbounded and directed S ⊂ P<ω(κ) satisfying the following conditions:
(i) 0, 1 ∈ X for all X ∈ S;
(ii) For all X, Y ∈ S such that X ⊆ Y , and for all sequences (ci)i∈Y from M, the
following holds: If c0 = c1, (ai)i∈Y → (ci)i∈Y → (bi)i∈Y , and rk((ai)i∈Y →
(ci)i∈Y ) ≤ 1, then rk((ai)i∈X → (ci)i∈X) ≤ 1.
Then, there are (ci)i<κ such that
(ai)i∈κ → (ci)i∈κ → (bi)i∈κ,
c0 = c1 and rk((ai)i∈X → (ci)i∈X) ≤ 1 for all X ∈ S.
Deﬁnition 22. Let M be Zariski-like and let a ∈ M. By axioms (2) and (4), there
is a unique C ∈ C such that a is generic in C. The set C is called the locus of a.
Zariski geometries are Zariski-like if the collection C is taken to be the irreducible
closed sets deﬁnable over ∅, so the notion of a Zariski-like structure is indeed a gen-
eralization of Zariski geometry (Example 4.7 in [1] and Remark 5.7 in [2]). Another
example of a Zariski-like structure is the cover of the multiplicative group of an alge-
braically closed ﬁeld of characteristic zero, studied in e.g. [36] (treated in [3]). This
will be discussed further in section 6.
5. Finding the group and the field
We use Theorem 7 to ﬁnd ﬁrst a group in [1] and then a ﬁeld in [2]. The proofs
follow the outline of those in [16]. There, Hrushovski and Zilber introduce the concept
of an indiscernible array and reformulate Hrushovski’s Group Conﬁguration Theorem
using it. This generalizes rather straightforwardly to our setting.
Deﬁnition 23. We say that f = (fij : i ∈ I, j ∈ J), where I and J are ordered
sets, is an indiscernible array over A if whenever i1, . . . , in ∈ I, j1, . . . , jm ∈ J ,
i1 < . . . < in, j1 < . . . < jm, then t((fiνjμ : 1 ≤ ν ≤ n, 1 ≤ μ,≤ m)/A) depends only
on the numbers n and m.
If at least the dimension of the above sequence depends only on m,n, and
dim((fiνjμ : 1 ≤ ν ≤ n, 1 ≤ μ,≤ m)/A) = α, where α is some polynomial of m and
n, we say that f is rank-indiscernible over A, of type α, and write dim(f ;n,m/A) =
α(n,m).
Theorem 7 can then be reformulated as follows (Lemma 4.16 in [1]).
Lemma 24. Suppose there exists an indiscernible array (fij : i, j < ω1) of elements
of M, of type α(m,n) = m + n − 1 over some ﬁnite parameter set B. Then there
exists a Galois deﬁnable 1-dimensional group in Meq.
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Similarly, Theorem 8 can be stated in the following form (Lemma 4.20 in [2]).
Lemma 25. Let M be a quasiminimal pregeometry structure, and suppose there is a
ﬁnite set B and and an indiscernible array f = (fij : i, j < ω1) of elements of M of
type α(m,n) = 2m+ n− 2 for m,n ≥ 2 such that dim(f ; 1, k) = k for any k. Then,
either there is an algebraically closed ﬁeld or a non-classical group in Meq.
Hrushovski and Zilber [16] use properties of plane curves to ﬁnd the arrays that
yield the group and the ﬁeld. They deﬁne a plane curve over a Zariski geometry
D to be a closed, irreducible, 1-dimensional subset of D2. A family of plane curves
then consists of a parameter set E ⊆ Dn and a closed, irreducible set C ⊆ E ×D2
such that C(e) is a plane curve for each generic e ∈ E. The crucial fact here is that
if D is a non locally modular Zariski geometry, then there is a family of plane curves
that cannot be parametrized by a set of dimension less than 2.
Suppose now C is such a family, and E is the irreducible closed set parametrizing
it. If we ﬁx some point (a0, b0) ∈ D × D, then, for any (a, b) ∈ D × D generic
over (a0, b0), we can ﬁnd a curve in C that passes through (a0, b0) and (a, b). This
curve corresponds to some parameter e ∈ E. The argument for ﬁnding the group
goes roughly as follows. For any ﬁnite number N , construct an N × N -array A,
indiscernible over a0b0, where each entry is of the form (a, b, e). Using the fact that
the generic elements in E have dimension at least 2, we may calculate that this array
is of type m + n over a0b0. Moreover, it can be shown that there is a specialization
(ﬁxing a0b0) from A to a certain other array A
′′. The dimension theorem can be
applied to this specialization to obtain an array A∗ that is of type m + n − 1 over
a0b0. Finally, Compactness yields an inﬁnite array of the required type.
In section 4 of [1], where we do a similar construction for Zariski-like structures,
our ﬁrst task is to ﬁnd a suitable generalization of the notion of a family of plane
curves. Intuitively, we would expect the generic elements of a curve to all have the
same Galois type. After all, this is true in algebraic geometry, where it follows from
the fact that algebraic curves are irreducible in the Zariski topology. Thus, it is
natural for Hrushovski and Zilber to deﬁne a plane curve simply as an irreducible
1-dimensional subset of D2. While this might seem intuitive also in our context, it
would make it diﬃcult to deﬁne families of curves in a meaningful way. Following
[16], we wish to deﬁne a family of plane curves as an irreducible set C where the
curves are parametrized using another irreducible set E. For each generic e ∈ E, we
would expect C(e) to be a plane curve. This makes sense in the context of Zariski
geometries since there the irreducible sets are determined by a topology which makes
the notion of irreducibility in a sense more ﬂexible than in our setting. The trouble
is that our collection C captures only the properties of the irreducible, ∅-closed sets
in a Zariski geometry, not the properties of all irreducible sets. Axiom (1) requires
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the sets in C to be Galois deﬁnable over ∅, but arbitrary sets of the form C(e) need
not satisfy this.
However, if for a generic (x, y) ∈ C(e), the tuple (e, x, y) is generic in C, then
Axiom (3) guarantees that the generic elements of C(e) have the same Galois type
over e. Thus, we introduce an auxiliary notion and say that a tuple e ∈ Mn is good
for an irreducible set C ⊂ Mn+m if there is some a ∈ Mm so that (e, a) is a generic
element of C. We then deﬁne families of plane curves making use of this.
Deﬁnition 26. Let M be a Zariski-like structure, let E ⊆ Mn be irreducible, and
let C ⊆ M2 × E be an irreducible set. For each e ∈ E, denote C(e) = {(x, y) ∈
M2 | (x, y, e) ∈ C}. Suppose now e ∈ E is a generic point. If e is good for C and the
generic point of C(e) has U-rank 1 over e, then we say that C(e) is a plane curve.
We say C is a family of plane curves parametrized by E.
One major diﬀerence to [16] is that we don’t have Compactness. Hrushovski and
Zilber ﬁrst carry out their proof for inﬁnitely many ﬁnite arrays and then apply Com-
pactness to obtain the desired inﬁnite array. Since we cannot do this, we construct
an inﬁnite array right from the start. We then follow the approach of [16], except
that instead of the dimension theorem and Compactness, we use Axiom (9) to get
an array of type m+ n− 1. However, for all this to work, we need the ﬁrst array to
be indiscernible. Thus, in the beginning of the proof, we make it very large. Then,
we use inﬁnitary combinatorics and a trick due to Shelah to obtain an indiscernible
of size ω1 × ω1 such that each one of its ﬁnite subarrays is isomorphic to some ﬁnite
subarray of the original array.
When we have obtained the indiscernible array of type m+n− 1, the existence of
a group follows from Lemma 24. In [2], we use the elements of this group to prove
the main theorem (Theorem 5.24 in [2]):
Theorem 27. Let M be Zariski-like structure with a non locally modular pregeom-
etry. Then, there is either an algebraically closed ﬁeld or a non-classical group in
Meq.
Again, in the generalized context, the proof becomes somewhat more technical
than in [16]. The idea is to use elements of G to construct an indiscernible array of
type 2m+n−2, in a similar way that elements of M were used to construct an array
of type m + n − 1 in order to ﬁnd a group. However, the group G is in Meq, but
our irreducible sets are in M, so we cannot deﬁne curves that would pass through
elements of G. Here, our approach diﬀers from that in [16], where the topology is
expanded to Meq. Instead, we assign codes in M for those elements of G that are
needed in the proof. Since M might not have elimination of imaginaries, the coding
cannot be done in a unique way. For our purposes, however, the most important
point is that dimensions are preserved.
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We choose some tuple c ∈ M, independent from certain parameters and the group
elements needed in the construction of the array. Then, for each one of the needed
group elements α, there is a distinct code a ∈ M such that α is deﬁnable from a over
c and a ∈ bcl(c, α) (Lemma 5.19 in [2]). In particular, a and α are interbounded
over c, so their their dimensions agree when calculated over c. If we choose the
codes carefully enough, then we may carry out the arguments needed to ﬁnd the
ﬁeld. In some of the calculations, we use the group addition. Here, the treatment
is, again, diﬀerent from than in [16]. In particular, to make sure that certain sums
are preserved in the specializations, we include auxiliary elements to the arrays that
we build in the beginning of the proof. This makes them slightly more complicated
than in [16].
6. An example: the cover of an algebraically closed field
Together with pseudoexponential ﬁelds, group covers were the ﬁrst quasiminimal
pregeometries studied in model theory. Zilber [35] introduced pseudoexponential
ﬁelds to provide tools for the model theoretical study of complex exponentiation. The
structures consist of an algebraically closed ﬁeld of characteristic zero together with a
homomorphism (the exponential map) from the additive group to the multiplicative
one. In [36], he presented covers of the multiplicative group of an algebraically closed
ﬁeld of characteristic zero to give algebraic background to the study of pseudoex-
ponential ﬁelds. These are simpler structures, where the domain of the exponential
map (the “cover”) has only the structure of a torsion-free divisible Abelian group
instead of the full ﬁeld structure. He proved that the class is categorical in uncount-
able cardinalities, but later a gap was found in the proof. It was ﬁlled by Bays and
Zilber in [5]. They also generalized the result to an arbitrary characteristic.
As a part of a study on toric varieties, Burton [9] gave a slightly diﬀerent vari-
ation, where the cover is assumed to have the structure of a Q -vector space. We
study the cover in her context. Also other related structures have been researched.
For instance, Gavrilovich [10] studied universal covering spaces of complex Abelian
varieties and gave a categoricity result for elliptic curves. Another related develop-
ment is due to Harris [12]. He constructed a structure of similar ﬂavour to study the
modular j-function that is connected to the complex multiplication of elliptic curves
in arithmetic geometry. He showed that the uncountable categoricity of the Lω1,ω-
theory of this structure is equivalent to a known instance of the adelic Mumford-Tate
conjecture.
In [3], we continue the work carried out by Burton in [9] and study the cover as
a quasiminimal class. Our main result is that the cover can be given Zariski-like
structure. In the case of the cover, it is clear that there is a ﬁeld present. However,
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the results of [1] and [2] imply that a group and a ﬁeld can be recovered from the
geometry alone.
Deﬁnition 28. Let V be a vector space over Q, and let F be an algebraically closed
ﬁeld of characteristic 0. A cover of the multiplicative group of F is a structure
represented by an exact sequence
0 → K → V → F ∗ → 1,
where the map V → F ∗ is a surjective group homomorphism from (V,+) onto (F ∗, ·)
with kernel K. We will call this map exp.
For a set X ⊆ F , we write log X for {v ∈ V | exp(v) ∈ X}.
The ﬁrst order theory of the cover is complete, superstable and admits elimination
of quantiﬁers [33, 36]. If we add an axiom (in Lω1,ω) stating that K
∼= Z, then the
class is also categorical in uncountable cardinalities [36, 5]. We always make this
assumption.
Burton gives a topology for the cover by taking the sets deﬁnable by positive,
quantiﬁer-free ﬁrst order formulae to be the basic closed sets. This is called the
PQF-topology. It turns out that all irreducible closed sets are basic closed sets, so in
particular they are ﬁrst order deﬁnable. The PQF-topology is not Noetherian, so we
cannot speak of irreducible components in the traditional sense. However, Burton
deﬁnes the irreducible components of a closed set to be the maximal irreducible
subsets. This notion makes sense, that is, all closed sets have irreducible components.
Moreover, each closed set has only countably many irreducible components. This is
an analogue to the Noetherian case (realized in e.g. Zariski geometries), where each
closed set has only ﬁnitely many irreducible components.
Dimension theory can be developed in an analogous manner to Zariski geometries.
It then turns out that there are no inﬁnite descending chains of irreducible closed sets
and that all dimensions can be calculated on the ﬁeld (i.e. that for any closed set C,
the dimension of C equals that of exp(C)). If we add the elements of log(Q) to the
language, where Q stands for the ﬁeld of algebraic numbers, then the cover becomes
a quasiminimal pregeometry structure. Moreover, the dimensions calculated with
respect to the PQF-topology coincide with those obtained from the pregeometry
(Remark 4.9 in [3]).
We show that if the collection C in Deﬁnition 21 is taken to consist of the irreducible
PQF-closed sets that are deﬁnable by positive, quantiﬁer-free ﬁrst order formulae
over the empty set, then the axioms for a Zariski-like structure hold. This is done
after adding the elements of log(Q) to the language, so in practice, we may use
them as parameters when deﬁning the sets in C. When proving that Axiom (7) holds
(Theorem 5.14. in [3]), we rely heavily on the fact that F = exp(V ) is an algebraically
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closed ﬁeld and thus a Zariski geometry, which allows us to apply results on Zariski
geometries from [16] on the ﬁeld.
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