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ABSTRACT
Motivated by applications in model-free finance and quantitative risk
management, we consider Fréchet classes of multivariate distribution
functions where additional information on the joint distribution is as-
sumed, while uncertainty in the marginals is also possible. We derive
optimal transport duality results for these Fréchet classes that extend
previous results in the related literature. These proofs are based on
representation results for increasing convex functionals and the ex-
plicit computation of the conjugates. We show that the dual transport
problem admits an explicit solution for the function f = 1B , where
B is a rectangular subset of Rd, and provide an intuitive geometric
interpretation of this result. The improved Fréchet–Hoeffding bounds
provide ad-hoc upper bounds for these Fréchet classes. We show that
the improved Fréchet–Hoeffding bounds are pointwise sharp for these
classes in the presence of uncertainty in the marginals, while a coun-
terexample yields that they are not pointwise sharp in the absence of
uncertainty in the marginals, even in dimension 2. The latter result
sheds new light on the improved Fréchet–Hoeffding bounds, since
Tankov [30] has showed that, under certain conditions, these bounds
are sharp in dimension 2.
KEYWORDS: Dependence uncertainty, marginal uncertainty, Fréchet
classes, improved Fréchet–Hoeffding bounds, optimal transport dual-
ity, relaxed duality, sharpness of bounds.
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1. Introduction
A celebrated result in probability theory are the Fréchet–Hoeffding bounds, which provide a bound
on the joint distribution function (or the copula) of a random vector in case only the marginal dis-
tributions are known. Let F(F ∗1 , . . . , F
∗
d ) denote the Fréchet class of cumulative distribution func-
tions (cdf’s) on Rd with (known) univariate marginal distributions F ∗1 , . . . , F
∗
d . Then, the Fréchet–
Hoeffding bounds state that the following inequalities hold for all joint distribution functions with
the given marginals, i.e. for all F ∈ F(F ∗1 , . . . , F
∗
d ) it holds that( d∑
i=1
F ∗i (xi)− (d− 1)
)+
≤ F (x1, . . . , xd) ≤ min
i=1,...,d
F ∗i (xi), (1.1)
for all (x1, . . . , xd) ∈ R
d. These bounds can be combined with results on stochastic dominance, see
e.g. Müller and Stoyan [21], which state that for certain classes of (cost or payoff) functions ϕ the in-
equalities on the distribution function are preserved when considering integrals of the form
∫
ϕdF .
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In other words, the Fréchet–Hoeffding bounds combined with results from stochastic dominance
yield upper and lower bounds on integrals of the form
∫
ϕdF , over all possible joint distribution
functions with given marginals F ∗1 , . . . , F
∗
d (or, equivalently, over all copulas).
These results have found several applications in financial and insurance mathematics, since they
allow to derive bounds on the prices of multi-asset options and on risk measures, such as the Value-
at-Risk, in the framework of dependence uncertainty, i.e. when the marginal distributions are known
and the joint distribution is not known, see e.g. Chen, Deelstra, Dhaene, and Vanmaele [6], Cherubini
and Luciano [8], Dhaene, Denuit, Goovaerts, Kaas, and Vyncke [10, 11], Embrechts and Puccetti
[12], Embrechts, Puccetti, and Rüschendorf [13] and Puccetti and Rüschendorf [23]. Analogous
results have been also derived using methods from linear programming or optimal transport theory,
see e.g. Boyle and Lin [3], Carlier [5], d’Aspremont and El Ghaoui [9], Han, Li, Sun, and Sun [14]
and Hobson, Laurence, and Wang [15, 16]. The optimal transport duality, also known as pricing-
hedging duality in the mathematical finance literature, states, for example, that
sup
F∈F(F ∗
1
,...,F ∗
d
)
∫
ϕdF = inf
ϕ1+···+ϕd≥ϕ
{∫
ϕ1dF
∗
1 + · · ·+
∫
ϕddF
∗
d
}
. (1.2)
In other words, using the language of mathematical finance, the model-free upper bound on the
price of an option with payoff function ϕ over all joint distributions with given marginals equals
the infimum over all hedging strategies which consist of investing according to ϕi in the asset with
marginal F ∗i , subject to the condition that ϕ1 + · · ·+ ϕd dominates the payoff function ϕ.
The main pitfall with the framework of dependence uncertainty is that the resulting bounds are too
wide to be informative for applications; e.g. the bounds for multi-asset option prices may coincide
with the trivial no-arbitrage bounds. On the other hand, we can infer from financial and insurance
markets partial information on the dependence structure of a random vector which is not utilized in
the Fréchet–Hoeffding bounds and more generally the framework of dependence uncertainty, where
only information on the marginals is taken into account.
These considerations have led to increased attention on frameworks that could be termed partial
dependence uncertainty, i.e. when additional information is available on the dependence structure.
The additional information available can take several forms, for example, some authors assume
that the joint distribution function is known on some subset of its domain, others assume that the
correlation (or more generally a measure of association) is known, others assume that the variance
of the sum is known or bounded, and so forth. We refer the reader to Rüschendorf [27, 28] for an
overview of this literature, with emphasis on applications to Value-at-Risk bounds.
Analogously to the Fréchet–Hoeffding bounds in the framework of dependence uncertainty, sev-
eral authors have developed improved Fréchet–Hoeffding bounds that correspond to the framework
of partial dependence uncertainty, see e.g. Nelsen [22], Tankov [30] and Lux and Papapantoleon
[18, 19]. The improved Fréchet–Hoeffding bounds can accommodate different types of additional
information, such as the knowledge of the distribution function on a subset of the domain and the
knowledge of a measure of association. In this article, we consider the following Fréchet class under
additional information
FS,pi(F ∗1 , . . . , F
∗
d ) :=
{
F ∈ F(F ∗1 , . . . , F
∗
d ) : F (s) = pis for all s ∈ S
}
, (1.3)
where S ⊂ Rd is an arbitrary set and (pis)s∈S a family with values in [0, 1]. In other words, we
consider all joint distribution functions with known marginals F ∗1 , . . . , F
∗
d and known value pis for
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each s ∈ S, where S is a subset of the domain. The additional information on the joint distribution
assumed in this class may not be directly observable in the markets, but can be implied from multi-
asset option prices or other derivatives by arguments analogous to Breeden and Litzenberger [4].
Improved Fréchet–Hoeffding bounds for this class have been derived in [19, 30] and read as follows:
( d∑
i=1
F ∗i (xi)− (d− 1)
)+
∨max
{
pis −
d∑
i=1
(
F ∗i (si)− F
∗
i (xi)
)+
: s ∈ S
}
≤ F (x1, . . . , xd) ≤ min
i=1,...,d
F ∗i (xi) ∧min
{
pis +
d∑
i=1
(
F ∗i (xi)− F
∗
i (si)
)+
: s ∈ S
}
.
(1.4)
The authors in [19, 30] have also used the improved Fréchet–Hoeffding bounds in order to derive
bounds for the prices of multi-asset derivatives in a framework of partial dependence uncertainty,
and showed that the additional information incorporated in the bounds leads to a notable tightening
of the option price bounds relative to the case without additional information.
One could ask though whether this framework is realistic for applications, in particular whether the
assumption of perfect knowledge of the marginal distributions is supported by empirical evidence
or stems from mathematical convenience. We take the view that perfect knowledge of the marginals
is not a realistic assumption, and are thus interested in frameworks that combine uncertainty in the
marginals with partial uncertainty in the dependence structure. Toward this end, we introduce two
Fréchet classes that correspond to this framework, and we are interested in studying their properties.
The classes we introduce allow us to consider simultaneously uncertainty in the marginal distribu-
tions, measured either by 0-th or by first order stochastic dominance, and additional information
on the dependence structure, provided by values pis for s ∈ S. Let us thus consider the following
relaxed version of the class FS,pi in (1.3), provided by
FS,pi0 (F
∗
1 , . . . , F
∗
d ) :=
{
cF :
c ∈ [0, 1] and F is a cdf on Rd such that cFi 0 F
∗
i
for all i = 1, . . . , d and cF (s) ≤ pis for all s ∈ S
}
, (1.5)
where Fi is the i-th marginal distribution of F , and cFi 0 F
∗
i means that F
∗
i dominates cFi in the
0-th stochastic order, i.e. cFi 0 F
∗
i if and only if cFi(t)− cFi(s) ≤ F
∗
i (t)− F
∗
i (s) for all s ≤ t.
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(Note that for c = 1, it follows from Fi 0 F
∗
i that Fi = F
∗
i .) In other words, we consider the
class of joint distribution functions (associated with sub-probability measures) whose marginals are
dominated by F ∗1 , . . . , F
∗
d in the 0-th stochastic order and whose value is smaller than pis for each
point s in a subset S of the domain. Moreover, we consider another relaxed version of the class FS,pi
in (1.3), provided by
FS,pi1 (F
∗
1 , . . . , F
∗
d ) :=
{
F :
F is a cdf on Rd such that Fi 1 F
∗
i for all i = 1, . . . , d
and F (s) ≤ pis for all s ∈ S
}
, (1.6)
where Fi 1 F
∗
i means that Fi first-order stochastically dominates F
∗
i . This class is very similar to
the previous one, however now we consider probability measures on Rd. Let us mention that there
exist in the literature tests of first order stochastic dominance, see e.g. Schmid and Trede [29].
1Denote by µ and µ∗ the (sub-)probabilities on the real line associated to cFj and F
∗
j . Then a Dynkin argument shows
that cFj 0 F
∗
j if and only if µ(B) ≤ µ
∗(B) for every Borel subset of R.
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These two classes belong to the framework described above, i.e. they allow us to take into account
and combine uncertainty in the marginal distributions with additional partial information on the
dependence structure. An easy computation using arguments from copula theory, that is deferred to
Appendix B, shows that the improved Fréchet–Hoeffding bounds of [19, 30] hold true also for these
two classes. An analogous result appears already in Puccetti, Rüschendorf, and Manko [24]. The
contributions of this paper are then threefold:
• We provide optimal transport, or pricing-hedging, duality results for each of the Fréchet classes
FS,pi,FS,pi0 and F
S,pi
1
. In other words, we show that the optimal transport duality holds in the pres-
ence of additional information; this generalizes previous results in the related literature, see e.g.
Rachev and Rüschendorf [25]. In the context of mathematical finance, we show that the pricing-
hedging duality results hold also in the presence of additional information, in which case the
hedging portfolio should also consist of positions in multi-asset options for which the additional
information is available. Moreover, the uncertainty in the marginals translates into trading con-
straints on the ‘dual’ side, such as short-selling constraints.
• We show that the dual transport problem for the function f = 1B , for rectangular sets B ⊂
R
d, admits an explicit solution in the class FS,pi0 . In the language of mathematical finance, we
show that the superhedging problem for a multi-asset digital option under short-selling constraints
admits an explicit solution, and explain the intuition behind this result.
• Finally, we discuss the pointwise sharpness of the upper improved Fréchet–Hoeffding bound for
each of the classes FS,pi,FS,pi0 and F
S,pi
1
. An upper bound B is called sharp for a certain class C if
B ∈ C and is called pointwise sharp for C if
sup
F∈C
F (x) = B(x) for all x ∈ dom(F ).
More specifically, we show that the upper improved Fréchet–Hoeffding bound is pointwise sharp
for the classes FS,pi0 and F
S,pi
1
. In addition, by means of a counterexample, we show that the same
bound is not pointwise sharp for the class FS,pi, even in dimension d = 2. The latter result is
surprising since Tankov [30] has showed that under certain conditions on the set S the upper
bound is not only pointwise sharp but even sharp, i.e. he actually showed that the upper improved
Fréchet–Hoeffding bound belongs to the Fréchet class F .
This article is structured as follows: in Section 2 we derive optimal transport dualities for the three
Fréchet classes introduced above. In Section 3 we provide an explicit solution of the dual trans-
port problem for the function f = 1B , in the class F
S,pi
0
. In Section 4 we present and discuss the
pointwise sharpness results for the improved Fréchet–Hoeffding bounds. Finally, Appendix A con-
tains the aforementioned counterexample, while Appendix B contains the derivation of the improved
Fréchet–Hoeffding bounds for the classes FS,pi0 and F
S,pi
1
.
2. Transport and relaxed transport duality under additional
information
In this section, we establish our main duality results. We derive a dual representation for the transport
problem of maximizing the expectation of a d-dimensional cost or payoff function over probability
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or sub-probability measures whose univariate marginals are either given or dominated in the 0-th
stochastic order and whose mass is prescribed on certain rectangles in Rd. Using similar arguments,
we also obtain a dual representation for a transport problem involving constraints in the form of
estimates on the marginal distributions in the first stochastic order. Moreover, as a corollary we
establish duality for a transport problem with constraints on the maximum of random variables. We
follow the notation of optimal transport theory in this section, and thus work with measures instead
of distribution functions.
We start by introducing useful notions and notation. Let us denote by ca+(Rd) the set of all finite
measures on the Borel σ-field of Rd, d ≥ 1, and by ca+1 (R
d) (resp. ca+≤1(R
d)) the subset of those
measures µ satisfying µ(Rd) = 1 (resp. µ(Rd) ≤ 1). The space Rd might also be omitted from the
notation in case there is no ambiguity.
Let ν1, . . . , νd ∈ ca
+
1 (R) and define the sets
Ai := (−∞, Ai1]× · · · × (−∞, A
i
d] ⊂ R
d
for i ∈ I , where I is an arbitrary index set. Define for any cost or payoff function f : Rd → R the
set
Θ(f) :=
{
(f1, . . . , fd, a) : f1(x1) + · · ·+ fd(xd) +
∑
i∈I
ai1Ai(x) ≥ f(x), for all x ∈ R
d
}
,
where fi : R → R are bounded measurable functions and a = (a
i) ∈ RI , such that ai = 0 for all
but finitely many i ∈ I . Moreover, let 0 ≤ pii ≤ pii ≤ 1 and define
pi(f1, . . . , fd, a) :=
∫
R
f1 dν1 + · · ·+
∫
R
fd dνd +
∑
i∈I
(
ai+pii − ai−pii
)
,
for every (f1, . . . , fd, a) ∈ Θ(f), where a
i+ and ai− denote the positive and negative part of ai
respectively, i.e. ai+ = max{ai, 0} and ai− = max{−ai, 0}. Denote by Θ0(f) the set of all
(f1, . . . , fd, a) ∈ Θ(f) such that f1, . . . , fd ≥ 0 and a
i ≥ 0 for all i ∈ I . Now define the functionals
φ(f) := inf
{
pi(f1, . . . , fd, a) : (f1, . . . , fd, a) ∈ Θ(f)
}
and
φ0(f) := inf
{
pi(f1, . . . , fd, a) : (f1, . . . , fd, a) ∈ Θ0(f)
}
.
Moreover, consider the sets of measures
Q :=
{
µ ∈ ca+1 (R
d) : µ1 = ν1, . . . , µd = νd and pi
i ≤ µ(Ai) ≤ pii, for all i ∈ I
}
and
Q0 :=
{
µ ∈ ca+≤1(R
d) : µ1 0 ν1, . . . , µd 0 νd and µ(A
i) ≤ pii, for all i ∈ I
}
,
where µj denotes the j-th marginal of the measure µ, while µj 0 νj should be understood as
µj(B) ≤ νj(B) for every Borel setB ⊂ R; the latter condition is also known as 0-th order stochastic
dominance.
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The following theorem establishes a Monge–Kantorovich duality under additional constraints in
the context of optimal transportation or a pricing-hedging duality under additional information in
the context of mathematical finance. Indeed, in the context of optimal transportation we seek to
maximize the total cost
∫
fdµ relative to transport plans µ with marginals ν1, . . . , νd which in
addition satisfy the constraint pii ≤ µ(Ai) ≤ pii for i ∈ I . We also consider a relaxed version of
this problem, where we seek to maximize the same total cost relative to transport plans that are
dominated by ν1, . . . , νd and satisfy the additional constraint µ(A
i) ≤ pii for i ∈ I .
In the context of mathematical finance, let f denote the payoff function of an option depending
on multiple assets, whose joint distribution is µ. Then, the right hand side in (2.1) is the model-
free superhedging price for this option assuming that the marginal distributions are known (i.e.
µ1 = ν1, . . . , µd = νd), while there is also additional information present, in the form of the bounds
pii, pii on the price of the multi-asset digital options 1Ai , i ∈ I . The left hand side in (2.1) describes
hedging or trading strategies which consist of investing in options with payoff fi in the i-th marginal
νi, i ∈ {1, . . . , d}, and also buying a
i+ and selling ai− digital options with payoff 1Ai at the prices
pii and pii respectively, i ∈ I , subject to the requirement that the sum of these payoffs dominate f .
The duality in (2.2) represents a relaxation of the problem described above, where on the one side
uncertainty in the marginals is taken into account, while on the other side the trading strategies are
subject to short-selling constraints (i.e. they are positive).
Definition 2.1. A trading strategy (f1, . . . , fd, a) which satisfies
(f1, . . . , fd, a) ∈ Θ(ε) and pi(f1, . . . , fd, a) ≤ 0
for some ε > 0 is called a uniform strong arbitrage.
Remark 2.2. The strategy described above is called a uniform strong arbitrage because its price at
inception is less than or equal to zero, while its outcome is bounded from below by ε > 0. The next
theorem relates the absence of uniform strong arbitrage with the existence of an element in Q, the
set of probability measures with given marginals that satisfy the condition pii ≤ µ(Ai) ≤ pii for all
i ∈ I . In other words, the absence of arbitrage allows us to conclude something about probability
measures with given marginals, and vice versa. Notice that the absence of uniform strong arbitrage
is a very weak condition, that is implied by the classical no-arbitrage conditions. 
Theorem 2.3. Let f : Rd → R be an upper semicontinuous and bounded function. Then, there does
not exist a uniform strong arbitrage if and only if Q is not empty. In this case,
φ(f) = max
µ∈Q
∫
Rd
f dµ. (2.1)
Moreover,
φ0(f) = max
µ∈Q0
∫
Rd
f dµ. (2.2)
Remark 2.4. The optimal transport duality under additional information (2.1) appears in a similar
form in Lux and Rüschendorf [20, Theorem 3.2]. These two results were developed in parallel,
however their proofs are completely different. Moreover, in [20] the authors consider the Fréchet
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class of d-dimensional probability distributions with given marginals, whose copulas are bounded
from below and above by arbitrary quasi-copulas; a quasi-copula generalizes the notion of a copula.
In view of (2.1), our formulation is slightly more general as we do not require the bounds (pii, pii)i∈I
to have a particular structure as imposed by a quasi-copula. 
The proof of this theorem builds on the following representation result for convex and increasing
functions, and an explicit computation of the conjugates. Let us first introduce the functionals φ∗Cb
and φ∗Ub which are defined as follows:
φ∗Cb(µ) := sup
f∈Cb
{∫
fdµ− φ(f)
}
and φ∗Ub(µ) := sup
f∈Ub
{∫
fdµ− φ(f)
}
, (2.3)
where Ub denotes the set of all bounded upper semicontinuous functions f : R
d → R, and Cb the
set of all bounded continuous functions. Then the following holds true:
Let φ : Ub → R be a convex and increasing function, and assume that for every sequence (f
n) of
continuous bounded functions such that fn decreases pointwise to 0, it holds that φ(fn) ↓ φ(0).
Then, φ admits the following representation:
φ(f) = max
µ∈ca+
{∫
fdµ− φ∗Cb(µ)
}
(2.4)
for all f ∈ Cb. Assume, in addition, that φ
∗
Cb
(µ) = φ∗Ub(µ) for any µ ∈ ca
+, then φ(f) =
maxµ∈ca+{
∫
fdµ − φ∗Ub(µ)} for all f ∈ Ub. The proof is similar to Bartl, Cheridito, Kupper,
and Tangpi [1, Theorem 2.2]; see also Cheridito, Kupper, and Tangpi [7, Theorem A.5].
Proof (of Theorem 2.3). We start by noting that
Θ(λf) = λΘ(f) and Θ(f) + Θ(g) ⊂ Θ(f + g)
for every λ > 0 and every two functions f, g : Rd → R. Moreover, it holds that
pi(λf1, . . . , λfd, λa) = λpi(f1, . . . , fd, a),
while from the inequalities a+ + b+ ≥ (a + b)+ and a− + b− ≥ (a + b)− and the condition
0 ≤ pii ≤ pii it follows that
pi(f1 + g1, . . . , fd + gd, a+ b) ≤ pi(f1, . . . , fd, a) + pi(g1, . . . , gd, b).
Therefore, we get that φ is a sublinear functional, i.e. φ(λf) = λφ(f) for λ > 0 and φ(f + g) ≤
φ(f) + φ(g). The same arguments apply to Θ0, hence φ0 is sublinear as well. Moreover, since
(m, 0, . . . , 0) ∈ Θ0(m) and pi(m, 0, . . . , 0) = m form ∈ R+,
it follows that φ(m) ≤ φ0(m) ≤ m.
The main part of the proof is to show that if φ is real-valued, then φ has the representation (2.1).
Step 1: We claim that if there does not exist uniform strong arbitrage, then φ(m) = m for allm ∈ R.
We have already shown that φ(m) ≤ m. On the other hand, if φ(m) < m− ε for some ε > 0, there
exists (f1, . . . , fd, a) ∈ Θ(m) such that pi(f1, . . . , fd, a) ≤ m− ε. Define
f ′j(x) := fj(x)−
m− ε
d
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for every x ∈ R and j = 1, . . . , d. Then
(f ′1, . . . , f
′
d, a) ∈ Θ(ε) but pi(f
′
1, . . . , f
′
d, a) ≤ 0,
which contradicts the assumption that there does not exist uniform strong arbitrage.
Step 2: We claim that φ and φ0 are continuous from above on Cb, i.e. that φ(f
n) ↓ 0 for every
sequence (fn) in Cb such that f
n ↓ 0 pointwise. Let us fix such a sequence (fn), some ε > 0, and
let l be such that
νi([−l, l]
c) ≤
ε
d supx |f
1(x)|
, for all i ∈ {1, . . . , d}. (2.5)
The setK := [−l, l]d ⊂ Rd is compact, therefore we can apply Dini’s Lemma to obtain some index
n0 such that
fn1K ≤ ε for all n ≥ n0. (2.6)
Now we define fj(x) := supx |f
1(x)|1[−l,l]c for j ∈ {1, . . . , d} such that
fn1Kc(x) ≤ f
11Kc(x) ≤ f1(x1) + · · ·+ fd(xd),
thus (f1, . . . , fd, 0) ∈ Θ0(f
n1Kc). Therefore we have
φ0(f
n1Kc) ≤ pi(f1, . . . , fd, 0) =
∫
R
f1 dν1 + · · ·+
∫
R
fd dνd ≤ ε, (2.7)
where the last inequality follows from (2.5) and the definition of fj . Subadditivty together with (2.6)
and (2.7) thus implies
φ0(f
n) ≤ φ0(f
n1K) + φ0(f
n1Kc) ≤ ε+ ε
for all n ≥ n0. As ε was arbitrary, we conclude that indeed φ0(f
n) ↓ 0 = φ0(0) and thus also
φ(fn) ↓ 0, since φ(fn) ≤ φ0(f
n) and φ(0) = 0.
Step 3: In a final step we want to show that
φ∗Cb(µ) = φ
∗
Ub
(µ) =
{
0, if µ ∈ Q,
+∞, otherwise,
and
φ∗0,Cb(µ) = φ
∗
0,Ub
(µ) =
{
0, if µ ∈ Q0,
+∞, otherwise
for every µ ∈ ca+. Here φ∗0,Cb and φ
∗
0,Ub
are defined analogously to φ∗Cb and φ
∗
Ub
; cf. (2.3).
On the one hand, we will show that the conjugates take the value +∞whenever the measure µ /∈ Q,
resp. µ /∈ Q0. Notice that, by definition, 0 ≤ φ
∗
Cb
≤ φ∗Ub and similarly 0 ≤ φ
∗
0,Cb
≤ φ∗0,Ub . Since
φ(m) = m form ∈ R, it follows that
φ∗Cb(µ) ≥ sup
m∈R
{
mµ(Rd)−m
}
= +∞
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whenever µ is not a probability measure. Analogously, we get that
φ∗0,Cb(µ) ≥ sup
m≥0
{
mµ(Rd)−m
}
= +∞
whenever µ(Rd) > 1.
Let now µj(B) 6= νj(B) (resp. µj(B) > νj(B)) for some Borel set B ⊂ R and some j ∈
{1, . . . , d}. Then there exists a continuous bounded function h : R → R (resp. h : R → [0,+∞))
such that ∫
R
hdµj >
∫
R
hdνj .
Moreover, we can define a function f via f(x) := h(xj) for x ∈ R
d, which is continuous and
bounded. We can also define
fj(x) := h(x) and fk(x) := 0 for x ∈ R, and a = 0
for all k ∈ {1, . . . , d} \ {j}. Then, by construction it holds
(f1, . . . , fd, a) ∈ Θ(f) and pi(f1, . . . , fd, a) =
∫
R
hdνj
(resp. (f1, . . . , fd, a) ∈ Θ0(f)), hence we get that∫
Rd
fdµ− φ(f) ≥
∫
R
hdµj −
∫
R
hdνj > 0.
Since φ(λf) = λφ(f) for every λ > 0, it follows that
φ∗Cb(µ) ≥ sup
λ>0
{∫
Rd
λfdµ− φ(λf)
}
= +∞.
The same arguments show that φ∗0,Cb(µ) = +∞.
The final condition for µ ∈ Q (resp. µ ∈ Q0) reads as pi
i ≤ µ(Ai) ≤ pii (resp. µ(Ai) ≤ pii), for all
i ∈ I . Assume that µ(Ai) ≥ pii+ ε for some ε > 0 and some i ∈ I . We may choose δ > 0 such that
νj((A
i
j , A
i
j + δ)) <
ε
d
for all j ∈ {1, . . . , d}. Define the set
C := (−∞, Ai1 + δ)× · · · × (−∞, A
i
d + δ).
Then Ai and Cc are closed and disjoint sets, so that Urysohn’s Lemma guarantees the existence of
a continuous function f : Rd → R such that
1Ai ≤ f ≤ 1C . (2.8)
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Observe that
f(x) ≤ 1C ≤ 1Ai(x) + 1(Ai
1
,Ai
1
+δ)(x1) + · · ·+ 1(Ai
d
,Ai
d
+δ)(xd),
since every element in C belongs either toAi or one of the sets (Aij , A
i
j+δ), j ∈ {1, . . . , d}. Hence,
it follows that
(f1, . . . , fd, a) ∈ Θ0(f) ⊂ Θ(f),
where we have defined
fj(x) := 1(Aij ,Aij+δ)
(x), x ∈ R, and ai = 1, ak = 0
for all j ∈ {1, . . . , d} and k ∈ I \ {i}. Thus we have now
φ(f) ≤ φ0(f) ≤ pi(f1, . . . , fd, a) = pi
i +
d∑
j=1
νj((A
i
+1, A
i
d + δ)) < pi
i + ε. (2.9)
Therefore, using (2.8), (2.9) and the assumption, we get∫
Rd
f dµ− φ0(f) > µ(A
i)− (pii + ε) ≥ 0 and also
∫
Rd
f dµ− φ(f) > 0.
Therefore, a scaling argument as before shows that φ∗0,Cb(µ) = φ
∗
Cb
(µ) = +∞.
Last, assume that µ(Ai) < pii for some i ∈ I . By the closedness of the setAi, there exists a sequence
of continuous functions fn such that
−1 ≤ fn ≤ −1Ai and f
n ↑ −1Ai .
Then (0, . . . , 0, a) ∈ Θ(fn) for ai = −1 and ak = 0 for k ∈ I \ {i}, so that it holds
φ(fn) ≤ pi(0, . . . , 0, a) = pii.
By the dominated convergence theorem there exists an n such that
∫
Rd
fn dµ > −pii, hence∫
Rd
fn dµ− φ(fn) > 0.
A scaling argument shows again that φ∗Cb(µ) = +∞.
On the other hand, we will show that if µ ∈ Q (resp. µ ∈ Q0) then it holds that φ
∗
Ub
(µ) = 0 (resp.
φ∗0,Ub(µ) = 0). Indeed, let f : R
d → R be an upper semicontinuous and bounded function such that
(f1, . . . , fd, a) ∈ Θ(f) (resp. (f1, . . . , fd, a) ∈ Θ0(f)). Then
pi(f1, . . . , fd, a) ≥
∫
Rd
{
f1(x1) + · · ·+ fd(xd) +
∑
i∈I
ai1Ai(x)
}
µ(dx) ≥
∫
Rd
f(x)µ(dx).
Therefore, we have that
φ(f) ≥
∫
Rd
f dµ and φ0(f) ≥
∫
Rd
f dµ,
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which immediately yields the claim. This concludes Step 3.
Now, in order to deduce that φ(f) and φ0(f) have the desired representation, we will make use
of representation (2.4). The sublinearity of φ implies in particular that it is convex. Moreover, for
f ≥ g it holds thatΘ(f) ⊆ Θ(g), hence φ(f) ≥ φ(g), i.e. φ is also increasing, while the second step
shows that φ satisfies the remaining condition for representation (2.4) to hold. The same arguments
apply also for φ0. Therefore, (2.4) allows us to obtain
φ(f) = max
µ∈ca+
{∫
Rd
f dµ− φ∗Cb(µ)
}
= max
µ∈Q
∫
Rd
f dµ,
and
φ0(f) = max
µ∈ca+
{∫
Rd
f dµ− φ∗0,Cb(µ)
}
= max
µ∈Q0
∫
Rd
f dµ,
for every bounded and upper semicontinuous function f . In addition, we get that the sets Q and Q0
are not empty since φ and φ0 are real-valued.
Finally, in order to conclude the proof, notice that ifQ is not empty, then there does not exist uniform
strong arbitrage. Indeed, for any ε > 0 and (f1, . . . , fd, a) ∈ Θ(ε) it follows that for µ ∈ Q it holds
pi(f1, . . . , fd, a) ≥
∫
Rd
{
f1(x1) + · · · + fd(xd) +
∑
i∈I
ai1Ai(x)
}
µ(dx)
≥
∫
Rd
ε µ(dx) = ε. 
As a corollary of Theorem 2.3 we derive in the following a duality result for a maximum transport
problem. This problem corresponds to the situation where, besides the marginal distributions, the
value of the measures is prescribed on an increasing track in Rd. In terms of random variables, this
is equivalent to knowing the distribution of the maximum of d random variables.
Corollary 2.5 (Maximum transport problem). Let I = R, Ai = (−∞, i]d and pii = pii =
νmax((−∞, i]) for some measure νmax ∈ ca
+
1 (R). Then
Q =
{
µ ∈ ca+1 (R
d) : µ1 = ν1, . . . , µd = νd and µ ◦max
−1 = νmax
}
, (2.10)
and for every upper semicontinuous bounded function f : Rd → R one has
φ(f) = inf
{ d∑
j=1
∫
R
fj dνj +
∫
R
g dνmax : f1, . . . , fd, g
}
,
where f1, . . . , fd, g : R→ R are bounded and measurable functions such that
f1(x1) + · · ·+ fd(xd) + g(max x) ≥ f(x), for all x ∈ R
d, (2.11)
where maxx := maxj=1,...,d xj for x ∈ R
d.
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Proof. Let µ ∈ Q. Using that pii = pii, we get
µ ◦max−1((−∞, i]) = µ(Ai) = pii = νmax((−∞, i])
for all i ∈ R. Hence, it follows that Q has the form given in (2.10).
Let us now define
φmax(f) = inf
{ d∑
j=1
∫
R
fj dνj +
∫
R
g dνmax : f1, . . . , fd, g
}
,
where f1, . . . , fd, g satisfy inequality (2.11). We want to show that φ(f) = φmax(f). On the one
hand, notice that the right hand side is smaller than the left hand side. Indeed, for all (f1, . . . , fd, a) ∈
Θ(f), we can define
g :=
∑
i∈I
ai1(−∞,i]
such that ∫
R
g dνmax =
∑
i∈I
aipii and g(max x) =
∑
i∈I
ai1Ai(x).
On the other hand, let f1, . . . , fd, g be such that
f1(x1) + · · ·+ fd(xd) + g(max x) ≥ f(x), for all x ∈ R
d,
then, using the structure of the set Q, we have
d∑
j=1
∫
R
fj dνj +
∫
R
g dνmax =
∫
Rd
{
f1(x1) + · · ·+ fd(xd) + g(max x)
}
µ(dx)
≥
∫
Rd
f(x)µ(dx).
Therefore, taking the infimum and the supremum on the two sides of the inequality above, and using
the conclusion from the first part, we get that
φ(f) ≥ φmax(f) ≥ sup
µ∈Q
∫
Rd
f dµ.
Theorem 2.3 yields now that all inequalities are actually equalities. 
Next, we provide another relaxation of the duality in (2.1) which follows along the same lines of
reasoning as (2.2). In particular, this can be interpreted again as a pricing-hedging duality, where the
superhedging problem involves uncertainty both in the marginals and in the joint distribution, while
the hedging strategy takes into account bid and ask prices on single-asset options and the trading of
multi-asset digital options.
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Let us fix νj , νj ∈ ca
+
1 (R) for each j = 1, . . . , d, such that νj first-order stochastically dominates
νj . Recall that νj 1 νj in the first order stochastic dominance if νj(−∞, t] ≥ νj(−∞, t] for all
t ∈ R. Let f : Rd → R be a cost or payoff function and define the set
Θ1(f) :=
{
(f1, g1, . . . , fd, gd, a) :
d∑
j=1
(
fj(xj)− gj(xj)) +
∑
i∈I
ai1Ai(x) ≥ f(x),∀x ∈ R
d
}
,
where fj, gj : R→ R are non-decreasing, bounded and continuous functions and a
i ≤ 0. Define
pi(f1, g1, . . . , fd, gd, a) :=
d∑
j=1
( ∫
R
fj dνj −
∫
R
gj dνj
)
+
∑
i∈I
aipii,
for all (f1, g1, . . . , fd, gd, a) ∈ Θ1(f) and further define the functional
φ1(f) := inf
{
pi(f1, g1, . . . , fd, gd, a) : (f1, g1, . . . , fd, gd, a) ∈ Θ1(f)
}
.
Moreover, consider the set of measures
Q1 :=
{
µ ∈ ca+1 (R
d) : νj 1 µj 1 νj and pii ≤ µ(A
i) for all i, j
}
.
Then the following holds.
Proposition 2.6. Let f : Rd → R be an upper semicontinuous and bounded function. Then, if
φ1(ε) > 0 for every ε > 0, it holds
φ1(f) = sup
µ∈Q1
∫
Rd
f dµ.
Proof. The proof follows along the same lines as the proof of Theorem 2.3, hence we only provide
a sketch. To start with, one can check that φ1 : Ub → R ∪ {−∞} is a sublinear and monotone
functional which satisfies φ1(m) ≤ m for allm ∈ R.
Step 1. Analogously to Theorem 2.3, it follows that φ1(m) = m for allm ∈ R.
Step 2. Recall that for two probabilities ν, ν ′ ∈ ca+1 (R), one has ν 1 ν
′ if and only if
∫
R
f dν ≤∫
R
f dν ′ for every non-decreasing bounded continuous function f : R → R, which is a straightfor-
ward application of integration by parts. In particular, if fi, gi : R→ R are non-decreasing bounded
continuous functions which satisfy
d∑
j=1
(
fj(xj)− gj(xj)) +
∑
i∈I
ai1Ai(x) ≥ f(x) for all x ∈ R
d,
and µ ∈ ca+1 (R
d) is such that νj 1 µj 1 νj for all 1 ≤ j ≤ d and pii ≤ µ(A
i) for all i ∈ I , then
it holds∫
Rd
f dµ ≤
d∑
j=1
∫
R
(fj − gj) dµj +
∑
i∈I
aiµ(Ai) ≤
d∑
j=1
∫
R
fj dνi −
∫
R
gj dνi +
∑
i∈I
aipii.
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Since fi, gi and a
i were arbitrary, it follows that φ1(f) ≥
∫
Rd
f dµ.
Step 3. Let (fn) be a sequence of bounded continuous functions which decreases pointwise to 0.
For ε > 0, fixm ∈ N such that
max
{
νj([m− 1,∞)), νj((−∞,−m+ 1])
}
≤
ε
2d supx |f
1(x)|
for every j = 1, . . . , d, and define the increasing functions
fj(t) := sup
x∈Rd
|f1(x)| ·
(
1 + 0 ∨ (t+ 1−m) ∧ 1
)
and gj(t) := sup
x∈Rd
|f1(x)| ·
(
0 ∨ (t+m) ∧ 1
)
.
Then
fj − gj ≥ sup
x∈Rd
|f1(x)|1[−m,m]c and
∫
R
fj dνj −
∫
R
gj dνj ≤
ε
d
,
from which it follows exactly as in the proof of Theorem 2.3 that φ1(fn) ↓ 0 = φ1(0). 
3. An explicit solution for f = 1B
The optimal transport dualities presented in Theorem 2.3 become really interesting when the primal2
problem φ(f) or φ0(f) admits an explicit solution. Although we cannot expect to deduce an explicit
solution for general functions f , we will show that φ0(f) admits an explicit solution when f = 1B ,
for rectangular sets B ⊂ Rd.
In order to ease the presentation of the main result in this section we consider in the following the
case d = 2 for a box B = (−∞, B1] × (−∞, B2] and finite I , i.e. I = {1, . . . , n}. The proofs for
the higher-dimensional case (d > 2) can be obtained by analogous arguments.
Theorem 3.1. The following holds:
max
µ∈Q0
µ(B) = min
{
ν1((−∞, B1]), ν2((−∞, B2]),min
i∈I
{
p¯ii + ν1((A
i
1, B1])) + ν2((A
i
2, B2])
}}
.
B B B
A
Figure 1: A graphical representation of Theorem 3.1.
2In some parts of the literature on optimal transportation this is called the primal problem, see e.g. Villani [31], while in
other parts this is called the dual problem, see e.g. Kellerer [17].
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BA1
A2
Figure 2: Non-optimality of super-
hedging with two boxes.
Figure 1 offers a graphical representation of Theorem 3.1.
Let us call ‘box’ an option with payoff 1B with B ⊂ R
2
and ‘strip’ an option with payoff 1J×R or 1R×J with J ⊂ R.
Then, in the language of mathematical finance, this result
states that there are three possible ways to superhedge the
box B: either using a horizontal strip (left), or a vertical
strip (middle), or another box A plus the horizontal and /
or vertical strips adjacent to it (right).
Figure 2 offers an intuitive explanation on why it is not opti-
mal to buy two boxes A1 and A2 in order to superhedge B,
in the presence of shortselling constraints. Indeed, in case
one buys both A1 and A2, then the shaded region is
bought twice incurring unnecessary additional costs, while
the shaded region is still not hedged. In order to hedge
the latter, a further investment in horizontal and / or vertical
strips is required.
Theorem 2.3 applied to f = 1B yields immediately that
max
µ∈Q0
∫
1Bdµ = max
µ∈Q0
µ(B) = φ0(1B),
hence we need to show that φ0(1B) admits the following representation:
φ0(1B) = min
{
ν1((−∞, B1]), ν2((−∞, B2]),min
i∈I
{
p¯ii + ν1((A
i
1, B1])) + ν2((A
i
2, B2])
}}
.
B
A1
A3
A2
Sd42
d32
d22
d12
d41d
3
1d
2
1d
1
1
Figure 3: The main setting is illustrated in this figure, where d31 = B1 hence i1 = 3.
Let us introduce some notation now that will be used in the subsequent proofs; it is illustrated in
Figure 3. Define Dj := {A
i
j : i ∈ I} ∪ {Bj}, for j = 1, 2, and let Dj = {d
k
j : k = 1, . . . ,mj} be
15
an enumeration such that d1j < d
2
j < · · · < d
mj
j . Further, define
F 0j := (−∞, d
1
j ], F
i
j := [d
i
j , d
i+1
j ) for i = 1, . . . ,mj − 1, and F
mj
j := (d
mj
j ,∞)
for j = 1, 2. Moreover, let i1 be such that d
i1
1 = B1. In a first step, notice that in the definition of
φ0(1B) we can and will restrict ourselves, without loss of generality, to functions fj of the form
fj(x) :=
mj∑
i=1
f ij1F ij
(x), where f ij are positive constants.
We will refer to the functions f1 as “vertical marginals” and to the functions f2 as “horizontal
marginals”.
Lemma 3.2. Let S := F i1−11 × R. Then
φ0(1B) = min
s∈{0,1}
{
sν1(F
i1−1
1 ) + sφ0(1B\S) + (1− s)η(1B)
}
, (3.1)
where
η(1B) := inf
{
pi(0, f2, a) : f2(x2) +
∑
i∈I
ai1Ai(x) = 1 for all x ∈ B and f2, a
i ≥ 0
}
= min
{
ν2((−∞, B2]), min
i∈I:B1≤Ai1
{
p¯ii + ν2((A
i
2, B2])
}}
. (3.2)
B
B1
B2
B
A
B1
B2
A1
A2
Figure 4: A graphical representation of the functional η(1B).
The functional η(1B) is graphically illustrated in Figure 4, and states that there are two ways
to superhedge the box B without using the vertical marginals: either using the horizontal strip
1R×(−∞,B2], or using another box A with A1 ≥ B1 and, in case B2 > A2, the horizontal strip
‘above’ this box, i.e. 1R×(A2,B2].
Proof. Initially, notice that all optimization problems appearing are finite dimensional linear prob-
lems, so that minimizers always exist.
We start by proving (3.1) and first show that the left hand side is smaller than the right hand side.
Indeed, in case s = 0, this reduces to the fact that obviously φ0(1B) ≤ η(1B), since φ0(1B) is
16
defined as the infimum over a larger set. In case s = 1, let (f1, f2, a) ∈ Θ0(1B\S) be optimal — in
the sense that pi(f1, f2, a) = φ0(1B\S)— and notice that one can assume without loss of generality
that f i1−11 = 0. Now define
fˆ i1 :=
{
f i1, if i 6= i1 − 1
1, else,
and it follows that (fˆ1, f2, a) ∈ Θ0(1B). By the definition of fˆ
i
1 it holds that
pi(fˆ1, f2, a) = ν1(F
i1−1
1 ) + pi(f1, f2, a) = ν1(F
i1−1
1 ) + φ0(1B\S),
which shows that φ0(1B) ≤ ν1(F
i1−1
1 ) + φ0(1B\S).
In order to prove the reverse inequality, notice that by interchanging two minima it holds
φ0(1B) = min
s∈[0,1]
{
sν1(F
i1−1
1 ) + φ
\i1−1
0 (1B − s1S)
}
, (3.3)
where
φ
\i1−1
0 (1B − s1S) := inf
{
pi(f1, f2, a) : (f1, f2, a) ∈ Θ0(1B − s1S) and f
i1−1
1 = 0
}
.
Fix some optimal s in (3.3) and an optimal strategy (f1, f2, a) for φ
\i1−1
0 (1B − s1S). Since f
i1−1
1 =
0, it follows that
f2(x2) +
∑
i∈I
ai1Ai(x) = f2(x2) +
∑
i∈I:B1≤Ai1
ai1Ai(x) ≥ 1− s for all x ∈ B ∩ S.
Let t :=
∑
i∈I:B⊂Ai a
i. On the one hand, if t ≥ 1 − s, set a¯i := (1 − s)ai/t for every i such that
B ⊂ Ai, a¯i = 0 else, and f¯2 = 0. Then
∑
i∈I a¯
i1Ai(x) = 1 − s for x ∈ B, thus (0, 0, a¯) is an
admissible strategy for η((1− s)1B) = (1− s)η(1B). Further define a˜ := a− a¯ ≥ 0. Then one can
check that (f1, f2, a˜) ∈ Θ0(s1B\S). Therefore
φ0(1B) = sν1(F
i1−1
1 ) + pi(f1, f2, a)
= sν1(F
i1−1
1 ) + pi(f1, f2, a˜) + pi(0, 0, a¯) (3.4)
≥ min
s∈[0,1]
{
sν1(F
i1−1
1 ) + sφ0(1B\S) + (1− s)η(1B)
}
.
Moreover, since the last term is affine in s, it follows that the minimum over s ∈ [0, 1] yields the
same value as the minimum over s ∈ {0, 1}.
On the other hand, assume that t < 1−s and define a¯i := ai for all i such thatB ⊂ Ai. For notational
convenience we assume that Ai1 ≥ B1 exactly for i = 1, . . . ,m and that B2 > A
1
2 > A
2
2 > · · · >
Am2 ; the case where A
i
2 = A
j
2 for some i, j ≤ m works in the same way, but requires additional
notation. Further denote by k0 the index such that d
k0
2 = B2 and by ki the index such that d
ki
2 = A
i
2,
for i = 1, . . . ,m. Then, for every i = k1, . . . , k0 − 1 it needs to hold f
i
2 ≥ f¯
i
2 := 1 − s − t > 0.
Moreover
f i2 + a
1 ≥ 1− s− t for k2 ≤ i ≤ k1 − 1, (3.5)
i.e. f2(x2) + a
1 ≥ 1− s− t for all x ∈ S with x2 ∈ (A
1
2, B2]. Now, there are two possibilities:
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• If a1 ≥ a¯1 := 1 − s − t, then set f¯ i2 := 0 for i ≤ k1 − 1 and a¯
i := 0 for i = 2, . . . ,m.
Then (0, f¯2, a¯) is an admissible strategy for η(1B) and (f1, f˜2, a˜) ∈ Θ0(s1B\S), where f˜2 :=
f2 − f¯2 and a˜ := a− a¯. Hence, it follows from linearity of pi, as in (3.4), that
φ0(1B) ≥ min
s∈[0,1]
{
sν1(F
i1−1
1 ) + sφ0(1B\S) + (1− s)η(1B)
}
.
• Otherwise, if a¯1 := a1 < 1− s− t, define f¯ i2 := 1− s− t− a
1 ≤ f i2 for all k2 ≤ i ≤ k1 − 1
and set t˜ := t+ a1. Then
f¯2(x2) +
∑
i∈I:B1≤Ai1
a¯i1Ai(x) = 1− s for x ∈ B such that A
1
2 ≤ x2 ≤ B2
and necessarily f i2 + a
2 ≥ 1 − s − t˜ for k3 ≤ i ≤ k2 − 1. This means that the situation
is the same as in (3.5). Repeating this procedure at most m times, one finds an admissible
strategy (0, f¯2, a¯) for η(1B). Since (f1, f˜2, a˜) ∈ Θ0(s1B), where f˜2 := f2 − f¯2 ≥ 0 and
a˜ := a− a¯ ≥ 0, it follows from the linearity of pi that (3.4) holds true.
We proceed now with the proof of (3.2). First notice that for all i with B ⊂ Ai it holds
η(1B) = min
ai∈[0,1]
{
aip¯ii + (1− ai)η\i(1B)
}
,
where η\i is defined as η, with the additional requirement that ai = 0. Hence ai ∈ {0, 1}. If
ai = 1 for some i with B ⊂ Ai, then the proof is complete. Otherwise denote by l an element in
I˜ := {i ∈ I : B1 ≤ A
i
1 and A
i
2 ≤ B2} such that A
i
2 ≤ A
l
2 for all i ∈ I˜ . Then l = d
k
2 for some k
and it necessarily has to hold that f2 = 1 on (A
l
2, B2]. Thus
η(1B) = ν2((A
l
2, B2]) + η(1B\S)
where S := R× (Al2, B2]. Since B \ S is again a box, the claim now follows by induction. 
We are now ready to prove the main result of this section.
Proof (of Theorem 3.1). Let S := F i1−11 × R. If s = 0 and s = 1 are both optimizers in (3.1), we
always chose s = 0 in order to exclude many pathological cases (see the proof below).
Case 1: If s = 0, this means that φ0(1B) = η(1B). However, by (3.2) an optimal strategy for η(1B)
consists of either the full horizontal marginal, i.e. f2 = 1(−∞,B2] and a = 0, or exactly one box A
i
with B1 ≤ A
i
1 (i.e. a
i = 1 and aj = 0 for j 6= i) and the horizontal marginal “above” this box,
i.e. f2 = 1(Ai
2
,B2]
; see again Figure 4. Since both strategies are elements of Θ0(1B), the proof is
complete.
Case 2: If s = 1, this means that an optimal strategy for φ0(1B) consists of f
i1−1
1 = 1 plus an
optimizer for φ0(1B\S). IfB \S is empty, this means that the optimizer of φ0(1B) is the full vertical
marginal, i.e. f1 = 1F i1−1
1
= 1(−∞,B1]. Otherwise notice that Bˆ := B \ S is again a (non-empty)
box. Hence one can apply Lemma 3.2 again: Define Sˆ := F i1−21 × R so that
φ0(1Bˆ) = min
s∈{0,1}
{
sν1(F
i2−1
1 ) + sφ0(1Bˆ\Sˆ) + η(1Bˆ)
}
.
Now, there are again two possibilities:
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• If s = 0, i.e. φ0(1Bˆ) = η(1Bˆ), then an optimal strategy for η(1Bˆ) consists of either the full
horizontal marginal f2 = 1(−∞,Bˆ2] = 1(−∞,B2] only, or exactly one box A
i with Bˆ1 ≤ A
i
1
and the horizontal marginal above the box, i.e. f2 = 1(Ai
2
,Bˆ2]
= 1(Ai
2
,B2]
. We claim that the
first case cannot happen, while in the second one it holds Ai1 = Bˆ1. Indeed, if f2 = 1(−∞,B2]
is optimal, then (0, f2, 0) ∈ Θ0(1B). In particular the previous choice f
i1−1
1 = 1 was not
optimal. Similarly, it follows that in the second case Ai1 = Bˆ1.
• If s = 1, then the optimal strategy for φ0(1Bˆ) consists of f
i1−1
1 = f
i1−2
1 = 1 plus the optimal
one for φ0(1Bˆ\Sˆ).
By induction, it follows that an optimal strategy for φ0(1B) can take one of the following forms:
either f1 = 1(∞,B1], f2 = 0 and a = 0,
or f1 = 0, f2 = 1(−∞,B2] and a = 0,
or f1 = 1(Ai
1
,B1]
, f2 = 1(Ai
2
,B2]
and aj = 1 if j = i and aj = 0 else;
compare again with Figure 1. This completes the proof. 
4. Sharpness of the improved upper Fréchet–Hoeffding bounds for the
classes FS,pi0 and F
S,pi
1
In this section, we show that the improved upper Fréchet–Hoeffding bound is pointwise sharp for the
Fréchet classes FS,pi0 and F
S,pi
1
introduced in (1.5) and (1.6) respectively, while the counterexample
in the subsequent Appendix A shows that the same bound is not pointwise sharp for the class FS,pi.
Hence we will use again the notation of probability theory and will work with distribution functions
instead of measures. The proof of sharpness for the first class is a straightforward application of the
results in Sections 2 and 3, while the proof for the second class follows by an explicit construction
of a distribution function that belongs to the set FS,pi1 and attains the improved Fréchet–Hoeffding
bound.
The question of sharpness or pointwise sharpness of the Fréchet–Hoeffding bounds has a long his-
tory in the probability theory literature. The upper Fréchet–Hoeffding bound is a distribution func-
tion itself, hence the bound is actually sharp. On the other hand, the lower Fréchet–Hoeffding bound
is a distribution function, and thus sharp, only in dimension 2, while in the general case Rüschendorf
[26] showed that the lower Fréchet–Hoeffding bound is pointwise sharp. Regarding the improved
Fréchet–Hoeffding bounds, Tankov [30] showed in dimension 2 that the upper bound is a distribu-
tion function, and thus also sharp, in case the set S is decreasing (i.e. for (u1, u2), (v1, v2) ∈ S holds
(u1 − v1)(u2 − v2) ≤ 0). This result was later weakened by Bernard, Jiang, and Vanduffel [2]. On
the other hand, Lux and Papapantoleon [19] showed that in the higher-dimensional case (d > 3)
the upper improved Fréchet–Hoeffding bound is sharp only in trivial cases. The counterexample in
Appendix A is therefore surprising, because it shows that once the condition of Tankov is violated
the bound is not even pointwise sharp.
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Theorem 4.1. The following holds, for every x ∈ Rd,
max
F∈FS,pi
0
(F ∗
1
,...,F ∗
d
)
F (x) = min
i=1,...,d
F ∗i (xi) ∧ min
{
pis +
d∑
i=1
(
F ∗i (xi) − F
∗
i (si)
)+
: s ∈ S
}
.
Proof. Notice that Theorem 4.1 is a reformulation of Theorem 3.1. Indeed, the set Q0 contains all
measures induced by the distribution functions in FS,pi0 (F
∗
1 , . . . , F
∗
d ), and vice versa. 
Proposition 4.2. Let S be a bounded subset of Rd. Then one has
max
F∈FS,pi
1
(F ∗
1
,...,F ∗
d
)
F (x) = min
i=1,...,d
F ∗i (xi) ∧min{pis : s ∈ S such that x ≤ s}, (4.1)
for every x ∈ Rd, where x ≤ s whenever xi ≤ si for all i = 1, . . . , d.
Proof. The definition of FS,pi1 (F
∗
1 , . . . , F
∗
d ) immediately implies that the left hand side (LHS) of
(4.1) is smaller than or equal to its right hand side (RHS). In order to show the reverse inequality,
fix x ∈ Rd and let r ∈ R so large that
r ≥ xj + 1 and r ≥ sj + 1 for all j = 1, . . . , d, and s ∈ S.
Distinguish between the following two cases.
Case 1: Assume that the right hand side is attained at minj F
∗
j (xj). Define
Gj(t) := F
∗
j (xj)1[xj ,r)(t) + F
∗
j (t)1[r,∞)(t),
for t ∈ R, j = 1, . . . , d, and F (y) = minj=1,...,dGj(yj) for y ∈ R
d. One can check that F is a
cdf, and it holds Fj(t) = Gj(t) ≤ F
∗
j (t) for all t ∈ R and j = 1, . . . , d. Let s ∈ S. If x ≤ s, then
xj ≤ sj ≤ r for j = 1, . . . , d and therefore F (s) = minj Gj(s) = minj F
∗
j (xj) = RHS ≤ pis.
Otherwise, i.e. if there exist some j∗ such that sj∗ < xj∗ , one has F (s) ≤ Gj∗(sj∗) = 0 ≤ pis.
This shows F ∈ FS,pi1 (F
∗
1 , . . . , F
∗
d ) and sice since F (x) = minj F
∗
j (xj) = RHS, one obtains that
LHS ≥ RHS.
Case 2: Assume that the right hand side is attained at pis∗ for some s
∗ ∈ S. Define
Gj(t) := pis∗1[xj ,r)(t) + F
∗
j (t)1[r,∞)(t),
for t ∈ R, j = 1, . . . , d, and F (y) = minj Gj(yj) for y ∈ R
d. One can again check that F is a
cdf and since pis∗ ≤ F
∗
j (xj), one also has Fj(t) = Gj(t) ≤ F
∗
j (t) for all t ∈ R and j = 1, . . . , d.
For s ∈ S with x ≤ s, it holds F (s) = minj Gj(s) = minj F
∗
j (xj) = pis∗ ≤ pis since the RHS
is attained at pis∗ . Otherwise it holds F (s) = 0, so that F ∈ F
S,pi
1
(F ∗1 , . . . , F
∗
d ). Since F (x) =
minj F
∗
j (xj) = RHS, one therefore obtains that LHS ≥ RHS. 
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A. The improved upper Fréchet–Hoeffding bound is not pointwise
sharp for the class FS,pi
The following counterexample — communicated to us by Stephan Eckstein — illustrates that the
improved upper Fréchet–Hoeffding bound
min{F ∗i (xi) : i = 1, . . . , d} ∧min
{
pis +
d∑
i=1
(F ∗i (xi)− F
∗
i (si))
+ : s ∈ S
}
is in general not pointwise sharp for FS,pi(F ∗1 , . . . , F
∗
d ), even in dimension d = 2.
Example A.1. The marginal cdfs are given by
F ∗1 := F
∗
2 := 0.1 · 1[0,1) + 0.3 · 1[1,2) + 0.35 · 1[2,3) + 1[3,∞),
i.e. F ∗i are cdfs of the probability measure 0.1δ0 +0.2δ1 +0.05δ2 +0.65δ3. Consider the additional
information
S = {(0, 0), (0, 2), (2, 0), (1, 1)} with pi(0,0) = 0 and pi(0,2) = pi(2,0) = pi(1,1) = 0.1.
For the cdf Fˆ which corresponds to the probability measure
∑3
x1,x2=0
cx1,x2δ(x1,x2) with weights
given by
cx1,x2 x2 = 0 x2 = 1 x2 = 2 x2 = 3
x1 = 0 0 0.05 0.05 0
x1 = 1 0.05 0 0 0.15
x1 = 2 0.05 0 0 0
x1 = 3 0 0.15 0 0.5
one can verify that
Fˆ ∈ FS,pi(F ∗1 , F
∗
2 ) :=
{
F ∈ F(F ∗1 , F
∗
2 ) : F (s) = pis for all s ∈ S
}
.
This shows that FS,pi(F ∗1 , F
∗
2 ) 6= ∅. Let x = (x1, x2) := (0, 1), then the improved Fréchet–
Hoeffding bound is given by
min{F ∗1 (0), F
∗
2 (1)} ∧min
{
pis +
2∑
j=1
(F ∗j (xj)− F
∗
j (sj))
+ : s ∈ S
}
= 0.1,
whereas for ϕ(u) = 1{u≤x} it can easily be checked that
sup
F∈FS,pi(F ∗
1
,F ∗
2
)
∫
ϕdF = sup
F∈FS,pi(F ∗
1
,F ∗
2
)
F (0, 1) = Fˆ (0, 1) = 0.05.
♦
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B. Derivation of the improved upper Fréchet–Hoeffding bounds for
the classes FS,pi0 and F
S,pi
1
In this appendix we show that the improved upper Fréchet–Hoeffding bound is valid for the classes
FS,pi0 and F
S,pi
1
. The derivation uses simple arguments borrowed from copula theory, see e.g. [19].
Let us point out that the sharpness results in Section 4 allow us to recover the statements proved
below.
Lemma B.1. Let G ∈ FS,pi0 (F
∗
1 , . . . , F
∗
d ), then we have that
G(x1, . . . , xd) ≤ min
i=1,...,d
F ∗i (xi) ∧min
{
pis +
d∑
i=1
(
F ∗i (xi)− F
∗
i (si)
)+
: s ∈ S
}
, (B.1)
for all (x1, . . . , xd) ∈ R
d. Moreover, let H ∈ FS,pi1 (F
∗
1 , . . . , F
∗
d ), then we have that
H(x1, . . . , xd) ≤ min
i=1,...,d
F ∗i (xi) ∧min{pis : s ∈ S such that x ≤ s}, (B.2)
for all (x1, . . . , xd) ∈ R
d.
Proof. By the definition of the class FS,pi0 (F
∗
1 , . . . , F
∗
d ) we have that G = cF where c ∈ [0, 1] and
F is a cdf on Rd. Let us denote by F1, . . . , Fd the marginals of F , then we have immediately that
G(x1, . . . , xd) = cF (x1, . . . , xd) ≤ c min
i=1,...,d
Fi(xi) = min
i=1,...,d
cFi(xi) ≤ min
i=1,...,d
F ∗i (xi), (B.3)
where we have used that F is a cdf for the first inequality and that cFi 0 F
∗
i for the second one.
Using that F is a cdf on Rd with marginals F1, . . . , Fd, we have the following estimate for any
xi, si ∈ R
F (x1, . . . , xi, . . . , xd)− F (x1, . . . , si, . . . , xd) ≤
(
Fi(xi)− Fi(si)
)+
,
hence, using a telescoping sum, we get the following estimate for any x, s ∈ Rd
F (x)− F (s) ≤
d∑
i=1
(
Fi(xi)− Fi(si)
)+
. (B.4)
Therefore, using again that G = cF , we have that
G(x) ≤ cF (s) +
d∑
i=1
(
cFi(xi)− cFi(si)
)+
≤ pis +
d∑
i=1
(
F ∗i (xi)− F
∗
i (si)
)+
,
where we have used that cF (s) ≤ pis for all s ∈ S and that cFi(xi) − cFi(si) ≤ F
∗
i (xi) − F
∗
i (si)
for all xi ≤ si. The statement follows by minimizing over all s ∈ S and combining the outcome
with (B.3).
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Now, let H ∈ FS,pi1 (F
∗
1 , . . . , F
∗
d ). Since H is a cdf on R
d and using that Fi 1 F
∗
i , we get im-
mediately that H(x1, . . . , xd) ≤ mini=1,...,d F
∗
i (xi). Moreover, the estimate in (B.4) is still valid,
therefore from the definition of the class FS,pi1 (F
∗
1 , . . . , F
∗
d ) we arrive at
H(x) ≤ pis +
d∑
i=1
(
Fi(xi)− Fi(si)
)+
.
However, the information available on the marginals, i.e. that Fi 1 F
∗
i , does not allow us to
estimate the difference Fi(xi)−Fi(si), and the best we can say is that for x ≤ s this term collapses
to zero. The statement follows once again my minimizing over all s ∈ S. 
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