Abstract
Introduction
Visual surveillance systems today consist of a large number of cameras, usually monitored by a relatively small team of human operators. Typically, each operator watches a set of screens that cycle through views of different locations every few seconds. Recent studies have shown that the average human can focus on tracking the movements of up to four dynamic targets simultaneously, and can efficiently detect changes to the attended targets but not the neighboring distractors [1] . It appears that there are spatial and temporal limits to the tracking capability of humans [2] . When targets and distractors are too close, it becomes difficult to individuate the targets and maintain tracking. This difficulty in selecting a single item from a dense array, despite clear visibility, has been attributed to the acuity of attention, or, alternatively, to obligatory feature averaging. Speed of the targets is another factor that limits the tracking accuracy of the average person [2] .
Further, according to the classical spotlight theory of visual attention, people can attend to only one region of space (i.e. area in view) at a time, or at most, two [3] . Simply stated, the human visual processing capability and attentiveness required for the effective monitoring of crowded scenes or multiple screens within a surveillance system is limited. Thus, more often than not, camera footage at such locations finds greater use in post-event investigation than in crime prevention and security enforcement.
Intelligent video analysis offers a promising solution to the problem of active surveillance. Automatic threat detection systems can assist security personnel by providing better situational awareness, enabling them to respond to critical situations more efficiently. In this paper, we present a new methodology for detecting objects left unattended in public areas such as mass transit centers, sporting events and entertainment venues. The algorithm is general, and may be readily adapted for several related applications such as the detection of fallen rocks and other obstructions on roads, railway tracks and runways, and the monitoring of cargo. Here, we focus on the detection of abandoned baggage at train stations, where an object is defined as abandoned in a spatio-temporal context: when its owner has left a predefined detection area for longer than a certain time period t (60 seconds in our case).
Our system essentially emulates the behavior of a human operator. At the first sighting of unattended baggage, the system traces it back in time to look for its owner. The owner of the bag is conservatively defined as the person who brings it into the scene. Once a candidate owner has been associated with the bag, a search for the owner is initiated. If the owner is found to be missing from the detection zone for longer than t seconds, the bag is deemed as abandoned and an alarm is raised. If eventually the person returns to the bag, the alarm is stopped. The flow of events and the order of processing are illustrated in Figure 1 .
The rest of the paper is arranged as follows: Section 2 discusses a few approaches explored by other researchers to solve the problem; Section 3 explains the technical details of our method, followed by its performance on the i-LIDS dataset [4] in Section 4. Section 5 wraps up the paper with a brief summary and discussion. 
Previous approaches
In recent years, much effort has been devoted to designing systems that automatically detect abandoned objects in public areas. Haritaoglu et al [5] described a method that exploits periodic motion and static symmetry of a person to determine if the person is carrying an object. Systems such as [6] employ adaptive background subtraction (ABS) techniques to detect unknown, changed, or removed objects. Spengler and Schiele [6] propose an approach for detecting abandoned objects and tracking people using the Condensation algorithm. Martinez-delRincon et al [7] and Aguilera et al [8] have explored the use of multiple cameras for similar surveillance tasks in different settings.
Proposed algorithm
Our method is designed to capture and exploit the temporal flow of events related to the abandonment of a bag. Figure 1 shows the formal representation of our task, adopted from Allen and Ferguson's classic temporal interval representation of events [10] . Their framework applies temporal interval logic to define the relationships between actions and events, and their effects. An event is defined as having occurred if and only if a given sequence of observations matches the formal event representation and meets the pre-specified temporal constraints. Here, we define the activity of the abandonment of a bag in terms of four sub-events that lead to it -entry of the owner with the bag, departure of the owner without the bag, abandonment of baggage and consequent timed alarm, and the possible return of the owner to (the vicinity of) the bag.
The algorithm is composed of three computational modules that operate to detect the four aforementioned sub-events that describe the activity: the detection of unattended baggage, reverse traversal through previous frames to discover the likely owner(s), and the continued observation of the scene. The process is preceded by a basic preprocessing stage as discussed below.
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Low Level Processing
For efficiency and ease of computation, we perform background subtraction on each frame. To enhance the generality of our framework, the system is designed to automatically estimate the background from the image sequence. A background initialization algorithm adapted from [11] was used to build the background model [12] . In [11] , at each pixel, stable intervals of time are identified and local optical flow is computed to help determine which interval is most likely to display the background. This method has been shown to yield impressive results when optimal parameters are selected. In our system, this critical process of parameter estimation is automated by analyzing the input sequence [12] . The static background thus extracted is impressively close to the true setting.
Background subtraction is performed in the HSV color space, which inherently offers greater robustness to changes in illumination (such as the occurrence of shadows). A series of morphological operations is carried out to 'clean' up the image, retaining only the most useful segments. Next, the mean-shift algorithm [13] is applied for color quantization and image segmentation. Subsequent processing deals exclusively with the resultant foreground segments, or blobs.
Detection of Unattended Baggage
The goal of the first module (as depicted in Figure 1 ) of the algorithm is the detection of any stationary baggage that seems to have been left by itself. Until such an event occurs, it is unnecessary to track and monitor all ongoing activities in the scene. Doing so not only cuts computational costs but also avoids ambiguities born of inaccuracies in tracking in the presence of much movement and occlusion.
The k-nearest neighbor classifier is used to classify foreground blobs in novel frames as belonging to the bag or non-bag class. Classification is based on the shape and size of binary blobs. The representation of bags is established using typical shape and size characteristics gleaned from a set of positive and negative examples provided to the system. Positive training samples were manually collected through Google Image Search and subsequently binarized. Negative samples include humanoid blobs and irregularly-shaped segments selected from the given data sequences. The classifier is trained off-line, using the following features:
• Compactness -the ratio of area to squared perimeter (multiplied by 4 for normalization) • Solidity ratio -the extent to which the blob area covers the convex hull area • Eccentricity -the ratio of major axis to minor axis of an ellipse that envelopes the blob
The size of each binary blob is coarsely normalized (using weights determined empirically) to account for the effects of perspective projection. Blobs outside a predefined range of size are excluded from consideration as possible bags.
The performance of our baggage detection setup (using k = 3) is very good. Owing to the simplicity of the binary classifier and the features used, execution time is minimal. To ensure that the bag remains stationary while left alone as well as to reinforce the decision of the classifier, each suspect blob is tracked over a number of consecutive frames (usually, around 10) to check for the consistency of detection and position, before declaring it as unattended and moving on to look for its potential owner(s).
Reverse Traversal
3
In crowded scenarios where a bag appears to have been abandoned, a human operator is likely to rewind the video to around the 'drop-off' point when the bag was first brought to and placed at its detected position, and observe the movement and behavior of the owner from that point on to gauge the threat level of the situation. This module of our system acts in much the same way. Once the system latches onto an unattended bag, it traces it through previous frames to detect the event of the owner setting down the bag.
Most of the backtracking stage is implemented in a straightforward manner to facilitate speedy traversal to the frames of interest, i.e. when the bag was first visibly introduced in the immediate neighborhood of its detected location. Initial tracking is based solely on the location and size of the blob, regardless of its appearance. The presence of any blob of approximately the same size (or larger) occupying the same spot as the detected baggage is assumed to indicate the presence of the bag. This supposition may result in overshooting of the desired frames, which can occur in the event when the entry of the bag at the position is not clearly visible. This method of matching based only on positional overlap accounts for instances of severe occlusion of the bag, thereby reducing the chances of mistaking the wrong person(s) as the possible owner(s).
When no valid blob is found at the anticipated location, it is inferred that the bag was in motion and ought to be present elsewhere in the neighborhood. Note that while tracking in reverse time, the movement of the bag corresponds to the past event of the owner arriving at the location with the bag. The algorithm then performs template-matching using normalized cross-correlation [14] to search for the bag in the nearby region (using the previously stored appearance model of the abandoned bag).
Image matching is performed using normalized crosscorrelation the patch level; i.e. each foreground segment is matched against the recorded template patches. Rectangular image patches are extracted from the desired neighbourhood, as shown in Figure 3 , using sampling grids of different sizes, devised to coarsely account for perspective distortion. A comprehensive pool of patches is extracted, from which patches containing none or a very small fraction of the segments are discarded. A record of the centroid of the parent blob from which each patch was derived is also maintained, and serves as a simple way of incorporating some basic positional information into the model of each candidate owner, as will be clear shortly.
Normalized cross-correlation coefficients are computed according to Eq. (1) 
Two situations can arise from the outcome of correlation in a frame n: either the bag is found nearby or it is not. The methods used for handling the two possibilities are discussed below and outlined illustratively by Figure 2 .
Situation 1: If the bag is found, it may be inferred that the bag was being moved or carried at the time, presumably by its owner. The extracted foreground blobs in its neighborhood can thus be considered as representative of the candidate owners. As can be seen in Figure 3 , the patch bank forms the patch-based appearance model of the candidate owner(s), with patches extracted using a sampling grid that is normalized for size. Only the most informative patches (those with at least 50% nonzero values) are retained. The system continues backtracking (to frame n=n-1) until the beginning of the video stream is reached or a sufficient number of patches is collected (within the updated neighborhood of the bag).
Situation 2: In the case where the bag cannot be found, it may be inferred that the desired set of frames has been overshot. Such an eventuality may arise when the actual arrival of the bag on the scene occurs in the presence of occlusion, or if someone (or something) else was standing beside the bag when the real owner left. Conversely, in terms of reverse traversal, this is the situation where the movement of the bag under inspection from its detected location goes unnoticed by the simple blob tracker either due to severe obstruction by another sufficiently large object blob or its merging into another blob visually near it. In such a case, the system flips the direction of traversal (so as to be moving towards along the positive time axis) and attempts to locate the bag in frame (n+1).
An explanation of the working of this module is shown in Figure 4 .
Pinpointing the true owner of each observed unattended bag blob with reliable precision in the presence of several people can be very difficult. The odds of making a mistake in assigning specific ownership in a crowded scenario are rather high, so any attempts to zero in on a single individual automatically are best avoided. It could be possible that the true owner came in alongside another person (or more), and given the view, it may not be possible (even humanly so) to discern the actual owner reliably. In fact, in such a case, it would probably be desirable to attribute possession to all possibly involved persons for later inspection and investigation, should any foul play be suspected. The patch bank is expected to contain several redundant patches. This redundancy is intentional and useful to bias subsequent comparisons to match the actual owner with greater probability, since it is only reasonable to expect that the true owner would stay by the bag for at least a short period of time. It could also potentially serve as a means for handling viewpoint variation.
As a final step of creating owner hypotheses, the patch bank is consolidated by taking advantage of the positional relationships between patches. Since a few successive images in the sequence are considered for building appearance models of candidate owners, any large translation of blobs across the frames is highly improbable. Patches collected across different frames but originating from blobs that lie in the same locality are clustered together as potentially belonging to the same person(s). The redundancy of the patch bank together with this spatial clustering results in an inherent probabilistic distribution of likelihood of ownership per blob within the prescribed window of interest around the bag. The patch bank may finally be pruned by eliminating clusters that are too small to be meaningful for comparison.
Continued Scene Monitoring
The purpose of the third module is to monitor the departure and the return of candidate owners, which directly controls the activation of the alarm. After constructing a representative patch bank, we return to the point when the bag was identified as unattended i.e. the present frame. Looking forward in time from then on, our intention is to keep track of the presence and actions of all possible owners. The system maintains a watchful eye to detect the event of their departure from the neighborhood of the bag, observes the area for the possible eventuality of their return, and sounds the alarm if they are missing for longer than a predefined t seconds (here, t = 60 ).
In order to look for candidate owners, every color blob in the vicinity of the bag is cross-correlated with the complete patch bank. Only a fraction of the most similar patches is retained. The spatial coherence of the top hits for each color blob is then analyzed to see if the blob closely matches any single appearance model in the patch bank. If it does, then ownership of the bag is assigned to the corresponding blob. This step is taken to safeguard against the possibility that parts of the blob may match random patches in the patch bank that were originally extracted from different blobs. Adding the spatial configuration parameter adds to the uniqueness of each patch and the robustness of the system. Thus, the presence or absence of the owner is established based on both appearance and spatial constraints.
If a likely owner who meets both matching criteria is found in the detection area, no action is taken. For as long as the bag remains unattended, the system continues scanning for the owner in the area. However, if the owner steps outside the predefined detection zone or is not visible at all, a timer is set. To insure against inaccurate feature matching, the conclusion of possible abandonment is reached over a sequence of successive frames (usually, 3 frames). The system carries on its scrutiny of the scene for the possible event of the owner returning to the bag, in which case the timer is deactivated. Once again, this decision is made over several frames to add to its confidence. In the event that the timer ticks on for t seconds, an alarm is triggered, and persists until the owner returns to the bag or it is manually reset.
Experimental results
We tested our algorithm on the Imagery Library for Intelligent Detection Systems (i-LIDS) dataset [4] , made available by the UK Government's Home Office Scientific Development Branch. i-LIDS is the Government's benchmark for evaluating video-based detection systems. It contains three video sequences featuring scenarios of temporarily abandoned baggage shot at the same location at Westminster metro station, labeled by their projected level of difficulty. Videos are recorded at a sampling rate of 25 fps, at a resolution of 720 x 576 pixels.
The three videos feature different degrees of scene density, baggage size, and type. The complexity of the problem arises from occlusion, changes in lighting, large perspective distortion, and the similarity in appearance of different people. Another significant problem is the possible similarity between the appearance of people and the background, which could lead to inaccurate segmentation. Our system is able to successfully overcome these difficulties to yield impressive results, as shown in Table 1 . Alarm times match within one second of the ground truth. Figure 5 demonstrates the sequence of processing dataset AB_medium, which corresponds directly to the progression of sub-events as described in Figure 1 . 
Conclusion
This paper introduces a general framework to detect objects abandoned in a busy scene. The algorithm is, to the best of our knowledge, novel and unique. The proposed algorithm is appealing in its simplicity and intuitiveness, and is demonstrated experimentally to be conceptually sound. It is well-equipped to handle the concurrent detection of multiple abandoned objects swiftly, in the presence of occlusion, noise and affine distortion. The algorithm lends itself naturally to the recognition of a vast variety of related activities, ranging from surveillance and corridor observation to traffic management and cargo monitoring. Its modular structure allows the flexibility for integrating more functionality and sophisticating various sub-modules without disturbing the remaining framework. The performance and success of our methodology is MATLAB implementation is computationally suboptimal. The system can certainly be easily parallelized. A binary search may be performed to look for the 'drop-off' point of the baggage. For more reliable segmentation, it would be worth exploring ways of periodically updating the background, or even using different backgrounds in different contexts (for example, a background with the train at the station). In order to handle more general kinds of objects that may be left around, the system would benefit from more advanced object detection and recognition techniques. Also, a device to separate merged or partially covered objects is needed for greater utility. There is tremendous scope for experimentation and refinement of the current system. It is, nonetheless, a step towards effective, efficient monitoring of objects in challenging public environments. eferences R
