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Abstract
Interfacial multiphase flows involve the motion of at least two fluids separated
by surface tension. Atomizing interfacial flows, colloquially known as sprays, are
among the most important fluid dynamic systems because of their ubiquity; power
generation, delivery of aerosolized medicines, and productive produce farming all de-
pend fundamentally on the detailed control of sprays. Atomization remains poorly
understood because of a historical and persisting inability to accurately and afford-
ably measure the dynamics inside and near the spray orifice outlet – it is therefore
desirable to be able to numerically simulate sprays with high fidelity. This disserta-
tion presents computational methods that aim to improve current shortcomings in
the modeling and simulation of sprays. Accurately characterizing the interfacial cur-
vature of poorly-resolved liquid structures is addressed by deriving a series of finite
particle methods for computing curvature. The methods are verified in analytical
curvature tests, and validated against the oscillation frequency of ethanol droplets
in air. The finite particle method, leveraging dynamic length scale modification, is
demonstrated to out-perform the widely-used height function approach. Tracking the
location of interfaces is also addressed, for which a coupled Eulerian-Lagrangian point
mass particle scheme is introduced that preserves a well-distributed particle field, can
be applied to an arbitrary number of fluids, and does not limit the simulation time
step. The Eulerian-Lagrangian method is demonstrated to out-perform contempo-
rary geometric volume of fluid methods at resolutions relevant to spray simulation in
a variety of analytical phase tracking tests, and is dynamically evaluated by simulat-
ing extending three-phase elliptical regions, droplet dynamics, and Rayleigh-Taylor
instabilities. The Eulerian-Lagrangian method is then extended to an approach for
consistently and conservatively solving multiphase convection-diffusion problems –
ii
this extension is verified via two analytical heat transfer problems, and robustness
is demonstrated by simulating heated air blast atomization. Each of these tests
conserves thermal energy and preserves boundedness of the temperature field. This
dissertation concludes by outlining paths for consistently and conservatively solving
the multiphase Navier-Stokes equations and the multiphase large eddy simulation
equations in the coupled Eulerian-Lagrangian point mass particle framework.
iii
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Chapter 1
Introduction
1.1 Motivation
Interfacial multiphase flows are fluid dynamic systems that involve at least two im-
miscible fluids. Familiar examples of interfacial flows include oil spills, splashing
ocean waves, and emulsions. Liquid jet atomization (commonly known as spray) is
amongst the most important interfacial flows because it determines engine efficiency,
exhaust gas composition, properties of particles synthesized via spray drying, and
transfer efficiency of fertilizers, herbicides, paints, protective coatings, and medicines
[17, 99, 142, 40, 141, 124, 161, 31]. Therefore, technological, environmental, and
economic factors motivate the development of accurate and affordable means of pre-
dicting atomization dynamics.
Primary atomization is the process by which ligaments and droplets are removed
directly from the liquid core of a spray – the liquid core is the contiguous liquid
jet expelled from the spray orifice [36]. Primary atomization, while poorly under-
stood, is known to depend on fluid property ratios, long and short wave interface
instability, orifice shape, turbulence characteristics in the liquid phase upstream of
the orifice, orifice imperfections, and gas phase vortex interactions with the liquid
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2core [29, 30, 40, 124, 161, 154, 123]. The overall spray structure and initial breakup
dynamic depend on the specific spray configuration: spray sheets [23], hollow cone
sprays [157], jets in cross flow [109, 51], jets in co-flow [91, 124], and air blast atomiza-
tion [140] all present different breakup characteristics. Regardless of the type of spray,
the dispersed ligaments and droplets resulting from primary atomization continue to
breakup after they have separated from the liquid core – a process called secondary
atomization. Depending on the application, the droplets may undergo a variety of
tertiary processes, including evaporation or deposition (followed then, perhaps, by
combustion or solidification). Each of these processes can occur in an open environ-
ment, like herbicides sprayed on crops, or in a confined space, like fuel injection into
a diesel cylinder [31].
Atomization produces a large number of liquid features with large length-scale
ratios. Automotive fuel injection generates approximately 107 dispersed droplets and
a system length scale ratio of approximately 105 [31, 123]. Measuring the atomiza-
tion process, particularly in the liquid-dense primary atomization region, has been
a persistent challenge. The large number of fluid interfaces in the primary atom-
ization region results in multiple scattering of light, precluding the use of standard
planar illumination measurement techniques [80, 31]. Structured laser illumination
planar imaging (SLIPI) has recently been demonstrated to reduce multiple scattering
in moderately dense sprays [70, 6], but has not yet achieved widespread use [31].
Ballistic imaging, another modern spray measurement technique, uses femtosecond
lasers and picosecond image gating to mitigate multiple scattering [81, 114], but spa-
tial resolution decreases as optical depth increases [31]. Synchrotron x-ray imaging
[64] is capable of measuring many features of the primary atomization region, but
is limited in use to only a few research groups because of equipment size and cost
[31]. While these new measurement techniques allow for experimental observation
3of spray physics with resolution and accuracy exceeding prior capabilities, numeri-
cal simulation will continue to contribute significantly to the scientific investigation
of spray physics and the practical design of spray systems. Much like experimental
investigation, however, the multi-scale, non-linear, multiphase physics of atomization
make accurate modeling and simulation a significant challenge.
1.2 Spray simulation
Computational methods used for spray simulation include Reynolds averaged Navier-
Stokes simulation (RANS), large eddy simulation (LES), and direct numerical simu-
lation (DNS). RANS, the most affordable approach, solves the Reynolds averaged
Navier-Stokes equations, rather than the Navier-Stokes, and relies on linear sta-
bility theory and/or stochastic models to treat primary and secondary atomization
[115, 102, 122, 4, 41, 118]. The RANS approach fails to accurately describe the atom-
ization process in a predictive manner because it does not resolve transient dynamics
[59]. With significant tuning of model parameters, RANS can be used for engineering
design in the context of known operating conditions. In contrast to RANS, DNS
provides every spatio-temporal detail of the flow field by solving the Navier-Stokes
equations. DNS requires orders of magnitude more computational effort than RANS
[92, 21, 108, 73, 35, 51, 124, 25, 160]. Only recently has DNS of primary atom-
ization been possible, but the simulations span only a few injector diameters and
generally remain under-resolved. The simulations require at least O(105) CPU hours
and serve almost exclusively for scientific discovery [40, 123]. Few studies have pre-
sented convergence assessments, much less achieved convergence in practical problems
[51]. Simulating the entirety of a practical spray process remains impractical, if not
impossible, at the present time [123]. One way to reduce the computational cost
of simulating a spray is to perform a large eddy simulation (LES) by filtering the
Navier-Stokes equations with a low pass filter function, thereby reducing the range
4of scales that must be resolved. The filtering operation eliminates nearly all infor-
mation pertaining to the liquid structures, including droplet size, shape, and relative
velocities and temperatures of droplets and gas phase below the filter scale. For this
reason, the most common approach for performing LES of atomization is to model
the liquid phase as Lagrangian droplets, and the carrier gas phase using standard
LES methods [89, 4, 43, 71, 74, 59, 15, 60, 39, 62]. In this framework, droplet motion
is governed by a Lagrangian particle equation, such as the Basset-Bousinesq-Oseen
equation [60, 61] or a simpler drag law [123], and droplet temperatures and evapo-
ration are treated by model expressions appropriate for the particular application.
Primary and secondary atomization are treated by a wide array of deterministic and
stochastic breakup models [4, 59, 138, 39, 60, 61]. These Lagrangian treatments per-
form well when the primary atomization is accurately described (either by prescribing
the initial droplet size distribution or by tuning model parameters), but they cannot
be used when the primary atomization process is poorly defined. This shortcoming
renders the droplet-based spray LES incapable of modeling primary atomization, and
therefore sprays, in a predictive manner.
The challenge of performing spray LES is highlighted by the different formulation
demands of primary and secondary atomization [161]. Both phases should be treated
with the Navier-Stokes equations in the liquid-dense region near the nozzle outlet
to accurately predict primary atomization, but this becomes cost-prohibitive in the
liquid-sparse regions far from the nozzle [161, 55, 123]. Similarly, Lagrangian treat-
ments of the liquid phase [89, 4, 43, 71, 74, 59, 15, 60, 39, 62] are appropriate when
the liquid is dispersed, but cannot predict primary atomization in the dense near-
nozzle region [161]. In response to this challenge, researchers have proposed explicit
treatment of the primary atomization region with an Eulerian interface capturing
method, followed by the transition of atomized droplets to a Lagrangian particle
treatment once they become sufficiently small [50, 159]. This model requires either
5DNS resolution in the near-nozzle region or closures for all relevant multiphase LES
sub-grid scale (SGS) terms. Although these LES SGS terms have been shown to
be significant [72, 14], researchers often neglect some or all of the terms when pre-
forming LES of primary atomization, resulting in under-resolved DNS or tacit LES
[19, 8, 7, 54, 14, 126, 161, 154, 155, 135]. Researchers have begun developing closures
for the SGS interfacial terms, but progress has been slow due to the complexity of
the problem. Herrmann and Gorokhovski [55] close the SGS surface tension term by
explicitly filtering a fully resolved interface defined by a refined local surface grid. The
refined interface is updated by a model equation to account for the interface dynam-
ics, including modeled turbulence and surface tension [55, 49, 53]. Aniszewski et al.
[3] and Aniszewski [2] account for the SGS surface tension by performing an approx-
imate deconvolution of either the velocity field or the interface geometry. Efforts in
the development of LES models for primary atomization are on-going, and none have,
as of the present time, achieved wide acceptance among the research community.
1.3 Overview
This dissertation presents novel methods for use in the modeling and simulation of
interfacial flows, each with direct applicability to both DNS and LES of sprays. Each
method appears in a dedicated chapter. The contents of the chapters are as follows:
• Chapter 2 presents and evaluates two finite particle method (FPM) approaches
for computing curvature of poorly resolved interfaces in the context of volume
of fluid simulations. Accurately computing curvature is relevant to spray simu-
lation because surface tension is directly proportional to interfacial curvature.
Performance of the FPM methods is evaluated via the L2 and L∞ error norms
corresponding to the computed curvature of spheres.
6• Chapter 3 presents a dynamic evaluation of the FPM through simulations of
oscillating ethanol droplets. Performance comparisons are made relative to the
widely used height function method. Two FPM implementations with adaptive
length scales are presented that provide good dynamic performance across the
range of resolutions relevant to spray simulations.
• Chapter 4 presents a coupled Eulerian-Lagrangian point mass particle (PMP)
approach for phase tracking in immiscible multiphase flow systems. The Naiver-
Stokes equations are solved on a traditional Eulerian grid while the fluid mass
and phase information are discretized by Lagrangian particles. The method
is novel because the particles move with a velocity that enforces consistency
between the particle field density and the fluid density. The governing equa-
tions are derived and a numerical method is presented that is applicable to
incompressible flows. Phase tracking performance is assessed via standard two-
dimensional and three-dimensional phase transport tests as a function of both
Eulerian grid resolution and Lagrangian particle resolution. Dynamic perfor-
mance is assessed via simulations of expanding elliptical regions, stationary and
oscillating droplets, a droplet in shear flow, and a Rayleigh-Taylor instability.
• Chapter 5 extends the Eulerian-Lagrangian PMP method to a framework for
consistently solving multiphase convection-diffusion problems with discontin-
uous property variations, presented specifically from the perspective of heat
transfer. Performance is assessed with respect to heat diffusion at an air-water
interface, convection and diffusion of an initially Gaussian temperature distri-
bution, and the heated air blast atomization of a droplet.
7• Chapter 6 proposes a mass-momentum consistent extension of the coupled
Eulerian-Lagrangian PMP method for the solution of the Navier-Stokes equa-
tions. Consistent transport is required for stable, robust simulation of mul-
tiphase flow problems. The governing equations are derived, and a discrete
time-integration scheme is introduced. The chapter concludes by introducing a
mass-momentum consistent scheme for performing LES of sprays, followed by
a discussion of closure requirements.
• Chapter 7 provides a brief summary and conclusions for each chapter, followed
by a discussion of on-going and future work.
Chapter 2
Finite particle methods for
computing interfacial curvature in
volume of fluid simulations
This chapter has been adapted from Wenzel and Garrick [148]. c© 2018 by Begell
House, Inc.
2.1 Introduction
Interfacial flows contain a large range of length scales, variable fluid properties, and
nonlinear dynamics including interfacial tension [33]. Sprays, for example, contain
curvature scales spanning the injector diameter and the smallest droplet diameter.
The ratio of these scales easily exceeds three orders of magnitude, even for the most
trivial spray systems. In contemporary spray simulations, and in simulations of the
foreseeable future, a large number of simulated droplets are resolved by only a few
computational nodes [40]. For example, Herrmann [51] presents the convergence
behavior of a round jet in cross flow simulated with the refined level-set grid method.
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diameter with 64 computational nodes (the refined level-set grid uses twice the flow
solver resolution). The primary and secondary atomization structures are therefore
resolved by significantly fewer than 64 nodes. Desjardins et al. [22] present two
similarly resolved primary atomization simulations, with injector diameters resolved
by 51.2 and 100 computational nodes. Under-resolution is naturally exacerbated when
other physics are involved, such as phase change and chemical reaction, or when one
considers large eddy simulation. While volume of fluid (VOF) transport capabilities
have recently improved [47, 152, 13, 104, 106], the challenge of accurately computing
interfacial curvature and surface forces across all relevant resolution scales in VOF
simulations has not been closed. There is a pressing need for computational schemes
capable of accurately describing poorly resolved interfacial geometries [18].
The two most common approaches for computing interfacial geometries in the
context of VOF methods are the height function and convolved VOF methods [97,
12]. The height function method provides at least second-order convergence for well-
resolved interfaces, but it tends to fail at low resolutions (roughly fewer than 10
grid points across a droplet) [18, 128, 112, 9, 104]. An additional and significant
consideration is that convergence is not observed in three-dimensions when the heights
are constructed with fewer than nine grid points [105]. The low resolution shortcoming
of the height function has been improved by a mesh-decoupled approach [105], but
maximum curvature errors measured via the L∞ error norm remain high (> 1%) for
spheres resolved by fewer than about 50 grid points. Other improvements to the
low-resolution regime have been made, for example by Bornia et al. [9], but have only
been implemented or tested in two-dimensions.
The convolved VOF method computes the interfacial geometry by differentiating
the VOF directly with kernel derivatives or by differentiating a convolved form of the
VOF with finite differences [12, 1, 117, 153, 18, 34, 135]. The kernel-based schemes
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tend to out-perform the finite-difference schemes, but in both cases convergence is only
observed when the convolution length is fixed independent of resolution (meaning the
number of sampled points increases with resolution) [18]. It has been demonstrated
that second-order derivatives acquired via the kernel approach are inaccurate for com-
putationally reasonable support widths [1, 117, 153]. The second order derivatives
are accordingly obtained by performing finite-differentiation or first-order kernel dif-
ferentiation on the first derivatives of the VOF field [1, 117, 153, 34]. This process
artificially widens the interface and results in a cascade of derivative operations.
Motivated by the need to accurately compute interfacial tension of poorly-resolved
interfacial geometries, we evaluate a finite particle method (FPM) for computing
curvature in VOF schemes. The FPM is a Lagrangian framework for simulating fluid
flows, but its consistency properties and independence from an underlying mesh make
it promising for the computation of geometries on structured and unstructured meshes
[84]. We present VOF and convolved VOF implementations that are applicable to
Eulerian and Lagrangian frameworks. The present discussion is limited to uniform
cartesian meshes to retain a degree of conciseness. Both methods are evaluated via
the L2 and L∞ error norms corresponding to the curvature of spheres at various
resolutions. The performance of the mesh decoupled height function (MDHF) method
is also presented for reference and comparison [105]. This chapter concludes with a
summary and a brief discussion of implications and conclusions.
2.2 Formulation
2.2.1 Phase representation and curvature
Consider a domain containing two immiscible phases, identified as phase I and phase
II. The spatial distribution of phase is mathematically described by the phase-indicating
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Heaviside function,
χ (x) =
1, x ∈ phase I,0, x ∈ phase II. (2.1)
The phase-indicating function is defined at all points in space x = {x1, x2, x3}. We
define the VOF as the volume fraction of phase I in a control volume j of volume Vj.
The VOF is computed from χ (x) via
ψj =
1
Vj
∫
j
χ(x)dV, (2.2)
where ψj = ψ(xj) is the VOF corresponding to the control volume j with centroid
xj = {x1j , x2j , x3j}. The VOF transitions from ψj = 1 in phase I to ψj = 0 in phase II
over a narrow region of thickness approximately equal to the mesh spacing ∆, where
0 < ψj < 1. Rapid variation in the VOF is not amenable to numerical differentiation
[1], so we introduce a “smooth” representation of phase termed the color function φ.
This color function transitions from φ = 1 in phase I to φ = 0 in phase II over an
interfacial thickness that is greater than ∆. The value of the color function at point
xj is obtained by convolving the VOF over Np points near xj:
φj =
∑Np
i=1 ψiW1 (xi − xj, h1)Vi∑Np
i=1W1 (xi − xj, h1)Vi
. (2.3)
In the above expression, W1 is a convolution or weight function with a compact
influence radius h1. The number of points sampled in the convolution is the number
of points on the computational mesh that fall within a distance h1 of point xj. It is
possible to generate a variety of equally valid color functions by changing W1 or h1.
For the purposes of computing curvature, W1 and h1 are chosen so that the first and
second-order spatial derivatives of φ are well defined. The expression for curvature
used in this work is
κ =
∇φH∇φT − |∇φ|2 Trace (H)
2 |∇φ|3 , (2.4)
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where H is the Hessian, H = ∇ (∇φ) [38].
2.2.2 Derivatives of the color function
We have devised a process, in the formalism of the FPM [84], that facilitates compu-
tation of derivatives of φ. Once acquired, these derivatives are used to compute the
curvature κ via Eq. (2.4). A second-order Taylor series expansion relates the value of
the color function φ at nearby locations x = {x1, x2, x3} and xo = {x1o, x2o, x3o},
φ(x) = φ(xo)+(x
α − xαo )
∂φ(xo)
∂xα
+
1
2
(xα−xαo )(xβ−xβo )
∂2φ(xo)
∂xα∂xβ
+O [(x− xo)3] , (2.5)
where the superscripts denote a component of the position vector x and repeated
superscript indices imply summation. We multiply Eq. (2.5) by a limited support
weight function W2 (x− xo, h2), integrate over the volume of limited support, and
then approximate the integral by summation over discrete elements j of volume Vj.
This results in a spatially local and weighted relation between φo = φ(xo) and φj =
φ(xj), where xj is the set of Np points within h2 of xo,
Np∑
j=1
φjW2Vj = φo
Np∑
j=1
W2Vj +
∂φo
∂xα
Np∑
j=1
(
xαj − xαo
)
W2Vj
+
∂2φo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )W2Vj
+
Np∑
j=1
O [(xj − xo)3]W2Vj. (2.6)
The arguments of W2 have been dropped for conciseness. Ten unknowns, φo and its
derivatives, appear in Eq. (2.6). We follow the standard FPM procedure of introduc-
ing additional weight functions that are spatial derivatives of the base weight function
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W2 [84]. The result is a three-dimensional sampling basis Ω,
Ω =
[
W2
∂W2
∂x1
∂W2
∂x2
∂W2
∂x3
∂2W2
∂x1∂x1
∂2W2
∂x2∂x2
∂2W2
∂x3∂x3
∂2W2
∂x1∂x2
∂2W2
∂x1∂x3
∂2W2
∂x2∂x3
]T
. (2.7)
Using the sampling basis to construct the equivalent of Eq. (2.6) for each weight in
Ω and dropping terms of order three returns the FPM system,
Np∑
j=1
φjΩ
kVj = φo
Np∑
j=1
ΩkVj +
∂φo
∂xα
Np∑
j=1
(
xαj − xαo
)
ΩkVj
+
∂2φo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )ΩkVj. (2.8)
where the index k ranges from 1 to 10. Solving the system of equations defined by
Eq. (2.8) returns the color function and its first and second derivatives at location xo
(φo, ∂φo/∂x
α, and ∂2φo/∂x
α∂xβ).
2.2.3 Curvature from the VOF
The computational cost associated with the solution of Eq. (2.3) may be avoided by
computing the curvature from the VOF directly. The first step in arriving at such
a methodology is to add ψ(x) − ψo to both sides of Eq. (2.5), yielding (after minor
manipulation)
ψ(x)− ψo = (xα − xαo )
∂φo
∂xα
+
1
2
(xα − xαo )(xβ − xβo )
∂2φo
∂xα∂xβ
− [φ(x)− φo] + [ψ(x)− ψo] +O
[
(x− xo)3
]
. (2.9)
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We multiply Eq. (2.9) by ∂W2/∂x
1 and integrate to obtain (after dropping third order
terms)
Np∑
j=1
(ψj − ψo) ∂W2
∂x1
Vj =
∂φo
∂xα
Np∑
j=1
(
xαj − xαo
) ∂W2
∂x1
Vj
+
∂2φo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )
∂W2
∂x1
Vj
−
Np∑
j=1
[φj − φo] ∂W2
∂x1
Vj +
Np∑
j=1
[ψj − ψo] ∂W2
∂x1
Vj. (2.10)
The left-hand-side of Eq. (2.10) is the kernel approximation of ∂ψo/∂x
1,
∂ψo
∂x1
≈
Np∑
j=1
(ψj − ψo) ∂W2
∂x1
Vj, (2.11)
and the third term on the right-hand-side is the kernel approximation of ∂φo/∂x
1
∂φo
∂x1
≈
Np∑
j=1
[φj − φo] ∂W2
∂x1
Vj. (2.12)
We make use of these approximations to re-write Eq. (2.10) as
∂ψo
∂x1
=
∂φo
∂xα
Np∑
j=1
(
xαj − xαo
) ∂W2
∂x1
Vj +
∂2φo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )
∂W2
∂x1
Vj
+
∂ψo
∂x1
− ∂φo
∂x1
. (2.13)
Both kernel expressions, ∂ψo/∂x
1 and ∂φo/∂x
1, are at least twice differentiable pro-
vided W2 is at least thrice differentiable [153]. Because all of the terms in Eq. (2.13)
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are differentiable, we assume that a different color function ϕ(xo) exists that satisfies
∂ϕo
∂xα
Np∑
j=1
(
xαj − xαo
) ∂W2
∂x1
Vj +
∂2ϕo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )
∂W2
∂x1
Vj =
∂φo
∂xα
Np∑
j=1
(
xαj − xαo
) ∂W2
∂x1
Vj +
∂2φo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )
∂W2
∂x1
Vj +
∂ψo
∂x1
− ∂φo
∂x1
.
(2.14)
Substituting this expression into Eq. (2.13) returns
∂ψo
∂x1
=
∂ϕo
∂xα
Np∑
j=1
(
xαj − xαo
) ∂W2
∂x1
Vj
+
∂2ϕo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )
∂W2
∂x1
Vj. (2.15)
Nine unknowns (the derivatives of ϕo) appear in Eq. (2.15), as opposed to the ten
unknowns in Eq. (2.8). We therefore implement a sampling basis with nine weights,
Ω =
[
∂W2
∂x1
∂W2
∂x2
∂W2
∂x3
∂2W2
∂x1∂x1
∂2W2
∂x2∂x2
∂2W2
∂x3∂x3
∂2W2
∂x1∂x2
∂2W2
∂x1∂x3
∂2W2
∂x2∂x3
]T
, (2.16)
under the assumption that
∂ϕo
∂xα
Np∑
j=1
(
xαj − xαo
)
ΩkVj +
∂2ϕo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )ΩkVj =
∂φo
∂xα
Np∑
j=1
(
xαj − xαo
)
ΩkVj +
∂2φo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )ΩkVj −
Np∑
j=1
[φj − φo] ΩkVj +
Np∑
j=1
[ψj − ψo] ΩkVj, (2.17)
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and use the basis to construct the corresponding FPM system,
Np∑
j=1
(ψj − ψo) ΩkVj = ∂ϕo
∂xα
Np∑
j=1
(
xαj − xαo
)
ΩkVj
+
∂2ϕo
∂xα∂xβ
Np∑
j=1
1
2
(xαj − xαo )(xβj − xβo )ΩkVj, (2.18)
where the index k ranges from 1 to 9. Solving the system of equations defined by Eq.
(2.18) returns ∂ϕo/∂x
α and ∂2ϕo/∂x
α∂xβ. Substituting these spatial derivatives of
ϕo for the spatial derivatives of φ in Eq. (2.4) returns the curvature κ at point xo.
The left-hand-side of Eq. (2.18) is a column vector containing the kernel ap-
proximations of the nine spatial derivatives of the VOF ψ evaluated at position xo.
These kernel derivatives are associated with the interfacial length scales and the influ-
ence radius h2 of the sampling basis Ω. The kernel approximations have an implicit
smoothness due to the sampling of ψ with Ω. Therefore, while the VOF ψ may not
be smooth on the Eulerian mesh, the kernel approximations of its derivatives used in
Eq. (2.18) are all smooth, provided h2 is sufficiently large.
2.2.4 Implementation optimizations
For calculations performed on time-independent grids, computing and storing con-
stants at the beginning of the simulation considerably reduces computational costs.
This requires writing the FPM system, chosen for this demonstration as Eq. (2.8), at
point xo in matrix form,
Ab = c, (2.19)
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where A is the coefficient matrix,
A =

∑Np
j=1 Ω
1Vj
∑Np
j=1
(
x1j − x1o
)
Ω1Vj . . .
∑Np
j=1
1
2
(x2j − x2o)(x3j − x3o)Ω1Vj∑Np
j=1 Ω
2Vj
∑Np
j=1
(
x1j − x1o
)
Ω2Vj . . .
∑Np
j=1
1
2
(x2j − x2o)(x3j − x3o)Ω2Vj
...
...
. . .
...∑Np
j=1 Ω
10Vj
∑Np
j=1
(
x1j − x1o
)
Ω10Vj . . .
∑Np
j=1
1
2
(x2j − x2o)(x3j − x3o)Ω10Vj
 ,
(2.20)
b is the solution vector,
b =

φo
∂φo
∂x1
...
∂2φo
∂x2∂x3
 , (2.21)
and c is the weighted color function vector,
c =

∑Np
j=1 φjΩ
1Vj∑Np
j=1 φjΩ
2Vj
...∑Np
j=1 φjΩ
10Vj
 . (2.22)
Solution of the FPM system is then defined by
b = A−1c. (2.23)
The inverse of the coefficient matrix A−1 can be computed and stored for time-
independent grids (xo and xj do not change in time). On a uniform cartesian grid,
A−1 is the same at every grid point. On an unstructured or non-uniform grid, A−1
is unique for every grid point. One can also compute and store ΩkVj which reduces
the runtime cost of computing the c vector. With these optimizations, solution of
the FPM system becomes a two-step process. First, the c vector is completed by
multiplying the stored values of ΩkVj by φj. Next, the c vector is multiplied by the
stored inverse of the coefficient matrix A−1. This two-step process returns the spatial
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derivatives of φo in the solution vector b. These derivatives are used to compute
curvature via Eq. (2.4).
2.3 Performance assessment
2.3.1 Evaluation methodology
The accuracy of the proposed methods is assessed by comparing the computed cur-
vature of spheres to the analytical curvature. In order to perform these evaluations,
we approximately recreate the procedure used to evaluate the MDHF method [105].
Two-dimensional geometries are not considered because most applications of practical
interest are three-dimensional.
A sphere of diameter D = 0.4 is placed in a cube of side length L = 1. A set of N
equally spaced points are generated on the surface of the sphere. A sufficient number
of points are generated such that there is at least one point in each computational
cell intersected by the surface of the sphere. The predicted curvature κ is compared
to the analytical curvature κa at these N points via the L2 and L∞ norms defined by
[18, 105]
L2 =
√∑
N (κ− κa)2∑
N κ
2
a
(2.24)
and
L∞ = max
∣∣∣∣κ− κaκa
∣∣∣∣ . (2.25)
The L2 norm is averaged over all simulations per mesh resolution, while the L∞ norm
is taken as the maximum over all simulations.
The proposed evaluation methodology neglects the contribution of error from un-
certainty in the precise interface location; this error is neglected by locating the N
points identically on the interface. Neglecting this error is intentional because it iso-
lates the errors due to the FPM expressions. In Section 2.4 we explore the effects of
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interface location error by defining the interface with the piecewise linear interface
calculation (PLIC) method [119].
2.3.2 Numerical parameters
The domain is discretized by a uniform mesh ranging in resolution from 63 to 1293
computational nodes. Padded regions are added when necessary to accommodate
stencils that exceed the domain boundary. The uniform mesh spacing ∆ ranges from
∆ = 1/5 to ∆ = 1/128. For each mesh resolution, five simulations are performed
where the center of the sphere is displaced from the center of the cube in the x1, x2,
and x3 directions by random numbers ranging from −∆ to ∆. The perturbations
produce different alignments between the sphere and the mesh and therefore result
in different errors.
The VOF is initialized using an approach similar to that used in [18]. Each control
volume is divided into a 3 × 3 × 3 sub-mesh. If a control volume in the sub-mesh
contains the interface, it is further divided into a 33×33×33 mesh. The mesh spacing
of the finest mesh is therefore ∆/99. If a control volume in the finest mesh contains
the interface, the VOF in the control volume is computed by assuming the interface
is a plane with a normal vector corresponding to the D = 0.4 sphere. The VOF
corresponding to the original control volume is then computed by volume averaging
all VOF values contained within its bounds. As a form of verification, the VOF was
also initialized with a Monte Carlo method. No significant change in the curvature
results are observed for the different VOF initialization approaches.
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Figure 2.1. Profiles of weight functions W1 and W2.
2.3.3 Weight functions
The color function-based computations are performed by initially convolving the VOF
according to Eq. (2.3). The weight function used for this operation is defined as
W1(R, h1) =
(1−R
2) , 0 ≤ R ≤ 1,
0, R > 1,
(2.26)
where R = |xj − xo| /h1. The weight function used to construct the FPM sampling
basis Ω for both the color function and VOF-based methods is taken as
W2(R, h2) =
(−3R
4 + 8R3 − 6R2 + 1) , 0 ≤ R ≤ 1,
0, R > 1,
(2.27)
where R = |xj − xo| /h2 [87]. Weights W1 and W2 are provided for reference in Fig.
2.1.
Smaller influence radii are associated with lower computational costs and poten-
tially lower accuracy. For example, if an influence radius is selected as h = 2∆,
the weight function is non-zero at the centroid of Np = 27 neighboring nodes (on a
21
uniform grid). This may or may not be sufficient to approximate the sampled func-
tion. The number of points required for a high-fidelity approximation depends on
the function being sampled. Small influence radii are sometimes required because
the method assumes that one contiguous interface is sampled – this is also true for
MDHF, convolved VOF, and level-set based methods [48]. Sampling more than one
interface introduces an error, so small influence radii should be applied to flows with
multiple, close proximity interfaces. The multiple interface error can be eliminated by
temporarily removing all nearby interfaces disconnected from the interface of interest
[88, 129], but this remedy adds implementation complexity. In the following results,
we limit the discussion to reasonably small influence radii.
The number of grid points sampled by a weight function with influence radius
h depends partly on whether the calculations are interface-centered (xo falls on the
interface) or cell-centered (xo falls on a grid point). This is demonstrated by consid-
ering an influence radius that is an integer multiple of the mesh spacing, for example
h = 3∆. On a Cartesian mesh with cell-centered calculations, the only relevant cells
are those within h = 2∆ of xo in each of the orthogonal directions. This is because
the weight function reaches a magnitude of zero when the separation between the
sampling point and the origin of the calculation xo equals the influence radius. In
the case of cell-centered calculations on a uniform mesh, the support width is best
described by an effective influence radius,
h? = h−∆. (2.28)
On unstructured or curvilinear meshes, or when the calculations are interface-centered,
the effective influence radius and the influence radius are equal, h? = h, because the
effective support depends on the local mesh and its alignment with the interface. In
other words, the separation between sampled points is irregular, so the entire influ-
ence radius must be considered. In the following sections we present all results as a
function of the effective influence radius h?.
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Figure 2.2. Error norms for cell-centered calculations of curvature from the color
function: (a) L2 error norms; (b) L∞ error norms.
2.3.4 Curvature from the color function
Two methods for computing the interfacial derivatives are considered. In the first, all
computations are performed at cell centers – the VOF is initialized at the cell-centers,
the color function is computed at the cell-centers, and the curvature is computed at
the cell-centers. The cell-centered curvatures are then tri-linearly interpolated to
the N interfacial points. This method allows for the pre-calculation and storage
techniques discussed in Section 2.4 because the locations of xo and xj are fixed at
the cell-centers. In the second case, the curvature is computed at the N interfacial
points – the VOF is initialized at the cell-centers, the color function is computed
at the cell-centers, and the curvature is computed at the N interfacial points. The
second method does not allow for pre-calculation and storage because the location
of xo moves with the interface. The distinction between these two methods is made
because they provide different sources of error.
Curvature errors from cell-centered calculations based on the color function are
shown in Fig. 2.2. Results are obtained for an influence radius of h?1 = 4∆, and three
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Figure 2.3. Error norms for interface-centered calculations of curvature from the color
function: (a) L2 error norms; (b) L∞ error norms.
values of h?2 (h
?
2 = ∆, h
?
2 = 2∆ and h
?
2 = 3∆). The errors are presented as a function
of the number of computational nodes N across the sphere diameter D, denoted by
N/D. The errors generally decrease as the resolution increases. However, the errors
begin to increase beyond a resolution of N/D = 20. Similar to the standard con-
volved VOF method, convergence is not observed. Lack of convergence is attributed
to high-frequency variations in the VOF field [18]. For N/D ≤ 3, all values of h?2
yield the same result. When the interface is poorly resolved, interpolation does not
appropriately characterize the sub-grid-scale curvature and dominates the error. Be-
yond resolutions of N/D = 3, the solution becomes more accurate as h?2 increases.
For N/D > 20, the solution becomes less accurate due to increased influence of the
high frequency VOF variations. Despite the increase in error, the L2 norm is less than
1% for droplets resolved by greater than 5∆ for h?2 > ∆ (up to the maximum tested
value of N/D = 51.2). The L∞ norm is larger than L2 for all cases, as it represents
the global maximum error of all five simulations.
Results for the interface-centered calculations are shown in Fig. 2.3. Calculations
are performed for an FPM influence radius of h?2 = 3∆, and three values of h
?
1 (h
?
1 =
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2∆, h?1 = 3∆ and h
?
1 = 4∆). The figure reveals that the interface-centered calculations
produce smaller errors than the cell-centered calculations for the lowest resolutions
(approximately N/D ≤ 5). Both L2 and L∞ errors decrease with increasing h?1.
However, they are relatively insensitive to resolution – the errors do not depend
strongly on N/D over the range tested. For h?1 = 4∆ and h
?
2 = 3∆, the L2 error is
less than 1% for all resolutions tested except for the lowest of N/D = 2. For the same
parameters, the L∞ error is less than 4% for all resolutions. Sufficient smoothing of
the VOF is required to obtain results that do not quickly diverge, and the results
suggest h?1 = 2∆ provides insufficient smoothing.
2.3.5 Modified color function approach
There are multiple variants of the color function approach. We limit the discussion of
variants to one simple modification that reduces the computational cost of computing
curvature from the color function.
If φo is obtained via Eq. (2.3), the first term on the right-hand-side of Eq. (2.8)
can be subtracted from both sides of the equation, resulting in a new expression,
Np∑
j=1
(φj − φo) ΩkVj = ∂φo
∂xα
Np∑
j=1
(
xαj − xαo
)
ΩkVj+
∂2φo
∂xα∂xβ
Np∑
j=1
1
2
(xαj −xαo )(xβj −xβo )ΩkVj.
(2.29)
The modified FPM expression in Eq. (2.29) is a system of nine, rather than ten
equations like Eq. (2.8), because the value of φo is known. The sampling basis Ω
defined by Eq. (2.7) can therefore be reduced in size from ten to nine elements by
removing W2. The potential benefit of Eq. (2.29) is that it requires the population
and solution of a 9 × 9 matrix rather than a 10 × 10 matrix, and therefore reduces
computational cost by approximately 20%.
A comparison of the cell-centered results produced by Eq. (2.8) and Eq. (2.29)
appears in Fig. 2.4. For both cases, h?1 = 4∆ and h
?
2 = 3∆. Performance with respect
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Figure 2.4. Comparison of errors produced by the 10 equation system of Eq. (2.8)
and the 9 equation system of Eq. (2.29) for h?1 = 4∆ and h
?
2 = 3∆: (a) L2 error
norms; (b) L∞ error norms.
to both L2 and L∞ is comparable over the range of N/D considered, suggesting the
constraint on φo required to derive Eq. (2.29) does not strongly impact the solution.
The similar performances of Eq. (2.8) and Eq. (2.29) suggest the use of Eq. (2.29) is
favorable, considering the reduction in computational expense.
2.3.6 Curvature from the VOF
Only cell-centered curvatures are considered for the VOF-based calculations. Curva-
ture errors obtained by performing VOF-based calculations are shown in Fig. 2.5. The
trends observed in the error are similar to those in the color function-based curvature.
For small h?2, such as h
?
2 = 2∆, poor performance is observed. For h
?
2 > 3∆, the L2
errors are effectively less than 1% for resolutions 5 < N/D < 25. For h?2 = 5, the L2
errors are less than 1% for all tested resolutions greater than 5 N/D. A maximum
characteristic error of L2 ≈ 9.25% is achieved for spheres resolved by two nodes. The
color function and VOF methods differ in the relative magnitude of error. For a given
h?2, the errors in the VOF-obtained curvature are between two and ten times greater
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Figure 2.5. Error norms for cell-centered calculations of curvature from the VOF: (a)
L2 error norms; (b) L∞ error norms.
Table 2.1. Parameters for hybrid FPM #1 in Fig. 2.6.
Resolution Interface/Cell-centered h?1 h
?
2
N/D < 5 Interface 4∆ 3∆
5 ≤ N/D < 23 Cell 4∆ 3∆
23 ≤ N/D < 35 Cell 6∆ 3∆
35 ≤ N/D < 50 Cell 7∆ 3∆
N/D ≥ 50 Cell 11∆ 3∆
than the curvature obtained from the color function.
2.3.7 Hybrid computations
Accuracy depends on the resolution, the influence radii, and whether the calculations
are interface-centered or cell-centered. A hybrid approach that changes as a func-
tion of N/D can optimize accuracy. One such hybrid approach is defined in Table
2.1. It performs color function-based calculations that are interface-centered at low
resolutions and cell-centered at high resolutions. Smoothness of the color function
is improved by increasing h?1 with increasing N/D. Performance of the hybrid FPM
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Figure 2.6. Performance comparison of hybrid FPM #1 (defined in Table 2.1), the
color function-based FPM with cell-centered calculations, and the MDHF method:
(a) L2 error norms; (b) L∞ error norms. MDHF results are taken from [105].
is demonstrated in Fig. 2.6. For comparison, Fig. 2.6 also includes the cell-centered
approach with curvature computed from the color function (h?1 = 4∆ and h
?
2 = 3∆),
and the MDHF results from [105]. (These results were electronically recovered and
serve as reference only.) The MDHF uses nine nodes to construct the heights and
uses second-order differencing.
Figure 2.6 shows that the L2 and L∞ errors decrease with increasing resolution
for the hybrid FPM. Increasing the color function influence radius, h?1, as a function
of N/D damps high frequency variations in the VOF and allows for high accuracy
at large N/D. The results in Fig. 2.6 demonstrate that the FPM approach has the
ability to out-perform the MDHF with respect to both the L2 and L∞ errors across
the range of resolutions considered. The cell-centered, color function-based FPM with
constant h1 also out-performs the MDHF method for N/D < 40.
An important caveat when making these comparisons to the MDHF method is
that we have defined the interface as N points that fall on the analytical interface;
we have not reconstructed the interface from the VOF in a standard formalism. Any
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interface reconstruction is expected to introduce additional error, particularly at lower
resolutions. The error associated with reconstruction is considered in the next section.
2.4 Practical implementation with PLIC and G-
grid
2.4.1 PLIC and G-grid description
Geometric reconstruction entails the approximation of interface shape and location in
each interfacial control volume. The PLIC method is commonly used for this purpose
[18, 104, 105]. In the PLIC method, the interface in each interfacial control volume is
approximated by a plane. The plane is defined to have the same normal vector as the
local VOF field, and the position of the plane is chosen so the fraction of the control
volume under the plane (in Phase I) is equal to the VOF. The normal vector,
n = ∇ψ, (2.30)
is computed from the first derivatives of the VOF, acquired through solution of Eqn.
(2.18) with h1 = 2.8∆. The PLIC algorithm implemented in this work is defined in
detail by [119].
Advection of a poorly resolved geometric VOF results in unphysical distortion
of the interface [104]. It is therefore beneficial to perform species transport on a
G-grid in simulations of primary atomization, as demonstrated for level-set methods
by [52] and VOF methods by [65]. A G-grid is a relatively fine computational grid
that is coincident with the flow solver grid [48, 52]. The practical considerations
for implementation are detailed by [48]. The degree of refinement of the G-grid is
defined by the ratio of the flow solver grid spacing to the G-grid spacing, ∆/∆G. For
example, a G-grid with three-times the resolution of the flow solver grid is defined by
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∆/∆G = 3. In this section, we consider the effects of using a G-grid on the accuracy
of curvature computed with the FPM.
The PLIC algorithm is solved on the G-grid, resulting in a reconstructed interface
in each interfacial G-grid cell. In a full fluid dynamics simulation, the VOF would
also be transported on the G-grid. The VOF of a flow solver grid cell is computed
as the aggregate of the G-grid VOF values that fall within its bounds. All curvature
calculations are performed on the flow solver grid as a function of the flow solver
VOF, but the interface location is defined by the PLIC surfaces on the G-grid. The
computational cost of computing curvature is therefore independent of the level of
G-grid refinement, ∆/∆G, because curvature is computed as a function of the VOF
on the flow solver grid. The centroid of the PLIC surface in each interfacial G-grid
cell serves as the interfacial point for curvature calculation – in contrast to the N
points seeded on the interface in the previous section. In practice, one need only
compute curvature at a single PLIC surface per flow solver grid cell. However, every
PLIC surface is considered here to best quantify the errors.
2.4.2 Performance evaluation
The same numerical parameters and methodology used to evaluate curvature in Sec-
tion 2.3 are used in this section. The VOF in each G-grid cell is initialized by dividing
it into a 33× 33× 33 sub-grid. If the interface falls within the bounds of a sub-grid
cell, the VOF is initialized by assuming the interface is a plane with a normal vector
corresponding to the D = 0.4 sphere. The VOF of the G-grid cell is then computed
as the aggregate of the sub-grid VOF values.
Curvature errors for the cell-centered color function approach with h?1 = 4 and
h?2 = 3 appear in Fig. 2.7. Four different resolutions of G-grid have been considered
with PLIC interface reconstruction. The case of ∆/∆G = 1 uses a G-grid with the
same resolution as the flow solver grid – this is equivalent to not using a G-grid and
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Figure 2.7. Comparison of errors produced with different levels of G-grid refinement
for cell-centered calculations with h?1 = 4∆ and h
?
2 = 3∆ and PLIC interface recon-
struction: (a) L2 error norms; (b) L∞ error norms.
simply using the flow solver grid. This case presents the largest error of the four
considered. The case of ∆/∆G = ∞ uses a G-grid with infinite resolution, and is
the equivalent of knowing the analytical position of the interface. This case presents
the smallest error, and is the same result that appeared in Section 3 for h?1 = 4
and h?2 = 3. The final two cases, ∆/∆G = 3 and ∆/∆G = 5, dramatically improve
accuracy relative to the case without a G-grid. The curvatures computed at the cell-
centers are the same for all four cases in Fig. 2.7 because they are computed from the
flow solver VOF. The differences in error are therefore entirely due to interpolation.
It is apparent that the G-grid, in addition to improving phase transport behavior
[48, 52], improves the accuracy of curvature in the context of convolved VOF methods
by reducing interpolation error. In addition to reducing interpolation error, the PLIC
surfaces on the G-grid also allow for interface-based calculations, as demonstrated by
the hybrid FPM implementation in Fig. 2.8.
A hybrid FPM implementation that utilizes a G-grid and PLIC interfacial recon-
struction, denoted by hybrid FPM #2, appears in Fig. 2.8. The details of the hybrid
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Figure 2.8. Performance comparison of hybrid FPM #2 (defined in Table 2.2), the
color function-based FPM with cell-centered calculations and PLIC interface recon-
struction (triangle), and the MDHF method: (a) L2 error norms; (b) L∞ error norms.
MDHF results are taken from [105] .
implementation are defined in Table 2.2. Unlike hybrid FPM #1 from Section 2.3.7,
hybrid FPM #2 uses a constant h?1 = 4. The ∆/∆G = 1 results from Fig. 2.7 and
the MDHF results from [105] are also included for reference. Figure 2.8 demonstrates
that using a standard PLIC reconstruction without a G-grid and selecting the influ-
ence radii to be h?1 = 4 and h
?
2 = 3 produces results comparable to the MDHF for
N/D < 50. However, hybrid FPM #2 demonstrates superior accuracy for N/D < 40.
Additional smoothing of the VOF could be introduced by increasing h?1 as a function
of N/D, but here we consider the case of constant h?1, favoring computational af-
fordability. The most prominent improvement of the hybrid implementation over the
other two methods appears for N/D < 25, which is significant for spray simulation.
It is possible to maintain high accuracy in this range while reducing computational
cost.
Results for a third hybrid approach, hybrid FPM #3 (defined in Table 2.3), appear
in Fig. 2.9. The figure also includes results for a VOF-based curvature with h?2 =
3∆. Both the VOF-based curvature and hybrid FPM #3 utilize a G-grid defined by
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Table 2.2. Parameters for hybrid FPM #2 in Fig. 2.8.
Resolution Interface/Cell-centered h?1 h
?
2 ∆/∆G
N/D < 5 Interface 4∆ 3∆ 5
N/D ≥ 5 Cell 4∆ 3∆ 5
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Figure 2.9. Performance comparison of hybrid FPM #3 (defined in Table 2.3), the
VOF-based FPM with PLIC interface reconstruction and a G-grid of ∆/∆G = 5
(triangle), and the MDHF method: (a) L2 error norms; (b) L∞ error norms. MDHF
results are taken from [105] .
∆/∆G = 5. The effective influence radii used to compute curvatures in Fig. 2.9 are
smaller than those used in Fig. 2.8. For example, Hybrid FPM #3 uses h?1 = 2∆,
whereas hybrid FPM #2 uses h?1 = 4∆. The VOF-based curvature does not require
a color function. Despite the reduction in influence radii, the curvatures in Fig. 2.9
remain relatively high quality for N/D < 25. Small influence radii, such as those
used in Fig. 2.9, optimize accuracy and computational cost for features resolved by
few computational nodes. The additional smoothing behavior of large influence radii,
such as those used in Fig. 2.8, is required for flows with well-resolved features.
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Table 2.3. Parameters for hybrid FPM #3 in Fig. 2.9.
Resolution Interface/Cell-centered h?1 h
?
2 ∆/∆G
N/D < 5 Interface 2∆ 3∆ 5
N/D ≥ 5 Cell 2∆ 3∆ 5
2.5 Chapter summary and conclusions
We have presented two FPM formulations for computing curvature on poorly resolved,
three-dimensional surfaces in the context of VOF methods. The first formulation is
based on a convolved VOF, called the color function, and the second is based on the
VOF directly. Both formulations have been implemented to compute the curvature
of a sphere, and the results have been evaluated with respect to the L2 and L∞ error
norms. We use the errors in calculated curvature to assess (i.) the relative quality
of curvature computed at cell-centers and at interfaces, (ii.) the potential to reduce
the computational cost of the color function-based calculations, (iii.) the relative
quality of curvature computed from the color function and from the VOF, (iv.) the
performance of a hybrid method with resolution-dependent parameters, and (v.) the
impact of interface reconstruction and the use of a G-grid on accuracy.
Results show that curvatures computed at the cell center are more accurate than
those computed at the interface for nearly all resolutions. Curvatures computed at
the interface are less accurate because the interface moves relative to the mesh and
causes differential weighting between nodes. For very low resolutions, interpolation
from the cell center to the interface dominates the error. In this regime the interface-
centered calculations are more accurate because they do not require interpolation.
Regardless of where the calculations are performed, increasing the influence radii
improves curvatures. Although no radii produce convergence, larger radii damp high
frequency variations in the VOF, improving accuracy at higher resolutions. A hybrid
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FPM approach leverages these concepts and demonstrates high accuracy across all
tested resolutions.
Color function-based curvatures are up to ten times more accurate than VOF-
based curvatures. The benefit of computing curvature from the VOF is the compu-
tational savings – it eliminates the convolution operation and reduces the expense of
solving the FPM system by approximately 20%. Both the color function and VOF for-
mulations out-perform the MDHF method for poorly resolved geometries. Significant
performance improvements are achieved with the use of G-grids, which dramatically
reduce interpolation error. A hybrid color function formulation, coupled with a G-
grid and PLIC interfacial reconstruction, produces significantly smaller errors than
the MDHF method for nearly the entire range of tested resolutions.
The resolutions considered in this work reflect those observed in contemporary
spray simulations [51, 124, 22]. At these resolutions, the FPM demonstrates bet-
ter accuracy than the height function method. The results suggest the FPM to be
an improvement to the state-of-the-art for accurately computing curvature in VOF
simulations of sprays.
Chapter 3
Dynamic evaluation of the finite
particle method for computing
curvature
This chapter has been adapted from Wenzel and Garrick [149].
3.1 Introduction
The length scale used for computing interfacial curvature is an adjustable parameter
in the finite particle method defined in Chapter 2. The length scale is adjusted via the
influence radius. The Adjustable Curvature Evaluation Scale (ACES) methodology
presented by Owkes et al. [107] also has the functionality of a variable length scale.
The important conclusions drawn by Owkes et al. [107] during the development of
the ACES methodology are the length scale used to compute curvature significantly
influences dynamic accuracy, and any evaluation of curvature methods should include
dynamic testing. In this chapter, we evaluate the dynamic performance of the FPM
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in simulations of poorly-resolved oscillating ethanol droplets in two and three dimen-
sions. We explore the dependence of performance on the length scale considered when
computing curvature, and we introduce the possibility of dynamically modifying the
length scale. Performance comparisons are made with the second-order height func-
tion method, and a Coupled FPM/Height Function method is presented. We conclude
the chapter with a summary of results and a discussion.
3.2 Methods
3.2.1 Governing equations
We consider the multiphase, incompressible Navier-Stokes equations for an immiscible
system with phase-dependent properties. The system is governed by conservation of
momentum,
∂u
∂t
+ u · ∇u = −1
ρ
∇P + 1
ρ
∇ · [µ (∇u +∇uT )] , (3.1)
where ρ is the density, u is the velocity vector, P is the pressure, and µ is the viscosity.
The fluid is made incompressible by enforcing the divergence-free condition on the
velocity field,
∇ · u = 0. (3.2)
Knowledge of which phase (liquid or gas) is located at x = {x1, x2, x3} is required in
order to compute the fluid properties. Evolution of the phase information is achieved
by solving the Volume-of-Fluid (VOF) transport equation,
∂ψ
∂t
+ u · ∇ψ = 0. (3.3)
The VOF ψ is defined as the volume fraction of the liquid phase in a control volume,
meaning ψ = 1 in cells filled with liquid, ψ = 0 in cells filled with gas, and 0 < ψ < 1
in cells containing both phases. The viscosity and density are computed at all x as a
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function of the VOF:
µ (x) = µlψ (x) + µg (1− ψ (x)) , (3.4)
and
ρ (x) = ρlψ (x) + ρg (1− ψ (x)) . (3.5)
Interfacial dynamics enter the system through the boundary condition at the phase
interface,
[P ] = σκ+ 2 [µ] nT · ∇u · n, (3.6)
where [P ] is the pressure jump at the interface, σ is the surface tension coefficient,
κ is the interfacial curvature, [µ] is the difference in fluid viscosities, and n is the
interfacial unit normal vector. The surface tension σκ is directly proportional to the
curvature κ. The Finite Particle Method computes the curvature κ as a function of
the VOF ψ according to Eq. (2.29).
3.2.2 Description of flow solver
Our strategy for solving the governing equations is largely modeled off of the solver
described by Desjardins et al. [21]. The momentum transport equation is solved
on a staggered grid with a second-order spatial discretization. The VOF transport
and momentum equations are staggered in time and are integrated in time with a
semi-implicit Crank–Nicolson scheme (in an explicit iterative configuration). VOF
transport and interfacial reconstruction is accomplished with the geometric approach
outlined in [152], and the algebraic PLIC reconstruction methods of [119]. The pres-
sure jump at the interface due to surface tension is imposed with the Ghost Fluid
Method (GFM) [32]. Trilinear interpolation is used to determine the curvature at the
centroid of the reconstructed interface in the interfacial cells (where 0 < ψ < 1), and
this curvature defines the jump condition for pressure in the GFM. Variable viscosity
is not treated with the GFM, but rather treated as in [21].
38
The weight function used to compute the color function is defined by
W1(R, h1) =
(1−R
2)
6
, 0 ≤ R ≤ 1,
0, R > 1,
(3.7)
where R = |xj − xo| /h1. The weight function used to construct the FPM sampling
basis Ω is defined by
W2(R, h2) =
(−3R
4 + 8R3 − 6R2 + 1) , 0 ≤ R ≤ 1,
0, R > 1,
(3.8)
where R = |xj − xo| /h2 [87]. The influence radii h1 and h2 are free parameters. For
all simulations presented in this chapter, the color function influence radius is fixed
to h1 = 1.5∆. The FPM influence radius h2 is varied to determine its impact on
dynamic performance.
3.3 Performance assessment
Oscillating ethanol droplets suspended in air are considered as a dynamic test plat-
form for the FPM. Test conditions are limited to low resolutions to reflect the degree
of resolution expected for droplets and ligaments present in contemporary spray sim-
ulations. The evaluation is divided into three parts: oscillations of two-dimensional
droplets as a function of the mesh resolution and the FPM influence radius h2; os-
cillations of three-dimensional droplets with comparison between the FPM and a
second-order height function method; and oscillations of two-dimensional droplets
with adaptive influence radii.
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3.3.1 Oscillating two-dimensional ethanol droplets
Problem setup
An ethanol droplet with radius a = 20 µm is suspended in air. The droplet interface
is initially perturbed into an elliptical shape defined by
x2
(a/0.75)2
+
y2
(0.75a)2
= 1, (3.9)
where the origin is centered on the droplet. The domain is a periodic square with side
length L = 100 µm. The ethanol has a density of ρl = 789.3 kg/m
3 and a viscosity of
µl = 1.2× 10−3 Pa · s, and the air has a density of ρg = 1.225 kg/m3 and a viscosity
of µg = 1.81× 10−5 Pa · s. The surface tension coefficient is σ = 0.02178 N/m [143].
Mesh resolutions of Nx = 8, Nx = 16, Nx = 32, and Nx = 64 are considered. The
FPM influence radius is considered at two values, h2 = 2.25∆ and h2 = 4∆.
Potential energy stored in the elliptical interface produces temporal shape oscil-
lations of the droplet. The kinetic energy provides a natural means to examine the
oscillation behavior, as the problem is characterized by an exchange between kinetic
and potential energy. This work considers the dimensionless droplet kinetic energy
E?,
E? =
1
Eo
∫ ∞
−∞
∫ ∞
−∞
1
2
ρlψu · udxdy, (3.10)
where Eo is a characteristic energy (defined on a case-by-case basis). Time is made
dimensionless according to Owkes et al. [107]
t? = t
(
2pi
√
(ρl + ρg) a3
6σ
)−1
. (3.11)
The expected behavior of E? is a smooth oscillation between E? ≈ 0 and E? ≈ 1
with approximately constant frequency and decreasing amplitude with time.
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Figure 3.1. Dimensionless kinetic energy of oscillating 2D droplets for two weight
function configurations: (a) h1 = 1.5∆ and h2 = 2.25∆; (b) h1 = 1.5∆ and h2 = 4∆.
Results
Figure 3.1 presents the dimensionless kinetic energy for the two-dimensional droplet
simulations. Oscillations presented in Fig. 3.1 panel a are computed with h2 = 2.25∆
and oscillations presented in Fig. 3.1 panel b are computed with h2 = 4∆. Panels a and
b each include simulation results performed on four different meshes with resolutions
ranging from Nx = 8 through Nx = 64. The simulations are identified by the number
of grid points spanning the undeformed droplet diameter D/∆ in order to clearly
express the extent to which the droplet is resolved. In both panels a and b, the
characteristic kinetic energy Eo is selected as the maximum kinetic energy achieved
in the simulation with h2 = 4∆ and D/∆ = 25.6.
The narrow influence radius of h2 = 2.25∆, presented in Fig. 3.1 panel a, performs
well for D/∆ = 3.2 and D/∆ = 6.4, considering the general oscillatory dynamic is
achieved despite dramatic under-resolution. However, convergence is not observed as
the resolution increases. The highest resolution case, D/∆ = 25.6, presents high-
frequency anomalies that imply the curvature is poorly characterized. The Fig. 3.1
panel a results show that the narrow influence radius of h2 = 2.25∆ performs well for
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Figure 3.2. Dimensionless kinetic energy of oscillating 3D droplets with h1 = 1.5∆
and h2 = 2.3∆.
poorly-resolved droplets, such as D/∆ = 3.2, but poorly for well-resolved droplets,
such as D/∆ = 25.6. The opposite trend appears in Fig. 3.1 panel b for h2 = 4∆.
When the influence radius is large, as in the h2 = 4∆ simulations presented in Fig. 3.1
panel b, the oscillations of well-resolved droplets are smooth and regular. However,
poorly resolved droplets, notably D/∆ = 3.2, fail catastrophically because the large
influence radius provides too much smoothing. In this case, the interfacial dynamics
become unphysical. The results presented in Fig. 3.1 are consistent with the findings
of Owkes et al. [107]: the length scale used to compute curvature (the influence radius)
should correspond to the length scales of perturbations on the interface. If the length
scale used to compute curvature is too large or too small with respect to interfacial
perturbations, performance suffers.
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Figure 3.3. Dimensionless kinetic energy of oscillating 3D droplets computed with a
second-order height function method: (a) column heights of 3∆; (b) column heights
of 5∆.
3.3.2 Oscillating three-dimensional ethanol droplets
Problem setup
Three-dimensional calculations are performed in generally the same way as the two-
dimensional cases. A droplet is placed in a periodic cube with side length L = 100 µm,
and the interface is perturbed according to
x2
(a/0.75)2
+
y2
(0.75a)2
+
z2
(0.75a)2
= 1, (3.12)
where a = 20 µm. Mesh resolutions of Nx = 10, Nx = 12, Nx = 16, and Nx = 24 are
considered.
Instead of examining the significance of influence radii, we directly compare one
implementation of the FPM with h1 = 1.5∆ and h2 = 2.3∆ to the height function
method. The height function method demonstrates second-order convergence at high
resolutions, and is well-documented in the literature [97, 18, 105]. The implementation
of the height function method considered here is second-order accurate and uses
column heights of either 3∆ or 5∆.
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Figure 3.4. Logic flow charts for the Variable FPM method and the Coupled
FPM/Height Function method. Both methods are implemented in Fig. 3.5.
Results
Figure 3.2 presents the dimensionless kinetic energies of the three-dimensional droplets
computed with the FPM using h1 = 1.5∆ and h2 = 2.3∆. The characteristic energy
Eo is taken to be the maximum kinetic energy achieved by the D/∆ = 8.7 simulation.
The FPM generally presents the correct oscillatory behavior for all resolutions con-
sidered. At the lowest resolution of D/∆ = 3.6, the amplitude is low and the period is
irregular, but the droplet still oscillates. At all higher resolutions, the oscillations are
smooth and well-behaved. The height function results are presented in Fig. 3.3. The
results in Fig. 3.3 panel a are produced with column heights of 3∆ and the results
in Fig. 3.3 panel b are produced with column heights of 5∆. Neither height function
method presents oscillatory behavior at the lowest resolution of D/∆ = 3.6. The
shorter height function implementation in Fig. 3.3 panel a does not present smooth
44
D/Δ = 3.2
D/Δ = 6.4
D/Δ = 12.8
D/Δ = 25.6
E⋆
0
0.2
0.4
0.6
0.8
1.0
1.2
t⋆
0 0.5 1.0 1.5 2.0
D/Δ = 3.2
D/Δ = 6.4
D/Δ = 12.8
D/Δ = 25.6
E⋆
0
0.2
0.4
0.6
0.8
1.0
1.2
t⋆
0 0.5 1.0 1.5 2.0
(a) (b)
Figure 3.5. Dimensionless kinetic energy of oscillating 2D droplets computed with
(a) the Variable FPM and (b) the Coupled FPM/Height Function.
oscillations for any tested resolution, and the taller height function implementation
in Fig. 3.3 panel b does not present smooth oscillations until D/∆ = 8.7. The am-
plitude of the height function oscillations with column heights of 5∆ is greater than
the amplitude of the FPM oscillations. At the highest resolution of D/∆ = 8.7, the
oscillations produced with the height function method with column heights of 5∆ are
smooth, and this configuration is expected to perform well at all higher resolutions.
3.3.3 Adaptive methods
The results presented in the previous sections show that dynamic performance of
the FPM depends strongly on the influence radius, in agreement with the findings of
[107]. It is therefore desirable to adaptively modify the influence radius such that it is
appropriate for the local length scales. A basic adaptive influence radius FPM can be
implemented by first computing curvature with a small influence radius, followed by a
check for low curvature regions (these are the regions that are well-resolved), followed
by a re-calculation of curvature in well-resolved regions with a larger influence radius.
Figure 3.4 presents logic diagrams for two adaptive FPM methods. The first, called
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the Variable FPM, uses three different influence radii h2 as a function of the local
curvature κ. The second, called the Coupled FPM/Height Function, uses the FPM
for high curvature regions and a second-order height function with column heights of
5∆ for low curvature (well-resolved) regions.
Figure 3.5 presents the dynamic performance of the Variable FPM (panel a) and
the Coupled FPM/Height Function method (panel b) for the two-dimensional droplet
configuration. The characteristic energy Eo is taken to be the maximum kinetic
energy achieved by the Coupled FPM/Height Function with D/∆ = 25.6. Both
the Variable FPM and the Coupled FPM/Height Function demonstrate smooth and
regular oscillatory behavior at high and low resolutions. The performance of both
methods is similar, but not identical. The results in Fig. 3.5 suggest that the adaptive
FPM approaches described in Fig. 3.4 out-perform the fixed influence radius FPM
and the Height Function method. Improved performance is attributable to monitoring
and dynamically enforcing compatibility of the influence radius with the interfacial
length scales.
3.4 Chapter summary and conclusions
We have simulated two and three-dimensional oscillating ethanol droplets with the Fi-
nite Particle Method (FPM) and Height Function (HF) in order to evaluate dynamic
performance. The numerical resolutions of the simulations reflect the resolutions of
droplets and ligaments present in contemporary spray simulations. Low resolution,
three dimensional droplets simulated with the FPM present smooth, regular oscilla-
tions, whereas droplets simulated with the Height Function do not oscillate smoothly
until a minimum degree of resolution is achieved. Two-dimensional results show that
good performance requires the length scale considered by the FPM calculation (the
FPM influence radius) to be comparable with the length scales of the interface: when
the length scales of the interface are large, the influence radius of the FPM must be
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large, and when the length scales of the interface are small, the influence radius of the
FPM must be small. When there is compatibility between length scales, the FPM
performs well at all resolutions considered in this work. Two methods – the Variable
FPM and the Coupled FPM/Height Function – have been presented that adaptively
modify the influence radius to satisfy length scale compatibility. Both adaptive meth-
ods perform well for all resolutions considered. Because the FPM can accurately com-
pute curvature at all numerical resolutions present in spray simulations, it is expected
to out-perform the height function method with respect to characterizing interfacial
dynamics including capillary breakup. For this reason, the FPM is a valuable new
tool for use in the numerical simulation of sprays.
Chapter 4
A point mass particle method for
the simulation of immiscible
multiphase flows on an Eulerian
grid
This chapter has been adapted from Wenzel and Garrick [151]. c© 2019 Elsevier Inc.
All rights reserved.
4.1 Introduction
Many different methods have been developed and successfully implemented for de-
termining the location of each phase, most prominently front-capturing [58, 103, 131,
130, 100, 92, 101, 21, 48], including modern implementations of the level set method
[20, 48, 27, 28, 78, 5] and the volume of fluid (VOF) method [47, 152, 13, 104, 106].
Front-tracking [95, 139, 136, 37, 134], particle-based [45, 44, 82, 26], and fully La-
grangian methods [96, 98, 83, 125, 75, 133] are also widely used. Each of these
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techniques have shortcomings which may include reinitialization, regularization, con-
servation error, prohibitive compute times, inaccurate description of surface tension,
restrictions on the number of fluids considered, or numerical diffusion near interfaces
[136, 27, 40, 48, 124]. Performance improvements are still required for simulation tools
used for discovery (direct numerical simulation) and for practical purposes (large eddy
simulation). A common strategy among both historical and contemporary method-
ologies is to couple Lagrangian and Eulerian frameworks.
Methods that couple Lagrangian particles with an Eulerian mesh have been pro-
posed in a variety of contexts. Lagrangian surface meshes have been used to define
implicit surface tension forces in Eulerian simulations [120], and have also been used
to assist in solution of the Poisson equation on hybrid Eulerian-Lagrangian meshes
[158]. Particle disorganization in Lagrangian methods adversely affects the fluid pres-
sure computed with Eulerian kernels, and the use of an Eulerian background mesh
has been shown to enhance the quality of pressure computed in moving particle
semi-implicit methods [145]. (Wang et al. [145] also provides a thorough review
of other efforts by researchers to use Eulerian grids, arbitrary Lagrangian-Eulerian
methods, and re-mesh methods to overcome the numerical challenges associated with
poorly-organized Lagrangian particles.) Interfacial regions have been treated with
fully-Lagrangian smooth particle hydrodynamics, while interior regions retain an Eu-
lerian treatment [90]. Particle-in-cell (PIC) methods use particles to determine con-
vective transport, and a fixed grid to determine other dynamics including diffusion
[44, 26]. Particle level set values provide corrections to the Eulerian level set in semi-
Lagrangian level set methods [27, 28, 78, 5]. Lagrangian level set methods do not
directly evolve an Eulerian level set, but instead communicate a Lagrangian level set
to the Eulerian mesh [56]. Aspects of the Lagrangian level set [56] and the marker
and cell method [45] have been coupled with the continuum body force method [96]
to compute surface tension on particles, which is then communicated to the Eulerian
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mesh in a method called the Lagrangian volume of fluid (LVOF) [85, 150, 146, 147].
In the Lagrangian level set, LVOF, and marker and cell methods, the phases are
tracked with massless or infinitesimal fluid particles, also referred to as tracer parti-
cles. Updating the particle position requires communicating the Eulerian velocity to
the particles through interpolation or some other method of weighting the Eulerian
velocities at the particle location. Unfortunately interpolation of a divergence-free
velocity does not produce a divergence-free particle velocity field [13]. Schemes exist
to enforce the divergence-free condition on the particle field in the context of PIC
simulations [144], but this approach does not generally satisfy the needs of an im-
miscible system. Merging and diverging characteristics have the propensity to create
particle-dense and particle-sparse regions because particles follow the flow character-
istics [27]. This property is one reason why many particle-based methods require
particles to be added and deleted periodically, or for particles to be regularized ev-
ery time-step [27, 120, 158, 26, 56]. Without regularization or reseeding, an initially
well-distributed set of particles becomes poorly distributed over time, impacting both
accuracy and Eulerian conservation. Additionally, if the particle field has the ability
to resolve more Fourier modes than the Eulerian mesh (if the number of particles
is greater than the number of Eulerian grid points), aliasing errors can arise in the
harmonics of the principle Eulerian modes – this is the origin of the ringing instability
in PIC methods [10, 11]. Strong velocity gradients near the interface of two phases –
caused by variations in fluid properties and/or surface tension – can exacerbate the
errors. Liu et al. [82] enforce a spatially uniform number density on a set of particles
seeded in one of two phases by solving an elliptic Poisson equation. They fix the
location of surface particles, preserving surface errors during particle relaxation, so it
is unclear if the method conserves volume in practical flows.
Challenges with particle organization are not limited to coupled Eulerian-Lagrangian
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methods. A detailed review of modern developments in Lagrangian simulation tech-
niques is provided by Gotoh and Khayyer [42], including an exploration of the cur-
rent state of accuracy, stability, and conservation properties. Of particular rele-
vance to the present work is a discussion of particle regularization schemes used in
projection-based, incompressible Lagrangian methods (either moving particle semi-
implicit methods (MPS) [69] or incompressible SPH). Particle regularization schemes
are used to keep particles well-distributed, and two commonly used methods are Par-
ticle Shifting (PS) [156, 79] and Dynamic Stabilization (DS) [137]. The PS method
uses Fickian diffusion to keep particles well-distributed, while the DS method uses
momentum-conserving, inter-particle repulsive forces. The relative merits of these
methods are outlined by Khayyer et al. [67], where an optimized PS (OPS) scheme
is proposed. These particle correction schemes for Lagrangian methods remain an
active area of research [68].
This chapter presents a new framework for the simulation of immiscible multiphase
flows. The Navier-Stokes equations are discretized on an Eulerian mesh, and the phase
information is tracked by a set of particles corresponding to each phase. The particles
are not tracer particles, but point mass particles (PMPs) defined by a position in
space, a finite amount of mass, and a phase indicator. Associating the particles with
a finite amount of mass restricts their spatial organization, such that the distribution
of PMPs in space must reflect the fluid density. We derive an expression that relates
the PMP velocity to the interpolated Eulerian velocity and propose a corresponding
numerical model. The model (1) does not impose additional time-step or stability
requirements, (2) allows for multi-scale resolution of the interface, and (3) allows for
the simulation of more than two fluids. We perform phase-tracking tests to assess
performance of the method with respect to shape error and conservation error, and
conclude with a series of dynamic test cases, including expanding concentric ellipses,
stationary and oscillating droplets, a droplet in shear flow, and a Rayleigh-Taylor
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instability.
4.2 Formulation
4.2.1 Point mass particle discretization
Consider a fluid system comprised of Nζ phases ζ
α, identified by ζ1, ζ2, ..., ζNζ−1, ζNζ .
The spatial distribution of phase is defined by a phase indicator function χα corre-
sponding to each phase ζα. The phase indicator corresponding to phase ζα is a binary
function given by
χα (t,x) =
1, x ∈ ζ
α,
0, x /∈ ζα,
(4.1)
where x = {x, y, z}. In the special case of two-phase flow, the spatial distribution of
both phases is defined by a single phase indicator function χ,
χ (t,x) =
1, x ∈ ζ
1,
0, x ∈ ζ2.
(4.2)
The subdomain x ∈ ζα is discretized by Nα Lagrangian particles. Each particle i
is associated with a mass, such that the total mass of phase ζα is distributed amongst
the Nα particles, satisfying ∫
V
ραχαdV =
Nα∑
i=1
Mi, (4.3)
where ρα is the density of phase ζα, Mi is the mass of particle i, and V is the domain
volume (summation is not implied by repeated superscripts in this expression). In
addition to mass Mi, each particle is associated with a position Xi (capital to em-
phasize the position as a property of particle i) and a Lagrangian phase indicator for
each phase: particles belonging to phase ζα are identified by χαi = 1 and particles
52
belonging to a different phase are identified by χαi = 0. (In the context of two-phase
flow, similar to Eq. (4.2), particles belonging to phase ζ1 are assigned χi = 1 and
particles belonging to phase ζ2 are assigned χi = 0.) The PMPs are therefore a
discretization of the mass and the associated phase in the domain.
The fluid density at point x is approximated by convolving the mass Mi of every
particle near x with a compact weight function W according to
ρ(x) =
Np∑
i=1
W (x−Xi, h)Mi, (4.4)
where Np is the total number of particles belonging to any phase ζ
α within the
compact support radius h of position x [83, 113]. The weight function W (x−Xi, h)
is defined as compact because W (x−Xi, h) = 0 for |x−Xj| ≥ h. Np appearing in
Eq. (4.4) is therefore the total number of particles of any phase ζα whose position Xi
satisfies |x−Xi| < h, where h is the “compact support radius” of the weight function
W . In other words, Np is the number of particles who make a non-zero contribution
to the summation in Eq. (4.4); the position Xi of each of these particles satisfies
|x−Xi| < h.
Particles move with velocity Ui and accelerate due to pressure gradients and
surface tension according to
dUi
dt
= Pi + Fi, (4.5)
where Pi is the acceleration vector due to pressure and Fi is the acceleration vector
due to surface tension. The specific form of Pi considered here is widely used to
compute pressure acceleration in SPH simulations [93], and is derived from Eq. (4.4),
an equation of state for pressure Pi = f (ρi), and the principle of least action:
Pi = −
Np∑
j=1
(
Pi
ρ2i
+
Pj
ρ2j
)
Mj∇Wij, (4.6)
where ∇Wij = ∇W (Xi −Xj, h) is the gradient of the weight function W evaluated
at Xj relative to Xi [83, 113].
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Immiscible multiphase systems include surface tension arising from molecular-
scale interactions at the interface, resulting in acceleration Fi. A variety of models
are available to define Fi and specific forms are specified later [96, 133].
4.2.2 Coupling of the point mass particle velocity and Eule-
rian velocity
We consider a multiphase system where the fluid velocity u is known at a set of grid
points and the phase information and mass has been discretized by a set of PMPs.
The particles move with velocity Ui (defined by Eq. (4.5)) over a small time increment
dt according to
dXi = Uidt. (4.7)
An approximation of the velocity Ui of particle i located at Xi can be made by
tri-linearly interpolating the fluid velocity u from the surrounding grid points to the
location x = Xi. We denote the interpolated velocity by ui = G (u,Xi), where
G is the interpolation operator. The velocity ui approximates the velocity of an
infinitesimal fluid particle or a tracer particle, rather than a PMP. Only in the limit
as the particle mass goes to zero does a point mass particle behave as an infinitesimal
fluid particle:
lim
Mi→0
Ui → u(Xi). (4.8)
We decompose Ui into the interpolated velocity ui and a residual velocity u
′
i:
Ui = ui + u
′
i. (4.9)
The interpolated velocity ui describes the velocity field resolved on the Eulerian mesh
interpolated to the particle location. It includes errors associated with the interpo-
lation scheme. The residual velocity, u′i, is comprised of the negative of the errors
introduced by interpolation, and the motions required to satisfy the particle accel-
eration equation, Eq. (4.5). Assuming the interpolated velocity and the point mass
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velocities are smooth functions in time, and therefore differentiable, we substitute the
decomposed velocity into the acceleration equation for the PMP, Eq. (4.5), to yield
dUi
dt
=
dui
dt
+
du′i
dt
= Fi + Pi. (4.10)
Further, we assume residual acceleration terms for pressure P′i and surface tension F
′
i
exist such that
du′i
dt
= F′i + P
′
i (4.11)
and
dUi
dt
=
dui
dt
+ F′i + P
′
i. (4.12)
Having decomposed the particle acceleration into Eulerian and Lagrangian terms, we
proceed to develop an expression for velocity Ui as a function of time. Performing a
backward Taylor series expansion between time levels n and n − 1 separated by ∆t
yields
Un−1i = U
n
i −
dUi
dt
n
∆t−O (∆t2) , (4.13)
or
Uni = U
n−1
i +
dUi
dt
n
∆t+O (∆t2) . (4.14)
Substituting the velocity and acceleration decompositions into the right-hand-side
relates the point mass velocity Ui to the interpolated and residual velocities,
Uni = u
n−1
i +
dui
dt
n
∆t+ u′i
n−1
+
du′i
dt
n
∆t+O (∆t2) . (4.15)
After collapsing all time derivatives of the interpolated velocity and substituting Eq.
(4.11), we arrive at an expression for the point mass particle velocity as a function of
the interpolated velocity plus residual acceleration and residual velocity terms
Uni = u
n
i + (F
′
i + P
′
i)
n
∆t+ u′i
n−1
+O (∆t2) . (4.16)
Given an Eulerian velocity field, the interpolated velocity term ui is known. The
residual acceleration terms for pressure P′i and surface tension F
′
i, and the residual
velocity u′i require closure models.
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4.2.3 Closure strategy
In this work we assume the fluid to be incompressible and the Eulerian velocity field
to be divergence-free. Each particle is then assumed to have density ρ1 and mass
M1. Every particle must therefore have the same residual pressure P
′
1 defined by
the residual equation of state, P ′1 = f
′ (ρ1). The modeled residual acceleration due
to pressure is then a function only of the particle positions and the pressure weight
function W a,
P′i = −
Np∑
j=1
(
P ′1
ρ21
+
P ′1
ρ21
)
M1∇W aij = −2
P ′1M1
ρ21
Np∑
j=1
∇W aij = −c1
Np∑
j=1
∇W aij. (4.17)
The parameter c1 determines the extent of particle response to variations in particle
number density and particle organization, and therefore determines the stability char-
acteristics of the particle field. In the case of a compressible fluid, the assumptions
made to derive Eq. (4.17) would be inapplicable. Instead, every particle would have
a unique density, and a residual equation of state f ′ (ρ) would need to be derived.
The stability of the method would depend on the equation of state f ′ (ρ). Further
discussion of the compressible flow case is left for future work. The model parameters
c1 and ∇W a in Eq. (4.17) will be specified in Section 4.3.2.
We make use of the pairwise force method to close the residual acceleration due
to surface tension [132, 133]. The approach is well–validated in the context of SPH.
The residual acceleration is given by
F′i =
Np∑
j=1
−F intχαi ,χαj (|rij|)
rij
|rij| , (4.18)
where rij = Xi−Xj, and the subscript χαi , χαj denotes that the inter-particle function
F intχαi ,χαj depends on the phase of particles i and j. The function F
int
χαi ,χ
α
j
can be defined to
produce the surface tension coefficient corresponding to a specific multiphase system
[133]. In the present work, F′i serves simply to reduce mixing of the phases at scales
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below the resolution of the Eulerian mesh, and it is therefore not required to match
the surface tension coefficient of the multiphase system. Surface tension dynamics
relevant to the fluid system are considered in the Navier-Stokes equations (to be
discussed later), rather than in Eq. (4.18). We generalize F intχαi ,χαj by defining
F intχαi ,χαj = c2W
b + c3W
c. (4.19)
where W b is the weight function corresponding to the interaction between particles
of the same phase (χαi = χ
α
j ), W
c is the weight corresponding to particles of different
phases (χαi 6= χαj ), and c2 and c3 are scaling constants. Each of these model parameters
will be specified in Section 4.3.2.
Combining the models for residual accelerations due to pressure and surface ten-
sion returns a model for the point mass particle velocity,
Uni = u
n
i −
Np∑
j=1
[
c1∇W aij +
(
c2W
b
ij + c3W
c
ij
) rij
|rij|
]n
∆t+ u′i
n−1
. (4.20)
4.3 Numerical method
4.3.1 Eulerian-Lagrangian communication
The Eulerian grid requires phase information from the particles so that fluid properties
and interfacial geometry can be computed. We use a color function (CF) approach
to ensure smooth interfaces with perfect boundedness. The CF is used in the same
way as the volume fraction for determining fluid properties. For two-phase flows, the
color function is computed via convolution of the simplified two-phase Lagrangian
phase indicator values χj, where χj = 1 if particle j belongs to phase ζ
1 and χj = 0
if particle j belongs to phase ζ2. The convolution is performed at each Eulerian
cell-center xi according to
φi =
∑Np
j=1 χjW
φ
ij
(
xi −Xj, hφ
)∑Np
j=1W
φ
ij (xi −Xj, hφ)
, (4.21)
57
where φi = φ (xi) is the CF at cell-center i with location xi. We have selected the
same weight function W a used to compute the pressure gradient (W φ = W a), but
have chosen a different influence radius of hφ = 1.75∆x, where ∆x is the Eulerian grid
spacing, to ensure the transition in CF is relatively independent of particle number
density and smooth on the Eulerian grid. For a system with more than two phases,
the color function is a vector quantity with a value for each phase ζα, computed
according to
φαi =
∑Np
j=1 χ
α
jW
φ
ij
(
xi −Xj, hφ
)∑Np
j=1W
φ
ij (xi −Xj, hφ)
. (4.22)
4.3.2 Implementation
A brief parametric study was performed to select the weights and coefficients in Eq.
(4.20). The study quantified performance of the PMP method, as a function of the
weights and coefficients, in a standard phase transport test problem. The parametric
study is presented in Section 4.4.1.3 to illustrate model sensitivity. In this section,
we simply outline which weights and coefficients were selected to close Eq. (4.20).
We select the quartic weight proposed by Lucy [87] for the pressure weight function
W a,
W a(A) =
−3A
4 + 8A3 − 6A2 + 1, 0 ≤ A ≤ 1,
0, A > 1,
(4.23)
where A = |Xi −Xj| /ha. The normalization factor typically present in this quartic
weight has been absorbed into the parameter c1. The influence radius is selected
as ha = 2.5 (V/Npc)
1/3, such that each particle has approximately 65 neighbors. The
coefficient c1 is determined empirically by considering an initially random distribution
of particles and observing how they relax into a lattice using a fixed time step ∆t.
Using this procedure, we select c1 = 0.01 (V/Npc)
1/3 /∆t2. This couples the temporal
behavior of the particle field to the Eulerian time step ∆t. The weight function used
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in the surface interactions between particles of the same phase, W b, is given by
W b(B) =
−sin (piB) cos (piB) (1−B
1.75)
4
, 0 ≤ B ≤ 1,
0, B > 1,
(4.24)
where B = |Xi −Xj| /hb and hb = 1.9 (V/Npc)1/3. We have chosen the profile of W b to
be similar to the profiles proposed by Tartakovsky and Panchenko [133]: it generally
produces an attractive force between particles of the same phase, but becomes a
repulsive force if particles get too close to each other. This makes particles near
the interface feel an attractive force toward their own phase, but prevents particle
clustering [133]. The scaling coefficient for W b is selected as c2 = 1.25c1. The weight
function for surface interactions between difference phases, W c, is selected as
W c(A,B) =
−12A
3 + 24A2 − 12A, 0 ≤ B ≤ 1,
0, B > 1,
(4.25)
which is a repulsive term that depends on both ha and hb. The profile of W c is always
repulsive (it is the derivative of the pressure weight W a), meaning particles near the
interface feel a force that serves to move them away from particles of a different phase.
The coefficient for this term is chosen to be c3 = 0.05c1. We use both W
b and W c
so that particles have two mechanisms to remain with particles of their own phase:
they are attracted to particles of their own phase (provided they do not become too
close to each other), and they are repulsed by particles of other phases. Because all
particle interactions are constructed in an equal and opposite pair-wise fashion, the
particle interaction terms discretely conserve momentum [133].
We also neglect the contribution from u′i in Eq. (4.20), yielding the numerical
model for the PMP velocity used in this work,
Ui = ui −
Np∑
j=1
[
c1∇W aij +
(
c2W
b
ij + c3W
c
ij
) rij
|rij|
]
∆t. (4.26)
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The rational for neglecting u′i is two-fold: inclusion of u
′
i introduces stability con-
siderations, whereas the residual acceleration terms have been designed to produce
a stable particle field with constant number density for an arbitrary time step; ad-
ditionally, neglecting u′i reduces the amount of data communicated in a distributed
memory computing system by nearly a factor of two and significantly decreases com-
pute time. For compactness in upcoming notation, we introduce ai as the residual
particle acceleration, defined by
ai = −
Np∑
j=1
[
c1∇W aij +
(
c2W
b
ij + c3W
c
ij
) rij
|rij|
]
(4.27)
such that
Ui = ui + ai∆t. (4.28)
The particle transport and Eulerian velocity are staggered in time and integrated
with a two-step, explicit, iterative Crank-Nicholson scheme. An outline of the time
integration procedure is shown in Fig. 4.1. The primary time advancement loop falls
within the grey rectangle, while sub-processes are connected by dashed lines and
appear at the bottom of the flow chart. Processes that involve the PMPs are red,
processes that involve the Eulerian grid are green, and processes that involve both
are yellow. The current time level of the PMP positions and the Eulerian velocity
are shown between each significant process in the time advancement loop.
Time advancement of the particle field Xi (t) and the velocity field u (x, t) proceeds
as follows:
1. The initial condition is imposed, comprised of the particle positions at time
level n− 1/2, Xn−
1
2
i , and the Eulerian velocity field at time level n, u
n.
2. The simulation time is incremented by ∆t and the iteration number n is incre-
mented by 1.
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Figure 4.1. Flow chart of the time advancement procedure for the PMP method.
PMP operations/data are shown in red, grid operations/data are shown in green,
and mixed operations/data are shown in yellow. The color function in this flow chart
assumes a two-phase system. (For interpretation of the colors in the figure, the reader
is referred to the web version of this dissertation.)
3. The particle positions are advanced from X
n− 1
2
i to X
n+ 1
2
i with a two-step, ex-
plicit, iterative Crank-Nicholson scheme described here in step #3. The cur-
rent Eulerian velocity un is interpolated to the current particle positions X
n− 1
2
i ,
returning the interpolated particle velocity ui = G
(
un,X
n− 1
2
i
)
. The PMP
velocities are then computed according to Eq. (4.28),
U
n− 1
2
i = ui + ai
(
X
n− 1
2
i ,X
n− 1
2
j
)
∆t (4.29)
and the particles are moved to an intermediate position X˜i,
X˜i = X
n− 1
2
i + ∆tU
n− 1
2
i . (4.30)
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An intermediate interpolated velocity is then computed with the particles po-
sitioned at the midpoint of X˜i and X
n− 1
2
i according to
u˜i = G
(
un,
1
2
[
X˜i + X
n− 1
2
i
])
. (4.31)
The PMP velocity is then computed using u˜i and the particles positioned at
the midpoint of X˜i and X
n− 1
2
i according to
U˜i = u˜i + ai
(
1
2
[
X˜i + X
n− 1
2
i
]
,
1
2
[
X˜j + X
n− 1
2
j
])
∆t (4.32)
The particles then advance to their position at time level n+ 1
2
according to
X
n+ 1
2
i = X
n− 1
2
i + ∆tU˜i. (4.33)
4. The Eulerian velocities are advanced from un to un+1 using the phase informa-
tion provided by the particles at the intermediate time n+ 1
2
. The Eulerian CF
is computed at each cell center i according to
φ
n+ 1
2
i =
∑Np
j=1 χjW
φ
ij
(
xi −Xn+
1
2
j , h
φ
)
∑Np
j=1W
φ
ij
(
xi −Xn+
1
2
j , h
φ
) . (4.34)
(Note that the indicator of particle j, χj, is not associated with a time level
because it is time invariant.) If there are more than two phases in the system,
the CF is instead computed for every phase according to Eq. (4.22). The fluid
properties are then computed as a function of φ
n+ 1
2
i (or φ
α
i
n+ 1
2 for a system
with more than two phases) and the incompressible Navier-Stokes equations
are integrated from time level n to n+ 1.
5. If the desired simulation time has been reached, the simulation is complete. If
not, the process begins again at step #2.
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4.4 Performance assessment
We assess performance by solving a number of phase transport problems and by
simulating a variety of multiphase fluid flows. The former uses prescribed Eulerian
velocity fields while the latter acquires the Eulerian velocity through numerical so-
lution of the Navier-Stokes equations. In performing these simulations we establish
performance characteristics associated with resolution (Eulerian mesh resolution and
Lagrangian particle number density), and demonstrate the suitability of the approach
for simulating real flow problems.
4.4.1 Phase transport
4.4.1.1 Single vortex problem
We consider the single vortex problem [76] as a first assessment of the phase transport
performance of the approach. This problem has been used extensively to test VOF
methods [104, 106] and particle-based methods, including the Lagrangian level set
[56]. The problem involves placing a thin cylinder of phase ζ1 with radius ro = 0.15
centered at position x = 0.5, y = 0.75 in a domain of extent x = {0, 1}, y = {0, 1},
and z = {−1.5∆x, 1.5∆x}. The domain is otherwise filled with phase ζ2. The cylinder
is then deformed by a prescribed velocity field
u(x, y, z) = 2

−sin2(pix)sin(piy)cos(piy)cos(pit/T )
sin2(piy)sin(pix)cos(pix)cos(pit/T )
0
 , (4.35)
where t is the time and T = 8 is the period of the vortex [56].
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Numerical specifications
The Eulerian mesh is defined by Nx = Ny grid points in the x and y directions
and Nz = 3 grid points in the z direction. The thickness in z is always three mesh
spacings. A grid comprised of a 64 × 64 × 3 matrix of nodes is referred to as an
Nx = 64 grid. All three spatial directions are treated periodically and a constant
time-step is evaluated using the initial velocity field,
∆t = 0.8×min
( |u|
∆x
+
|v|
∆y
+
|w|
∆z
)−1 ∣∣∣∣
t=0
. (4.36)
The time-step is a function of the Eulerian mesh and velocity field and is independent
of the particle field. It is evaluated once, at time t = 0, and the global minimum is
used for the duration of the simulation.
In each Eulerian control volume, Npc particles are seeded at random locations.
Each particle initially belongs to phase ζ2 with χi = 0. After the particles are seeded,
the initial particle distribution is relaxed for 100 iterations using the time-step ∆t
defined by Eq. (4.36). The relaxation is performed by setting the Eulerian velocity
field temporarily to zero, and then integrating the phase transport equations for
100 time-steps. This results in a well-distributed particle field with approximately
uniform number density. All PMPs located within a radius ro = 0.15 of position
x = 0.5, y = 0.75 are assigned a phase-indicating value χi = 1 and all other particles
are assigned χi = 0. An additional 100 iterations of particle relaxation are performed,
and the resultant particle field is considered to be the initial condition at time t = to.
This particle relaxation procedure is used for phase initialization throughout this
work.
Shape evolution
Figure 4.2 shows results of the single vortex problem for a mesh resolution of Nx = 256
and a particle number density of Npc = 4 particles per Eulerian cell. Red PMPs
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(a) (b) (c) (d) (e)
Figure 4.2. Evolution of the particle field in the single vortex problem with Npc = 4
and Nx = 256 from time t = 0 (left) to time t = 8 (right).
corresponding to phase ζ1 and blue PMPs corresponding to phase ζ2 appear between
time t = 0 and t = 8. The velocity field deforms the red circle into a long ligament
by t = 1. Deformation continues until a thin spiral is achieved at t = 4. The
flow reverses direction at t = 4 and the initial circle of phase ζ1 is reconstituted by
time t = 8. The PMPs remain uniformly distributed for all times. The phases also
remain contiguous and distinctly separated, meaning single particles of phase ζ1 do
not become surrounded by phase ζ2 (and vice versa). The large scale motion of the
PMPs is determined by the Eulerian velocity. Maintenance of a well-distributed and
immiscible particle field is accomplished by the particle acceleration terms present in
Eq. (4.28).
Accuracy is assessed via Eulerian shape error and Eulerian volume conservation
error. Shape error quantifies spatial deviation of the final CF distribution (t = 8)
from the initial CF distribution (t = 0) [86, 47, 106]. The shape error ∆S is defined
by
∆S =
V
3∆x
Ncv∑
n=1
|φn (t)− φn (to)|
∣∣∣∣
t=8
, (4.37)
where Ncv = 3N
2
x is the number of control volumes with volume V = ∆x
3 in the
mesh, φn (t) is the CF of the n
th control volume at time t, φn (to) is the initial CF
of the nth control volume, and 1/3∆x is a normalization factor used to ensure the
three-node thickness in z does not artificially influence the convergence properties.
Conservation error considers the change in total Eulerian CF [86, 47, 106]. It is a
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Figure 4.3. Particle distributions in the single vortex problem at times t = 0 (top
row), t = 4 (middle row), and t = 8 (bottom row) as a function of mesh resolution
Nx with Npc = 4 particles per cell: panels a-c, Nx = 16; panels d-f, Nx = 32; panels
g-i, Nx = 64; and panels j-i, Nx = 128.
signed percent error defined by
∆φ?(t) = 100
( ∑Ncv
n=1 φn (t)∑Ncv
n=1 φn (to)
− 1
)
. (4.38)
It should be noted that, while the total Eulerian CF may vary, the total mass of each
phase remains constant in the Lagrangian space.
Effects of grid resolution
We perform simulations with Npc = 4 particles per Eulerian cell at four grid resolu-
tions: Nx = 16, Nx = 32, Nx = 64, and Nx = 128. The resulting particle fields are
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Figure 4.4. Convergence of the shape error ∆S in the single vortex problem as a
function of mesh resolution Nx with Npc = 4 particles per cell. The dashed line shows
first-order convergence.
shown in Fig. 4.3. Higher grid resolutions better approximate the circle at the initial
time; the lowest resolution grid with Nx = 16 shows obvious defects, while the highest
resolution grid with Nx = 128 is well–defined. At time t = 4, the elongated ligament
breaks into small pieces at low resolutions (Nx = 16 and Nx = 32), but remains
well-defined at the higher resolutions (Nx = 64 and Nx = 128). At time t = 8, the
lowest resolutions of Nx = 16 and Nx = 32 present a moderate amount of dispersion
between the red and blue phases. This unphysical behavior is significantly reduced
at a resolution of Nx = 64, and absent at Nx = 128. Convergence of the shape error
is shown in Fig. 4.4. (The result for the Nx = 256 simulation is also included.) Over
the range of resolutions considered, a first-order convergence rate is observed for the
shape error ∆S with respect to increasing the mesh resolution Nx.
The CF conservation error is shown in Fig. 4.5. The temporal evolution is shown
in Fig. 4.5 panel a and convergence behavior of the maximum error is shown in Fig. 4.5
panel b. The fluctuations in ∆φ? occur with high frequency. At the lowest resolution
(Nx = 16), a transient error of greater than 0.7% appears at time t ≈ 7. As the mesh
resolution increases from Nx = 16 to Nx = 256, the maximum fluctuation decreases
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Figure 4.5. Percent error in CF conservation in the single vortex problem as a function
of mesh resolution Nx with Npc = 4 particles per cell: (a) transient evolution of
percent error ∆φ?; (b) magnitude of maximum percent error |∆φ?|, where the dashed
line shows first-order convergence and the dotted line shows convergence with the
square root.
to approximately 0.1%. Figure 4.5 panel b shows that the maximum conservation
error decreases approximately with the root of the mesh resolution over the range
considered.
Effects of particle number density
We also assess phase tracking as a function of particle number density Npc. Using
Eulerian grids with resolutions of Nx = 16 and Nx = 32, we perform simulations with
Npc = 2, Npc = 8, Npc = 16, and Npc = 64 particles per cell. The results for Nx = 32
are shown in Fig. 4.6. Increasing the particle number density results in a better
approximation of the initial cylinder at time t = 0, similar to the behavior observed
when increasing the Eulerian mesh resolution. Increasing the particle number density
also improves the connectivity of the elongated ligament at the intermediate time
t = 4. While the Npc = 2 case does not yield a contiguous thin filament, the Npc = 64
case preserves connectivity in all locations excluding the trailing edge. Higher particle
68
(a)
(b)
(c)
(d)
(e)
(f)
(g)
(h)
(i)
(j)
(k)
(l)
Figure 4.6. Particle distributions in the single vortex problem at times t = 0 (top
row), t = 4 (middle row), and t = 8 (bottom row) as a function of the number of
particles per cell Npc for a mesh resolution of Nx = 32: panels a-c, Npc = 2; panels
d-f, Npc = 8; panels g-i, Npc = 16; and panels j-i, Npc = 64.
number densities yield reduced inter-phase dispersion and a better representation of
the expected circular shape at time t = 8.
Shape error convergence is shown as a function ofNpc in Fig. 4.7 for grid resolutions
of Nx = 32 and Nx = 16. The shape error converges with approximately first order
for both grid resolutions over the range of particle number densities considered. The
results demonstrate that increasing either the particle number density Npc or the grid
resolution Nx decreases the shape error.
Transient fluctuations in the total Eulerian CF as a function of particle number
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Figure 4.7. Convergence of the shape error ∆S in the single vortex problem as a
function of the number of particles per cell Npc at mesh resolutions of Nx = 16 and
Nx = 32. The dashed line shows first-order convergence and the dotted line shows
convergence with the square root.
density are presented in Fig. 4.8. The results for the Nx = 16 simulations are shown
in Fig. 4.8 panel a and those for the Nx = 32 simulations are shown in Fig. 4.8
panel b. In all cases, the maximum magnitude of CF conservation error is less than
0.7%. However, as the particle number density increases from Npc = 4 to Npc = 64,
the maximum transient error does not markedly decrease. In fact, the results suggest
that incrementally increasing the particle number density may increase the maximum
CF error by a small amount.
4.4.1.2 Five phase transport
The methodology explicitly tracks parcels of fluid and can therefore solve for the
evolution of any number of phases without modification. We use the single vortex
problem to consider the transport of five phases. We introduce four immiscible circles
located symmetrically on the top, left, right, and bottom of the domain, as shown
in Fig. 4.9 panel a. The grid resolution is Nx = 64 and the particle number density
is Npc = 8. We require a method to visualize each phase, so we simply visualize a
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Figure 4.8. Transient percent error in CF conservation in the single vortex problem as
a function of the number of particles per cell Npc at mesh resolutions of (a) Nx = 16
and (b) Nx = 32.
density in Fig. 4.9 in by assigning ρ1 = 1, ρ2 = 2, ρ3 = 3, ρ4 = 4, and ρ5 = 5. The
dark blue phase corresponds to ζ1, the light blue phase corresponds to ζ2, the green
phase (background fluid) corresponds to ζ3, the orange phase corresponds to ζ4, and
the dark red phase corresponds to ζ5.
Figure 4.9 shows the single vortex problem performed with five phases. Panels a–e
show the time evolution of the PMPs, while panels f–j show the time evolution of the
Eulerian field. The PMPs corresponding to the four dispersed phases transition from
the initial condition in panel a to a set of four symmetric ligaments by time 0.7 in panel
b. At the intermediate time t = 4 in panel c, all five phases have formed well-defined,
thin ligaments in the center of the domain. At times t = 7.7 and t = 8 in panels d
and e, each phase returns to its initial position. Panels f–j show the corresponding
Eulerian field at the same times. The boundary of each phase is clearly defined in the
initial condition shown in panel f. By time t = 0.7 in panel g, the phase boundaries
approach each other on the Nx = 64 grid. At the intermediate time of t = 4 in panel
h, the boundaries of each phase have become blurred on the Eulerian grid, but remain
well-defined by the PMPs in panel c. Because the PMPs retain the small scale phase
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Figure 4.9. Particle distributions (top row) and Eulerian field (bottom row) in the
single vortex problem with five phases. The times shown, increasing from left to right,
are t = 0, t = 0.7, t = 4, t = 7.7, and t = 8. The Eulerian grid resolution is Nx = 64
and the particle number density is Npc = 8 particles per cell. (For interpretation of
the colors in the figure, the reader is referred to the web version of this dissertation.)
information, the Eulerian field reassumes well–defined boundaries in panels i and j.
The PMPs have the ability to preserve phase information at scales smaller than those
resolvable by the Eulerian grid.
4.4.1.3 Effects of model parameters
The PMP scheme involves a large number of model parameters. Changing the pa-
rameters defined in Section 4.3 changes the performance of the method. Here we
examine the sensitivity of the method to variations in some of the model parameters.
The surface tension acceleration F′i depends on four model parameters: the weight
functions W b and W c, and their respective coefficients c2 and c3. Table 4.1 defines the
parameters of five different PMP implementations, denoted by PMP #1-#5. PMP
#1 is the implementation presented and evaluated thus far and defined in Section
4.3.2. All parameters not specified in Table 4.1 for PMP #2-#5 are the same as for
PMP #1 defined in Section 4.3.2.
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Table 4.1. Model parameters for the residual acceleration F′i for five different PMP
implementations, denoted by PMP #1 - #5.
PMP # Wb hb c2 c3
1
{
−sin (piB) cos (piB) (1−B1.75)4 , 0 ≤ B ≤ 1,
0, B > 1,
1.9 (V/Npc)
1/3
1.25c1 0.05c1
2
{
−sin (piB) cos (piB) (1−B6)4 , 0 ≤ B ≤ 1,
0, B > 1,
1.75 (V/Npc)
1/3
1.25c1 0.05c1
3
{
−sin (piB) cos (piB) (1−B1.75)3 , 0 ≤ B ≤ 1,
0, B > 1,
2.5 (V/Npc)
1/3
0.2c1 0.05c1
4
{
−sin (piB) cos (piB) (1−B1.75)4 , 0 ≤ B ≤ 1,
0, B > 1,
1.9 (V/Npc)
1/3
1.25c1 0.0
5
{
−sin (piB) cos (piB) (1−B6)4 , 0 ≤ B ≤ 1,
0, B > 1,
1.75 (V/Npc)
1/3
1.25c1 0.0
PMP #2 has an 8% narrower influence radius hb than PMP #1, as well as a
different weight profile Wb. PMP #3 has a 43% wider influence radius hb, a different
weight profile W b, and an 84% smaller weight coefficient c2. Figure 4.10 shows the
performance of PMP #1-#3 in the single vortex problem. Panel a shows convergence
of the shape error ∆S and panel b shows the magnitude of the maximum percent error
in CF conservation |∆φ?|. Differences in shape error for all three implementations are
less than a factor of three for the range of resolutions considered. PMP #2 produces
the largest errors at high resolutions. PMP #1 and #3 produce similar errors over the
range of resolutions tested. With respect to conservation error, PMP #1 out-performs
the other implementations over the entire range of resolutions.
73
(a) (b) PMP #1
PMP #2
PMP #3
|Δ
φ⋆
|
0.01
0.1
1
10
Nx
8 16 32 64 128 256 512
PMP #1
PMP #2
PMP #3
ΔS
10−4
10−3
10−2
Nx
8 16 32 64 128 256 512
Figure 4.10. Comparison of PMP implementations #1, #2, and #3 in the single
vortex problem: (a) convergence of Shape error and (b) magnitude of maximum
percent error in CF conservation |∆φ?|. The dashed line shows first-order convergence
and the dotted line shows convergence with the square root.
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Figure 4.11. Comparison of PMP implementations #1, #2, #4, and #5 with re-
spect to shape error in the single vortex problem. The dashed line shows first-order
convergence.
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PMP #4 is the same as PMP #1, except the coefficient responsible for surface
interactions between particles of different phases, c3, is set to c3 = 0. Similarly,
PMP #5 is the same as PMP #2, but with c3 = 0. Figure 4.11 shows the shape
error performance of PMP #1, #2, #4, and #5 in the single vortex problem. In
the case of PMP #2 and #5, the repulsive component of surface tension does not
play a large factor. PMP #2 and #5 perform similarly for all cases tested. PMP #4
produces an order of magnitude larger error than the other methods. This is because
the attractive component of surface tension (W b and its coefficient c2) is insufficient
for keeping the phases distinctly separated – for PMP #1, the repulsive component
of surface tension, produced by W c and c3, is required for good performance. The
remainder of the analyses and assessments performed in this work utilizes PMP #1,
which is referred to simply as the PMP method for brevity.
4.4.1.4 Three-dimensional vortex problem
The three-dimensional vortex problem is used as a second evaluation platform [76].
This problem, like the single vortex problem, has been widely used to evaluate the
performance of phase transport schemes [104, 106]. The problem involves placing a
sphere of phase ζ1 with radius ro = 0.15 at position x = 0.35, y = 0.35, z = 0.35 in
a domain of extent x = {0, 1}, y = {0, 1}, and z = {0, 1}. The domain is otherwise
filled with phase ζ2. The sphere is then deformed by a prescribed velocity field
u(x, y, z) =

2sin2(pix)sin(2piy)sin(2piz)cos(pit/T )
−sin(2pix)sin2(piy)sin(2piz)cos(pit/T )
−sin(2pix)sin(2piy)sin2(piz)cos(pit/T )
 , (4.39)
where t is the time and T = 3 is the period of the vortex.
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Figure 4.12. Temporal evolution of the particle field from t = 0 (panel a) to t = 3
(panel g) in the 3D deformation test for a grid resolution of Nx = 128 with Npc = 4
particles per cell.
Numerical specifications
The time step is determined in the same manner as the single vortex problem. The
computational grid is defined as having Nx nodes in all three spatial dimensions.
Simulations are performed at 5 different grid resolutions: Nx = 16, Nx = 32, Nx = 64,
Nx = 128, and Nx = 256. Simulations are also performed at six different particle
number densities: Npc = 2, Npc = 4, Npc = 8, Npc = 16, Npc = 32, and Npc = 64.
Having adopted a fully three-dimensional domain, we require a new definition for
shape error,
∆S = V
Ncv∑
n=1
|φn (t)− φn (to)|
∣∣∣∣
t=3
, (4.40)
and, for completeness, the conservation error is re-introduced,
∆φ?(t) = 100
( ∑Ncv
n=1 φn (t)∑Ncv
n=1 φn (to)
− 1
)
. (4.41)
Shape evolution
Figure 4.12 shows results of the three-dimensional vortex problem for Nx = 128 and
Npc = 4. The Red PMPs corresponding to phase ζ
1 are shown between times t = 0
and t = 3. The velocity field displaces and thins the sphere into a sheet by t = 0.5.
The sheet continues to thin and begins to curl in all three dimensions until the
intermediate time of t = 1.5. The velocity field reverses direction, and the particles
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Figure 4.13. Particle distributions in the 3D deformation test at times t = 0 (top
row), t = 1.5 (middle row), and t = 3 (bottom row) as a function of grid resolution
Nx with Npc = 4 particles per cell: panels a-c, Nx = 16; panels d-f, Nx = 32; panels
g-i, Nx = 64; and panels j-i, Nx = 128.
reassume the initial spherical shape by t = 3. Much like the results for the single
vortex problem, the particles remain uniformly distributed because of the particle
acceleration terms.
Effects of grid resolution
The effects of grid resolution are demonstrated by performing simulations with a
particle number density of Npc = 4 particles per cell at four grid resolutions: Nx = 16,
Nx = 32, Nx = 64, and Nx = 128. The resulting particle fields are shown in Fig. 4.13.
Higher grid resolutions better describe the initial sphere; the lowest resolution grid
with Nx = 16 has defects, while the highest resolution grid with Nx = 128 presents
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Figure 4.14. Convergence of the shape error ∆S in the 3D deformation test as a
function of grid resolution Nx with Npc = 4 particles per cell. The dashed line shows
first-order convergence.
a well-defined sphere. At the intermediate time of t = 1.5, the thin film is not well-
described by uniformly spaced red particles at low resolutions (Nx = 16 and to a
lesser extent Nx = 32) but remains well-defined at the higher resolutions (Nx = 64
and Nx = 128). At the final time of t = 3, the lowest resolution cases (Nx = 16 and
Nx = 32) deviate from a spherical shape and include dispersion between the phases
(indicated by detached red particles). These errors are effectively eliminated in the
Nx = 64 solution, which presents one detached particle, and superior performance is
demonstrated by the Nx = 128 solution.
Convergence of shape error, ∆S, is shown in Fig. 4.14. (The result for an Nx = 256
simulation is also included.) Over the range of mesh resolutions considered, the results
show an approximately first-order convergence rate for the shape error with respect
to increasing mesh resolution Nx.
The CF conservation error is shown in Fig. 4.15. The temporal evolution is shown
in Fig. 4.15 panel a and the convergence behavior of the maximum error is shown in
Fig. 4.15 panel b. A maximum transient error of approximately 0.6% appears in the
Nx = 32 simulation. Although the Nx = 16 simulation presents smaller errors than
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Figure 4.15. Percent error in CF conservation in the 3D deformation test as a function
of grid resolution Nx with Npc = 4 particles per cell: (a) transient evolution of percent
error ∆φ?; (b) magnitude of maximum percent error |∆φ?|. The dashed line in panel
b shows first-order convergence.
the Nx = 32 simulation, errors generally decrease with increasing mesh resolution. As
demonstrated in Fig. 4.15 panel b, the maximum conservation error decreases with
approximately first-order over the range of resolutions tested.
Effects of particle number density
Phase tracking in the three-dimensional vortex problem is also assessed as a function
of particle number density Npc. We perform simulations with particle number den-
sities of Npc = 2, Npc = 8, Npc = 16, and Npc = 64 at grid resolutions of Nx = 16,
Nx = 32 and Nx = 64. The resulting particle fields at the final time t = 3 are
shown in Fig. 4.16. Cases with low mesh resolution and low particle number density,
such as panel a (Nx = 16 and Npc = 2), produce non-spherical shapes at t = 3.
Increasing the particle number density at low resolutions, as in panel d (Nx = 16
and Npc = 64), results in a higher fidelity sphere, but does not eliminate dispersion
between phases (detached red particles). Once a sufficiently high mesh resolution is
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Figure 4.16. Particle fields in the 3D deformation test shown at the final time of t = 3
as a function of grid resolution Nx and particle number density Npc. Particle number
density is constant in each column, increasing from Npc = 2, Npc = 8, Npc = 16, and
Npc = 64 from left to right. Grid resolution is constant in each row, increasing from
Nx = 16, Nx = 32, and Nx = 64 from top to bottom.
achieved, high particle number densities are not necessarily required for good perfor-
mance, as demonstrated by panel i (Nx = 64 and Npc = 2). Increasing the particle
number density on a high resolution mesh improves the fidelity of the final sphere, as
in panel l (Nx = 64 and Npc = 64).
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Figure 4.17. Convergence of the shape error ∆S in the 3D deformation test as a
function of particle number density Npc with grid resolutions of Nx = 16, Nx = 32,
and Nx = 64. The dashed line shows first-order convergence and the dotted line
shows convergence with the square root.
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Figure 4.18. Transient percent error in CF conservation in the 3D deformation test
as a function of the number of particles per cell Npc at grid resolutions of (a) Nx = 16
and (b) Nx = 64.
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Convergence of shape error is shown in Fig. 4.17. For all three grid resolutions,
the shape error decreases at slightly slower than first-order with respect to increasing
particle number density over the range of particle number densities considered.
Temporal evolution of the CF conservation error is shown in Fig. 4.18. Results
for Nx = 16 are shown in Fig. 4.18 panel a and results for Nx = 64 are shown in
Fig. 4.18 panel b. A maximum error of approximately 0.6% occurs at a particle
number density of Npc = 2 for both mesh resolutions. Increasing the particle number
density does not decrease the conservation error for the coarse resolution simulations
(Nx = 16). However, at the moderate resolution of Nx = 64, increasing the particle
number density from Npc = 2 to Npc = 64 decreases the error from 0.6% to 0.1%.
Figure 4.19 shows the convergence behavior of the maximum conservation error.
The Nx = 16 errors do not become smaller with increasing Npc. The Nx = 32 and
Nx = 64 errors monotonically decrease with the square root of Npc over the range of
Npc considered.
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Nx = 64
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Figure 4.19. Magnitude of maximum percent error |∆φ?| in CF conservation in the
3D deformation test as a function of particle number density Npc for grid resolutions
of Nx = 16, Nx = 32, and Nx = 64. The dotted line shows convergence with the
square root.
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Figure 4.20. Particle distributions for the 3D deformation test at Courant numbers
of C = 12.2 (panels a–b), C = 3.2 (panels c–d), C = 1.6 (panels e–f), and C = 0.24
(panels g–h). Results are shown at times t = 1.5 (top row) and t = 3 (bottom row)
with grid resolutions of Nx = 64 nodes and particle number densities of Npc = 4
particles per cell
Courant number performance
As a final evaluation of phase transport, we consider the dependency of performance
on the Courant number, defined here as
C = max
( |u| dt
∆x
+
|v| dt
∆y
+
|w| dt
∆z
) ∣∣∣∣
t=0
. (4.42)
This evaluation is performed for the three dimensional deformation problem using a
setup identical to the previous section. The only difference is that the time step is
varied in order to produce a wide range of Courant numbers.
We perform simulations at four Courant numbers: C = 12.2, C = 3.2, C = 1.6,
and C = 0.24. Each simulation is performed on a grid with resolution Nx = 64
and a particle number density of Npc = 4 particles per cell. Figure 4.20 shows
the particle fields produced by the four Courant numbers. Each Courant number
produces a stable result with similar particle distribution at the intermediate time
t = 1.5. The C = 12.2 case in panel b includes significant dispersion and shape
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Figure 4.21. Particle distributions for the 3D deformation test at Courant numbers
of C = 12.2 (panels a–b) and C = 0.24 (panels c–d). Results are shown at times
t = 1.5 (top row) and t = 3 (bottom row) with grid resolutions of Nx = 64 nodes and
particle number densities of Npc = 16 particles per cell.
errors originating from inaccuracies in the time integration. As the Courant number
decreases to C = 3.2 and C = 1.6, the influence of temporal integration errors decrease
and the final geometry becomes more spherical with fewer detached particles. As the
Courant number decreases further to C = 0.24, small surface anomalies appear that
do not arise at Courant numbers closer to C = 1. These anomalies result from the
residual particle acceleration terms becoming significant relative to the interpolated
velocity ui.
Simulations at the extreme Courant numbers of C = 12.2 and C = 0.24 are
performed with an increased particle number density of Npc = 16. Figure 4.21 shows
the results for these increased particle number density simulations. Panels a - b
show results for C = 12.2 and panels c - d show results for C = 0.24. The particle
distribution for C = 12.2 in panel a appears well-behaved, but panel b shows detached
particles and shape error in the final result. Increasing the particle number density
to Npc = 16 does not improve performance relative to Npc = 4 for C = 12.2 because
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Figure 4.22. Shape error ∆S in the 3D deformation test as a function of Courant
number at a grid resolution of Nx = 64 nodes and particle number densities of Npc = 4
and Npc = 16 particles per cell.
the temporal integration produces the errors. The well-distributed particles in panel
c and the well-defined sphere in panel d show that increasing the particle number
density to Npc = 16 eliminates the surface anomalies observed at C = 0.24 with
Npc = 4. At low Courant numbers, increasing the particle number density decreases
errors because the length scales associated with the residual particle accelerations
become small relative to the interpolated velocity.
Figure 4.22 shows the dependence of shape error on the Courant number. A wide
range of results are shown for Npc = 4 and results at the extreme Courant numbers
are shown for Npc = 16. Errors in the time integration dominate at large Courant
numbers, with similar errors produced at both Npc = 4 and Npc = 16. The time
integration errors decrease as the Courant number decreases, but errors due to the
particle terms increase. For Npc = 4 and Nx = 64, an optimum Courant number
occurs at approximately C = 3. At low Courant numbers, increasing the particle
number density from Npc = 4 to Npc = 16 decreases shape error.
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4.4.1.5 Comparison to existing methods
Shape error
We compare the PMP shape error in the three-dimensional vortex problem to a
number of state-of-the-art volume of fluid methods. The first comparison is made
to schemes that transport the VOF at the same resolution as the velocity field (the
equivalent, in the context of the PMP, of using one particle per cell Npc = 1). For this
comparison we consider the unspilt geometric VOF methods of Owkes and Desjardins
[104] and Herna´ndez et al. [47]. As a second comparison, we consider the mass-
momentum consistent unsplit VOF of Owkes and Desjardins [106], which transports
the VOF on a grid with twice the resolution as the velocity (equivalent to eight
particles per cell Npc = 8).
The PMP method with Npc = 1 is compared to the methods of Owkes and Des-
jardins [104] and Herna´ndez et al. [47] in Fig. 4.23 panel a. The PMP method with
Npc = 8 is compared to Owkes and Desjardins [106] in Fig. 4.23 panel b. Panels
a and b show that the PMP method converges with first-order and the three VOF
schemes converge with second-order with respect to Nx. The PMP result in panel a
is more accurate with respect to ∆S than the corresponding VOF methods at resolu-
tions below Nx = 256, but less accurate for Nx = 256. In panel b, the PMP method
is more accurate than the corresponding VOF method for all resolutions considered
(although the VOF method will out-perform the PMP method for Nx > 256).
Conservation error
Many VOF methods conserve mass to machine precision, while the PMP method has
a finite conservation error. Although the PMP method does not conserve Eulerian
mass, the conservation error is generally low relative to many other non-conservative
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Figure 4.23. Shape error comparison in the three-dimensional vortex problem: (a)
PMP method with Npc = 1 compared with the geometric VOF methods of Herna´ndez
et al. [47] and Owkes and Desjardins [104]; (b) PMP method with Npc = 8 compared
with the VOF method of Owkes and Desjardins [106]. The dashed line shows first-
order convergence.
schemes. For the three-dimensional vortex problem with Npc = 4, the PMP conser-
vation error is less than 0.7% for every mesh resolution tested, and less than 0.3% for
Nx ≥ 128. The particle level set method, for example, loses 2.6% of the initial mass
for Nx = 100 [27] (and the baseline level-set method used in that study suffers an
80% mass loss). In the two-dimensional vortex problem, the PMP method presents
slightly less than 0.3% conservation error with Nx = 128 and Npc = 4. The Refined
Local Surface Grid (RLSG) method presents a 0.28% volume loss when using a flow
solver grid of Nx = 128 and a refined surface grid of Nx = 1024 [48]. In the same
problem, the Lagrangian particle level set method suffers a 2% mass loss when us-
ing a Lagrangian signed distance function with reinitialization on a Nx = 1000 grid,
utilizing 56, 536 particles [56].
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Figure 4.24. Computational cost of performing the three-dimensional vortex problem
with the PMP method and the geometric VOF method of Owkes and Desjardins [104].
The dashed line scales with second-order and the dotted line scales with third-order
with respect to Nx.
Computational cost
The computational cost of performing the thee-dimensional vortex problem with the
PMP method is compared to the unspilt geometric VOF method of Owkes and Des-
jardins [104] in Fig. 4.24. The PMP simulations were carried out on a 3.3 GHz Intel
Core i5 processor with 24 GB 1867 MHz DDR3 memory. The Nx = 32 and Nx = 64
simulations were run in serial fashion, and the Nx = 128 simulation was run on two
cores using MPI. The cost of the VOF method scales with surface area, and therefore
increases with second order with respect to mesh resolution. The cost of the PMP
method, as a discretization of the system mass, scales with third order with respect to
mesh resolution. For Nx ≤ 128, the computational costs of the PMP and the unspilt
geometric VOF method [104] are similar. For larger resolutions, the total cost of the
VOF method will be significantly less than the PMP method (for a fixed amount of
surface area).
The dependence of computational cost on particle number density is shown in
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Figure 4.25. Computational cost of performing the three-dimensional vortex problem
with the PMP method for Nx = 32 as a function of the particle number density Npc.
Fig. 4.25. These results are produced by performing the three-dimensional vortex
problem on a mesh with resolution Nx = 32. The solid line is linear, and shows the
computational cost of the PMP method increases linearly with increasing particle
number density Npc – doubling the number of particles doubles the computational
cost.
4.4.2 Fluid simulation results
We turn attention to the simulation of multiphase fluid flow problems. Specifically, we
demonstrate the solution of the incompressible Navier-Stokes describing the dynamics
of an immiscible fluid system with phase-dependent properties.
4.4.2.1 Governing equations
The systems are governed by the momentum equation,
∂u
∂t
+ u · ∇u = −1
ρ
∇P + 1
ρ
∇ · [µ (∇u +∇uT )] , (4.43)
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where ρ is the density, u is the velocity vector, P is the pressure, and µ is the
viscosity. The divergence-free condition on the velocity field ensures that the flow is
incompressible:
∇ · u = 0. (4.44)
The viscosity and density are computed at all locations x as a function of the CF:
µ (x) =
Nζ∑
α=1
µαφα (x) , (4.45)
and
ρ (x) =
Nζ∑
α=1
ραφα (x) . (4.46)
Or, in simplified two-phase form:
µ (x) = µ1φ (x) + µ2 (1− φ (x)) , (4.47)
and
ρ (x) = ρ1φ (x) + ρ2 (1− φ (x)) . (4.48)
Interfacial dynamics enter the system through the interfacial boundary condition,
[P ] = σκ+ 2 [µ] nT · ∇u · n, (4.49)
where [P ] is the pressure jump at the interface, σ is the surface tension coefficient, κ is
the interfacial curvature, [µ] is the difference in fluid viscosities, and n is the interfacial
unit normal vector. The surface tension magnitude σκ is directly proportional to the
curvature κ.
Our strategy for solving the governing equations is largely modeled off of the
solver described by Desjardins et al. [21]. The momentum transport equation is
solved on a staggered grid with a second-order spatial discretization. The phase
and momentum transport are staggered in time and are integrated in time with an
iterative Crank–Nicolson scheme as described in Fig. 4.1. The pressure jump at the
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interface due to surface tension is imposed with the Ghost Fluid Method (GFM) [32].
The curvature used to define the jump condition for pressure in the GFM is computed
with the Variable Finite Particle Method (FPM) described in Chapter 3 and Wenzel
and Garrick [149]. A general description of the FPM for computing curvature is
provided in Chapter 2 and Wenzel and Garrick [148]. Both density and viscosity are
computed from the CF, and are therefore not treated discontinuously with the GFM,
but vary over a few mesh spacings.
4.4.2.2 Extending concentric ellipses
We consider extending concentric ellipses, a multiphase problem commonly used to
test the performance of SPH methodologies [94, 66, 67]. The notation, general de-
scription, and solution of this problem is presented by Monaghan and Rafiee [94], but
is repeated here for completeness. The test traditionally involves a circle of radius
ro of phase ζ
1 surrounded by an annulus of phase ζ2 with inner radius ro and outer
radius Ro. The outer surface of phase ζ
2 is a free-surface, meaning there is no fluid
beyond Ro at the initial time to. An extensional velocity is imposed at initial time to,
defined by
u(to) = σ(to)x, (4.50)
and
v(to) = −σ(to)y, (4.51)
where σ is a time-dependent scalar. For fluids governed by the Euler equations, the
initially concentric circles transition into concentric ellipses defined by
x2
a2
+
y2
b2
= 1 (4.52)
for the interior fluid ζ1 and
x2
A2
+
y2
B2
= 1 (4.53)
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for the exterior fluid ζ2. The aspect ratios increase in time, and the temporal evolution
of the major and minor axes of both phases is derived analytically in [94]. A number
of relations hold for all times:
A
B
=
a
b
, (4.54)
ab = r2o, (4.55)
and
AB = R2o. (4.56)
A set of coupled ordinary differential equations defines the rate of change of the major
axis:
da
dt
= σa (4.57)
and
dσ
dt
= σ2
b2 − a2
a2 + b2
. (4.58)
These equations are solved numerically, and used as a benchmark to assess the per-
formance of multiphase flow simulation methods.
Problem setup
The extending ellipse problem is traditionally performed in the context of Lagrangian
methods, where the free-surface does not impose any challenges. The PMP method
considered here is a coupled Eulerian-Lagrangian method, and the free-surface in-
troduces challenges associated with boundary conditions. We therefore modify the
extending ellipse problem to be appropriate for the PMP methodology, and outline
the modifications in this section.
The domain is defined by x = {−5.25, 5.25}, y = {−3.5, 3.5}, and z = {−1.75, 1.75}.
The domain is discretized by a uniform mesh of Nx = 240, Ny = 160, and Nz = 80
nodes in the x, y, and z directions, respectively. Simulations are performed with
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Table 4.2. Definition of fluid properties for the expanding elliptical regions test prob-
lem.
Phase ζα Density ρα Kinematic viscosity να
α=1 5000 0.0001
α=2 1000 0.0001
α=3 1 0.01
α=4 0.1 0.01
particle number densities of Npc = 1 and Npc = 4. We initialize four phases in the
domain as a function of radius r =
√
x2 + y2 according to
ζα (to, r) =

α = 1, r ≤ 1,
α = 2, 1 < r ≤ 2,
α = 3, 2 < r ≤ 2.5,
α = 4, 2.5 < r.
(4.59)
The phase-dependent density ρα and kinematic viscosity να for each phase ζα are
defined in Table 4.2. The two inner-most phases, ζ1 and ζ2, are high density, low
viscosity fluids described by the expanding concentric ellipses problem [94]. The two
outer-most phases, ζ3 and ζ4, are low density, high viscosity fluids designed to emulate
a free-surface. The velocity coefficient σ is initialized as σ(to) = 0.4, and w(to) = 0.
The extensional flow initialization defined in Eqs. (4.50)-(4.51) works for a free
surface (because boundary conditions are not required). In the present study, how-
ever, each boundary is treated periodically. To accommodate the periodic boundaries,
we initialize a temporary velocity defined by Eqs. (4.50)-(4.51), and then solve a Pois-
son equation for pressure to project this temporary velocity onto a divergence-free
velocity field. Because the densities of the interior phases (ζ1 and ζ2) are orders of
magnitude greater than the exterior fluids (ζ3 and ζ4), the velocities of the interior
phases remain well-described by Eqs. (4.50)-(4.51) after the projection, while the
velocities of the exterior fluids adjusts to satisfy the periodic boundary conditions.
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Figure 4.26. Density field in the extending concentric ellipses problem: (a) t = 0; (b)
t = 0.5625; (c) t = 1.5. The dark red is ζ1, the orange is ζ2, the light blue is ζ3,
and the dark blue is ζ4. (For interpretation of the colors in the figure, the reader is
referred to the web version of this dissertation.)
Results
The temporal evolution of the fluid density is shown in Fig. 4.26 for a particle number
density of Npc = 4. Panel a shows the initial condition, with ζ
1 as the interior red
circle, ζ2 the orange annulus, ζ3 the thin, light blue annulus, and ζ4 the dark blue
background fluid. Panel b shows the density distribution at t = 0.5625, where the
three interior phases have transitioned to ellipses with small aspect ratios. At the
final time, t = 1.5 in panel c, the ζ1 and ζ2 fluids have transitioned to large aspect
ratio ellipses with the same aspect ratio. The aspect ratio of the light blue ζ3 fluid
is smaller because it has a larger viscosity. We are interested in quantifying the
transition of the two interior phases, ζ1 and ζ2, from circular to elliptical geometries.
Figure 4.27 panel a shows the temporal evolution of the major axis of ζ1, denoted
by 2a. Results are shown for particle number densities of Npc = 1 and Npc = 4. At
the initial time to the major axis 2a = 2.0. As time progresses to the final time of
t = 1.5, the major axis has increased to 2a ≈ 3.5. For a particle number density of
Npc = 1, the percent error ∆a
∗ in the major axis 2a (defined relative to the solution
given by Eqs. (4.50)-(4.51)) is ∆a∗ = 0.367% after one iteration and ∆a∗ = 0.817% at
the final time of t = 1.5. The error roughly doubles over the course of the simulation.
For Npc = 4, the percent error in the solution is ∆a
∗ = 0.0180% after one iteration
and ∆a∗ = 0.184% at the final time of t = 1.5. The error increases by approximately
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Figure 4.27. Temporal development of the major axis for particle number densities
of Npc = 1 and Npc = 4 compared to the analytical solution: (a) phase ζ
1 axis; (b)
phase ζ2 axis.
a factor of ten. Figure 4.27 panel b shows the temporal evolution of the major axis of
ζ2, denoted by 2A. For a particle number density of Npc = 1, the percent error ∆A
∗
in the major axis 2A is ∆A∗ = 0.00473% after one iteration and ∆A∗ = 0.195% at the
final time of t = 1.5. For Npc = 4, the percent error in the solution is ∆A
∗ = 0.0336%
after one iteration and δA∗ = 0.321% at the final time of t = 1.5.
The kinetic energy of the fluid system, comprised of the cumulative kinetic energy
of all four phases, is plotted as a function of time in Fig. 4.28. Because the densities
of phases ζ1 and ζ2 are significantly larger than ζ3 and ζ4, the kinetic energy of the
system is dominated by the low-viscosity, high-density fluids. The total normalized
kinetic energy, defined by E?(t) = E(t)/E(to), changes by less 0.2% over the duration
of the simulations. The kinetic energy does not decay smoothly because the dissipative
scales are not resolved in the high density fluids, and the governing equations are
solved in non-conservative form. The simulations are stable despite the lack of viscous
dissipation and the non-conservative implementation of the momentum equation.
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Figure 4.28. Kinetic energy decay for the extending concentric ellipses for particle
number densities of Npc = 1 and Npc = 4.
4.4.2.3 Spurious currents
Spurious currents are unphysical velocities that appear near interfaces in multiphase
flow simulations, resulting from errors in computed interfacial curvature. For an ini-
tially stationary droplet, the spurious current magnitude is quantified by the spurious
capillary number Ca = |umax|µ/σ. Ideally, the spurious capillary number is zero. We
replicate the spurious current assessment performed by Renardy and Renardy [116]
and Herrmann [48] to determine the magnitude of spurious currents resulting from
coupling the PMP method with the variable FPM method for computing interfacial
curvature [149].
Problem setup
The domain is a tri-periodic unit cube discretized by Nx nodes in each direction. We
consider mesh resolutions of Nx = 96 and Nx = 128 and particle number densities
of Npc = 1 and Npc = 8. A sphere of phase ζ
1 with radius a = 0.125 is initialized
at the center of the domain, which is otherwise filled with phase ζ2. The density
and viscosity of both phases are ρ = 4 and µ = 1, the surface tension coefficient is
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σ = 0.357, and the time step ∆t = 10−5. The spurious capillary number is computed
after two-hundred iterations.
For the purposes of computing curvature, the color function φ is smoothed with
a smoothing kernel W s. We consider two smoothing kernels:
W s1(S) =
(1− S
2)4, 0 ≤ S ≤ 1,
0, S > 1,
(4.60)
and
W s2(S) =
1− S
2, 0 ≤ S ≤ 1,
0, S > 1,
(4.61)
where S = |xi − xj| /hs. For all cases, the smoothing length hs is set to hs = 3∆x,
where ∆x is the Eulerian mesh spacing. A smooth color function φ′ is then computed
according to
φ′ (xi) =
∑Nj
j=1 φ (xj)W
s (xi − xj, hs)∑Nj
j=1W
s (xi − xj, hs)
, (4.62)
where Nj is the number of Eulerian cell-centers within distance h
s of xi (the cell-center
where the smooth color function φ′ is being computed). The interfacial curvature of
the smooth CF φ′ is computed with the FPM [149, 148].
Results
Table 4.3 provides spurious capillary numbers for the PMP method as a function
of mesh resolution and particle number density for smoothing kernel W s1. Every
simulation produces a stable result. As a reference for performance, results produced
by the continuum surface force (CSF), continuum surface stress (CSS), parabolic
reconstruction of surface tension (PROST), and refined local surface grid (RLSG)
methods, originally presented by Renardy and Renardy [116] and Herrmann [48], are
provided. Like the CSF and CSS methods, the PMP method coupled with the FPM
approach for surface tension does not converge with mesh resolution. Results for the
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Table 4.3. Spurious capillary numbers for the PMP method with smoothing kernel
W s1 as a function of mesh resolution Nx and particle number density Npc, compared
to archival methods presented by Renardy and Renardy [116] and Herrmann [48].
Nx = 96 Nx = 128
PMP, Npc = 1 0.0283 0.0348
PMP, Npc = 8 0.00843 0.008
CSF [116] 0.00504 0.00516
CSS [116] 0.0106 0.0101
PROST [116] 0.0000628 0.0000367
RLSG [48] 0.0000482 0.0000344
PMP method with Npc = 1 are less accurate (larger spurious capillary number) than
the CSS and CSF methods. With Npc = 8, the PMP method produces a spurious
capillary number comparable to those of the CSS and CSF methods. The PROST
and RLSG methods are both convergent with respect to spurious capillary number,
and greatly out-perform the PMP, CSS, and CSF methods.
Spurious currents are known to depend on interface smoothing procedures [116].
We therefore consider the second smoothing kernel W s2 with a mesh resolution of
Nx = 96. Using the W
s2 kernel to produce φ′, rather than W s1, reduces the spurious
capillary number by 26% to Ca = 0.021 for Npc = 1 and by 25% to Ca = 0.00629
for Npc = 8. We find that changing the smoothing kernel does modify the spurious
capillary number.
The pressure jump across the interface of a stationary droplet is given by the
Laplace pressure, ∆P = 2σ/a. The pressure field is shown in Fig. 4.29 after 200
iterations for Nx = 128 and Npc = 8 with W
s1. Panel a shows the pressure in the
x − y plane centered at z = 0. Because surface tension is being implemented with
the ghost fluid method, the pressure changes discontinuously across the interface.
Panel a appropriately shows that the pressure inside the interface is high, and the
pressure outside the interface is low. The percent error in the simulated pressure,
computed relative to the pressure jump defined by the Laplace pressure, is shown in
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Figure 4.29. Pressure after 200 iterations in the x− y plane centered at z = 0 in the
spurious currents test: (a) Laplace pressure arising from surface tension; (b) percent
error in simulated pressure relative to analytical Laplace pressure.
panel b. The pressure error is much less than 5% a few mesh spacings away from
the interface. Within a few mesh spacings of the interface, the error approaches 5%.
At a few nodes in the domain (the three dark blue dots in panel b), the numerical
interface has crossed over the analytical interface and the error approaches 100%.
This behavior is an expected result of the ghost fluid method (a first-order method),
where the pressure is treated in discontinuous fashion.
4.4.2.4 Oscillating droplet
We consider the oscillation of an initially elliptical droplet. The problem setup is based
on the tests performed by Owkes et al. [107]. The oscillating droplet is a valuable test
configuration because it includes phase-dependent properties and surface tension, and
the problem dynamics are dominated by the interface. The oscillation has a known
period which allows for a quantitative assessment.
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Problem setup
The interface between the elliptical droplet and the surrounding fluid is defined at
the initial time to by
x2
(0.1)2
+
y2
(0.12)2
= 1, (4.63)
where the origin is centered on the droplet and the domain extent is x = {−.25, .25}
and y = {−.25, .25}. Particles inside the ellipse at to are defined by χi = 1 and
particles outside the ellipse at to are defined by χi = 0. The droplet has a density of
ρ1 = 1000 and a viscosity of µ1 = 8.9× 10−2, and the surrounding fluid has a density
of ρ2 = 1.3 and a viscosity of µ2 = 1.81 × 10−3. The surface tension coefficient is
σ = 0.0728.
Numerical specification
Grid resolutions of Nx = Ny = 32, Nx = Ny = 64, and Nx = Ny = 128 are considered
along with particle number densities of Npc = 2, Npc = 4, and Npc = 8 particles
per Eulerian cell. Each simulation domain has a thickness of three nodes in the z
direction, similar to the single vortex phase transport test cases. All boundaries are
treated periodically.
Potential energy stored in the elliptical interface produces temporal shape oscil-
lations of the droplet. The kinetic energy provides a natural means to examine the
oscillation behavior, as the problem is characterized by an exchange between kinetic
and potential energy. This work considers the dimensionless droplet kinetic energy
E?,
E? =
1
Eo
∫ ∞
−∞
∫ ∞
−∞
1
2
ρ1φu · udxdy, (4.64)
where Eo is a characteristic energy (defined as the maximum energy observed among
all cases). Time is made dimensionless by the analytical period of oscillation [107]
t? = t
(
2pi
√
(ρ1 + ρ2) a3
6σ
)−1
, (4.65)
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Figure 4.30. Droplet oscillation performance: (a) dimensionless kinetic energy E? as
a function of time for grid resolutions of Nx = 32, 64, and 128 nodes with Npc = 4
particles per cell; (b) dimensionless period error T ? shown for grid resolutions of
Nx = 32, 48, and 128 nodes and particle number densities of Npc = 2, 4, and 8
particles per cell. The dashed line shows first-order convergence.
where a =
√
0.1× 0.12 is the undeformed radius of the droplet. The expected behav-
ior of E? for an inviscid droplet is a smooth oscillation between E? ≈ 0 and E? ≈ 1
with a dimensionless oscillation period of unity. For a viscous droplet, the amplitude
of E? will decrease in time due to viscous dissipation. Deviation from the expected
oscillation period is defined as the dimensionless period error,
T ? = T − 1, (4.66)
where T is the measured dimensionless oscillation period, computed by considering
the first three local minimums in the dimensionless kinetic energy.
Oscillation frequency
The droplet oscillation period and the error are shown in Fig. 4.30. Panel a shows
the time-dependent dimensionless kinetic energy for the three Npc = 4 cases, and
panel b shows the dimensionless period error for all nine simulations. All tested grid
resolutions produce smooth kinetic energy oscillations, and all tested combinations
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of grid resolution and particle number density produce period errors less than 10%.
At the highest grid resolution of Nx = 128, all three tested particle number densities
produced period errors less than 2%. Additionally, as the grid resolution increases
from Nx = 32 to Nx = 128, the oscillation period approaches the expected value of
T = 1. Figure 4.30 panel b reveals that increasing either the grid resolution, Nx, or
the particle number density, Npc, decreases the oscillation period error T
?.
4.4.2.5 Droplet in mean shear
Simulation of a droplet in shear flow is an established means of assessing accuracy
against physically-observed results. Droplets exposed to a mean shear either assume
a steady deformation or undergo breakup [127, 77]. The behavior depends on the
magnitude of the capillary number Ca = aγ˙µ/σ, where a is the droplet radius and
γ˙ is the imposed shear rate. This problem has been studied extensively by Li et al.
[77], where critical capillary numbers have been presented for a wide variety of con-
figurations. We simulate one of the configurations to demonstrate the ability of the
point mass formalism to achieve a steady-state deformation under the counteracting
effects of viscous shear and surface tension, and to compare the resultant interface to
that presented by Li et al. [77].
Problem setup
The geometric setup for the droplet in shear test problem is shown in Fig. 4.31. A
droplet of radius a is placed in the center of a domain of size 8a × 8a × 4a in the
x (stream-wise), y (wall-normal), and z (cross-stream) directions, respectively. The
grey surfaces at the top and bottom of the domain are solid walls and all other surfaces
are periodic. The upper surface moves to the right (+x) with speed UW and the lower
surface moves to the left (−x) with speed UW . The initially stationary fluid develops
a mean shear rate of γ˙ = UW/4a due to boundary layer growth on the solid walls.
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Figure 4.31. Geometric setup for the droplet in shear flow test problem.
In addition to the capillary number, the dynamics depend on the Reynolds number,
Re = ργ˙a2/µ. The simulation in question is defined by Ca = 0.1 and Re = 20.
Replicating the resolution used in [77], the domain is discretized by Nx = 64×64×32
nodes in the x, y, and z directions.
Results
We replicate the Re = 20, Ca = 0.1 simulation performed by Li et al. [77] at particle
number densities of Npc = 1 and Npc = 6. Figure 4.32 shows results for the Npc = 6
simulation. Panel a shows the initial droplet at t = 0 (defined by the iso-surface of
φ = 0.5), and panels b and c show the droplet at later times of t = 19 and t = 111.
At t = 19, the droplet has elongated slightly and rotated clockwise approximately
45◦ in the x − y plane. Between t = 19 and t = 111 the droplet drifts slowly to
the left. This is an artifact of the droplet center of mass not aligning exactly with
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Figure 4.32. Droplet surface (iso surface of φ = 0.5) for the droplet in shear flow test
problem with Npc = 6 drawn at (a) t = 0, (b) t = 19, and (c) t = 111.
y = 0 at t = 0. By time t = 111, the droplet has achieved a steady ellipsoidal shape
that is only slightly different from that at t = 19. The steady shape is defined by an
equilibrium competition between viscous forces acting to pull the droplet apart and
surface tension forces acting to keep the droplet intact.
We assess the droplet in shear results by considering the PMP distribution and CF
contour in the x− y plane located at z = 0 – the x− y plane that bisects the droplet.
Figure 4.33 shows results for the Npc = 6 and Npc = 1 simulations at t = 111. Panels
a and b show the PMP distribution and Eulerian CF for Npc = 6. In panel a, the
particles in both phases are well-distributed, and the interface between the red and
blue phases remains well-defined without dispersion. The CF in panel b is smooth,
well-behaved, and bounded between φ = 0 and φ = 1. Panel c shows a comparison
between the φ = 0.5 contour (blue dashed line) and the result from Li et al. [77] (thin
black line beneath the blue dashed line). The result from Li et al. [77] also includes
velocity vectors. The point mass particle solution has been translated in space to
compare the droplet shapes. Panel c shows good agreement between the steady
droplet shapes produced by the point mass technique and the solution presented by
[77] – the solid black contour falls beneath the dashed blue contour. Panels d, e, and
f are analogous to panels a, b, and c, but correspond to the Npc = 1 simulation. Panel
104
(a)
(d)
(c)
(f)
(b)
(e)
Figure 4.33. Comparisons between point mass particle simulations and the results of
Li et al. [77]: (a) particle field for Npc = 6 at t = 111; (b) Eulerian CF corresponding
to the particle field in panel (a); (c) φ = 0.5 contours comparing Npc = 6 solution
(blue dash) and solution of Li et al. [77] (solid black); (d) particle field for Npc = 1 at
t = 111; (e) Eulerian CF corresponding to the particle field in panel (d); (f) φ = 0.5
contours comparing Npc = 1 solution (red dots) and solution of Li et al. [77] (solid
black).
d shows well-distributed particles with a well-defined phase interface, despite the low
particle number density. The corresponding CF in panel e is similarly well-behaved,
bounded, and smooth. Panel f shows a very slight discrepancy between the Npc = 1
solution and the solution from [77].
Capillary breakup
Increasing the dynamic viscosity of the fluid increases the capillary number and de-
creases the Reynolds number, resulting in capillary breakup according to Li et al.
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Figure 4.34. Droplet with Ca = 0.14 and Re = 14.3 undergoing capillary breakup:
(a) t = 64.1; (b) t = 74.7; (c) t = 76.9; (d) t = 77.9; (e) t = 79.0; (f) t = 80.0; (g)
t = 84.3.
[77]. In order to determine if the PMP methodology is capable of undergoing cap-
illary breakup, we increase the dynamic viscosity by 40%, resulting in Ca = 0.14
and Re = 14.3. To accommodate a longer droplet and the increased range of length
scales associated with capillary breakup, we increase the domain size to 16a×8a×4a,
discretize the domain with a 256×128×64 Eulerian mesh, and use a particle number
density of Npc = 1.
Figure 4.34 shows the Ca = 0.14 and Re = 14.3 droplet undergoing capillary
breakup as a function of time. Panel a shows the droplet at t = 64.1, when it has
elongated past the steady geometry of the Ca = 0.1, Re = 20 droplet previously
considered. As time advances, the droplet continues to elongate, necking down at
the center, resulting in a prominent ligament by time t = 77.9 in panel d. By time
t = 80 in panel f, pinch-off has occurred, producing two distinct droplets, a contiguous
ligament in the center, and a number of PMPs that have become dispersed in the
background fluid. At time t = 84.3 in panel g, three distinct droplets are apparent,
and more PMPs have become dispersed in the background fluid. This dispersal of
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Figure 4.35. Droplet with Ca = 0.14 and Re = 14.3 undergoing capillary breakup
with dispersed particle correction (DPC): (a) t = 64.1; (b) t = 74.7; (c) t = 76.9; (d)
t = 77.9; (e) t = 79.0; (f) t = 80.0; (g) t = 84.3.
PMPs has occurred because there is little numerical surface tension present in the
PMP method, unlike a VOF method.
Implementing a numerical surface tension
A simple technique for adding numerical surface tension to the PMP method is to
relocate individual particles that have become surrounded by a different phase. We
consider a procedure that, at the end of every time-step, checks for particles that
have fewer than four neighboring particles of the same phase within a radius of
1.75 (V/Npc)
1/3, where (V/Npc)
1/3 is the characteristic inter-particle spacing. If a
particle i has fewer than four neighboring particles of the same phase, particle i is
moved to a new position X′i according to
X′i = Xi + 1.25× (Xj −Xi) , (4.67)
where Xj is the position of the nearest particle j satisfying χ
α
j = χ
α
i . Particle i effec-
tively “leap frogs” particle j when moving from position Xi to X
′
i, ideally assuming
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a position surrounded by particles of its own phase. The particle motion defined by
Eq. (4.67) is referred to as dispersed particle correction (DPC), because it attempts
to correct the position of particles that have become dispersed in a dissimilar phase.
Figure 4.35 shows the Ca = 0.14 and Re = 14.3 droplet undergoing capillary
breakup as a function of time with the DPC implementation. The results of this
simulation are identical to those of Fig. 4.34 up to the point where the first particle
becomes dispersed in the background fluid, which occurs between times t = 79.0 in
panel e and t = 80.0 in panel f. The onset of the capillary instability is therefore
unmodified by the inclusion of DPC. After breakup has occurred, dispersed particles
are moved according to the DPC procedure. The resultant particle distribution at
time t = 84.3 in panel g includes the three large droplets present in Fig. 4.35 and two
very small droplets (one comprised of only one PMP). The lack of perfect symmetry
is attributable to two primary causes. First, perfect symmetry is not a condition
imposed on the initial PMP distribution. Second, small errors in the computed cur-
vature can result in asymmetric breakup, especially when the breakup event is not
particularly well-resolved.
4.4.2.6 Rayleigh-Taylor instability
In the next test, we simulate a Rayleigh-Taylor instability. The problem setup is based
on the test cases presented by Herrmann [48]. We compare the interface produced by
the point mass particle technique to the interface produced by our implementation of
the split geometric VOF method of Weymouth and Yue [152]. We additionally assess
the affects of mesh resolution and particle number density on the interface.
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Figure 4.36. Temporal evolution of the particles (top row) and CF (bottom row) in
a Rayleigh-Taylor instability on an Nx = 96 grid with Npc = 16 particles per cell.
The times show, increasing from left to right, are t = 0.0, t = 0.5, t = 0.6, t = 0.7,
t = 0.8, t = 0.9, t = 1.0, and t = 1.1.
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Problem setup
We perform a Rayleigh-Taylor instability test problem similar to that described by
Herrmann [48], but with a larger viscosity. The domain is defined by x = {0, 1} and
y = {−2, 2}. We include a thickness of three nodes in the z direction. The upper
and lower surfaces are slip walls, and all other surfaces are treated periodically. The
mesh is uniform and denoted by the number of nodes in the x direction to remain
consistent with prior notation. For example, a Nx = 64 mesh includes 64 nodes in
the x direction, 256 nodes in the y direction, and 3 nodes in the z direction.
The upper half of the domain is defined as the liquid phase ζ1 and the lower half
of the domain is defined as the gas phase ζ2. The liquid density is ρ1 = 1.225 and
the liquid viscosity is µ1 = 0.00939, while the gas density is ρ2 = 0.1694 and the gas
viscosity is µ2 = 0.00939. The interface located at y = 0 is perturbed at t = 0 by a
cosine wave with amplitude 0.05. The gravitational constant is set to g = 9.81m/s2.
Comparison to Geometric VOF
We simulate the Rayleigh-Taylor instability on a mesh of Nx = 96 with a particle
number density of Npc = 16. Figure 4.36 shows the results of the simulation between
t = 0 and t = 1.1. Panels a-h show the PMP field and panels i-p show the Eulerian
CF. The initial perturbation at t = 0 grows slowly until time t = 0.5 shown in panels
b and j. Development happens rapidly at later times, and the surface area of the
interface grows significantly as gravity pulls the heavy red fluid downward, displacing
the lighter blue fluid upward. At the final time of t = 1.1 shown in panels h and
p, the interface has developed two long ligaments of red fluid on opposite sides of a
central, comparatively thick stem connected to the bulk mass of red fluid at the top
of the domain. The PMPs remain well-distributed for all times, and the Eulerian
field evolves to reflect the particles with a constant interface thickness.
Using the Rayleigh-Taylor instability problem with Nx = 96 and Npc = 16, we
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Figure 4.37. Contours of φ = 0.5 on an Nx = 96 grid produced by the split, geometric
VOF transport scheme of Weymouth and Yue [152] (red dots) and the point mass
particle method with Npc = 16 (blue lines): (a) t = 0.0, (b) t = 0.6, and (c) t = 1.1.
compare results produced by the PMP method and the geometric VOF method of
Weymouth and Yue [152]. Figure 4.37 compares the PMP solution (blue lines) to
the geometric VOF solution (red dots). Panel a shows the initial condition, panel
b shows the interface at t = 0.6, and panel c shows the final solution at t = 1.1.
In panels a and b, both solutions are essentially indistinguishable. At time t = 1.1,
after significant development in the flows, very small differences are visible in the two
solutions. All deviations are much smaller than the smallest length dimension present
in either solution.
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Figure 4.38. Particle fields (top row) and corresponding CF (bottom row) with Npc =
8 in the Rayleigh-Taylor instability problem at t = 1.1: (a) Nx = 16, (b) Nx = 32,
(c) Nx = 64, and (d) Nx = 96.
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Effects of mesh resolution
We simulate the Rayleigh-Taylor instability with Npc = 8 particles per Eulerian cell
at four mesh resolutions: Nx = 16, Nx = 32, Nx = 64, and Nx = 96. The resulting
PMPs and CFs are shown in Fig. 4.38 at t = 1.1. The Nx = 16 mesh shown in panels
a and e is insufficient to develop the long ligament structures. The ligaments in the
red fluid are only resolved by a few particles in panel a, and the interfacial thickness on
the Eulerian mesh in panel e is comparable with the thickness of the ligaments. The
penetration depth of the leading edge of the instability is also smaller than the higher
resolution cases. At a higher resolution of Nx = 32 in panels b and f, the flow develops
the ligament structures and the qualitative shape of the interface, but the penetration
depth remains slightly reduced and the flow presents mild asymmetries. The ligaments
are well-resolved by the particles, but are comparable with the interface thickness on
the Eulerian mesh – they are green, suggesting the feature size is comparable with
the interface thickness. As the mesh is further refined to Nx = 64 and Nx = 96,
asymmetries are further reduced and fewer discrepancies are apparent between results.
The total CF Σφ is computed by integrating the CF over the entire domain. We
use the total CF to assess Eulerian conservation behavior in the Rayleigh-Taylor
problem. In the case of perfect CF conservation, the analytical value of Σφ = 2
would be constant in time. Percent error in conservation is therefore defined relative
to Σφ = 2. Figure 4.39 shows conservation results for the Rayleigh-Taylor problem.
Figure 4.39 panel a shows the total CF, Σφ, as a function of time, and 4.39 panel b
shows the maximum percent error. Panel a shows that none of the simulations begin
with the analytical value of Σφ = 2 because we do not use this as a constraint on the
initialization (phase is initialized based on whether a particle is above or below the
analytical phase interface, with no other constraints). The time-dependent variation
in total CF is small for all cases, but nonetheless decreases rapidly as the mesh
resolution increases from Nx = 16 to Nx = 32. Panel b shows that all cases produce
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Figure 4.39. Assessment of CF conservation as a function of grid resolution Nx in
the Rayleigh-Taylor instability problem with a particle number density of Npc = 8
particles per cell: (a) total CF Σφ as a function of time; (b) magnitude of maximum
percent error |∆φ?|, evaluated relative to the analytical value of total CF, Σφ = 2.
an error of less than 0.06%, with resolutions of Nx = 64 and Nx = 96 producing
errors of less than 0.005%.
Effects of particle number density
We simulate the Rayleigh-Taylor instability on an Nx = 32 mesh with three particle
number densities: Npc = 2, Npc = 8, and Npc = 24. Results at t = 1.1 are shown in
Fig. 4.40. Panel a shows the solution for Npc = 2, panel b shows Npc = 8, and panel
c shows Npc = 24. The lowest particle number density of Npc = 2 generally provides
the correct shape, but includes visually obvious asymmetries. As the particle number
density increases to Npc = 24, these asymmetries are largely eliminated, despite the
low mesh resolution of Nx = 32.
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Figure 4.40. Particle fields with Nx = 32 in the Rayleigh-Taylor instability problem
at t = 1.1: (a) Npc = 2, (b) Npc = 8, and (c) Npc = 24.
4.5 Chapter summary and conclusions
This chapter has presented a new Eulerian-Lagrangian approach for the simulation of
immiscible multiphase flows. The Navier-Stokes equations are solved on an Eulerian
grid while the mass of each phase is discretized and tracked by a set of Lagrangian
point mass particles (PMPs). The method is novel in that the motion of the particles
is defined by the PMP velocity, which assures the particles remain well-distributed
and immiscible. Phase tracking performance is evaluated by means of the canoni-
cal single vortex and three-dimensional vortex problems. We illustrate the effects of
particle number density, Eulerian grid resolution, Courant number, and model param-
eters. We also demonstrate the ability of the approach to model an arbitrary number
of immiscible fluids. Dynamic performance is assessed via simulation of extending
elliptical regions, stationary and oscillating droplets, a droplet in shear flow, and a
Rayleigh-Taylor instability.
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The methodology exhibits robust performance in the phase transport tests per-
formed. Increasing either the grid resolution or the number of particles eliminates
dispersion between phases that occurs at low grid resolutions and particle number den-
sities. Shape errors decrease with first-order and conservation errors decrease with
the square root with respect to increasing grid resolution or particle number density.
Shape errors are generally smaller than those produced by state-of-the-art, un-split,
geometric VOF methods [47, 104, 106] for the grid resolutions tested. Although the
PMP method does not conserve mass like many VOF methods, the conservation error
is comparable or less than commonly used non-conservative methods [27, 56, 48]. The
method successfully transports five phases in the single vortex problem and preserves
features below the Eulerian grid resolution. The method is also shown to be stable at
all Courant numbers tested (0.24 ≤ C ≤ 12.2). At low Courant numbers, increasing
the particle number density decreases transport errors. At high Courant numbers
(where error is dominated by the time integration) increasing the particle number
density does not decrease transport errors. Similar number density and grid resolu-
tion trends are observed in the dynamic problems. The PMP method successfully
characterizes the expansion dynamic in the expanding concentric ellipses problem,
and presents acceptable spurious current magnitudes and the appropriate pressure
jump in stationary droplets with surface tension. In the oscillating droplet simula-
tions, increasing either the particle number density or the grid resolution provides
more accurate solutions. (Errors of less than 2% are demonstrated at moderate res-
olutions and low particle number densities.) Simulations of a droplet in shear flow
agree well with previously published studies [127, 77], even with as few as Npc = 1
particle per cell. Increasing the viscosity appropriately results in capillary instability,
and a scheme is introduced to rectify dispersed PMP particles. In simulations of a
Rayleigh-Taylor instability, the PMP methodology produces results that agree with
the split geometric VOF method of Weymouth and Yue [152].
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The PMP method has a number of novel features and favorable properties. Sub-
grid-scale phase tracking and superior performance on low-resolution grids are ben-
eficial for the simulation of sprays and other systems where the phase interface is
commonly under-resolved. Performance of the PMP method also weakly depends
on Courant number, unlike widely used VOF schemes that strictly limit the stable
Courant number [152]. Courant number sensitivity is important when an implicit
or semi-implicit time integration scheme is used. Additionally, any number of fluids
can be considered with the PMP method, which allows for the simulation of gen-
eral flow problems including many-component mixing. This contrasts with geometric
VOF methods, where simulating more than two fluids is a significant challenge due
to overlapping volumes [152, 104, 106]. Conversely, some VOF schemes have valu-
able characteristics that the present PMP methodology does not, including consistent
mass-momentum transport and second-order accuracy [106]. Modifying some of the
numerical parameters and implementation decisions used in this work can potentially
result in similar characteristics without changing the conceptual framework of the
PMP method.
Chapter 5
Extension of the point mass
particle method to scalar transport
with diffusion
5.1 Introduction
Performing scalar transport in the context of interfacial flows is challenging because
large gradients develop near interfaces due to rapid changes in fluid properties. Heat
transfer presents an additional challenge because specific energy is discontinuous
across fluid interfaces. Standard Eulerian convection schemes typically introduce
diffusive or dispersive errors when convecting discontinuous quantities. The convec-
tion challenge is amplified for interfacial flows, where fluid properties evolve with the
flux of VOF, while thermal energy flux is typically evaluated with an entirely differ-
ent scheme. Using different schemes to compute fluxes of related quantities (density,
specific heat, and specific thermal energy) results in inconsistent transport [106]. La-
grangian schemes do not suffer from inconsistent transport because the motion of
material elements accounts for convection of all quantities.
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This chapter presents and verifies a simple approach for computing scalar trans-
port in the coupled Eulerian-Lagrangian PMP framework introduced in Chapter 4.
The motion of the PMPs accounts for convection, which is coupled to diffusion via
operator splitting. The approach leverages the SPH diffusion operator of Cleary and
Monaghan [16]. The method outlined in this chapter focuses specifically on thermal
transport, with an emphasis on robustness in the presence of property discontinuities
and large temperature gradients, including boundedness and conservation.
5.2 Formulation
The energy transport equation is expressed in Lagrangian form as
DT
Dt
=
1
ρc
∇ · k∇T, (5.1)
where k is the thermal conductivity, c is the specific heat, ρ is the density, and T is
the temperature. Written discretely for particle i, the Lagrangian form becomes
DTi
Dt
=
1
ρici
[∇ · k∇T ]i , (5.2)
where the right-hand-side is the Lagrangian thermal diffusion operator evaluated for
particle i. The thermal diffusion operator proposed by Cleary and Monaghan [16] is
given by
1
ρici
[∇ · k∇T ]i =
1
ρici
Np∑
j=1
mj
ρj
4kikj
ki + kj
(Ti − Tj) ∇Wij
Xi −Xj , (5.3)
and has been demonstrated to accurately quantify diffusion across interfaces with
discontinuous changes in fluid properties, including density, thermal conductivity,
and specific heat. Heat diffusion occurs in a pair-wise fashion between particles,
ensuring conservation. We propose to modify the diffusion operator of Cleary and
Monaghan [16] to be appropriate for use in the context of the PMP method for the
solution of convection-diffusion problems.
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5.3 Numerical method
5.3.1 Modified diffusion operator
Smoothed particle hydrodynamics simulations compute the density for each particle
ρi via Eq. (4.4), and this density appears in the diffusion operator given by Eq.
(5.3). The PMP approach outlined in Chapter 4 does not require the particle density.
This section outlines modifications to Eq. (5.3) that allow diffusion to be computed
without computing the particle density. We note that one could, in principle, directly
implement Eq. (5.3) to compute diffusion in the context of the PMP method.
Instead of computing the particle density ρi on every particle i for use in Eq.
(5.3), we assign each particle density (and other fluid properties) according to the
particle phase indicator value: if χ1i = 1, then ρi = ρ
1, ki = k
1, and ci = c
1. A
consequence of prescribing density as a function of the phase indicator is that the
diffusion operator can over-predict or under-predict the diffusion rate between two
PMPs if the density assigned to the particle differs significantly from the density
defined by Eq. (4.4) (this would happen if the particle field becomes disorganized).
Explicitly assigning particle densities according to phase requires modifications to be
made to the diffusion operator.
The weight function used in this work is a modified version of the M4 cubic spline
[113]
W q(q) =
1
pih3q

0, q < 0.1;
1
4
(2− q)3 − (1− q)3 , 0.1 ≤ q < 1;
1
4
(2− q)3 , 1 ≤ q < 2;
0, q ≥ 2,
(5.4)
where q = |Xi −Xj| /hq and hq = 1.2 (V/Npc)1/3. The weight is modified in that
W q(q) = 0 for q < 0.1, which prevents heat exchange between particles that have
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become too close in proximity. Another consequence of prescribing the particle den-
sities, rather than computing them via Eq. (4.4), is that the discrete normalization
requirement for the weight function is not satisfied [93]. We therefore introduce a
pre-factor to the weight, cn, resulting in a new weight function that better satisfies
the normalization criteria:
W q(q) =
cn
pih3q

0, q < 0.1;
1
4
(2− q)3 − (1− q)3 , 0.1 ≤ q < 1;
1
4
(2− q)3 , 1 ≤ q < 2;
0, q ≥ 2,
(5.5)
where q = |Xi −Xj| /hq and hq = 1.2 (V/Npc)1/3. The diffusion operator used in this
work is now defined by
1
ρici
[∇ · k∇T ]i = Di =
1
ρici
Np∑
j=1
mj
ρj
4kikj
ki + kj
(Ti − Tj)
∇W qij
Xi −Xj , (5.6)
where the particle density is defined by the particle phase, and the weight W qij contains
the modifications prescribed in Eq. (5.5). In this work, we select cn = 1.13.
5.3.2 Time integration
A simple Lie-Trotter operator-split approach for time integration of temperature in
the context of the PMP method is proposed as follows:
1. The thermal energy of the system is discretized by the PMPs at time level
n− 1/2, such that the distribution of thermal energy is defined by the particle
temperature T
n−1/2
i , the particle mass Mi, and the particle position X
n−1/2
i .
2. The position of each PMP i is advanced from time level X
n−1/2
i to time level
X
n+1/2
i via the procedures outlined in Section 4.3.2. This motion accounts for
thermal convection.
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3. The diffusion operator is computed for each particle i using the most up-to-date
particle position X
n+1/2
i and the particle temperature T
n−1/2
i
Di =
1
ρici
Np∑
j=1
mj
ρj
4kikj
ki + kj
(
T
n−1/2
i − T n−1/2j
) ∇W q n+1/2ij
X
n+1/2
i −Xn+1/2j
. (5.7)
4. The temperature at time level n+ 1/2 is computed according to
T
n+1/2
i = T
n−1/2
i + ∆tDi. (5.8)
5.4 Performance assessment
5.4.1 Diffusion in multiphase slabs
As a first test problem we consider diffusion across a phase interface separating water
and air. This test is modeled off work presented by Cleary and Monaghan [16].
Problem setup
The problem domain is a rectangle with dimensions 1.5 m × 0.5 m in the x and y
directions, respectively. The mid-point of the domain in the x direction is defined
by xm = 0.75 m. The left half of the domain, x < xm, is filled with air, and the
right half of the domain, x ≥ xm, is filled with water. The air is initially cool
with a temperature of Tl = 300 K, and the water is initially slightly warmer, with a
temperature of Tr = 301 K. The air properties are prescribed to be ρl = 1.275 kg/m
3,
kl = 0.02587 W/m ·K, and cl = 718 J/kg ·K, and the water properties are prescribed
to be ρr = 1000 kg/m
3, kr = 0.598 W/m ·K, and cr = 4181.3 J/kg ·K. The top and
bottom of the domain are treated periodically, and the left and right boundaries are
adiabatic.
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As time advances, the warm liquid phase diffuses thermal energy into the gas
phase. The analytical solution to this problem is given by [16]
T (x, t) =

Tl + Tc × Erfc
(
(xm − x) /
(
2
√
αlt
))
, x < xm;
Tl + Tc ×
[
1 + kl
kr
√
αr
αl
Erf
(
(x− xm) /
(
2
√
αrt
))]
, x ≥ xm,
(5.9)
where
Tc = (Tr − Tl)√αl/ (√αr +√αl) , (5.10)
and α = k/ρc is the thermal diffusivity.
Numerical parameters
We consider three uniform meshes, defined by Nx = 30, Nx = 60, and Nx = 120
nodes in the x direction (and one-third as many nodes in the y direction). Each mesh
includes three nodes in the z direction (much like the tests presented in Chapter 4).
For each mesh resolution, we consider a particle number density of Npc = 1 particle
per Eulerian cell. The time step is defined according to Cleary and Monaghan [16]
∆t = 0.144 (∆x)2 /αl. (5.11)
Introducing a vertical velocity v(x) perturbs the relative particle positions, en-
suring the particles do not assume an ideal, perfectly-distributed configuration. We
therefore introduce a velocity v(x) defined by
v (x) =
2xm − x
2xm
∆x
∆t
. (5.12)
Adding this vertical velocity does not change the analytical solution provided by Eq.
(5.9). Comparison to the analytical solution is performed via the maximum percent
error, defined by
L∞(t) = max
[
100× |Ti(t)− T (x, t)|
∆To
]
, (5.13)
where ∆To = Tr − Tl is the initial temperature difference.
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Figure 5.1. Point mass particles colored by temperature (in units of Kelvin) in the
multiphase slab diffusion problem for Nx = 60: (a) t = 0 s; (b) t = 15.9 s; (c)
t = 175 s; (d) t = 637 s.
Results
The PMPs from the Nx = 60 simulation are shown, colored by temperature, in Fig.
5.1. Panel a shows the initial condition, t = 0, and panels b, c, and d show the particle
field at times t = 15.9 s, t = 175 s, and t = 637 s, respectively. The temperature field
is initially discontinuous, with the water warm relative to the air. As time progresses,
energy diffuses from the water to the air. The air near the interface visibly elevates in
temperature, while the water temperature does not visibly change due to its relatively
high heat capacity.
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Figure 5.2. Comparison of the PMP temperatures to the analytical temperature in
the multiphase slab diffusion problem for Nx = 60: (a) t = 0 s; (b) t = 15.9 s; (c)
t = 175 s; (d) t = 637 s.
Figure 5.2 compares the PMP temperatures for the Nx = 60 simulation to the
analytical solution provided by Eq. (5.9). Results are shown for the same times as
presented in Fig. 5.1. The temperature of every PMP in the domain is plotted as
a point, and the analytical solution is shown as a line. Panel a shows the initial
condition, where the PMP solution agrees identically with the analytical solution.
After a short time of t = 15.9 in panel b, very slight discrepancies appear between the
PMP solution and the analytical solution. These discrepancies do not grow as time
progresses in panels c and d.
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Figure 5.3. Maximum percent error in the multiphase slab diffusion problem as a
function of time for mesh resolutions of Nx = 30, Nx = 60, and Nx = 120.
The maximum error in temperature is graphed as a function of time in Fig. 5.3
for Nx = 30, Nx = 60, and Nx = 120. At each resolution, the maximum percent error
is initially large because of the initial temperature discontinuity. As time progresses,
the maximum error L∞ decreases for each mesh resolution. Error also decreases with
increasing mesh resolution. For a resolution of Nx = 120, the final percent error
is less than 1%. Each of the simulations conserves thermal energy and preserves
boundedness to machine precision.
5.4.2 Convection and diffusion of a Gaussian
As a second test problem, we consider convection and diffusion of a Gaussian in one-
dimension. We compare the results to an analytical solution, consider boundedness
of the solution, and again verify thermal energy conservation.
Problem setup
The problem domain is a thin rod with a length L = 1 m in the x direction. The
domain is filled with a single fluid that has a density of ρ = 1 kg/m3 and specific heat
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of c = 1 J/kg ·K. Thermal conductivity is considered at values of k = 0.002 W/m ·K
and k = 10−12 W/m ·K, serving as high and low diffusivity test cases, respectively.
All of the fluid in the domain travels from left to right with a speed of uo = 1 m/s.
The temperature is initialized with a Gaussian distribution defined by
T (x, to) = To + A× exp
(
−(x/L− xo/L)
2
σ2
)
, (5.14)
where To = 300 K, A = 50 K, xo = 1/8 m, and σ = 0.02. All boundaries are treated
periodically to emulate an infinite domain.
As time advances, the initial Gaussian distribution travels from left to right and
widens as a function of the thermal diffusivity. The analytical solution to this problem
is given by
T (x, t) = To +
A√
1 + (4kt/L2) /σ2
exp
(
−((x/L− uot/L)− xo/L)
2
σ2 + 4kt/L2
)
. (5.15)
Numerical parameters
Three mesh resolutions are considered: Nx = 90, Nx = 180, and Nx = 360. The mesh
is uniform for each resolution, and in each case there are three mesh spacings in the
y and z directions. Each simulation uses a particle number density of Npc = 1. For
the low diffusivity cases (k = 10−12 W/m ·K), the time step is defined by
∆t =
uo
∆x
, (5.16)
and for the high diffusivity cases (k = 0.002 W/m ·K) the time step is defined by
∆t = 0.144 (∆x)2 /α. (5.17)
Performance is again measured against the analytical solution via the maximum per-
cent error
L∞(t) = max
[
100× |Ti(t)− T (x, t)|
∆To
]
, (5.18)
where ∆To = 50 K is the initial temperature difference.
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Figure 5.4. Temporal evolution of temperature profiles for convecting and diffusing
Gaussians for Nx = 360: (a) k = 10
−12 W/m ·K and (b) k = 0.002 W/m ·K.
Results
Figure 5.4 shows the PMP solution for a mesh resolution of Nx = 360 at times
t = 0 s, t = 0.25 s, and t = 0.5 s, with the low diffusivity case in panel a and the high
diffusivity case in panel b. In both panels, the initial condition is shown as the solid
line, the solution at t = 0.25 s is shown as the dashed-dotted line, and the solution at
t = 0.5 s is shown as the dotted line. As time progresses, the initial Gaussian profile
convects from left to right with velocity uo. In panel a, the Gaussian profile convects
from left to right with no visible changes because the diffusion is negligible. In panel
b, the initial Gaussian travels from left to right with the same convective velocity, but
diffusion reduces the maximum value and distributes the thermal energy in space.
Figure 5.5 shows the maximum percent error in temperature as a function of time.
Panel a shows the low diffusivity results for all three mesh resolutions. Performance
is relatively independent of mesh resolution, and in each case the error grows in
time. Maximum errors are less than 2%. Panel b shows the high diffusivity results.
In each case, the error grows rapidly at early times, and then decreases gradually.
Increasing the mesh resolution decreases the maximum error, and for each resolution
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Figure 5.5. Maximum percent error in the convecting and diffusing Gaussians test
problem as a function of time for mesh resolutions of Nx = 90, Nx = 180, and
Nx = 360: (a) k = 10
−12 W/m ·K and (b) k = 0.002 W/m ·K.
the final error is less than 0.5%. All six simulations presented in Fig. 5.5 conserve
thermal energy to machine precision, and each solution remains bounded by the initial
maximum and minimum temperatures.
5.4.3 Air blast atomization with heat transfer
To demonstrate that the PMP method can be used to solve problems of practical
interest, we simulate the air blast atomization of a low temperature droplet in hot
gas. The purpose of this section is to demonstrate the practical capability of the
method, not to produce archival results. We therefore do not provide every detail of
the simulation setup.
Problem description
Air blast atomization describes the scenario where fast moving air flows over a low
speed or stationary liquid. Breakup requires high dynamic pressure and low viscosity
in the gas phase, and depends on the surface tension coefficient, the liquid density,
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and the liquid viscosity [57]. The dynamics of single droplet air blast atomization
therefore depend on the gas phase Reynolds number Re = ρgDoU∞/µg, the gas phase
(aerodynamic) Weber number We = ρgU
2
∞Do/σ, and the liquid Ohnesorge number
Oh = µL/
√
ρLDoσ, where subscript g references the gas phase, subscript L references
the droplet phase, Do is the initial droplet diameter, U∞ is the free-stream velocity,
and µ is the dynamic viscosity [63]. At large Reynolds numbers and low Ohnesorge
numbers, breakup occurs above a critical Weber number of approximately Wec ≈ 12
[63]. We therefore consider a flow configuration with Re = 1341, Oh = 0.039, and
We = 101. These parameters are achieved by assigning the following gas phase
properties
ρg = 1 kg/m
3, µg = 1.81× 10−5 kg/ (m · s), (5.19)
and property ratios of
ρL/ρg = 15, µL/µg = 20. (5.20)
The surface tension coefficient is set to σ = 0.006 N/m and the initial droplet diameter
is set to Do = 971 µm. The droplet is initially stationary, and the surrounding gas is
impulsively accelerated to a free-stream velocity of U∞ = 25 m/s.
The dimensionless numbers relevant for thermal transport are the Reynolds num-
ber and the Prandtl number Pr = cµ/k, where c is the specific heat capacity and
k is the thermal conductivity. The Prandtl numbers of the droplet phase and gas
phase are set to PrL = 3.6 and Prg = 0.36, respectively. The droplet is cool, with an
initial temperature of TLo = 300 K, and the gas is hot, with an initial temperature of
Tgo = 500 K.
The initial droplet diameter Do is resolved by 122 mesh spacings, and the droplet
is placed in a tri-periodic domain with dimensions 6.62Do × 2.94Do × 2.94Do. The
particle number density is Npc = 2. The solution will be domain-dependent because
the domain size is not significantly larger than the droplet. This is acceptable because
the simulation serves solely as a demonstration.
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Figure 5.6. Temporal evolution of a droplet undergoing heat transfer and air blast
atomization. Ambient air flows from left to right. (a) t = 0; (b) t = 0.08 ms; (c)
t = 0.3 ms.
Results
Temporal evolution of the droplet deformation, breakup, and heating process is shown
in Fig. 5.6 (the ambient air flows from left to right). The figure shows the droplet
surface colored by the local temperature. Panel a shows the droplet in its initial
condition, panel b shows the drop at t = 0.08 ms, and panel c shows the drop at
t = 0.3 ms. The droplet in panel a is initially spherical and cool. As the fast moving
gas passes over the droplet surface from left to right, a variety of dynamics evolve.
Panel b shows that the droplet is simultaneously deformed and heated. At this early
time, variations in temperature within the droplet phase are small, but slightly higher
temperatures do appear at the outer-most surfaces on the downstream (right) side
of the drop. At low density ratios, such as the present case with ρL/ρg = 15, a
“bag” deformation is formed when the droplet wraps itself around a low pressure,
recirculating wake. The early development of this bag deformation is apparent in
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panel b, and the bag is fully developed at the later time in panel c. The apparent
size of the droplet has increased significantly because it has been stretched into a
thin film. As the droplet thins, holes form in the surface, resulting in the sheet
breakup mechanism. Sheet breakup produces the small droplets that are prominent
at the downstream side of the drop in panel c. Holes produced by sheet breakup
grow radially under capillary forces, eventually merging with other nearby holes to
form ligaments. The ligaments, also visible at the downstream side of the droplet,
breakup under capillary forces, producing larger droplets. At the later time in panel
c, significant temperature variations are apparent in the droplet phase. The smallest
droplets produced by sheet breakup are very hot (> 440 k), while parts of the large
structure remain relatively cool (< 360 k). This results from a variety of fluid-thermal
interactions related to droplet and ligament surface areas and volumes, boundary
layer thicknesses, and recirculation. We note that these temperatures determine
evaporation rates in combustion systems, and therefore accurate thermal modeling in
sprays is critical to predictive combustion simulation.
To emphasize that this arblast simulation was performed with the PMP method,
we compare the droplet phase PMPs to their corresponding Eulerian representation on
the mesh. Figure 5.7 panel a shows the droplet phase PMPs colored by temperature,
and panel b shows the corresponding Eulerian data (reproduced from panel c in Fig.
5.6). The PMPs in panel a are the data used in the simulation to compute phase and
thermal transport, while the Eulerian data in panel b is computed as a function of
the PMPs on the Eulerian grid. In this simulation, each Eulerian control volume is
discretized by two point mass particles. The particles are therefore a higher resolution
discretization of the fluid system than the Eulerian grid. The capability of the PMPs
to resolve more length scales than the Eulerian grid is made apparent by the larger
number of small droplets in panel a than in panel b. In order to fully leverage the
small scale data provided by the PMP method in multiphase simulations with large
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(a) (b)
Figure 5.7. Comparison between droplet phase PMPs colored by temperature and
the corresponding Eulerian data at time t = 0.3 ms. (a) PMP field; (b) Eulerian field.
property variations, we require a mass-momentum formulation that is consistent and
conservative.
5.5 Chapter summary and conclusions
This chapter has extended the coupled Eulerian-Lagrangian PMP method to the
simulation of scalar transport problems, presented specifically from the perspective
of heat transfer. The motion of the PMPs provides consistent convection of energy and
fluid properties, which is coupled to the diffusion operator of Cleary and Monaghan
[16] via operator splitting. We have presented modifications to the diffusion operator
that make it amenable to coupling with the Eulerian-Lagrangian PMP method.
Thermal transport has been verified in a number of heat transfer test problems.
Thermal diffusion at the interface of hot water and cool air with an initially discon-
tinuous temperature profile is demonstrated to produce long-time errors between 4%
and 0.9% for the resolutions tested. The ability of the method to convect and diffuse
an initially Gaussian temperature profile is assessed for high and low diffusivity fluids.
Errors in the low diffusivity fluid grow in time independent of mesh resolution, but
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remain below 2% for the cases tested. Increasing the mesh resolution decreases errors
in the case of the high diffusivity fluid, with long-time errors dropping below 0.5%
for all resolutions tested. The chapter concludes by demonstrating robustness via the
simulation of heated air blast atomization of a droplet. In each of the considered
test problems, the coupled Eulerian-Lagrangian PMP method for thermal transport
conserves thermal energy and preserves boundedness of the temperature field. The
robustness, accuracy, and simplicity of this approach makes it favorable for use in
multiphase heat transfer problems.
Chapter 6
Consistent transport within the
point mass particle framework
Inconsistencies in the transport of fluid properties and conserved quantities near fluid
interfaces generate numerical instabilities [117, 106], as was discussed from the per-
spective of heat transfer in Chapter 5. Inconsistent transport arises from using differ-
ent numerical schemes to compute the transport of different quantities. Inconsistent
transport occurs, for example, when using a geometric VOF scheme to transport
phase and density, and a centered scheme to transport momentum. In this chapter,
we extend the PMP method to a conservative and consistent mass-momentum formu-
lation by associating the particles with the fluid velocity. Formulations for consistent
transport are outlined from the perspective of direct numerical simulation and large
eddy simulation.
6.1 A fully consistent PMP
Consider a particle that moves in space according to
dX = udt+ Udt+
1
2
Adt2 (6.1)
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where X is the location of the particle, u is the fluid velocity at the location of the
particle, and U and A are the particle velocity and acceleration vectors (defined
by the PMP method). The fluid velocity does not entirely determine the particle
trajectory, and therefore the particle is not a fluid particle. The local fluid velocity u
changes as the particle moves. In order to determine how the fluid velocity changes
as the particle moves through space and time, we follow the derivation principles of
Dreeben and Pope [24]. We consider a small increment of fluid velocity resulting from
a small displacement of the particle in space and time:
du =
∂u
∂t
dt+∇u · dX +
[
∂u
∂t
dt
]
[∇u · dX] +H.O.T. (6.2)
Substituting Eq. (6.1) into Eq. (6.2), retaining terms up to O (dt2) if they are multi-
plied by a component of acceleration A, and up to O (dt) if they are multiplied by a
component of either velocity U or u, returns
du =
∂u
∂t
dt+∇u ·
[
udt+ Udt+
1
2
Adt2
]
. (6.3)
The rationale for retaining different time orders for accelerations and velocities follows
from Eq. (6.1), where spatial displacement depends on velocity to first-order and on
acceleration to second-order with respect to time. Partially expanding the right-hand-
side of Eq. (6.3) returns
du =
∂u
∂t
dt+ u · ∇udt+∇u ·
[
Udt+
1
2
Adt2
]
(6.4)
Again following [24], we consider the Navier-Stokes equations, expressed here in non-
conservative form as
∂u
∂t
+ u · ∇u = −1
ρ
∇p+ 1
ρ
∇ · (µ (∇u +∇Tu)) . (6.5)
Interfacial dynamics enter the Navier-Stokes equations through the jump condition
on pressure at the phase interface,
[p] = σκ+ 2 [µ] nˆT · ∇u · nˆ, (6.6)
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where [p] is the pressure jump at the interface, σ is the surface tension coefficient, κ
is the interfacial curvature, [µ] = µL − µg is the difference in fluid viscosities, and nˆ
is the interfacial unit normal vector. The left-hand-side of Eq. (6.5) is proportional
to the first two terms on the right-hand-side of Eq. (6.4). In Eq. (6.4) we substitute
the pressure and viscous terms for the temporal and convective terms, resulting in
du =
[
−1
ρ
∇p+ 1
ρ
∇ · (µ (∇u +∇Tu))+∇u · [U + 1
2
Adt
]]
dt. (6.7)
Equation (6.7) is a first-order evolution equation for the fluid velocity u evaluated at
the location X of a particle that moves in space according to Eq. (6.1). In order to
leverage Equation (6.7) in a coupled Eulerian-Lagrangian computational scheme, we
require procedures to conservatively transfer information between the particles and
an Eulerian grid.
6.1.1 Eulerian-Lagrangian communication
Each particle i has a mass Mi, a phase ζ
α
i , a position Xi that evolves according to
Eq. (6.1), and a fluid velocity ui that evolves according to Eq. (6.7). The momentum
of particle i is then
Gi = Miui, (6.8)
where the momentum of the fluid system is defined by the sum of particle momenta.
Eulerian density and momentum fields are computed from the particles. Each par-
ticle distributes its mass and momentum to an Eulerian grid using a spatially-compact
distribution function G. The function G is compact in that it only distributes mass
and momentum to Eulerian cells within a cut-off distance hd of particle i. In order
to ensure consistency on a staggered Eulerian flow solver grid, mass and momen-
tum must be defined at the same spatial locations [117, 106]. Similar to prior work
[117, 106], we utilize a sub-grid with twice the resolution of the flow solver grid – in
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three dimensions, every Eulerian control volume contains eight sub-grid nodes. Un-
like prior work, the sub-grid is a collocated grid, rather than a staggered grid. Each
of the collocated sub-grid nodes gathers mass and momentum information from the
particles, and then transfers the mass and momentum to the parent staggered-grid
control volume. The details of these communications are described in this section.
The mass distributed from particle i to sub-grid node k, denoted by Mi→k, is
computed according to
Mi→k =
MiG (Xi − xk, hd)∑Nj
j=1 G (Xi − xj, hd)
. (6.9)
The denominator on the right-hand-side is a scaling factor that ensures the totality
of Mi is distributed amongst the Nj sub-grid nodes within the non-zero distribution
radius hd of particle i. The total mass distributed from particles to sub-grid node k,
mk, is computed by summing the mass contributions from all particles,
mk =
Ni∑
i=1
Mi→k =
Ni∑
i=1
MiG (Xi − xk, hd)∑Nj
j=1 G (Xi − xj, hd)
, (6.10)
where Ni is the number of particles for which Mi→k 6= 0. An identical distribution is
performed for the momentum
(mu)k =
Ni∑
i=1
(Mu)i→k =
Ni∑
i=1
MiuiG (Xi − xk, hd)∑Nj
j=1 G (Xi − xj, hd)
, (6.11)
where (mu)k is the momentum distributed from the particles to sub-grid node k.
Mass and momentum are next transferred from the sub-grid to the flow solver grid.
Each sub-grid node falls within the bounds of a momentum control volume. The
density and momentum are computed at the centroid of each momentum control
volume by volume-averaging the sub-grid nodal values. This procedure returns the
density according to
ρ =
1
V
Nk∑
k=1
mk =
1
V
Nk∑
k=1
Ni∑
i=1
MiG (Xi − xk, hd)∑Nj
j=1 G (Xi − xj, hd)
, (6.12)
138
where V = ∆x3 is the volume and Nk = 8 is the number of sub-grid nodes within
the control volume (in three-dimensions). The momentum on the flow solver grid is
similarly computed,
g =
1
V
Nk∑
k=1
(mu)k =
1
V
Nk∑
k=1
Ni∑
i=1
MiuiG (Xi − xk, hd)∑Nj
j=1 G (Xi − xj, hd)
. (6.13)
Equations (6.12) and (6.13) provide an Eulerian density and momentum as a function
of the particle field.
We now consider communication in the opposite direction – from the grid to the
particles. Consider an increment of momentum δg computed on the Eulerian grid.
We require a conservative mechanism to increment the momenta of the particles. For
this purpose we again consider a distribution function. The momentum increment on
the flow solver grid is first conservatively transferred to the sub-grid nodes. A simple
approach is to divide the momentum increment uniformly over the sub-grid nodes Nk
that were originally used to generate g in Eq. (6.13)
δ (mu)k = δg/Nk. (6.14)
The sub-grid nodal momenta can then be distributed to the particles in proportion
to the mass the particles contributed to each sub-grid node
δui =
Nk∑
k=1
δ (mu)kMi→k
Mimk
. (6.15)
The communication procedures described in this section allow for conservative
and consistent transfer of mass and momentum information between the particle
field and a staggered Eulerian grid. These procedures are the building blocks of a
coupled Eulerian-Lagrangian flow solving scheme that is conservative and consistent.
6.1.2 Discrete mass and momentum integration
The fluid velocity ui, and the particle position Xi, velocity Ui, and acceleration Ai
are known at time level n. The objective is to advance the solution to time level
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n + 1, a finite increment in time of ∆t, while conserving mass and momentum for
arbitrary property variations amongst the phases. The solution is advanced with a
combination of Lagrangian and Eulerian operations described in this section.
The particles move from Xni to X
n+1
i with the known fluid velocity u
n
i according
to Eq. (6.1). After the particles have been moved to their new location, the Eulerian
density at time level n+ 1 is computed according to Eq. (6.12)
ρn+1 =
1
V
Nk∑
k=1
mn+1k =
1
V
Nk∑
k=1
Ni∑
i=1
MiG
(
Xn+1i − xk, hd
)∑Nj
j=1 G
(
Xn+1i − xj, hd
) . (6.16)
Moving the particles naturally accounts for convection of momentum through the
Lagrangian operation C, represented here by
C = gn −∇ · (ρu⊗ u)n ∆t. (6.17)
As the particles move from Xni to X
n+1
i , the fluid velocity they carry is modified due to
displacement from the particle velocity Uni and acceleration A
n
i . This modification
is accounted for by the last two terms on the right-hand-side of Eq. (6.7). These
terms are non-conservative with respect to momentum. They are made conservative
by considering an ensemble of Ne particles, comprised of the particles contained in a
control volume that belong to the same phase. The mean Enc of the non-conservative
terms is computed amongst the ensemble
Enc =
1
Ne
Ne∑
j=1
(
Unj +
1
2
Anj ∆t
)
· ∇un (Xnj )∆t, (6.18)
where ∇un (Xnj ) is the gradient of Eulerian velocity at time level n interpolated to
the particle location at time level n. Subtracting Enc from the non-conservative terms
negates the conservation error. The resultant expression for fluid velocity on particle
i at position Xn+1i is
u∗i = u
n
i +
(
Uni +
1
2
Ani ∆t
)
· ∇un (Xni ) ∆t− Enc, (6.19)
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where u∗i is the fluid velocity at time level n, augmented by the displacement in
space due to Uni and A
n
i . The Lagrangian convection operator C is then computed
according to
C =gn −∇ · (ρu⊗ u)n ∆t
=
1
V
Nk∑
k=1
(mu)∗k =
1
V
Nk∑
k=1
Ni∑
i=1
Miu
∗
iG
(
Xn+1i − xk, hd
)∑Nj
j=1 G
(
Xn+1i − xj, hd
) . (6.20)
Moving the particles to Xn+1i and updating u
n
i to u
∗
i only partially advances the
solution to time level n+ 1: viscous, pressure, and surface tension effects are treated
with the Eulerian grid.
Consider an explicit, first-order discretization of the momentum equation with
respect to time
gn+1 − gn
∆t
= −∇ · (ρu⊗ u)n +∇ · (2µS− pI)n , (6.21)
where the effects of surface tension have been absorbed by the pressure p according
to Eq. (6.6). Solving for the momentum at time level n+ 1 returns
gn+1 = gn −∇ · (ρu⊗ u)n ∆t+∇ · (2µS− pI)n ∆t. (6.22)
The effects of convection have already been computed via the Lagrangian operator
C, allowing us to write
gn+1 = C +∇ · (2µS− pI)n ∆t. (6.23)
We also choose to re-cast the remaining terms as a function of an intermediate velocity
u∗∗, defined by the most up-to-date particle information
u∗∗ =
C
ρn+1
, (6.24)
resulting in
gn+1 = C +∇ · (2µS− pI)∗∗∆t. (6.25)
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This equation is solved for an incompressible flow with standard discretizations for
the viscous term, operator splitting for pressure, and a ghost-fluid method for surface
tension.
After the Eulerian momentum is updated to gn+1, a final modification of the
fluid velocity carried by the particles is required. Referencing Eq. (6.7), we note
that the last two terms on the right-had side have already been accounted for during
the particle displacement. Velocity changes due to pressure, surface tension, and
viscous forces must be considered next. Using Eq. (6.7) and Eq. (6.14), the relevant
momentum increment for the sub-grid nodes is
δ (mu)n+1k = ∇ · (2µS− pI)∗∗∆t/Nk. (6.26)
The increment to particle velocity, according to Eq. (6.15), is
δun+1i =
Nk∑
k=1
δ (mu)n+1k M
n+1
i→k
Mim
n+1
k
, (6.27)
and the updated particle velocity is given by
un+1i = u
n
i + δu
n+1
i . (6.28)
The procedures outlined in this section provide a conservative and consistent
method for integrating the multiphase Navier-Stokes equations with an arbitrary
number of phases and arbitrary property variations. Simple multiphase flows can be
fully-resolved on the Eulerian mesh. Complicated turbulent flows, however, contain
a wide range of spatio-temporal scales. These flows require the use of LES.
6.2 Multiphase LES with the PMP
Large eddy simulation reduces the computational cost of predicting fluid motion by
solving filtered transport equations. The filtered fields have – ideally – a statistical
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relation to a filtered realization of the turbulent flow [110]. The Reynolds filtering
operator, denoted by 〈〉`, is defined by
〈f (x, t)〉` =
∫ ∞
−∞
∫ ∞
−∞
f (x′, t′)G (x− x′, t− t′) dt′dx′, (6.29)
where f is a function of space and time and G is the filter. The filter must satisfy
a number of properties, and information pertinent to multiphase filtering operators
can be found throughout the literature [55, 72, 14]. The Favre filtering operator is
defined by
〈f〉L = 〈ρf〉`〈ρ〉` , (6.30)
where ρ is the fluid density. Favre filtering therefore produces a function that is both
filtered and density-weighted. The purpose of the Favre filter is to decompose the
filtered momentum into a Favre filtered velocity and a filtered density according to
the relation
〈ρu〉` = 〈ρ〉` 〈ρu〉`〈ρ〉` = 〈ρ〉`〈u〉L, (6.31)
where u is the velocity vector.
The Favre filtered governing equations for multiphase fluid dynamics are derived
by first operating a Reynolds filter on the multiphase Navier-Stokes equations, fol-
lowed by manipulating the equations to express all velocities as Favre filtered velocities
[72]. The resultant expression for mass conservation is
∂〈ρ〉`
∂t
+∇ · (〈ρ〉`〈u〉L) = 0, (6.32)
where (in the case of an incompressible fluid) the divergence of the Favre filtered
velocity field is constrained by
∇ · 〈u〉L = τun (6.33)
where
τun =
〈u · ∇ρ〉` − 〈u〉L · ∇〈ρ〉`
〈ρ〉` . (6.34)
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The filtered momentum equation is given by
∂〈ρ〉`〈u〉L
∂t
+∇ · (〈ρ〉`〈u〉L ⊗ 〈u〉L) =
∇ · (2〈µ〉`〈S〉L − 〈p〉`I)−∇ · (τρuu − τµS) + 〈Fs〉`,
(6.35)
where µ is the dynamic viscosity, S is the strain rate tensor, p is the pressure, and I is
the identity matrix. The sub-filter and multiphase terms are the residual convective
stress tensor
τρuu = 〈ρ〉` [〈u⊗ u〉L − 〈u〉L ⊗ 〈u〉L] , (6.36)
the residual viscous stress tensor
τµS = 2 [〈µS〉` − 〈µ〉`〈S〉L] , (6.37)
and the filtered surface tension
〈Fs〉` = 〈σκnˆδ〉`, (6.38)
where sub-filter notation is taken from Larocque et al. [72]. The filtered surface
tension acts at the interface δ in the normal direction nˆ, and is proportional to the
surface tension coefficient σ and the interfacial curvature κ. The final multiphase
transport equation is for the phase indicator function of phase ζα
∂〈χα〉`
∂t
+∇ · (〈χα〉`〈u〉L) = −∇ · τχα , (6.39)
where χα is the phase indicator, and
τχα = 〈χαu〉` − 〈χα〉`〈u〉L (6.40)
is the residual flux of the phase indicator.
The multiphase LES equations, as expressed here, include five sub-grid-scale
terms: τun, τρuu, τµS, 〈Fs〉`, and τχα . Unlike single phase fluid dynamics, multiphase
interfacial dynamics are not cascades; the small scale features are not necessarily
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functions of resolved features. This topic is considered in depth by Herrmann and
Gorokhovski [54], who argue that a fully-resolved interface is required for predictive
LES of multiphase systems because breakup processes in the sub-grid cannot be in-
formed by the resolved scales. In other words, Herrmann and Gorokhovski [54] argue
it is insufficient to simply close the SGS terms. Rather, it is as important to maintain
a physical representation of the sub-grid scales because the smallest scales in mul-
tiphase flows are typically of interest in applications. In the following sections, we
extend the PMP approach to LES by leveraging concepts used in probability density
function and filtered density function methods.
6.2.1 PMP turbulence modeling with the Langevin equation
Decompose the fluid particle velocity equation, given by Eq. (6.7), into filtered and
residual components
du = − 1〈ρ〉`∇〈p〉`dt+
1
〈ρ〉`∇ ·
(〈µ〉` (∇〈u〉L +∇T 〈u〉L)) dt+
∇〈u〉L ·
[
U +
1
2
Adt
]
dt+
τ1dt+ τ2dt+ τ3dt,
(6.41)
where τ1, τ2, and τ3 are residual terms defined by
τ1 = −1
ρ
∇p+ 1〈ρ〉`∇〈p〉`, (6.42)
and
τ2 =
1
ρ
∇ · (µ (∇u +∇Tu))− 1〈ρ〉`∇ · (〈µ〉` (∇〈u〉L +∇T 〈u〉L)) , (6.43)
and
τ3 = ∇u ·
[
U +
1
2
Adt
]
−∇〈u〉L ·
[
U +
1
2
Adt
]
. (6.44)
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The principal challenge of performing LES with the PMP method is closing each
of these residual terms – this remains an open problem with a variety of potential
solutions. One solution is to use fractal interpolation [121] to produce a synthetic
velocity field at the resolution of the particle field. This approach has been proposed
in the context of Eulerian VOF simulations, and requires the phase interface to be
fully-resolved [65]. A second potential solution is to model the residual terms using the
accelerations acquired from the PMP method, or stochastic models for fluid particle
acceleration (such as those discussed in [111]). In this section, in order to adhere to
prior work in probability density function methods [46, 24], we close the unknown
residual quantities with the Generalized Langevin Equation
(τ1 + τ2 + τ3) dt = G (u− 〈u〉L) dt+
√
C0dW (6.45)
where G, C0, and  are parameters of the Generalized Langevin Equation (to be
defined shortly), and dW is an increment of the Wiener vector process. The governing
equations for the modeled particles are then
dX = udt+ Udt+
1
2
Adt2 (6.46)
and
du = − 1〈ρ〉`∇〈p〉`dt+
1
〈ρ〉`∇ ·
(〈µ〉` (∇〈u〉L +∇T 〈u〉L)) dt+
∇〈u〉L ·
[
U +
1
2
Adt
]
dt+
G (u− 〈u〉L) dt+
√
C0dW,
(6.47)
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which determine the evolution of particle position and fluid velocity in time. The
system of equations can be closed by specifying the simplified Langevin model, where
G =− ω
(
1
2
+
3
4
C0
)
I, (6.48)
ω =

k
, (6.49)
 =C
k3/2
∆x
, (6.50)
k =
1
2
[〈u · u〉L − 〈u〉L〈u〉L] , (6.51)
where C0 and C are model parameters.
6.2.2 Discrete mass and momentum integration
The solution procedure for the filtered equations is similar to that outlined in Section
6.1.2 for the non-filtered equations. This section outlines some notable exceptions
and caveats.
The particles, which are significantly more numerous than the number of Eulerian
grid points, are advanced from position Xni to X
n+1
i with velocity u
n
i (and U
n
i and
Ani ), and the filtered density is computed at n+ 1
〈ρ〉n+1` =
1
V
Nk∑
k=1
〈mk〉n+1` =
1
V
Nk∑
k=1
Ni∑
i=1
MiG
(
Xn+1i − xk, hd
)∑Nj
j=1 G
(
Xn+1i − xj, hd
) . (6.52)
The intermediate fluid velocities u∗i are computed next. In the context of LES, the
intermediate fluid velocity includes the spatial corrections due to displacement via
particle velocity, in addition to residual terms introduced by the Langevin equation.
The last term on the right-hand-side of Eq. (6.47) is a non-conservative, random walk
in velocity space. This term is included in the non-conservative correction
Enc =
1
Ne
Ne∑
j=1
[(
Unj +
1
2
Anj ∆t
)
· ∇〈u〉nL
(
Xnj
)
∆t+
√
C0dWj
]
, (6.53)
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where ∇〈u〉nL
(
Xnj
)
is the gradient of the Favre-filtered Eulerian velocity at time level
n interpolated to the particle location at time level n. The resultant expression for
fluid velocity on particle i at position Xn+1i is
u∗i =u
n
i +
(
Uni +
1
2
Ani ∆t
)
· ∇〈u〉nL (Xni ) ∆t+
G (uni − 〈u〉nL) ∆t+
√
C0dWi − Enc.
(6.54)
The filtered Lagrangian convection operator 〈C〉` is then computed according to
〈C〉` = 1
V
Nk∑
k=1
〈mu〉∗` k =
1
V
Nk∑
k=1
Ni∑
i=1
Miu
∗
iG
(
Xn+1i − xk, hd
)∑Nj
j=1 G
(
Xn+1i − xj, hd
) . (6.55)
The filtered momentum equation is again considered in discrete, first-order fashion
with respect to time
〈ρu〉n+1` − 〈ρu〉n`
∆t
= −∇·〈ρu⊗u〉n` +∇·(2〈µ〉`〈S〉L − 〈p〉`I)n+∇·τnµS+〈Fs〉n` . (6.56)
The residual inertial term τρuu that typically requires modeling does not appear here
because the filtered momentum has not been decomposed into velocity and density
components. Instead, the effects of this term have been absorbed into the filtered
Lagrangian convection operator by means of the Langevin equation. Solving for
the filtered momentum at n + 1 and substituting the filtered Lagrangian convection
operator returns
〈ρu〉n+1` = 〈C〉` +∇ · (2〈µ〉`〈S〉L − pI)∗∗ +∇ · τnµS + 〈Fs〉n` , (6.57)
where the Favre-filtered velocity used in the strain rate tensor is computed by
〈u〉∗∗L =
〈C〉`
〈ρ〉n+1`
. (6.58)
The residual inertial term τρuu has been closed, but we have arrived at a series of
challenges:
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1. Closure of the SGS viscous term τnµS requires modeling decisions. This term is
much less important than all of the other SGS terms, and it is only non-zero
at the interface [72]. For now, without a rational closure strategy, this term is
simply neglected.
2. Closure of the filtered surface tension 〈Fs〉` is required for solution of the Poisson
equation for pressure. A number of potential closures are available. Following
the work of [54], one could compute the surface tension on every PMP near the
interface via the Finite Particle Method [148], followed by an explicit filtering
operation, resulting in 〈Fs〉`. This is a mathematically rigorous closure (if the
particle field is sufficiently resolved, as is required by [54]). The open question
is how well the approach works in practice. Alternatively, the surface tension
computed from the pairwise force method could be used for the same purpose.
Evaluating the relative merits of these closures as a function of mesh resolution
and filter size is an area of future work.
3. The Favre-filtered velocity field is not divergence-free at the interface, which
precludes the use of the standard Poisson approach for identifying the pressure.
An immediate solution is simply to neglect τnµS, compute 〈Fs〉` via explicit filtering,
and to assume the Favre-filtered velocity field is divergence-free everywhere. Equa-
tion (6.57) is then solved with the standard operator splitting approach for pressure,
coupled with the ghost fluid method for surface tension. Momentum increments are
then transferred to the particles with expressions analogous to Eqns. (6.26)-(6.28).
This LES framework enforces conservative and consistent transport of all conserved
quantities.
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6.3 Chapter summary and conclusions
This chapter has outlined a new framework for simulating interfacial flows. In or-
der to address the consistency and stability challenges of spray simulation, we have
extended the coupled Eulerian-Lagrangian PMP formulation to a completely consis-
tent and conservative mass-momentum implementation. This extension required the
derivation of a governing equation for fluid velocity in the context of the PMP, as
well as a discrete integration strategy for the Naiver-Stokes equations. Additionally,
in order to address the challenge of resolving the spatio-temporal scales in a spray, we
have extended the consistent mass-momentum framework to a large eddy simulation
implementation. The LES implementation is favorable because it preserves all of the
conservation and consistency properties of the PMP. With appropriate selection of
closure models, the LES implementation has the potential to become a robust tool
for performing predictive LES of sprays.
Chapter 7
Conclusion
7.1 Summary
This dissertation has presented methods for the modeling and simulation of interfa-
cial flows, with specific emphasis on developing methods for improving the predictive
capability of spray simulation. Topics covered include methods for computing cur-
vature, tracking the location of phase interfaces, and computing multiphase heat
transfer. Frameworks are also proposed for consistently and conservatively solving
the multiphase Navier-Stokes equations and the multiphase large eddy simulation
equations. This chapter presents a general summary of the work presented in this
dissertation, while detailed summaries of work performed appear at the end of each
chapter.
We begin by deriving and evaluating two finite particle method (FPM) approaches
for computing curvature of poorly resolved interfaces in the context of volume of fluid
simulations. Performance of the FPM methods are evaluated via the L2 and L∞ error
norms corresponding to the computed curvature of spheres. All FPM schemes are
shown to out-perform the mesh decoupled height function method at low resolutions.
At high resolutions, however, the height function method converges, whereas the FPM
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approaches do not converge for a fixed influence radius – convergence can be achieved
by modifying the influence radius as a function of resolution. Dynamic performance of
the FPM is evaluated by simulating the shape oscillations of initially elliptical ethanol
droplets suspended in air. The oscillation frequencies of the simulated droplets are
compared to the analytical oscillation frequency. Results show that the length scales
used to compute the interfacial curvature should be comparable to the length scales
of the interface. Two adaptive length scale FPM approaches are presented, and
both approaches out-perform the standard height function method in the oscillating
ethanol droplet test problem at resolutions relevant to spray simulation; the adaptive
FPM approach is therefore a valuable new tool for use in the simulation of sprays.
After qualifying the FPM, we present a coupled Eulerian-Lagrangian approach
for the modeling and simulation of immiscible multiphase flow systems. The Naiver-
Stokes equations are solved on a traditional Eulerian grid while the fluid mass and
phase information is discretized by Lagrangian point mass particles. The method is
novel because the particles move with a velocity that enforces consistency between
the particle field density and the fluid density. The approach is advantageous in that
(i) an arbitrary number of phases are easily represented, (ii) the particles remain well-
distributed in space, even near merging and diverging characteristics, (iii) mass con-
servation is easily controlled, and (iv) the methodology is applicable to a wide range
of Courant numbers. The governing equations are derived and a numerical method
is presented that is applicable to incompressible flows. Performance is assessed via
standard two-dimensional and three-dimensional phase transport tests as a function
of both Eulerian grid resolution and Lagrangian particle resolution. Results show that
the shape error converges with first-order with respect to increasing either Eulerian
grid resolution or particle resolution, while mass conservation errors converge with the
square root. The method is particularly applicable to sprays because it out-performs
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contemporary volume of fluid methods with respect to shape errors at the low reso-
lutions relevant to spray simulation. The method is shown to successfully simulate
expanding elliptical regions, stationary and oscillating droplets, a droplet in shear
flow, and a Rayleigh-Taylor instability. The Eulerian-Lagrangian PMP method is
then extended to a framework for consistently solving multiphase convection-diffusion
problems with discontinuous property variations, presented specifically from the per-
spective of heat transfer. The convection-diffusion scheme is demonstrated to suc-
cessfully quantify diffusion rates at an air-water interface, and to quantify the heat
transfer dynamic in a convecting and diffusing Gaussian temperature distribution.
Robustness is demonstrated via the heated air blast atomization of a droplet. In each
heat transfer case, the method conserves thermal energy and preserves boundedness
of the temperature field.
We finally proceed to the proposal of a mass-momentum consistent extension of
the coupled Eulerian-Lagrangian PMP method for the solution of the Navier-Stokes
equations. Consistent transport is required for stable, robust simulation of multiphase
flow problems with discontinuous properties. The governing equations are derived,
and a discrete time-integration scheme is introduced. We conclude by proposing a
mass-momentum consistent scheme for performing LES of sprays, with a discussion
of required closures.
7.2 Ongoing and future work
A variety of efforts are on-going, or proposed as future work:
• Current efforts are underway by co-workers to further quantify performance of
the coupled Eulerian-Lagrangian PMP scheme for solving convection-diffusion
problems. Specifically, heat transfer to gas bubbles rising in oil and thermal
boundary layer development over flat plates are being examined. Thank you to
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Mustafa Kaddoura of the University of Minnesota for carrying on these efforts.
• Performance of the mass-momentum consistent Eulerian-Lagrangian PMP
scheme is currently being quantified as a function of numerical parameters in
three test problems: the convection of an inviscid liquid suspended in inviscid
gas; the shape oscillation of droplets due to surface tension, considered with
and without viscosity; and the evolution of a single phase inviscid flow with an
analytical solution. Results are very promising, but considerable effort must
be spent to quantify the dependence of performance on the myriad of decisions
required for numerical implementation.
• After quantifying performance of the mass-momentum consistent Eulerian-
Lagrangian PMP, attention should be given to assessing the viability of the
LES framework for spray simulation outlined at the end of Chapter 6. Many of
the challenges of this implementation are outlined in Section 6.2.2, and each of
these challenges should be considered in detail.
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