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ABSTRACT 
The interaction of flow, sediment transport, and substrate morphology (morphodynamics) leads to 
complex boundary configurations of ripples, dunes, and bars along alluvial rivers. The 
instantaneous boundary morphology heavily influences the local flow structure, especially within 
meander bends, and the temporal evolution of these interactions determines the behavior of 
channels as they migrate across their floodplains. Within high-amplitude bends, large dunes often 
develop that have their crestlines skewed diagonally with respect to the channel boundaries. The 
influence of these channel-skewed bedforms on bend flow structure is poorly understood. These 
forms are of particular interest as they may prevent shoaling over point bars and promote erosion 
on the outer bank (similar to engineered bendway weirs). In addition, the geometry of these 
bedforms may provide nucleation points for large-scale transverse flow separation within high-
amplitude bends, thus fundamentally changing the pattern of erosion and deposition within these 
bends. This thesis examines the primary and secondary flow structure in a high-amplitude 
experimental meandering channel under differing substrate conditions. Three separate substrate 
morphologies were tested in the Kinoshita experimental meandering channel at the Ven Te Chow 
Hydrosystems Laboratory. The first consisted of a flatbed condition with rectangular walls and 
served as a control for subsequent experiments as well as for comparison to previous studies. The 
second substrate included a simplified synthetic point bar and the third consisted of the synthetic 
point bar with added channel-skewed roughness elements. For each condition, detailed cross-
sectional flow structure was measured using a Profiling Acoustic Doppler Velocimeter (PADV). 
Results show the strong influence of the point bar and channel-skewed roughness elements on flow 
structure within the Kinoshita channel. In contrast to the flatbed condition, large transverse flow 
separation cells were identified downstream of the bend apex in all experiments in which synthetic 
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roughness elements were present. The zone over which the flow adjusts to bend curvature changes, 
known as the hydraulic transition zone (HTR), was redefined to include both the interaction of 
curvature-induced secondary flow cells as well as the normalized strength of secondary flow. The 
inclusion of secondary flow strength in the definition of the HTR demonstrates that the HTR 
extends farther downstream than previously thought, even under flatbed conditions. In addition, 
the HTR was greatly expanded when channel-skewed bedforms were present compared to both 
the point bar and flatbed conditions. For the point bar and bedform conditions, secondary flow 
strength did not lag spatially behind water surface superelevation as was observed in the flatbed 
case. These results have implications for bend migration and, in particular, the propensity for bends 
to translate versus elongate.  
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CHAPTER 1: INTRODUCTION AND BACKGROUND 
1.1 Introduction 
The behavior of meandering channels plays an important role in the evolution of low gradient 
terrestrial landscapes, the construction of floodplain stratigraphy, and the interaction between 
humans and riparian ecosystems. Understanding the dynamics of meandering channels requires a 
detailed understanding of the hydraulics within curved open channels. The flow structure within 
alluvial meandering channels is intimately coupled with the substrate boundary conditions that are 
dynamical. This thesis was therefore designed to addresses the flow structure in high amplitude 
bends as influenced by differing substrate conditions. In the following report, specific attention is 
given to the effects of roughness geometry on mean and secondary flow in high curvature bends. 
Laboratory experiments conducted in the Ven Te Chow Hydrosystems Laboratory, University of 
Illinois shed new light on the influence of bedform presence and orientation on the intensity of 
secondary circulation and the processes of curvature-induced transverse flow separation in high-
curvature meander bends.  
 
1.2 Geomorphic setting – landscapes and rivers 
Fluvial drainage basins consist of multiple connected channels and their associated floodplains. 
Schumm (1977) described an idealized fluvial system as comprising three basic zones: 1) An 
upland drainage catchment in which sediment is produced, supplied, and focused towards the 
channel (Zone 1); 2) a bypass, or transfer, zone in which sediment from the uplands is routed 
through the landscape (Zone 2); and 3) the lower portion (or outlet) of the system that may be an 
estuary, delta, wetland, or lake (Zone 3). Although this idealized scheme may be useful from a 
foundational standpoint, in reality any set of processes that dominate one zone will also be present 
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in the other two. The fluvial system plays a fundamental role in the evolution of terrestrial 
landscapes, acting as the dominant natural mechanism for redistributing sediments at the Earth’s 
surface (Hooke, 1994). 
 
Central to understanding the fluvial system are the dynamics of channels. Channel geometry is 
controlled by the interaction of water and sediment load with the substrate in which the channel is 
formed (streambed and banks; Schumm, 1977). Channels can thus be grouped into two first order 
classes based primarily on local substrate conditions: 1) alluvial channels, in which the channel 
boundaries (streambed and banks) are free to adjust in three dimensions via the actions of sediment 
erosion and deposition; and 2) non-alluvial channels, in which channel adjustment is heavily 
influenced by bedrock geology.  This thesis will focus on the hydrodynamics within alluvial 
channels and in this context further classification is required. 
 
Alluvial rivers can be further grouped into discrete classes based upon their channel planform 
geometry. The longest standing classification scheme groups rivers into three categories: 1) 
straight single channels; 2) braided multichannel networks; 3) meandering single channels 
(Leopold and Wolman 1957). Updated classification schemes also include anastomosing and/or 
anabranching multichannel patterns as well as a variety of transitional forms (see e.g. Schumm 
1985; Church 1992; Latrubesse, 2008; Ashworth and Lewin, 2012). The grouping of these various 
patterns is predicated on the existence of gross geometric stability of planform type over 
observational timescales. Channel stability can be defined as the case in which a system is 
geometrically adjusted to convey the sediment and water discharge provided to it without an 
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appreciable change in slope, planform, or cross-sectional dimensions. This state of dynamic 
equilibrium is often modeled after the concept of a graded system (Mackin, 1948).  
Despite the emphasis on planimetery in all taxonomic groupings, channel morphology is ultimately 
controlled by the interactions of multiple continuous variables (e.g. volumetric water discharge, 
boundary shear stress distribution, sediment load and grain size, and local bank and substrate 
properties). Two important and related consequences arise from decades of classification. First, 
the dependence of channel form on a set of continuous variables implies there should be a 
corresponding continuum of channel geometries. This has come to be known as the continuum 
concept of channel pattern – the ingredients to which date back to the study of Leopold and 
Wolman (1957), as summarized by Knighton (1998). Secondly, despite the continuous nature of 
forcing variables, such as fluid discharge or bed slope, the existence of widespread geometric 
similarities and supposed equilibrium groupings (e.g. straight, meandering, braided, and 
anastomosing) suggests that the morphological behavior of alluvial channels is non-linear 
(Schumm and Parker 1973). Lane and Richards (1997) reinforced this assertion by demonstrating 
that the morphological response of a channel to the progressive change in a single variable (e.g. 
slope, discharge) was discontinuous and abrupt. Changes in channel geometry from one ‘stable’ 
form to another were thus attributed to threshold effects. These concepts of dynamic equilibrium 
and non-linear processes in surface geomorphology have become widely accepted in the 
community (see e.g. Bridge, 2008). Thus, despite the vast and complex environmental 
heterogeneity, pervasive fundamental processes exist that control the forms of river networks. A 
basic appreciation of these processes allows great predictive power toward understanding the 
history and future of fluvial systems.  
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1.3 The importance of fluvial systems 
Throughout the Holocene, rivers and floodplains have played a pivotal role in the development 
and persistence of human civilizations. From an economic standpoint, large rivers provide a major 
source of fresh water, food, electricity, and are vital to trade. This has helped create a global 
society, much of which is built along rivers and floodplains. Human action is presently considered 
the dominant agent of mass redistribution in terrestrial environments (Hooke, 1994, 2000). 
 
Civil and environmental engineers are interested in the behavior of rivers as they play an integral 
role in the fields of flood risk management, landscape management, and urban design. In the Earth 
sciences, sedimentary geologists and geomorphologists recognize rivers as the primary means by 
which surface water and sediments are conveyed from upland mountainous (source) regions to 
lowland basins (sinks). In these basins, ancient fluvial deposits record the history of past 
landscapes, climates, and ecosystems while at the same time hosting valuable natural resources 
including fresh water and hydrocarbons. Rivers also provide a fundamental link between the fields 
of hydraulic engineering, geomorphology, and sedimentary geology, which have led to great 
advances in our knowledge of river hydraulics, landscape evolution, and the history of 
environmental change (Chow, 1959, Dietrich et al., 2003; Slingerland and Kump, 2008; Bridge, 
2008).  
 
1.4 Morphodynamic regime  
Rivers are self-organized morphodynamic systems that exhibit multiple planform equilibrium 
solutions (e.g. braided, meandering, anastomosing etc.). The field of morphodynamics deals with 
problems involving the evolution of fluid flow – substrate interactions. Along the bed of a river, 
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flowing water modulates the spatial rate of sediment transport, leading to the development of 
roughness elements (bedforms) of various scales (e.g. ripples, dunes, pools and bars). The 
development of these forms necessarily alters the flow field, thus giving rise to a continuous 
feedback between flow, sediment transport, and bed morphology. These relationships are implicit 
in the work of Exner (1920) that forms the foundation for all dynamical models in alluvial 
geomorphology.  
 
Alluvial channels encompass a large range of scales from the smallest involving fluid-grain 
interactions up to the catchment scale (101 – 106 km). Intermediate scales include the formation 
and dynamics of bedforms (e.g. ripples, dunes, and bars) under various flow conditions (Best, 
1996). Bedforms in alluvial channels may be considered a mesoscale roughness feature (Jackson, 
1975) and their dynamics have been extensively studied (see Best (2005) for a recent review of 
dunes). The morphodynamics of bedforms under unidirectional flow can be best understood using 
the feedback system proposed by Leeder (1983), and later refined by Best (1993). This feedback 
loop, known as the ‘trinity’ of flow, sediment transport, and bedform morphology, shows the inter-
related nature of these processes and provides a useful framework from which to describe the 
evolution of morphodynamic systems (Figure 1.1).   
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This thesis addresses two scales of morphodynamic features within high curvature meandering 
channels. The first scale relates to the hydraulic manifestations of point bars formed on the inside 
of high sinuosity channels. The influence of the point bar on flow structure in curved alluvial 
channels is a well-known phenomenon (e.g. Dietrich and Smith, 1983), and extensive work on 
bar-scale morphodynamics has shown the importance of topographic steering on flow structure 
within meandering channels (e.g. Nelson and Smith 1989). The second scale addressed herein 
concerns the influence of secondary roughness elements (bedforms) that are superimposed on the 
point bar. Accelerating flow around a bend often produces dunes whose crest lines exhibit an 
oblique angle to the channel cross-section (Figure 1.2; Dietrich et al., 1979).  
 
Figure 1.2: Map of Muddy 
Creek (from Dietrich et 
al., 1979) showing bedform 
crestline orientations 
during discharges at 70% 
of bankfull. Dashed lines 
indicate areas where 
bedform merging 
occurred. 
Figure 1.1: Diagram 
showing the ‘trinity’ of flow, 
sediment transport and 
bedform development and 
the associated feedbacks. 
Figure from Best, (1993). 
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These bedforms can have a significant influence on both the mean and secondary flow within 
meander bends (Abad, 2008), and such bedform skew can produce a ‘hydraulic funneling’ effect 
that advects fluid and sediment towards the river banks. This funneling effect may be important 
for sediment routing and particle residence time within, and between, meander bends (Dietrich et 
al., 1979; Dietrich and Smith 1984; Kisling-Møller 1992).  
 
1.5 Research objectives and thesis structure  
The objectives of this research are to assess:  
1) The relative influence of point-bar-induced topographic steering on the characteristics of 
primary and secondary flow in high-curvature meandering channels. 
2) The influence of flow-skewed bedforms on the structure of the mean streamwise and 
secondary flows in high-curvature meandering channels. 
3) The relative influence of point-bar-induced topographic steering and skewed bedforms on 
transverse flow separation in high-curvature meandering channels. 
In this thesis, Chapter 2 reviews the current scientific understanding of flow structure and 
morphology of alluvial meandering rivers. This review begins by defining the morphological 
characteristics of meandering channels, their measurement and development. A discussion is also 
presented of the principal features of flow structure in meandering channels, together with an 
analysis of bedform development and sediment transport in alluvial channels, with particular 
emphasis on bedform crestline orientation and its relation to the flow regime.  
 
Chapter 3 details the experimental and analytical methods employed in this study, including the 
nature of the experimental meandering channel. The laboratory equipment is described in detail, 
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with particular emphasis on the use of high-resolution acoustic instrumentation and the 
experimental conditions and scaling employed. The data processing methods are also discussed, 
together with a full error analysis of the techniques used.  
 
Chapter 4 presents the experimental results regarding flow over all three substrate morphological 
conditions in the meandering channel. The dominant characteristics of both the mean and 
secondary flow will be presented and compared to previous studies (e.g. Abad, 2009a) for the 
flatbed morphology. These results then permit a discussion on the influence of the point bar on 
flow structure within high-curvature meander bends. Experimental results regarding the influence 
of channel-skewed bedforms on the mean and secondary flow are then discussed with comparison 
to the point bar substrate morphology. Finally, data are presented outlining the influence of 
synthetic roughness (point bar and channel-skewed bedforms) on transverse flow separation 
downstream of meander bend apices.  
 
Chapter 5 discusses the implications of the present results regarding the influence of channel-
skewed bedforms on the flow structure and morphodynamics of high-curvature meander bends. 
These results further permit a schematic model of mean and secondary flow to be proposed for the 
experimental meandering channel examined in this study.  
 
Finally, Chapter 6 presents a summary of the main conclusions of this thesis and a brief discussion 
of potential future work regarding the effects of roughness on flow structure within meander bends. 
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CHAPTER 2: THE MORPHOLOGY AND FLOW STRUCTURE OF MEANDERING 
RIVERS 
 
This chapter summarizes the current scientific understanding of flow structure in meandering 
channels, and reviews the important morphological characteristics of meandering channels and 
their relationship to river hydraulics. The intention of this discussion is to present the necessary 
background on alluvial meandering channels to set in context the case study presented herein. 
 
2.1 Alluvial meandering channels: definition, morphology, and scale 
Alluvial meandering channels are defined as single thread sinuous channels in which the substrate 
and channel banks are formed of unconsolidated river-deposited sediments. In freely meandering 
rivers, the channel is bounded on either side by a floodplain constructed of fluvial deposits (e.g. 
crevasse splays, overbank deposition, old point-bars, and the infills of oxbow lakes). The term 
‘freely meandering’ is used herein to denote the evolution of a channel-floodplain system that is 
not geometrically influenced by local bedrock geology. In this thesis, all discussion is hereafter 
limited to alluvial channels unless otherwise specified. 
 
2.1.1 The geometry of meandering rivers 
The geometry of meandering channels is typically discussed in terms of two orthogonal planes: 1) 
Channel planform geometry defines the spatial extent of rivers in a 2-D co-ordinate system parallel 
to the Earth’s surface; 2) Channel cross-sectional geometry describes the spatial characteristics of 
rivers at discrete locations along a curvilinear co-ordinate system parallel to the depth-averaged 
flow direction and orthogonal to the Earth’s surface (Figure 2.1). Cross-sectional geometry is thus 
defined along an intrinsic reference frame, while planform geometry is globally defined. This 
10 
 
system is used universally as a platform from which to describe the geometric character and 
temporal evolution of meandering channels. Figure 2.1 shows an idealized sinusoidal meandering 
channel and its relevant geometric characteristics. 
 
Figure 2.1: Idealized meandering channel showing a) planform and b) cross-sectional 
geometry (after Bridge, 2003). Note: Bend width (Wb) is synonymous with bend amplitude.   
 
River geometry at the catchment scale must also be discussed in terms of an along-stream bed 
profile. Bed slope necessarily plays an important role for determining equilibrium channel 
morphology, as well as for the conveyance of water and sediment downstream. However, for the 
purposes of this thesis, the along-stream bed slope is considered negligible over the length of a 
single meander bend.   
 
The active channel contained within a meander belt is defined by the maximum amplitude of 
planform channel oscillation. The meander belt is, in turn, spatially-limited by the width of the 
floodplain and by the occurrence of channel cutoffs (Camporeale et al., 2005). The lateral extent 
of river floodplains can vary substantially, but they are commonly between one and twenty times 
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the width of the meander belt (Saucier, 1994; Bridge, 2003). Channel sinuosity is defined as the 
ratio between the along-channel path length and the down valley length for a given valley distance. 
For simple, regularly-spaced, meander bends, sinuosity can be similarly defined as the ratio 
between the centerline along-channel path length (Lc) and the bend wavelength (Lb). The 
planform channel shape for individual bends is often further characterized by a local radius of 
curvature (rc) (Figure 2.1a).  
 
The efficiency with which a river conveys fluid and sediment downstream depends on the channel 
cross-sectional geometry. Stable channel configurations are believed to be adjusted such that, at a 
given location, the channel will convey the fluid and sediment discharge delivered to it from 
upstream without any morphological change (Mackin, 1948). Understanding the nature of stable 
channel geometries necessarily requires knowledge of all the governing variables although several 
theories propose the dominance of one, or more, independent variables – most notably the water 
and sediment discharge (Leopold and Maddock, 1953; White et al, 1982). Other important 
variables include the streamwise bed slope, sediment caliber and substrate erodibility (e.g. Parker, 
1978). Each of these local variables, in turn, are influenced by the regional climatic and tectonic 
regime of the drainage basin.  
 
Channel geometry adjusts to changes in sediment and water discharge at various time scales 
through erosion and deposition. The flux of water passing through a channel at any given time 
follows the local hydrograph that is determined by local climate. It is generally believed that the 
equilibrium geometry of a channel is reflective of high discharges, rather than the sum total of all 
sediment and water discharges (Knighton, 1998). This concept has come to be known as the 
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dominant or formative discharge, and reflects the idea that the most geomorphic work (i.e. 
deposition and erosion) is accomplished during periods of high flow (Wolman and Leopold, 1957; 
Wolman and Miller, 1960; Ackers and Charlton, 1970). The dominant discharge is typically found 
to be equal to, or very near, the bankfull channel discharge (i.e. the discharge that approximately 
fills the channel). Because channel geometry is principally determined by only a portion of the 
hydrograph, the periodicity or recurrence interval of this flow necessarily becomes important. The 
recurrence interval for bankfull discharge varies depending on the local climate and precipitation 
(see Soar, 2000, for a range in values). However, for most alluvial channels the bankfull discharge, 
and thus the channel forming discharge, exhibits a recurrence interval of 1-2 years (Knighton, 
1998).   
 
The fluid-borne sediment flux at a given cross-section is determined by the upstream sediment 
delivery rate, the magnitude and duration of fluid-imparted boundary shear stress at that location, 
and the local substrate erodibility (Howard and Knutson, 1984). As sediment delivery is almost 
always fluid mediated, time lags often develop between local maxima in fluid discharge and the 
resultant peak in solid material flux (Wolman and Miller, 1960). Because fluid and sediment 
discharge are interdependent and non-constant in time, morphological adjustment is thus also 
considered episodic and often responds nonlinearly to changes in mass flux (fluid and sediment) 
from upstream (Lane and Richards, 1997). Despite the complexities in morphological response to 
changes in governing variables, stable geometric configurations exist (Figure 2.2).  
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Channel cross-sectional morphology may be described using a number of variables, including 
channel width (W), depth (h), the ratio of width to depth (W/h), and cross-sectional area (A). Other 
frequently used metrics are the wetted perimeter (P), defined as the total cross-sectional length of 
the fluid substrate boundary, and the hydraulic radius (R), defined as the cross-sectional area 
divided by the wetted perimeter. For channels with a very high width-depth ratio (~>10), the 
hydraulic radius and channel depth converge (Garcia, 2008).  
 
Numerous attempts at defining the equilibrium cross-sectional geometry of single thread channels 
have been made using both theoretical and empirical methods. The first efforts at predicting 
equilibrium channel morphology date back to early 20th century attempts at creating optimal 
geometries for irrigation canals that were largely empirical (e.g. Lacey, 1929; Lindley, 1919; 
Blench, 1952). The method they used, termed ‘regime theory’, assumes that channel geometry is 
dominantly controlled by water discharge and that state variables (e.g. width, depth, and mean 
Figure 2.2: Cross-sectional channel 
forms. a) typical channel geometries 
from a low sinuosity meandering 
channel (modified from Garcia, 
2008). b) Equilibrium cross-
sectional geometries for straight 
channels (modified from White et 
al., 1982). 
a) b) 
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flow velocity) can be described as power functions of water discharge. If the fluid discharge is 
known for a given cross-section, then channel width, depth, mean flow velocity, and thus hydraulic 
radius (R) and wetted perimeter (P), can be calculated. This idea was adapted and popularized by 
Leopold and Maddock (1953) to include empirical relations for the ‘hydraulic geometry’ of natural 
river channels. The empirical theory of hydraulic geometry has since been intensely modified and 
now includes a range of additional parameters such as sediment caliber, suspended load, and bank 
stability (e.g. Kirkby, 1976; Parker, 1978; White et al., 1982; Huang and Nanson, 2000). More 
recent theoretical approaches have evolved to comprise an interrelated set of governing equations 
that rely on mathematical representations of physical river processes (e.g. Parker’s (1978) theory 
of lateral diffusion, and Henderson’s (1966) threshold channel equations). The modern view on 
channel equilibrium form resulting from dynamic changes in flow geometry requires that three 
physical relations be satisfied: 1) conservation of fluid (and sediment) mass; 2) a flow resistance 
relation; 3) a sediment transport relation. A fourth relation for bank stability may also be included 
(see Eaton et al., 2004). Various authors have postulated that there also exists an intrinsic condition 
(or optimization parameter) that stable channels work to satisfy, such as minimizing stream power 
(Yang and Stall, 1976; Chang, 1980), maximizing sediment transport (Kirkby, 1976; White et al., 
1982), minimizing energy expenditure (Huang et al., 2004), and maximizing flow resistance 
(Eaton et al., 2004; Eaton and Church, 2007). The results of these theoretical developments do not 
always agree, and a universally-applicable theory on equilibrium channel form still remains 
elusive. New attempts to isolate a unique solution for channel geometry include addressing 
boundary shear stress directly (Knight et al., 1994; Huang and Warner, 1995; Kean et al., 2009). 
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River meandering further complicates the definition of equilibrium channel morphology by 
introducing asymmetry into the flow geometry. This results in both transverse morphological 
asymmetry as well as downstream heterogeneity in cross-sectional form (Figure 2.2). Channel 
asymmetry varies downstream systematically and often correlates with the local radius of 
curvature. Perhaps the most dramatic difference between straight and meandering channels is the 
existence of a near-bank ‘point-bar’ along curved channel segments (Figures 2.1 and 2.2). Point-
bar induced topographic deflection of the talweg, coupled with enhanced curvature-induced 
secondary flow strength, results in quasi-regular patterns in channel internal geometry (Dietrich 
and Smith, 1983). Deep ‘pools’ form near the outer bank at bend apices adjacent to point-bars, 
while shallower ‘riffles’ form near the inflection points between meander bends. The development 
and stability of pool-riffle successions has been extensively studied in meandering systems (e.g. 
Seddon, 1900; Gilbert, 1914; Keller, 1978; Clifford, 1990; Carling, 1991; Termini and Piraino, 
2010) as well as how it relates to the theories of alternate bar formation in straight alluvial channels 
(e.g. Yalin, 1971). The three-dimensional geometry of alluvial channels is intimately related to the 
geometry of flows that pass through them. The existence of stable or ‘quasi-stable’ channel 
configurations requires river systems to self-regulate such that dynamic changes in flow geometry 
and sediment transport result in multiple negative feedbacks. These morphodynamic feedbacks 
exist at multiple scales and it is the goal of this thesis to discuss some of these phenomena for the 
case of high sinuosity meandering channels.  
 
2.2 Flow structure in meandering channels 
The system under examination is that of turbulent, open-channel, gravity-driven flow. 
Downstream acceleration is balanced by frictional resistance at the fluid-substrate boundary 
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(riverbed) and the flow is considered to be completely in-channel. In meandering channels, the 
flow field is further complicated by local convective and rotational accelerations from a constant 
change in downstream flow direction (meandering).  Flow within open channels can be separated 
into two orthogonal components: 1) a ‘streamwise’ mean flow component defined as any flow 
vector parallel to the channel axis; and 2) an orthogonal secondary flow component comprising 
flow within the cross-sectional plane of the channel (Prandtl, 1926).  
 
2.2.1 Streamwise mean flow 
The characteristics of both primary-streamwise and secondary flow differ between straight and 
curved channels. In straight channels, the maximum velocity core is located near the center of the 
channel and is often depressed below the water surface (termed ‘velocity dip’; Gibson 1909; Chow, 
1959). In curved channels this maximum velocity core shifts from one side of the channel to the 
other as the flow moves around successive meander bends. This shifting of the Maximum Velocity 
Filament (MVF) is important for determining the spatial distribution of boundary shear stresses 
and also for defining the location of the talweg. In meandering channels, the specific MVF path is 
determined by the sinuosity (local curvature) of the channel, and by the magnitude of transverse 
morphological asymmetry found along the channel. In rectangular meandering channels, which 
exhibit no cross-sectional geometric variability, superelevation of the water surface near the outer 
(concave) bank results in pressure reduction at the inner bank and ultimately drives the MVF 
towards the inner bank (Figure 2.3; Camporeale et al., 2007; Abad and Garcia, 2008).   
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Figure 2.3: Planview of mean velocity vectors in the Kinoshita experimental channel for both 
upstream- and downstream-valley skewed bend orientations (Depth = 15cm; Discharge = 
25Ls-1) (Abad, 2008).  Colors indicate vector elevation: Blue = near the channel bed; Red = 
near the water surface. The divergence of mean velocity vectors indicates the presence of 
strong secondary flows.  
 
The formation of point-bars in alluvial meandering channels introduces the effects of topographic 
steering into the hydraulics of bend flow (Dietrich and Smith, 1983). The deflection of the MVF 
by the point-bar towards the outer bank at the entrance of bends overpowers the pressure effects 
observed in flatbed channels. There is general consensus that flow entering a curved channel 
segment will result in: 1) a flow-transverse component of water-surface slope from the concave 
(outer) to the convex (inner) bank; 2) a pattern of helical (spiral) flow; and 3) convective 
acceleration and deceleration of the depth-averaged streamwise flow (Bridge, 2003). The 
magnitude of, and extent to which these flow features occur in natural rivers, varies widely. A 
discussion on the controlling variables is presented in the following section. 
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2.2.2 Secondary flow 
Secondary flows are defined as currents that exist in a radial plane perpendicular to the primary 
streamwise flow direction (Prandtl, 1926). The first fluid mechanical classification of secondary 
flow was made by Prandtl (1926), although a variety of other authors had previously discussed the 
subject (e.g. Thomson, 1876; Gibson, 1909; Jukowski, 1915). Prandtl (1926) suggested that 
unidirectional flows may be characterized as having a main (streamwise) flow, and a ‘secondary 
flow’ perpendicular to this. Prandtl (1926) further described the nature of secondary flows in open 
channel systems, and unified existing flow classes by proposing two fundamental types of 
secondary flow (Figure 2.4):  
1) Prandtl’s secondary flows of the first kind result from vortex stretching due to an induced 
pressure gradient, either from rotational accelerations or some kind of body 
force/deflection of the streamwise flow.  
 
2) Prandtl’s secondary flows of the second kind result from turbulence anisotropy typically 
near the channel banks.  
 
Figure 2.4. Schematic diagram showing Prandtl’s secondary flow of a) the first kind and b) 
the second kind.  
 
Secondary flows of Prandtl’s second kind (Figure 2.4b) require no form of channel curvature or 
topographic deflection to exist, and thus are often found in straight channels. These turbulence-
a) b) 
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induced secondary flows are typically on the order of 5% of the streamwise velocity and are 
significantly weaker than secondary flows of the first kind (Nezu and Nakagawa, 1993; Nezu, 
2005). Another important distinction between the two kinds of secondary flows is found in the role 
of turbulence in their genesis. For secondary flows of the first kind, turbulence behaves as an 
energy dissipation mechanism whereby boundary-induced turbulent shear disrupts coherent 
circulation cells. Conversely, secondary flows of the second kind require heterogeneity 
(anisotropy) in near-wall turbulent shear stresses to form. The existence of these turbulence-
induced coherent flow cells in straight channels suggests an inverse energy cascade, whereby small 
anisotropies in near-wall turbulent stresses result in much larger secondary flow cells (Church, 
2012). This further suggests that for this form of secondary flow (Prandtl’s 2nd kind), turbulence 
behaves as an energy conduit between the gravity-driven mean streamwise flow and the mean 
secondary flows (Church, 2012). Historically, turbulence-induced secondary flows in straight 
channels were thought to only persist out to ~ 2.5 times the flow depth away from either side wall 
(Nezu and Nakagawa, 1993). However, several later studies demonstrated, using mobile bed 
experiments, the existence of stable channel-wide flow cells even in wide channels (McLelland et 
al., 1999; Wang and Cheng, 2005; 2006). These studies further suggested that the presence of self-
formed longitudinal stripes due to differential cross-channel sediment transport can create 
sufficient boundary-induced turbulent shear to maintain coherent secondary circulation cells 
throughout the whole channel cross-section. Recently, Rodriguez and Garcia (2008) used high-
resolution acoustic data from a rough bed flume to show that if the channel bed is simply 
hydraulically rough, secondary flows may persist throughout the entire channel cross-section. This 
conclusion was further supported by Blanckaert et al., (2010), although the two studies disagree 
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on the role of secondary flows in straight channels and their effect on sediment transport and 
transverse roughness heterogeneity.  
 
Prandtl’s secondary flow of the first kind (Figure 2.4a) is the dominant form of secondary 
circulation in meandering channels. Flow entering curved channel segments invariably 
experiences a tangential (centrifugal) force, causing cross-stream surface flow and super-elevation 
near the outer (concave) bank. This sets up a cross-channel pressure gradient that ultimately leads 
to the development of secondary or helical (Rozovskii, 1957; Dietrich and Smith, 1983). This 
model of flow structure in bends suggests one coherent secondary flow cell develops near the apex 
of a bend. While this phenomenon has been observed in natural channels, primarily away from 
areas of maximum bend curvature (Scheidegger, 1970), multiple helical cells are far more 
commonly observed (e.g. Wilson, 1973; Hey and Thorne, 1975; Dietrich and Smith, 1983).  
 
Secondary flows of the first kind, and bend flows in general, are perhaps best understood in the 
context of the cross-sectional zonation scheme proposed by Markham and Thorne (1992). To 
maintain consistent dialogue regarding bend flow patterns, they defined three primary zones 
(Figure 2.5): 
 
1) An inner region (region 1) located nearest the inner bank and directly over the upper point 
bar. In this region, shoaling over the point-bar results in cross-stream flow (topographic 
deflection) throughout the entire water column (Hickin, 1978; Dietrich and Smith, 1983). This 
phenomenon is amplified and may dominate much of the channel cross-section during times 
of low flow stage. The inner zone is also the area of the channel in which transverse flow 
separation can occur (Bagnold, 1960; Leeder and Bridges, 1975). 
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2) A mid-channel region (region 2) in which the upper water column is dominated by outward 
directed flows from bend-induced tangential forces, and the lower portion of the water column 
is characterized by pressure-induced return flows. This phenomenon persists at almost all flow 
stages, but its strength is heavily influenced by channel geometry (Dietrich and Smith, 1983) 
as well as the flow hydraulics (Hooke, 1975). 
 
3) An outer region (region 3) that is often characterized by a smaller secondary flow cell that 
possesses an antithetic sense of rotation as compared to the larger mid-channel cell (Hey and 
Thorne, 1975; Bathurst et al., 1979; Bridge and Jarvis 1982; Thorne et al., 1985; Blanckaert 
and Graf, 2001).  
 
 
Figure 2.5: Schematic diagram of a bend cross-section showing the three regions defined by 
Markham and Thorne (1992).  
 
 
Importantly, the stability of flows in these three regions is subject to change over standard 
hydrologic timescales and thus the relative dominance of any one region also varies temporally.  
 
Of particular interest is the genesis of the near-bank flow cell in region three. This flow cell is 
found near bend apices, and typically extends no more than 1-2 bank heights away from the outer 
bank (Thorne et al., 1985) and is located below the water surface (Blanckaert and Graf, 2001). 
Bathurst et al. (1979) suggested that this flow cell arises from downwelling associated with the 
stagnation of cross-channel surface flow as it nears the outer bank. Plunging flow is replenished 
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via return flow along the outer (concave) bank, thus creating a small recirculation cell with an 
opposite sense of rotation. Once downstream of the bend apex, downwelling depresses the MVF, 
thus bringing it closer to the ‘toe’ of the channel. This process, coupled with the associated central 
cell divergence (Figure 2.5), promotes higher boundary shear stresses (Hey and Thorne, 1975; 
Thorne et al., 1985). Several authors (e.g. Markham and Thorne 1992) have logically proposed 
this as a mechanism for enhanced erosion of the cut bank. Other researchers, however, have 
suggested that this outer cell may also be turbulence-induced (Blanckaert and Graf 2001) and may 
buffer the cut bank, protecting it from erosion by deflecting the MVF away from the bank 
(Blanckaert and Graf, 2001; Blanckaert and de Vriend, 2004). Papanicolaou et al., (2007) 
addressed the influence of secondary flow on boundary shear stress by coupling laboratory and 
field measurements using high-resolution acoustics. Papanicolaou et al. (2007) found that 
measured bank shear stresses were between 2 and 3 times higher than the depth-averaged sidewall 
shear stresses, and that this was a result of secondary circulation. They further demonstrated that 
secondary flows not only alter the magnitude of sidewall shear stresses, but also dictate the spatial 
distribution of these stresses at the outer bank.  
 
The development of secondary flow cells is highly dependent on the flow geometry upon entry to 
a bend, or more correctly, at the inflection point between two bends. This of course necessarily 
depends on the efficiency with which relict cells from upstream are destroyed between subsequent 
bends. Abad and Garcia (2009) defined a Hydraulic Transition Region (HTR) where the decaying 
upstream flow cell interacts with the newly forming secondary flow cell near the entrance of the 
next bend. Abad and Garcia (2009) found this phenomenon to occur downstream of, but very near 
(1-2 channel widths), the planimetric inflection point between successive bends. Past studies have 
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shown contradictory results in terms of the specific interactions between growing and decaying 
flow cells. Toebes and Sooky (1967) showed experimentally that relict cells and newly-formed 
cells coexisted side-by-side at river inflection points. However, Chacinski and Francis (1952) 
showed the newly-formed cell and the relict cell stacked on top of each other with the relict cell 
residing near the surface. Thorne and Hey (1979) addressed this question by directly measuring 
secondary flows at bend inflection points in the River Severn. They concluded that the results of 
Chacinski and Francis (1952) more closely resembled that of natural rivers, most likely due to the 
more realistic width:depth ratio (W/h = 40) used in their study (the W/h ratio for Toebes and Sooky 
(1967) was closer to 1.5). Thorne and Hey (1979) further argued that, in addition to W/h ratio, 
irregularities in channel geometry were highly important in determining the stability and spatial 
location of secondary circulation cells in meandering channels. This conclusion was supported by 
Dietrich and Smith (1983) in their discussions of point-bar induced topographic steering.  
 
2.2.3 Transverse flow separation 
Zones of transverse flow separation may develop on either side of meander bends at areas of high 
curvature, or downstream of longitudinal bank discontinuities (Bagnold, 1960; Leopold and 
Wolman, 1960; Leeder and Bridges, 1975; Hickin, 1978; Andrle, 1994; Hodskinson and Ferguson 
1998; Ferguson et al., 2003; Nanson, 2009). The most common form of flow separation occurs 
near the inner bank and results in an overall constriction of the channel discharge and a local 
recirculation zone downstream of bend apices (Figure 2.6). Flow constriction (see Figure 2.6 
surface vectors) results in reduced conveyance capacity and expedites the transition of the MVF 
from the inner to the outer bank, thereby resulting in higher shear stresses along the cut bank 
(Bagnold, 1960; Leeder and Bridges, 1975; Kleinhans et al., 2010, Blanckaert et al. 2013). The 
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effects of flow separation on the inner bank include protection from scour and enhanced deposition 
in the lee of bend apices (Leopold and Wolman, 1960; Nanson, 2009).  
 
Figure 2.6: Schematic diagram showing flow separation along the inner bank of a high 
curvature meander bend. Figure from Leeder and Bridges (1975) 
 
The persistence of flow separation zones near the inner bank depends on flow stage and channel 
geometry, and these zones of recirculation are highly three-dimensional (Hodskinson and 
Ferguson, 1998; Ferguson et al., 2003). Separation zones are favored in situations where bar-
induced topographic steering is enhanced (Hodskinson and Ferguson, 1998). Furthermore, flow 
separation does not appear to depend strongly on the Froude number (Kleinhans et al., 2010).  
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2.3 Sediment transport and roughness in meandering channels 
2.3.1 Sediment transport 
The movement of sediment in unidirectional flows with narrow grain size distributions (such as 
the case of large alluvial rivers) can be thought of as a two-layered system in which the upper layer 
is dominated by fluid-grain mechanical phenomena, and the lower layer comprises a granular flow. 
The body of literature pertaining to sediment transport is extensive and a comprehensive discussion 
can be found in Garcia (2008). While it is not the objective of this chapter to discuss entrainment 
criteria specifically, a brief overview of the forcing involved in sediment transport is contextually 
useful. 
 
The movement of sedimentary particles resting on the bed of a river can be reduced to a positive 
momentum transfer from the fluid to the grain. The fluid shear force on the particle (drag + lift) is 
directly countered by the downward gravitational force and frictional resistance from the grain-
substrate boundary.  There are many factors that affect the entrainment of sedimentary particles in 
this situation, including those summarized in Figure 2.7 (Garcia, 2008). 
   
 
Figure 2.7: The principle factors involved in the entrainment of sedimentary particles 
(modified from Garcia, 2008). 
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The entrainment of specific sedimentary particles was addressed by Hjulström (1935) and Shields 
(1936), where their seminal experimental work on sediment entrainment laid the groundwork for 
the modern field of sediment transport (see e.g. Ikeda, 1982). Recent studies addressing the 
question of sediment entrainment in unidirectional flows now include turbulent impulse effects on 
sediment entrainment (Diplas et al., 2008) and granular mechanical approaches (e.g. Niño et al., 
2002).  
 
2.3.2 Roughness 
The fluid-substrate boundary (channel bed and banks) in alluvial channels is geometrically 
dynamic, spanning multiple spatial and temporal scales. Unidirectional flows over alluvial beds 
will almost universally produce macroscale roughness elements (bedforms and bars) adding to 
frictional energy loss from the flow. Roughness in alluvial channels can be separated into two 
basic components: 1) roughness resulting from individual sedimentary particles, known as grain 
or skin friction; and 2) roughness resulting from larger self-organized structures (e.g. bedforms 
and bars), termed form drag. The analysis of roughness in unidirectional flows, known as shear 
stress partitioning, has received great attention beginning with the work of Einstein and Banks 
(1950), who first recognized the importance of the ratio between skin friction and form drag. Other 
studies on partitioning methods include Nelson and Smith (1989), Fredsøe (1982), and more 
recently McLean and Nikora (2006).  
 
This thesis only considers the form-drag component of streambed roughness, which in the context 
of meandering rivers is primarily derived from alluvial features such as ripples, dunes and bars. 
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Numerous studies have focused on the formation and geometric character of these features (e.g. 
Allen 1968, 1969; Best, 1996, 2005; Garcia, 2008; Coleman and Nikora, 2011). Dunes in particular 
have been extensively studied beginning with the work of Exner (1920, 1925) on sand wave 
instability (Kennedy, 1963; Engelund, 1970; Fredsøe, 1996). From this a vast body of literature, 
relationships were developed between bedform geometry, sediment transport, and turbulent flow, 
and great advances have been made (see Best (2005) and Garcia (2008) for reviews).  
 
The geometry and stability of bedforms is of particular interest to fluvial geomorphologists and is 
a central concern of this thesis.  The geometric characteristics of bedforms developed under 
unidirectional flows are summarized in Figure 2.8, and this terminology will be used throughout 
the remainder of this thesis.  
 
Figure 2.8: Schematic diagram showing bedform geometric characteristics and associated 
terminology. Note: The red arrows indicate mean downstream flow direction, and bedform 
height is considered synonymous with bedform amplitude. Figure modified from Allen 
(1982). 
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Bedform planimetry under unidirectional flows is highly complex, varying both spatially and 
temporally. This was made evident by the seminal work of Allen (1968, 1969), who emphasized 
the three-dimensional nature of flow fields over rough alluvial beds, and laid the foundation for 
the modern scientific view on bedform dynamics. In planform, bedforms are typically grouped 
into two broad categories from which higher-order classifications are made: 
 
1) Simple two-dimensional forms – in which the bedform crestline remains linear over the full 
breadth of the bedform (Figure 2.96a, b). In sustained unidirectional flows, these bedforms 
are typically considered ephemeral, and quickly give way to more complex three-dimensional 
forms (e.g. Baas 1994, 1999). 
 
Figure 2.9: Schematic diagram showing two-dimensional bedform a) planform geometry, 
and b) cross-sectional geometry with associated deposition, erosion, and transport trends. 
Note: The red arrows indicate mean downstream flow direction. Figure modified from Allen 
(1969). 
 
2) Three-dimensional bedforms – in which bedform crestlines do not maintain linearity in the 
cross-flow direction (Figure 2.10). Three-dimensional bedforms are found in virtually all 
sedimentary environments and comprise a major component of bedform representation in the 
rock record.  
 
a) b) 
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Figure 2.10: Example of preserved three-dimensional current ripples from western Ireland 
(photo courtesy of Mauricio Perillo.  
 
Three-dimensionality is thought to be a result of flow heterogeneities in the cross-stream direction 
(Venditti et al., 2005). Inevitable defects in bedform crest morphology promote positive feedbacks 
in boundary shear, thus amplifying their form. This ultimately produces the three-dimensional 
bedform character so commonly found in natural systems. 
 
Bedform stability and the prediction of such stability under a given set of flow conditions and 
sediment calibre(s) is important for paleoenviornmental reconstruction. Attempts to define 
bedform stability fields have proven difficult, as shown by the work of Guy et al. (1966) and Allen 
(1968). Despite the difficulty, further groundwork on the character and stability of bedforms under 
unidirectional flows was made by Southard (1971), Boguchwal and Southard (1990), and Southard 
and Boguchwal (1990a,b).  
 
In addition to the stability of bedforms, the initiation and ontogeny of self-organized roughness 
elements is of interest. The formation of current ripples from a flat bed was addressed 
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experimentally by Best (1992), who proposed turbulent bursting theory as a mechanism for bed 
defect formation, from which flow separation could ultimately generate current ripples. Later, 
Venditti and Church (2005) proposed an additional mechanism, demonstrating that under 
conditions of high bed shear stress ripples formed ‘instantaneously’ all over the bed. More recent 
studies regarding bedform initiation and character include the effects of granular flows and 
instability in the near-boundary fluid-sediment flow system (see Coleman and Nikora, 2011). 
 
In cross-section, fluid flow over dunes with flow-orthogonal crestlines can be separated into five 
zones (Figure 2.11; Bennett and Best, 1995): 
1. A zone of accelerating flow over the bedform crest 
 
2. A flow separation zone in the bedform leeside and associated recirculating eddy. 
 
3. A wake region above the separation zone characterized by decelerating flow and topped 
by a turbulent shear layer. 
 
4. An outer flow zone above the wake region 
 
5. A zone downstream of the separation zone characterized by the growth of a new internal 
boundary layer on the stoss side of the next bedform. 
 
 
Figure 2.11: Schematic diagram showing bedform flow zones (modified from Bennett and 
Best, 1995). Note: The red arrows indicate mean downstream flow direction. 
 
Flow encountering boundary roughness elements (bedforms) accelerates as it is constricted 
vertically on the stoss side of the bedform towards the crest (Figure 2.11; zone 1). The abrupt 
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change in boundary curvature causes the flow to separate into an outer flow zone of deceleration 
(zone 3) and a recirculating zone of return flow (zone 2). Zones 2 and 3 are buttressed downstream 
by the newly growing internal boundary layer (zone 5) on the stoss side of the next bedform. Flow 
occupying zone 4 is considered decoupled from the roughness elements, though is often 
interrupted by coherent structures ‘boils’ ejected from bedform crests (Jackson, 1976). The 
interaction between flows occupying zones 2 and 5 (reattachment) are of particular interest as this 
is believed to influence bedform wavelength. The influence of bedform amplitude via flow 
separation on equilibrium wavelength is well supported by previous work (Ashley, 1990) and 
provides a further example on the interrelated nature of fluid flow, sediment transport and bedform 
morphology (Leeder, 1983; Best, 1993).  
 
2.4 Channel-skewed bedforms  
Channel-skewed bedforms are defined as roughness elements (ripples, dunes and barforms) whose 
crestlines are obliquely oriented with respect to the cross-sectionally averaged downstream flow 
direction. The existence of roughness elements exhibiting an oblique crestline orientation was first 
described by Allen (1968), but detailed analysis of these forms was not made until the work of 
Engelund (1973) and Fredsøe (1974a,b). Oblique bedforms were first recognized in meandering 
channels by Dietrich et al., (1979) (Figure 1.2) and despite their prevalence in natural alluvial 
channels (Figure 2.12), their potential significance in modulating bend flow has not been 
extensively studied.  
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Figure 2.12: (a-c) Examples of channel-skewed dune fields along a stretch of the Lower 
Wabash River, IL-IN (Image (b) courtesy of Dan Parsons); d) Oblique bedforms in the 
Kinoshita meandering experimental channel (from Abad and Garcia 2009b). 
 
Flow over a two-dimensional (linear crested) bedform is sometimes considered analogous to flow 
over a backward-facing (negative) step (Schlichting, 1955; Allen, 1968; Figure 2.13b). Mean and 
turbulent flow structure over negative steps has received attention in the engineering literature due 
to their prevalence in man-made structures (e.g. Jovic and Driver, 1995; Le et al., 1997). In general, 
the principal aim of these studies was to assess the dynamics of the flow separation zone and 
downstream reattachment surface. Other authors have increased complexity by additionally 
introducing a sweep (skew) angle to the step (e.g. Weber and Danberg, 1992; Kaltenbach 2004). 
In both cases, for reasons of simplicity, usually only straight channel (or conduit) flows are 
considered with a single backward-facing step.  
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Stream deflectors are another system that can be considered analogous to channel-skewed 
bedforms. Deflectors such as spur dikes, groynes, wing dams, and bendway weirs are structures 
sometimes installed in natural meandering rivers to maintain channel navigability and control 
erosion/deposition. These structures protrude partially across the channel cross-section thus 
deflecting the mean flow away from the banks, and are often built at an angle to the mean flow 
direction (either upstream or downstream) in order to promote or limit sediment deposition. Some 
related work has been conducted to explain the effect of obstruction angle and protrusion length 
on the flow dynamics, primarily motivated by historical project failures and habitat disruption 
(Ettema and Muste, 2004; Haltigin et al., 2007).  
 
Despite the prevalence of channel-skewed (oblique) bedforms in natural channels (Figure 2.12), 
their development and effect on river hydraulics received little attention until the 1970s. Engelund 
(1973) showed experimentally that in straight alluvial channels, variation in transverse flow depth 
and velocity leads to the development of oblique dunes. This conclusion was supported by the 
theoretical work of Fredsøe (1974a, b), who noted that both phenomena produced channel-skewed 
bedforms, but the skew direction (polarity) was reversed. Fredsøe (1974a, b) concluded that a 
variation in cross-sectional water depth was more influential in the genesis of oblique dunes than 
a transverse downstream velocity gradient  (Figure 2.13a).  
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Bedform obliquity introduces three-dimensionality to the flow separation zone in the lee of the 
bedform (Allen, 1968). This results in fluid advection along the bedform trough in the cross-
channel direction (Figure 2.13b; Allen, 1968; Engelund, 1973; Hasbo, 1995). This local 
phenomenon can have a significant influence on secondary flow in meandering channels (Abad, 
2008), and likely acts as a hydraulic ‘funnel’ in the direction of bedform skew. This funneling 
effect results in preferential sediment transport along bedform troughs in the cross-stream direction 
(Engelund, 1973; Dietrich et al., 1979; Hasbo, 1995), and is likely important for sediment routing 
within and between bends.  
2.5 Conclusions 
The geomorphology of alluvial meandering rivers is complex, including a diverse range of self-
organized features from ripples and dunes to bars. These forms are a direct result of the complex 
morphodynamic feedbacks arising from the interactions between fluid-flow and substrate 
morphology, and mediated by the dynamics of sediment transport. The flow structure in 
Figure 2.13: Diagrams of: a) Fredsøe, 
(1974a) showing the importance of flow 
depth on the polarity of oblique dunes; and 
b) Allen, (1968) showing the 3-D flow field 
associated with an obliquely oriented 
negative step.  
a) b) 
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meandering rivers is heavily modulated by substrate topography and this modulation varies both 
in space and time. The existence of roughness elements with preferential topographic 
configurations suggests a coordinated influence on the dynamics of meandering channels. The case 
of channel-skewed bedforms is one such element, and it is the goal of this thesis to address the 
hydraulic influence of these forms on flow structure in high-amplitude meandering channels. 
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CHAPTER 3: METHODS 
 
3.1 Laboratory equipment 
3.1.1 Experimental facility 
Fixed-bed experiments were conducted in the Kinoshita experimental meandering channel at the 
Ven Te Chow Hydrosystems Laboratory, University of Illinois (Fig 3.1; Abad, 2008; Abad and 
Garcia, 2009a, b).  
 
Figure 3.1: Perspective diagram of the Kinoshita channel showing the reference cross-
sections and water recirculation system (from Abad, 2008). Data in the present study were 
collected in the central bend where cross-section 15 is located. 
 
This flume planform follows a ‘Kinoshita’ curve in which individual meander bends are skewed 
upstream- or downstream-valley depending on the flow direction. Kinoshita curves are denoted by 
the relation (in intrinsic co-ordinates): 
 
𝜃𝜃(𝑠𝑠) = 𝜃𝜃𝑜𝑜 sin �2𝜋𝜋𝑠𝑠𝜆𝜆 � + 𝜃𝜃𝑜𝑜3 �𝐽𝐽𝑠𝑠 cos �3 2𝜋𝜋𝑠𝑠𝜆𝜆 � − 𝐽𝐽𝑓𝑓 sin �3 2𝜋𝜋𝑠𝑠𝜆𝜆 ��                              (3.1)   
 
where s is the streamwise coordinate, λ is the flume arc-wavelength; θ = 110º is the maximum 
angular amplitude; Jf = 1/192 is a flatness coefficient, and Js = ±1/32 (with + denoting upstream-
Flow 
37 
 
valley skew) is a skewness coefficient. This channel form is useful for studying meandering rivers 
as it allows for the examination of realistic, asymmetric bends, and as such this planform has been 
employed by various authors in both numerical and experimental studies (see Kinoshita, 1961; 
Parker et al., 1983; Parker and Andrews, 1986; Abad and Garcia, 2009a,b; Ancalle, 2007; Abad, 
2008). It is important to note that if θ is decreased, this curve reduces to a simple sine-generated 
wave. 
 
Figure 3.2 shows channel curvature �𝐶𝐶 = −𝜕𝜕𝜕𝜕
𝜕𝜕𝑠𝑠
� and radius of curvature �𝑅𝑅 = 1
𝐶𝐶
� along the 
Kinoshita flume. Importantly, the global maximum in curvature, and corresponding minimum in 
radius of curvature, does not coincide with the bend apex (CS-15) but rather is found nearest CS-
14.5 (Figure 3.2).  
 
The fiberglass Kinoshita channel has a constant width of 0.40m and depth of 0.60m and no initial 
transverse or longitudinal bed slope (Figure 3.3b). The flume arc-wavelength along the channel 
centerline is 30m (10m for each bend) (Figure 3.3a). Two retention tanks are situated at either end 
of the flume, each including a 1m straight channel segment joining the bends to the curved section. 
A centrifugal pump was used to recirculate water and an electromagnetic current meter attached 
to the return piping provided discharge control (Figure 3.1). The test section lies along the center 
bend equidistant from both retention tanks (Figure 3.3a,b).  
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Figure 3.2: Kinoshita curvature (C) and radius of curvature (R) shown for cross-sections 
CS-10 – CS-20. The test section studied herein lies between CS-13 and CS-19. Figure from 
Ancalle (2007).   
 
Figure 3.3: a) Planform map of the Kinoshita flume showing test section and upstream-valley 
skew direction. b) Cross-sectional view showing channel dimensions.   
 
Abad and Garcia (2005) used Computational Fluid Dynamics (CFD) to model flow in a channel 
with this configuration, concluding that three consecutive bends were necessary for the flow 
entering the test section to be in equilibrium with this sinuosity. For the present study, flows 
incident on the test section were in equilibrium with sinuosity but not with the imposed substrate 
morphology.  
a) 
b) 
CS-15 
CS-13 
CS-18 
0.60m 
0.4m 
39 
 
3.1.2 Acoustic Doppler velocimetry 
Acoustic Doppler Velocimetry (ADV) is a standard flow-velocity measurement technique that has 
been used in many field and laboratory studies (e.g. Garcia et al., 2005; Sukhodolov, 2012). 
Acoustic Doppler velocimeters are relatively small (< 39cm in length) and easily transported. Two 
transducers located on the main shaft of the instrument (Figure 3.4) emit a pair of acoustic pulses 
with disparate repetition rates (McLelland and Nicholas, 2000; Garcia et al., 2005). These pulses 
are transmitted as square waves with a factory-defined frequency that is usually between 5 and 
16MHz depending on the instrument. An array of receivers positioned radially around the central 
transducers track the acoustic returns scattered from non-inertial particles (seeding) in a control 
volume below the instrument (Figure 3.4a).  
 
Figure 3.4: a) Schematic diagram of Profiling Acoustic Doppler Velocimeter (PADV) 
showing four recievers and expanded sample volume (Image courtsey of Nortek). b) 
Mounted ADV near the apex of the flume test section. 
 
a) b) 
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Velocities are estimated from the acoustic returns for each beam using a technique known as pulse 
coherent Doppler processing. The receiver beam velocities are calculated using the Doppler shift 
relation: 
𝜐𝜐𝑖𝑖 = 𝐶𝐶4𝜋𝜋𝜋𝜋  𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 �𝑖𝑖                                                                     (3.2) 
where i is a particular receiver beam; C is the speed of sound below the ADV;  f is the factory set 
frequency (e.g. 10MHz); 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑
 is the phase shift rate calculated for receiver i. The phase shift rate is 
necessarily discretized such to represent a phase shift (𝛥𝛥φ) over the ping interval (𝛥𝛥𝑑𝑑). 
Unidirectional flows are most accurately measured when the main flow direction is perpendicular 
to the transmitting axis of the ADV. Beam velocity data are finally averaged over a user-defined 
sample interval, usually between 0.1 and 0.01s, and recorded internally. Importantly, this last step 
imposes a necessary but irreversible digital averaging filter. The appropriate choice of averaging 
frequency ideally requires knowledge of the spatial and temporal scales of turbulence in the flow 
being measured. In addition to defining an averaging frequency, users must also specify a velocity 
range within which measured values are expected to exist; this sets the maximum resolvable phase 
shift of the ADV and the ping interval (the frequency of transmitted acoustic pulses). A high 
velocity range allows for a correspondingly higher breadth of measurable velocities, but 
simultaneously increases the Doppler noise. This effect is of negligible importance when 
addressing mean and first order velocity statistics, but becomes much more important when 
characterizing higher order moments (Garcia et al., 2005; Abad and Garcia, 2009a).  
  
Scatter from reflected former pulses and substrate heterogeneity, as well as external (or 
background) acoustic signals, also inevitably introduce a component of noise into returns measured 
by each receiver beam (Doppler noise). Thus the measured signal from each pulse (S) can be 
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thought of as a combination of the coherent signal return (s) and Doppler noise (n).  It follows that 
the signal-to-noise ratio (SNR) importantly affects velocity calculations, with low SNR values 
indicating a dominance of random noise and resulting in less reliable velocity measurements. 
Excessively high SNR values must also be avoided. SNR is influenced by the amount of suspended 
sediment in a flow and the acoustic properties of the boundaries. High concentrations of suspended 
sediment and highly reflective substrates can result in saturation of the receiver beams, eliminating 
the ability of the instrument to discern coherent signals from Doppler noise. These problems 
require that the SNR during sampling must be critically considered for all studies involving 
acoustic Doppler velocimetry. 
The phase shift (Δφ) (Eq. 3.2) is determined from the calculated covariance between successive 
pulse pairs (Lane et al., 1998), which yields an autocorrelation function containing both a phase 
and a magnitude. The phase component is proportional to the particle travel distance between 
successive pulses, from which velocity can be calculated. The magnitude component reflects the 
similarity between successive pulses and, when normalized, yields a correlation coefficient 
between pulse pairs (Martin et al., 2002). In the absence of Doppler noise, successive returns 
should be identical with only a phase shift, thus yielding a correlation coefficient of 1 (or 100%). 
The correlation between pulses is thus commonly used as a means of quality control while 
sampling, as well as a filtering parameter during post processing (Lane et al, 1998; Martin et al, 
2002). The correlation between pulse pairs is affected by several phenomena often through a 
reduction in SNR (see Martin et al. (2002) for a complete review). Two important problems are 
considered herein:  
1) High levels of turbulent shear within the sample volume. In highly turbulent flows, it is 
likely that particles within the sample volume will not retain their positions relative to each 
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other from one pulse pair to the next. This results in elevated Doppler noise, which 
decorrelates the signal. While this does not necessarily result in bad data, it may be difficult 
to isolate turbulent shear as the driver in signal decorrelation. In addition, turbulent eddies 
in the flow that are on the same order of magnitude in size as the sample volume (or 
smaller) are unresolvable and will instead be manifested as increased Doppler noise.  
 
2) Interference from the substrate. This occurs when acoustic reflections from the substrate 
directly interfere with the return signal from the sample volume, resulting in a ‘velocity 
hole’ and greatly reduced correlation values. Typically, this can be corrected by changing 
the ADV velocity range, or when possible, changing the acoustic properties of the 
boundary.  
 
In addition to Doppler noise, one of the largest problems in acoustic velocimetry is the recording 
of ‘spikes’ due to aliasing of the Doppler signal. Aliasing results from ‘velocity ambiguity’ due to 
phase shifts that lie outside the resolvable range of the instrument of ± π radians. Phase shifts of 
this kind can arise from flow velocities that exceed what is known as the ‘ambiguity velocity’, 
which is set by the user-defined velocity range, or as a result of contamination from previous pulses 
reflecting from complex substrate geometries (Goring and Nikora, 2002). The ambiguity velocity 
for a given ping interval can be calculated using: 
𝜐𝜐𝑎𝑎𝑎𝑎 = 𝐶𝐶4𝜋𝜋𝛥𝛥𝑑𝑑                                                                        (3.3) 
From Eq. 3.3 it is easy to see that the ping interval (𝛥𝛥𝑑𝑑) dramatically impacts the ambiguity 
velocity(𝜐𝜐𝑎𝑎𝑎𝑎). The ping interval is determined by the user-defined averaging frequency, velocity 
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range and the factory set ping interval algorithm. 𝛥𝛥𝑑𝑑 also defines the spatial range (R) over which 
each pulse may travel: 
𝑅𝑅 = 𝐶𝐶𝛥𝛥𝑑𝑑2                                                                           (3.4) 
There thus exists an inverse relationship between the ambiguity velocity (Eq. 3.3) and pulse transit 
range (Eq. 3.4) such that large 𝜐𝜐𝑎𝑎𝑎𝑎 results in reduced R and vice versa. As with poor correlation 
values, signal aliasing can be mediated during experimentation by carefully altering the specified 
velocity range, and this must also be considered during post processing.  
 
3.1.3 Vectrino-II Profiling Acoustic Doppler Velocimeter (PADV)  
Velocity measurements (u, v, w - corresponding to the downstream (x), cross-stream (y) and 
vertical (z) directions) were made using a Nortek Vectrino-II Profiling Acoustic Doppler 
Velocimeter (PADV; Craig et al., 2010). Profiling velocimeters differ from typical ADV 
instruments in several important ways. The most conspicuous difference is that profiling 
velocimeters allow data to be collected over a range of distances away from the transducers, rather 
than only at a single point. The four receiver beams on the Vectrino-II, angled at 30º towards the 
transducer from the horizontal, intersect 50mm below the transducer at what would be the normal 
location for any acoustic Doppler velocimeter. Profiling is accomplished by range gating the 
receiver beams in time, allowing velocity data to be recorded between 40mm and 74mm below the 
transducers rather than only at 50mm. The expanded control volume (40-74mm away from the 
transducer) is a hyperboloid with a user-defined height (minimum H = 1mm) and diameter D = 
6mm, over which velocity data are averaged. In addition, instead of a standard set of three acoustic 
receivers positioned radially in 120º increments, the PADV has four receivers arranged in two 
opposing pairs (Figure 3.4a) that allows for much greater versatility in measurements. For 
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example, if the probe is rotated into a ‘side-looking’ position, such that the transducers face across 
the channel, valid two-dimensional data may still be gathered at the surface of a flow even when 
one of the receiver beams protrudes from the water. The existence of a fourth beam also allows for 
two independent z-velocity measurements, thus providing an additional means by which data can 
be checked for internal consistency  
 
The central transducers on the Vectrino-II emit a continuous train of pulses at 10MHz. The 
Vectrino-II, in contrast to earlier ADV models, allows acoustic returns to be recorded in either 
beam velocities, or resolved XYZ co-ordinates (Craig et al., 2010). The instrument further allows 
users to choose the ping interval algorithm, which defines the method by which the ADV selects 
specific ping intervals (𝛥𝛥𝑑𝑑). The Vectrino-II offers three predefined options (Nortek Vectrino-II 
User’s Manual, 2011):  
1) The maximum interval algorithm. This algorithm uses the ambiguity velocity as the tuning 
parameter. The ping interval is selected based on the user-defined velocity range, and then 
tested to see if it satisfies the profiling range (R) requirement. If the range requirement is 
not met, the ping interval is reset to meet that distance.  
 
2) The minimum interval algorithm. This algorithm uses the pulse range as the tuning 
parameter. The ping interval is selected to satisfy the profiling range condition and then 
the ADV tests to see if the velocity range is satisfied. If the velocity range is not satisfied, 
the ping interval is reset to meet the user-defined velocity range.  
 
3) The adaptive interval algorithm. This algorithm adaptively sets the ping interval based on 
the real-time acoustic environment. Interference zones (weak spots) are accounted for by 
adapting the ping interval throughout the sample time.  
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Because the Vectrino-II is capable of collecting a profile rather than a single point, the range 
requirement becomes very important because it varies depending on the distance over which 
samples are to be measured. In addition to selection of the ping interval algorithm, the Vectrino-II 
also includes a bottom-checker capable of sampling the boundary distance at up to 10Hz, and an 
advanced user interface (GUI; Figure 3.5).  
 
Figure 3.5: Vectrino-II advanced graphical user interface showing real-time data 
visualization. Data series shown at left represent time series of individual velocity 
components u,v,z1, and z2. The right panel shows the real-time velocity time series for each 
component. 
 
The GUI allows users to visually inspect return data prior to recording.  Aliasing, poor SNR, and 
low correlation can thus all be addressed in real-time allowing users to change velocity settings, 
ping algorithm, and adjust the ADV mount. In addition, disparity between the redundant z velocity 
measurements often indicates that the instrument is not orthogonal to the mean downstream flow 
direction, and that pitch/roll must be corrected prior to data collection.  
 
Vectrino-II Graphical User Interface 
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3.2 Experimental design  
3.2.1 Morphological characteristics and flow conditions 
The PADV was attached to a movable carriage and placed perpendicular to the mean flow 
direction. For all experiments, flow data were collected at a constant discharge (Q = 25Ls-1) and 
still-water depth (H = 0.15m) under upstream-valley skewed conditions. This design yielded a 
minimum width to depth ratio B/H = 4, thus restricting the range of natural systems modeled to 
those exhibiting low width to depth ratios (e.g. Nanson, 2009). The mean and turbulent flow 
structure were measured at discrete cross-sections for three separate conditions (Figure 3.6 a-c): 
(a) Flatbed condition (FB) – This set of experiments matched identically the constant flow 
experiments conducted by Abad and Garcia, (2009a). No alteration of channel geometry 
was made during this set of experiments.  
 
(b) Synthetic point-bar installed (PB) – A synthetic point-bar was constructed and installed 
in the test section. The bar was modeled after the equilibrium topography generated in the 
mobile bed experiments of Abad and Garcia (2009b) and extended from 0.25m upstream 
of CS-14 through to 0.25m downstream of CS-17. The transverse slope was on average 
0.3 although the upstream reach between CS-14 and CS-15 was slightly higher (Figure 
3.5b).  
 
(c) Idealized, obliquely oriented fixed bedforms attached to the point-bar (BF) – Three 
idealized fixed bedforms were attached to the surface of the synthetic point bar each at an 
angle of 30º from the inner wall. The bedforms were also modeled after the asymmetric 
roughness elements recorded by Abad and Garcia (2009b). Linear dunes had maximum 
amplitude of 0.06m and wavelength of 0.3m.    
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Figure 3.6.  Schematic diagram of Kinoshita channel test section showing a) Flatbed 
planform geometry; b) Point-bar installed; and c) Bedforms installed. Cross-sections 12-19 
are labeled CS-## for ease of discussion. Schematic cross-sections represent geometries at 
the bend apex (CS-15).  
 
Measured cross-sections were spaced at 0.5m intervals along the channel center-line, identical to 
those used by Ancalle (2007) and Abad and Garcia (2009a,b). Cross-sections were further labeled 
‘CS-##’, with each number reflecting the along-stream distance in meters from the upstream 
retention tank. The synthetic point bar was constructed from wood with a topography that matched 
the mobile bed experiments of Abad and Garcia (2009b), and was coated with a spray-on plastic 
to mimic the acoustic properties of the fiberglass flume. The bar began in the test section just 
upstream of CS-14 and terminated slightly downstream of CS-17, protruding to a maximum 
transverse width Bb = 0.45m across the channel. The mean transverse bar slope was 0.3. Three 
synthetic dunes were constructed from Free Form® Epoxy Putty purchased from Smooth-On, 
Inc., and attached to the point bar, each with a skew angle of 30º from the mean downstream flow 
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direction. Dune amplitude varied across the channel in accordance with Abad and Garcia (2009b), 
and never exceeded 0.07m. Dune wavelength was held constant at 0.3m. This wavelength was 
based on the mobile bed experiments of Abad and Garcia (2009b) but the dune heights associated 
with these migrating forms were much less (~2-3cm) than those used herein. Thus, the synthetic 
roughness elements installed during this study more closely resemble larger bar forms or 
engineered bendway weirs than self-formed alluvial features.  
 
3.2.2 Data collection 
Experiments were conducted over a 43-day period between December 30th, 2011 and February 
12th, 2012. Velocity data were measured from eleven cross-sections in total, although repeat 
sections comprising all three bed morphologies (FB, PB, and BF) were limited to cross-sections: 
CS-15; CS-16; and CS-17. Data coverage for all experiments is shown in Figure 3.7 and Table 3.3. 
The lack of complete data coverage for all bed states was the result of limited time for 
experimentation and by the irreversibility of the synthetic roughness installations.  
 
 
Cross 
Section 
Flat 
bed 
Point 
bar Bedform 
CS-13       
CS-13.5       
CS-14       
CS-14.5       
CS-15       
CS-15.5       
CS-16       
CS-16.5       
CS-17       
CS-18       
CS-19       
Table 3.1: Data coverage at each cross-
section for all bed states. 
 
Figure 3.7: Planimetric view of data 
coverage  
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For each channel cross-section, stacked overlapping velocity profiles were collected at 0.05m 
intervals from the inner to the outer bank. The PADV was set to collect a velocity time series (u, 
v, w) between 40 and 74mm below the transducers at a vertical spacing of 1mm. This resulted in 
a maximum of 35 individual ADV points per measurement, extending through a sample volume 
with a vertical length of no more than 0.035m. Complete velocity profiles were constructed by 
adjusting the height of the PADV in the vertical, and subsequently connecting individual velocity 
profiles and allowing a minimum of 0.01m overlap between any two stacked profiles. A full 
characterization of the water column was not possible due to the 0.04m blanking distance between 
the transducers and the top of the sample volume, and due to the fact that 3D measurements could 
not be obtained unless the transducers were fully submerged. The zone of missing data thus varied 
for different measurement locations depending on the spatial and temporal variability in water 
surface elevation. To illustrate the nature of these overlapping velocity profiles, Figure 3.8a-c 
shows an example of average velocities taken from a mid-channel stacked profile at CS-17 
(Flatbed condition).  
 
 
Figure 3.8: Stacked velocity profiles for CS-17 in mid-channel showing mean: a) downstream 
velocity (U); b) cross-stream velocity (V); and c) vertical velocity (W) for the flatbed 
condition. 
w - velocity (ms-1) v - velocity (ms-1) u- velocity (ms-1) 
 
a) b) c) 
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Cross-sectional flow fields were created by measuring stacked profiles at 0.05m transverse 
spacings across the channel. The specific methods used for averaging and interpolating these 
profiles are discussed further in section 3.2.3. The total number of PADV points collected at a 
given cross-section was dependent on the local bed geometry, but was always greater than 800 and 
never exceeded 1700 individual points. PADV velocity ranges were adjusted for each 
measurement location based on the local flow field. In addition, the ping interval algorithm was 
also tuned for each sample in order to reduce data aliasing and minimize zones of poor correlation. 
Individual profiles were sampled for 5 minutes with a sampling (averaging) frequency, fR=50Hz.  
 
3.2.3 Data quality 
In highly turbulent flows, the PADV sampling procedure, and specifically the sampling frequency, 
is known to affect the turbulence parameters obtained (Voulgaris and Trowbridge, 1998; Garcia et 
al., 2005, 2006). This problem is less important for the first order velocity statistics as the Doppler 
noise is cancelled out by the averaging procedure (see Voulgaris and Trowbridge, 1998; Abad and 
Garcia, 2009a). However, a brief discussion on the measurement of turbulence is warranted for 
future reference. To address the problem of sampling strategy effects on data quality, Garcia et al. 
(2005) developed a method for selecting the most appropriate sampling frequency and duration 
based on local environmental parameters. Garcia et al. (2005) proposed that if the dimensionless 
frequency (F) given by: 
𝐹𝐹 = 𝜋𝜋𝑅𝑅𝐿𝐿
𝑈𝑈𝑐𝑐
                                                                          (3.5) 
is greater than 20 (in which 𝜋𝜋𝑅𝑅, 𝐿𝐿, and 𝑈𝑈𝑐𝑐, correspond to the user-defined sampling rate, energy 
containing eddy length scale, and convective velocity respectively), the effects of sampling 
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strategy become negligible, even for higher order moments and energy spectra. Equation 3.5 
requires users to have a priori knowledge of the turbulent length scales present in the flows under 
examination. For flatbed conditions, Abad and Garcia (2009a) were able to calculate 𝑈𝑈𝑐𝑐 using 
Taylor’s frozen turbulence hypothesis, and 𝐿𝐿 using the integral length scale described by Wu and 
Patterson (1989). For flows of Q = 25Ls-1, Abad and Garcia (2009a) concluded that a sampling 
rate of 25Hz was sufficient to satisfy the condition F > 20 at all areas in the flume. In the present 
study, flatbed conditions were identical to those from Abad and Garcia (2009a), thus posing no 
problems in sampling procedure. However, obtaining realistic F values for the point bar and 
bedform configurations was not possible due to their higher-order geometric complexity. For this 
reason, an averaging frequency 𝜋𝜋𝑅𝑅= 50Hz was used for all three bed morphologies. Previous fixed 
bed experiments from the Kinoshita channel (Abad and Garcia, 2009) sampled velocity data over 
3-minute and occasionally 5-minute durations. Abad and Garcia (2009) chose sample time using 
a running-mean analysis, where the ADV convergence time was identified when the running mean 
of a time series was calculated to within the 95% confidence intervals of the global mean. For data 
points not meeting this condition after 3 minutes, the sample time was simply extended to 5 
minutes. 
 
In this thesis, all measured data represent 5 minute time series, which corresponds to N = 15000 
‘instantaneous’ velocity measurements for each PADV point (sampling rate = 50Hz). Figure 3.9 
shows an example signal (u, v, w) exported from the Vectrino-II for a single ADV point.  
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Figure 3.9: Raw data from a randomly selected ADV point representing velocity time series 
(u, v, w) over a 5 minute sample period.  
 
Time series such as those shown in Figure 3.9 were filtered for low correlation values and 
anomalous data spikes. Martin et al. (2002) addressed the question of degradation in data quality 
due to low correlation values, and suggested that mean velocities could still be measured accurately 
with correlations as low as 40%, despite the laboratory data exclusion convention of correlation > 
70%. Because the Vectrino-II allows for 35 times more data per sample, correlation values less 
than 80% were eliminated from the data series. In addition, spikes due to data aliasing were 
eliminated if values were greater than three standard-deviations (3σ) beyond the mean for each 
velocity component (Bendat and Piersol, 2011).  
 
A sample period of 5 minutes was justified for the Flatbed case as the flows and substrate 
conditions were identical to those from Abad and Garcia (2009a). However, analysis such as that 
used by Abad and Garcia (2009a) was impractical during experimentation for the higher 
complexity substrate morphologies (PB and BF), primarily due to time constraints and the high 
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spatial variability in flow conditions. For this reason, sampling time was held constant for all three 
substrate morphologies. To account for constant sample time and ensure the use of only 
representative PADV data, a rigorous convergence analysis was employed. The mean velocity and 
variance for each time series (u, v, w) were resampled by means of bootstrapping (B = 1000 
resampled data sets) at successively greater data lengths (N = 2 to N = 15000). For each subsample, 
the representative mean (variance) was chosen from a fitted histogram of bootstrapped data (Figure 
3.10). 
 
Figure 3.10: Example histogram showing the range in mean U values calculated for a PADV 
point after bootstrapping at B = 1000 resampled data sets. The representative mean (black 
arrow) was chosen from the peak of the interpolated normal distribution. 
 
The selected values from each subsampled dataset (1500 per ADV point) were then plotted against 
sample duration (Figure 3.11).  
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Figure 3.11: Example of ADV point convergence times for: a) downstream mean velocity 
(u); b) across-stream mean velocity (v); and c) vertical average velocity (w). 
 
Upon visual inspection of Figure 3.11, it is clear that for this particular location in the flume, all 
three velocity components appear to converge within the allotted sample time. However, the spatial 
variability in the flow field for each bed configuration requires a more stringent cutoff for PADV 
point convergence time. Data are exported from the PADV as single precision matrices and Nortek 
states a measurement precision of 0.5% or ±1mms-1 for each velocity measurement (personal 
communication Nortek). The convergence time for each velocity component was thus taken to be 
the sample duration (time) at which the reverse cumulative range in mean velocity dropped below 
the 0.5% (± 1mms-1) sensitivity threshold of the instrument (Figure 3.12).  
 
a) 
b) 
c) 
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Figure 3.12: Example of ADV point data range vs. sample duration. 
Importantly, the convergence time for each velocity component is different, and so PADV point 
rejections were made if any one of the three components failed to converge over the 5min (600 
sec) sample period. Once convergence times were extracted for all measured ADV points, 
convergence maps could be generated to display visually data quality for each measured cross-
section (Figure 3.13a-c). This method was chosen in preference to a running mean analysis so as 
to eliminate the assumption that the mean of the entire time series was reflective of the true mean 
flow velocity at that point.  
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Figure 3.13: PADV point convergence time maps at CS-16 for: a) Flatbed condition; b) 
Point bar condition; and c) Bedform condition. CS-16 was chosen to represent a highly 
turbulent location in the flume. 
 
 
 
a) 
b) 
c) 
Seconds 
 
Seconds 
 
Seconds 
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3.2.4 Post processing 
PADV stacked profiles of mean velocity (u, v, w) (e.g. Figure 3.8) were interpolated in three 
dimensions to reduce data scatter (Figure 3.14). Since flow in the Kinoshita channel exhibits highly 
three-dimensional flow fields for all substrate conditions, this renders typical profiling 
(interpolation) methods (e.g. law of the wall and the velocity defect law) invalid. For this reason, 
surface interpolation of each velocity component (u, v, w) necessitated the use of a more robust 
method. Individual velocity profiles were interpolated using a non-parametric local regression 
LOESS algorithm. This method proved to be ideal as interpolation relied only on local subsets of 
data rather than a globally-defined function. Figure 3.14 shows an example for cross-section (CS-
17) from the flatbed condition in which the mean velocity field is presented with a LOESS 
Interpolation.
 
Figure 3.14: 3D surface interpolation of downstream velocity (u) for cross-section 17 (CS-17) 
Flatbed condition. Colors correspond to the magnitude of the downstream velocity.  
 
Interpolated mean velocity data were then extracted from the LOESS model and used for further 
analysis.  
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3.2.5 Error analysis 
Errors were accrued during experimentation as well as during post processing. For the purposes of 
this section, errors in instrument design (Flume, and PADV) are considered negligible and are not 
discussed further. Systematic errors in data collection arose from:  
1)  The mount used to set the PADV spatially along the channel rested on the flume top and 
was not attached rigidly. This resulted in a ~0.02m range of planform placement error 
between subsequent experiments under differing substrate conditions. The vertical error 
associated with the PADV mount was considerably less (Error < ±0.001m).  
2) Altering the ping interval algorithm settings resulted in a heterogeneous mixture of ping 
intervals for a given data set. This error is negligible when considering the first order 
velocity statistics (see section 3.2.3). 
Additional errors during post processing resulted from the variation in averaging times, and were 
generally considered minimal as compared to the spatial errors outlined above.  
 
3.2.6 Summary 
Flow structure in the Kinoshita channel was analyzed under three distinct substrate morphologies 
(flatbed, point bar, and bedform). Measurements were made using a Nortek Vectrino-II Profiling 
ADV and stacked profiles were combined to resolve the entire flow field along defined orthogonal 
channel cross-sections. These data were then analyzed using MatLab for mean and first order 
velocity statistics, and secondary flow, the results of which are presented in Chapter 4. 
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CHAPTER 4: RESULTS 
 
4.1 Introduction 
In this chapter, results are presented for the three substrate morphological conditions studied in 
this thesis. Section 4.2 details the flow structure exhibited by the flatbed condition and relates this 
to the previous work of Ancalle (2007) and Abad (2008). In section 4.3, the flatbed condition is 
used as a reference from which to compare and contrast flow fields between rectangular and non-
rectangular channels. The point bar experiments are then used in section 4.4 for comparison with 
the higher complexity substrate morphologies of the bedform experiments. Finally, section 4.5 
presents results on transverse flow separation identified during experimentation.  
 
Full water column data at each cross-section were not attainable due to water surface disruptions 
and the 0.04m PADV blanking distance. Vertical data coverage therefore varied, but was generally 
reduced for the point bar and bedform experiments as compared to the flatbed condition. Figure 
4.1 shows vertical data representation for all experiments.  
 
Figure 4.1: Vertical data representation for all bed configurations. Bars denote computed 
discharges for each experiment. The red line denotes the actual discharge (Q = 25Ls-1) held 
constant during all experiments.  
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Measured data from each cross-section are presented as four-piece composite figures according to 
the layout shown in Figure 4.2. Three subplots are shown on the left-hand side of each figure 
(Figure 4.2a-c) and one on the right (Figure 4.2d). Each subplot on the left is displayed in a 
downstream reference frame such that the left side of these three subplots always corresponds to 
river-left as looking downstream (outer bank). These three subplots are all referenced to the right 
hand subplot, which includes the cross-section number and a planform map identifying the cross-
section from which figure data are drawn (Figure 4.2d).  
 
Mean downstream velocity (u) is always shown in the top left subplot (Figure 4.2a). The left-center 
subplot contains contoured vorticity (𝜔𝜔�⃑ ) given by: 
   
in which  denotes the two-dimensional velocity vector field in the cross-stream orientation 
(Figure 4.2b). For presentation, vorticity was scaled by the maximum value at each cross-section. 
The bottom-left subplot shows the dimensionless intensity of spiral motion (𝒎𝒎���⃑ ), modified from 
Jackson (1976; also see Yen, 1965): 
𝒎𝒎���⃑ = �‖𝒓𝒓�⃑ ‖
𝑈𝑈𝑖𝑖
�                                                                         (4.2) 
in which ‖𝒓𝒓�⃑ ‖ = �𝒗𝒗�⃑ 2 + 𝒘𝒘���⃑ 2, (?⃑?𝑣) and  (𝑤𝑤��⃑ ) represent the cross-stream (tangential) and vertical 
velocity vectors respectively, and  (𝑈𝑈𝑖𝑖) represents the cross-sectional average of the resolved 
tangential and vertical velocity components (Figure 4.2c). 𝒎𝒎���⃑  was normalized for visualization  
using the relation: 
𝒎𝒎� = � 𝑚𝑚𝑥𝑥,𝑦𝑦 −  𝑚𝑚𝑎𝑎𝑖𝑖𝑚𝑚 
𝑚𝑚𝑎𝑎𝑎𝑎𝑥𝑥 −  𝑚𝑚𝑎𝑎𝑖𝑖𝑚𝑚 �                                                              (4.3) 
(4.1) 
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where 𝒎𝒎�  represents the normalized form of 𝒎𝒎���⃑  and 𝑚𝑚𝑥𝑥,𝑦𝑦 denotes a local value at location x, y along 
a given cross-section. The intensity of spiral motion can be thought of as a dimensionless 
representation of secondary flow strength (Yen, 1965; Callander 1978; Ancalle, 2007) and is 
important for modulating boundary shear stress (Papanicolaou et al, 2007; Kean et al., 2009). The 
secondary flow vector field is overlain on the vorticity and intensity of spiral motion subplots, but 
is omitted on the plots of average downstream velocity for clarity.  
Figure 4.2: Presentation layout of cross-sectional data. a) Contoured mean downstream 
velocity (𝒖𝒖�⃑). b) Secondary flow vector field overlain on contoured normalized 
(dimensionless) vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure. 
 
4.2 Flatbed substrate condition 
Data collected for this condition were intended to serve as a control data set for subsequent 
experiments. In addition, these data were used to test the performance of the PADV against 
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published data under identical experimental conditions. Results from each cross-section are 
initially presented independently, followed by a presentation of planform velocity data, and the 
downstream variation in water surface slope and secondary flow intensity.  Finally, an integrated 
summary and discussion in relation to previous work is provided in section 4.2.3.  
 
4.2.1 Mean and secondary flow field 
Cross-section 13 (CS-13) lies at the inflection point between the test section and the identical bend 
upstream (Figure 4.3d). The velocity gradient in the cross-channel direction is minimal, although 
the maximum velocity filament (MVF) can be clearly seen centered at z/h = 0.4 and hugging the 
inner bank as the flow enters the high curvature portion of the test section. The maximum 
downstream velocity does not exceed 0.5ms-1 (Figure 4.3a).  
 
Figure 4.3: Mean flow data from CS-13 flatbed condition. a) Contoured mean downstream 
velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured dimensionless 
vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the test section 
showing the cross-section location for data presented in this figure (left). 
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A single channel-wide secondary flow cell is present that is centered slightly lower in the flow 
than the MVF (z/h ~ 0.35) and on the opposite side of the channel. The cell is asymmetric and its 
core extends greater than half way across the channel from the inner bank and exhibits positive 
(downstream) vorticity (Figure 4.3b). The intensity of spiral motion is weak at this cross-section 
due to its location at the bend inflection point (Figure 4.3c). 
 
Figure 4.4: Mean flow data from CS-14 flatbed condition. a) Contoured mean downstream 
velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured dimensionless 
vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the test section 
showing the cross-section location for data presented in this figure (left). 
 
CS-14 is positioned upstream of the point of maximum bend curvature (Figure 4.4d), where the 
MVF lies along the inner bank and extends over most of the flow depth. The cross-stream gradient 
in mean downstream velocity is greater than at CS-13, although the form of the velocity field is 
very similar (Figures 4.3a and 4.4a). The secondary flow field at CS-14 is dominated by a large, 
channel-wide flow cell with positive vorticity, centered at y/W = 0.75 and z/h = 0.7. A second 
smaller secondary flow cell, displaying an opposite sense of rotation (negative vorticity), is present 
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in the corner of the channel near the outer bank under, and to the left of, the larger flow cell (Figure 
4.4b). The increased bank curvature at this cross-section results in greater secondary flow strength 
(intensity) that is manifested in enhanced cross-stream flow deflection between the two secondary 
flow cells near the outer bank (Figure 4.4c).  
Figure 4.5: Mean flow data from CS-15 flatbed condition. a) Contoured mean downstream 
velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured dimensionless 
vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the test section 
showing the cross-section location for data presented in this figure (left). 
 
CS-15 is located at the apex of the test section (Figure 4.5d), where the MVF remains proximal to 
the inner bank of the channel, although velocity is not as uniform in depth as was seen at CS-14. 
The sidewall boundary layer is expanded as compared to CS-14, indicating the beginning of MVF 
detachment from the inner bank (Figure 4.5a). The secondary flow field at CS-15 is characterized 
by the presence of two coherent circulation cells with opposite vorticity (Figure 4.5b). The 
negative vorticity cell is centered in the lower flow at z/h = 0.35 and y/W = 0.75. The larger 
secondary flow cell exhibits positive vorticity and is located adjacent to and above the negative 
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vorticity cell. The core of this cell is slightly above the PADV measurable flow elevation of 
~0.10m (z/h ~ 0.75) and sits nearly at mid-channel in the cross-stream direction (Figure 4.5b). 
Secondary flow intensity remains high between the two flow cells, but also shows a peak near the 
bed and outer bank (Figure 4.5c).    
Figure 4.6: Mean flow data from CS-16 flatbed condition. a) Contoured mean downstream 
velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured dimensionless 
vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the test section 
showing the cross-section location for data presented in this figure (left). 
 
The MVF at CS-16 (Figure 4.6) is detached from the inner bank and is more diffuse than at CS-
14 and CS-15. The core of maximum downstream velocity is skewed in the vertical such that high 
velocity flow at the bed is nearer to the inner wall than high velocity flow near the water surface 
(Figure 4.6a). Two secondary flow cells with opposite vorticity are present at CS-16, although the 
cell with negative vorticity is larger compared to its positive vorticity counterpart. This large 
negative vorticity cell dominates the left side of the channel and extends across almost the entire 
lower water column. The center of this cell is located at y/W = 0.65 and z/h = 0.4. The smaller 
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positive vorticity cell is centered high in the flow column (z/h > 0.8) on the right side of the channel 
(y/W = 0.25; Figure 4.6b). The local maximum in the intensity of spiral motion noted near the toe 
of the channel at the bend apex (CS-15) has shifted toward the center of the channel at CS-16 
(Figure 4.6c). Strong secondary flow is also found in the central and upper water column between 
the two flow cells (Figure 4.6c). 
Figure 4.7: Mean flow data from CS-17 flatbed condition. a) Contoured mean downstream 
velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured dimensionless 
vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the test section 
showing the cross-section location for data presented in this figure (left). 
 
The flow field at CS-17 is characterized by a diffuse core of maximum downstream velocity near 
the center of the channel (Figure 4.7a), and a single large secondary circulation cell with negative 
vorticity also near the center of the channel (Figure 4.7b). The strength of secondary flow is 
greatest near the channel centerline, but elevated cross-stream flow persists across almost the entire 
lower boundary. It is likely that correspondingly strong cross-stream deflections exist in the upper 
water column outside of the PADV detection range (Figure 4.7c).  This cross-section, located 
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directly upstream of the bend inflection point exhibits a flow field most similar to that of a straight 
channel (Figure 4.7d).  
Figure 4.8: Mean flow data from CS-18 flatbed condition. a) Contoured mean downstream 
velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured dimensionless 
vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the test section 
showing the cross-section location for data presented in this figure (left). 
 
CS-18 is located directly downstream of the downstream inflection point between the test section 
and the next meander bend (Figure 4.8d), and the flow field here is thus geometrically a mirror 
image of the flow field at CS-13 (Figure 4.3a-d, Figure 4.8a-c). This similarity in flow is also 
apparent between cross-sections CS-19 (Figure 4.9a-d) and CS-14 (Figure 4.4a-d). Minor 
discrepancies between the mirrored cross-sections are attributed to high order variability in 
channel morphology and instrumental error. 
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Figure 4.9: Mean flow data from CS-19 flatbed condition. a) Contoured mean downstream 
velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured dimensionless 
vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the test section 
showing the cross-section location for data presented in this figure (left). 
 
Figure 4.10a shows a contoured planform map of the depth-averaged mean downstream velocity, 
and Figure 4.10b shows depth-averaged velocity vectors. The maximum velocity core (red) can 
again be seen hugging the inner bank until well downstream of the bend apex (CS-15), whereas 
the lower velocity flow is most prominently seen upstream of the bend apex near the outer bank. 
The MVF is shown crossing the channel downstream of section CS-15, where it becomes 
significantly more diffuse as the flow nears the inflection point of the bend.  
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Figure 4.10: Planform velocity field for the flatbed boundary condition. a) Contoured depth 
averaged downstream velocity  𝒖𝒖�⃑  (ms-1). Black dots show the location of cross-section data 
used for interpolation. b) Depth-averaged downstream velocity vectors.  
 
4.2.2 Transverse water surface slope and strength of secondary flow 
Transverse water surface profiles were collected for each cross-section using a standard Vernier 
point gauge. Cross-stream water surface elevation (WSE) data were normalized using the relative 
super-elevation (RSE) formulation of Yen (1965): 
𝑅𝑅𝑅𝑅𝑅𝑅𝑖𝑖 = ℎ − ℎ𝑐𝑐�𝑈𝑈𝑖𝑖2 2𝑔𝑔⁄ �                                                                    (4.4)  
where h represents WSE for a given location and hc corresponds to WSE along the channel 
centerline. The denominator represents the local velocity head of the flow, where 𝑈𝑈𝑖𝑖 is the mean 
flow velocity averaged over a cross-section nearest the upstream bend inflection point (CS-13) and 
g is gravitational acceleration (Yen, 1965). RSE data from cross-sections CS-13 – CS-19 for the 
flatbed condition are plotted in Figure 4.11. These profiles were found to show approximately 
a) 
 
b) 
Flow Flow 
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linear trends across the channel. Increased transverse surface slope, as expected, was found to 
correspond to areas of greater bend curvature (Figure 3.1; Figure 4.11).  
Figure 4.11: Plot of relative water surface super-elevation (RSE) between CS-13 and CS-19 
for the flatbed condition.  
 
The intensity of spiral motion can be thought of as a dimensionless representation of secondary 
flow strength (Yen, 1967). Secondary flows of Prandtl’s first kind in rectangular channels are said 
to be ‘curvature-induced’. As discussed in chapter 2.2.2, flow entering a meander bend experiences 
a tangential (centrifugal) force, causing cross-stream surface flow and super-elevation near the 
outer (concave) bank.  This results in a cross-channel pressure gradient and ultimately leads to the 
development of secondary flows. The curvature (C) of the Kinoshita channel changes dramatically 
along the test section (Figure 3.1) and this is manifested through variations in RSE at the different 
cross-sections (Figure 4.11). This variation in RSE (WSE) as a function of channel curvature thus 
suggests the possibility of a corresponding variation in the strength of secondary flow. To obtain 
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a cumulative measure of secondary flow strength at a given cross-section, the intensity of spiral 
motion (𝒎𝒎���⃑ ) was integrated over the area of each cross-section i using:  
𝑴𝑴𝒊𝒊 = (1 − 𝛼𝛼𝑖𝑖)� 𝒎𝒎���⃑𝐴𝐴𝑖𝑖𝑇𝑇 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑  =  (1 − 𝛼𝛼𝑖𝑖)� �‖𝒓𝒓�⃑ ‖𝑄𝑄𝑖𝑖 �𝑇𝑇 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑                              (4.5) 
where T represents the domain of integration, 𝐴𝐴𝑖𝑖 is the measured cross-sectional area at cross-
section i, 𝑄𝑄𝑖𝑖 denotes the measured discharge at cross-section i. and y and z refer to the cross-stream 
and vertical directions respectively. To account for biases introduced from variations in data 
coverage (see Figure 4.1), the term: (1 − 𝛼𝛼𝑖𝑖) was added, in which 𝛼𝛼𝑖𝑖 = 𝑄𝑄𝑖𝑖𝑄𝑄𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝.  
Figure 4.12: Plot of RSE range and M from CS-13 to CS-19 for the flatbed condition. Note 
the phase shift between the two data series. 
 
Figures 4.12 shows the results from Equation 4.5 plotted with the range in RSE, defined as the 
difference in RSE between the inner and outer banks at each cross-section. The two parameters 
co-vary, waxing as flume curvature increases near the bend apex, and waning near the bend 
inflection points. Of particular interest is the offset between the RSE range and 𝑀𝑀, with RSE 
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increasing before 𝑀𝑀 upstream of the bend apex and decreasing more rapidly in the downstream 
section of the bend. This phase shift shows the curvature-modulated spatial lag between 
superelevation of the water surface and the corresponding response in secondary flow strength. It 
is also worth noting that the peak in WSE range lies near CS-14.5, corresponding to the maximum 
in bend curvature (see Figure 3.1). However, the resultant maximum in the intensity of spiral flow 
is not achieved until the flow reaches the bend apex (CS-15). 
 
4.2.3 Summary of flatbed condition and relation to previous work 
The mean flow field in both the cross-sectional and planform orientations is visually summarized 
in Figure 4.13. As flow enters the test section, the MVF remains near the inner (convex) bank 
between CS-14 and CS-16 and only moves across the channel downstream of this point (Figures 
4.10 and 4.13). This is a direct result of the absence of a point bar in this set of experiments and 
agrees with past work on flow in rectangular sinuous channels (e.g. Abad and Garcia 2009a). The 
peak in downstream velocity occurs downstream of CS-14 and never exceeds 0.5ms-1 (Figure 
4.10).  
 
The secondary flow field at CS-13 is dominated by a channel-wide, but relict, secondary flow cell 
from the previous bend upstream. This cell exhibits positive (downstream) vorticity but is 
relatively weak in terms of spiral intensity (Figure 4.3b,c). As the flow approaches CS-14 and 
channel curvature increases, a small secondary flow cell with negative vorticity is observed in the 
lower left-hand corner of the channel (Figures 4.4 and 4.13). There are never more than two 
concurrent secondary flow cells in the test section, although away from the high curvature reaches 
(CS-14 to CS-16) only one large flow cell was identified. At, and just downstream of CS-14, 
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velocity deflections in the cross-stream and vertical directions are maximized where the channel 
curvature is greatest (Figures 3.1, 4.4 and 4.10). This location also corresponds to peaks in RSE, 
and range in WSE (Figures 4.11 and 4.12), and furthermore agrees with the results of Ancalle 
(2007).  
 
Figure 4.13: Summary diagram showing planform and cross-sectional interpretations of the 
mean flow field for the Flatbed substrate condition.  
 
Between CS-14 and the bend apex (CS-15), the channel is dominated by two large secondary flow 
cells with opposing vorticity (Figure 4.13). In this zone, the newly formed lower-left cell exhibits 
negative vorticity and is in direct competition with the relict positive vorticity cell from upstream. 
This zone of competing secondary flow cells was termed the Hydraulic Transition Region (HTR) 
by Abad and Garcia, (2009a; Figures 4.4, 4.5 and 4.10). Their flatbed experiments demonstrated 
that the HTR was located 1m downstream of bend inflection points (Abad and Garcia 2009a).  At 
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CS-15, the total (cross-sectional) intensity of spiral motion (M) reaches a maximum (Figures 4.12). 
A ~0.5m spatial lag exists between the maximum WSE range (~CS-14.5) and maximum M value 
(CS-15; Figure 4.12). This suggests that the HTR may extend past the bend apex, and that in 
addition to the presence of multiple competing flow cells, the total strength of spiral motion must 
also be considered when defining the HTR. At CS-16, the MVF has begun to detach from the inner 
bank and its core becomes more diffuse (Figure 4.6a). The secondary flow field is dominated here 
by an almost fully-developed negative vorticity cell (Figure 4.6b, c). The relict positive vorticity 
cell from the previous bend upstream is extremely weak, although not completely absent. The 
intensity of spiral motion at CS-16 is reduced compared to that near the bend apex and the zone of 
maximum curvature (~CS-14.5; Figure 4.6c). At CS-17, the MVF has not yet crossed the channel 
centerline, although it has completely detached from the inner wall (Figure 4.7a). The secondary 
flow field at this location consists of a single, channel-wide, fully-developed negative vorticity cell 
(Figure 4.7b). Despite the low curvature values for CS-17, this flow cell still maintains elevated 
secondary flow strength compared to flows near the bend inflection points (Figures 4.3c, 4.7c and 
4.8c). This is likely another manifestation of the spatial lag between curvature (RSE) and the 
intensity of spiral motion (𝑀𝑀) (Figures 4.11 and 4.12).   
 
4.3 Point bar condition 
Results in this section represent the first level of boundary complexity introduced to the Kinoshita 
channel, with data collected with the synthetic point bar installed in the same format used in section 
4.2. Cross-section data are first presented individually, and then followed by planform velocity 
maps and WSE variations. Finally, an integrative summary of bend flow and a comparison with 
the flatbed condition is provided.  
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4.3.1 Mean and secondary flow field 
Cross-section 13.5 lies 0.5m downstream of the upstream channel inflection point and ~0.25m 
upstream of the installed point bar (Figure 4.14d). The MVF at CS-13 is located nearest the inner 
bank and exhibits little variation in depth, although evidence for a velocity dip can be seen near 
the outer bank. The downstream mean flow also exhibits a weak cross-stream velocity gradient, 
which is characteristic of flow near bend inflection points (Figure 4.14a). The secondary flow field 
is dominated by one large cell with positive vorticity (Figure 4.14b), which is centered roughly 
0.075m above the channel bed and 0.15m from the outer bank. Intensity of spiral motion within 
the cell is low, while peak intensities are found high in the water column (z/h > 0.75) and spanning 
a distance y/W = 0.1 to y/W = 0.45 (Figure 4.14c). At this location in the channel, the flow is not 
influenced by the installed point bar, and thus the flow field closely resembles the data collected 
for the flatbed condition at CS-13 (Figure 4.3a-d).  
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Figure 4.14: Mean flow data from CS-13.5 point bar condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
The flow first encounters the upstream toe of the point bar at CS-14 (Figure 4.15a-d). The mean 
downstream flow field is similar to that found at CS-13.5, with the MVF remaining attached to the 
inner bank and displaying little variation in depth (Figure 4.15a). Two secondary flow cells are 
present at CS-14, their cores both centered near the outer bank. The positive vorticity cell 
characteristic of the flow at CS-13.5 is smaller and is present higher in the water column (z/h > 
0.75) at CS-14. In addition, a new small negative vorticity cell is identified near the left toe of the 
channel (Figure 4.15a,b). The intensity of spiral motion is greatest above the point bar and the 
vector deflections indicate strong cross-channel flow and upwelling near the inner bank (Figure 
4.15c). 
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Figure 4.15: Mean flow data from CS-14 point bar condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
The greatest flow velocities for CS-14.5 (Figure 4.16a) are located within 0.05m of the inner bank. 
However, a small low velocity zone is found nearest the inner bank (Figure 4.16a,b). This marks 
the initiation of the cross-over of the MVF and transverse flow separation for the point bar 
experiments (Figure 4.16a).  The secondary flow field at CS-14.5 is still dominated by cross-stream 
(outward) directed flow and the intensity of spiral motion is greatest immediately above the point 
bar (Figure 4.16c). The positive vorticity cell identified upstream at CS-14 has likely risen out of 
the PADV detection range here. The smaller negative vorticity cell recognized at CS-14 (Figure 
4.16b,c) is slightly more developed, but remains near the toe of the channel (Figure 4.16b). At the 
outer bank, secondary flows indicate downwelling below and upwelling above the mid channel 
depth (z/h = 0.5) (Figure 4.16b,c).  
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Figure 4.16: Mean flow data from CS-14.5 point bar condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Cross-section CS-15 marks the bend apex and lies 0.25m upstream of the point of maximum 
channel curvature (Figure 4.17d). Here, the MVF is completely detached from the inner bank and 
is centered at y/W = 0.28 and very near the point bar surface (z/h = 0.55). To the right of this, 
marked transverse flow separation can be seen with the lowest velocities found highest in the 
measured data (z/h = 0.6; Figure 4.17c). This separation zone breached the surface here and 
continues downstream beyond the extent of the point bar. Secondary flow at CS-15 is characterized 
by cross-stream flow similar to that from CS-14.5 upstream, and weak return flow along the point 
bar (Figures 4.16b,c; 4.17b,c). One secondary flow cell is present, exhibiting negative vorticity 
and occupying the lower water column between the point bar and outer bank. There is likely a 
second flow cell of opposing vorticity stacked above this lower column cell, although the majority 
of this cell lies above the PADV detection limit (Figure 4.17b,c). It is also noticeable that the shear 
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layer formed due to flow separation can be recognized from the greater magnitude of spiral 
intensity in the upper water column to the right of the MVF (Figure 4.17a,c).  
 
Figure 4.17: Mean flow data from CS-15 point bar condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Cross-section CS-15.5 is located 0.5m downstream of the bend apex and represents the farthest 
across-stream extent of the point bar (Figure 4.18d). The MVF at CS-15.5 is located directly above 
the point bar at the midpoint of the channel (Figure 4.18a).  The secondary flow field at CS-15.5 
exhibits several features not found at other cross-sections including a zone of upwelling located in 
the middle of the channel (Figure 4.18b,c). This phenomenon effectively splits the flow at CS-15.5 
into two zones: 1) a flow region towards the outer bank containing a lower column circulation cell 
with weak negative vorticity, and an upper column secondary flow cell with similarly weak 
positive vorticity (Figure 4.18b,c); 2) an inner recirculation zone characterized by elevated 
intensity of spiral motion, and  sub-vertical inward-directed secondary flow vectors (Figure 4.18c). 
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Figure 4.18: Mean flow data from CS-15.5 point bar condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Cross-section CS-16 is located 1m downstream of the bend apex (Figure 4.19d). The location and 
character of the MVF at CS-16 is very similar to that found at CS-15, although the cross-channel 
velocity gradient is reduced (Figures 4.18a; 4.19a). Contrary to the results shown for CS-15.5, the 
secondary flow field is not separated into two discrete zones, but rather is characterized by an 
expanded secondary flow cell in the lower water column with negative vorticity (Figure 4.19b,c). 
One similarity between CS-15.5 and CS-16 is the presence of stacked flow cells with opposing 
vorticity. Maximum spiral motion intensities are found near the outer bank below the channel-
wide lower secondary flow cell (Figure 4.19c). 
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Figure 4.19: Mean flow data from CS-16 point bar condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
The core of maximum velocity at CS-16.5 (Figure 4.20) is located near the lower boundary, similar 
to that found upstream at CS-16. However, at CS-16.5 the MVF has very nearly reached the outer 
bank and occupies much of the channel cross-sectional area (Figure 4.20a). The secondary flow 
field at cross-section CS-16.5 is geometrically similar to that found at CS-16 immediately 
upstream, with differences including enhanced negative vorticity low in the water column, and a 
~0.25m shift in the local intensity of spiral motion maxima towards the inner bank (Figure 
4.20b,c). There is still marked recirculation present at CS-16.5, as indicated by negligible 
downstream velocities and high secondary flow strengths near the inner bank (Figure 4.20a,c).  
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Figure 4.20: Mean flow data from CS-16.5 point bar condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Cross-section CS-17 represents the furthest downstream extent of the synthetic point bar (Figure 
4.21d), Where high velocity flow is located away from the point bar and close to the outer bank. 
Recirculating flow persists over the tail of the point bar, as shown by negligible 𝑢𝑢�⃑  values near the 
inner bank above the bar (Figure 4.21). The MVF at CS-17 (Figure 4.21a) is greatly expanded both 
laterally and vertically as compared to results from upstream (Figures 4.19; 4.20; 4.21). One 
channel-wide secondary flow cell is found at CS-17 and exhibits weak negative vorticity (Figure 
4.21b). Secondary flows are generally weaker than those found upstream where the influence of 
the point bar was much greater. However, similar to CS-16.5 elevated spiral intensities are found 
in the mid-channel region very near the bed and correspond to a developed return flow in this 
region (Figure 4.21c). 
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Figure 4.21: Mean flow data from CS-17 point bar condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Cross-section CS-18 is the furthest downstream measured cross-section and lies at the downstream 
bend inflection point (Figure 4.22d), and at this location the MVF is attached to the outer bank 
where flow velocities remain greater than 0.5ms-1 (Figure 4.22a). The secondary flow field at CS-
18 is complex and includes a small secondary flow cell centered at y/W = 0.1 in the upper water 
column (z/h = 0.6) and exhibiting negative vorticity. The large channel-wide flow cell present in 
CS-17 has been disrupted by this smaller cell, as well as by a zone of positive vorticity flow near 
the outer bank that is also located high in the water column (Figure 4.22b,c). The greatest intensity 
of spiral motion is found near the inner bank directly below the developing negative vorticity cell, 
where cross-stream flow is directed towards the inner bank (Figure 4.22c).  
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Figure 4.22: Mean flow data from CS-18 point bar condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Figure 4.23a shows a contoured planform map of the depth-averaged mean downstream velocity, 
and Figure 4.23b shows depth-averaged velocity vectors. High velocity fluid (red) begins to cross 
the channel ~0.5m upstream of the bend apex (CS-15), at which point a dramatic flow separation 
zone (blue) develops near the inner bank. This pattern is amplified downstream until CS-17 where 
channel curvature is low and the MVF becomes more diffuse. At CS-18 however, flow near the 
outer bank once again begins to accelerate as it enters the subsequent meander bend.   
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Figure 4.23: Planform velocity field for the point bar boundary condition. a) Contoured 
depth averaged downstream velocity  𝒖𝒖�⃑  (ms-1). Black dots show the location of cross-section 
data used for interpolation. b) Depth-averaged downstream velocity vectors.  
 
4.3.2 Transverse water surface slope and strength of secondary flow 
RSE values were computed for the point bar condition using to Equation 4.4 (see Section 4.2.2). 
Cross-sections CS-14 – CS-18 are plotted in Figure 4.24. As with the flatbed condition, these 
profiles displayed approximately linear trends across the channel, although the range in RSE for 
the point bar condition was typically greater than for the flatbed case (Figure 4.11; 4.24). Elevated 
RSE values near the outer bank occurred at the locations of maximum curvature.  
 
RSE ranges for the point bar condition are plotted together with calculated M values (Equation 
4.5; Section 4.2.2) in Figure 4.25. The two values exhibit virtually identical patterns, including an 
initial spike in RSE (M) at CS-14.5, then a sharp decline until CS-15.5 past the bend apex, and 
followed by a more gradual decline through CS-18. No discernible offset or lag exists between the 
two values and the decline downstream of CS-14 is monotonic. Importantly, the dramatic spike in 
a) 
 
b) 
Flow 
Flow 
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RSE (M) not only corresponds to the zone of maximum curvature, but also with the initial presence 
of the point bar.  
 
Figure 4.24: Plot of relative super-elevation (RSE) between CS-14 and CS-18 for the point 
bar condition.  
 
 
Figure 4.25: Plot of RSE range and M from CS-13.5 to CS-18 for the point bar condition. 
Note the lack of phase shift between the two data series. 
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4.3.3 Summary of point bar condition and comparison to flatbed experiments 
The mean flow field for the point bar condition is summarized visually in Figure 4.26. Flow 
entering the test section encounters the synthetic point bar ~0.75m upstream of the bend apex, 
upstream of which the flow field is geometrically consistent to that found in the flatbed 
experiments. About 0.5m upstream of the bend apex, the flow begins to separate, and in doing so, 
forces the MVF to begin crossing the channel at this location. The separation zone expands 
downstream as the MVF crosses the channel, until the mean flow field is largely composed of two 
discrete zones: 1) a zone of high velocity near the outer bank; and 2) a recirculation zone near the 
inner bank (Figure 4.22). The MVF crosses the channel, ultimately attaching to the outer bank 
downstream between CS-17 and CS-18.  
 
Figure 4.26: Summary diagram showing planform and cross-sectional interpretations of the 
mean flow field for the Point bar substrate condition.  
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This pattern of upstream separation and early across-stream movement of the MVF is in stark 
contrast to that observed for the flatbed condition and exemplifies the first-order influence of the 
point bar on flow structure in meandering channels. It is important to note that the existence of 
prominent transverse flow separation downstream of CS-14.5 reduces the effective cross-section 
of the channel significantly through which the main flow must pass. 
 
The secondary flow field for the point bar condition exhibits first-order similarities to that from 
the flatbed case, although a variety of important differences can be identified. Discrepancies 
between the two conditions begin as flow enters CS-14 (Figures 4.4 and 4.15). Topographic 
steering from the point bar between CS-14 and CS-15 causes the relict positive vorticity cell from 
the upstream bend to rise high in the flow, rather than crossing the channel without moving towards 
the surface as was seen in the flatbed condition. Simultaneously, a small cell with negative vorticity 
develops near the toe of the channel (Figures 4.15, 4.16, and 4.17). These two flow cells are stacked 
above each other with only minor lateral offset, likely due to confinement and topographic steering 
from the adjacent point bar. The secondary flow field at CS-15.5 has patterns not found anywhere 
else in the flume. The recirculation zone near the inner bank is dominated by inward sub-vertical 
secondary flow vectors. In addition, a zone of weak upwelling is present at the center of the channel 
that exhibits both low-magnitude vorticity and intensity of spiral motion (Figure 4.18b,c). It is 
unclear why this phenomenon does not appear downstream of CS-15.5. It is possible that CS-15.5 
represents the location where the inner sidewall boundary layer reattaches. Upwelling at this point 
could be due to vertical deflection from the point bar. Between CS-15.5 and CS-16, the two stacked 
secondary flow cells previously found near the outer bank are now seen extending across the full 
width of the channel. This pattern persists downstream through CS-17 where the point bar 
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terminates (Figure 4.19; 4.20; 4.21).  The secondary flow field at CS-18 reflects complex and 
transitional features, including a small negative vorticity recirculation cell in the upper water 
column near the inner bank, as well as strongly varying flow vectors near the outer bank (Figure 
4.22). In addition, the maximum intensity of spiral motion was recorded near the inner bank, 
opposite the location of the MVF (Figure 4.22). The flow patterns at CS-18 for the point bar 
condition are inconsistent with those found at the same location during flatbed experiments (see 
Figures 4.8 and 4.22). This again reflects upon the importance of point bars in modulating flows 
entering the downstream meander bend.   
 
Starting at CS-13, there is a steep increase in both the RSE of the flow and the integrated intensity 
of spiral motion (M) up until CS-14.5, where they reach maximum values of 3.42 and 0.079 
respectively (Figure 4.25). The maximum values for RSE in both the point bar and flatbed 
experiments occur at CS-14.5 (Figures 4.12, and 4.25). However, maximum values of M are not 
found at the same cross-section between the two conditions. For the flatbed case, M is greatest at 
the bend apex (CS-15), whereas for the point bar condition M reaches a maximum 0.5m upstream 
of the bend apex (CS-14.5) (Figures 4.12, and 4.25). Beyond CS-14.5 there is a monotonic decline 
in both the RSE range and M, even past the furthest downstream extent of the point bar (Figure 
4.25), and importantly there is no discernible offset between the two parameters. Given that helical 
flows (represented here by M) result from water surface superelevation, it follows that a spatial 
lag should exist between RSE and M as was identified for the flatbed case (see Abad and Garcia 
2009a). Thus, the lack of a recognizable lag between the two values suggests that the flow field 
responds more rapidly under the influence of the point bar. This allows for an important distinction. 
The hydraulic transition zone defined by the interaction of adjacent secondary flow cells does not 
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necessarily coincide spatially with the lag between the driving force (water surface superelevation) 
and the integrated strength of secondary flow. Thus for the point bar condition, despite the 
immediate response of the flow to enhanced RSE, the HTR for the point bar is likely extended 
further downstream, such that secondary flows remain transitional until ~CS-16. The dramatic 
increase in RSE and M coincides not only with the zone of maximum curvature, but also with the 
upstream end of the point bar. The equally dramatic decrease in these two values shows that the 
flow is ‘shocked’ by topography it was not in equilibrium with upstream (Figures 4.25). This is 
further supported by the discrepancy in the flow fields measured downstream at CS-18 between 
the point bar and flatbed substrate conditions (Figures 4.8, and 4.22).   
 
4.4 Bedform condition 
Results in this section are presented for flows over a synthetic point bar and three fixed channel 
skewed roughness elements. Data collected with the synthetic point bar and bedforms installed are 
presented in the same order as seen in section 4.2. Cross-sectional data are first presented 
individually, and then followed by planform velocity maps and WSE variations downstream. 
Finally, an integrative summary of bend flow and a comparison with the point bar condition is 
provided.  
 
4.4.1 Mean and secondary flow field 
Cross-section CS-14.5 is located at the point of maximum curvature in the Kinoshita channel and 
represents the first recorded data set for the bedform condition (Figure 4.27d). The flow field at 
CS-14.5 is geometrically similar to data measured for the point bar condition in the same location 
(Figures 4.16, and 4.27). The MVF at CS-14.5 is located near the inner bank, although the initiation 
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of transverse flow separation is present at y/W < 0.01 (Figure 4.27a,b). Two secondary flow cells 
are identified: one large positive vorticity cell centered above the PADV detection range in the 
middle of the channel; and a second smaller flow cell near the toe of the channel exhibiting 
negative vorticity (Figure 4.27b-c). 
 
Figure 4.27: Mean flow data from CS-14.5 bedform condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
The flow first encounters the channel skewed roughness elements 0.25m upstream of the bend 
apex (CS-15; Figure 4.28).  The MVF at CS-15, while still centered on the right side of the channel, 
is relatively weak and is located high in the cross-section, such that the evidence of high velocity 
flow likely resides above the PADV detection limit (Figure 4.28a). Secondary flows near the bend 
apex are generally directed toward the outer bank and only minimal return flow can be seen along 
the surface of the point bar. Consistent with flow at CS-14.5, two flow cells persist at the bend 
apex: a small negative vorticity cell found in the bottom left corner of the channel; and a second 
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cell exhibiting weak positive vorticity high in the water column. Flow near the inner bank is 
disorganized showing complex interaction with the stoss side of the first skewed roughness 
element (Figure 4.28b,c).  
 
Figure 4.28: Mean flow data from CS-15 bedform condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑   (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Cross-section CS-15.5 lies predominantly between the first and second skewed bedform (Figure 
4.29d). The cross-channel slope in two dimensions appears to be over-steepened (Figures 4.29a-
c) due to the oblique section shown along the stoss side of the second bedform. Downstream mean 
flow is significantly elevated compared to that measured at the bend apex. At this location, the 
MVF has been deflected along the stoss side of the first bedform and has intersected the outer 
bank. In the center of the channel, a zone of low 𝑢𝑢�⃑  velocity flow is present (Figure 4.29a). 
Secondary flow at CS-15.5 shows a complex arrangement of flow cells including one negative 
vorticity cell centered at y/W = 0.85 and z/h = 0.20. The upper flow cell identified upstream of 
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CS-15.5 is undetectable given the data coverage in this location. Furthermore, peak intensities of 
spiral motion as well as the zone of maximum vorticity, correspond to flow along the point bar 
between y/W = 0.25 and y/W = 0.45 (Figure 4.29b,c).  
 
Figure 4.29: Mean flow data from CS-15.5 bedform condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Cross-section CS-16 (Figure 4.30) obliquely slices the third bedform, thus yielding a cross-section 
characterized by: 1) a small zone between the inner bank and the crest of the bedform (y/W = 0.1 
to y/W = 0.45); 2) a middle zone of flow over the stoss side of the third bedform (y/W = 0.45 to 
y/W = 0.68); 3) and an outer zone beyond both the point bar and the oblique bedforms (Figure 
4.30a-d). Flow nearest the inner bank is characterized by very low downstream velocities, whereas 
high velocity flow can be seen in both the middle and outer flow zone. A localized area of low 𝑢𝑢�⃑  
can be seen centered at y/W = 0.69. This region of weak downstream flow corresponds to a wake 
zone emanating from the cross-stream toe of the second bedform (Figure 4.30d).  
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Figure 4.30: Mean flow data from CS-16 bedform condition. a) Contoured mean 
downstream velocity  𝒖𝒖 ���⃑   (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Secondary flow at CS-16 follows a disorganized pattern that is only weakly reflective of the 
secondary flows found upstream. Remnants of the outer negative vorticity cell from upstream can 
be seen extending from the outer bank up to y/W = 0.85, but this cell has been disrupted beyond 
this point by an area of downwelling that corresponds to the zone of low downstream (Figure 
4.30a). Secondary flow near the center of the channel is directed towards the outer bank and 
corresponds to trough-parallel flow along the lee side of the farthest downstream bedform. The 
intensity of spiral motion is generally greater above the roughness elements/point bar than it is in 
the outer flow. It is important to note that the spiral intensity maxima found near the inner bank is 
reflective of flow separation and recirculation rather than normal helical secondary flow (Figure 
4.30b,c).  
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Cross-section 16.5 is located downstream of the installed roughness elements and upstream of the 
point bar limit (Figure 4.31d). The MVF at CS-16.5 is attached to the outer bank and exhibits 
virtually no vertical velocity gradient (Figure 4.31a). Secondary flow at CS-16.5 can be subdivided 
into two regions: i) a zone of cross-stream flow directed toward the inner bank, and ii) a zone of 
outer flow characterized by negative vorticity and strong inward directed secondary flow vectors 
near the bed. The intensity of spiral motion is maximized near the toe of the point bar at the base 
of the channel and coincides with a localized area of negative vorticity (Figure 4.31b,c). 
 
Figure 4.31: Mean flow data from CS-16.5 bedform condition. a) Contoured mean 
downstream velocity  𝒖𝒖�⃑  (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Cross-section CS-17 represents the farthest downstream extent of the point bar (Figure 4.32d). The 
MVF here is attached to the outer bank similar to that seen at CS-16.5, although the cross-stream 
velocity gradient is stronger (Figure 4.32a). Secondary flows at CS-17 can be divided into two 
zones: i) a zone of inward directed cross-channel flow between the outer bank and the point bar, 
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and ii) a zone of outward directed flow between the inner bank and the toe of the point bar. The 
point where these two zones meet is characterized by weak downwelling and the lowest values for 
intensity of spiral motion (Figure 4.32b,c).  
 
Figure 4.32: Mean flow data from CS-17 bedform condition. a) Contoured mean 
downstream velocity  𝒖𝒖 ���⃑   (ms-1). b) Secondary flow vector field overlain on contoured 
dimensionless vorticity. c) Dimensionless intensity of spiral motion. d) Planform map of the 
test section showing the cross-section location for data presented in this figure (left). 
 
Figure 4.33a shows a contoured planform map of the depth-averaged mean downstream velocity, 
and Figure 4.33b shows depth-averaged velocity vectors. Upstream of CS-15.5 downstream 
velocities remain relatively low. Downstream of CS-15.5, bend flow can be split into two regions: 
i) a high velocity flow (red) extending along the outer bank, and ii) a low velocity (recirculating) 
flow (blue) along the inner bank. The MVF does not gradually cross the channel as it did in the 
flatbed and point bar experiments, but is rather identified upstream of the bend apex near the inner 
bank and is then quickly deflected from the inner to the outer bank along the first oblique bedform 
crestline (Figure 4.33a).  
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Figure 4.33: Planform velocity field for the bedform boundary condition. a) Contoured depth 
averaged downstream velocity  𝒖𝒖�⃑  (ms-1). Black dots show the location of cross-section data 
used for interpolation. b) Depth-averaged downstream velocity vectors. 
 
4.4.2 Transverse water surface slope and strength of secondary flow 
RSE values were computed for the bedform condition according to Equation 4.4 (see Section 
4.2.2). RSE data from cross-sections CS-14.5 – CS-17 are plotted in Figure 4.34.  RSE profiles 
show approximately linear trends across the channel, although the profiles for cross-sections CS-
14.5, CS-15, and CS-15.5 appear to exhibit a concave-down morphology (Figure 4.34). Elevated 
RSE values near the outer bank occur at the locations of maximum curvature.  
 
RSE ranges for the bedform condition are plotted together with calculated M values (Equation 4.5; 
Section 4.2.2) in Figure 4.35. The two values exhibit similar patterns, including relatively high 
values of both RSE and M between CS-14.5 and CS-15.5, although there is a local dip in both 
values at the bend apex. Downstream of CS15.5, there is a sharp decline observed for both RSE 
and M (Figure 4.35). No obvious spatial lag exists between RSE and M for the bedform condition.  
a) 
 
b) 
Flow Flow 
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Figure 4.34: Plot of relative super-elevation (RSE) between CS-13 and CS-19 for the bedform 
condition.  
 
 
Figure 4.35: Plot of RSE range and Mi from CS-13 to CS-19 for the bedform condition. Note 
again the lack of phase shift between the two data series. 
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4.4.3 Summary of bedform condition and comparison to point bar experiments 
Cross-section CS-14.5 for the bedform condition is located upstream of the three skewed bedforms 
thus rendering the flow field very similar to that recorded for the point bar condition in the same 
location (Figures 4.16; 4.27).  High velocity fluid at CS-14.5 is located near the inner bank and the 
secondary flow field at CS-14.5 experiences strong topographic steering due to the presence of the 
point bar (Figure 4.27a-c).  The furthest upstream extent of the channel-skewed bedforms is found 
at the bend apex (Figure 4.28d). Flow approaching CS-15 does not accelerate near the inner bank 
as was found for the point bar experiments (Figures 4.17a; 4.28a), likely due to a weak adverse 
pressure gradient resulting from the stoss side of the first bedform immediately downstream of the 
bend apex. Beyond CS-15 the mean flow rapidly accelerates as it is deflected towards the outer 
bank along the first oblique bedform (Figures 4.28a; 4.33a). The absence of high velocity flow in 
the center of CS-15.5 reflects a planform wake shedding zone present downstream of the first 
skewed roughness element (Figure 4.29a). A similar feature is identified downstream at CS-16, 
where the mid cross-section low flow area reflects wake shedding from the second skewed 
roughness element (Figure 4.30a). Beyond CS-16 downstream of the skewed bedforms, the MVF 
is found consistently near the outer bank while the inner bank is characterized by a zone of strong 
transverse recirculating flow (Figures 4.31a; 4.32a).  
 
Upstream of the bend apex, secondary flows for the bedform condition were found to be similar 
to those recorded during the point bar experiments. Between CS-15.5 and CS-16.5, the secondary 
flow field shows a variety of features including zones of upwelling, downwelling, and highly 
localized recirculation cells (Figures 4.29; 4.30; 4.31). Flow encountering an oblique roughness 
element is locally deflected such that recirculating flow in the lee of these elements is quasi-
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orthogonal to the bedform crestlines (see Figure 2.13b).  It is likely that many of the secondary 
flow features found between CS-15.5 and CS-16.5 are due to the oblique sectioning of these form-
orthogonal separation zones. At, and beyond, CS-16.5 there is rapid re-establishment of bottom-
channel return flows, although the flow field does not mimic that from the point bar experiments. 
The channel-wide recirculation cell with negative vorticity identified in the point bar experiments 
is not present for the bedform case (Figures 4.31b,c; 4.32b,c), likely due to the dominance of 
transverse flow separation downstream of the bedform field.  
 
 
Figure 4.36: Summary diagram showing planform and cross-sectional interpretations of the 
mean flow field for the Bedform substrate condition.  
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Figure 4.35 shows an initial spike in RSE and M for the bedform condition, very similar to that 
found during the point bar experiments. This maximum coincides with both the upstream start of 
the point bar and the zone of maximum curvature in the flume. After an initial decrease, there is a 
second local maximum for both RSE and M at CS-15.5. As CS-15.5 represents the first cross-
section downstream of the first channel-skewed bedform, this second maximum likely reflects the 
influence of these channel skewed elements on RSE and secondary flow magnitude in these 
experiments. Downstream of CS-15.5, RSE and M appear similar to that found in the point bar 
experiments (Figures 4.25; 4.35). In addition, there exists no recognizable offset between the two 
variables, especially at CS-15.5, indicating that the secondary flow field responds rapidly to 
superelevation due to topographic steering from the skewed roughness elements. The effect of the 
channel-skewed bedforms on flow in these experiments is dramatic and persists downstream 
beyond the furthest extent of the point bar. For this reason, it is difficult to define the spatial extent 
of the HTR for the bedform condition. 
 
4.5 Transverse flow separation 
Transverse flow separation was identified during the point bar and bedform experiments, but not 
recorded under flatbed conditions. When present, flow near the inner bank was dominated by the 
dynamics of this separation zone and its associated bounding shear layer. To visualize the cross-
channel extent of flow separation in the Kinoshita flume, the turbulent kinetic energy (TKE) was 
computed according to: 
𝑇𝑇𝑇𝑇𝑅𝑅𝑢𝑢 = 12 � (𝑢𝑢′)2������� �                                                                  (4.6) 
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for the downstream flow direction, where 𝑢𝑢′ represents the instantaneous fluctuations in 
downstream velocity. Calculated values for TKE were then normalized using the local maximum 
for each cross-section and plotted in Figures 4.37, 4.38 and 4.39. During data collection, PADV 
ping interval algorithm settings were adjusted frequently to minimize poor correlation values. 
While this practice does not bias the results regarding mean and first order velocity statistics, it 
has been found to affect calculated turbulence statistics in some cases (Voulgaris and Trowbridge, 
1998; Garcia et al., 2005; 2006; see section 3.2.3). For this reason, data presented for TKE are to 
be viewed qualitatively and only general trends are closely examined herein. Results are 
furthermore restricted to TKE generated only from the downstream velocity component as the 
identified trends in TKE(u) are most likely preserved despite free adjustment of the PADV ping 
interval algorithm. The following section includes a description of turbulent kinetic energy within 
the Kinoshita channel with particular emphasis on inner bank flow separation. In accordance with 
sections 4.2, 4.3, and 4.4, flatbed data are presented for each substrate condition individually, and 
subsequently compared and contrasted with other substrate conditions.  
 
TKE for the flatbed condition (Figure 4.37) shows that at the upstream bend inflection point (CS-
13), the distribution of TKE in the flow is relatively uniform across the channel. This pattern does 
not persist as flow enters the high curvature reach of the test section. A local high in TKE is 
identified near the outer bank and extends up through the majority of the water depth (Figure 
4.37b). TKE near the Inner bank is relatively low in magnitude and remains low until CS-16 
downstream of the bend apex (Figure 4.37b-d).  Between CS-13 and CS-15, this zone of elevated 
TKE shifts position from the outer bank to the center of the channel (Figure 4.37a-c). Downstream 
of the bend apex (CS-15), this zone becomes more diffuse and adopts an asymmetric morphology, 
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whereby elevated TKE values extend diagonally across the channel from the base of the inner bank 
up toward the water surface near the outer bank (Figure 4.37d-f). This ultimately leads to a TKE 
signature at CS-18 that represents a mirror image of that found at CS-13 (Figure 4.37a,f). 
Importantly, there exists no evidence of transverse flow separation during this set of experiments. 
Results shown in Figure 4.37 for the flatbed condition are in general agreement with those 
presented by Abad and Garcia (2009a) under identical experimental conditions. This further 
validates the subsequent presentation of TKE results for the point bar and bedform substrate 
conditions.  
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Figure 4.37: (a-f) Turbulent Kinetic Energy (TKE) plotted for CS-13 to CS-18 for the flatbed 
condition. g) Planform map of the test section showing the cross-section location for data 
presented in this figure (left). 
 
Figure 4.38 shows TKE data for the point bar substrate condition. Here, downstream oriented 
turbulent shear remains high in the outer flow away from the point bar until the flow nears the 
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bend apex. CS-14.5 exhibits the first indication of transverse flow separation shown as a local high 
in TKE (Figure 4.38b).  
 
Figure 4.38: (a-f) Turbulent Kinetic Energy (TKE) plotted for CS-14 to CS-16.5 for the 
point bar condition. g) Planform map of the test section showing the cross-section location 
for data presented in this figure (left). 
 
106 
 
This near bank zone grows to dominate the flow field by CS-16, and exhibits a triangular 
morphology, extending from the surface of the point bar diagonally across the channel until it 
breaches the surface above the PADV detection limit (Figure 4.38b-e). Downstream of CS-16, 
TKE remains high near the inner bank as flow recirculation dominates flow on this side of the 
channel. In addition, there is a zone of elevated TKE found directly above the point bar in the 
center of the channel that is seen merging with a shear layer generated by flow separation near the 
inner bank (Figure 4.38f). These data show the striking difference in the distribution and intensity 
of TKE between the flatbed and point bar substrate conditions. These data further support the 
assertion of Hodskinson and Ferguson (1998)  that strong topographic steering from the point bar 
promotes flow separation, and that the bounding shear layer will exhibit a highly three-dimensional 
form (Ferguson et al., 2003).  
 
Turbulence data for the bedform condition (Figure 4.39) show the flow field at CS-14.5 matches 
well with data from the point bar condition at the same flume location (Figure 4.39a). Between 
this location and the bend apex, the flow begins to show signs of transverse separation, as 
evidenced by elevated TKE on the right side of the channel (Figure 4.39a,b). This pattern is 
markedly disrupted as the flow encounters the channel-skewed roughness elements. Shear layers 
shed from the cross-stream crest of the bedforms are dominant at CS-15.5, and CS-16 (Figure 
4.39c,d). Beyond this, however, the transverse flow separation zone identified upstream is re-
established, persisting downstream through CS-16.5 and CS-17 as the flow approaches the next 
meander bend (Figure 4.39e,f). Within the flume reach containing the skewed roughness elements, 
the TKE data display little similarity with that recorded during the point bar experiments. This is 
particularly true downstream of the zone of high channel curvature (CS-14.5). However, 
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downstream of the three channel-skewed bedforms, there is a rapid re-establishment of the 
transverse flow separation zone identified upstream.  
 
Figure 4.39: (a-f) Turbulent Kinetic Energy (TKE) plotted for CS-14.5 to CS-17 for the 
bedform condition. g) Planform map of the test section showing the cross-section location for 
data presented in this figure (left). 
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General agreement was found with the results of Abad and Garcia (2009a) for the flatbed substrate 
condition presented in this section. Turbulent shear generated from the interaction of adjacent 
secondary flow cells was found to correlate well with the downstream directed shear shown in 
Figure 4.37. The absence of transverse flow separation for the flatbed case is in stark contrast to 
the large separation zones found for both the point bar and bedform substrate conditions. These 
separation zones furthermore exhibit complex three-dimensional morphologies and are highly 
spatially variable. Ferguson et al., (2003) modeled the morphology of the major shear layers 
bounding transverse flow separation zones in a meandering stream and found them to be 
asymmetric, with the furthest extent of separation at the water surface (see Figure 5b in Ferguson 
et al. 2003). This result was realized for the separation zones identified for both the point bar and 
bedform substrate conditions (see Figure 5.1 in Chapter 5).  
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CHAPTER 5: DISCUSSION 
 
5.1 Introduction 
In this chapter, an integrated analysis is presented on the results of this thesis detailed in Chapter 
4. A schematic summary of the data (Figure 5.1) is first provided and represents a conceptual 
model for flow in the Kinoshita Channel under upstream-valley skewed conditions and differing 
substrate morphologies. Further discussion regarding the three substrate conditions studied in this 
thesis will specifically focus on: 1) the identification, and spatial extent, of the hydraulic transition 
zone, including the associated spatial lags between RSE and M, and 2) transverse flow separation 
identified in the point bar and bedform conditions. Finally, the implications of this thesis towards 
understating bend morphodynamics are discussed. 
 
5.2 A schematic model for bend flow in the Kinoshita channel 
The experiments performed in this thesis are visually summarized in Figure 5.1a-c. Planform and 
cross-sectional views permit comparison among the three substrate morphologies.  
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Figure 5.1: Schematic model for flow in the Kinoshita Chanenl for the a) Flatbed; b) Point 
bar; and c) Bedform conditions. Dark blue planform coloring denotes the measured locations 
of the MVF. Red shading indicates the location and proposed extent of the HTR. Dashed 
black lines in shown in the point bar and bedform panels identify observed shear layers due 
to transverse (or longitudinal in the case of bedform crests) flow separation (Figure 5.1b-c). 
Idealized flow cells are drawn in cross-section for representative areas in the flume under 
each substrate condition. Recirculation zones due to transverse flow separation are shown 
with green shading in the schematic cross-sections.  
 
5.3 The hydraulic transition zone and the relationship between water surface superelevation 
and secondary flow strength 
RSE range and M are plotted at all locations in the flume for all three substrate morphologies in 
Figures 5.2 and 5.3 respectively. Of particular interest is the relationship between the point bar and 
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the bedform condition. Upstream of the first channel-skewed element, the RSE signature is very 
similar between the two substrate morphologies, including an initial spike followed by a rapid 
decay into the bend apex. For the bedform case, as the flow first encounters the roughness 
elements, there is a secondary maximum in RSE due to topographic deflection along the bedform 
crestlines that marks the greatest RSE range measured during all experiments (Figure 5.2). 
Downstream of CS-15.5, there is once again a steep decline in RSE as levels return to values 
similar to those recorded during the point bar experiments. An important feature shown in both 
Figures 5.2 and 5.3 is the lack of a downstream increase past CS-16 in either RSE or M for the 
point bar and bedform conditions. This result suggests the flow field is still adjusting to the 
influence of the synthetic topography downstream of the bend apex.  
 
Figure 5.2: Plot of the range in relative superelevation (RSE) for all three substrate 
morphologies.  
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Figure 5.3: Plot of integrated intensity of spiral motion (M) for all three substrate 
morphologies.  
 
As shown in Figures 4.12, 4.24, and 4.33, the spatial lag between RSE and M was only present for 
the flatbed case.  This is further evidenced by the relatively weak correlation between M and RSE 
range for the flatbed case compared to the point bar and bedform experiments (Figure 5.4). The 
strong correlation between RSE range and M for the point bar and bedform experiments implies 
the spatial lag between the two parameters is weak as compared to the Flatbed condition.  The 
interpretation of this finding for the point bar and bedform conditions is that the flow field responds 
more rapidly under conditions involving strong topographic steering. The similarity between the 
point bar and bedform conditions (Figure 5.4) further shows that the addition of roughness 
elements does not substantially change how M responds to RSE range.  However, as M is a cross-
sectionally integrated value, two additional controls should be considered: 1) elevated M values 
for the point bar and bedform condition could reflect the direct deflection of flow towards the outer 
bank by the point bar and associated bedforms; and, 2) The presence of strong transverse flow 
separation for these two conditions may introduce anomalous cross-stream values into the 
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calculation of M, thus rendering these data incomparable to areas without identified flow 
separation.  
  
Figure 5.4: Spiral intensity vs. RSE range for all three substrate morphologies.   
 
It is likely that all three of these controls are important for modulating secondary flow strength in 
high sinuosity meandering channels. However, further analysis is required to determine their 
relative importance for the experiments conducted in this thesis.  
 
Abad and Garcia (2009a) identified the existence of a hydraulic transition zone based on the 
qualitative interaction between a relict upstream secondary flow cell and the newly-forming cell 
within the test section. This interaction further led to the identification of a spatial lag between 
water surface superelevation and the visual response of the secondary flow field. While the 
interaction between adjacent secondary flow cells is of great importance, the qualitative method 
employed by Abad and Garcia (2009a) does not permit the identification of an exact location where 
the two flow cells begin to interact. The results presented in this study have built upon the 
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groundwork laid by Abad and Garcia (2009a), and now allow for a quantitative method of 
identifying the spatial lag between water surface superelevation and the intensity of spiral motion.  
The upstream extent of the HTR was found to vary across the three substrate morphologies (Figure 
5.1). The upstream location where flow cells begin to interact defines the initiation of the HTR 
(Abad and Garcia 2009a) and was easily identified as a sharp transition in the data (Figure 5.1a-
c). The downstream boundary of the HTR was more difficult to identify, and is likely more diffuse 
than the upstream boundary. It is important to note here that the spatial lag in secondary flow 
response to RSE and the spatial extent of the HTR are not the same thing. This was evidenced by 
the almost complete lack of lag between RSE and M during the point bar and bedform experiments, 
while clear interactions were identified between adjacent secondary flow cells.  Furthermore, it is 
likely that the location of the HTR varies depending on transient substrate topography and flow 
stage. The relative uncertainty of the downstream extent of the HTR, despite the high data density 
of this study, implies that this region of flow requires additional attention towards a comprehensive 
understanding. This study however, takes an important step towards a new quantitative definition 
of the hydraulic transition zone.  
 
5.4 Transverse flow separation 
In natural systems, transverse separation cells may occur along the inner bank past bend apices 
(Bagnold, 1960; Leeder and Bridges, 1975; Kleinhans et al., 2010), or they may extend from 
discontinuities along the concave bank (Nanson, 2009). Outer bank separation zones are thought 
to aid in protection of the bank from erosion (Nanson, 2009) and are important for the development 
of concave benches (Nanson and Page, 1983). Separation zones along the inner bank promote flow 
confinement near the outer bank resulting in an ‘effective’ reduction of the channel width.  
115 
 
 
Transverse flow separation was identified for the point bar and bedform substrate conditions 
(Figures 4.38a-f, 4.39a-f, and 5.1b-c). In all instances, separation at the surface was found 
extending out form the point bar towards the outer bank at and downstream of the bend apex 
(Figure 5.1). For the point bar case this closely resembled the surface locations described by 
Bagnold (1960) and further by Leeder and Bridges (1975). Transverse flow separation in both the 
point bar and bedform conditions originated at CS-14.5, although the form of the resulting shear 
layers diverged substantially between the two experiments. Downstream of CS-16, the separation 
zone was far more extensive for the bedform condition than it was for the point bar case (Figures 
3.45f, 3.46e,f). In addition, the shear layer was found to be vertical for the bedform condition 
(Figure 5.1c). The sharp vertical shear layer resulted from enhanced steering in the presence of 
channel-skewed roughness elements, and was further reinforced by advection of flow along the 
bedform troughs towards the outer bank (Figures 4.33 and 4.39).  
 
Subsurface TKE data for the point bar condition show that the shear layer was not vertical in cross-
section, but rather extended farthest towards the outer bank at the surface and sloped towards the 
point bar with increasing depth (Figure 4.38 and 5.1b). Ferguson et al., (2003) identified this same 
trend using computational fluid dynamics modeling (CFD) of several natural meander bends. They 
further found that flow within the recirculation zone was highly three-dimensional and heavily 
influenced by flow in the outer bank free-stream (Figure 5.5).   
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Figure 5.5: Modeled separation zone from Ferguson et al., (2003) showing planform slices 
taken a) near the bed, and b) near the surface.  Red Arrows indicate the approximate across-
stream extent of recirculation in each case.  
 
Results from the present study for the point bar condition corroborate the findings of Ferguson et 
al., (2003) in two important ways. 1) The form of the shear layer mimicked their modeled back-
dipping (toward the point bar) recirculation boundary. This was consistent across the range of 
cross-sections where separation was present past the bend apex (Figure 4.38). 2) Highly three-
dimensional flow within the recirculation zone was observed for the point bar case. Mean 
secondary flow vectors within the recirculation zone showed strong differences from one cross-
section to the next (Figures 4.16, 4.17, 4.18) but in each case do appear to reflect the dominant 
direction of secondary flow present in the free-stream nearest the shear layer. 
 
a) 
b) 
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5.5 Implications for bend morphodynamics  
Topographic steering from the synthetic point bar and channel-skewed roughness elements exerts 
a first-order control on the location of the MVF within the test section (Figure 5.1). The location 
of the MVF will in turn determine in large part the location of highest shear stress and thus likely 
the locations of greatest bank retreat. Whiting and Dietrich, (1993a, b) using mobile bed 
experiments demonstrated the locations of greatest bank retreat coincided with the locations of 
outer-bank pools associated with migrating bars. Our results for the point bar and bedform 
conditions corroborate the results from Whiting and Dietrich (1993a, b) and suggest that the 
presence of superimposed roughness elements on a fixed bar could have a similar effect. If this is 
realized, the presence of skewed roughness elements could influence basic bend migration patterns 
(e.g. bend translation vs. elongation), which in general, greatly exceed the timescales associated 
with bar and bedform development. Bend translation is likely favored under conditions in which 
the MVF crosses the channel far downstream of the bend apex such as the flatbed conditions 
studied herein. Bends with roughness elements in place would likely result in rapid elongation and 
cutoff.  
 
The strength of secondary flows and the location/polarity of flow cells are both severely modified 
by the presence of skewed roughness elements (Figures 5.1, 5.3). Whether or not the existence of 
an outer bank cell buffers the outer bank from erosion (e.g. Blanckaert and Graf 2001), or enhances 
bank erosion (e.g. Markham and Thorne 1992), the presence of strong topographic steering from 
channel-skewed roughness elements at a minimum determines the location of these effects along 
a bend. 
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The absence of transverse flow separation during the flatbed experiments deserves specific 
attention. Nanson (2009) postulated that in sediment starved channels with a low width-depth ratio 
(B/H < 10), transverse separation results in flow confinement that would otherwise have been 
produced by point bars. In contrast, the results of this study show that for a high sinuosity channel 
devoid of sediment and exhibiting a low aspect ratio (B/H = 4), transverse flow separation does 
not occur without the addition of synthetic roughness. However, despite the apparent 
inconsistency, it is possible that either the aspect ratio or the discharge represented by the flatbed 
condition were too low to induce the separation observed by Nanson (2009). The apparent 
inconsistency, whatever the reason has implications for slot channel morphodynamics. The lack 
of a flow-confining mechanism (either a point bar, or a flow separation zone), while not required 
to create the meandering planform, is important in how sinuosity is established and the behavior 
of migrating bends (e.g. bend translation vs. bend elongation). Further studies are required to 
resolve the discrepancy between these two studies.  
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CHAPTER 6: CONCLUSIONS AND FUTURE WORK 
 
This study addressed the influence of point-bar-induced topographic steering on the flow structure 
in a high-curvature experimental meandering channel. The study further examined the flow 
structure developed in with the presence of channel-skewed bedforms superimposed on the surface 
of the point bar – as has been identified both experimentally and in the field. Three conclusions 
from this work contribute to the general understanding of the morphodynamics of meandering 
rivers: 
1) The location of the maximum velocity filament (MVF) and the location of secondary 
circulation cells are fundamentally altered due to the presence of skewed bedforms. The MVF 
crosses the channel nearer the bend apex than under flatbed conditions. In general, secondary 
flow cells have greater intensity and persist farther downstream than those identified under 
flatbed conditions.  
2) Transverse flow separation cells downstream of the bend apex were identified for the point 
bar and bedform conditions resulting in local flow constriction and stable, three-dimensional, 
shear zones. These flow separation zones dramatically disrupt the secondary flow field 
downstream of the bend apex.  
3) The zone over which the flow adjusts to bend curvature changes, known as the hydraulic 
transition zone (HTR), can be redefined to include both the interaction of curvature-induced 
secondary flow cells as well as the normalized strength of secondary flow. Results indicate 
that the HTR extends farther downstream than previously thought even under flatbed 
conditions. However, the spatial lags between M and RSE – in large part used to define the 
HTR – breakdown when synthetic roughness elements are added.  
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Further work on channel skewed roughness elements is needed to understand the time-evolution 
of the phenomena described in this thesis. In particular, grain-scale roughness and the geometric 
characteristics of superimposed bedforms needs to be examined in detail to fully understand the 
influence of channel-skewing on bend flow structure. Whiting and Dietrich (1991) identified high 
variability in downstream and cross-stream flow structure when measuring flow over bars within 
a natural bend. This translated into widely variable boundary shear stresses, which, in the absence 
of variable grain sizes, would have worked to flatten the topography within and downstream of 
the bend. In the present study, the channel-skewed bedforms as well as the synthetic point bar 
were fixed, and so cannot be directly compared to the results of Whiting and Dietrich, or even 
those from Abad et al. (2009a). However, the results of Whiting and Dietrich (1991) suggest that, 
in addition to re-examining the flow structure under mobile bed conditions within the Kinoshita 
channel, future work should endeavor to reproduce the grain size (i.e. roughness) variability 
observed by Whiting and Dietrich (1991). Finally, flow entering the test section for the point bar 
and bedform conditions was effectively ‘shocked’ by the presence of roughness elements, which 
did not exist upstream. Future work (whether for fixed or mobile bed conditions) should include 
the presence of multiple bars within the test section, and furthermore include similar topographic 
elements upstream of the test section such that the flow may establish an equilibrium pattern prior 
to entering the test section.  
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