Introduction. Let X be a zero-mean separable stationary Gaussian process with continuous covariance p(h)=EX(s)X(s+h). Xavier Fernique (1964) made considerable progress toward a solution of the well-known problem [6], [3], [1] of finding necessary and sufficient conditions on p in order that X have continuous sample paths. Define u2(h) = E(X(h) -X(O))2 = 2(p(O) -p(h)). Fernique obtained that if g(h)
?
M. Nisio [9] has obtained conditions for continuity of X based on the spectral distribution function F. As a corollary to the results of [9]
, it has been proved [10] that if F(2n + 1) -F(2n) = Sn is eventually decreasing then :2(sn)1"2 < x is a necessary and sufficient condition for continuity of X. We point out by examples (?5) that neither'(1.2) nor X;(sn)112 < oo is a nasc for continuity among all covariances.
Finally, we observe that a discontinuous process X may or may not possess the following property: call X incrementally continuous if for each monotonic (either increasing or decreasing) bounded sequence t= t1, t2, ... Proof. By Belyaev's theorem [1] (see [4] for an alternate proof) discontinuous Gaussian processes are unbounded on every set S dense(') in some interval with probability one, so we need only prove that for some M and S where the series converges because only finitely many terms are nonzero. To prove the right side of (2.5) bounded in t for X in a set of positive measure we proceed as follows. 
P (sup [X(t) : t el] > M) > P (sup [Z(t) : t fe I] > M).
We include Slepian's proof for completeness, but defer it to the appendix.
To see that X is discontinuous if Y exists satisfying (3.3) and (3.4), take Z(t) =(aq + Y(t))/b, where q is a standard normal variable independent of Y, and a and b are constants to be chosen. If b is large enough so that EY2(t) < b2EX(t)2 and K< b2 we may choose a so that EX2(t) = EZ2(t). We then have E(Z(t) -Z(S))2 =E( Y(t) -Y(s))2/b2 ? U2(J t-s s) and the hypothesis of Slepian's lemma is satisfied.
Since the right side of (3.5) is unity for every M, X is unbounded also.
To produce a process Y satisfying (3.3) and (3.4) we take Y to be a random lacunary Fourier series, the stationary Gaussian process defined by We shall assume first that U2 is monotonically increasing and that a2(2 -n) _2U2(2 -n), n = 1, 2,.. ., (call this assumption A) because if A holds (which it does if the covariance is of Polya-type, U2 then being monotonic and convex) the construction of the an sequence is simpler. Later we give a construction which works in general. Define fn,= 2(2-) and observe that fn2 eventually decreases. Define gn as the largest convex minorant of fl, so that gn =fn2 for certain values of n and between these values, gn2 is linear and lies strictly below f2. We claim first that g2+1 < gn2 2gn2+1. The first inequality holds because gn is convex and tends to zero. To prove the second inequality observe that either gn2+ 1 =fn2+ org+1 n n In the first case, and so each term in (3.12) ?4U2(t) and (3.3) holds with K=8. This proves the theorem in the case when a is monotonic and a2(2-n)<?22(2-n-1).
We point out that the proof would work as well even if r2(2-n) < au2(2-n-1) as long as a <4. The case ao=4 is the general case because for any a and h we have We now give another proof of the theorem, slightly more involved, but which works in general. We start from scratch at the expense of some repetition. Since the incremental variance u2(t) has a least positive zero there is an 6 > 0 for which We now choose 6 as the largest number ? z for which 0(6/2) = m(z/2), which exists because 0 < m(z/2) ? a(z/2) and a tends to zero at zero. Then 0< a(6/2) < a(x) for 6/2 <x ? z/2 since 6 was largest and 0(6/2) ?a(x) for z/2 ? x <6 because 0(6/2) =m(z/2) and 6<z. Thus (3.16) holds for 6. Having chosen 6, we next define is monotonically increasing in n. Now again by (3.20), gn < 4g2+ 1 for sj_-< n <sj but there is at least one value of n in the range sj__ 1<n <sj for which g < 2g +1
namely n = sj, 1 if and only if (1.4) holds.
Proof. The property of Polya-type processes that we make use of is that if s1 < s2 < t1 < t2, then /2a2(8a))-= o(1/log (1/8n) ) and it follows that 2 P(Bn) < oo since P(Bn) < Sn for sufficiently large n.
It is easy to find covariances which satisfy (1.4) but not (1.1) and thereby construct incrementally continuous processes which are not sequentially continuous. 
