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Abstract
In this paper, the Darcy model is used to describe the double diffusive flow of a fluid containing a solute. Continuous dependence
of the solution on the Soret coefficient is established.
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1. Introduction
The question of continuous dependence of solutions of problems in partial differential equations on coefficients
in the equations has been extensively studied in recent years for a variety of problems. This is sometimes referred to
as the question of structural stability and numerous references may be found, for instance, in the book of Ames and
Straughan [2] and the monograph of Straughan [15]. In the specific area of fluid flow in a porous medium, several
papers have appeared (see [1,4,5,10,11] and papers cited therein).
In a recent article, Straughan and Hutter [15] proposed a system of equations to describe the double diffusive
convective flow in a porous medium using the Brinkman model. In [16] they established continuous dependence of
the solution on the Soret coefficient. However, if the viscosity contribution to the flow is negligible and this term is
neglected, then the Brinkman equations reduces to the Darcy equations. One might expect the Darcy flow problem
then to be easier to examine, but it is complicated by the fact that the boundary conditions must be altered. The
governing equations for Darcy flow in a region Ω for time t > 0 may be written as⎧⎪⎨
⎪⎩
vi = −p,i + giT + hiC,
T ,t + viT ,i = T,
C,t + viC,i = C + σT,
vi,i = 0,
(1.1)
* Corresponding author.
E-mail address: linchh@scnu.edu.cn (C. Lin).0022-247X/$ – see front matter © 2007 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2007.11.036
312 C. Lin, L.E. Payne / J. Math. Anal. Appl. 342 (2008) 311–325where vi , T , C and p are the fluid velocity vector, the temperature, the concentration of solute, and the pressure,
respectively. Here also  is the Laplace operator, gi(x) and hi(x) are gravity vector terms, and the constant σ is the
so-called Soret coefficient. In (1.1) and throughout, a comma denotes differentiation and the summation convention
of summing over repeated subscripts from 1 to 3 is employed. Other papers on double diffusive convection for both
Darcy and Brinkman flows include [6,8,9,14].
We assume that Ω is a bounded, simply connected domain with boundary ∂Ω of bounded curvature. (For con-
vex domains, we in fact require less smoothness of the boundary.) Associated with (1.1) we impose the boundary
conditions
vini = 0; T = f1; C = f2, on ∂Ω × {t > 0}, (1.2)
for prescribed functions f1 and f2. We also impose initial conditions
T (x,0) = T0(x), C(x,0) = C0(x) in Ω, (1.3)
for prescribed functions T0 and C0. When f1 and f2 are zero the problem is simplified since one is then able to use
a well-known Sobolev inequality in dealing with the nonlinear terms in (1.1). Some of the key arguments used in [7]
to establish continuous dependence in the Brinkman case are inapplicable for Darcy flow due, in the latter case, to the
absence of the dissipative terms in the velocity equation and the fact that the fluid in this case does not adhere to the
boundary.
In the next section we derive a number of a priori inequalities which will be used in the establishing of the continu-
ous dependence result of Section 3. Since the proof is quite lengthy two auxiliary results are relegated to Appendices A
and B. In establishing the result in Appendix B we have restricted our consideration to the case in which Ω is convex,
since the proof for more general Ω would be much more involved.
At various steps in the proofs we make use of the fact that for functions u that vanish on ∂Ω we have the inequality∫
Ω
u2 dx  λ−1
∫
Ω
|∇u|2 dx, (1.4)
where λ is the first eigenvalue of{
χ + λχ = 0, in Ω,
χ = 0, on ∂Ω. (1.5)
Lower bounds for λ are well known (see, e.g. Bandle [3]).
2. A priori bounds
In this section, we derive bounds for various norms of vi , T and C in terms of data. These bounds will be used in
the next section in the continuous dependence proof. We look first at norms of vi starting with the identity∫
Ω
vi(vi + p,i − giT − hiC)dx = 0, (2.1)
which leads to∫
Ω
|v|2 dx  2
[
g2
∫
Ω
T 2 dx + h2
∫
Ω
C2 dx
]
, (2.2)
where
g2 = max
Ω
gigi; h2 = max
Ω
hihi . (2.3)
We shall also require a bound for the Dirichlet integral of v. We start with∫
|∇v|2 dx =
∫
(vi,j − vj,i)vi,j dx +
∫
vi,j vj,i dx. (2.4)Ω Ω Ω
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Ω
vi,j vj,i dx =
∮
∂Ω
vi,j vjni dS =
∮
∂Ω
(vini),j vj dS −
∮
∂Ω
ni,j vivj dS. (2.5)
Now the first term on the right of (2.5) is the product of a tangential vector and a normal vector and hence zero. Also
if Ω is convex it follows that since vi is a tangential vector on ∂Ω ,
∮
∂Ω
ni,j vivj dS  0. Thus for convex Ω∫
Ω
vi,j vj,i dx  0, (2.6)
while for nonconvex Ω with boundary of bounded curvature∫
Ω
vi,j vj,i dx  k0
∮
∂Ω
|v|2 dS (2.7)
where k0 depends on the Gaussian curvature of ∂Ω (see [17, p. 86 and fflg.]). In case Ω is nonconvex we may use a
trace inequality∮
∂Ω
|v|2 dS  k1
∫
Ω
|v|2 dx + k2
∫
Ω
|∇v|2 dx (2.8)
where the constant k2 may be small. For instance if we introduce a vector field qi(x) satisfying
|qi |, |qj,j |M in Ω, qini  q0 > 0 on ∂Ω (2.9)
we have
q0
∮
∂Ω
|v|2 dS 
∮
∂Ω
qjnj |v|2 dS =
∫
Ω
qj,j |v|2 dx + 2
∫
Ω
qjvivi,j dx M
{
2
∫
Ω
|v|2 dx +
∫
Ω
|∇v|2 dx
}
,
where we have used Schwarz’s inequality in the final step. From this point on we shall use the symbol M to denote a
computable constant, and in the different inequalities where it occurs it will in general have different values.
It follows then that whether Ω is convex or nonconvex we have after inserting (2.8) into (2.7) and the result
into (2.4), having chosen k2 sufficiently small∫
Ω
|∇v|2 dx M
[∫
Ω
vi,j (vi,j − vj,i) dx +
∫
Ω
|v|2 dx
]
M
{∫
Ω
(
T 2 +C2)dx + ∫
Ω
[|∇T |2 + |∇C|2]dx}. (2.10)
Note that taking the curl of v eliminates the pressure term in (1.1).
To derive certain norm bounds for T we introduce a function ϕ which is a solution of⎧⎨
⎩
∂ϕ
∂t
−ϕ = 0, in Ω × {t > 0},
ϕ = f1, on ∂Ω × {t > 0},
ϕ(x,0) = T0(x), in Ω.
(2.11)
Then from the identity
t∫
0
∫
Ω
(T − ϕ)[(T − ϕ),η + viT ,i −(T − ϕ)]dx dη = 0, (2.12)
we obtain
1
2
∫
(T − ϕ)2 dx +
t∫ ∫ ∣∣∇(T − ϕ)∣∣2 dx dη −
t∫ ∫
ϕ(T − ϕ),ivi dx dη = 0. (2.13)
Ω 0 Ω 0 Ω
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1
2
∫
Ω
(T − ϕ)2 dx +
t∫
0
∫
Ω
∣∣∇(T − ϕ)∣∣2 dx dηQ
[ t∫
0
∫
Ω
∣∣∇(T − ϕ)∣∣2 dx dη
t∫
0
∫
Ω
|v|2 dx dη
]1/2
, (2.14)
where
Q2 = max
{
max
Ω
T 20 (x), max
∂Ω×[0,t]
(
f1(x, η)
)2}
. (2.15)
We have used the well-known maximum principle for the heat equation. Setting
‖T − ϕ‖2 = 1
2
∫
Ω
(T − ϕ)2 dx +
t∫
0
∫
Ω
∣∣∇(T − ϕ)∣∣2 dx dη (2.16)
it follows that (2.14) yields the inequality
‖T − ϕ‖2 M
t∫
0
∫
Ω
|v|2 dx dηM
t∫
0
∫
Ω
[
T 2 +C2]dx dη, (2.17)
the final inequality making use of (2.2). Recall that M denotes a computable constant and has different values where
it occurs in (2.17).
Since
‖T ‖ ‖T − ϕ‖ + ‖ϕ‖, (2.18)
we find
‖T ‖2 M
t∫
0
∫
Ω
[
T 2 +C2]dx dη + 2‖ϕ‖2. (2.19)
In computing the bound for ‖ϕ‖ we introduce another function h which for each t satisfies{
h = 0, in Ω,
h = f1, on ∂Ω. (2.20)
Then again noting that ‖ϕ‖ ‖ϕ − h‖ + ‖h‖ we first derive a bound for ‖ϕ − h‖. From the identity
t∫
0
∫
Ω
(ϕ − h)
[
∂
∂η
(ϕ − h)−(ϕ − h)+ ∂h
∂η
]
dx dη = 0, (2.21)
it follows from the maximum principle that
‖ϕ − h‖2 M
[ t∫
0
∫
Ω
(
∂h
∂η
)2
dx dη +
∫
Ω
[
T0 − h(x,0)
]2
dx
]
. (2.22)
Using well-known bounds for harmonic functions (see [11]) we have
t∫
0
∫
Ω
(
∂h
∂η
)2
dx dηM
t∫
0
∮
∂Ω
(
∂f1
∂η
)2
ds dη, (2.23)
and ∫ ∣∣∇(T0 − h)∣∣2 dx = −
∫
(T0 − h)T0 dx =
∫
(T0 − h),iT0,i dx. (2.24)
Ω Ω Ω
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Ω
∣∣∇(T0 − h)∣∣2 dx 
∫
Ω
|∇T0|2 dx. (2.25)
Thus we conclude that
‖ϕ − h‖2 Data. (2.26)
Again using a well-known inequality (see [12,13]) we have
‖h‖2 M
[ ∮
∂Ω
f 21 ds +
∮
∂Ω
|gradsf1|2 ds
]
, (2.27)
where grads denotes the surface gradient on ∂Ω . We conclude then from (2.19), (2.26) and (2.27) that
‖T ‖2 M
t∫
0
∫
Ω
[
T 2 +C2]dx dη +D0(t), (2.28)
where
D0(t) = M
{∫
Ω
|∇T0|2 dx +
∮
∂Ω
(
f1(x, t)
)2
ds +
t∫
0
∮
∂Ω
(
∂f1
∂η
)2
ds dη +
t∫
0
∮
∂Ω
|gradsf1|2 ds dη
}
. (2.29)
We will later wish to bound D0(t) in terms of a quantity which is monotone increasing in t . To do this we use the
fact that
∮
∂Ω
f 21 (x, t) ds =
∮
∂Ω
f 21 (x,0) ds + 2
t∫
0
∮
∂Ω
f1
∂f1
∂η
ds dη

∮
∂Ω
f 21 (x,0) ds +
t∫
0
∮
∂Ω
f 21 ds dη +
t∫
0
∮
∂Ω
(
∂f1
∂η
)2
ds dη. (2.30)
Thus
‖T ‖2 M
t∫
0
∫
Ω
[
T 2 +C2]dx dη +D1(t), (2.31)
where
D1(t) = M
{∫
Ω
|∇T0|2 dx +
∮
∂Ω
[
f1(x,0)
]2
ds +
t∫
0
∮
∂Ω
f 21 ds dη
+
t∫
0
∮
∂Ω
(
∂f1
∂η
)2
ds dη +
t∫
0
∮
∂Ω
|gradsf1|2 ds dη
}
. (2.32)
For bounding ‖C‖2 we introduce a function ψ(x, t) which is the solution of⎧⎨
⎩
∂ψ
∂t
−ψ = 0, in Ω × {t > 0},
ψ = f2, on ∂Ω × {t > 0},
ψ(x,0) = C0(x), in Ω.
(2.33)
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‖C‖ ‖C −ψ‖ + ‖ψ‖. (2.34)
We start by considering the identity
t∫
0
∫
Ω
(C −ψ)
{
∂
∂η
(C −ψ)+ viC,i −(C −ψ)− σT
}
dx dη = 0. (2.35)
This leads to
‖C −ψ‖2 Q1
{ t∫
0
∫
Ω
∣∣∇(C −ψ)∣∣2 dx dη
t∫
0
∫
Ω
|v|2 dx dη
}1/2
+ σ
{ t∫
0
∫
Ω
∣∣∇(C −ψ)∣∣2 dx dη
t∫
0
∫
Ω
|∇T |2 dx dη
}1/2
(2.36)
where
Q21 = max
{
max
Ω
C20 , max
∂Ω×[0,T ]
f 22
}
. (2.37)
Making use of (2.2) and (2.31) in (2.36) leads to
‖C −ψ‖2 M
t∫
0
∫
Ω
[
T 2 +C2]dx dη +D∗1(t) (2.38)
where D∗1(t) is the data term similar to D1(t). Following the arguments used in bounding ‖ϕ‖ we find
‖ψ‖D2(t) (2.39)
where D2(t) involves known data. It thus follows that
‖T ‖2 + ‖C‖2 M
t∫
0
∫
Ω
[
T 2 +C2]dx dη +D3(t). (2.40)
Now setting
θ =
t∫
0
∫
Ω
(
T 2 +C2)dx dη (2.41)
and dropping the gradient terms on the left we obtain
dθ
dt
Mθ +D3(t) (2.42)
or upon integration
t∫
0
∫
Ω
[
T 2 +C2]dx dη
t∫
0
D3(η)e
M(t−η) dη. (2.43)
Inserting (2.43) back into (2.40) we find
‖T ‖2 + ‖C‖2 M
t∫
D3(η)e
M(t−η) dη +D3(t) =:F(t) (2.44)
0
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∫
Ω
|v|2 dx and ∫ t0 ∫Ω |∇v|2 dx dη then follow
from (2.2) and (2.10).
We thus arrive at the following theorem:
Theorem 1. Let (vi, T ,C) be a classical solution of (1.1)–(1.3) in Ω × {t > 0}. Then
‖T ‖2 + ‖C‖2 F(t)
where F(t) is a computable data term and the norm is defined in (2.16). A bound for the Dirichlet integral of v then
follows from (2.10), and a bound for the L2 integral of v from (2.2).
At this point we note that if we wish to find a bound for maxη
∫
Ω
T 2 dx for η ∈ (0, t) which occurs at say t = t∗,
then
max
η
∫
Ω
T 2 dx  2
∥∥T (t∗)∥∥2  2F(t∗) 2F(t). (2.45)
3. Continuous dependence on the Soret coefficient
Up to this point our results hold for an arbitrary bounded, simply connected domain with sufficiently smooth
boundary. In this section we consider the case in which Ω is convex. As shown in Appendices A and B we really only
require that Ω be convex in x1, x2 and x3, separately. To establish continuous dependence on the Soret coefficient
we assume that (vi,p,T ,C) and (v∗i , p∗, T ∗,C∗) are solutions of (1.1) satisfying the same data (1.2), (1.3), but with
different Soret coefficient σ and σ ∗, respectively. We set
wi = vi − v∗i , π = p − p∗, Σ1 = T1 − T ∗1 , Σ2 = C −C∗. (3.1)
Then the difference of the two solutions satisfies, in Ω × {t > 0}⎧⎪⎪⎪⎨
⎪⎪⎪⎩
wi = −π,i + giΣ1 + hiΣ2,
∂Σ1
∂t
+wiT ,i + v∗i Σ1,i = Σ1,
∂Σ2
∂t
+wiC,i + v∗i Σ2,i = Σ2 + (σ − σ ∗)T + σ ∗Σ1,
wi,i = 0,
(3.2)
together with the conditions{
wini = 0, Σ1 = 0, Σ2 = 0, on ∂Ω × {t > 0},
Σ1(x,0) = 0, Σ2(x,0) = 0, in Ω. (3.3)
Just as in the derivation of (2.2) and (2.10), we have∫
Ω
|w|2 dx M
∫
Ω
[
Σ21 +Σ22
]
dx, (3.4)
∫
Ω
|∇w|2 dx M
{∫
Ω
[
Σ21 +Σ22
]
dx +
∫
Ω
[|∇Σ1|2 + |∇Σ2|2]dx
}
M
{∫
Ω
[|∇Σ1|2 + |∇Σ2|2]dx
}
. (3.5)
Our aim is to show that the L2 integrals of Σ1 and Σ2 are bounded by a multiple of |σ − σ ∗|. To this end we form
d
dt
{∫
Ω
(
ΓΣ21 +Σ22
)
dx
}
= 2Γ
∫
Ω
Σ1(Σ1 −wiT ,i − v∗i Σ1,i ) dx
+ 2
∫
Σ2
(
Σ2 −wiC,i − v∗i Σ2,i + (σ − σ ∗)T + σ ∗Σ1
)
dxΩ
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∫
Ω
|∇Σ1|2 dx − 2
∫
Ω
|∇Σ2|2 dx + 2Γ
∫
Ω
Σ1,iwiT dx
+ 2
∫
Ω
Σ2,iwiC dx − (σ − σ ∗)
∫
Ω
Σ2,iT ,i dx − 2σ ∗
∫
Ω
Σ1,iΣ2,i dx, (3.6)
where Γ is a positive constant to be determined later.
Using the arithmetic–geometric mean inequality we have
d
dt
{∫
Ω
(
ΓΣ21 +Σ22
)
dx
}
−
(
2Γ − (σ
∗)2
α1
− Γ
α3
)∫
Ω
|∇Σ1|2 dx
−
(
2 − α1 − α2 − 1
α4
)∫
Ω
|∇Σ2|2 dx + Γ α3
[∫
Ω
|w|4 dx
∫
Ω
T 4 dx
]1/2
+ α4
[∫
Ω
|w|4 dx
∫
Ω
C4 dx
]1/2
+ (σ − σ
∗)2
α2
∫
Ω
|∇T |2 dx. (3.7)
If we make the special choice
α1 = 1, α2 = 14 , α3 = 2, α4 = 4, Γ = (σ
∗)2, (3.8)
we have
d
dt
{∫
Ω
(
ΓΣ21 +Σ22
)
dx
}
−1
2
∫
Ω
(
Γ |∇Σ1|2 + |∇Σ2|2
)
dx +M
[∫
Ω
|w|4 dx
]1/2[(∫
Ω
T 4 dx
)1/2
+
(∫
Ω
C4 dx
)1/2]
+ 4(σ − σ ∗)2
∫
Ω
|∇T |2 dx, (3.9)
making use of (A.22), (A.23), (2.44) and (B.18), we have
d
dt
{∫
Ω
(
ΓΣ21 +Σ22
)
dx
}
−1
2
∫
Ω
(
Γ |∇Σ1|2 + |∇Σ2|2
)
dx
+
[
M
(
1 + δ
4
)∫
Ω
(
ΓΣ21 +Σ22
)
dx + 3
4
Mδ−1/3
∫
Ω
(
Γ |∇Σ1|2 + |∇Σ2|2
)
dx
]
× [θ1(t)+ θ2(t)]+ 4(σ − σ ∗)2F(t). (3.10)
Since the constant δ is at our disposal then provided θ1(t) and θ2(t) are bounded we may choose δ so large that the
first term on the right dominates the other term involving
∫
Ω
(Γ |∇Σ1|2 + |∇Σ2|2) dx. We are then left with
d
dt
{∫
Ω
(
ΓΣ21 +Σ22
)
dx
}

[
θ1(t)+ θ2(t)
]
M
∫
Ω
(
ΓΣ21 +Σ22
)
dx + 4(σ − σ ∗)2F(t). (3.11)
Setting
θ3(t) = θ1(t)+ θ2(t) (3.12)
we have from (3.11)
d
dt
{∫ (
ΓΣ21 +Σ22
)
dx · e−M
∫ t
0 θ3(η) dη
}
 4(σ − σ ∗)2F(t)e−M
∫ t
0 θ3(η) dη. (3.13)Ω
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∫
Ω
(
ΓΣ21 +Σ22
)
dx  4(σ − σ ∗)2
t∫
0
F(η)e−M
∫ t
η θ3(σ ) dσ dη (3.14)
which is the desired continuous dependence result. The continuous dependence for vi follows from (3.4).
We combine the results in the following theorem:
Theorem 2. Let (vi, T ,C) and (v∗i , T ∗,C∗) be the classical solutions of (1.1)–(1.3) corresponding to σ and σ ∗
respectively. Then if
Σ1 = T − T ∗; Σ2 = C −C∗; Wi = vi − v∗i
if follows that for convex Ω
∫
Ω
(
ΓΣ21 +Σ22
)
dx  4(σ − σ ∗)
t∫
0
F(η)e−M
∫ t
η θ3(σ ) dσ dη,
where Γ is given by (3.8), F(η) by (2.44), M is a computable positive constant and θ3(σ ) is a computable data term.
The continuous dependence bound for w then follows from (3.4).
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Appendix A
In Section 3 we require bounds for the L4 norms of T and C. To derive these bounds we first set
Φ(t) = Γ1
∫
Ω
T 4 dx + Γ2
∫
Ω
T 2(C −H)2 dx +
∫
Ω
(C −H)4 dx, (A.1)
where Γ1 and Γ2 are positive constants to be determined and H is a solution of the problem⎧⎨
⎩
∂H
∂t
+ viH,i = H, in Ω × {t > 0},
H = f2, on ∂Ω × {t > 0},
H(x,0) = C0(x), in Ω.
(A.2)
We will, of course, be using the fact that(∫
Ω
C4 dx
)1/4

(∫
Ω
(C −H)4 dx
)1/4
+
(∫
Ω
H 4 dx
)1/4
. (A.3)
Now clearly, we have
dΦ
dt
= 4Γ1
∫
Ω
T 3(T − viT ,i) dx + 2Γ2
∫
Ω
T (C −H)2(T − viT ,i) dx
+ 2Γ2
∫
Ω
T 2(C −H)[(C −H)+ σT − vi(C −H),i]dx
+ 4
∫
(C −H)3[(C −H)+ σT − vi(C −H),i]dx. (A.4)Ω
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dΦ
dt
= −12Γ1
∫
Ω
T 2|∇T |2 dx − 12
∫
Ω
(C −H)2∣∣∇(C −H)∣∣2 dx
− 2Γ2
∫
Ω
[
(C −H)T ,i + T (C −H),i
][
(C −H)T ,i + T (C −H),i
]
dx
+ 4Γ1
∮
∂Ω
f 31
∂T
∂n
ds − 4Γ2
∫
Ω
T T ,i(C −H)(C −H),i dx
− 4Γ2σ
∫
Ω
T (C −H)|∇T |2 dx − 2Γ2σ
∫
Ω
T 2T ,i(C −H),i dx
− 12σ
∫
Ω
(C −H)2(C −H),iT ,i dx
=
8∑
i=1
Ji. (A.5)
Now using the arithmetic–geometric mean and Schwarz inequalities we find that
J6 + J7 = −4Γ2σ
∫
Ω
T T ,i
[
T (C −H),i + (C −H)T ,i
]
dx + 2Γ2σ
∫
Ω
T 2T ,i(C −H),i dx
 2Γ2γ1
∫
Ω
T 2|∇T |2 dx
+ 2Γ2σ
2
γ1
∫
Ω
[
T (C −H),i + (C −H)T ,i
][
T (C −H),i + (C −H)T ,i
]
dx
+ 2Γ2σQ2
[∫
Ω
|∇T |2 dx
∫
Ω
∣∣∇(C −H)∣∣2 dx]1/2 (A.6)
where for the definition of Q see (2.15).
J5  2Γ2γ2
∫
Ω
T 2|∇T |2 dx + 2Γ2
γ2
∫
Ω
(C −H)2∣∣∇(C −H)∣∣2 dx. (A.7)
Furthermore
J8 = −12σ
∫
Ω
(C −H)(C −H),i
[
(C −H)T ,i + T (C −H),i
]
dx
+ 12σ
∫
Ω
T (C −H)∣∣∇(C −H)∣∣2 dx
 6γ3
∫
Ω
(C −H)2∣∣∇(C −H)∣∣2 dx
+ 6σ
2
γ3
∫
Ω
[
(C −H)T ,i + T (C −H),i
][
(C −H)T ,i + T (C −H),i
]
dx
+ 6σ 2Q2γ4
∫ ∣∣∇(C −H)∣∣2 dx + 6
γ4
∫
(C −H)2∣∣∇(C −H)∣∣2 dx (A.8)Ω Ω
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dΦ
dt
−(12Γ1 − 2γ1Γ2 − 2Γ2γ2)
∫
Ω
T 2|∇T |2 dx
−
(
12 − 2Γ2
γ2
− 6
γ4
− 6γ3
)∫
Ω
(C −H)2∣∣∇(C −H)∣∣2 dx
−
(
2Γ2 − 2Γ2σ
2
γ1
− 6σ
2
γ3
)∫
Ω
[
(C −H)T ,i + (C −H),iT
][
(C −H)T ,i + (C −H),iT
]
dx
+ 4Γ1
∮
∂Ω
f 31
∂T
∂n
ds + 6σ 2Q2γ4
∫
Ω
∣∣∇(C −H)∣∣2 dx
+ 2Γ2σQ2
(∫
Ω
|∇T |2 dx
∫
Ω
∣∣∇(C −H)∣∣2 dx)1/2. (A.9)
To illustrate that the coefficients of the first three terms may be made to be non-positive by the proper choices of Γi
and γi , we may set for instance{
γ1 = 2σ 2, γ2 = 4σ 2, γ3 = 1, γ4 = 2,
Γ1 = 6σ 4, Γ2 = 6σ 2. (A.10)
Thus we find
dΦ
dt
 4Γ1
∮
∂Ω
f 31
∂T
∂n
ds + 6σ 2Q2γ4
∫
Ω
∣∣∇(C −H)∣∣2 dx
+ 2Γ2σQ2
[∫
Ω
|∇T |2 dx
∫
Ω
∣∣∇(C −H)∣∣2 dx]1/2. (A.11)
To bound the first term on the right, let h∗ satisfy{
h∗ = 0, in Ω × {t > 0},
h∗ = f 31 , on ∂Ω × {t > 0}. (A.12)
Then replacing f 31 by h
∗ is the first term and employing the divergence theorem we obtain∮
∂Ω
f 31
∂T
∂n
ds =
∫
Ω
h∗,iT ,i dx +
∫
Ω
h∗
(
∂T
∂η
+ viT ,i
)
dx

[∫
Ω
|∇h∗|2 dx
∫
Ω
|∇T |2 dx
]1/2
+
∫
Ω
(h∗T ),η dx
−
∫
Ω
T h∗,η dx +Q
[∫
Ω
|v|2 dx
∫
Ω
|∇h∗|2 dx
]1/2
. (A.13)
Integrating after the inserting of (A.13) into (A.11), we have
∫
Ω
Φ dx  Γ1
∫
Ω
T 40 dx + 4Γ1Q2
[ t∫
0
∫
Ω
|∇h∗|2 dx dη
t∫
0
∫
Ω
|∇T |2 dx dη
]1/2
+ 4Γ1
∫
h∗T dx
∣∣∣
η=t − 4Γ1
∫
h∗(x,0)T0 dxΩ Ω
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t∫
0
∫
Ω
T h∗,η dx dη + 4Γ1Q
[ t∫
0
∫
Ω
|v|2 dx dη
t∫
0
∫
Ω
|∇h∗|2 dx dη
]1/2
+ 24σ 4Q2
t∫
0
∫
Ω
|∇T |2 dx dη. (A.14)
Here we have used the fact that
∫
Ω
(C −H)2 dx +
t∫
0
∫
Ω
∣∣∇(C −H)∣∣2 dx dη σ 2
t∫
0
∫
Ω
|∇T |2 dx dη (A.15)
and that γ4 = 2, Γ2 = 6σ 2. A bound for
∫ t
0
∫
Ω
|∇T |2 dx dη is given by (2.44) as is a bound for ∫
Ω
|v|2 dx upon use
of (2.2). As in (2.27)∫
Ω
|∇h∗|2 dx M
{ ∮
∂Ω
f 61 ds +
∮
f 41 |gradsf1|2 ds
}
. (A.16)
Finally, we have∫
Ω
h∗T dx 
[∫
Ω
(h∗)2 dx
∫
Ω
T 2 dx
]1/2
. (A.17)
The bound for
∫
Ω
T 2 dx is given by (2.44). So that∣∣∣∣
∫
Ω
h∗T dx
∣∣∣∣
η=t
Data, (A.18)
∣∣∣∣
∫
Ω
h∗(x,0)T0 dx
∣∣∣∣Data. (A.19)
We have again used the fact that (see [13])∫
Ω
(h∗)2 dx M
( ∮
∂Ω
f 61 ds +
∮
∂Ω
f 41 |gradsf1|2 ds
)
. (A.20)
Using the arguments of (A.16)–(A.18), we have∣∣∣∣∣
t∫
0
∫
Ω
T
∂h∗
∂η
dx dη
∣∣∣∣∣Data. (A.21)
Combining the bounds we conclude finally that Φ can be bounded in terms of data, and by use of (2.30), we may
obtain a bound that is monotone in t . We thus obtain∫
Ω
T 4 dx  θ21 (t), (A.22)
∫
Ω
C4 dx 
{[∫
Ω
(C −H)4 dx
]1/4
+
[∫
Ω
H 4 dx
]1/4}4
 θ22 (t) (A.23)
where the bound for
∫
Ω
H 4 dx follows directly using the arguments employed to bound
∫
Ω
T 4 dx. Here θ1(t), θ2(t)
are computable data terms.
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To bound
∫
Ω
|w|4 dx in (3.9), we employ arguments similar to those used in [7]. Let Dz be the intersection of the
plane χ3 = z and Ω , and let P be a point in Dz. We denote by P1 and P2 the points of intersection with ∂Dz of line
x2 = constant passing through P . At this point we assume that Ω is convex, so that there are exactly two points of
intersection. It would actually suffice for Ω to be separately convex in three orthogonal directions. We then write
∫
Ω
|w|4 dx =
(x3)M∫
(x3)m
( ∫
Dz
|w|4 dA
)
dz
(x3)M∫
(x3)m
( ∫
Dz
|w|6 dA
∫
Dz
|w|2 dA
)1/2
dz (B.1)
where (x3)M and (x3)m are respectively the maximum and minimum values of x3 in Ω . To bound
∫
Dz
|w|6 dA, we
first note that
∣∣w(P )∣∣3 = ∣∣w(P1)∣∣3 + 3
P∫
P1
|w|wiwi,1 dx1 =
∣∣w(P2)∣∣3 − 3
P2∫
P
|w|wiwi,1 dx1, (B.2)
or
∣∣w(P )∣∣3  1
2
[∣∣w(P1)∣∣3 + ∣∣w(P2)∣∣3]+ 32
P2∫
P1
|w|2|∇w|dx1. (B.3)
Similarly, if Q1 and Q2 are the points of intersection with ∂Dz of a line x1 = constant through P , it follows that
∣∣w(P )∣∣3  1
2
[∣∣w(Q1)∣∣3 + ∣∣w(Q2)∣∣3]+ 32
Q2∫
Q1
|w|2|∇w|dx2. (B.4)
Combining (B.3) and (B.4) and integrating the point P over Dz, we conclude that∫
Dz
|w|6 dA
[
1
2
∮
∂Dz
|w|3 ds + 3
2
∫
Dz
|w|2|∇w|dA
]2
. (B.5)
Note: It is possible to obtain a sharper inequality than (B.5), but (B.5) will suffice for our purposes. Thus∫
Dz
|w|4 dA
[
1
2
∮
∂Dz
|w|3 ds + 3
2
∫
Dz
|w|2|∇w|dA
][ ∫
Dz
|w|2 dA
]1/2
(B.6)
and ∫
Ω
|w|4 dx 
[
1
2
∮
∂Ω
|w|3 dS + 3
2
∫
Ω
|w|2|∇w|dx
]
max
z
[ ∫
Dz
|w|2 dA
]1/2
(B.7)
where we have used ds to designate the element of ∂Dz and dS the element of ∂Ω .
If we denote the portion of Ω above Dz by Ω+ and the portion below Dz by Ω−, we have∫
Dz
|w|2 dA−
∫
∂Ω+
|w|2n3 dS = −2
∫
Ω+
wiwi,3 dx, (B.8)
and ∫
|w|2 dA+
∫
−
|w|2n3 dS = 2
∫
−
wiwi,3 dx, (B.9)
Dz ∂Ω Ω
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Dz
|w|2 dA 1
2
∫
∂Ω
|w|2 dS +
∫
Ω
|w||∇w|dx. (B.10)
We must now bound the boundary integrals in (B.7) and (B.10). From the Rellich identity, we have
p0
∮
∂Ω
|w|2 dS 
∮
∂Ω
xini |w|2 dS  3
∫
Ω
|w|2 dx + 2R
∫
Ω
|w||∇w|dx (B.11)
where
p0 = min
∂Ω
xini, R
2 = max
Ω
|x|2 (B.12)
or ∮
∂Ω
|w|2 dS  3
p0
∫
Ω
|w|2 dx + 2R
p0
∫
Ω
|w||∇w|dx

(∫
Ω
|w|2 dx
)1/2{ 3
p0
(∫
Ω
|w|2 dx
)1/2
+ 2R
p0
(∫
Ω
|∇w|2 dx
)1/2}
. (B.13)
Similarly∮
∂Ω
|w|3 dS  3
p0
∫
Ω
|w|3 dx + 2R
p0
∫
Ω
|w|2|∇w|dx

(∫
Ω
|w|4 dx
)1/2{ 3
p0
(∫
Ω
|w|2 dx
)1/2
+ 3R
p0
(∫
Ω
|∇w|2 dx
)1/2}
. (B.14)
Thus, from (B.10) and (B.13), we have∫
Dz
|w|2 dA 1
2
(∫
Ω
|w|2 dx
)1/2{ 3
p0
(∫
Ω
|w|2 dx
)1/2
+ 2(R + p0)
p0
(∫
Ω
|∇w|2 dx
)1/2}
. (B.15)
Inserting (B.14) and (B.15) into (B.7), we have after simplification(∫
Ω
|w|4 dx
)1/2
 1
2
√
2
(∫
Ω
|w|2 dx
)1/4{ 3
p0
(∫
Ω
|w|2 dx
)1/2
+ 2(R + p0)
p0
(∫
Ω
|∇w|2 dx
)1/2}1/2
·
{
3
p0
(∫
Ω
|w|2 dx
)1/2
+ 3(R + p0)
p0
(∫
Ω
|∇w|2 dx
)1/2}
M
{∫
Ω
|w|2 dx +
(∫
Ω
|w|2 dx
)1/4(∫
Ω
|∇w|2 dx
)3/4}
. (B.16)
Upon using the Young’s inequality, we obtain(∫
Ω
|w|4 dx
)1/2
M
{(
1 + δ
4
)∫
Ω
|w|2 dx + 3
4
δ−1/3
∫
Ω
|∇w|2 dx
}
, (B.17)
for arbitrary δ > 0. Thus from (3.4) and (3.5), we obtain(∫
Ω
|w|4 dx
)1/2
M
{(
1 + δ
4
)∫
Ω
(
Σ21 +Σ22
)
dx + 3
4
δ−1/3
∫
Ω
(|∇Σ1|2 + |∇Σ2|2)dx
}
. (B.18)
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