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Abstract. Experts from several disciplines have been widely using centrality
measures for analyzing large as well as complex networks. These measures rank
nodes/edges in networks by quantifying a notion of the importance of nodes/edges.
Ranking aids in identifying important and crucial actors in networks. In this chap-
ter, we summarize some of the centrality measures that are extensively applied for
mining social network data. We also discuss various directions of research related
to these measures.
1 Introduction
Social networks are an abstraction of real-world social systems where people are rep-
resented as nodes and social relationship among them are portrayed as links between
nodes. The number of nodes and links in a network are referred as the order and size
of that network. The order of social networks vary a lot. It may be as small as in two
digits, for example, Zachary’s karate club[207]. It may be as large as in millions. Orkut,
Flickr, LiveJournal [115], Facebook [179], Twitter, Instagram, etc. are examples of pop-
ular online social networks of that order. The number of active Facebook users has been
reported in few billions by https://www.statista.com/ in August 2020. These networks
are dynamic in nature and are continuously changing at a fast pace. Every hour, several
users are joining or leaving online social network platforms, forming new connections
or blocking/deleting older relationships, giving rise to addition/deletion of node and
links in the corresponding networks.
Social network analysis is a sub area within Network Science and Analysis where
researchers attempt mining social network data for various applications. The books by
Wasserman et al. [195], Carrington et al. [38], Scott and Carrington [166], and Knoke
and Yang [96] may be referred for basic and detailed understanding of social network
analysis. A book written in popular-science style by Freeman [65] discusses the devel-
opment of social network analysis area.
There are several research problems related to analysis of complex networks which
are also studied for social network analysis. For example: identifying important nodes
and edges in a given network by defining and applying centrality measures; partitioning
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networks into densely connected sub-networks which are sparsely connected with each
other by detecting community structures; understanding spreading patterns of ideas,
memes, and information by studying information diffusion models, guessing which
non-adjacent nodes have high probability of becoming adjacent in future by predict-
ing links, etc.
This chapter aims to to summarize some of the centrality measures that are exten-
sively applied for mining social network data and identifying key actors. Experts from
several disciplines have been widely using centrality measures for analyzing large as
well as complex networks. These measures rank nodes/edges in networks by quantify-
ing a notion of the importance of nodes/edges based on a given application. Therefore,
the definition of importance is application specific and it changes from one application
to another. Ranking aids in identifying important and crucial actors in networks. In the
last two decades, several interdisciplinary studies evolved just around the use of these
measures to extract information from underlying network data. A major portion of those
research works is concerned with selecting the best of the available centrality measures
for a particular application. Several other measures have been defined by either gener-
alizing or extending the classical centrality measures. Group-centrality measures [62]
are a variant of centrality measures where the goal is to rank subsets of nodes by com-
puting collective centrality measures of subsets. Hybrid-centrality measures are those
measures that are defined by combining different simple centrality measures for better
performance.
This chapter starts with the basic notion of centrality measures. Then, we cover the
definition of the traditional and few other popular centrality measures for social network
analysis. We briefly mention algorithms to compute and estimate these measures. Next,
we discuss various directions of research related to centrality measures. Afterwards,
we summarize a handful applications of various centrality measures for analyzing real-
world social networks. Finally, we conclude the chapter with a discussion on some
future directions and open problems.
2 Centrality Measures
Centrality measures are network analysis tools to identify most powerful, central or im-
portant people /relationship in social networks. In this section, we discuss the traditional
centrality measures which are not only popular in social networks but across all types
of networks. Further, we also summarize few other centrality measures related to social
networks. We use the following notations throughout the chapter. Let G = (V,E) be a
social network, where V denotes the set of nodes representing people and E denotes the
set of links representing relationships between people. For simplicity, we discuss every
centrality measure in this section in the context of undirected and unweighted social
networks. It is trivial to extend these for weighted as well as directed social networks.
Let n be the number of nodes (order), i.e. |V | = n and m be the number of links (size),
i.e. |E| = m. Let A be the n×n adjacency matrix of G where the relationship between
node i and node j is denoted by aij , an entry in A.
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2.1 Traditional Centrality Measures
In this section, we discuss four traditional centrality measures: degree, closeness, be-
tweenness, and eigenvector.
Degree Centrality: This centrality measure quantifies direct friendship support avail-
able to a node in social networks. As per this notion of power, a node’s importance is






where aij denotes the adjacency relationship between node i and j. The normalization
factor is n− 1 i.e., these values can be normalized by dividing the degree of nodes with
n− 1, where n denotes the order of networks.
It is a notion of popularity in social networks. Nodes with a large number of relation-
ships are powerful and central according to this measure and exhibits higher following,
strength and emotional support available. Such nodes are also highly exposed to flowing
information or spreading disease in networks. Nodes with a small number of degree are
not very popular and represent introvert personalities. The limitation of this measure is
its local view of the network topology due to which it uses only limited local knowledge
to decide the importance.
Closeness Centrality: This measure has been known as status of a node since 1959 [80].
Freeman [66] in 1979 termed it as closeness centrality. According to him, power of a
person in a social network in terms of closeness centrality is inversely proportional to
the sum of its distance to all the other persons in that social network. The closeness






where dij denotes the shortest path length from node i to node j. dij is also known as
geodesic distance from node i to j. The normalization factor is 1
n−1 i.e., this measure
can be normalized by multiplying the values with n− 1. Recall, n denotes the order of
social networks.
Closeness centrality doesn’t work in disconnected networks. Therefore, harmonic
centrality [133,22] may be used in its place which is a highly correlated measure with
closeness centrality. Harmonic centrality measure assumes importance proportional to







The closeness centrality of a node quantifies the average distance to all other nodes
in the network from that node. This notion is useful to identify those nodes which re-
ceive any information originated anywhere in the network in the least expected time.
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It is due to a smaller expected length from the originating node. Vice-versa, any infor-
mation originating at high closeness central nodes takes small amount of the expected
time to reach to all other nodes. As the information reaches to closeness central nodes
quickly, therefore, it is of high fidelity, i.e. with low noise in information. On the nega-
tive aspect, these nodes are prone to get infected from a spreading disease in the network
faster than other nodes due to expected shorter distance from the seed nodes for diseases
and vise-versa.
Betweenness Centrality: Bavelas [13] defined the notion of importance of a point in
communication networks proportional to the number of shortest paths between other
points that are passing through that point. It was termed as point centrality. Later, An-
thonisse [6] and Freeman [64] introduced independently the definition of betweenness
centrality. The betweenness centrality version of power and importance of a node is
assumed to be proportional to the fraction of shortest paths between all possible pairs








where σjk(i) denotes the number of shortest paths from node j to k which are passing















The definition of this measures is based on the assumption that transportation and
communication happens through shortest paths between nodes. In social network, this
measure represent the brokerage power of a person. It is also a good indicator of the
expected amount of communication load a node has to handle. A person with high be-
tweenness centrality has higher control over the information flowing across the network.
At the same time, that person is heavily loaded due to the reason that a major fraction
of the information flow across the network is happening through him/her. In some types
of flow networks (e.g. Power Grid networks, Gas Line networks, and Communication
networks) heavy load may also attract frequent demand of maintenance and such nodes
are relatively more prone to fail resulting in major breakdown in the network system.
Several studies tried to replicate the phenomena of cascading failure[94,36,106,117]
and observed that faults at high load nodes may cause a cascading failure and finally
breakdown of the whole system.
Eigenvector Centrality Eigenvalues and Eigenvector are one of the most popular an-
alytical tool to understand behaviour of a square matrix and its linear transformations.
Bonacich’s [23] proposed that the eigenvector corresponding to the largest eigenvalue of
a network’s adjacency matrix may also be considered for ranking nodes. This measure
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assigns importance of a node proportional to the sum of the importance of neighbors of





where recall that aij denotes the adjacency relationship between node i and j. Eigenvec-
tor centrality resolves the local view based limitation of degree centrality. This measures
assumes that if a person’s friends are powerful in the network then that person will also
be powerful. Nodes with higher eigenvector centrality scores denote that such nodes
have connection to other powerful nodes in networks. A person with lower eigenvector
centrality in a social network denotes that the friends of that person are not important
and powerful. The major limitation of this measure is that it does not work well in
directed acyclic networks. This measure gave basis to define one of the most popu-
lar and extensively used ranking measure PageRank which is used in Google to rank
pages before giving search results. Few other centrality measures have been developed
on similar principle to eigenvector centrality which have been proven to be extremely
usable for network analysis.
Several studies have analysed and compared the above mentioned traditional cen-
trality measures [27,28,101,51]. It has been observed that although the top central nodes
as per these measures may differ on various networks, but the ranking of all the nodes
by these measures are positively correlated [103,182]. Ranking due to degree central-
ity has been found to be highly correlated with the ranking due to betweenness and
eigenvector centrality measures. In the next section, we summarize few other centrality
measures that have been extensively used to analyse social and complex networks.
2.2 Other Popular Centrality Measures
This section mentions few other popular centrality measures other than the traditional
ones which are used to analyse social and complex networks.
Katz Centrality: This measure can be used to estimate the influence of a person in a
social network. According to this measure, the importance of a node is not a mapping
based on the number of neighbours or the shortest path lengths. It considers the number








where (Ak)ij denotes the total number of walks of length k from node i to node j
and α represents an attenuation factor that helps damping the effect of longer walks
while computing the importance. The value of the attenuation factor is chosen such that
0 ≤ α ≤ 1|λ| where λ denotes the principle eigenvalue of adjacency matrix A. Few
variations and generalizations of this measure are given in [84,24,25].
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PageRank Centrality: This centrality measure [34,135] was introduced for the di-
rected web-page network to rank web-pages for efficient searching. Google search en-
gine came into light after this measure. Katz centrality faced an issue that if a high
central node points to many other nodes, then all of those nodes also attain high central-
ity score. PageRank resolves this issue by diluting the contribution of the neighbouring







where α and β are two constant quantities and Dj denotes the number of links outgoing
from node j. Whenever there are no outgoing links from a node j, Dj is considered
1. α and β, similar as considered in [84,24,25], are the factors for consideration of
dependency on the network topology and exogenous component respectively.
Decay Centrality: This centrality is similar to closeness and harmonic centrality and is
also based on the shortest path lengths to all the nodes in a network. Harmonic central-
ity computes importance as the sum of inverse of distances while this measure assigns
importance proportional to the sum of an exponentially decreasing function over dis-






where δ is a decay parameter such that 0 < δ < 1. This measure can be used in appli-
cations where in the place of harmonic or closeness centrality, the geodesic distances
have to be penalized exponentially.
Social Centrality: Recently, Saxena et al. [165] proposed a new centrality measure
specific to social networks and called it social centrality. This measure assigns impor-
tance to a node proportional to its socializing capability to gain access of resources
available on other nodes and its inter-community/intra-community ties which represent
its bonding potential within its community and bridging potential to other communi-
ties. The centrality score of a node is computed by aggregating its sociability index
with its bridging and bonding potential. A high central node as per this measure can
easily manage access to resources available within the system due to its hierarchy and
position within and across communities while a low central node may struggle for the
resources.
Other Centrality Measures: Few other popular measures for analyzing social net-
works are mentioned next. Information Centrality [175] is based on the all possible
paths between pairs of points and the information contained on these paths. Hage and
Harary[77] introduced eccentricity as a centrality measure which gives larger impor-
tance to the node whose maximum geodesic distance to other nodes in the network
is smaller. Brandes and Fleischer[32] defined variations of closeness and betweenness
centrality called current-flow closeness and current-flow betweenness which assumes
that spread of information is like electricity, therefore, not only the shortest paths, but
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all possible paths should be considered. They showed that current-flow closeness mea-
sure is same as information centrality [175]. Diffusion centrality is a measure to evaluate
the influence of actors in a social network for spreading information [12]. It is a general-
ization of degree, eigenvector and katz centrality. Coverage centrality [204] is similar to
betweenness centrality and it assigns importance to a node proportional to the number
of pairs of nodes between which at least one shortest path passes through that node.
3 Directions of Research
In this section, we discuss various directions of research related to centrality measures
in social and complex networks. We start with approaches for exact computation of tra-
ditional measures. The computation of few kinds of centrality scores has been realized
to be expensive in terms of time over large networks. Several studies have been con-
ducted that focused on fast estimation of those types of centrality scores to tackle the
issue. We summarize few of such literature on estimation of tradition centrality mea-
sures. Next, we focus on the problem of computing and keeping centrality measures
up to date in dynamic networks. These type of networks evolve over time. Algorithms
for such kind of networks are called dynamic algorithms and we brief few related lit-
erature on centrality measures. Few of the recent studies on estimation algorithms over
dynamic networks are mentioned next. Afterwards, parallel and distributed algorithms
for speeding up and scaling computation of traditional measures are mentioned. Al-
though, computing top-k central nodes as per a centrality measure is a widely studied
problem but recently researchers started designing fast algorithms for ordering/ranking
a set of arbitrary nodes in a large network based on some centrality measure. We note
down few studies on both types of problems. Further, few generalizations of centrality
measures considering weights either on the edges or on the nodes or on both have been
discussed. Some applications require computing cumulative centrality scores of a set of
nodes than computing individual scores. These measures are know as group centrality
and few related studies are briefed next. Hybridization of centrality measures to ana-
lyze social and complex networks is another direction. A graph-editing based problem
on improvement or maximization of centrality scores is discussed next. Finally, some
applications of centrality measures in social networks are summarized.
3.1 Exact Computation
In this section, we discuss algorithms that compute exact traditional centrality scores of
nodes. The exact algorithm to compute degree centrality is very trivial which requires
O(n) time to compute the degree of a node and O(m) time to compute the degree of all
nodes. Recall that n denotes the number of nodes (order of a network) and m denotes
the number of links (size of a network). A simple exact algorithm to compute closeness
centrality score of a node is based Dijkstra’ single source shortest path (SSSP) com-
putation algorithm [55] which takes O(m + n logn) and O(m) time in weighted and
unweighted networks respectively. Closeness scores of all nodes can be computed using
either SSSP computation from all nodes requiring O(mn+ n2 logn) and O(mn) time
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in weighted and unweighted networks respectively or all pair shortest path (APSP) com-
putation using Floyd-Warshall’s algorithm [63,194] which takes O(n3)time. Sariyüce et
al. [159] proposed a framework to compute closeness centrality faster than the trivial
approach. Their proposed framework modifies a network by compressing and splitting
it into small sub-networks in which centrality scores can be computed independently.
Their proposed algorithm empirically outperformed competitive algorithms by several
folds.
Kintali [95] conjectured that exact betweenness score computation of a node is as
time consuming as computing betweenness scores of all nodes. Similar to closeness
centrality, all the algorithms to compute betweenness scores are either based on SSSP
computation from all nodes or APSP computation. A modified version of the Floyd-
Warshall’s APSP computation algorithm [63,194] is the most trivial algorithm to com-
pute exact betweenness scores for one as well as all nodes. As stated above, this ap-
proach takes O(n3) time. Computation of betweenness scores takes O(n3) even when
SSSP computation from all nodes are used. It is due to the reason that even when the
number of shortest path between all pair of nodes are given, computation of between-
ness formulation still takes O(n3) time. Brandes [29] reformulated the definition of be-
tweenness centrality in terms of summing up dependency value. Dependency of a node
i on node j denotes the contribution of the shortest paths originating at node i in the be-
tweenness score of node j. His algorithm was based on a modification to Dijkstra’s[55]
algorithm. Due to the new formulation, it started computing exact betweenness score
in the same asymptotic time whatever was required for running Dijkstra’s[55] algo-
rithm from all nodes. Although, several faster algorithms by Baglioni et al. [10], Puzis
et al. [143], Sariyüce et al. [160], Erdos et al. [61], Chehreghani et al. [44], Bentert et
al. [14], and Daniel et al. [50] have been proposed that attempted to reduce the time
to compute betweenness score empirically or theoretically on some special type of net-
works, but so for no algorithm guarantees to perform asymptotically better than the
algorithm by Brandes [29].
Eigenvector centrality scores can be computed using the power method [199]. The
power method starts with a vector whose euclidean norm is 1 as an initial approxima-
tion of the eigenvector corresponding to the largest eigenvalue. Each iteration of this
method takes the resulting vector from previous iteration as input and multiplies it with
the adjacency matrix of the network under consideration to improve the approximation.
The convergence of this method is certain if the adjacency matrix has a dominant eigen-
value. The time for convergence depends on the ratio between the absolute values of the
dominant and the second dominant eigenvalues. The same method is also used to com-
pute PageRank and some other variants of eigenvector centrality. A basic foundation
for algorithms to compute traditional centrality scores is given in Chapter 4 in the book
by Brandes and Erlebach [31]
3.2 Estimation
Due to the large size of social networks, even the best algorithms for computing exact
centrality scores might be time consuming. To overcome this limitation, researchers de-
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veloped several estimation (approximation) algorithms that take relatively lesser amount
of time than exact algorithms and compute approximate values of centrality scores.
Most of the estimation approaches are sampling based. In the sampling technique, in
place of conducting computation based on every member from a set of entities, a sub-
set of entities are chosen and then estimated values are computed based on that subset.
Sampling may be uniform or nonuniform. In this section, we briefly discuss few such
studies. The exact computation of the degree centrality of a node as well as all the nodes
is very efficient, therefore, there does not seems any requirement of an estimation algo-
rithm. Though when one wants to know a node’s rank using only the local information,
a need of a rank estimation algorithm arises even for degree centrality. Details about
rank estimation algorithms are given in Section 3.6.
Eppstein and Wang [59] proposed a node sampling based algorithm to estimate
closeness centrality scores of all the nodes and gave theoretical bounds on the error
in estimating scores. The idea was to sample a few nodes from the set of all nodes
and consider the single source shortest path computation (SSSP) from only the chosen
nodes(also called pivot) for centrality computation. Ohara et al. [130] proposed a similar
algorithm to estimate closeness centrality scores as by Eppstein and Wang [59], but they
gave a different theoretical analysis than [59]. Rattigan et al. [148] proposed to create
network structure index for efficient estimation of closeness centrality and betweenness
centrality. Cohen et al. [46] gave a scalable algorithm for estimating closeness central-
ity scores on undirected as well as directed graphs. A group testing based algorithm for
identifying top closeness central nodes was given by Ufimtsev and Bhowmick [181].
Murai [118] gave pivot guided estimation based algorithm to estimate closeness cen-
trality scores in undirected networks and strongly connected directed networks. His
algorithm outperformed the estimation algorithms in [59,46] theoretically as well as
empirically .
Computing one node’s betweenness centrality has been conjectured to be as time
consuming as computing betweenness scores of all the nodes. There are two classes
of estimation algorithms for betweenness centrality. The first one focuses on estimating
the scores of all the nodes together while the other one just estimates betweenness score
of a particular node. Brandes and Pich [33] used a similar idea as used by Eppstein and
Wang [59], for estimating betweenness centrality measure. An adaptive node sampling
based algorithm was proposed by Bader et al. [9] to estimate a node’s betweenness
score. A theoretical bound on the error was also provided. Geisberger et al. [70] pro-
posed a generalization of the algorithm coined by Brandes and Pich[33] which achieved
better results. Most of the studies discussed use randomization algorithms, but Gkorou
et al. [74] and Ercsey-Ravasz et al. [60] proposed a deterministic estimation algorithm.
They gave an estimation algorithm for computation of the betweenness scores in large
networks by considering only the shortest paths of length k. A comparative analysis of
Gkorou et al.’s algorithm [74] with Geisberger et al.’s [70] and Brandes and Pich’s [33]
algorithm is done in [73]. Ohara et al. [130] also studied estimation of betweenness
centrality in addition to closeness centrality and did bound analysis for error in esti-
mation. Riondato and Kornaropoulos [149] proposed two randomized algorithms based
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on the sampling of shortest paths to estimate betweenness scores. Chehreghani [41]
used non-uniform node sampling to estimate a nodes’ betweenness score. Agarwal
et al. [3] analysed random graphs and proposed another non-uniform node sampling
based estimation algorithm which performed better than [41] and other competitive al-
gorithm to estimate a node’s betweenness centrality score. Their estimation algorithm
was further applied to solve betweenness-ordering problem[172]. Due to popularity
and wide applicability, most of the estimation algorithm for centrality measures are
for betweenness measure. Several recent studies approximately compute betweenness
scores[134,67,68,26,78,42]. A review of approximation algorithms for computing be-
tweenness centrality has been done by Matta et al. [111].
Wink et al. [200] presented an algorithm to estimate voxel-wise eigenvector central-
ity scores in fMRI data. Kumar et al. [99] gave an estimation algorithm for eigenvector
centrality and PageRank based on neural networks. Charalambous et al. [40] proposed
a distributed approach to efficiently estimate eigenvector centrality of nodes in directed
networks. Ruggeri and De Bacco [155] gave an algorithm on incomplete graphs to es-
timate eigenvector centrality scores. Their estimation algorithm is based on a sampling
idea derived from spectral approximation theory. Mitliagkas et al. [116] proposed a fast
approximation algorithm to estimate PageRank.
3.3 Updating Centrality Scores
Real-world Networks are large in size and dynamic in nature. Therefore, to maintain
updated centrality scores of nodes, applying exact algorithms after every or even few
number of updates in batches can be impractical when the exact algorithms are time
consuming on large networks. There can be a significant difference in the ranking of
vertices before and after an update [202]. Updates can be insertion/deletion of edges or
nodes or increase/decrease in edge weights. Algorithms designed to update values of
some attributes on nodes/edges or some other network properties in case of updates in
networks faster than re-computing scores using exact algorithms are called dynamic al-
gorithms. Algorithms tackling different nature of updates are categorized as incremen-
tal, decremental or fully dynamic algorithm. In this section we briefly mention some
dynamic algorithms for traditional centrality measures.
Kas et al. [87] proposed an incremental algorithm to update closeness scores in
evolving social networks after addition/removal of links and nodes. Sarıyüce et al. [158]
gave an incremental algorithm for computing closeness scores after edge insertion /
deletions. Yen et al. [203] also proposed a dynamic algorithm to update closeness cen-
trality scores after edge insertion/deletion. The basic idea used in their algorithms is
to efficiently identify nodes whose closeness centrality will change after a link update.
Wei and Carley [197] proposed an online algorithm framework to update closeness and
betweenness scores after link updates. Khopkar et al. [91] proposed an incremental al-
gorithm for all pair shortest paths and used the idea to develop incremental algorithm
for closeness and betweenness centrality. Sarıyüce et al. [161] also gave an incremen-
tal algorithm to compute closeness centrality scores in dynamic networks relying on a
distributed memory framework. Santos et al. [156] proposed a scalable algorithm for
updating closeness centrality scores after deletion of edges. A dynamic algorithm to
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compute the closeness centrality of a node in social networks that are evolving with
time, is given by Ni et al. [128]. Most of the algorithms to compute closeness cen-
trality are based on network topology and structures while their idea relies on tempo-
ral network features. Shao et al. [168] recently gave a dynamic algorithm to compute
closeness. They proposed to calculate the exact closeness centrality scores by using
bi-connected blocks and articulation vertices. Their approaches is to detect all shortest
paths that are affected and then update the centrality value based on articulation vertices.
Vignesh et al. [187] considered the problem of updating betweenness scores af-
ter addition or deletion of nodes. Lee et al. [102] proposed a dynamic algorithm for
betweenness centrality to tackle link updates (addition/deletion). Their approach was
based on the observation that whenever an update happens within a bi-connected com-
ponent, the re-computation of centrality scores are required only for the nodes in that
bi-connected block. Betweenness scores of nodes outside that block can be updated very
efficiently without a need of re-computation. For node updates, they suggested to use
their proposed algorithm for every link incident on nodes under consideration. Green et
al. [76] proposed an incremental algorithm for betweenness centrality in case of a series
of link addition over time. The idea used in their algorithm was to maintain and update
breadth first tree data structure rooted at every vertex. Kas et al. [89] also gave an incre-
mental algorithm to tackle updates for nodes and edges in the form of change in edge
weights. Their idea was based on Ramalingam and Reps’ [147] incremental approach
for updating all pair shortest paths (APSPs). Further they extended their incremental
approach for a variant of betweenness centrality where the shortest paths of at most k
lengths are considered for computation of betweenness centrality scores [88]. An incre-
mental algorithm similar to the one in [76] was given by Nasre et al. [121]. Their algo-
rithm tackled node as well as edge updates and used breadth firsts search based directed
cyclic graphs (BFS DAGs) as the data structure in place of BFS trees. Later, Nasre
et al. [122] proposed a decremental approach for updating all pair all shortest paths
(APASPs) extending the approach by Demetrescu and Italiano [54] for APSPs which
founded basis for a decremental approach to update betweenness scores. Kourtellis et
al. [98] proposed a scalable online algorithm to update betweenness scores of nodes
and edges in case of edge addition/deletion. Pontecorvi and Ramachandran [138] gave
a fully dynamic algorithm for updating APASPs and extended the algorithm to develop
a fully dynamic approach to update betweenness scores [140,139]. A dynamic algo-
rithm to update betweenness scores after node addition and deletion, similar to Lee et
al.’s [102] approach, was given in [75,171]. Hayashi et al. [81], Bergamini et al. [17] and
Tsalouchidou et al. [180] also gave dynamic algorithms to update betweenness scores.
More work has been done to update PageRank Centrality and Katz Centrality in dy-
namic networks than traditional Eigenvector Centrality. Bahmani et al. [11], Rossi and
Gleich [153], Rozenshtein et al. [154], and recently Zhan et al. [209] gave algorithms
to update PageRank in dynamic networks. Nathan and Bader [124] gave an algorithm
to update Katz centrality scores in a dynamic network. There has been studies to up-
date various other centrality scores in dynamic networks. For example, Sarmento[162]
gave an incremental algorithm to update laplacian centrality measures. Recent studies
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on updating centrality scores in dynamic networks show that the direction is still open
for more efficient algorithm for various centrality measures.
Although dynamic graphs and algorithm on dynamic graphs have been studied
extensively in the last few decades, in the last decade, it has been explored in sev-
eral studies under a new name called temporal networks [83,100] or time-dependent
graphs [193]. On such types of networks, the question of identifying important nodes
and edges are done with the help of centrality measures for Temporal networks [92].
For example, closeness centrality [136], betweenness centrality [180], eigen-vector cen-
trality [177], random-walk centrality [152], pagerank centrality [108], etc. have been
studied over temporal networks.
3.4 Approximation Algorithms for Dynamic Graphs
Several literature on centrality measures studied either dynamic algorithms or approxi-
mation algorithms for computation of centrality scores in the last two decades. Recently,
the problem of updating estimated centrality scores in dynamic networks came into
light. Bergamini et al. [18], Bergamini and Meyerhenke [16],Riondato et al. [150] and
Chehreghani et al. [43] proposed algorithms for updating approximated betweenness
centrality scores in dynamic networks. Zhang et al. [210] gave such kind of approach
for personalized pagerank centrality while Nathan and Bader [123] gave for personal-
ized katz centrality measure.
3.5 Parallel and Distributed Computation
Real-world networks are very large in size. The computation of centrality scores for
closeness, betweenness and similar measures require asymptotically quadratic or cubic
time in the order of networks. These kind of computations are time consuming when
implemented sequentially. Similar order of time is required to keep the scores up to date
when network topology changes over time. Parallel computing has been proven as one
of the best methods to reduce time for computation whenever algorithms support paral-
lelism by utilizing super-computing resources. Distributed computing is a popular tool
to perform large-scale computation. Distributed algorithms for centrality measures aim
to compute centrality scores at each node using information attained by those nodes
based on the interactions with their neighbors. Due to this reason. Distributed algo-
rithms also face a challenge to exactly compute those centrality measures that require
information of the whole network.
Several literature in the last two decades study parallel and distributed computation
of centrality measures over static as well as dynamic networks. Bader et al [8] studied
parallel algorithms to compute degree, closeness and betweenness centrality. A recent
study on parallel computation of these measures is [69]. [157,156] gave algorithms for
computation of closeness centrality in a parallel setting. Shukla et al. [169] gave paral-
lel algorithms for closeness and betweenness centrality in dynamic networks. [190,192]
have given distributed algorithms for tree and general networks. You et al. [205] have
studied distributed computation for the degree, closeness, betweenness, and PageRank
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centrality. Most of literature related to parallel and distributed compution of centrality
measures are for betweenness centrality. It is due to the factor that even the computation
of betweenness centrality of a node is time consuming and the scalability of the compu-
tation is challenging. Following are literature on computation of exact and approximate
betweenness scores in parallel [95,109,58,158,141,112,19,173,39,186,185,183,50,184]
and distributed [189,191,82,48] frameworks.
3.6 Centrality Ordering and Ranking
Most of the algorithms for centrality measures compute or estimate scores to rank
nodes. Some applications may demand ranking of top k nodes with high centrality
scores while others may want to rank a set of arbitrarily picked nodes. The first prob-
lem is called top-k central node computation while the later one is known as centrality-
ordering problem [172]. A solution to the above problems may output exact or esti-
mated ranks. Several studies on ranking all nodes, estimating a node’s rank, finding
top-k central nodes or ordering k arbitrarily picked nodes based on various centrality
measure have been conducted.
Bian et al. [20] recently conducted a survey on identification of the top k nodes
based on degree centrality, closeness centrality, and influence for diffusion. Studies on
ranking of the top k central node based on closeness centrality[131,21], betweenness
centrality[149,110,120], and katz centrality [208] may be referred. Kumar et al. [99]
gave rank estimation algorithm on the basis of eigenvector centrality and PageRank
based on neural networks. Computation of degree centrality of a node is very efficient
but identifying rank of a node based on degree centrality requires larger computation.
Saxena et al.[163] proposed methods to estimate a node’s degree rank. Computing
Closeness centrality of a node takes relatively a lot smaller time than closeness rank
of that node. Saxena et al.[164] gave a heuristic to estimate a node’s closeness rank.
Kumar et al. [99] gave a neural networks based rank estimation algorithm on the basis
of eigenvector centrality and PageRank.Singh et al. [172] introduced centrality-ordering
problem and gave an efficient algorithm to estimate betweenness-ordering. They moti-
vated for an open direction related to study of the ordering problem on other centrality
measures.
3.7 Weighted Centrality Measures
The common practice of defining centrality measures is to first introduced it for un-
weighted network, i.e. every actor or entity represented by nodes are assumed to have
same features and relationships between actors are also assumed to be uniform. These
measures are called unweighted centrality measures. Definitions of the traditional cen-
trality measures given in Section 2.1 are for unweighted networks. In some of the net-
works, weights on the edges are given and to better analyze the network, it becomes es-
sential to use the weights. The definition of centrality measures that considers weights
on the edges while computing the scores are called edge-weighted centrality measures.
Although, the weights on the edges are taken into account for analysis, yet the weights
on nodes are still assumed to be uniform. Most of the weighted version of the centrality
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measures are defined only considering the edge weights. [126,103,133,144,196]. The
edge-weighted degree centrality has been used in several applications in biological net-
work to identify crucial nodes [104,176,37].
Similarly, some studies defined node-weighted centrality measures by considering
weights on the nodes and uniform weights on the edges[2,1,198,4,170]. These stud-
ies suggested to combine the edge-weighted version of the definition of the centrality
measures to get fully-weighted centrality measures that can analyze networks while
considering weights on the edges as well as on the nodes. The assumption of uniform
weights on the nodes and the edges is to simplify the analysis of networks. It is highly
unlikely that all the actors in a network possess same characteristics and features. We
are surrounded by fully weighted networks but edge weights are easily available in com-
parison to node weights. Due to privacy and security concerns, actor do not share details
about their personal information which makes it difficult and complicated to map char-
acteristics / attributes / features of actors in the form of node weights. Relationship data
is relatively easily available and, therefore, it becomes relatively easy to consider edge-
weights. In other type of complex networks, similar constraints exist. Singh et al. [170]
proposed a way to overcome the difficulty in figuring out weights on the nodes. They
suggested to apply appropriate measures to generate weights on nodes and then apply
node-weighted or fully-weighted centrality measures.
3.8 Group Centrality Measures
Everett and Borgatti [62] extended the idea of centrality measures for individual nodes/edges
to compute collective centrality scores of a group of nodes/edges. These type of central-
ity measures identify a set/group/class of nodes or edges which collectively dominate
other sets/groups/classes on the basis of a quantitative notion of importance. An appli-
cation oriented study of the this variant of degree, closeness, and betweenness centrality
has been conducted by Ni et al. [127]. Zhao et al. [212] gave an efficient algorithm to
compute group closeness centrality for disk-resident networks. Chen et al. [45] shown
that the problem of finding a group of k nodes whose collective closeness centrality
is maximum, is a NP-hard problem to solve. Group betweenness centrality has been
used in multiple applications [56,79] and to compute or estimate group betweenness
centrality, several algorithms have been proposed [142,30,97,43].
3.9 Hybrid Centrality Measures
Individual centrality measures might not appear as a fruitful tool for analysing some
complex systems which has a mixed notion of importance. For networks based on such
systems, hybrid centrality measures are used. Hybrid centrality measures are defined
by combining more than one measure to produce better rank than individual ranks by
each measure in the combination. In this section we briefly mention few literature on
hybridizing centrality measures. Few of these can be used in social network analysis as
well.
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In a recent study by Singh et al. [170], a new way of centrality hybridization based
on the formulation of node-weighted centrality measures was given. Singh et al. [170]
proposed to generate weights on nodes based on a centrality measure, and then use the
generated weights while computing node-weighted version of another centrality mea-
sure. They also applied these measures for two applications. One of the demonstrated
applications of such hybridization was to find influential spreaders in a complex con-
tagion scenario. Abbasi and Hossain [2] proposed a new set of hybrid centrality mea-
sures by hybridizing degree, closeness, and betweenness centrality measures within the
framework of degree centrality. They applied their hybrid measures on a real-world
co-authorship network and noted that the hybrid measures performed differently than
the traditional centrality measures and further noticed that the newly proposed mea-
sures were significantly correlated to authors’ performance. Abbasi [1] proposed hy-
brid measures on weighted collaboration networks based on h-index, a-index, g-index.
These indices (h-index, a-index, g-index) are considered as traditional collaborative
performance measures to rank authors. The proposed measure gave results highly cor-
related with ranking based on citation-count and publication-count. The two quantities,
citation-count and publication-count, are widely used and well established performance
measures for scholars. All of the three studies mentioned above proposed hybrid mea-
sures that has application for analyzing social networks of different nature.
Linear combination is a popular strategy for combining values across several disci-
plines. Qiu et al. [146] has defined a hybridization based on this principle to mix co-
hesion centrality and degree centrality. This hybridization was further used by Li-Qing
et al. [105] for detecting community structures. A hybridization of closeness centrality
and betweenness centrality was proposed by Zhang et al. [211] rank nodes in satel-
lite communication networks. In another study, a hybridization of degree centrality, a
variation of traditional closeness centrality for disconnected networks, and betweenness
centrality measures was proposed by Buechel and Buskens [35]. A hybrid page-ranking
approach based on the traditional centrality measures was proposed by Qiao et al. [145].
Lee and Djauhari [102] also had proposed a linear combination based hybridization
oftraditional centrality measures which was applied to identify highly significant and
influential stocks. In an early study by Wang et al. [188], a hybridization of degree
centrality, betweenness centrality, and degree of neighbors was proposed.
3.10 Centrality Improvement and Maximization
A graph editing problem related to centrality measures is to improve or maximize cen-
trality score of a node by adding links. Several literature in the last two decades study
centrality improvement or maximization problems. Avrachenkov and Litvak [7] stud-
ied the change in pagerank scores due to link addition. Later page-rank maximiza-
tion problem using addition of new outgoing links[52] or new incoming links [132]
was considered. Maximization of eccentricity centrality [53,137] was studied soon af-
ter. Further, the centrality improvement and maximization problem was considered for
other centrality measures: Closeness and Harmonic centrality‘[47], Betweenness cen-
trality [49,15],Information Centrality [167], and Coverage centrality [113,57]. This na-
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ture of graph editing problem has also been explored for maximization of group cen-
trality measures [113,5].
3.11 Application
Centrality measures have been widely used to analyse social and complex networks.
In this section, we brief few application on social networks. Girvan and Newman [72]
have suggested to use edge betweenness centrality to detect community structures in
social and complex networks. Yan and Ding [201] have applied degree, closeness, be-
tweenness, and PageRank centrality in a co-authorship network for impact analysis.
Ghosh and Lerman [71] have analysed that a variation of katz centrality turns out to
be a good predictor of influence in online social networks. Ilyas and Radha [85] have
used centrality measures to identyfy influential nodes in a online friendship network
from Orkut and a gaming network from Facebook. Mehrotra et al. [114] have proposed
to use centrality measures for detection of fake followers on Twitter. Riquelme and
González-Cantergiani [151] have conducted a survey on various measures including
centrality to evaluate user’s influence on Twitter.
Few of the recent applications of centrality measures are summarized next. Eigen-
vector centrality can be used to analyse fMRI data of the human brain to identify con-
nectivity pattern [107]. In a study by Zinoviev [213], a social network is formed of
Russian Kompromat has been analyzed using the traditional centrality measures which
identified Vladimir Putin as the top central kompromat figure. Kim et al. [93] used nor-
malized closeness and betweenness centrality measures on a word network derived from
users’ posts on Reddit to analyze the perspective of public towards renewable energy
and identifying frequent issues related to renewable energy. Nurrokhman et al. [129] has
recently used degree, closeness, and betweenness centrality to analyze the collaboration
within students for sharing knowledge. Stelzhammer in his thesis [174] attempts to im-
prove detection of influential users in a recommender system using centrality measures.
Trach and Bushuyev [178] have used degree, betweenness, eigenvector, and pagerank
centrality measures to analyse a social network between project participants for con-
struction of a residential building located in Ukraine. Yuan [206] have used degree
centrality and structural holes to analyze and forecast tourist arrivals in a tourism social
network. Neuberger [125] has analyzed relationship between the actors and directors
from Soviet film industry. Nagdive et al. [119] have used centrality measures to identify
key organizations, places and persons in a terrorist network.
3.12 Defining New Centrality Measures
The above sections brief about various research directions for computing and apply-
ing centrality measures for analysing social and complex networks. The last direc-
tion that existed since the beginning of the study on centrality measures is to de-
fine a new measure when other measures doesn’t seem useful enough. This had led
us to a point today when there is an abundance of centrality measures. A web-page
(http://schochastics.net/sna/periodic.html) contains a list of several centrality measures
in an interesting representation. It remains open to define new centrality measures that
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perform better than the existing measures and provide more insightful analysis of social
and complex systems.
4 Conclusion
Centrality measures have been a popular tool to mine social network data. In this chap-
ter, we have reviewed various directions of research related to computing centrality
measures and applying these in identification of key actors in social as well as complex
networks. Most of the research directions are still evolving and comprise open problems
to improve existing approaches, design new algorithms that outperform previous ones,
and solve new problems related to computation of various centrality measures.
References
1. Alireza Abbasi. h-type hybrid centrality measures for weighted networks. Scientometrics,
96(2):633–640, 2013.
2. Alireza Abbasi and Liaquat Hossain. Hybrid centrality measures for binary and weighted
networks. In Complex networks, pages 1–7. Springer, 2013.
3. Manas Agarwal, Rishi Ranjan Singh, Shubham Chaudhary, and SRS Iyengar. An efficient
estimation of a node’s betweenness. In Complex Networks VI, pages 111–121. Springer,
2015.
4. Amidu AG Akanmu, Frank Z Wang, and Fred A Yamoah. Clique structure and node-
weighted centrality measures to predict distribution centre location in the supply chain
management. In Science and Information Conference (SAI), 2014, pages 100–111. IEEE,
2014.
5. Eugenio Angriman, Alexander van der Grinten, Aleksandar Bojchevski, Daniel Zügner,
Stephan Günnemann, and Henning Meyerhenke. Group centrality maximization for large-
scale graphs. In 2020 Proceedings of the Twenty-Second Workshop on Algorithm Engineer-
ing and Experiments (ALENEX), pages 56–69. SIAM, 2020.
6. Jac M. Anthonisse. The rush in a directed graph. Stichting Mathematisch Centrum. Math-
ematische Besliskunde, (BN 9/71):1–10, 1971.
7. Konstantin Avrachenkov and Nelly Litvak. The effect of new links on google pagerank.
Stochastic Models, 22(2):319–331, 2006.
8. David Bader, Kamesh Madduri, et al. Parallel algorithms for evaluating centrality indices
in real-world networks. In Parallel Processing, 2006. ICPP 2006. International Conference
on, pages 539–550. IEEE, 2006.
9. David A. Bader, Shiva Kintali, Kamesh Madduri, and Milena Mihail. Approximating be-
tweenness centrality. In Proceedings of the 5th International Conference on Algorithms and
Models for the Web-graph, WAW’07, pages 124–137, Berlin, Heidelberg, 2007. Springer-
Verlag.
10. Miriam Baglioni, Filippo Geraci, Marco Pellegrini, and Ernesto Lastres. Fast exact and
approximate computation of betweenness centrality in social networks. In State of the Art
Applications of Social Network Analysis, pages 53–73. Springer, 2014.
11. Bahman Bahmani, Abdur Chowdhury, and Ashish Goel. Fast incremental and personalized
pagerank. arXiv preprint arXiv:1006.2880, 2010.
12. Abhijit Banerjee, Arun G Chandrasekhar, Esther Duflo, and Matthew O Jackson. The dif-
fusion of microfinance. Science, 341(6144), 2013.
18 Rishi Ranjan Singh
13. Alex Bavelas. A mathematical model for group structures. Human organization, 7(3):16–
30, 1948.
14. Matthias Bentert, Alexander Dittmann, Leon Kellerhals, André Nichterlein, and Rolf Nie-
dermeier. An adaptive version of brandes’ algorithm for betweenness centrality. arXiv
preprint arXiv:1802.06701, 2018.
15. Elisabetta Bergamini, Pierluigi Crescenzi, Gianlorenzo D’angelo, Henning Meyerhenke,
Lorenzo Severini, and Yllka Velaj. Improving the betweenness centrality of a node by
adding links. Journal of Experimental Algorithmics (JEA), 23:1–32, 2018.
16. Elisabetta Bergamini and Henning Meyerhenke. Fully-dynamic approximation of between-
ness centrality. arXiv preprint arXiv:1504.07091, 2015.
17. Elisabetta Bergamini, Henning Meyerhenke, Mark Ortmann, and Arie Slobbe. Faster be-
tweenness centrality updates in evolving networks. In 16th International Symposium on
Experimental Algorithms (SEA 2017). Schloss Dagstuhl-Leibniz-Zentrum fuer Informatik,
2017.
18. Elisabetta Bergamini, Henning Meyerhenke, and Christian L Staudt. Approximating be-
tweenness centrality in large evolving networks. arXiv preprint arXiv:1409.6241, 2014.
19. Massimo Bernaschi, Giancarlo Carbone, and Flavio Vella. Scalable betweenness centrality
on multi-gpu systems. In Proceedings of the ACM International Conference on Computing
Frontiers, pages 29–36, 2016.
20. Ranran Bian, Yun Sing Koh, Gillian Dobbie, and Anna Divoli. Identifying top-k nodes in
social networks: A survey. ACM Computing Surveys (CSUR), 52(1):1–33, 2019.
21. Patrick Bisenius, Elisabetta Bergamin, Eugenio Angriman, and Henning Meyerhenke.
Computing top-k closeness centrality in fully-dynamic graphs. In 2018 Proceedings of the
Twentieth Workshop on Algorithm Engineering and Experiments (ALENEX), pages 21–35.
SIAM, 2018.
22. Paolo Boldi and Sebastiano Vigna. Axioms for centrality. Internet Mathematics, 10(3-
4):222–262, 2014.
23. Phillip Bonacich. Factoring and weighting approaches to status scores and clique identifi-
cation. Journal of Mathematical Sociology, 2(1):113–120, 1972.
24. Phillip Bonacich. Power and centrality: A family of measures. American journal of sociol-
ogy, 92(5):1170–1182, 1987.
25. Phillip Bonacich and Paulette Lloyd. Eigenvector-like measures of centrality for asymmet-
ric relations. Social networks, 23(3):191–201, 2001.
26. Michele Borassi and Emanuele Natale. Kadabra is an adaptive algorithm for betweenness
via random approximation. Journal of Experimental Algorithmics (JEA), 24(1):1–35, 2019.
27. Stephen P Borgatti. Centrality and network flow. Social networks, 27(1):55–71, 2005.
28. Stephen P Borgatti and Martin G Everett. A graph-theoretic perspective on centrality. Social
networks, 28(4):466–484, 2006.
29. Ulrik Brandes. A faster algorithm for betweenness centrality. The Journal of Mathematical
Sociology, 25(2):163–177, 2001.
30. Ulrik Brandes. On variants of shortest-path betweenness centrality and their generic com-
putation. Social Networks, 30(2):136–145, 2008.
31. Ulrik Brandes and Thomas Erlebach. Network analysis: methodological foundations, vol-
ume 3418. Springer, 2005.
32. Ulrik Brandes and Daniel Fleischer. Centrality measures based on current flow. In Annual
symposium on theoretical aspects of computer science, pages 533–544. Springer, 2005.
33. Ulrik Brandes and Christian Pich. Centrality estimation in large networks. International
Journal of Bifurcation and Chaos, 17(07):2303–2318, 2007.
34. Sergey Brin and Lawrence Page. The anatomy of a large-scale hypertextual web search
engine. 1998.
Centrality Measures : A Tool to Identify Key Actors in Social Networks 19
35. Berno Buechel and Vincent Buskens. The dynamics of closeness and betweenness. The
Journal of Mathematical Sociology, 37(3):159–191, 2013.
36. Sergey V Buldyrev, Roni Parshani, Gerald Paul, H Eugene Stanley, and Shlomo Havlin.
Catastrophic cascade of failures in interdependent networks. Nature, 464(7291):1025–
1028, 2010.
37. Luca Candeloro, Lara Savini, and Annamaria Conte. A new weighted degree centrality
measure: The application in an animal disease epidemic. PloS one, 11(11):e0165781, 2016.
38. Peter J Carrington, John Scott, and Stanley Wasserman. Models and methods in social
network analysis. Cambridge university press, 2005.
39. Andrea Castiello, Gianmarco Fucci, Angelo Furno, and Eugenio Zimeo. Scalability anal-
ysis of cluster-based betweenness computation in large weighted graphs. In 2018 IEEE
International Conference on Big Data (Big Data), pages 4006–4015. IEEE, 2018.
40. Themistoklis Charalambous, Christoforos N Hadjicostis, Michael G Rabbat, and Mikael Jo-
hansson. Totally asynchronous distributed estimation of eigenvector centrality in digraphs
with application to the pagerank problem. In 2016 IEEE 55th Conference on Decision and
Control (CDC), pages 25–30. IEEE, 2016.
41. Mostafa Haghir Chehreghani. An efficient algorithm for approximate betweenness central-
ity computation. The Computer Journal, page bxu003, 2014.
42. Mostafa Haghir Chehreghani, Talel Abdessalem, and Albert Bifet. Metropolis-Hastings
Algorithms for Estimating Betweenness Centrality Talel Abdessalem. In 22nd International
Conference on Extending Database Technology EDBT 2019, Lisbon, Portugal, March 2019.
43. Mostafa Haghir Chehreghani, Albert Bifet, and Talel Abdessalem. Dybed: An efficient
algorithm for updating betweenness centrality in directed dynamic graphs. In 2018 IEEE
International Conference on Big Data (Big Data), pages 2114–2123. IEEE, 2018.
44. Mostafa Haghir Chehreghani, Albert Bifet, and Talel Abdessalem. Efficient exact and ap-
proximate algorithms for computing betweenness centrality in directed graphs. In Pacific-
Asia Conference on Knowledge Discovery and Data Mining, pages 752–764. Springer,
2018.
45. Chen Chen, Wei Wang, and Xiaoyang Wang. Efficient maximum closeness centrality group
identification. In Australasian Database Conference, pages 43–55. Springer, 2016.
46. Edith Cohen, Daniel Delling, Thomas Pajor, and Renato F Werneck. Computing classic
closeness centrality, at scale. In Proceedings of the second ACM conference on Online
social networks, pages 37–50, 2014.
47. Pierluigi Crescenzi, Gianlorenzo D’angelo, Lorenzo Severini, and Yllka Velaj. Greedily
improving our own closeness centrality in a network. ACM Transactions on Knowledge
Discovery from Data (TKDD), 11(1):1–32, 2016.
48. Pierluigi Crescenzi, Pierre Fraigniaud, and Ami Paz. Simple and fast distributed computa-
tion of betweenness centrality. arXiv preprint arXiv:2001.08108, 2020.
49. Gianlorenzo D’Angelo, Lorenzo Severini, and Yllka Velaj. On the maximum betweenness
improvement problem. Electronic Notes in Theoretical Computer Science, 322:153–168,
2016.
50. Cecile Daniel, Angelo Furno, and Eugenio Zimeo. Cluster-based computation of exact
betweenness centrality in large undirected graphs. In 2019 IEEE International Conference
on Big Data (Big Data), pages 603–608. IEEE, 2019.
51. Kousik Das, Sovan Samanta, and Madhumangal Pal. Study on centrality measures in social
networks: a survey. Social network analysis and mining, 8(1):13, 2018.
52. Cristobald de Kerchove, Laure Ninove, and Paul Van Dooren. Maximizing pagerank via
outlinks. Linear Algebra and its Applications, 429(5-6):1254–1276, 2008.
53. Erik D Demaine and Morteza Zadimoghaddam. Minimizing the diameter of a network
using shortcut edges. In Scandinavian Workshop on Algorithm Theory, pages 420–431.
Springer, 2010.
20 Rishi Ranjan Singh
54. Camil Demetrescu and Giuseppe F Italiano. A new approach to dynamic all pairs shortest
paths. Journal of the ACM (JACM), 51(6):968–992, 2004.
55. Edsger W. Dijkstra. A note on two problems in connexion with graphs. Numerische math-
ematik, 1(1):269–271, 1959.
56. Shlomi Dolev, Yuval Elovici, Rami Puzis, and Polina Zilberman. Incremental deployment
of network monitors based on group betweenness centrality. Information Processing Let-
ters, 109(20):1172–1176, 2009.
57. Gianlorenzo D’Angelo, Martin Olsen, and Lorenzo Severini. Coverage centrality max-
imization in undirected networks. In Proceedings of the AAAI Conference on Artificial
Intelligence, volume 33, pages 501–508, 2019.
58. Nick Edmonds, Torsten Hoefler, and Andrew Lumsdaine. A space-efficient parallel algo-
rithm for computing betweenness centrality in distributed memory. In High Performance
Computing (HiPC), 2010 International Conference on, pages 1–10. IEEE, 2010.
59. David Eppstein and Joseph Wang. Fast approximation of centrality. J. Graph Algorithms
Appl., 8:39–45, 2004.
60. Mária Ercsey-Ravasz, Ryan N Lichtenwalter, Nitesh V Chawla, and Zoltán Toroczkai.
Range-limited centrality measures in complex networks. Physical Review E, 85(6):066103,
2012.
61. Dora Erdos, Vatche Ishakian, Azer Bestavros, and Evimaria Terzi. A divide-and-conquer
algorithm for betweenness centrality. arXiv preprint arXiv:1406.4173, 2014.
62. Martin G Everett and Stephen P Borgatti. The centrality of groups and classes. The Journal
of mathematical sociology, 23(3):181–201, 1999.
63. Robert W. Floyd. Algorithm 97: shortest path. Communications of the ACM, 5(6):345,
1962.
64. L. C. Freeman. A set of measures of centrality based on betweenness. Sociometry,
40(1):35–41, 1977.
65. Linton Freeman. The development of social network analysis, volume 1. Empirical press,
2004.
66. Linton C Freeman. Centrality in social networks conceptual clarification. Social networks,
1(3):215–239, 1979.
67. Angelo Furno, Nour-Eddin El Faouzi, Rajesh Sharma, and Eugenio Zimeo. Two-level
clustering fast betweenness centrality computation for requirement-driven approximation.
In 2017 IEEE International Conference on Big Data (Big Data), pages 1289–1294. IEEE,
2017.
68. Angelo Furno, Nour-Eddin El Faouzi, Rajesh Sharma, and Eugenio Zimeo. Fast approxi-
mated betweenness centrality of directed and weighted graphs. In International Conference
on Complex Networks and their Applications, pages 52–65. Springer, 2018.
69. Juan F García and Miguel V Carriegos. On parallel computation of centrality measures of
graphs. The Journal of Supercomputing, 75(3):1410–1428, 2019.
70. R. Geisberger, P. Sanders, and D. Schultes. Better Approximation of Betweenness Central-
ity, chapter 8, pages 90–100. 2008.
71. Rumi Ghosh and Kristina Lerman. Predicting influential users in online social networks. In
IN: SNA-KDD: PROCEEDINGS OF KDD WORKSHOP ON SOCIAL NETWORK ANALY-
SIS. Citeseer, 2010.
72. Michelle Girvan and Mark EJ Newman. Community structure in social and biological
networks. Proceedings of the National Academy of Sciences, 99(12):7821–7826, 2002.
73. Dimitra Gkorou, Johan Pouwelse, and Dick Epema. Betweenness centrality approxima-
tions for an internet deployed p2p reputation system. In Parallel and Distributed Process-
ing Workshops and Phd Forum (IPDPSW), 2011 IEEE International Symposium on, pages
1627–1634. IEEE, 2011.
Centrality Measures : A Tool to Identify Key Actors in Social Networks 21
74. Dimitra Gkorou, Johan Pouwelse, Dick Epema, T Kielmann, M van Kreveld, and
W Niessen. Efficient approximate computation of betweenness centrality. In 16th annual
conf. of the Advanced School for Computing and Imaging (ASCI 2010), 2010.
75. Keshav Goel, Rishi Ranjan Singh, Sudarshan Iyengar, et al. A faster algorithm to update
betweenness centrality after node alteration. In Algorithms and Models for the Web Graph,
pages 170–184. Springer, 2013.
76. O. Green, R. McColl, and D.A. Bader. A fast algorithm for streaming betweenness cen-
trality. In Privacy, Security, Risk and Trust (PASSAT), 2012 International Conference on
and 2012 International Confernece on Social Computing (SocialCom), pages 11–20, Sept
2012.
77. Per Hage and Frank Harary. Eccentricity and centrality in networks. Social Networks,
17(1):57 – 63, 1995.
78. Mostafa Haghir Chehreghani, Albert Bifet, and Talel Abdessalem. Adaptive algorithms for
estimating betweenness and k-path centralities. In Proceedings of the 28th ACM Interna-
tional Conference on Information and Knowledge Management, pages 1231–1240, 2019.
79. Mahantesh Halappanavar, Yousu Chen, Robert Adolf, David Haglin, Zhenyu Huang, and
Mark Rice. Towards efficient nx contingency selection using group betweenness centrality.
In 2012 SC Companion: High Performance Computing, Networking Storage and Analysis,
pages 273–282. IEEE, 2012.
80. Frank Harary. Status and contrastatus. Sociometry, pages 23–43, 1959.
81. Takanori Hayashi, Takuya Akiba, and Yuichi Yoshida. Fully dynamic betweenness central-
ity maintenance on massive networks. Proceedings of the VLDB Endowment, 9(2):48–59,
2015.
82. Loc Hoang, Matteo Pontecorvi, Roshan Dathathri, Gurbinder Gill, Bozhi You, Keshav Pin-
gali, and Vijaya Ramachandran. A round-efficient distributed betweenness centrality al-
gorithm. In Proceedings of the 24th Symposium on Principles and Practice of Parallel
Programming, pages 272–286, 2019.
83. Petter Holme and Jari Saramäki. Temporal networks. Physics reports, 519(3):97–125,
2012.
84. Charles H Hubbell. An input-output approach to clique identification. Sociometry, pages
377–399, 1965.
85. Muhammad U Ilyas and Hayder Radha. Identifying influential nodes in online social net-
works using principal component centrality. In 2011 IEEE International Conference on
Communications (ICC), pages 1–5. IEEE, 2011.
86. Matthew O. Jackson. Social and Economic Networks. Princeton University Press, Prince-
ton, NJ, USA, 2008.
87. Miray Kas, Kathleen M Carley, and L Richard Carley. Incremental closeness centrality
for dynamically changing social networks. In Proceedings of the 2013 IEEE/ACM Interna-
tional Conference on Advances in Social Networks Analysis and Mining, pages 1250–1258,
2013.
88. Miray Kas, Kathleen M Carley, and L Richard Carley. An incremental algorithm for up-
dating betweenness centrality and k-betweenness centrality and its performance on realistic
dynamic social network data. Social Network Analysis and Mining, 4(1):1–23, 2014.
89. Miray Kas, Matthew Wachs, Kathleen M. Carley, and L. Richard Carley. Incremental al-
gorithm for updating betweenness centrality in dynamically growing networks. In Pro-
ceedings of the 2013 IEEE/ACM International Conference on Advances in Social Networks
Analysis and Mining, ASONAM ’13, pages 33–40, New York, NY, USA, 2013. ACM.
90. Leo Katz. A new status index derived from sociometric analysis. Psychometrika, 18(1):39–
43, 1953.
22 Rishi Ranjan Singh
91. Sushant S Khopkar, Rakesh Nagi, Alexander G Nikolaev, and Vaibhav Bhembre. Efficient
algorithms for incremental all pairs shortest paths, closeness and betweenness in social
network analysis. Social Network Analysis and Mining, 4(1):1–20, 2014.
92. Hyoungshick Kim and Ross Anderson. Temporal node centrality in complex networks.
Physical Review E, 85(2):026107, 2012.
93. Jisu Kim, Dahye Jeong, Daejin Choi, and Eunil Park. Exploring public perceptions of
renewable energy: Evidence from a word network model in social network services. Energy
Strategy Reviews, 32:100552, 2020.
94. Ryan Kinney, Paolo Crucitti, Reka Albert, and Vito Latora. Modeling cascading failures in
the north american power grid. The European Physical Journal B-Condensed Matter and
Complex Systems, 46(1):101–107, 2005.
95. Shiva Kintali. Betweenness centrality: Algorithms and lower bounds. arXiv preprint
arXiv:0809.1906, 2008.
96. David Knoke and Song Yang. Social network analysis. Sage Publications, 2019.
97. Eric D Kolaczyk, David B Chua, and Marc Barthélemy. Group betweenness and co-
betweenness: Inter-related notions of coalition centrality. Social Networks, 31(3):190–203,
2009.
98. Nicolas Kourtellis, Gianmarco De Francisci Morales, and Francesco Bonchi. Scalable on-
line betweenness centrality in evolving graphs. arXiv preprint arXiv:1401.6981, 2014.
99. Ashok Kumar, Kishan G Mehrotra, and Chilukuri K Mohan. Neural networks for fast
estimation of social network centrality measures. In Proceedings of the Fifth International
Conference on Fuzzy and Neuro Computing (FANCCO-2015), pages 175–184. Springer,
2015.
100. Renaud Lambiotte and Naoki Masuda. A guide to temporal networks, volume 4. World
Scientific, 2016.
101. Andrea Landherr, Bettina Friedl, and Julia Heidemann. A critical review of centrality
measures in social networks. Business & Information Systems Engineering, 2(6):371–385,
2010.
102. Gan Siew Lee and Maman A Djauhari. An overall centrality measure: The case of us stock
market. International Journal of Electrical & Computer Sciences, 12(6), 2012.
103. Jae-Yun Lee. Centrality measures for bibliometric network analysis. Journal of the Korean
Society for Library and Information Science, 40(3):191–214, 2006.
104. Min Li, Jianxin Wang, Huan Wang, and Yi Pan. Essential proteins discovery from weighted
protein interaction networks. In International Symposium on Bioinformatics Research and
Applications, pages 89–100. Springer, 2010.
105. Qiu Li-Qing, Liang Yong-Quan, and Chen Zhuo-Yan. A novel algorithm for detecting local
community structure based on hybrid centrality. Journal of Applied Sciences, 14:3532–
3537, 2014.
106. Guoqiang Lin, Zengru Di, and Ying Fan. Cascading failures in complex networks with
community structure. International Journal of Modern Physics C, 25(05), 2014.
107. Gabriele Lohmann, Daniel S Margulies, Annette Horstmann, Burkhard Pleger, Joeran Lep-
sien, Dirk Goldhahn, Haiko Schloegl, Michael Stumvoll, Arno Villringer, and Robert
Turner. Eigenvector centrality mapping for analyzing connectivity patterns in fmri data
of the human brain. PloS one, 5(4):e10232, 2010.
108. Laishui Lv, Kun Zhang, Ting Zhang, Dalal Bardou, Jiahui Zhang, and Ying Cai. Pagerank
centrality for temporal networks. Physics Letters A, 383(12):1215–1222, 2019.
109. Kamesh Madduri, David Ediger, Karl Jiang, David Bader, Daniel Chavarria-Miranda, et al.
A faster parallel algorithm and efficient multithreaded implementations for evaluating be-
tweenness centrality on massive datasets. In Parallel & Distributed Processing, 2009.
IPDPS 2009. IEEE International Symposium on, pages 1–8. IEEE, 2009.
Centrality Measures : A Tool to Identify Key Actors in Social Networks 23
110. Hamidreza Mahyar, Rouzbeh Hasheminezhad, Elahe Ghalebi, Ali Nazemian, Radu Grosu,
Ali Movaghar, and Hamid R Rabiee. Compressive sensing of high betweenness centrality
nodes in networks. Physica A: Statistical Mechanics and its Applications, 497:166–184,
2018.
111. John Matta, Gunes Ercal, and Koushik Sinha. Comparing the speed and accuracy of ap-
proaches to betweenness centrality approximation. Computational Social Networks, 6(1):2,
2019.
112. Adam McLaughlin, David Bader, et al. Revisiting edge and node parallelism for dy-
namic gpu graph analytics. In Parallel & Distributed Processing Symposium Workshops
(IPDPSW), 2014 IEEE International, pages 1396–1406. IEEE, 2014.
113. Sourav Medya, Arlei Silva, Ambuj Singh, Prithwish Basu, and Ananthram Swami. Group
centrality maximization via network design. In Proceedings of the 2018 SIAM International
Conference on Data Mining, pages 126–134. SIAM, 2018.
114. Ashish Mehrotra, Mallidi Sarreddy, and Sanjay Singh. Detection of fake twitter followers
using graph centrality measures. In 2016 2nd International Conference on Contemporary
Computing and Informatics (IC3I), pages 499–504. IEEE, 2016.
115. Alan Mislove, Massimiliano Marcon, Krishna P Gummadi, Peter Druschel, and Bobby
Bhattacharjee. Measurement and analysis of online social networks. In Proceedings of
the 7th ACM SIGCOMM conference on Internet measurement, pages 29–42, 2007.
116. Ioannis Mitliagkas, Michael Borokhovich, Alexandros G. Dimakis, and Constantine Cara-
manis. Frogwild! fast pagerank approximations on graph engines. Proc. VLDB Endow.,
8(8):874–885, April 2015.
117. Adilson E Motter and Ying-Cheng Lai. Cascade-based attacks on complex networks. Phys-
ical Review E, 66(6):065102, 2002.
118. Shogo Murai. Theoretically and empirically high quality estimation of closeness centrality.
In 2017 IEEE International Conference on Data Mining (ICDM), pages 985–990. IEEE,
2017.
119. Ashlesha S Nagdive, Rajkishor Tugnayat, and Atharva Peshkar. Social network analy-
sis of terrorist networks. International journal of engineering and advanced technology,
9(3):2553–2559, 2020.
120. Kazuki Nakajima and Kazuyuki Shudo. Estimating high betweenness centrality nodes via
random walk in social networks. Journal of Information Processing, 28:436–444, 2020.
121. Meghana Nasre, Matteo Pontecorvi, and Vijaya Ramachandran. Betweenness centrality–
incremental and faster. In Mathematical Foundations of Computer Science 2014, pages
577–588. Springer, 2014.
122. Meghana Nasre, Matteo Pontecorvi, and Vijaya Ramachandran. Decremental all-pairs all
shortest paths and betweenness centrality. In Algorithms and Computation, pages 766–778.
Springer, 2014.
123. Eisha Nathan and David A Bader. Approximating personalized katz centrality in dynamic
graphs. In International Conference on Parallel Processing and Applied Mathematics,
pages 290–302. Springer, 2017.
124. Eisha Nathan and David A Bader. A dynamic algorithm for updating katz centrality in
graphs. In Proceedings of the 2017 IEEE/ACM International Conference on Advances in
Social Networks Analysis and Mining 2017, pages 149–154, 2017.
125. Joan Neuberger. Centrality and centralisation a social network analysis of the early soviet
film industry, 1918-1953. Apparatus. Film, Media and Digital Cultures of Central and
Eastern Europe, (10), 2020.
126. Mark EJ Newman. Scientific collaboration networks. ii. shortest paths, weighted networks,
and centrality. Physical review E, 64(1):016132, 2001.
24 Rishi Ranjan Singh
127. Chaoqun Ni, Cassidy Sugimoto, and Jiepu Jiang. Degree, closeness, and betweenness:
Application of group centrality measurements to explore macro-disciplinary evolution di-
achronically. In Proceedings of ISSI, pages 1–13, 2011.
128. Peng Ni, Masatoshi Hanai, Wen Jun Tan, and Wentong Cai. Efficient closeness centrality
computation in time-evolving graphs. In Proceedings of the 2019 IEEE/ACM International
Conference on Advances in Social Networks Analysis and Mining, pages 378–385, 2019.
129. Nurrokhman Nurrokhman, Hindriyanto Dwi Purnomo, and Kristoko Dwi Hartomo. Utiliza-
tion of social network analysis (sna) in knowledge sharing in college. INTENSIF: Jurnal
Ilmiah Penelitian dan Penerapan Teknologi Sistem Informasi, 4(2):259–271, 2020.
130. Kouzou Ohara, Kazumi Saito, Masahiro Kimura, and Hiroshi Motoda. Resampling-based
framework for estimating node centrality of large social network. In Discovery Science,
pages 228–239. Springer, 2014.
131. Kazuya Okamoto, Wei Chen, and Xiang-Yang Li. Ranking of closeness centrality for large-
scale social networks. In International workshop on frontiers in algorithmics, pages 186–
195. Springer, 2008.
132. Martin Olsen. Maximizing pagerank with new backlinks. In International Conference on
Algorithms and Complexity, pages 37–48. Springer, 2010.
133. Tore Opsahl, Filip Agneessens, and John Skvoretz. Node centrality in weighted networks:
Generalizing degree and shortest paths. Social Networks, 32(3):245–251, 2010.
134. David Alfred Ostrowski. An approximation of betweenness centrality for social networks.
In Proceedings of the 2015 IEEE 9th International Conference on Semantic Computing
(IEEE ICSC 2015), pages 489–492. IEEE, 2015.
135. Lawrence Page, Sergey Brin, Rajeev Motwani, and Terry Winograd. The pagerank citation
ranking: Bringing order to the web. Technical report, Stanford InfoLab, 1999.
136. Raj Kumar Pan and Jari Saramäki. Path lengths, correlations, and centrality in temporal
networks. Physical Review E, 84(1):016105, 2011.
137. Senni Perumal, Prithwish Basu, and Ziyu Guan. Minimizing eccentricity in composite
networks via constrained edge additions. In MILCOM 2013-2013 IEEE Military Commu-
nications Conference, pages 1894–1899. IEEE, 2013.
138. Matteo Pontecorvi and Vijaya Ramachandran. Fully dynamic all pairs all shortest paths.
arXiv preprint arXiv:1412.3852, 2014.
139. Matteo Pontecorvi and Vijaya Ramachandran. A faster algorithm for fully dynamic be-
tweenness centrality. arXiv preprint arXiv:1506.05783, 2015.
140. Matteo Pontecorvi and Vijaya Ramachandran. Fully dynamic betweenness centrality. In
Algorithms and Computation, pages 331–342. Springer, 2015.
141. Dimitrios Prountzos and Keshav Pingali. Betweenness centrality: algorithms and imple-
mentations. In ACM SIGPLAN Notices, volume 48, pages 35–46. ACM, 2013.
142. Rami Puzis, Yuval Elovici, and Shlomi Dolev. Fast algorithm for successive computation
of group betweenness centrality. Physical Review E, 76(5):056709, 2007.
143. Rami Puzis, Yuval Elovici, Polina Zilberman, Shlomi Dolev, and Ulrik Brandes. Topol-
ogy manipulations for speeding betweenness centrality computation. Journal of Complex
Networks, 3(1):84–112, 2015.
144. Xingqin Qi, Eddie Fuller, Qin Wu, Yezhou Wu, and Cun-Quan Zhang. Laplacian central-
ity: A new centrality measure for weighted networks. Information Sciences, 194:240–253,
2012.
145. Shaojie Qiao, Jing Peng, Hong Li, Tianrui Li, Liangxu Liu, and Hongjun Li. Webrank: a hy-
brid page scoring approach based on social network analysis. In Rough Set and Knowledge
Technology, pages 475–482. Springer, 2010.
146. LQ Qiu, YQ Liang, ZY Chen, and JC Fan. A new measurement for the importance of nodes
in networks. Control Engineering and Information Systems, pages 483–486, 2014.
Centrality Measures : A Tool to Identify Key Actors in Social Networks 25
147. G Ramalingam and Thomas Reps. On the computational complexity of incremental algo-
rithms. University of Wisconsin-Madison. Computer Sciences Department, 1991.
148. Matthew J Rattigan, Marc Maier, and David Jensen. Using structure indices for efficient ap-
proximation of network properties. In Proceedings of the 12th ACM SIGKDD international
conference on Knowledge discovery and data mining, pages 357–366, 2006.
149. Matteo Riondato and Evgenios M Kornaropoulos. Fast approximation of betweenness cen-
trality through sampling. In Proceedings of the 7th ACM international conference on Web
search and data mining, pages 413–422. ACM, 2014.
150. Matteo Riondato and Eli Upfal. Abra: Approximating betweenness centrality in static and
dynamic graphs with rademacher averages. ACM Transactions on Knowledge Discovery
from Data (TKDD), 12(5):1–38, 2018.
151. Fabián Riquelme and Pablo González-Cantergiani. Measuring user influence on twitter: A
survey. Information processing & management, 52(5):949–975, 2016.
152. Luis EC Rocha and Naoki Masuda. Random walk centrality for temporal networks. New
Journal of Physics, 16(6):063023, 2014.
153. Ryan A Rossi and David F Gleich. Dynamic pagerank using evolving teleportation. In
International Workshop on Algorithms and Models for the Web-Graph, pages 126–137.
Springer, 2012.
154. Polina Rozenshtein and Aristides Gionis. Temporal pagerank. In Joint European Con-
ference on Machine Learning and Knowledge Discovery in Databases, pages 674–689.
Springer, 2016.
155. Nicolò Ruggeri and Caterina De Bacco. Sampling on networks: Estimating eigenvector
centrality on incomplete networks. In International Conference on Complex Networks and
Their Applications, pages 90–101. Springer, 2019.
156. Eunice E Santos, John Korah, Vairavan Murugappan, and Suresh Subramanian. Efficient
anytime anywhere algorithms for closeness centrality in large and dynamic graphs. In 2016
IEEE International Parallel and Distributed Processing Symposium Workshops (IPDPSW),
pages 1821–1830. IEEE, 2016.
157. Eunice E Santos, Long Pan, Dustin Arendt, and Morgan Pittkin. An effective anytime
anywhere parallel approach for centrality measurements in social network analysis. In
2006 IEEE International Conference on Systems, Man and Cybernetics, volume 6, pages
4693–4698. IEEE, 2006.
158. Ahmet Erdem Sariyüce, Kamer Kaya, Erik Saule, and Ümit V Çatalyiirek. Incremental
algorithms for closeness centrality. In 2013 IEEE International Conference on Big Data,
pages 487–492. IEEE, 2013.
159. Ahmet Erdem Sariyüce, Kamer Kaya, Erik Saule, and Ümit V Çatalyürek. Graph manip-
ulations for fast centrality computation. ACM Transactions on Knowledge Discovery from
Data (TKDD), 11(3):1–25, 2017.
160. Ahmet Erdem Sariyüce, Erik Saule, Kamer Kaya, and Ümit V Çatalyürek. Shattering
and compressing networks for betweenness centrality. In SIAM Data Mining Conference
(SDM). SIAM, 2013.
161. Ahmet Erdem Sarıyüce, Erik Saule, Kamer Kaya, and Ümit V Çatalyürek. Incremental
closeness centrality in distributed memory. Parallel Computing, 47:3–18, 2015.
162. Rui Portocarrero Sarmento, Mário Cordeiro, Pavel Brazdil, and João Gama. Efficient in-
cremental laplace centrality algorithm for dynamic networks. In International Conference
on Complex Networks and their Applications, pages 341–352. Springer, 2017.
163. Akrati Saxena, Ralucca Gera, and SRS Iyengar. Estimating degree rank in complex net-
works. Social Network Analysis and Mining, 8(1):42, 2018.
164. Akrati Saxena, Ralucca Gera, and SRS Iyengar. A heuristic approach to estimate nodes’
closeness rank using the properties of real world networks. Social Network Analysis and
Mining, 9(1):3, 2019.
26 Rishi Ranjan Singh
165. Rakhi Saxena, Sharanjit Kaur, and Vasudha Bhatnagar. Social centrality using network
hierarchy and community structure. Data Mining and Knowledge Discovery, 32(5):1421–
1443, 2018.
166. John Scott and Peter J Carrington. The SAGE handbook of social network analysis. SAGE
publications, 2011.
167. Liren Shan, Yuhao Yi, and Zhongzhi Zhang. Improving information centrality of a node in
complex networks by adding edges. In Proceedings of the 27th International Joint Confer-
ence on Artificial Intelligence, pages 3535–3541, 2018.
168. Zhenzhen Shao, Na Guo, Yu Gu, Zhigang Wang, Fangfang Li, and Ge Yu. Efficient close-
ness centrality computation for dynamic graphs. In International Conference on Database
Systems for Advanced Applications, pages 534–550. Springer, 2020.
169. Kshitij Shukla, Sai Charan Regunta, Sai Harsh Tondomker, and Kishore Kothapalli. Effi-
cient parallel algorithms for betweenness-and closeness-centrality in dynamic graphs. In
Proceedings of the 34th ACM International Conference on Supercomputing, pages 1–12,
2020.
170. Anuj Singh, Rishi Ranjan Singh, and SRS Iyengar. Hybrid centrality measures for ser-
vice coverage problem. In International Conference on Computational Data and Social
Networks, pages 81–94. Springer, 2019.
171. Rishi Ranjan Singh, Keshav Goel, SRS Iyengar, and Sukrit Gupta. A faster algorithm to
update betweenness centrality after node alteration. Internet Mathematics, 11(4-5):403–
420, 2015.
172. Rishi Ranjan Singh, SRS Iyengar, Shubham Chaudhary, and Manas Agarwal. An efficient
heuristic for betweenness estimation and ordering. Social Network Analysis and Mining,
8(1):66, 2018.
173. Edgar Solomonik, Maciej Besta, Flavio Vella, and Torsten Hoefler. Scaling betweenness
centrality using communication-efficient sparse matrix multiplication. In Proceedings of
the International Conference for High Performance Computing, Networking, Storage and
Analysis, pages 1–14, 2017.
174. Paul Stelzhammer. Efficient Detection of Influential Users in Social Recommender Systems.
PhD thesis, Wien, 2020.
175. Karen Stephenson and Marvin Zelen. Rethinking centrality: Methods and examples. Social
networks, 11(1):1–37, 1989.
176. Xiwei Tang, Jianxin Wang, Jiancheng Zhong, and Yi Pan. Predicting essential proteins
based on weighted degree centrality. IEEE/ACM Transactions on Computational Biology
and Bioinformatics, 11(2):407–418, 2013.
177. Dane Taylor, Sean A Myers, Aaron Clauset, Mason A Porter, and Peter J Mucha.
Eigenvector-based centrality measures for temporal networks. Multiscale Modeling & Sim-
ulation, 15(1):537–574, 2017.
178. Roman Trach and Sergey Bushuyev. Analysis communication network of construction
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