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Introduction
In recent years, the theory of copulas has become a rapidly–developing field of
probability theory and copulas are nowadays a widely–used tool in statistics with
applications in insurance, finance, hydrology, etc.
The term copula (lat. to connect, to join) has its origin in the work of Abe Sklar from
1959, and denotes a d–dimensional (d ≥ 2) distribution function on the unit hyper-
cube with uniform margins. Sklar showed that, for every d–dimensional distribution
function F with margins F1, ..., Fd, there exists at least a copula C satisfying
F (x1, ..., xd) = C (F1(x1), ..., Fd(xd))
(see Sklar [1959, 1973]). In the case of continuous margins C is unique. This theorem
allows to study the dependence structure of a distribution function expressed by the
copula without considering the margins.
The principal aim of the present work is, first, to introduce and investigate a group
Γ of transformations mapping the collection Cd of all d–dimensional copulas into
itself and, second, to apply the group Γ to define, study and generate measures of
concordance for multivariate copulas of a fixed dimension.
Transformations of copulas (better to say transformed copulas) are nearly as old as
the theory of copulas itself (see e.g. Sklar [1973, p. 457] and Wolff [1980, p.179]),
and over time they became more and more diversified; see e.g. Mikusin´ski et al.
[1991], Li et al. [1998], Klement et al. [2002], Durante & Sempi [2005], Morillas
[2005], Nelsen [2006, Chapter 3], Siburg & Stoimenov [2008], Navarro & Spizzichino
[2010], Dolati et al. [2014] and Durante et al. [2014b]. Some transformations of
copulas, however, are of particular interest since they produce new copulas from a
given one: This includes for example the transformations which turn a copula into
a permuted copula, a reflected copula or its survival copula. The survival copula
seems to be one of the first considered copulas which emerge from a given one; see
Wolff [1980, p.179]. These three types of copulas mainly acquired its prominence
in connection with measures of dependence; see e.g. Schweizer & Wolff [1981],
Scarsini [1984a, 1989] and Edwards et al. [2004, 2005] for the bivariate case, and
for the multivariate case see e.g. Wolff [1980] and Dolati & U´beda–Flores [2006a].
Permuted copulas play also a significant role in order statistics (see e.g. Navarro &
Spizzichino [2010]), and the survival copula is of particular interest in connection
with survival models (see e.g. Bassan & Spizzichino [2005]).
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Containing these three types of transformations, the group Γ is a realization of the
hyperoctahedral group studied among others by Young [1930], Kerber [1971] and
Baake [1984]. It is thus isomorphic to the well–known group Γ˜ of symmetries on
the unit hypercube considered for example by Edwards et al. [2004 & 2005], Taylor
[2007, 2008 & 2010] and Edwards & Taylor [2009] in connection with measures of
concordance; see also Klement et al. [2002] and Nelsen [2006, Exercise 2.6] who used
such symmetries to define certain copulas such as reflected copulas or the survival
copula of a given copula.
In the mid 1970s, Schweizer and Wolff observed that the well–known measures of
concordance Spearman’s rho and Kendall’s tau possess a representation which de-
pends solely on copulas; see Wolff [1980] and Schweizer & Wolff [1981]. Only a few
years later, Scarsini [1984a] obtained a representation of Gini’s gamma in terms of
copulas. Further representations of common measures of concordance in terms of
copulas as well as various multivariate generalizations were presented, e.g., in Nelsen
[1991, 1998, 2002], Joe [1997], Edwards et al. [2004, 2005], Nelsen & U´beda–Flores
[2005], U´beda–Flores [2005], Dolati & U´beda–Flores [2006a,b], Taylor [2007, 2008
& 2010], Schmid et al. [2010].
Scarsini [1984a] further proposed a first axiomatic definition of a measure of con-
cordance (for bivariate random vectors with continuous margins). Two random
variables X and Y are said to be ”concordant” if: ”Greater values of X go with
greater values of Y ” (Kruskal [1958, p.818, lines 29–30]); similar formulations were
used in Tchen [1980] and Joe [1990]. Scarsini realized that this concept depends
on the corresponding copula alone, and reformulated it in terms of copulas. Thus,
the value of a measure of concordance for bivariate random vectors depends solely
on the corresponding copula. However, a first proper copula–based definition of a
measure of concordance (for bivariate copulas and based on Scarsini’s axioms) was
introduced by Edwards et al. [2004] who used the group Γ˜ of symmetries on the
unit hypercube; see also Edwards et al. [2005] and Edwards & Taylor [2009]. Dolati
& U´beda–Flores [2006a] then proposed a definition of a measure of concordance for
multivariate copulas of a fixed dimension, and Taylor [2007, 2008, 2010] introduced
a definition of a sequence of measures of concordance for copulas. Both definitions
are closely related: Taylor’s definition involves the group Γ˜, and that of Dolati and
U´beda–Flores employs specific transformations in Γ. A quite general definition of a
measure of concordance for bivariate copulas was later proposed by Fuchs & Schmidt
[2014], and a generalization to a measure of concordance for multivariate copulas
of a fixed dimension was studied in Fuchs [2014]; both applied the group Γ instead
of Γ˜.
Schweizer and Wolff additionally observed that Spearman’s rho and Kendall’s tau
can even be written in terms of a linear functional
C ↦ α∫[0,1]2 C(u, v) dQD(u, v) − β
where α and β are some fixed real numbers, D is a specific copula and QD denotes
the probability measure associated with D; see Wolff [1980] and Schweizer & Wolff
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[1981]. Several years later, Nelsen [1998] observed that also Gini’s gamma possesses
such a linear representation in terms of copulas.
A more general result concerning copula–induced measures of concordance with
linear structure was then presented in Edwards et al. [2004]. The authors showed
that every copula D which is invariant with respect to all transformations in the
group Γ˜ induces a measure of concordance. This result generates a variety of new
measures of concordance including the examples Spearman’s rho and Gini’s gamma.
In this context, we also refer to Edwards et al. [2005] and Edwards & Taylor [2009].
Dolati & U´beda–Flores [2006a] and Taylor [2007] then showed that the mentioned
invariance condition remains sufficient also for the multivariate case. However, a
slight modification of the considered integral is required.
The outline of this thesis is as follows: In Chapter 1 we present a short and precise
introduction to the theory of copulas and, in addition, we provide all tools which
are necessary for the rest of this work.
In Chapter 2 we introduce the group Γ of transformations mapping the collection of
all copulas into itself. We present a systematic investigation of this group starting
with the definition of elementary transformations on the collection of all copulas.
These elementary transformations turn out to be most helpful for the construction
of the group. Since for the hyperoctahedral group no general subgroup structure is
known, we thus restrict our consideration to specific subgroups of Γ for which we
present minimal systems of generators. One subgroup of Γ is of particular impor-
tance since its d! 2d elements are the only transformations in Γ which preserve the
symmetry of a copula and the concordance order between two copulas. We further
confirm that the group contains a transformation which turns every copula into its
survival copula. In addition, we study copulas which are invariant with respect to
all transformations in a subgroup of Γ.
For a systematic investigation of measures of concordance, it is appropriate to study
the probability measure corresponding to a copula which we here call copula mea-
sure, and to introduce a bilinear form (better to say biconvex form) on Cd × Cd to
study the integration of a copula with respect to a copula measure. Both is done in
Chapter 3. In addition, we investigate copula measures and the biconvex form with
regard to the group Γ and invariant copulas. We also show that the transformations
preserving the value of the biconvex form form a subgroup as well.
Chapter 4 and Chapter 5 are dedicated to measures of concordance. We here follow
but slightly modify the definition proposed by Fuchs [2014] and study measures of
concordance for multivariate copulas of a fixed dimension. First, we show that the
transformations in Γ provide a simple test on copulas under which every measure of
concordance is equal to zero. Moreover, it turns out that the transformations which
preserve the symmetry of a copula and the concordance order between two copulas
are also the only transformations in Γ which preserve the value of every measure of
concordance. In addition, we present a generator–based and, in particular, a copula–
based principle for the construction of measures of concordance. For the latter,
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we discuss appropriate modifications of the considered integral, and we provide
a quite abstract characterization of copula–induced measures of concordance. As
a consequence of this characterization, we then obtain a sufficient condition on
a copula in terms of the transformations in Γ under which this copula induces a
measure of concordance. This is the main result of Chapter 4. As a consequence
and analogously to the results of Dolati & U´beda–Flores [2006a] and Taylor [2007],
it turns out that every copula which is invariant with respect to all transformations
in Γ, and even every copula, induces a measure of concordance.
In Chapter 5 we then introduce a more complex tool which is intended to improve
the mentioned characterization of copula–induced measures of concordance and the
main result of Chapter 4. To this end and contrary to Chapters 1 to 4, we drop the
consideration of a fixed dimension, and introduce multivariate margins of copulas
which turn out to be copulas as well. We then investigate them with regard to the
group Γ of transformations and the biconvex form on copulas; however, we restrict
ourselves to only those results which are essential for the comprehension.
The last section of each Chapter 1, 2, 3 and 4 is dedicated to the bivariate case.
This is of interest since there exist various results that are solely valid for this case.
In addition, the representation of some results can be improved or simplified.
In Chapter 1 and Chapter 2 we deliberately avoid the use of results or even notions
from measure and probability theory, and study the collection of all copulas and the
group Γ of transformations from a purely analytical point of view. Thus, these two
chapters may be considered as a self–contained part of this work.
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Chapter 1
Copulas
Our aim in this first chapter is to present a short and precise introduction to the
theory of copulas and, in this context, to provide all tools which are necessary for
the rest of this work.
In his Ph.D. thesis ”Maßstabinvariante Korrelationstheorie”, published in 1940,
Wassily Hoeffding described a method which transforms a bivariate distribution
function into a distribution function with uniform margins which acts on the in-
tervall [−12 , 12]2. The emerging function he called normierte Summenfunktion (engl.
translation: standardised distribution function). Hoeffding additionally observed
that several known scale invariant measures of dependence, such as Spearman’s rho,
possess a representation which depends solely on this standardised distribution func-
tion; see Hoeffding [1940]. Unfortunately, Hoeffding’s ideas passed unnoticed and it
took some time for their rediscovery:
About 20 years after Hoeffding’s research, Abe Sklar proved that, for every
d–dimensional (d ≥ 2) distribution function F with margins F1, ..., Fd, there exists
at least a function C with uniform margins satisfying
F (x1, ..., xd) = C (F1(x1), ..., Fd(xd))
(see Sklar [1959, 1973]). In the case of continuous margins C is unique. Sklar
called those functions copulas. In contrast to Hoeffding’s standardised distribution
functions, however, copulas act on the unit hypercube.
In the years after Sklar’s observation, copulas had mainly become part of the theory
of probabilistic metric spaces; see e.g. Schweizer & Sklar [1983]. As late as the
mid 1970s and inspired by a paper of Re´nyi who discussed axioms a measure of
dependence should satisfy (see Re´nyi [1959]), Schweizer and Wolff then showed that
several measures of dependence such as Spearman’s rho and Kendall’s tau possess a
representation in terms of copulas (see Wolff [1980] and Schweizer & Wolff [1981]).
Since then, the theory of copulas has developed rapidly and has become a widely–
varied and noteworthy field of stochastics.
A more detailed historical review was presented by Schweizer [1991]; for a well–
diversified introduction to the theory of copulas we refer to Nelsen [2006], Schmidt
[2006], Jaworski et al. [2010] and Joe [2015].
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This chapter is organized as follows: In Section 1.1 we consider the collection of all
copulas which we investigate with regard to order relations and greatest elements.
We further introduce important examples and, as a first transformation of a copula,
we define the survival copula of a copula. The final section is dedicated to the
bivariate case.
Let d be an integer ≥ 2 which will be kept fixed throughout this work.
For the sake of a concise notation, let I ∶= [0,1] and, for K ⊆ {1, ..., d}, we consider
the vector–valued function ηK ∶ Id × Id → Id given by
(ηK(u,v))k ∶= ⎧⎪⎪⎨⎪⎪⎩uk k ∈ {1, ..., d}/Kvk k ∈K
and put ηk ∶= η{k}, k ∈ {1, ..., d}. Useful technical results related to ηK can be found
in Appendix A.
Moreover, for k ∈ {1, ..., d}, we denote by ek ∈ Rd the k–th d–dimensional unit vector
and, for K ⊆ {1, ..., d}, let JK ∈ Rd×d be the matrix given by
JK ∶= ∑
k∈K ek e′k
Then J∅ is the matrix with entries 0, and J{1,...,d} coincides with the identity matrix.
For h ∈ Id and a function f ∶ Id → R, we further define the difference operator by
letting (∆h(f))(u) ∶= (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ f(u + JKh)
for all u ∈ [0,1 − h]. Necessary definitions and results concerning the difference
operator can be found in Appendix B.
By the dimension of a function f ∶ Id → R we denote the dimension of its arguments.
Finally, for m ∈ N, we put N(m) ∶= {n ∈ N ∣m ≤ n}.
1.1 Basic Properties and Results
In this first section we consider the collection of all copulas which we investigate
with regard to pointwise and concordance order relation and greatest elements.
We first introduce the two main and well–known copulas: the Fre´chet–Hoeffding
upper bound M and the product copula Π. We show that the Fre´chet–Hoeffding
upper bound is the greatest element (with regard to pointwise and concordance order
relation) and, in addition, an extremal point of the collection of all copulas. As a first
transformation of a copula, we define the survival copula of a copula which turns out
to be a copula as well. We further introduce a very useful collection of copulas which
we call distortions of Π. Those copulas will be extremely helpful throughout this
work. We conclude this section with some well–known facts concerning continuity
and convergence.
2
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A function f ∶ Id → R is said to be d–monotone if the inequality(∆h(f))(u) ≥ 0
holds for all h ∈ Id and all u ∈ [0,1 − h], grounded if the identity
f(ηi(u,0)) = 0
holds for all u ∈ Id and all i ∈ {1, ..., d}, and f is said to possess uniform univariate
margins if the identity
f(ηi(1,u)) = ui
holds for all u ∈ Id and all i ∈ {1, ..., d}.
A copula is a function C ∶ Id → R satisfying the following conditions:
(i) C is d–monotone.
(ii) C is grounded.
(iii) C possesses uniform univariate margins.
We denote by Md
the collection of all functions Id → R and byCd
the collection of all copulas. Then Md is a vector space under the coordinatewise
defined linear operations, and Cd is a convex subset of Md. For C,D ∈Md, we write
C ≤D
if C(u) ≤ D(u) for all u ∈ Id. Then ≤ is an order relation and is called pointwise
order relation, and the pair (Md,≤) is an ordered vector space.
The following both well–known examples will play an important role throughout
this work:
1.1.1 Examples.
(1) Fre´chet–Hoeffding upper bound: The function M ∶ Id → R given by
M(u) ∶= min{ui ∣ i ∈ {1, ..., d}}
is d–monotone, grounded and possesses uniform univariate margins, and thus, M is
a copula. Moreover, the inequality
C ≤M
holds for every copula C ∈ Cd; see Nelsen [2006, p.47].
Indeed, for all h ∈ Id and all u ∈ [0,1 − h], we have
(∆h(M))(u) = max{min{ui + hi, i ∈ {1, ..., d}} −max{ui, i ∈ {1, ..., d}}, 0} ≥ 0
(see Nelsen [2006, Exercise 2.35]) which proves (i); conditions (ii) and (iii) are obvious.
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(2) Product copula: The function Π ∶ Id → R given by
Π(u) ∶= d∏
i=1 ui
is d–monotone, grounded and possesses uniform univariate margins, and thus, Π is a
copula.
Indeed, for all h ∈ Id and all u ∈ [0,1 − h], we have(∆h(Π))(u) = Π(h) ≥ 0
(see Nelsen [2006, Exercise 2.35]) which proves (i); conditions (ii) and (iii) are obvious.
The next result is evident from Example 1.1.1 (1):
1.1.2 Corollary.
(1) M is the greatest element of (Cd,≤).
(2) M is an extremal point of Cd.
In this work we omit a detailed discussion about extremal points of Cd. Those
copulas are still subject of research, and there seem to be two different approaches
to deal with extremal points: shuﬄes of M (see e.g. Mikusin´ski et al. [1992] and
Durante et al. [2009]) and copulas with hairpin support (see e.g. Kamin´ski et al.
[1990] and Durante et al. [2014a]).
As a very first transformation of a copula C ∈ Cd, we define the function Ĉ ∶ Id → R
by letting
Ĉ(u) ∶= (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ C(ηK(1 − u,1))
Ĉ is called the survival copula of C; this definition is in accordance with that of
Durante & Sempi [2010].
We resume the discussion of copulas M and Π initiated in Examples 1.1.1:
1.1.3 Examples.
(1) The copula M satisfies M̂ =M ; see Dolati & U´beda-Flores [2006a, p.148].
(2) The copula Π satisfies Π̂ = Π; see Dolati & U´beda-Flores [2006a, p.148].
The survival copula of a copula is a copula as well. This result is well–known; see
also Theorem 2.4.3 below.
1.1.4 Proposition. For every C ∈ Cd we have Ĉ ∈ Cd.
For C,D ∈ Cd, we write
C ⪯c D
if C ≤ D and Ĉ ≤ D̂. Then ⪯c is an order relation on Cd and is called concordance
order relation. Moreover, Corollary 1.1.2 and Example 1.1.3 (1) imply that the
inequality
C ⪯c M
holds for every copula C ∈ Cd. We thus obtain the following result:
1.1.5 Corollary. M is the greatest element of (Cd,⪯c).
4
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The concordance order relation for copulas was introduced by Scarsini [1984a] for
the bivariate case, and (to the best of our knowledge) by Nelsen [2002] for the general
case.
We further introduce a very useful collection of copulas. A function C ∶ Id → R is
called distortion of Π if it satisfies
C = Π +Π ○ g
for some vector g ∶= (gi)i∈{1,...,d} of functions gi ∶ I→ I, i ∈ {1, ..., d}, such that
(i) the inequality
d∏
i=1 hi + d∏i=1 (gi(ui + hi) − gi(ui)) ≥ 0
holds for all h ∈ Id and all u ∈ [0,1 − h],
(ii) the identity gi(0) = 0 holds for all i ∈ {1, ..., d}, and
(iii) the identity gi(1) = 0 = gj(1) holds for some i, j ∈ {1, ..., d} with i ≠ j.
We obtain the following result:
1.1.6 Lemma. Every distortion of Π is a copula.
Proof. Let C ∶ Id → R be a distortion of Π. Then C = Π +Π ○ g for some vector g
of functions satisfying conditions (i), (ii) and (iii). First, (ii) and (iii) imply that C
is grounded and possesses uniform univariate margins. We now prove that C is d–
monotone. To this end, consider h ∈ Id and u ∈ [0,1−h]. Linearity of the difference
operator (Corollary B.2.1), Lemma B.2.3, Example 1.1.1 (2) and the identity
(∆g(u+h)−g(u)(Π))(g(u)) = (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ Π(g(u) + JK(g(u + h) − g(u)))= (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ Π(g(u) + g(u + JKh) − g(u))= (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ ∏k∈K gk(uk + hk)∏k∉K gk(uk)
= d∏
i=1 (gi(ui + hi) − gi(ui))
yield (∆h(C))(u) = (∆h(Π +Π ○ g))(u)= (∆h(Π))(u) + (∆h(Π ○ g))(u)= (∆h(Π))(u) + (∆g(u+h)−g(u)(Π))(g(u))
= d∏
i=1 hi + d∏i=1 (gi(ui + hi) − gi(ui))≥ 0
This proves the assertion. 2
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The introduced collection of distortions of Π includes the well–known Farlie–Gumbel–
Morgenstern family of copulas (see Nelsen [2006, p.77]). In addition, similar distor-
tions of the product copula were studied by Dolati & U´beda–Flores [2006a, 2006b].
For the sake of simplicity, for all upcoming examples of distortions of Π, we omit any
further detailed information about their affiliation to a specific family of copulas.
The following example is a distortion of Π:
1.1.7 Example. For m1, ...,md ∈ N, the function E ∶ Id → R given by
E(u) ∶= Π(u) + d∏
i=1 umii (1 − ui)
is a distortion of Π and hence a copula.
Indeed, for all h ∈ Id, all u ∈ [0,1 − h] and all i ∈ {1, ..., d} with mi = 1, we first obtain−1 ≤ (1 − ui) − (ui + hi) ≤ 1
Moreover, for all h ∈ Id, all u ∈ [0,1 − h] and all i ∈ {1, ..., d} with mi ∈ N(2), we have
mi−1∑
l=0 umi−1−li (ui + hi)l =
mi−1∑
l=0 umi−1−li
l∑
j=0(lj)ul−ji hji
= mi−1∑
l=0
l∑
j=0(lj)umi−1−ji hji
= mi−1∑
j=0
mi−1∑
l=j (lj)umi−1−ji hji
= mi−1∑
j=0 ( mij + 1)umi−1−ji hji
which implies
−1 ≤ (1 − ui)mi−1∑
j=0 ( mij + 1)umi−1−ji hji − (ui + hi)mi
= (1 − ui)mi−1∑
j=0 u
mi−1−j
i (ui + hi)j − (ui + hi)mi
= (1 − ui)ui mi−2∑
j=0 u
mi−2−j
i (ui + hi)j + (1 − ui)(ui + hi)mi−1 − (ui + hi)mi
≤ (1 − ui)ui mi−2∑
j=0 u
mi−2−j
i + (1 − ui)(ui + hi)mi−1 − hi (ui + hi)mi−1
= ui (1 − umi−1i ) + (1 − ui − hi)(ui + hi)mi−1
and maximization of both terms then yields
ui (1 − umi−1i ) + (1 − ui − hi)(ui + hi)mi−1
≤ ( 1
mi
) 1mi−1 (1 − 1
mi
mi−1
mi−1 ) + (1 − mi − 1
mi
)(mi − 1
mi
)mi−1
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= ( 1
mi
) 1mi−1 (mi − 1
mi
) + 1
mi
(mi − 1
mi
)mi−1
≤ mi − 1
mi
+ 1
mi
(mi − 1
mi
)
= mi + 1
mi
mi − 1
mi= m2i − 1
m2i≤ 1
Thus
d∏
i=1 hi +
d∏
i=1 ((ui + hi)mi(1 − ui − hi) − umii (1 − ui))
= d∏
i=1 hi +
d∏
i=1 ((1 − ui)(ui + hi)mi − (1 − ui)umii − hi(ui + hi)mi)
= d∏
i=1 hi +
d∏
i=1 ((1 − ui)
mi∑
j=0(mij )umi−ji hji − (1 − ui)umii − hi(ui + hi)mi)
= d∏
i=1 hi +
d∏
i=1 ((1 − ui)
mi∑
j=1(mij )umi−ji hji − hi(ui + hi)mi)
= d∏
i=1 hi +
d∏
i=1 ((1 − ui)
mi−1∑
j=0 ( mij + 1)umi−(j+1)i hj+1i − hi(ui + hi)mi)
= d∏
i=1 hi +
d∏
i=1 hi ((1 − ui)
mi−1∑
j=0 ( mij + 1)umi−1−ji hji − (ui + hi)mi)
= [1 + d∏
i=1 ((1 − ui)
mi−1∑
j=0 ( mij + 1)umi−1−ji hji − (ui + hi)mi)]
d∏
i=1 hi≥ 0
which proves (i); conditions (ii) and (iii) are obvious.
We conclude this section with some well–known facts concerning continuity and
convergence.
1.1.8 Lemma.
(1) Copulas are Lipschitz continuous with a uniform Lipschitz constant.
(2) The collection Cd is equicontinuous.
Proof. Assertion (1) was proven in Nelsen [2006, Theorem 2.10.7.], and (2) then
follows from  Lojasiewicz [1988, p.49]. 2
The final result of this section asserts that, for a sequence of copulas converging to
a copula, pointwise convergence is the same as uniform convergence:
1.1.9 Lemma. Let {Cn}n∈N ⊆ Cd and C ∈ Cd. Then the following are equivalent:
(a) {Cn}n∈N converges pointwise to C.
(b) {Cn}n∈N converges uniformly to C.
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Proof. That (a) implies (b) follows from  Lojasiewicz [1988, Theorem 3.2.4] and the
facts that Id is compact and Cd is equicontinuous (Lemma 1.1.8). 2
For the rest of this work, we thus restrict ourselves to uniform convergence of se-
quences of copulas.
1.2 The Bivariate Case
The final section of this chapter is dedicated to the case d = 2. This is of interest
since there exist various results about copulas that are solely valid for the bivariate
case. In addition, the representation of some results can be improved or simplified.
We first show that, for d = 2, pointwise order is the same as concordance order. Fur-
ther, we introduce another important and well–known copula: the Fre´chet–Hoeffding
lower boundW , which turns out to be the least element and, in addition, an extremal
point of the collection of all copulas.
The first characteristic we want to point out is the fact that, for d = 2, pointwise
order is the same as concordance order. This result is well–known (see e.g. Taylor
[2007, p.794]), and its proof is straightforward.
1.2.1 Corollary. Let C,D ∈ C2. Then the following are equivalent:
(a) C ≤D.
(b) C ⪯c D.
Besides the Fre´chet–Hoeffding upper bound and the product copula we consider
another important copula:
1.2.2 Example. Fre´chet–Hoeffding lower bound: The function W ∶ I2 → R given
by
W (u, v) ∶= max{u + v − 1,0}
is 2–monotone, grounded and possesses uniform univariate margins, and thus, W is a
copula; see Nelsen [2006, p.11] or Example 2.7.5. Moreover, the inequality
W ≤ C
holds for every copula C ∈ C2; see Nelsen [2006, p.11].
The following corollary is evident from Example 1.2.2 and extends the results given
in Corollary 1.1.2 for the case d = 2; see also Darsow et al. [1992, p. 604 & p.626ff]:
1.2.3 Corollary.
(1) M is the greatest element of (C2,≤).
(2) W is the least element of (C2,≤).
(3) M and W are extremal points of C2.
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A Group of Transformations
Our aim in this chapter is to introduce and investigate a group Γ of transformations
mapping the collection of all copulas into itself.
The transformations in Γ possess a simple probabilistic interpretation: Let (Ω,F , P )
be a probability space and let X ∶ Ω → Rd be a random vector whose margins Xl,
l ∈ {1, ..., d}, are continuous. We denote by FX its joint distribution function and by
FXl the distribution function of Xl, l ∈ {1, ..., d}. Sklar’s Theorem then asserts that
there exists some unique copula CX satisfying
FX(x1, ..., xd) = CX (FX1(x1), ..., FXd(xd))
(see Sklar [1959, 1973]); analogously there exist unique copulas for the random
vector (X1, ...,Xi+1,Xi, ...,Xd) where the coordinates i and i + 1 are interchanged,
for (X1, ...,−Xk, ...,Xd) where the kth coordinate changes sign, and for the random
vector (−X1,−X2, ...,−Xd) where all coordinates change sign. The corresponding
copulas are then connected as follows
C(X1,...,Xi+1,Xi,...,Xd)(u) = CX (η{i,i+1}(u, ui+1 ei + ui ei+1))
C(X1,...,−Xk,...,Xd)(u) = CX (ηk(u,1)) − CX (ηk(u,1 − u))
C(−X1,−X2,...,−Xd)(u) = (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ CX (ηK(1 − u,1))
Thus, C(X1,...,Xi+1,Xi,...,Xd) equals a permuted copula of CX, C(X1,...,−Xk,...,Xd) a reflected
copula of CX, and C(−X1,−X2,...,−Xd) equals the survival copula of CX. In fact, the
obtained copulas are transformations of CX.
Instead of studying these three types of copulas, we here follow the approach of Graf
[2008] who, for the bivariate case, discussed the corresponding transformations on its
own, and thus, transformations mapping the collection of all copulas into itself; see
also Edwards & Taylor [2009], Sachs [2011], Neumann [2012] and Fuchs & Schmidt
[2014]. For the multivariate case, we refer to Taylor [2008, 2010] and Fuchs [2014]:
We hence define the maps pii,i+1, νk, τ ∶ Cd → Cd by letting(pii,i+1(C))(u) ∶= C(η{i,i+1}(u, ui+1 ei + ui ei+1))(νk(C))(u) ∶= C(ηk(u,1)) − C(ηk(u,1 − u))
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and we define τ to be the transformation which turns every copula into its survival
copula. pii,i+1 is called a transposition, νk is called a partial reflection and τ is called
total reflection. The introduced transformations equipped with the composition
form a group Γ consisting of d! 2d elements; for the bivariate case see Neumann
[2012] and Fuchs & Schmidt [2014], and for the multivariate case we refer to Fuchs
[2014]. The group Γ is a realization of the hyperoctahedral group studied for example
by Young [1930], Kerber [1971] and Baake [1984].
Copulas which are invariant with respect to all transformations in a subgroup of Γ
play an important role in connection with measures of concordance; see e.g. Chapter
4 and Chapter 5 below. In this context, some subgroups of Γ such as the subgroup Γpi
containing all transpositions, Γν containing all partial reflections (and hence the total
reflection), and Γτ containing the total reflection seem to be of particular interest.
In literature, invariance with respect to all transformations in Γpi is in accordance
with symmetry or exchangeability (see e.g. Nelsen [2006], Liebscher [2008], Durante
& Papini [2009] and Navarro & Spizzichino [2010]), invariance with respect to all
transformations in Γν is in accordance with joint symmetry (see e.g. Nelsen [1993,
2006]), and invariance with respect to all transformations in Γτ is in accordance with
reflection symmetry or radial symmetry (see e.g. Joe [1997], Nelsen [1993, 2006] and
Dehgani et al. [2013]).
This chapter is organized as follows: In Section 2.1 we introduce transpositions and
partial reflections as elementary transformations mapping the collection of all copulas
into itself. In Section 2.2 we then construct the smallest group Γ containing all trans-
positions and partial reflections. Thus, Γ is a group of transformations mapping the
collection of all copulas into itself. Since for the hyperoctahedral group no general
subgroup structure is known, we thus restrict our consideration to specific subgroups
of Γ for which we present minimal systems of generators (Section 2.3). The subgroup
containing all transpositions and the total reflection is of particular interest since
its 2d! elements are the only transformations in Γ which preserve the symmetry of
a copula and the concordance order between two copulas. We further show that the
transformations preserving ordinary order between two copulas form a subgroup as
well, and we confirm that Γ contains a transformation which turns every copula into
its survival copula (Sections 2.4 & 2.5). In Section 2.6 we study copulas which are
invariant with respect to all transformations in a subset Λ of Γ. Those copulas we
call Λ–invariant. For every subset Λ of Γ, we hence obtain a collection of Λ–invariant
copulas which we investigate with respect to greatest elements. We further intro-
duce the arithmetic mean of a copula with respect to a subset Λ of Γ which turns
out to be a very useful tool. The final section is dedicated to the case d = 2.
The present chapter contains results and, in addition, several formulations of the
paper Fuchs [2014]. This includes the construction of the group Γ in Sections 2.1 &
2.2, the introduction of several subgroups in Section 2.3 (without minimal systems
of generators), the relation between the total reflection and the survival copula in
Section 2.4, and the discussion of subgroups preserving certain properties in Section
2.5.
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2.1 Elementary Transformations on Copulas
In this first section we introduce elementary transformations mapping the collection
of all copulas into itself.
All results and, in addition, several formulations of the present section are due to
Fuchs [2014].
A map ϕ ∶ Cd →Md is said to be a transformation. By the dimension of a transfor-
mation we denote the dimension of its arguments. Throughout this work we omit
any specifications concerning the dimension of a transformation or related quantities
since this is completely determined by the dimension of the copula the transforma-
tion is applied to.
Let Φ denote the collection of all transformations mapping the collection of all
copulas into itself, and define the composition ○ ∶ Φ×Φ→ Φ by letting (ϕ1○ϕ2)(C) ∶=
ϕ1(ϕ2(C)). The composition is associative. The transformation ι ∈ Φ given by
ι(C) ∶= C satisfies ι ○ ϕ = ϕ = ϕ ○ ι for all ϕ ∈ Φ and is called the identity on Cd. A
transformation ϕ ∈ Φ is said to be an involution if ϕ ○ ϕ = ι.
Moreover, let Φ∗ ⊆ Φ be the set of all elements of Φ for which there exists an inverse
element in Φ. For ϕ ∈ Φ∗, we then denote by ϕ∗ the inverse element of ϕ. We obtain
the following result:
2.1.1 Lemma. (Φ, ○) is a semigroup with neutral element ι. Moreover, (Φ∗, ○) is
a subgroup of Φ that contains all involutions.
The term subgroup in Lemma 2.1.1 means that (Φ∗, ○) is a subsemigroup of (Φ, ○)
and a group.
We now introduce two elementary transformations, transpositions and partial re-
flections, on which we will focus our attention in the subsequent sections:
For i, j ∈ {1, ..., d} with i ≠ j, we define the map pii,j ∶ Cd →Md by letting(pii,j(C))(u) ∶= C(η{i,j}(u, uj ei + ui ej))
and, for k ∈ {1, ..., d}, the map νk ∶ Cd →Md by letting(νk(C))(u) ∶= C(ηk(u,1)) − C(ηk(u,1 − u))
pii,j is called a transposition, and νk is called a partial reflection.
It turns out that transpositions and partial reflections map the collection of all
copulas into itself:
2.1.2 Theorem. Every transposition and every partial reflection is in Φ. More-
over, transpositions and partial reflections are involutions and hence in Φ∗.
Proof. It is evident that every transposition of a copula is a copula. Now, consider
C ∈ Cd and k ∈ {1, ..., d}. We prove that νk(C) is a copula as well. To this end,
consider h ∈ Id and u ∈ [0,1 − h]. For all v ∈ [0,1 − hk ek], we first obtain
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((∆khk ○ νk)(C))(v) = (νk(C))(v + hk ek) − (νk(C))(v)= C(ηk(v + hk ek,1)) −C(ηk(v + hk ek,1 − (v + hk ek)))−C(ηk(v,1)) +C(ηk(v,1 − v))= C(ηk(v,1)) −C(ηk(v,1 − v − hk ek))−C(ηk(v,1)) +C(ηk(v,1 − v))= C(ηk(v,1 − v)) −C(ηk(v,1 − v − hk ek))= C(ηk(v,1 − v − hk ek) + hk ek) −C(ηk(v,1 − v − hk ek))= (∆khk(C))(ηk(v,1 − v − hk ek))
Commutativity of the partial difference operators (Corollary B.1.3), the identity es-
tablished before, the fact that ηk(u,1− u− hk ek) ∈ [0,1−h] and the d–monotonicity
of C then imply(∆h(νk(C)))(u)
= (( d◯
l=1,l≠k∆lhl)((∆khk ○ νk)(C)))(u)= (−1)d−1 ∑
L⊆{1,...,d}/{k}(−1)∣L∣ ((∆khk ○ νk)(C))(u + JLh)= (−1)d−1 ∑
L⊆{1,...,d}/{k}(−1)∣L∣ (∆khk(C))(ηk(u + JLh,1 − (u + JLh) − hk ek))= (−1)d−1 ∑
L⊆{1,...,d}/{k}(−1)∣L∣ (∆khk(C))(ηk(u + JLh,1 − u − hk ek))= (−1)d−1 ∑
L⊆{1,...,d}/{k}(−1)∣L∣ (∆khk(C))(ηk(u,1 − u − hk ek) + JLh)
= (( d◯
l=1,l≠k∆lhl)(∆khk(C)))(ηk(u,1 − u − hk ek))= (∆h(C))(ηk(u,1 − u − hk ek))≥ 0
which proves that νk(C) is d–monotone; it is straightforward to show that νk(C) is
grounded and possesses uniform univariate margins.
Further, it is evident that every transposition is an involution. Consider again C ∈ Cd
and k ∈ {1, ..., d}. Since C is grounded, we obtain(νk(νk(C)))(u) = (νk(C))(ηk(u,1)) − (νk(C))(ηk(u,1 − u))= C(ηk(ηk(u,1),1)) − C(ηk(ηk(u,1),1 − ηk(u,1)))−C(ηk(ηk(u,1 − u),1)) +C(ηk(ηk(u,1 − u),1 − ηk(u,1 − u)))= C(ηk(u,1)) − C(ηk(u,0)) − C(ηk(u,1)) +C(u)= C(u)
for all u ∈ Id. Therefore, every partial reflection is an involution as well. This proves
the result. 2
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Theorem 2.1.2 states that every transposition and every partial reflection is in Φ∗.
Thus, there exists a smallest subgroup of Φ containing all transpositions, a small-
est subgroup of Φ containing all partial reflections, and a smallest subgroup of Φ
containing all transpositions and all partial reflections.
2.2 A Group of Transformations on Copulas
In the present section we construct the smallest subgroup Γpi of Φ containing all
transpositions, the smallest subgroup Γν of Φ containing all partial reflections and
the smallest subgroup Γ of Φ containing all transpositions and all partial reflections.
Then Γ is a group of transformations mapping the collection of all copulas into itself,
and Γpi and Γν are subgroups of Γ.
This group Γ will be the main topic of this work.
All results and, in addition, several formulations of the present section are due to
Fuchs [2014].
For the composition of n ∈ N0 transformations ϕm ∈ Φ, m ∈ {1, ..., n}, we write
n◯
m=1ϕm ∶= ⎧⎪⎪⎨⎪⎪⎩ι n = 0ϕn ○◯n−1m=1ϕm otherwise
and, for N = {1, ..., n} and a set of pairwise commuting ϕm ∈ Φ, m ∈ N , we put
◯
m∈N ϕm ∶= n◯m=1ϕm
Recall that the center of a group is the set of all those elements which commute
with every element of the group, and the center is a subgroup.
Let us first consider the smallest subgroup of Φ containing all transpositions. A
transformation is called a permutation if it can be expressed as a finite composition
of transpositions. We denote by
Γpi
the set of all permutations.
The following example will be needed for the proof of Theorem 2.2.2:
2.2.1 Example. Consider d ≥ 3. For j ∈ {1, ..., d}, the function E ∶ Id → R given by
E(u) ∶= Π(u) + uj d∏
i=1,i≠j ui(1 − ui)
is a distortion of Π and hence a copula.
Indeed, for all h ∈ Id and all u ∈ [0,1 − h], we first obtain
−1 ≤ (1 − ui) − (ui + hi) ≤ 1
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for all i ∈ {1, ..., d}/{j} and hence
d∏
i=1 hi + (uj + hj − uj)
d∏
i=1,i≠j ((ui + hi)(1 − ui − hi) − ui(1 − ui))
= d∏
i=1 hi + hj
d∏
i=1,i≠j hi(1 − 2ui − hi)
= [1 + d∏
i=1,i≠j(1 − 2ui − hi)]
d∏
i=1 hi≥ 0
which proves (i); condition (ii) is obvious and (iii) follows from d ≥ 3.
2.2.2 Theorem. Γpi is the smallest subgroup of Φ containing all transpositions.
Moreover, ∣Γpi ∣ = d!. If d = 2, then this subgroup is commutative; if d ≥ 3, then its
center is trivial.
Proof. Since every composition of two permutations is a permutation, Lemma 2.1.1
implies that Γpi is a subsemigroup of Φ with neutral element ι. Now, let pi ∈ Γpi.
Then pi can be expressed as a finite composition of transpositions. Let pi● be the
composition of the same transpositions arranged in reverse order, then pi● ∈ Γpi and
Theorem 2.1.2 yields
pi ○ pi● = ι = pi● ○ pi
Thus, Γpi is a subgroup of Φ. A permutation is a transformation that rearranges
the coordinates of the arguments of a copula. Since there exist d! possibilities to
rearrange d coordinates, we hence obtain the cardinality of Γpi.
For d = 2, we have Γpi = {ι, pi1,2} which shows that the elements of Γpi commute.
Assume now that d ≥ 3. To prove that the center of Γpi is trivial, consider pi ∈ Γpi/{ι}
and C ∈ Cd. Since pi ≠ ι, there exist k, l ∈ {1, ..., d} with k ≠ l such that the k–th
coordinate of the argument of C is the l–th coordinate of the argument of pi(C).
Moreover, for j ∈ {1, ..., d}, consider the copula
Ej(u) = Π(u) + uj d∏
i=1,i≠j ui(1 − ui)
discussed in Example 2.2.1. We then have
pi(Ek) = El
and for some m ∈ {1, ..., d}/{k, l} (which exists since d ≥ 3) we further obtain(pilm ○ pi ○ pilm)(Ek) = (pilm ○ pi)(Ek) = pilm(El) = Em ≠ El = pi(Ek)
This yields pi ○ pilm ≠ pilm ○ pi. Thus, {ι} is the center of Γpi. 2
Now, let us consider the smallest subgroup of Φ containing all partial reflections. A
transformation is called a reflection if it can be expressed as a finite composition of
partial reflections. We denote by
Γν
the set of all reflections.
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2.2.3 Lemma. The identity νk ○ νl = νl ○ νk holds for all k, l ∈ {1, ..., d}.
Proof. Let C ∈ Cd and k, l ∈ {1, ..., d} with k ≠ l. Then
(νk(νl(C)))(u) = (νl(C))(ηk(u,1)) − (νl(C))(ηk(u,1 − u))= C(ηl(ηk(u,1),1)) − C(ηl(ηk(u,1),1 − ηk(u,1)))−C(ηl(ηk(u,1 − u),1)) + C(ηl(ηk(u,1 − u),1 − ηk(u,1 − u)))= C(η{k,l}(u,1)) − C(η{k,l}(u,ek + (1 − ul)el))−C(η{k,l}(u, (1 − uk)ek + el)) + C(η{k,l}(u,1 − u))
for all u ∈ Id, and hence νk ○νl = νl ○νk. Since every partial reflection is an involution
(Theorem 2.1.2), this proves the assertion. 2
Thus, a reflection can be expressed as a finite composition of partial reflections
containing every partial reflection at most once.
The following example will be needed for the proof of Theorem 2.2.5:
2.2.4 Example. The copula
E(u) = Π(u) + d∏
i=1 u2i (1 − ui)
discussed in Example 1.1.7 (mi = 2 for all i ∈ {1, ..., d}) satisfies pi(E) = E for all pi ∈ Γpi
and ν˘(E) ≠ ν¯(E) for all ν˘, ν¯ ∈ Γν with ν˘ ≠ ν¯.
2.2.5 Theorem. Γν is the smallest subgroup of Φ containing all partial reflections.
Moreover, ∣Γν ∣ = 2d. This subgroup is commutative and each of its elements is an
involution.
Proof. Since every composition of two reflections is a reflection, Lemma 2.1.1
implies that Γν is a subsemigroup of Φ with neutral element ι. Moreover, since
partial reflections commute and are involutions, it follows that in fact all reflections
commute and are involutions. In particular, Γν is a subgroup of Φ. Since every
reflection can be expressed as a finite composition of partial reflections containing
every partial reflection at most once, the cardinality of Γν is at most 2d. That∣Γν ∣ = 2d then follows from Example 2.2.4 since the application of the reflections in
Γν to E produces 2d distinct copulas. 2
Finally, let us consider the smallest subgroup of Φ containing all transpositions and
all partial reflections. A transformation is called a symmetry if it can be expressed
as a composition of a permutation and a reflection. We denote by
Γ
the set of all symmetries. Note that every symmetry can be expressed as a finite
composition of transpositions and partial reflections.
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We need the following lemma which includes results for the composition of a trans-
position and a partial reflection:
2.2.6 Lemma. Let i, j ∈ {1, ..., d} with i ≠ j and k ∈ {1, ..., d}/{i, j}. Then
(1) pii,j ○ νj = νi ○ pii,j
(2) pii,j ○ νi = νj ○ pii,j
(3) pii,j ○ νk = νk ○ pii,j
In particular, pii,j commutes neither with νi nor with νj.
Proof. Let C ∈ Cd. Then we obtain
(pii,j(νj(C)))(u) = (νj(C))(η{i,j}(u, uj ei + ui ej))= C(ηj(η{i,j}(u, uj ei + ui ej),1))−C(ηj(η{i,j}(u, uj ei + ui ej),1 − η{i,j}(u, uj ei + ui ej)))= C(η{i,j}(u, uj ei + ej)) − C(η{i,j}(u, uj ei + (1 − ui)ej))= (pii,j(C))(ηi(u,1)) − (pii,j(C))(ηi(u,1 − u))= (νi(pii,j(C)))(u)
for all u ∈ Id. This proves (1). Analogously, we obtain (2). Moreover
(pii,j(νk(C)))(u) = (νk(C))(η{i,j}(u, uj ei + ui ej))= C(ηk(η{i,j}(u, uj ei + ui ej),1))−C(ηk(η{i,j}(u, uj ei + ui ej),1 − η{i,j}(u, uj ei + ui ej)))= C(η{i,j,k}(u, uj ei + ui ej + ek))−C(η{i,j,k}(u, uj ei + ui ej + (1 − uk)ek))= (pii,j(C))(ηk(u,1)) − (pii,j(C))(ηk(u,1 − u))= (νk(pii,j(C)))(u)
for all u ∈ Id. This proves (3). 2
The present lemma comprises results for the composition of a permutation and a
reflection, and it also shows that the intersection of the subgroups Γpi and Γν is
trivial:
2.2.7 Lemma.
(1) For every pi ∈ Γpi and every ν ∈ Γν there exists some p¯i ∈ Γpi and some ν¯ ∈ Γν
such that
pi ○ ν = ν¯ ○ p¯i
(2) For every pi ∈ Γpi and every ν ∈ Γν there exists some p¯i ∈ Γpi and some ν¯ ∈ Γν
such that
ν ○ pi = p¯i ○ ν¯
(3) Γpi ∩ Γν = {ι}
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Proof. Assertions (1) and (2) immediately follow from Lemma 2.2.6. We now prove
(3). It is obvious that ι ∈ Γpi ∩ Γν . Assume that there exists some γ ∈ Γpi ∩ Γν such
that γ ≠ ι and consider the copula
E(u) = Π(u) + d∏
i=1 u2i (1 − ui)
discussed in Example 2.2.4. Since γ ∈ Γpi we have γ(E) = E, and since γ ∈ Γν and
γ ≠ ι we have γ(E) ≠ ι(E) = E. Thus, Γpi ∩ Γν = {ι}. 2
Lemma 2.2.7 yields
Γ = {ϕ ∈ Φ ∣ ϕ = pi ○ ν for some pi ∈ Γpi and some ν ∈ Γν}= {ϕ ∈ Φ ∣ ϕ = ν ○ pi for some pi ∈ Γpi and some ν ∈ Γν}
and the representation of a symmetry in terms of a permutation and a reflection is
unique which is again a consequence of Lemma 2.2.7:
2.2.8 Lemma.
(1) For every γ ∈ Γ there exist unique pi ∈ Γpi and ν ∈ Γν such that γ = pi ○ ν.
(2) For every γ ∈ Γ there exist unique pi ∈ Γpi and ν ∈ Γν such that γ = ν ○ pi.
The reflection which can be expressed as the finite composition of partial reflections
containing every partial reflection exactly once is called the total reflection. We
denote the total reflection by
τ
The total reflection is an involution and we have
τ = d◯
k=1νk
Moreover, we put
Γτ ∶= {ι, τ}
2.2.9 Theorem. Γ is the smallest subgroup of Φ containing all transpositions and
all partial reflections. Moreover, ∣Γ∣ = d! 2d and the center of Γ is Γτ .
Proof. Consider γ˘, γ¯ ∈ Γ. As a consequence of Lemma 2.2.8, there exist unique
p˘i, p¯i ∈ Γpi and ν˘, ν¯ ∈ Γν such that γ˘ = p˘i ○ ν˘ and γ¯ = p¯i ○ ν¯, and Lemma 2.2.7 yields the
existence of some pi ∈ Γpi and some ν ∈ Γν such that ν˘ ○ p¯i = pi ○ ν. We then obtain
γ˘ ○ γ¯ = p˘i ○ ν˘ ○ p¯i ○ ν¯ = p˘i ○ pi ○ ν ○ ν¯
Since p˘i ○pi ∈ Γpi and ν ○ ν¯ ∈ Γν we have γ˘ ○ γ¯ ∈ Γ, and thus, Lemma 2.1.1 implies that
Γ is a subsemigroup of Φ with neutral element ι. Further, let p˘i∗ ∈ Γpi be the inverse
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element of p˘i and let ν˘∗ ∈ Γν be the inverse element of ν˘. Set γ˘● ∶= ν˘∗ ○ p˘i∗. Then
γ˘● ∈ Γ and we obtain
γ˘ ○ γ˘● = p˘i ○ ν˘ ○ ν˘∗ ○ p˘i∗ = ι = ν˘∗ ○ p˘i∗ ○ p˘i ○ ν˘ = γ˘● ○ γ˘
Thus, Γ is a subgroup of Φ and since Γpi ∩ Γν = {ι} we have ∣Γ∣ = ∣Γpi ∣ ⋅ ∣Γν ∣ = d! 2d.
We now prove that the center Z(Γ) of Γ is Γτ . First of all, Lemma 2.2.6 implies
pii,j ○ τ = pii,j ○ d◯
k=1νk = d◯k=1
k∉{i,j}
νk ○ pii,j ○ νi ○ νj = d◯
k=1
k∉{i,j}
νk ○ νj ○ νi ○ pii,j = τ ○ pii,j
for all i, j ∈ {1, ..., d} with i ≠ j, and hence pi ○ τ = τ ○ pi for all pi ∈ Γpi. Since τ
commutes with every reflection as well, we obtain Γτ ⊆ Z(Γ). Moreover, recall that,
for d = 2, Γpi = {ι, pi1,2} and pi1,2 commutes neither with ν1 nor with ν2 (Lemma
2.2.6), and, for d ≥ 3, the center of Γpi is trivial (Theorem 2.2.2). In both cases,
we hence obtain Z(Γ) ∩ Γpi = {ι}, and thus, the subgroup Z(Γ) lies in the largest
subgroup Λ ⊆ Γ of Γ which satisfies Λ∩Γpi = {ι}. We now prove that Γν is the largest
subgroup satisfying this property. Recall that Γν ∩ Γpi = {ι}, and assume that there
exists a subgroup Λ ⊆ Γ which satisfies Γν ⊂ Λ and Λ ∩ Γpi = {ι}. Then there exists
some γ ∈ Λ satisfying γ = pi ○ ν with unique pi ∈ Γpi/{ι} and ν ∈ Γν . Let ν∗ ∈ Λ be the
inverse element of ν. Since Λ is a subgroup we obtain
pi = pi ○ ν ○ ν∗ = γ ○ ν∗ ∈ Λ
which contradicts Λ ∩ Γpi = {ι}. Thus, Z(Γ) ⊆ Γν . Now, consider ν ∈ Γν/Γτ . Then
there exists some K ⊆ {1, ..., d} with 1 ≤ ∣K ∣ ≤ d − 1 such that ν =◯k∈K νk. Choose
i ∈K and j ∈ {1, ..., d}/K. Lemma 2.2.6 then yields
pii,j ○ ν = pii,j ○ ◯
k∈K νk= pii,j ○ ◯
k∈K/{i}νk ○ νi= ◯
k∈K/{i}νk ○ pii,j ○ νi= ◯
k∈K/{i}νk ○ νj ○ pii,j
Further, consider the copula
E(u) = Π(u) + d∏
i=1 u2i (1 − ui)
discussed in Example 2.2.4. Recall that E satisfies pi(E) = E for all pi ∈ Γpi and
ν˘(E) ≠ ν¯(E) for all ν˘, ν¯ ∈ Γν with ν˘ ≠ ν¯. We then obtain
(pii,j ○ ν)(E) = ( ◯
k∈K/{i}νk ○ νj ○ pii,j)(E)
= ( ◯
k∈K/{i}νk ○ νj)(E)≠ ν(E)= (ν ○ pii,j)(E)
This yields pii,j ○ ν ≠ ν ○ pii,j, and thus, Z(Γ) = Γτ . 2
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The group Γ is a representation of the hyperoctahedral group with d! 2d elements.
For a detailed discussion of the hyperoctahedral group including its structure and
representations we refer to Young [1930], Kerber [1971] and Baake [1984].
Remark. The construction of the group Γ can be generalized to transformations
acting on the set of functions Id → R which are solely grounded. In this case, Γ can
be applied to semi–copulas and quasi–copulas.
2.3 Subgroups and Generators
In Section 2.2 we constructed the group Γ and considered first important subgroups.
In this section we introduce further subgroups of Γ and focus on minimal systems of
generators. This is of interest since it simplifies the verification that a given copula
is invariant with respect to all transformations in a subgroup of Γ. We conclude this
section with some results concerning convexity and convergence.
The present section contains results and, in addition, several formulations of the
paper Fuchs [2014]. This includes Lemma 2.3.1, Examples 2.3.3 and Lemma 2.3.6.
In addition to the subgroups Γpi, Γν and Γτ considered before, we define the set
Γpi,τ ∶= {γ ∈ Γ ∣ γ = pi ○ ϕ for some pi ∈ Γpi and some ϕ ∈ Γτ}
which turns out to be of decisive importance throughout this work. Since Γτ is the
center of Γ, we have
Γpi,τ = {γ ∈ Γ ∣ γ = ϕ ○ pi for some pi ∈ Γpi and some ϕ ∈ Γτ}
and this implies that Γpi,τ is a subgroup of Γ. Moreover, ∣Γpi,τ ∣ = 2d!.
As a counterpart to the total reflection τ , we denote by
ψ ∶= d−1◯
i=1 pii,i+1
the total permutation. The total permutation is a permutation and satisfies
d◯
i=1ψ = ι
We further consider the sets
Γψ ∶= {γ ∈ Γ ∣ γ = m◯
i=1ψ for some m ∈ {1, ..., d}}
Γψ,ν ∶= {γ ∈ Γ ∣ γ = ϕ ○ ν for some ϕ ∈ Γψ and some ν ∈ Γν}
Γψ,τ ∶= {γ ∈ Γ ∣ γ = ϕ1 ○ ϕ2 for some ϕ1 ∈ Γψ and some ϕ2 ∈ Γτ}
which are also subgroups of Γ:
2.3.1 Lemma. Γψ, Γψ,ν and Γψ,τ are subgroups of Γ.
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Proof. It follows from ◯di=1ψ = ι that Γψ is a subgroup of Γ. Since
ν1 = m−1◯
i=1 ψ ○ νm ○ d−(m−1)◯i=1 ψ
for all m ∈ {1, ..., d}, and hence
νk ○ l−k◯
i=1ψ = l−k◯i=1ψ ○ νl
for all k, l ∈ {1, ..., d} such that k ≤ l, we also obtain that Γψ,ν is a subgroup of Γ.
That Γψ,τ is a subgroup of Γ follows from the fact that Γτ is the center of Γ. 2
Moreover, Γpi,τ ∩ Γψ,ν = Γψ,τ , Γpi ∩ Γψ,τ = Γψ, Γψ,τ ∩ Γν = Γτ and Γψ ∩ Γτ = {ι}.
The following figure displays the lattice of the subgroups of Γ considered before:
Γ
Γpi,τ Γψ,ν
Γψ,τΓpi Γν
Γψ Γτ
{ι}
For each of these subgroups we give a minimal system of generators:
2.3.2 Theorem.
(1) The set {ψ} is a minimal generator of Γψ.
(2) The set {τ} is a minimal generator of Γτ .
(3) For every i ∈ {1, ..., d − 1} the set {pii,i+1, ψ} is a minimal generator of Γpi.
(4) The set {ψ, τ} is a minimal generator of Γψ,τ .
(5) The set {νl, l ∈ {1, ..., d}} is a minimal generator of Γν.
(6) For every i ∈ {1, ..., d − 1} the set {pii,i+1, ψ, τ} is a minimal generator of Γpi,τ .
(7) For every k ∈ {1, ..., d} the set {ψ, νk} is a minimal generator of Γψ,ν.
(8) For every i ∈ {1, ..., d − 1} and every k ∈ {1, ..., d} the set {pii,i+1, ψ, νk} is a
minimal generator of Γ.
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Proof. Assertions (1) and (2) are evident from the definitions of Γψ and Γτ .
We now prove (3). To this end, consider i ∈ {1, ..., d − 1}. Since
pi1,2 = j−1◯
l=1 ψ ○ pij,j+1 ○ d−(j−1)◯l=1 ψ
for all j ∈ {1, ..., d}, and hence
pij,j+1 = d−(j−1)◯
l=1 ψ ○ i−1◯l=1ψ ○ pii,i+1 ○ d−(i−1)◯l=1 ψ ○ j−1◯l=1 ψ
for all j ∈ {1, ..., d}, we obtain that {pii,i+1, ψ} generates {pii,i+1, i ∈ {1, ..., d − 1}}.
Further, every transposition and hence every permutation can be expressed as a
finite composition of transpositions {pii,i+1, i ∈ {1, ..., d−1}}. Thus, the set {pii,i+1, ψ}
also generates Γpi. That this generator is minimal follows from (1) and the fact that
pii,i+1 is an involution. This proves (3).
Assertion (4) is an immediate consequence of the definition of Γψ,τ , (1) and (2).
We now prove (5). Since every reflection can be expressed as a finite composition of
partial reflections containing every partial reflection at most once, it is evident that{νl, l ∈ {1, ..., d}} generates Γν . Moreover, since τ ∈ Γν is the reflection containing
every partial reflection exactly once, we obtain that the generator {νl, l ∈ {1, ..., d}}
is minimal. This proves (5).
Assertion (6) follows from (3), (2) and the definition of Γpi,τ together with (3), (4)
and the fact that pii,i+1 and τ are involutions.
Moreover, we prove (7). To this end, consider k ∈ {1, ..., d}. Since
νl = k−l◯
i=1ψ ○ νk ○ d−(k−l)◯i=1 ψ
for all l ∈ {1, ..., d} such that l < k, as well as
νl = d−(l−k)◯
i=1 ψ ○ νk ○ l−k◯i=1ψ
for all l ∈ {1, ..., d} such that k < l, we obtain that {ψ, νk} generates {νl, l ∈ {1, ..., d}}
and hence Γν as well as Γψ,ν . That this generator is minimal follows from (1) and
the fact that νk is an involution. This proves (7).
Finally, consider i ∈ {1, ..., d − 1} and k ∈ {1, ..., d}. Then {pii,i+1, ψ, νk} generates
Γpi ∪ Γν
and since every symmetry can be expressed as a composition of a permutation and a
reflection, we hence obtain that {pii,i+1, ψ, νk} is a generator of Γ. That this generator
is minimal follows from (3), (7) and the fact that pii,i+1 and νk are involutions. This
proves (8). 2
Assertions (3) and (8) of Theorem 2.3.2 are essentially due to Baake [1984].
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We resume the discussion of copulas M and Π initiated in Examples 1.1.1:
2.3.3 Examples.
(1) The copula M satisfies
γ(M) =M
for all γ ∈ Γpi,τ .
Indeed, since pi1,2(M) = M , ψ(M) = M and τ(M) = M (see Theorem 2.4.3 below
together with Example 1.1.3), we have γ(M) =M for all γ ∈ Γpi,τ .
(2) The copula Π satisfies
γ(Π) = Π
for all γ ∈ Γ.
Indeed, since pi1,2(Π) = Π, ψ(Π) = Π and ν1(Π) = Π, we have γ(Π) = Π for all γ ∈ Γ.
Note that most of the generators discussed in Theorem 2.3.2 do not depend on the
dimension of their elements.
For i ∈ {1, ..., d − 1} and k ∈ {1, ..., d}, the following figure displays minimal systems
of generators of the subgroups of Γ considered before:
{pii,i+1, ψ, νk}
{pii,i+1, ψ, τ} {ψ, νk}
{ψ, τ}{pii,i+1, ψ} {νl, l ∈ {1, ..., d}}
{ψ} {τ}
{ι}
In addition, the group Γ is generated by d involutions:
2.3.4 Corollary.
(1) The set {pii,i+1, i ∈ {1, ..., d − 1}} is a minimal generator of Γpi.
(2) For every k ∈ {1, ..., d} the set {pii,i+1, i ∈ {1, ..., d − 1}} ∪ {νk} is a minimal
generator of Γ.
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Proof. We first prove (1). Since ψ = ◯d−1i=1 pii,i+1, Theorem 2.3.2 (3) implies that{pii,i+1, i ∈ {1, ..., d − 1}} generates Γpi. We now prove that this generator is minimal.
The case d = 2 is evident. Now, let d ≥ 3 and, for j ∈ {1, ..., d − 1}, consider the set
{pii,i+1, i ∈ {1, ..., j − 1}} ∪ {pii,i+1, i ∈ {j + 1, ..., d − 1}}
where the transposition pij,j+1 is cancelled. This set generates a subgroup of trans-
formations of Γpi which rearrange the first j and the last d − j coordinates of the
arguments of a copula. The cardinality of this subgroup is j! ⋅ (d − j)!. Since
j! ⋅ (d − j)! < d! for all j ∈ {1, ..., d − 1}, we have Λ ⊂ Γpi and Λ ≠ Γpi. Thus, the
generator {pii,i+1, i ∈ {1, ..., d − 1}} is minimal. This proves (1).
We now prove (2). To this end, consider k ∈ {1, ..., d}. Since ψ =◯d−1i=1 pii,i+1, Theorem
2.3.2 (8) implies that {pii,i+1, i ∈ {1, ..., d − 1}} ∪ {νk} generates Γ. Assertion (1) and
an analogous argumentation as in the proof of (1) finally yield the minimality of
this generator. This proves (2). 2
We conclude this section with some additional and useful results concerning the
group Γ.
For a subgroup Λ of Γ, we put
Λ∗ ∶= {γ¯ ∈ Γ ∣ γ¯ = γ∗ for some γ ∈ Λ}
The present result, which will be needed in Chapter 3 below, asserts that Λ∗ = Λ;
its proof is straightforward:
2.3.5 Lemma. Let Λ ⊆ Γ be a subgroup of Γ. Then Λ∗ = Λ.
The next result, which will be needed in Section 2.6 and Chapter 4 below, dis-
cusses the transformations in Γ with regard to convexity; its proof is an immediate
consequence of Corollary 2.3.4:
2.3.6 Lemma. Let C,D ∈ Cd and a ∈ (0,1). Then the identity
γ(aC + (1 − a)D) = aγ(C) + (1 − a)γ(D)
holds for every γ ∈ Γ.
The final result of this section deals with convergence, and will be needed in Chapter
3 and Chapter 4 below:
2.3.7 Lemma. Let {Cn}n∈N ⊆ Cd, C ∈ Cd and let γ ∈ Γ. Then the following are
equivalent:
(a) {Cn}n∈N converges uniformly to C.
(b) {γ(Cn)}n∈N converges uniformly to γ(C).
Proof. First of all, the equivalence for pointwise convergence is evident from
the definitions of a transposition and a partial reflection and Corollary 2.3.4. The
assertion then follows from Lemma 1.1.9. 2
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2.4 Total Reflection and Survival Copula
In the present section we focus on the transformations in the subgroup Γν .
For a reflection of a copula, we first give an explicit representation in terms of the
original copula. Moreover, one of the transformations in Γν is of particular interest
since it turns every copula into its survival copula.
The present section contains results and, in addition, several formulations of the
paper Fuchs [2014]. This includes Lemma 2.4.1 and parts of Examples 2.4.2.
We first give an explicit representation of a reflection of a copula:
2.4.1 Lemma. Let ν ∈ Γν such that ν = ◯k∈K νk for some K ⊆ {1, ..., d} and let
C ∈ Cd. Then (ν(C))(u) = (−1)∣K∣ ∑
L⊆K(−1)∣L∣ C(ηL(ηK(u,1 − u),1))
for all u ∈ Id. In particular(τ(C))(u) = (−1)d ∑
L⊆{1,...,d}(−1)∣L∣ C(ηL(1 − u,1))
for all u ∈ Id.
Proof. We prove the assertion by induction with respect to the cardinality of
K ⊆ {1, ..., d}. The case ∣K ∣ = 0 is evident. Now, let i ∈ {1, ..., d}. Then(νi(C))(u) = C(ηi(u,1)) − C(ηi(u,1 − u))= (−1)1 ∑
L⊆{i}(−1)∣L∣ C(ηL(ηi(u,1 − u),1))
for all u ∈ Id. Further, let k ∈ {2, ..., d} and consider N ⊆ {1, ..., d} such that ∣N ∣ = k,
and assume that the assertion is fulfilled for all M ⊆ N with 1 ≤ ∣M ∣ ≤ k−1. Without
loss of generality, we may assume that N = {1, ..., k}. Then we obtain
(( ◯
l∈{1,...,k}νl)(C))(u)= (( ◯
l∈{1,...,k−1}νl)(νk(C)))(u)= (−1)k−1 ∑
L⊆{1,...,k−1}(−1)∣L∣ (νk(C))(ηL(η{1,...,k−1}(u,1 − u),1))
= (−1)k−1 ∑
L⊆{1,...,k−1}(−1)∣L∣ (νk(C))(
d∑
l=k ul el + ∑l∈{1,...,k−1}/L(1 − ul)el +∑l∈L el)
= (−1)k−1 ∑
L⊆{1,...,k−1}(−1)∣L∣ C(
d∑
l=k+1ul el + ∑l∈{1,...,k−1}/L(1 − ul)el + ∑l∈L∪{k}el)
− (−1)k−1 ∑
L⊆{1,...,k−1}(−1)∣L∣ C(
d∑
l=k+1ul el + ∑l∈{1,...,k}/L(1 − ul)el +∑l∈L el)
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= (−1)k ∑
L⊆{1,...,k−1}(−1)∣L∪{k}∣ C(
d∑
l=k+1ul el + ∑l∈{1,...,k}/(L∪{k})(1 − ul)el + ∑l∈L∪{k}el)
+ (−1)k ∑
L⊆{1,...,k−1}(−1)∣L∣ C(
d∑
l=k+1ul el + ∑l∈{1,...,k}/L(1 − ul)el +∑l∈L el)
= (−1)k ∑
L⊆{1,...,k}(−1)∣L∣ C(
d∑
l=k+1ul el + ∑l∈{1,...,k}/L(1 − ul)el +∑l∈L el)= (−1)k ∑
L⊆{1,...,k}(−1)∣L∣ C(ηL(η{1,...,k}(u,1 − u),1))
for all u ∈ Id. This completes the proof. 2
We resume the discussion of copulas M and Π:
2.4.2 Examples.
(1) For every transformation ν ∈ Γν/Γτ the copula M satisfies(ν(M))(u) = 0
for all u ∈ [0, 12].
Indeed, consider ν ∈ Γν/Γτ such that ν = ◯k∈K νk for some K ⊆ {1, ..., d} with 1 ≤∣K ∣ ≤ d − 1 and u ∈ [0, 12]. Lemma 2.4.1 then implies(ν(M))(u) = (−1)∣K∣ ∑
L⊆K(−1)∣L∣ M(ηL(ηK(u,1 − u),1))= (−1)∣K∣ ∑
L⊆K(−1)∣L∣ min{{ui ∣ i ∈ {1, ..., d}/K} ∪ {1 − ui ∣ i ∈K/L}}= min{ui ∣ i ∈ {1, ..., d}/K} ∑
L⊆K(−1)∣K∣−∣L∣= 0
(2) For every transformation ν ∈ Γν/Γτ the copula Π satisfies
(ν(Π))(12) = Π(12) = 12d
The next theorem asserts that the total reflection turns every copula into its survival
copula; this result is an immediate consequence of Lemma 2.4.1:
2.4.3 Theorem. For every C ∈ Cd we have
τ(C) = Ĉ
In particular, Ĉ ∈ Cd.
As a consequence, the concordance order relation can be reformulated in terms of
the transformations in Γτ :
2.4.4 Corollary. Consider C,D ∈ Cd. Then the following are equivalent:
(a) C ⪯c D.
(b) γ(C) ≤ γ(D) for all γ ∈ Γτ .
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2.5 Symmetry and Order Preserving Subgroups
In the following section we focus on subgroups of Γ which preserve certain properties
of copulas. It turns out that the transformations which belong to the subgroup
Γpi,τ are of decisive importance since they are the only transformations in Γ which
preserve the symmetry of a copula and the concordance order between two copulas.
We further show that the transformations preserving ordinary order between two
copulas form a subgroup as well.
All results and, in addition, several formulations of the present section are due to
Fuchs [2014].
A copula C ∈ Cd is said to be symmetric if it satisfies
C(η{i,i+1}(u, ui+1 ei + ui ei+1)) = C(u)
for all u ∈ Id and all i ∈ {1, ..., d − 1}. Thus, C is symmetric if and only if pi(C) = C
for all pi ∈ Γpi.
Examples 2.3.3 assert that the copulas M and Π are symmetric:
2.5.1 Examples.
(1) The copula M is symmetric.
(2) The copula Π is symmetric.
A transformation γ ∈ Γ is said to be symmetry preserving if, for any symmetric
C ∈ Cd, γ(C) is symmetric.
2.5.2 Theorem. A transformation γ ∈ Γ is symmetry preserving if and only if
γ ∈ Γpi,τ .
Proof. It is obvious that every element of Γpi is symmetry preserving. Moreover,
let γ¯ ∈ Γpi,τ/Γpi and C ∈ Cd be symmetric. As a consequence of Lemma 2.2.8, there
exists a unique p¯i ∈ Γpi such that γ¯ = p¯i ○ τ and hence
pi(γ¯(C)) = (pi ○ p¯i ○ τ)(C) = (τ ○ pi ○ p¯i)(C) = τ(C) = (τ ○ p¯i)(C) = (p¯i ○ τ)(C) = γ¯(C)
for all pi ∈ Γpi. Thus, every element of Γpi,τ is symmetry preserving.
Now, let γ¯ ∈ Γ/Γpi,τ . As a consequence of Lemma 2.2.8, there exist unique p¯i ∈ Γpi
and ν¯ ∈ Γν/Γτ such that γ¯ = ν¯ ○ p¯i and ν¯ = ◯k∈K νk for some K ⊆ {1, ..., d} with
1 ≤ ∣K ∣ ≤ d − 1. First of all, for every symmetric C ∈ Cd we obtain
γ¯(C) = (ν¯ ○ p¯i)(C) = ν¯(C) = (◯
k∈K νk) (C)
Moreover, choose i ∈K and j ∈ {1, ..., d}/K. Lemma 2.2.6 then yields
(pii,j ○ γ¯)(C) = (pii,j ○ ◯
k∈K νk) (C)= (pii,j ○ ◯
k∈K/{i}νk ○ νi)(C)
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= ( ◯
k∈K/{i}νk ○ pii,j ○ νi)(C)
= ( ◯
k∈K/{i}νk ○ νj ○ pii,j)(C)
= ( ◯
k∈K/{i}νk ○ νj)(C)
for every symmetric C ∈ Cd. Further, consider the symmetric copula
E(u) = Π(u) + d∏
i=1 u2i (1 − ui)
discussed in Example 2.2.4. We then obtain
(pii,j ○ γ¯)(E) = ( ◯
k∈K/{i}νk ○ νj)(E) ≠ (◯k∈K νk) (E) = γ¯(E)
Thus, the elements of Γpi,τ are the only symmetry preserving symmetries. 2
The following symmetric copula will be needed for the proof of Theorem 2.5.4:
2.5.3 Example. The copula
E(u) = Π(u) + d∏
i=1 ui(1 − ui)
discussed in Example 1.1.7 (mi = 1 for all i ∈ {1, ..., d}) is symmetric.
A transformation γ ∈ Γ is said to be order preserving if, for any C,D ∈ Cd, C ≤ D
implies γ(C) ≤ γ(D).
2.5.4 Theorem.
(1) Let d = 2. Then a transformation γ ∈ Γ is order preserving if and only if γ ∈ Γpi,τ .
(2) Let d ≥ 3. Then a transformation γ ∈ Γ is order preserving if and only if γ ∈ Γpi.
Proof. The proof of (1) is straightforward; see also Theorem 2.7.6 below.
Now, we want to prove (2). It is obvious that every element of Γpi is order preserving.
Moreover, let γ ∈ Γ/Γpi,τ . As a consequence of Lemma 2.2.8, there exist unique
pi ∈ Γpi and ν ∈ Γν/Γτ such that γ = ν ○ pi. The copulas M and Π satisfy γ(Π) = Π
and γ(M) = (ν ○ pi)(M) = ν(M) (see Examples 2.3.3) as well as Π ≤ M . However,
Examples 2.4.2 yield
(γ(M))(12) = (ν(M))(12) = 0 < 12d = Π(12) = (γ(Π))(12)
Thus, the elements of Γ/Γpi,τ are not order preserving.
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Further, let γ ∈ Γpi,τ/Γpi. As a consequence of Lemma 2.2.8, there exists a unique
pi ∈ Γpi such that γ = τ ○ pi. Consider first d ∈ 2N + 1 and the copula
E(u) = Π(u) + d∏
i=1 ui(1 − ui)
discussed in Example 2.5.3. E is symmetric and satisfies
(τ(E))(u) = Π(u) + (−1)d d∏
i=1 ui(1 − ui)
We then have Π ≤ E but γ(E) = (τ ○ pi)(E) = τ(E) ≤ Π = γ(Π). Finally, consider
d ∈ 2N with d ≥ 4 and, for j ∈ {1, ..., d}, the copula
Ej(u) = Π(u) + uj d∏
i=1,i≠j ui(1 − ui)
discussed in Example 2.2.1. There exists some k ∈ {1, ..., d} such that pi(Ej) = Ek
and Ek satisfies (νl(Ek))(u) = Π(u) − uk d∏
i=1,i≠kui(1 − ui)
for all l ≠ k and νk(Ek) = Ek, and hence
(τ(Ek))(u) = Π(u) + (−1)d−1uk d∏
i=1,i≠kui(1 − ui)
We then have Π ≤ Ej but γ(Ej) = (τ ○ pi)(Ej) = τ(Ek) ≤ Π = γ(Π) which implies
that the elements of Γpi,τ/Γpi are not order preserving.
Thus, the elements of Γpi are the only order preserving symmetries. 2
A transformation γ ∈ Γ is said to be concordance order preserving if, for any C,D ∈Cd, C ⪯c D implies γ(C) ⪯c γ(D).
2.5.5 Theorem. A transformation γ ∈ Γ is concordance order preserving if and
only if γ ∈ Γpi,τ .
Proof. It is obvious that every element of Γpi,τ is concordance order preserving.
Now, let γ ∈ Γ/Γpi,τ . As a consequence of Lemma 2.2.8, there exist unique pi ∈ Γpi
and ν ∈ Γν/Γτ such that γ = ν ○ pi. The copulas M and Π satisfy γ(Π) = Π and
γ(M) = (ν ○ pi)(M) = ν(M) (see Examples 2.3.3) as well as Π ⪯c M . However,
Examples 2.4.2 yield
(γ(M))(12) = (ν(M))(12) = 0 < 12d = Π(12) = (γ(Π))(12)
Thus, the elements of Γpi,τ are the only concordance order preserving symmetries.2
Remark. Recall that, for d = 2, pointwise order is the same as concordance
order. Thus, the subgroup of all order preserving symmetries and the subgroup of
all concordance order preserving symmetries coincide as stated in Theorems 2.5.4
and 2.5.5.
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2.6 Invariance of Copulas
In Section 2.5 we introduced copulas which are invariant with respect to all trans-
formations in the subgroup Γpi. Those copulas are called symmetric. In the present
section we extend this approach and study copulas that are invariant with respect
to all transformations in a subset Λ of Γ. Those copulas we call Λ–invariant. For
every subset Λ of Γ, we hence obtain a collection of Λ–invariant copulas which we
investigate with respect to greatest elements. In particular, we present some addi-
tional insight into the properties of Γν–invariant copulas. We further introduce the
arithmetic mean of a copula with respect to a subset Λ of Γ which turns out to be
a very useful tool.
For every copula C ∈ Cd, we denote by
ΓC ∶= {γ ∈ Γ ∣γ(C) = C}
the set of all transformations γ ∈ Γ which satisfy γ(C) = C. Then ΓC is a subgroup
of Γ and is called stabilizer of C.
Let Λ be a subset of Γ. A copula C ∈ Cd is said to be Λ–invariant if
Λ ⊆ ΓC
It hence follows that every copula C ∈ Cd is ΓC–invariant.
We reformulate the results given in Examples 2.3.3:
2.6.1 Examples.
(1) M is Γpi,τ–invariant and, in particular, symmetric.
(2) Π is Γ–invariant and, in particular, symmetric.
For a subset Λ ⊆ Γ, we denote by
CdΛ ∶= {C ∈ Cd ∣C is Λ–invariant}
the collection of all copulas which are Λ–invariant. The following result is an imme-
diate consequence of Lemma 2.3.6:
2.6.2 Corollary. Let Λ be a subset of Γ. Then CdΛ is a convex subset of Cd.
For a copula C ∈ Cd and a subset Λ ⊆ Γ, we further denote by
CΛ ∶= 1∣Λ∣ ∑γ∈Λγ(C)
the arithmetic mean of C with respect to Λ. Since Cd is convex, we obtain CΛ ∈ Cd.
Note that every Λ–invariant copula C satisfies CΛ = C.
It turns out that the arithmetic mean of a copula with respect to a subgroup Λ of
Γ is Λ–invariant:
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2.6.3 Theorem. Let C ∈ Cd and Λ be a subgroup of Γ.
(1) The identity
γ(CΛ) = CΛ
holds for all γ ∈ Λ.
(2) The identity (γ(C))Λ = CΛ
holds for all γ ∈ Λ.
In particular, CΛ is Λ–invariant.
Proof. Consider γ ∈ Λ. We first prove the identity
{γ¯ ∈ Γ ∣ γ¯ = γ ○ γ˘ for some γ˘ ∈ Λ} = Λ = {γ¯ ∈ Γ ∣ γ¯ = γ˘ ○ γ for some γ˘ ∈ Λ}
Since Λ is a subgroup, we have γ ○ γ˘ ∈ Λ for all γ˘ ∈ Λ, and thus, {γ¯ ∈ Γ ∣ γ¯ = γ ○
γ˘ for some γ˘ ∈ Λ} ⊆ Λ. Now, consider γ¯ ∈ Λ. Since Λ is a subgroup, we have γ−1 ∈ Λ
and γ−1 ○ γ¯ ∈ Λ which yields γ¯ = γ ○ γ−1 ○ γ¯ ∈ {γ¯ ∈ Γ ∣ γ¯ = γ ○ γ˘ for some γ˘ ∈ Λ}. This
proves the first identity. Analogously, we obtain Λ = {γ¯ ∈ Γ ∣ γ¯ = γ˘○γ for some γ˘ ∈ Λ}.
Lemma 2.3.6 further implies
γ(CΛ) = γ ( 1∣Λ∣ ∑˘γ∈Λ γ˘(C))= 1∣Λ∣ ∑˘γ∈Λ (γ ○ γ˘)(C)= 1∣Λ∣ ∑γ¯∈{γ¯∈Γ ∣ γ¯=γ○γ˘ for some γ˘∈Λ} γ¯(C)= 1∣Λ∣ ∑¯γ∈Λ γ¯(C)= CΛ
and
(γ(C))
Λ
= 1∣Λ∣ ∑˘γ∈Λ(γ˘ ○ γ)(C)= 1∣Λ∣ ∑γ¯∈{γ¯∈Γ ∣ γ¯=γ˘○γ for some γ˘∈Λ} γ¯(C)= 1∣Λ∣ ∑¯γ∈Λ γ¯(C)= CΛ
This proves the assertion. 2
The next example shows that the arithmetic mean of a copula with respect to an
arbitrary subset Λ of Γ is not Λ–invariant, in general:
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2.6.4 Examples. Consider the subset Λ = {τ} ⊆ Γ and the copula
E(u) = Π(u) + d∏
i=1 u2i (1 − ui)
discussed in Example 2.2.4. Then EΛ is not Λ–invariant.
Indeed, since τ is an involution, Λ is not a subgroup of Γ. Moreover, τ(E) ≠ E, and thus,
τ(EΛ) = τ(τ(E)) = E ≠ τ(E) = EΛ
which yields that EΛ is not Λ–invariant.
The following figure displays the relationship between different collections of Λ–
invariant copulas: Cd
Cd
Γψ
CdΓτ
Cd
Γψ,τ
CdΓpi CdΓν
CdΓpi,τ CdΓψ,ν
CdΓ
For the rest of this section, we investigate these collections of Λ–invariant copulas
with respect to greatest elements.
Corollary 1.1.2 and Corollary 1.1.5 assert that the copula M is the greatest element
(with regard to pointwise and concordance order relation) of the convex set Cd.
Since M ∈ CdΓpi,τ , it even follows that M is the greatest element (with regard to
pointwise and concordance order relation) and, in addition, an extremal point of
each collection CdΛ with Λ ⊆ Γpi,τ , including the collections Cd, CdΓψ , CdΓτ , CdΓpi , CdΓψ,τ
and CdΓpi,τ . We have the following result:
2.6.5 Theorem. Consider Λ ⊆ Γpi,τ .
(1) M is the greatest element of (CdΛ,≤).
(2) M is the greatest element of (CdΛ,⪯c).
(3) M is an extremal point of CdΛ.
Note that, for each collection CdΛ with Γτ ⊆ Λ, pointwise order is the same as con-
cordance order.
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In contrast to the result in Theorem 2.6.5, the collection CdΛ with Γν ⊆ Λ ⊆ Γ does
not possess a greatest element (with regard to pointwise and concordance order
relation). To verify this, we require further results about Γν–invariant copulas.
The arithmetic mean of M with respect to the subgroup Γν will play a decisive role
throughout this section:
2.6.6 Example. The copula
MΓν
is Γ–invariant.
Indeed, Lemma 2.2.6 first implies
∑
K⊆{1,...,d}, i∈K, i+1∉K(pii,i+1 ○ ◯k∈K νk) = ∑K⊆{1,...,d}, i∈K, i+1∉K(pii,i+1 ○ ◯k∈K/{i}νk ○ νi)
= ∑
K⊆{1,...,d}, i∈K, i+1∉K( ◯k∈K/{i}νk ○ pii,i+1 ○ νi)
= ∑
K⊆{1,...,d}, i∈K, i+1∉K( ◯k∈K/{i}νk ○ νi+1 ○ pii,i+1)
= ∑
K⊆{1,...,d}, i∉K, i+1∈K(◯k∈K νk ○ pii,i+1)
for all i ∈ {1, ..., d − 1}, and analogously, we obtain
∑
K⊆{1,...,d}, i∉K, i+1∈K(pii,i+1 ○ ◯k∈K νk) = ∑K⊆{1,...,d}, i∈K, i+1∉K(◯k∈K νk ○ pii,i+1)
as well as
∑
K⊆{1,...,d}, i∈K, i+1∈K(pii,i+1 ○ ◯k∈K νk) = ∑K⊆{1,...,d}, i∈K, i+1∈K(◯k∈K νk ○ pii,i+1)
for all i ∈ {1, ..., d − 1}. Lemma 2.3.6, Lemma 2.2.6 and the fact that M is Γpi–invariant
hence imply
pii,i+1(MΓν)
= pii,i+1 ( 1∣Γν ∣ ∑ν∈Γν ν(M))= 1∣Γν ∣ ∑ν∈Γν (pii,i+1 ○ ν)(M)= 1∣Γν ∣ ( ∑K⊆{1,...,d}, i∉K, i+1∉K(pii,i+1 ○ ◯k∈K νk)(M) + ∑K⊆{1,...,d}, i∈K, i+1∉K(pii,i+1 ○ ◯k∈K νk)(M)
+ ∑
K⊆{1,...,d}, i∉K, i+1∈K(pii,i+1 ○ ◯k∈K νk)(M) + ∑K⊆{1,...,d}, i∈K, i+1∈K(pii,i+1 ○ ◯k∈K νk)(M))
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= 1∣Γν ∣ ( ∑K⊆{1,...,d}, i∉K, i+1∉K(◯k∈K νk ○ pii,i+1)(M) + ∑K⊆{1,...,d}, i∉K, i+1∈K(◯k∈K νk ○ pii,i+1)(M)
+ ∑
K⊆{1,...,d}, i∈K, i+1∉K(◯k∈K νk ○ pii,i+1)(M) + ∑K⊆{1,...,d}, i∈K, i+1∈K(◯k∈K νk ○ pii,i+1)(M))= 1∣Γν ∣ ∑ν∈Γν (ν ○ pii,i+1)(M)= 1∣Γν ∣ ∑ν∈Γν ν(M)= MΓν
for all i ∈ {1, ..., d − 1}. Moreover, Theorem 2.6.3 asserts that MΓν is Γν–invariant, and
Corollary 2.3.4 finally yields that MΓν is Γ–invariant.
The next result points out a useful connection between the copulas MΓν and M :
2.6.7 Lemma. The copula MΓν satisfies
MΓν(u) = 1
2d−1 M(u)
for all u ∈ [0, 12].
Proof. Consider u ∈ [0, 12]. Then Examples 2.4.2 (1) and 2.3.3 (1) imply
MΓν(u) = ( 1
2d
∑
ν∈Γν ν(M))(u)= 1
2d
∑
ν∈Γν(ν(M))(u)= 1
2d
M(u) + 1
2d
(τ(M))(u)
= 1
2d
M(u) + 1
2d
M(u)
= 1
2d−1 M(u)
This proves the assertion. 2
The following three lemmas provide interesting properties of Γν–invariant copulas,
and the results are needed for the proofs of Lemma 2.6.11 and Theorem 2.6.13:
2.6.8 Lemma. Let C ∈ Cd be Γν–invariant. Then the inequality
C(ηK(u,1)) ≤ 12∣N ∣ C(ηK∪N(u,1))
holds for all u ∈ [0, 12], all K ⊆ {1, ..., d} and all N ⊆ {1, ..., d}/K.
Proof. First, consider u ∈ [0, 12], K ⊆ {1, ..., d} with 0 ≤ ∣K ∣ ≤ d − 1 and i ∈{1, ..., d}/K. Moreover, put v ∶= ηi(0,u) and h ∶= ηK∪{i}(u,∑k∈K ek + (1 − 2ui)ei).
Since C is d–monotone, grounded and Γν–invariant (C = νi(C)), we obtain
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0 ≤ (∆h(C))(v)= (−1)d ∑
L⊆{1,...,d}(−1)∣L∣C(v + JLh)
= (−1)d ∑
L⊆{1,...,d}(−1)∣L∣C (ηi(0,u) + JL ηK∪{i}(u,∑k∈K ek + (1 − 2ui)ei))
= (−1)d(−1)dC (ηi(0,u) + ηK∪{i}(u,∑
k∈K ek + (1 − 2ui)ei))+ (−1)d(−1)∣{1,...,d}/{i}∣C (ηi(0,u) + J{1,...,d}/{i} ηK∪{i}(u,∑
k∈K ek + (1 − 2ui)ei))= C (ηK∪{i}(u,∑
k∈K ek + (1 − ui)ei)) − C(ηK(u,1))= (νi(C))(ηK∪{i}(u,∑
k∈K ek + (1 − ui)ei)) − C(ηK(u,1))= C(ηK∪{i}(u,1)) − 2C(ηK(u,1))
and hence
C(ηK(u,1)) ≤ 12 C(ηK∪{i}(u,1))
Induction then yields
C(ηK(u,1)) ≤ 12∣N ∣ C(ηK∪N(u,1))
for all u ∈ [0, 12], all K ⊆ {1, ..., d} and all N ⊆ {1, ..., d}/K. This proves the result.2
Applying Lemma 2.6.8 yields the following result:
2.6.9 Lemma. Let C ∈ Cd be Γν–invariant. Then the inequality
C(u) ≤MΓν(u)
holds for all u ∈ [0, 12].
Proof. Consider u ∈ [0, 12] and choose j ∈ {1, ..., d} such that uj = min{ui, i ∈{1, ..., d}}. Lemma 2.6.8 and Lemma 2.6.7 then yield
C(u) ≤ 1
2d−1 C(η{1,...,d}/{j}(u,1))= 1
2d−1 uj= 1
2d−1 min{ui, i ∈ {1, ..., d}}= 1
2d−1 M(u)= MΓν(u)
This proves the assertion. 2
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2.6.10 Lemma. Let C ∈ Cd be Γν–invariant. Then the identity
C(ηK(u, 12)) = 12∣K∣ C(ηK(u,1))
holds for all u ∈ Id and all K ⊆ {1, ..., d}.
Proof. We prove the assertion by induction with respect to the cardinality of
K ⊆ {1, ..., d}. The case ∣K ∣ = 0 is evident. Now, let i ∈ {1, ..., d}. Since C is
Γν–invariant, we obtain
C(ηi(u, 12)) = (νi(C))(ηi(u, 12))= C(ηi(ηi(u, 12),1)) − C(ηi(ηi(u, 12),1 − ηi(u, 12)))= C(ηi(u,1)) − C(ηi(u, 12))
and hence
C(ηi(u, 12)) = 12 C(ηi(u,1))
for all u ∈ Id. Further, let k ∈ {2, ..., d} and consider N ⊆ {1, ..., d} such that ∣N ∣ = k,
and assume that the assertion is fulfilled for all M ⊆ N with 1 ≤ ∣M ∣ ≤ k−1. Moreover,
let i ∈ N . Since C is Γν–invariant, we obtain
C(ηN(u, 12)) = (νi(C))(ηN(u, 12))= C(ηi(ηN(u, 12),1)) − C(ηi(ηN(u, 12),1 − ηN(u, 12)))= C(ηN/{i}(ηi(u,1), 12)) − C(ηN(u, 12))= 1
2∣N ∣−1 C(ηN/{i}(ηi(u,1),1)) − C(ηN(u, 12))= 1
2∣N ∣−1 C(ηN(u,1)) − C(ηN(u, 12))
and hence
C(ηN(u, 12)) = 12∣N ∣ C(ηN(u,1))
for all u ∈ Id. This proves the result. 2
The next result asserts that every Γν–invariant copula is completely determined by
the set (0, 12]:
2.6.11 Lemma. Let C,D ∈ Cd be Γν–invariant satisfying
C(u) =D(u)
for all u ∈ (0, 12]. Then C =D.
Proof. Since every copula is grounded, we first obtain C(u) =D(u) for all u ∈ [0, 12].
Consider now u ∈ Id/[0, 12]. Then there exists some K ⊆ {1, ..., d} with 1 ≤ ∣K ∣ ≤ d
such that uk ∈ [0, 12] for all k ∈ {1, ..., d}/K and uk ∈ (12 ,1] for all k ∈ K. Moreover,
ηK(u,1−u) ∈ [0, 12] and ηL(ηK(u,1−u), 12) ∈ [0, 12] for all L ⊆K. The fact that C
and D are Γν–invariant, Lemma 2.4.1 and Lemma 2.6.10 then imply
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C(u) = ((◯
k∈K νk) (C))(u)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣ C(ηL(ηK(u,1 − u),1))= (−1)∣K∣ ∑
L⊆K(−1)∣L∣ 2∣L∣ C(ηL(ηK(u,1 − u), 12))= (−1)∣K∣ ∑
L⊆K(−1)∣L∣ 2∣L∣ D(ηL(ηK(u,1 − u), 12))= D(u)
This proves the assertion. 2
The following example asserts that the collection CdΛ with Γν ⊆ Λ ⊆ Γ does not possess
a greatest element (with regard to pointwise and concordance order relation):
2.6.12 Example. Consider the subset Λ ⊆ Γ satisfying Γν ⊆ Λ. Then CdΛ does not
possess a greatest element (with regard to pointwise and concordance order relation).
Indeed, assume that D ∈ CdΛ ⊆ CdΓν is the greatest element of the collection CdΛ. Then
Lemma 2.6.9 and the fact that MΓν ∈ CdΛ ⊆ CdΓν imply
D(u) ≤MΓν(u) ≤D(u)
for all u ∈ [0, 12], and thus, D(u) = MΓν(u) for all u ∈ [0, 12]. Lemma 2.6.11 then yields
D =MΓν . However, since Π is Γ–invariant, we have Π ∈ CdΛ, and Lemma 2.6.10 and Lemma
2.6.7 imply
D(η{1,2}(12 , 34 e1 + 14 e2))= MΓν(η{1,2}(12 , 34 e1 + 14 e2))= (ν1(MΓν))(η{1,2}(12 , 34 e1 + 14 e2))= MΓν(η{1,2}(12 ,e1 + 14 e2)) − MΓν(η{1,2}(12 , 14 e1 + 14 e2))= 2MΓν(η{1,2}(12 , 12 e1 + 14 e2)) − MΓν(η{1,2}(12 , 14 e1 + 14 e2))= 2
2d−1 M(η{1,2}(12 , 12 e1 + 14 e2)) − 12d−1 M(η{1,2}(12 , 14 e1 + 14 e2))= 2
2d−1 14 − 12d−1 14= 2
2d+2< 3
2d+2= 3
4
⋅ 1
4
⋅ 1
2d−2= Π(η{1,2}(12 , 34 e1 + 14 e2))
Thus, the collection CdΛ does not possess a greatest element.
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We conclude this section with the fact that MΓν is an extremal point of each collec-
tion CdΛ with Γν ⊆ Λ ⊆ Γ, including the collections CdΓν , CdΓψ,ν and CdΓ:
2.6.13 Theorem. MΓν is an extremal point of each collection CdΛ with Γν ⊆ Λ ⊆ Γ.
Proof. Consider the subset Λ ⊆ Γ satisfying Γν ⊆ Λ. Then MΓν ∈ CdΛ ⊆ CdΓν .
Moreover, Corollary 2.6.2 asserts that, for all C,D ∈ CdΛ and all a ∈ [0,1], we have
aC + (1 − a)D ∈ CdΛ.
Consider now C,D ∈ CdΛ ⊆ CdΓν and a ∈ [0,1] satisfying
MΓν = aC + (1 − a)D
Then either there exists some u ∈ [0, 12] such that MΓν(u) < C(u) or MΓν(u) <D(u)
which contradicts Lemma 2.6.9, or C(u) = MΓν(u) for all u ∈ [0, 12]. In this case
Lemma 2.6.11 implies C =MΓν =D. Thus, MΓν is an extremal point of CdΛ. 2
The next example asserts that MΓν is not an extremal point of the collection Cd:
2.6.14 Example. There exist C,D ∈ Cd with C ≠D and some a ∈ (0,1) satisfying
MΓν = aC + (1 − a)D
Indeed, since ∣Γν ∣ = 2d, MΓν satisfies
MΓν = 1
2d
M{ν1} + 2d − 12d MΓν/{ν1}
and Example 2.4.2 (1) together with Example 2.3.3 (1) yields
M{ν1}(14) = (ν1(M))(14)= 0< 1
2d − 1 12= 1
2d − 1 2M(14)= 1
2d − 1 (M(14) + (τ(M))(14))= ( 1
2d − 1 ∑ν∈Γν/{ν1}ν(M))(14)= MΓν/{ν1}(14)
which implies that M{ν1} ≠MΓν/{ν1}.
2.7 The Bivariate Case
The final section of this chapter is dedicated to the case d = 2. Recall that, for d = 2,
pointwise order is the same as concordance order.
We first give an explicit representation of the group Γ. For d = 2, this group has
eight elements, and the composition of its elements can be displayed in a group table.
We further list all subgroups of Γ and discuss minimal systems of generators. The
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group Γ contains a subgroup which is of particular interest since its four elements
preserve the symmetry of a copula and the order between two copulas, whereas the
other four elements of the group reverse the order. We finally consider collections
of Λ–invariant copulas which we investigate with respect to greatest elements.
The present section contains results and, in addition, several formulations of the
thesis Neumann [2012] and the paper Fuchs & Schmidt [2014]. This includes Lemma
2.7.1, Theorem 2.7.3, Lemma 2.7.4, parts of Example 2.7.5 and Theorem 2.7.6.
In the bivariate case the group Γ consists of 8 elements
Γ = {ι, ν1, ν2, τ, pi, σ1, σ2, σ}
where
pi ∶= pi1,2 = ψ
σ1 ∶= pi ○ ν1
σ2 ∶= pi ○ ν2
σ ∶= pi ○ τ
Moreover, the subgroups Γpi = Γψ = {ι, pi} and Γν = {ι, ν1, ν2, τ} are commutative
(see Theorem 2.2.2 and Theorem 2.2.5), and each of their elements is an involution.
We thus obtain the following result:
2.7.1 Lemma. The transformations ι, ν1, ν2, τ, pi, σ are involutions.
The next lemma provides representations of the transformations in Γ in terms of
alternating compositions of pi and ν1 starting with ν1 (including the trivial case for
the sake of completeness); its proof is immediate from the definitions:
2.7.2 Lemma. We have the following identities
ν1 = ν1
pi ○ ν1 = σ1
ν1 ○ pi ○ ν1 = σ
pi ○ ν1 ○ pi ○ ν1 = τ
ν1 ○ pi ○ ν1 ○ pi ○ ν1 = ν2
pi ○ ν1 ○ pi ○ ν1 ○ pi ○ ν1 = σ2
ν1 ○ pi ○ ν1 ○ pi ○ ν1 ○ pi ○ ν1 = pi
pi ○ ν1 ○ pi ○ ν1 ○ pi ○ ν1 ○ pi ○ ν1 = ι
Obviously, there exists a similar representation of the transformations in Γ in terms
of alternating compositions of pi and ν1 starting with pi instead of ν1; see Fuchs &
Schmidt [2014, Lemma 2.4].
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The following result is evident from Lemma 2.7.2, and it extends the results given
in Theorem 2.2.9 and Theorem 2.3.2 for the case d = 2:
2.7.3 Theorem. We have the following identities○ ι ν1 ν2 τ pi σ1 σ2 σ
ι ι ν1 ν2 τ pi σ1 σ2 σ
ν1 ν1 ι τ ν2 σ2 σ pi σ1
ν2 ν2 τ ι ν1 σ1 pi σ σ2
τ τ ν2 ν1 ι σ σ2 σ1 pi
pi pi σ1 σ2 σ ι ν1 ν2 τ
σ1 σ1 pi σ σ2 ν2 τ ι ν1
σ2 σ2 σ pi σ1 ν1 ι τ ν2
σ σ σ2 σ1 pi τ ν2 ν1 ι
(such that, for example σ1 ○ ν2 = σ). In particular,
– Γ is non–commutative and its center is Γτ ,
– Γ has the non–trivial subgroups
Γν {ι, σ1, σ2, τ} Γpi,τ
and {ι, ν1} {ι, ν2} Γτ Γpi {ι, σ}
which are all commutative, and
– Γ is generated by each of the sets {pi, ν1}, {pi, ν2}, {pi,σ1}, {pi,σ2}, {ν1, σ1},{ν1, σ2}, {ν2, σ1}, {ν2, σ2}.
The group Γ is a representation of the dihedral group D4 containing eight elements.
The following figure displays the lattice of subgroups:
Γ
{ι, σ1, σ2, τ}Γpi,τ Γν
Γτ{ι, σ}Γpi {ι, ν1} {ι, ν2}
{ι}
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The next result provides representations of the copulas γ(C) with C ∈ C2 and γ ∈ Γ
(including the trivial case for the sake of completeness); its proof is immediate from
Lemma 2.4.1:
2.7.4 Lemma. The identities(ι(C))(u, v) = C(u, v)(ν1(C))(u, v) = v −C(1 − u, v)(ν2(C))(u, v) = u −C(u,1 − v)(τ(C))(u, v) = u + v − 1 +C(1 − u,1 − v)(pi(C))(u, v) = C(v, u)(σ1(C))(u, v) = u −C(1 − v, u)(σ2(C))(u, v) = v −C(v,1 − u)(σ(C))(u, v) = u + v − 1 +C(1 − v,1 − u)
hold for every C ∈ C2.
It turns out that some transformations in Γ turn the Fre´chet–Hoeffding upper bound
M into the Fre´chet–Hoeffding lower bound W , and vice versa. The following exam-
ple extends the result given in Example 2.3.3 (1) for the case d = 2:
2.7.5 Example. The copulas M and W satisfy
(1) γ(M) =M for all γ ∈ Γpi,τ .
(2) γ(W ) =W for all γ ∈ Γpi,τ .
(3) γ(M) =W for all γ ∈ Γ/Γpi,τ .
In particular, W ∈ C2 and W is Γpi,τ–invariant.
We now focus on subgroups of Γ which preserve certain properties of copulas.
A transformation γ ∈ Γ is said to be order reversing if, for any C,D ∈ C2, C ≤ D
implies γ(D) ≤ γ(C).
The next theorem extends the result given in Theorem 2.5.4 for the case d = 2; its
proof is immediate from Lemma 2.7.4:
2.7.6 Theorem.
(1) A transformation γ ∈ Γ is order preserving if and only if γ ∈ Γpi,τ .
(2) A transformation γ ∈ Γ is order reversing if and only if γ ∈ Γ/Γpi,τ .
For the rest of this section, we focus on collections of Λ–invariant copulas which we
investigate with respect to greatest elements. The following theorem is evident from
Corollary 1.2.3, and it extends the results given in Theorem 2.6.5 for the case d = 2:
2.7.7 Theorem. Consider Λ ⊆ Γpi,τ .
(1) M is the greatest element of (C2Λ,≤).
(2) W is the least element of (C2Λ,≤).
(3) M and W are extremal points of C2Λ.
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In contrast to the result in Theorem 2.7.7, the collection C2Λ with Γν ⊆ Λ ⊆ Γ possesses
neither a greatest element (see Example 2.6.12) nor a least element. To verify this,
we require further results about Γν–invariant copulas.
The following example will play a decisive role throughout this section:
2.7.8 Example. The function V ∶ I2 → R given by
V (u, v) ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
M(u, v) ∣u − v∣ > 12
W (u, v) ∣u + v − 1∣ > 12
u
2 + v2 − 14 otherwise
is a copula. In particular, V is Γ–invariant.
Indeed, V coincides with the copula discussed in Nelsen [2006, Section 3.1.2, p. 56].
Nelsen states that this copula is symmetric and satisfies ν1(V ) = V which implies that V
is Γ–invariant (Corollary 2.3.4).
The next lemma extends the result given in Lemma 2.6.9 for the case d = 2:
2.7.9 Lemma. Let C ∈ C2 be Γν–invariant.
(1) The inequality
V (u, v) ≤ C(u, v) ≤MΓν(u, v)
holds for all (u, v) ∈ [0, 12] ∪ (12 ,1].
(2) The inequality
MΓν(u, v) ≤ C(u, v) ≤ V (u, v)
holds for all (u, v) ∈ [0, 12] × (12 ,1] ∪ (12 ,1] × [0, 12].
Proof. Consider (u, v) ∈ [0, 12]. The assertion for MΓν immediately follows from
Lemma 2.6.9. If u + v < 12 , then
V (u, v) =W (u, v) = 0 ≤ C(u, v)
Moreover, if u + v ≥ 12 , then V (u, v) = u2 + v2 − 14 . Put h ∶= (12 − u,1 − 2v). The fact
that C is 2–monotone and Γν–invariant together with Lemma 2.6.10 then yields
0 ≤ (∆h(C))(u, v)= C(12 ,1 − v) −C(12 , v) −C(u,1 − v) +C(u, v)= 1
2
C(1,1 − v) − 1
2
C(1, v) − (ν2(C))(u,1 − v) +C(u, v)
= 1 − v
2
− v
2
−C(u,1) +C(u, v) +C(u, v)
= 1
2
− v − u + 2C(u, v)
Thus, V (u, v) = u2 + v2 − 14 ≤ C(u, v).
The results for (u, v) ∈ (12 ,1] and (u, v) ∈ [0, 12] × (12 ,1] ∪ (12 ,1] × [0, 12] then immedi-
ately follow from Lemma 2.7.4 and the Γν–invariance of V , MΓν and C. 2
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The following example asserts that the collection C2Λ with Γν ⊆ Λ ⊆ Γ does not possess
a least element; the fact that this collection does not possess a greatest element is
due to Example 2.6.12:
2.7.10 Example. Consider the subset Λ ⊆ Γ satisfying Γν ⊆ Λ. Then C2Λ does not
possess a least element.
Indeed, assume that D ∈ C2Λ ⊆ C2Γν is the least element of the collection C2Λ. Then the fact
that V ∈ C2Λ ⊆ C2Γν and Lemma 2.7.9 imply
D(u, v) ≤ V (u, v) ≤D(u, v)
for all (u, v) ∈ [0, 12], and thus, D(u, v) = V (u, v) for all (u, v) ∈ [0, 12]. Lemma 2.6.11 then
yields D = V . However, since Π is Γ–invariant, we have Π ∈ C2Λ, and Example 2.7.8 implies
Π(14 , 34) = 316 < 416 = 14 − 0 = 14 − V (14 , 14) = (ν2(V ))(14 , 34) = V (14 , 34) =D(14 , 34)
Thus, the collection C2Λ does not possess a least element.
We conclude this section with the fact that MΓν and V are extremal points of each
collection C2Λ with Γν ⊆ Λ ⊆ Γ. The following theorem extends the result given in
Theorem 2.6.13 for the case d = 2; its proof is an immediate consequence of Theorem
2.6.13, Corollary 2.6.2, Lemma 2.7.9 and Lemma 2.6.11:
2.7.11 Theorem. MΓν and V are extremal points of each collection C2Λ with
Γν ⊆ Λ ⊆ Γ.
The next example asserts that V is not an extremal point of the collection C2; the
fact that MΓν is not an extremal point of C2 is due to Example 2.6.14:
2.7.12 Example. There exist C,D ∈ C2 with C ≠D and some a ∈ (0,1) satisfying
V = aC + (1 − a)D
Indeed, the function E ∶ I2 → R given by
E(u, v) ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
max{0, u + v − 12} (u, v) ∈ [0, 12] × [0, 12]
max{12 , u + v − 1} (u, v) ∈ (12 ,1] × (12 ,1]
M(u, v) otherwise
coincides with the copula discussed in Nelsen [2006, Example 3.4, p.61f], and the function
F ∶ I2 → R given by
F (u, v) ∶= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
min{u, v − 12} (u, v) ∈ [0, 12] × (12 ,1]
min{u − 12 , v} (u, v) ∈ (12 ,1] × [0, 12]
W (u, v) otherwise
coincides with the copula discussed in Nelsen [2006, Exercise 3.9, p.65f]. Thus, E and F
are copulas. Moreover, E and F satisfy
E(13 , 23) = 13 ≠ 16 = F(13 , 23)
and
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1
2
E(u, v) + 1
2
F (u, v)
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1
2 max{0, u + v − 12} + 12 max{0, u + v − 1} (u, v) ∈ [0, 12] × [0, 12]
1
2 min{u, v} + 12 min{u, v − 12} (u, v) ∈ [0, 12] × (12 ,1]
1
2 min{u, v} + 12 min{u − 12 , v} (u, v) ∈ (12 ,1] × [0, 12]
1
2 max{12 , u + v − 1} + 12 max{0, u + v − 1} (u, v) ∈ (12 ,1] × (12 ,1]
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1
2 max{0, u + v − 1, u + v − 12 , u + v − 12 + u + v − 1} (u, v) ∈ [0, 12] × [0, 12]
1
2 min{2u,u + v − 12 , u + v,2v − 12} (u, v) ∈ [0, 12] × (12 ,1]
1
2 min{2u − 12 , u + v, u + v − 12 ,2v} (u, v) ∈ (12 ,1] × [0, 12]
1
2 max{12 , 12 + u + v − 1, u + v − 1,2u + 2v − 2} (u, v) ∈ (12 ,1] × (12 ,1]
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
1
2 max{0, u + v − 12} (u, v) ∈ [0, 12] × [0, 12]
1
2 min{2u,u + v − 12} (u, v) ∈ [0, 12] × (12 ,1]
1
2 min{u + v − 12 ,2v} (u, v) ∈ (12 ,1] × [0, 12]
1
2 max{u + v − 12 ,2u + 2v − 2} (u, v) ∈ (12 ,1] × (12 ,1]
=
⎧⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎩
max{0, u2 + v2 − 14} (u, v) ∈ [0, 12] × [0, 12]
min{u, u2 + v2 − 14} (u, v) ∈ [0, 12] × (12 ,1]
min{u2 + v2 − 14 , v} (u, v) ∈ (12 ,1] × [0, 12]
max{u2 + v2 − 14 , u + v − 1} (u, v) ∈ (12 ,1] × (12 ,1]
= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
M(u, v) ∣u − v∣ > 12
W (u, v) ∣u + v − 1∣ > 12
u
2 + v2 − 14 otherwise= V (u, v)
for all (u, v) ∈ I2.
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Chapter 3
A Biconvex Form
Until now, we have deliberately avoided the use of results or even notions from mea-
sure and probability theory. Our aim in this chapter is to present a measure theoretic
approach which provides some additional insight into the properties of the group Γ.
Copulas may be characterized as distribution functions on the unit hypercube with
uniform margins; see e.g. Schmidt [2006]. Thus, there is a one–to–one correspon-
dence between the collection of all copulas Cd and the collection of certain probability
measures Qd which we here call copula measures. In literature, those measures are
also known as doubly stochastic measures for the bivariate case (see e.g. Peck [1959])
or d–stochastic measures for the multivariate case with dimension d (see e.g. Du-
rante et al. [2014a]). Copula measures emerged during the 1940s and 1950s as a
generalization of doubly stochastic matrices in lattice theory and, in this context,
were mainly investigated with respect to extremal points; see e.g. Peck [1959], Lin-
denstrauss [1965] and later Kamin´ski et al. [1990], Mikusin´ski et al. [1992], Durante
et al. [2009] and Durante et al. [2014a].
As a tool for the investigation of measures of concordance or, more general, measures
of dependence, the integration of a copula with respect to a copula measure was
studied frequently (see e.g. Scarsini [1984a], Nelsen [1991, 1995, 1998, 2002, 2006],
Li et al. [2002] and Liebscher [2014]) even with regard to transformations of copulas
(see e.g. Edwards et al. [2004] and Dolati & U´beda–Flores [2006a]). In contrast to
the cited literature, we here present a more analytical approach and understand the
integration of a copula with respect to a copula measure as a map Cd×Cd → R given
by (C,D)↦ ∫
Id
C(u) dQD(u)
where QD denotes the copula measure of D. This map then is linear with respect to
convex combinations in both arguments and, for this reason, called biconvex form.
This chapter is organized as follows: In Section 3.1 we consider an alternative group
representation Γ˜ of the hyperoctahedral group whose elements act on the unit hy-
percube, and we construct an isomorphism that relates both group representations,
Γ and Γ˜. This isomorphism will be applied particularly in Section 3.2. There, we
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study the probability measure corresponding to a copula and call it copula measure.
It turns out that the collection of all copula measures is stable under transforma-
tions in the group Γ˜. This and all further results of Section 3.2 provide the basis for
the main concern of this chapter: studying the integration of a copula with respect
to a copula measure. To this end, we introduce a biconvex form on Cd × Cd which
we investigate with regard to symmetry, order, bounds and convergence (Section
3.3), and the behaviour with respect to the transformations in the group Γ (Section
3.4). In particular, we focus on transformations in Γ which preserve the value of the
biconvex form. In this context, the transformations which belong to the subgroup
Γpi,τ again turn out to be of decisive importance. Moreover, we study the biconvex
form with respect to Λ–invariant copulas, and it turns out that, for Γν–invariant ar-
guments, the value of the biconvex form is constant. The final section is dedicated
to the case d = 2.
3.1 An Isomorphic Group of Transformations
In this first section we consider an alternative representation of the hyperoctahedral
group which is geometric and quite popular. In addition, we present an isomor-
phism that relates both group representations and will be required in the upcoming
sections.
The present section contains results and, in addition, several formulations of the
paper Fuchs [2014]. This includes the introduction of the group Γ˜ and the existence
of an isomorphism (see Theorem 3.1.3 and Corollary 3.1.4).
Consider the collection of all vector–valued functions Id → Id equipped with the
composition ◇ and the identity ι˜. Then, proceeding as in Section 2.2, one can
show that there is a smallest group (Γ˜,◇) containing the vector–valued functions
p˜ii,j ∶ Id → Id, i, j ∈ {1, ..., d} with i ≠ j, and ν˜k ∶ Id → Id, k ∈ {1, ..., d}, given by
p˜ii,j(u) ∶= η{i,j}(u, uj ei + ui ej)
ν˜k(u) ∶= ηk(u,1 − u)
For the sake of convenience, the elements of Γ˜ are called transformations. Note that
every transformation γ˜ ∈ Γ˜ can be expressed as a finite composition of transforma-
tions p˜ii,j, i, j ∈ {1, ..., d} with i ≠ j, and ν˜k, k ∈ {1, ..., d}. Since p˜ii,j and ν˜k are
continuous we hence obtain that every transformation γ˜ ∈ Γ˜ is continuous as well.
The group Γ˜ is a representation of the hyperoctahedral group with d! 2d elements.
For the composition of n ∈ N0 transformations γ˜m ∈ Γ˜, m ∈ {1, ..., n}, we write
n◇
m=1 γ˜m ∶=
⎧⎪⎪⎨⎪⎪⎩ι˜ n = 0γ˜n ◇◇n−1m=1 γ˜m otherwise
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and, for N = {1, ..., n} and a set of pairwise commuting γ˜m ∈ Γ˜, m ∈ N , we put
◇
m∈N γ˜m ∶= n◇m=1 γ˜m
The transformations pii,j, p˜ii,j and νk, ν˜k are related to each other by the following
identities; this result is evident from the definitions:
3.1.1 Corollary. Let i, j, k ∈ {1, ..., d} with i ≠ j. Then the identity
pii,j(C) = C ○ p˜ii,j
holds for all C ∈ Cd, and the identity
(νk(C))(u) = C(ηk(u,1)) − (C ○ ν˜k)(u)
holds for all C ∈ Cd and all u ∈ Id.
Corollary 3.1.1 is essentially due to Taylor [2008, Proposition 5, p. 8].
The next example will be needed for the proof of Theorem 3.1.3:
3.1.2 Example. Consider the copula
E(u) = Π(u) + d∏
i=1 uii(1 − ui)
discussed in Example 1.1.7 (mi = i for all i ∈ {1, ..., d}). Defining the function F ∶ Id → R
given by F (u) ∶=∏di=1 uii(1 − ui), the copula E satisfies
E = Π + F
as well as
pii,j(E) = Π + F ○ p˜ii,j
and
νk(E) = Π − F ○ ν˜k
for all i, j, k ∈ {1, ..., d} with i ≠ j. Moreover,
γ1(E) ≠ γ2(E)
for all γ1, γ2 ∈ Γ with γ1 ≠ γ2.
Indeed, the fact that Π is Γ–invariant implies
(νk(E))(u) = Π(ηk(u,1)) + F (ηk(u,1)) − (Π ○ ν˜k)(u) − (F ○ ν˜k)(u)= Π(ηk(u,1)) − (Π ○ ν˜k)(u) − (F ○ ν˜k)(u)= (νk(Π))(u) − (F ○ ν˜k)(u)= Π(u) − (F ○ ν˜k)(u)
for all u ∈ Id and all k ∈ {1, ..., d}. The remaining assertions are evident.
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The groups (Γ˜,◇) and (Γ, ○) are related to each other by an isomorphism:
3.1.3 Theorem. There exists an isomorphism T ∶ Γ˜→ Γ satisfying
T (p˜ii,i+1) = pii,i+1 and T (ν˜1) = ν1
for all i ∈ {1, ..., d − 1}, and for every γ˜ ∈ Γ˜ with γ˜ = ◇ml=1 ϕ˜l for some m ∈ N0 and
transformations ϕ˜l ∈ {p˜ii,i+1, i ∈ {1, ..., d−1}}∪{ν˜1}, l ∈ {1, ...,m}, the map T satisfies
T (γ˜) = m◯
l=1T (ϕ˜l)
Proof. For the proof of this result we need some preliminary considerations.
Proceeding as in Section 2.2, we denote by Γ˜pi the smallest subgroup of Γ˜ containing
all transformations p˜ii,j, i, j ∈ {1, ..., d} with i ≠ j, and we denote by Γ˜ν the smallest
subgroup of Γ˜ containing all transformations ν˜k, k ∈ {1, ..., d}. Further, one can show
that, for every γ˜ ∈ Γ˜, the representation γ˜ = p˜i ○ ν˜ in terms of a transformation p˜i ∈ Γ˜pi
and a transformation ν˜ ∈ Γ˜ν is unique; compare Lemma 2.2.8.
Corollary 2.3.4 asserts that the set of involutions G ∶= {pii,i+1, i ∈ {1, ..., d − 1}}∪{ν1} generates Γ and note that, proceeding as in Section 2.2, the set of involutions
G˜ ∶= {p˜ii,i+1, i ∈ {1, ..., d − 1}} ∪ {ν˜1}
generates Γ˜. Thus, every γ˜ ∈ Γ˜ can be expressed as a finite composition of transfor-
mations from G˜.
First, we define the map T ∶ G˜→ G given by
T (p˜ii,i+1) ∶= pii,i+1 and T (ν˜1) ∶= ν1
for all i ∈ {1, ..., d−1}, and, for m,n ∈ N0 and sequences {ϕ˜1,l}l∈{1,...,m},{ϕ˜2,l}l∈{1,...,n} ⊆
G˜ with
m◇
l=1 ϕ˜1,l = n◇l=1 ϕ˜2,l
we show that
m◯
l=1T (ϕ˜1,l) = n◯l=1T (ϕ˜2,l)
To this end, assume that there exists some C ∈ Cd satisfying
(m◯
l=1T (ϕ˜1,l)) (C) ≠ ( n◯l=1T (ϕ˜2,l)) (C)
Then we have (◯ml=1 T (ϕ˜1,l))(C) ≠ (◯nl=1 T (ϕ˜2,l))(C) also for every C ∈ Cd satisfying
γ1(C) ≠ γ2(C) for all γ1, γ2 ∈ Γ with γ1 ≠ γ2.
We denote by k1 ∈ N0 the number of transformations ν˜1 in {ϕ˜1,l}l∈{1,...,m} and we
denote by k2 ∈ N0 the number of transformations ν˜2 in {ϕ˜2,l}l∈{1,...,n}. If k1 − k2 ∈ 2Z,
then also the number of transformations ν1 in {T (ϕ˜1,l)}l∈{1,...,m} and the number of
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transformations ν1 in {T (ϕ˜2,l)}l∈{1,...,n} differ by some even number. Consider the
copula
E(u) = Π(u) + d∏
i=1 uii(1 − ui) = Π(u) + F (u)
discussed in Example 3.1.2 and recall that γ1(E) ≠ γ2(E) for all γ1, γ2 ∈ Γ with
γ1 ≠ γ2. E satisfies
(m◯
l=1T (ϕ˜1,l)) (E) = Π + (−1)k1 F ○ m◇l=1 ϕ˜1,l( n◯
l=1T (ϕ˜2,l)) (E) = Π + (−1)k2 F ○ n◇l=1 ϕ˜2,l
as well as (◯ml=1 T (ϕ˜1,l))(E) ≠ (◯nl=1 T (ϕ˜2,l))(E). Since k1 − k2 ∈ 2Z we obtain
F ○ m◇
l=1 ϕ˜1,l ≠ F ○ n◇l=1 ϕ˜2,l
and thus
m◇
l=1 ϕ˜1,l ≠ n◇l=1 ϕ˜2,l
If k1 − k2 ∈ 2Z + 1, then also the number of transformations ν˜1 in {ϕ˜1,l}l∈{1,...,m}
and the number of transformations ν˜1 in {ϕ˜2,l}l∈{1,...,n} differ by some odd number.
Proceeding as in Lemma 2.2.6, there exist sequences
{ϕ˜1,pi,l}l∈{1,...,m−k1},{ϕ˜2,pi,l}l∈{1,...,n−k2} ⊆ {p˜ii,i+1, i ∈ {1, ..., d − 1}}
as well as sequences
{ϕ˜1,ν,l}l∈{1,...,k1},{ϕ˜2,ν,l}l∈{1,...,k2} ⊆ {ν˜k, k ∈ {1, ..., d}}
such that
m◇
l=1 ϕ˜1,l = m−k1◇l=1 ϕ˜1,pi,l ◇ k1◇l=1 ϕ˜1,ν,l and n◇l=1 ϕ˜2,l = n−k2◇l=1 ϕ˜2,pi,l ◇ k2◇l=1 ϕ˜2,ν,l
Then ◇m−k1l=1 ϕ˜1,pi,l,◇n−k2l=1 ϕ˜2,pi,l ∈ Γ˜pi and ◇k1l=1 ϕ˜1,ν,l,◇k2l=1 ϕ˜2,ν,l ∈ Γ˜ν . Since all trans-
formations ν˜k, k ∈ {1, ..., d}, commute and are involutions, this implies
k1◇
l=1 ϕ˜1,ν,l ≠ k2◇l=1 ϕ˜2,ν,l
and since the representations of ◇ml=1 ϕ˜1,l and ◇nl=1 ϕ˜2,l as products γ˜ = p˜i◇ ν˜, p˜i ∈ Γ˜pi,
ν˜ ∈ Γ˜ν , are unique, this implies
m◇
l=1 ϕ˜1,l ≠ n◇l=1 ϕ˜2,l
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Thus, we can define the map T ∶ Γ˜→ Γ given by
T (p˜ii,i+1) ∶= pii,i+1 and T (ν˜1) ∶= ν1
for all i ∈ {1, ..., d − 1}, and
T (γ˜) ∶= m◯
l=1T (ϕ˜l)
for all γ˜ ∈ Γ˜ with representation γ˜ =◇ml=1 ϕ˜l such that m ∈ N0 and {ϕ˜l}l∈{1,...,m} ⊆ G˜.
Then T is well–defined, a homomorphism and surjective. The fact that ∣Γ˜∣ = ∣Γ∣ =
d! 2d finally implies that T is an isomorphism. 2
As a consequence of Theorem 3.1.3, we obtain the following useful identities:
3.1.4 Corollary. The identities
T (ι˜) = ι
T (p˜ii,j) = pii,j
T (ν˜k) = νk
hold for all i, j, k ∈ {1, ..., d} with i ≠ j.
3.2 Copula Measures
In the following section we study the probability measure corresponding to a copula
and call it copula measure. It turns out that the collection of all copula measures is
stable under transformations of the group Γ˜. We further provide a representation of a
copula, which is transformed by a symmetry in Γ, in terms of its copula measure and
a transformation in Γ˜. Finally, we present some results concerning the integration
of a positive, measurable function with respect to a copula measure.
The present section contains results and, in addition, several formulations of the
paper Fuchs [2014]. This includes Theorem 3.2.1 and Theorem 3.2.4.
A probability measure Q ∶ B(Id)→ I is called a copula measure if the identity
Q[ d⨉
i=1Bi] = λ[Bj]
holds for every j ∈ {1, ..., d} and every collection of Borel sets {Bi}i∈{1,...,d} ⊆ B(I)
such that Bi = I for all i ≠ j; here B(Id) ∶=⊗di=1B(I) denotes the Borel σ–field on Id,
and λ denotes the Lebesgue measure on B(I). We denote byQd
the collection of all copula measures. Then Qd is a convex subset of the collection
of all probability measures on B(Id).
The following theorem asserts that there is a one–to–one correspondence S ∶ Cd → Qd
between the collection of all copulas and the collection of all copula measures; for a
proof see Schmitz [2003, Theorem 2.16 & Corollary 2.17]:
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3.2.1 Theorem.
(1) For every copula C ∈ Cd, there exists a unique copula measure QC ∈ Qd such
that
QC[[0,u]] = C(u)
for all u ∈ Id.
(2) For every copula measure Q ∈ Qd, there exists a unique copula CQ ∈ Cd such
that
CQ(u) = Q[[0,u]]
for all u ∈ Id.
(3) We have CQ
C = C and QCQ = Q.
The next result is immediate from Theorem 3.2.1 and will be needed for the proof
of Theorem 3.3.1:
3.2.2 Corollary. Let C,D ∈ Cd and a ∈ (0,1). Then QaC+(1−a)D = aQC+(1−a)QD.
We resume the discussion of copulas M and Π:
3.2.3 Examples.
(1) The copula measure of M satisfies
QM [{u ∈ Id ∣ui = uj for all i, j ∈ {1, ..., d}}] = 1
(see Nesˇlehova´ [2004, Example 2.2, p.16]).
(2) The copula measure of Π satisfies
QΠ = λd
(see Nesˇlehova´ [2004, Example 2.2, p.16]).
Since the transformations in Γ˜ are continuous and hence measurable, they can be
used to transform copula measures.
For Q ∈ Qd and γ˜ ∈ Γ˜, the map Qγ˜ ∶ B(Id)→ I given by
Qγ˜[B] ∶= Q[γ˜−1(B)]
is well–defined, due to the fact that γ˜ is measurable, and Qγ˜ is the image measure
of Q under γ˜. The following theorem asserts that the collection Qd is stable under
transformations of the group Γ˜:
3.2.4 Theorem. Let Q ∈ Qd. Then
Qγ˜ ∈ Qd
holds for all γ˜ ∈ Γ˜.
Proof. Note that, proceeding as in Section 2.2, the set of involutions{p˜ii,i+1, i ∈ {1, ..., d − 1}} ∪ {ν˜1}
generates Γ˜; compare Corollary 2.3.4. Therefore, we only have to prove the assertion
for transformations p˜ii,i+1, i ∈ {1, ..., d−1}, and ν˜1. To this end, consider m ∈ {1, ..., d}
and a collection of Borel sets {Bl}l∈{1,...,d} ⊆ B(I) such that Bl = I for all l ≠ m. For
i =m or i + 1 =m, we first obtain
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Qp˜ii,i+1[ d⨉
l=1Bl] = Q[p˜i−1i,i+1( d⨉l=1Bl)] = Q[i−1⨉l=1Bl ×Bi+1 ×Bi × d⨉l=i+2Bl] = λ[Bm]
and, for i, i + 1 ∈ {1, ..., d}/{m}, the identity
Qp˜ii,i+1[ d⨉
l=1Bl] = λ[Bm]
is evident. Thus, Qp˜ii,i+1 ∈ Qd for all i ∈ {1, ..., d − 1}. Moreover, we obtain
Qν˜1[[0, u] × Id−1] = Q[ν˜−11 ([0, u] × Id−1)]= Q[[1 − u,1] × Id−1]= λ[[1 − u,1]]= u= λ[[0, u]]
for all u ∈ I, and the identity
Qν˜1[Ij−1 × [0, u] × Id−j] = λ[[0, u]]
for all u ∈ I and all j ∈ {2, ..., d} is evident. As a consequence of the measure extension
theorem, we then have
Qν˜1[ d⨉
l=1Bl] = λ[Bm]
for every m ∈ {1, ..., d} and every collection of Borel sets {Bl}l∈{1,...,d} ⊆ B(I) such
that Bl = I for all l ≠m. Thus, Qν˜1 ∈ Qd. This proves the result. 2
Thus, for every copula C ∈ Cd there exists a unique copula measure QC and, for
every transformation γ˜ ∈ Γ˜, the image measure (QC)γ˜ is again a copula measure
with corresponding copula C(QC)γ˜ . This copula is unique and satisfies
C(QC)γ˜ = S−1(S(C)γ˜)
Moreover, we have the following representation including the isomorphism T ∶ Γ˜→ Γ
discussed in Theorem 3.1.3:
3.2.5 Theorem. Let C ∈ Cd be a copula. Then the identity
Q(T (γ˜))(C) = (QC)
γ˜
holds for all γ˜ ∈ Γ˜, and the identity
Qγ(C) = (QC)
T−1(γ)
holds for all γ ∈ Γ.
Proof. Since T is an isomorphism, we only have to prove that the identity
Qγ(C) = (QC)
T−1(γ)
holds for all γ ∈ Γ. Theorem 3.2.1 implies that there exist unique copula measures
QC ,Qpii,i+1(C),Qν1(C) ∈ Qd, i ∈ {1, ..., d − 1}, satisfying
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QC[[0,u]] = C(u)
Qpii,i+1(C)[[0,u]] = (pii,i+1(C))(u)
Qν1(C)[[0,u]] = (ν1(C))(u)
for all u ∈ Id. Applying Corollary 3.1.1 and Theorem 3.1.3 we first obtain
Qpii,i+1(C)[[0,u]] = (pii,i+1(C))(u)= C(p˜ii,i+1(u))= QC[[0, p˜ii,i+1(u)]]= QC[p˜i−1i,i+1([0,u])]= (QC)p˜ii,i+1[[0,u]]= (QC)T−1(pii,i+1)[[0,u]]
for all u ∈ Id and all i ∈ {1, ..., d − 1}, and since
0 ≤ QC[{1 − u1} × d⨉
l=2[0, ul]] ≤ QC[{1 − u1} × Id−1] = λ[{1 − u1}] = 0
for all u ∈ Id we further have
Qν1(C)[[0,u]] = (ν1(C))(u)= C(η1(u,1)) −C(η1(u,1 − u))= QC[[0,η1(u,1)]] −QC[[0,η1(u,1 − u)]]
= QC[[0,1] × d⨉
l=2[0, ul]] −QC[[0,1 − u1] × d⨉l=2[0, ul]]= QC[(1 − u1,1] × d⨉
l=2[0, ul]]= QC[[1 − u1,1] × d⨉
l=2[0, ul]]= QC[ν˜−11 ([0,u])]= (QC)
ν˜1
[[0,u]]= (QC)
T−1(ν1)[[0,u]]
for all u ∈ Id. The measure extension theorem then yields
Qpii,i+1(C) = (QC)
T−1(pii,i+1)
for all i ∈ {1, ..., d − 1} and
Qν1(C) = (QC)
T−1(ν1)
The assertion hence follows from Corollary 2.3.4 and the fact that T is an isomor-
phism. 2
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The previous result can be represented by the following commuting diagram includ-
ing the isomorphism T ∶ Γ˜→ Γ discussed in Theorem 3.1.3:
Cd SÐ→ Qd
T (γ˜) ↓ ↓ γ˜
Cd SÐ→ Qd
3.2.6 Corollary. Let C ∈ Cd be a copula. Then the identity(T (γ˜))(C) = S−1(S(C)γ˜)
holds for all γ˜ ∈ Γ˜, and the identity
γ(C) = S−1(S(C)T−1(γ))
holds for all γ ∈ Γ.
Taylor [2008] and Edwards & Taylor [2009] used the relationship emphasized in
Corollary 3.2.6 to define certain transformations on the collection of all copulas by
means of the transformations of the group Γ˜. However, their notation differs from
the one we use here for the transformations in Γ. For every γ˜ ∈ Γ˜, Taylor [2008] and
Edwards & Taylor [2009] defined the map γ○ ∶ Cd → Cd by letting
γ○(C) ∶= S−1(S(C)γ˜−1)
which then implies that, for every γ ∈ Γ, we have γ = (γ○)−1.
We proceed with some results concerning the integration of a positive, measurable
function with respect to a copula measure; these results will be needed in the up-
coming sections:
We resume the discussion of copula M :
3.2.7 Example. The copula measure of M satisfies
∫
Id
f(u) dQM(u) = ∫
Id
f(u11) dQM(u)
for all positive, measurable functions f ∶ Id → R.
Indeed, consider the set A ∶= {u ∈ Id ∣ui = uj for all i, j ∈ {1, ..., d}}. Then A ∈ B(Id) and
QM [A] = 1 (Example 3.2.3 (1)), and hence
∫
Id
f(u) dQM(u) = ∫
Id
f(u)χA(u) dQM(u)
= ∫
Id
f(u11)χA(u) dQM(u)
= ∫
Id
f(u11) dQM(u)
for all positive, measurable functions f ∶ Id → R.
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The following lemma includes the isomorphism T ∶ Γ˜ → Γ discussed in Theorem
3.1.3:
3.2.8 Lemma. Let C ∈ Cd. Then the identity
∫
Id
(f ○ γ˜)(u) dQC(u) = ∫
Id
f(u) dQ(T (γ˜))(C)(u)
holds for all positive, measurable functions f ∶ Id → R and all γ˜ ∈ Γ˜, and the identity
∫
Id
(f ○ T −1(γ))(u) dQC(u) = ∫
Id
f(u) dQγ(C)(u)
holds for all positive, measurable functions f ∶ Id → R and all γ ∈ Γ.
Proof. Consider a positive, measurable function f ∶ Id → R. Since T is an isomor-
phism, we only have to prove that the identity
∫
Id
(f ○ T −1(γ))(u) dQC(u) = ∫
Id
f(u) dQγ(C)(u)
holds for all γ ∈ Γ. The substitution rule and Theorem 3.2.5 yield
∫
Id
(f ○ T −1(γ))(u) dQC(u) = ∫
Id
f(u) d(QC)T−1(γ)(u)
= ∫
Id
f(u) dQγ(C)(u)
for all γ ∈ Γ. This proves the assertion. 2
3.2.9 Lemma. Let C ∈ Cd be a copula. Then the identity
∫
Id
ui dQ
C(u) = 1
2
holds for all i ∈ {1, ..., d}.
Proof. Consider i ∈ {1, ..., d}. Since the function h ∶ Id × I→ R given by
h(u, v) = χ[0,ui](v)
is positive and B(Id)⊗ B(I)–measurable, Fubini’s Theorem yields
∫
Id
ui dQ
C(u) = ∫
Id
∫
I
χ[0,ui](v) dλ(v) dQC(u)= ∫
Id×I χ[0,ui](v) d(QC ⊗λ)(u, v)= ∫
I
∫
Id
χ[v,1](ui) dQC(u) dλ(v)
= ∫
I
QC[Ii−1 × [v,1] × Id−i] dλ(v)
= ∫
I
λ[[v,1]] dλ(v)
= ∫
I
1 − v dλ(v)
= 1
2
This proves the assertion. 2
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Finally, we present a first result concerning the integration of a copula with respect
to a copula measure; this result simplifies several proofs in Section 3.3. Recall that
a copula is a positive function which is continuous (see Lemma 1.1.8) and hence
measurable.
3.2.10 Lemma. The identity
∫
Id
C(u) dQD(u) = ∫
Id
QD[[u,1]] dQC(u)
holds for all C,D ∈ Cd.
Proof. Consider C,D ∈ Cd. Since the function h ∶ Id × Id → R given by
h(u,v) = χ[0,u](v)
is positive and B(Id)⊗ B(Id)–measurable, Fubini’s Theorem yields
∫
Id
C(u) dQD(u) = ∫
Id
∫
Id
χ[0,u](v) dQC(v)dQD(u)
= ∫
Id
∫
Id
χ[v,1](u) dQD(u)dQC(v)
= ∫
Id
QD[[v,1]] dQC(v)
This proves the assertion. 2
Remark. The representation of the integrand as integral of an indicator function
with respect to a σ–finite measure and the use of Fubini’s Theorem for positive,
measurable functions is typical for the proofs of this chapter.
3.3 A Biconvex Form on Copulas
In the present section we study the integration of a copula with respect to a copula
measure. To this end, we introduce a biconvex form on Cd ×Cd which we investigate
with regard to symmetry, order, bounds, convergence and the behaviour with respect
to the total reflection τ .
A map < . , . >∶ Cd×Cd → R is called biconvex form if it is linear with respect to convex
combinations in both arguments, i.e. for all C1,C2,D1,D2 ∈ Cd and all a ∈ (0,1), we
have < aC1 + (1 − a)C2,D1 > = a < C1,D1 > + (1 − a) < C2,D1 >
and < C1, aD1 + (1 − a)D2 > = a < C1,D1 > + (1 − a) < C1,D2 >
Recall that a copula is a positive, measurable function. We define the map [. , .] ∶Cd × Cd → R by letting [C,D] ∶= ∫
Id
C(u) dQD(u)
and obtain the following result:
3.3.1 Theorem. [. , .] is a biconvex form.
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Proof. The proof of the first identity in the definition of a biconvex form is
evident. We now prove the second identity. To this end, consider a ∈ (0,1) and
C,D1,D2 ∈ Cd. Then aD1 + (1 − a)D2 ∈ Cd, and Lemma 3.2.10 together with the
identity QaD1+(1−a)D2 = aQD1 + (1 − a)QD2 (see Corollary 3.2.2) yields[C,aD1 + (1 − a)D2] = ∫
Id
C(u) dQaD1+(1−a)D2(u)
= ∫
Id
QaD1+(1−a)D2[[u,1]] dQC(u)
= ∫
Id
(aQD1 + (1 − a)QD2)[[u,1]] dQC(u)
= a∫
Id
QD1[[u,1]] dQC(u) + (1 − a)∫
Id
QD2[[u,1]] dQC(u)= a [C,D1] + (1 − a) [C,D2]
This proves the assertion. 2
By the dimension of the biconvex form [. , .] we denote the dimension of its argu-
ments. Throughout this work we omit any specifications concerning the dimension
of the biconvex form [. , .] since this is completely determined by the dimension of
the copulas the biconvex form [. , .] is applied to.
We resume the discussion of copulas M and Π:
3.3.2 Examples.
(1) The copula M satisfies [M,M] = 1
2
Thus, the value [M,M] does not depend on the dimension of M .
Indeed, Example 3.2.7 and Lemma 3.2.9 yield[M,M] = ∫
Id
M(u) dQM(u)
= ∫
Id
M(u11) dQM(u)
= ∫
Id
u1 dQ
M(u)
= 1
2
(2) The copula Π satisfies [Π,Π] = 1
2d
Indeed, Example 3.2.3 (2) together with Fubini’s Theorem yields
[Π,Π] = ∫
Id
Π(u) dQΠ(u)
= ∫
Id
d∏
i=1 ui dλd(u)
= d∏
i=1 ∫I ui dλ(ui)= 1
2d
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At this point, we are interested in properties of the map [. , .]. For the rest of
this section, we investigate the biconvex form [. , .] with regard to symmetry, order,
bounds, convergence and the behaviour with respect to the total reflection τ .
The next theorem asserts that the biconvex form [. , .] is symmetric only for the case
d = 2:
3.3.3 Theorem.
(1) For d = 2, the biconvex form [. , .] is symmetric.
(2) For d ≥ 3, the biconvex form [. , .] is not symmetric.
Proof. We first prove (1). To this end, consider C,D ∈ C2. The copula measure of
D satisfies
0 ≤ QD[[u,1]/(u,1]] ≤ QD[[u1,1]/(u1,1] × I] = λ[[u1,1]/(u1,1]] = λ[{u1}] = 0
for all u ∈ I2. Lemma 3.2.10 and Lemma 3.2.9 then yield
[C,D]= ∫
I2
C(u) dQD(u)
= ∫
I2
QD[[u,1]] dQC(u)
= ∫
I2
QD[(u,1]] dQC(u)
= ∫
I2
QD[[0,1]] − QD[[0, u1] × [0,1]] − QD[[0,1] × [0, u2]] +QD[[0,u]] dQC(u)
= ∫
I2
D(1,1) − D(u1,1) − D(1, u2) +D(u) dQC(u)
= ∫
I2
1 − u1 − u2 dQC(u) + [D,C]
= 1 − 1
2
− 1
2
+ [D,C]= [D,C]
This proves (1). Assertion (2) will be discussed in Examples 3.3.4 below. 2
Theorem 3.3.3 (1) is essentially due to Nelsen [1995, p.196].
The next examples assert that, for d ≥ 3, the biconvex form [. , .] is not symmetric:
3.3.4 Examples.
(1) Consider d ∈ 2N + 1. Then the copula
E(u) = Π(u) + d∏
i=1 ui(1 − ui)
discussed in Example 2.5.3 and the copula Π satisfy
[E,Π] ≠ [Π,E]
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Indeed, Example 3.2.3 (2), Fubini’s Theorem and Example 3.3.2 (2) yield
[E,Π] = ∫
Id
Π(u) + d∏
i=1 ui (1 − ui) dQΠ(u)
= [Π,Π] + ∫
Id
d∏
i=1 ui (1 − ui) dλd(u)
= [Π,Π] + d∏
i=1∫I ui (1 − ui) dλ(ui)= 1
2d
+ 1
6d
Moreover, since E is differentiable and
QE[[0,u]] = E(u) = ∫[0,u] 1 + d∏i=1(1 − 2vi) dλd(v)
i.e. QE has Lebesgue density f(v) = 1 +∏di=1(1 − 2vi), Example 3.2.3 (2), Fubini’s
Theorem and Example 3.3.2 (2) further yield
[Π,E] = ∫
Id
Π(u) dQE(u)
= ∫
Id
Π(u)(1 + d∏
i=1(1 − 2ui)) dλd(u)
= ∫
Id
Π(u) + d∏
i=1 ui (1 − 2ui) dλd(u)
= [Π,Π] + d∏
i=1∫I ui (1 − 2ui) dλ(ui)= 1
2d
+ (−1)d 1
6d
We thus obtain [E,Π] ≠ [Π,E].
(2) Consider d ∈ 2N with d ≥ 4. Then, for j ∈ {1, ..., d}, the copula
E(u) = Π(u) + uj d∏
i=1,i≠j ui(1 − ui)
discussed in Example 2.2.1 and the copula Π satisfy
[E,Π] ≠ [Π,E]
Indeed, Example 3.2.3 (2), Fubini’s Theorem and Example 3.3.2 (2) yield
[E,Π] = ∫
Id
Π(u) + uj d∏
i=1,i≠j ui(1 − ui) dQΠ(u)
= [Π,Π] + ∫
Id
uj
d∏
i=1,i≠j ui (1 − ui) dλd(u)
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= [Π,Π] + (∫
I
uj dλ(uj))( d∏
i=1,i≠j∫I ui (1 − ui) dλ(ui))= 1
2d
+ 1
2
1
6d−1
Moreover, since E is differentiable and
QE[[0,u]] = E(u) = ∫[0,u] 1 + d∏i=1,i≠j(1 − 2vi) dλd(v)
i.e. QE has Lebesgue density f(v) = 1+∏di=1,i≠j(1− 2vi), Example 3.2.3 (2), Fubini’s
Theorem and Example 3.3.2 (2) further yield
[Π,E] = ∫
Id
Π(u) dQE(u)
= ∫
Id
Π(u)(1 + d∏
i=1,i≠j(1 − 2ui)) dλd(u)
= ∫
Id
Π(u) + uj d∏
i=1,i≠j ui (1 − 2ui) dλd(u)
= [Π,Π] + (∫
I
uj dλ(uj))( d∏
i=1,i≠j∫I ui (1 − 2ui) dλ(ui))= 1
2d
+ (−1)d−1 1
2
1
6d−1
We thus obtain [E,Π] ≠ [Π,E].
In the following lemma we investigate the biconvex form [. , .] with regard to the
total reflection τ . This is of interest since it provides a useful tool which helps to
prove that certain properties which are valid for one argument of the biconvex form[. , .] are also valid for the other argument.
3.3.5 Lemma. The identity
[C,D] = [τ(D), τ(C)]
holds for all C,D ∈ Cd.
Proof. Consider C,D ∈ Cd and put τ˜ ∶= ◇dk=1 ν˜k. Then τ˜ ∈ Γ˜ is an involution,
τ˜(u) = 1 − u for all u ∈ Id, and the isomorphism T discussed in Theorem 3.1.3 and
Corollary 3.1.4 satisfies
T (τ˜) = d◯
k=1T (ν˜k) = d◯k=1νk = τ
Lemma 3.2.8, Theorem 3.2.5 and Lemma 3.2.10 then yield
[τ(D), τ(C)] = ∫
Id
(τ(D))(u) dQτ(C)(u)
= ∫
Id
((T (τ˜))(D))(u) dQ(T (τ˜))(C)(u)
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= ∫
Id
((T (τ˜))(D) ○ τ˜)(u) dQC(u)
= ∫
Id
((T (τ˜))(D))(1 − u) dQC(u)
= ∫
Id
Q(T (τ˜))(D)[[0,1 − u]] dQC(u)
= ∫
Id
(QD)τ˜ [τ˜−1([u,1])] dQC(u)
= ∫
Id
(QD)τ˜○τ˜ [[u,1]] dQC(u)
= ∫
Id
QD[[u,1]] dQC(u)
= ∫
Id
C(u) dQD(u)= [C,D]
This proves the assertion. 2
Lemma 3.3.5 is essentially due to Dolati & U´beda-Flores [2006a, Lemma 3.1].
The next theorem asserts that two copulas D1 and D2 are equal if the identity[C,D1] = [C,D2]
holds for every test copula C ∈ Cd. Lemma 3.3.5 then implies an analogous result
for the first argument of the biconvex form [. , .].
3.3.6 Theorem.
(1) Let C1,C2 ∈ Cd. Then the following are equivalent:
(a) We have C1 = C2.
(b) The identity [C1,D] = [C2,D]
holds for all D ∈ Cd.
(2) Let D1,D2 ∈ Cd. Then the following are equivalent:
(a) We have D1 =D2.
(b) The identity [C,D1] = [C,D2]
holds for all C ∈ Cd.
Proof. We first prove (2). To this end, assume that (b) holds. We prove the
identity D1 = D2. First, consider v ∈ Id with vi = 0 for some i ∈ {1, ..., d}. The fact
that copulas are grounded implies
D1(v) = 0 =D2(v)
Now, consider v ∈ (0,1]. Then there exists some ε ∈ (0,1) such that
Mε ∶= [ε1,v − ε1] ≠ ∅
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For every L ⊆ {1, ..., d}, we put
ML,v,ε ∶= (ηL(0,v − ε1),ηL(ε1,v))
and define the function Cv,ε ∶ Id → R given by
Cv,ε(u) ∶= Π(u) + ∑
L⊆{1,...,d}(−1)∣L∣λd[[0,u] ∩ML,v,ε]
Then Cv,ε satisfies Cv,ε(u) = Π(u) + εd for all u ∈ Mε and Cv,ε(u) = Π(u) for all
u ∈ Id/(0,v). We prove that Cv,ε is a copula: It is straightforward to show that
Cv,ε is grounded and possesses uniform univariate margins. Moreover, let h ∈ Id and
u ∈ [0,1 − h]. The linearity of the difference operator (Corollary B.2.1), Example
1.1.1 (2) and the fact that∑
L⊆{1,...,d}(−1)∣L∣λd[(u,u + h] ∩ML,v,ε]= ∑
L⊆{1,...,d},∣L∣∈2N∪{0}λ
d[(u,u + h] ∩ML,v,ε] − ∑
L⊆{1,...,d},∣L∣∈2N−1λ
d[(u,u + h] ∩ML,v,ε]
= λd[(u,u + h] ∩ ⋃
L⊆{1,...,d},∣L∣∈2N∪{0}ML,v,ε] −λd[(u,u + h] ∩ ⋃L⊆{1,...,d},∣L∣∈2N+1ML,v,ε]
∈ [− d∏
i=1 hi,
d∏
i=1 hi]
imply(∆h(Cv,ε))(u)= (∆h(Π))(u) + (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ ∑L⊆{1,...,d}(−1)∣L∣λd[[0,u + JK h] ∩ML,v,ε]= Π(h) + ∑
L⊆{1,...,d}(−1)∣L∣ ∑K⊆{1,...,d}(−1)d−∣K∣λd[[0,u + JK h] ∩ML,v,ε]
= d∏
i=1 hi + ∑L⊆{1,...,d}(−1)∣L∣λd[(u,u + h] ∩ML,v,ε]≥ 0
Thus, Cv,ε is d–monotone and hence a copula.
Now, choose some m ∈ N with m ≥ 1ε . For all n ∈ N(m), we then have M 1
n
≠ ∅ and
C
v,
1
n
∈ Cd. We further define the function fv,n ∶ Id → R, n ∈ N(m), given by
fv,n ∶= Cv, 1n −Π1
nd
Then fv,n is continuous and hence measurable, and satisfies
fv,n(u)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
= 0 u ∈ Id/(0,v)= 1 u ∈M 1
n∈ (0,1) otherwise
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as well as f−1v,n({0}) = Id/(0,v) for all n ∈ N(m). Moreover, the sequence {fv,n}n∈N(m)
is monotonically increasing with
sup
n∈N(m) fv,n = χ(0,v)
Since every copula measure Q satisfies
0 ≤ Q[[0,u]/(0,u)] ≤ Q[[0, u1]/(0, u1) × Id−1] = λ[[0, u1]/(0, u1)] = 0
for all u ∈ Id, the monotone convergence theorem yields
D1(v) = QD1[[0,v]]= QD1[(0,v)]= ∫
Id
χ(0,v)(u) dQD1(u)
= ∫
Id
sup
n∈N(m) fv,n(u) dQD1(u)= sup
n∈N(m)∫Id fv,n(u) dQD1(u)= sup
n∈N(m)nd ∫Id Cv, 1n (u) −Π(u) dQD1(u)
= sup
n∈N(m)nd ([Cv, 1n ,D1] − [Π,D1])
= sup
n∈N(m)nd ([Cv, 1n ,D2] − [Π,D2])
The same steps show
D1(v) =D2(v)
for all v ∈ (0,1]. This proves (a).
We now prove (1). To this end, assume that (b) holds. We prove the identity
C1 = C2. Lemma 3.3.5 first implies[τ(D), τ(C1)] = [C1,D] = [C2,D] = [τ(D), τ(C2)]
for all D ∈ Cd, and since Cd = {E ∈ Cd ∣E = τ(F ) for some F ∈ Cd}, we further obtain
[D,τ(C1)] = [D,τ(C2)]
for all D ∈ Cd. Assertion (2) then yields τ(C1) = τ(C2), and thus,
C1 = τ(τ(C1)) = τ(τ(C2)) = C2
This proves (a). 2
Theorem 3.3.6 (2) (for d = 2) and, in addition, the idea of this proof is due to
Edwards et al. [2005].
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We now study the biconvex form [. , .] with regard to order relations on Cd. We start
with a result concerning the pointwise order relation, and distinguish between the
first and second argument of the biconvex form [. , .]:
3.3.7 Theorem.
(1) The map
C ↦ [C, . ]
is monotonically increasing with regard to the pointwise order relation.
(2) The map
D ↦ [. ,D]
is monotonically increasing with regard to the pointwise order relation only for
the case d = 2.
Proof. The monotonicity in the first argument of the biconvex form [. , .] is evident
from the definition. We now prove (2). To this end, consider d = 2 and D1,D2 ∈ C2
with D1 ≤D2. Theorem 3.3.3 and the monotonicity in the first argument then imply[C,D1] = [D1,C] ≤ [D2,C] = [C,D2]
for all C ∈ C2. Assertion (2) for d ≥ 3 will be discussed in Examples 3.3.8 below. 2
The next examples assert that, for d ≥ 3, the map D ↦ [. ,D] is not monotonically
increasing with regard to the pointwise order relation:
3.3.8 Examples.
(1) Consider d ∈ 2N + 1. Then the copula
E(u) = Π(u) + d∏
i=1 ui(1 − ui)
discussed in Example 2.5.3 satisfies Π ≤ E, but
[Π,Π] > [Π,E]
Indeed, Example 3.3.4 (1) and Example 3.3.2 (2) yield
[Π,E] = 1
2d
+ (−1)d 1
6d
< 1
2d
= [Π,Π]
(2) Consider d ∈ 2N with d ≥ 4. Then, for j ∈ {1, ..., d}, the copula
E(u) = Π(u) + uj d∏
i=1,i≠j ui(1 − ui)
discussed in Example 2.2.1 satisfies Π ≤ E, but
[Π,Π] > [Π,E]
Indeed, Example 3.3.4 (2) and Example 3.3.2 (2) yield
[Π,E] = 1
2d
+ (−1)d−1 1
2
1
6d−1 < 12d = [Π,Π]
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We proceed with a result concerning the concordance order relation, and again we
distinguish between the first and second argument of the biconvex form [. , .]:
3.3.9 Theorem.
(1) The map
C ↦ [C, . ]
is monotonically increasing with regard to the concordance order relation.
(2) The map
D ↦ [. ,D]
is monotonically increasing with regard to the concordance order relation.
Proof. The monotonicity in the first argument of the biconvex form [. , .] is evident
from the definition. We now prove (2). To this end, consider D1,D2 ∈ Cd with
D1 ⪯c D2. Then τ(D1) ⪯c τ(D2). Lemma 3.3.5 and the monotonicity in the first
argument imply
[C,D1] = [τ(D1), τ(C)] ≤ [τ(D2), τ(C)] = [C,D2]
for all C ∈ Cd. This proves the assertion. 2
Remark. Recall that, for d = 2, pointwise order is the same as concordance order.
Thus, the map D ↦ [. ,D] is monotonically increasing as stated in Theorems 3.3.7
and 3.3.9.
We further identify upper and lower bounds of the biconvex form [. , .] and show
that both are attained. Since a copula is a positive function, we first obtain
0 ≤ [C,D]
for all C,D ∈ Cd.
3.3.10 Theorem. The inequality
0 ≤ [C,D] ≤ 1
2
holds for all C,D ∈ Cd. In particular, upper and lower bounds are attained.
Proof. Consider C,D ∈ Cd. Then Corollary 1.1.2 together with Theorem 3.3.7,
Lemma 3.3.5, the fact that τ(M) = M (Example 2.3.3 (1)) and Example 3.3.2 (1)
yields
0 ≤ [C,D] ≤ [M,D] = [τ(D), τ(M)] = [τ(D),M] ≤ [M,M] = 1
2
That the lower bound is attained will be discussed in Example 3.3.11 below. 2
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The next example shows that the lower bound of the biconvex form [. , .] is attained:
3.3.11 Example. The copula M satisfies
[νk(M), νk(M)] = 0
for all k ∈ {1, ..., d}.
Indeed, Corollary 3.1.4, Lemma 3.2.8, Example 3.2.7, Lemma 3.2.9 and Example 3.3.2 (1)
yield
[νk(M), νk(M)]= ∫
Id
(νk(M))(u) dQνk(M)(u)
= ∫
Id
(νk(M))(u) dQ(T (ν˜k))(M)(u)
= ∫
Id
(νk(M) ○ ν˜k)(u) dQM(u)
= ∫
Id
(νk(M))(ηk(u,1 − u)) dQM(u)
= ∫
Id
M(ηk(ηk(u,1 − u),1)) −M(ηk(ηk(u,1 − u),1 − ηk(u,1 − u))) dQM(u)
= ∫
Id
M(ηk(u,1)) −M(u) dQM(u)
= ∫
Id
M(ηk(u,1)) dQM(u) − [M,M]
= ∫
Id
M(ηk(u11,1)) dQM(u) − [M,M]
= ∫
Id
u1 dQ
M(u) − [M,M]
= 1
2
− 1
2= 0
for all k ∈ {1, ..., d}.
The following result deals with convergence of the biconvex form [. , .]:
3.3.12 Theorem. For every sequence of copulas {Cn}n∈N ⊆ Cd that converges
uniformly to a copula C ∈ Cd, and every sequence of copulas {Dn}n∈N ⊆ Cd that
converges uniformly to a copula D ∈ Cd, we have
lim
n→∞[Cn,Dn] = [C,D]
Proof. Consider ε ∈ (0,∞). Since {Cn}n∈N converges uniformly to C, there exists
some n1 ∈ N such that, for every n ∈ N(n1), we have
∣Cn(u) −C(u)∣ < ε
2
for all u ∈ Id. Moreover, since {Dn}n∈N converges uniformly to D, Lemma 2.3.7
implies that {τ(Dn)}n∈N converges uniformly to τ(D), and thus, there exists some
n2 ∈ N such that, for every n ∈ N(n2), we have
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∣(τ(Dn))(u) − (τ(D))(u)∣ < ε
2
for all u ∈ Id. Thus, for every n ∈ N(max{n1, n2}), Lemma 3.3.5 yields
∣[Cn,Dn] − [C,D]∣≤ ∣[Cn,Dn] − [C,Dn]∣ + ∣[C,Dn] − [C,D]∣= ∣[Cn,Dn] − [C,Dn]∣ + ∣[τ(Dn), τ(C)] − [τ(D), τ(C)]∣
= ∣∫
Id
Cn(u) dQDn(u) − ∫
Id
C(u) dQDn(u)∣
+ ∣∫
Id
(τ(Dn))(u) dQτ(C)(u) − ∫
Id
(τ(D))(u) dQτ(C)(u)∣
≤ ∫
Id
∣Cn(u) − C(u)∣ dQDn(u) + ∫
Id
∣(τ(Dn))(u) − (τ(D))(u)∣ dQτ(C)(u)
< ∫
Id
ε
2
dQDn(u) + ∫
Id
ε
2
dQτ(C)(u)
= ε
2
+ ε
2= ε
This proves the assertion. 2
We conclude this section with a result concerning the copulas M and Π; this result
will be needed in Chapter 4 below:
3.3.13 Example. The copulas M and Π satisfy
[Π,C] < [M,C]
for all C ∈ Cd.
Indeed, consider C ∈ Cd. The fact that QC[(0,1)] = 1 together with the inequality Π(u) <
M(u) for all u ∈ (0,1) yields
[Π,C] = ∫
Id
Π(u) dQC(u)
= ∫
Id
Π(u)χ(0,1)(u) dQC(u)
< ∫
Id
M(u)χ(0,1)(u) dQC(u)
= ∫
Id
M(u) dQC(u)= [M,C]
Remark. Note that the biconvex form [. , .] can be extended to a map acting on
span(Cd) × span(Cd) which is then a bilinear form.
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3.4 The Biconvex Form and the Group of Trans-
formations
In Section 3.3 we proved that the total reflection changes the arguments of the bi-
convex form [. , .]. In this section we show that this behaviour is specific only for
the total reflection, and study the biconvex form [. , .] with respect to the trans-
formations in the group Γ. In particular, we focus on transformations in Γ which
preserve the value of the biconvex form [. , .]. In this context, the transformations
which belong to the subgroup Γpi,τ again turn out to be of decisive importance. We
finally study the biconvex form [. , .] with respect to Λ–invariant copulas. Here we
restrict ourselves to subgroups Γτ and Γν for which we present remarkable results.
The first result of this section discusses the transformations in Γpi. It turns out that
permutations preserve the value of the biconvex form [. , .]:
3.4.1 Lemma. Let pi ∈ Γpi. Then the identity
[pi(C), pi(D)] = [C,D]
holds for all C,D ∈ Cd.
Proof. Corollary 3.1.1, Theorem 3.1.3 and Lemma 3.2.8 imply
[pii,i+1(C), pii,i+1(D)] = ∫
Id
(pii,i+1(C))(u) dQpii,i+1(D)(u)
= ∫
Id
(C ○ p˜ii,i+1)(u) dQ(T (p˜ii,i+1))(D)(u)
= ∫
Id
(C ○ p˜ii,i+1 ○ p˜ii,i+1)(u) dQD(u)
= ∫
Id
C(u) dQD(u)= [C,D]
for all C,D ∈ Cd and all i ∈ {1, ..., d − 1}. The assertion then follows from Corollary
2.3.4. 2
Lemma 3.4.1 can be generalized; see Theorem 3.4.8 and Theorem 3.4.11 below.
The next lemma investigates the biconvex form [. , .] with respect to partial reflec-
tions:
3.4.2 Lemma. Let k ∈ {1, ..., d}. Then the identities
[C,νk(D)] + [νk(C),D] = [C,D] + [νk(C), νk(D)]
and [C,νk(D)] + [νk(C),D] = ∫
Id
C(ηk(u,1)) dQD(u)
hold for all C,D ∈ Cd.
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Proof. Corollary 3.1.4 and Lemma 3.2.8 first imply
[C,νk(D)] = ∫
Id
C(u) dQνk(D)(u)
= ∫
Id
C(u) dQ(T (ν˜k))(D)(u)
= ∫
Id
(C ○ ν˜k)(u) dQD(u)
= ∫
Id
C(ηk(u,1 − u)) dQD(u)
for all C,D ∈ Cd and hence[C,νk(D)] + [νk(C),D]= ∫
Id
C(ηk(u,1 − u)) dQD(u) + ∫
Id
(νk(C))(u) dQD(u)
= ∫
Id
C(ηk(u,1 − u)) dQD(u) + ∫
Id
C(ηk(u,1)) −C(ηk(u,1 − u)) dQD(u)= ∫
Id
C(ηk(u,1)) dQD(u)
for all C,D ∈ Cd. This identity together with Corollary 3.1.4 and Lemma 3.2.8
further yield[C,D] + [νk(C), νk(D)] = [C,νk(νk(D))] + [νk(C), νk(D)]= ∫
Id
C(ηk(u,1)) dQνk(D)(u)= ∫
Id
C(ηk(u,1)) dQ(T (ν˜k))(D)(u)= ∫
Id
C(ηk(ν˜k(u),1)) dQD(u)= ∫
Id
C(ηk(ηk(u,1 − u),1)) dQD(u)= ∫
Id
C(ηk(u,1)) dQD(u)= [C,νk(D)] + [νk(C),D]
for all C,D ∈ Cd. This proves the assertion. 2
The second identity in Lemma 3.4.2 is similar to a result discussed in Dolati &
U´beda-Flores [2006a, Lemma 3.2].
The following example employs the result established in Lemma 3.4.2:
3.4.3 Example. For every k ∈ {1, ..., d} the copula M satisfies
[νk(M),M] = 1
4
= [M,νk(M)]
Indeed, since τ is in the center of Γ and τ(M) = M (Example 2.3.3 (1)) we first have
τ(νk(M)) = νk(τ(M)) = νk(M), and Lemma 3.3.5 implies[M,νk(M)] = [τ(νk(M)), τ(M)] = [νk(M),M]
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for all k ∈ {1, ..., d}. Lemma 3.4.2, Example 3.3.2 (1) and Example 3.3.11 then yield
[νk(M),M] = [M,M] + [νk(M), νk(M)] − [M,νk(M)] = 1
2
− [νk(M),M]
and thus, [νk(M),M] = [M,νk(M)] = 14 for all k ∈ {1, ..., d}.
In Lemma 3.4.2 above we studied the behaviour of the biconvex form [. , .] with
respect to partial reflections. Results for general reflections will be presented in
Lemma 3.4.4 and Lemma 3.4.6 below.
The next result is a generalization of Lemma 3.4.2:
3.4.4 Lemma. Let K ⊆ {1, ..., d}. Then the identities
∑
L⊆K[(◯l∈Lνl)(C),( ◯l∈K/Lνl)(D)] = ∑L⊆K[(◯l∈Lνl)(C),(◯l∈Lνl)(D)]
and ∑
L⊆K[(◯l∈Lνl)(C),( ◯l∈K/Lνl)(D)] = ∫Id C(ηK(u,1)) dQD(u)
hold for all C,D ∈ Cd.
Proof. We first prove the second identity by induction with respect to the cardi-
nality of K ⊆ {1, ..., d}. The case ∣K ∣ = 0 is evident and the case ∣K ∣ = 1 is immediate
from Lemma 3.4.2.
Now, let k ∈ {2, ..., d} and consider N ⊆ {1, ..., d} such that ∣N ∣ = k, and assume that
the assertion is fulfilled for all M ⊆ N with 1 ≤ ∣M ∣ ≤ k − 1. Moreover, let i ∈ N .
Corollary 3.1.4 and Lemma 3.2.8 first imply
∫
Id
C(ηN/{i}(u,1)) dQνi(D)(u)= ∫
Id
C(ηN/{i}(u,1)) dQ(T (ν˜i))(D)(u)= ∫
Id
C(ηN/{i}(ν˜i(u),1)) dQD(u)= ∫
Id
C(ηN/{i}(ηi(u,1 − u),1)) dQD(u)= ∫
Id
C(ηi(ηN/{i}(u,1),1 − u)) dQD(u)= ∫
Id
C(ηi(ηN/{i}(u,1),1 − ηN/{i}(u,1))) dQD(u)= ∫
Id
C(ηi(ηN/{i}(u,1),1)) − (νi(C))(ηN/{i}(u,1)) dQD(u)= ∫
Id
C(ηN(u,1)) − (νi(C))(ηN/{i}(u,1)) dQD(u)= ∫
Id
C(ηN(u,1)) dQD(u) − ∫
Id
(νi(C))(ηN/{i}(u,1)) dQD(u)
for all C,D ∈ Cd and hence
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∑
L⊆N [(◯l∈Lνl) (C),( ◯l∈N/Lνl)(D)]= ∑
L⊆N/{i} [( ◯l∈L∪{i}νl)(C),( ◯l∈N/(L∪{i})νl)(D)]
+ ∑
L⊆N/{i} [(◯l∈Lνl) (C),( ◯l∈N/Lνl)(D)]
= ∑
L⊆N/{i} [(◯l∈Lνl) (νi(C)),( ◯l∈(N/{i})/Lνl)(D)]
+ ∑
L⊆N/{i} [(◯l∈Lνl) (C),( ◯l∈(N/{i})/Lνl)(νi(D))]= ∫
Id
(νi(C))(ηN/{i}(u,1)) dQD(u) + ∫
Id
C(ηN/{i}(u,1)) dQνi(D)(u)= ∫
Id
(νi(C))(ηN/{i}(u,1)) dQD(u) + ∫
Id
C(ηN(u,1)) dQD(u)−∫
Id
(νi(C))(ηN/{i}(u,1)) dQD(u)= ∫
Id
C(ηN(u,1)) dQD(u)
for all C,D ∈ Cd.
We finally prove the first identity. For K ⊆ {1, ..., d}, we have ◇k∈K ν˜k ∈ Γ˜,(◇k∈K ν˜k)(u) = ηK(u,1 − u) for all u ∈ Id, and the isomorphism T discussed in
Theorem 3.1.3 and Corollary 3.1.4 satisfies
T (◇
k∈K ν˜k) = ◯k∈K T (ν˜k) = ◯k∈K νk
The fact that (◯l∈L νl) = (◯l∈K/L νl)○(◯l∈K/L νl)○(◯l∈L νl) = (◯l∈K/L νl)○(◯k∈K νk)
for all L ⊆K, the previous identity and Lemma 3.2.8 then yield
∑
L⊆K [(◯l∈Lνl) (C),(◯l∈Lνl) (D)] = ∑L⊆K[(◯l∈Lνl) (C),( ◯l∈K/Lνl)((◯k∈K νk) (D))]= ∫
Id
C(ηK(u,1)) dQ(◯k∈K νk)(D)(u)= ∫
Id
C(ηK(u,1)) dQ(T (◇k∈K ν˜k))(D)(u)= ∫
Id
C(ηK((◇
k∈K ν˜k)(u),1)) dQD(u)= ∫
Id
C(ηK(ηK(u,1 − u),1)) dQD(u)= ∫
Id
C(ηK(u,1)) dQD(u)
= ∑
L⊆K [(◯l∈Lνl) (C),( ◯l∈K/Lνl)(D)]
for all C,D ∈ Cd. This proves the assertion. 2
71
Chapter 3. A Biconvex Form
Lemma 3.4.4 implies the following corollary which will be needed for the proof of
Theorem 3.4.14 and in Chapter 4 and Chapter 5 below:
3.4.5 Corollary. The identity
∑
ν∈Γν[ν(C), ν(D)] = 1
holds for all C,D ∈ Cd.
The next lemma investigates the biconvex form [. , .] with respect to the transfor-
mations in Γν :
3.4.6 Lemma. Let ν ∈ Γν such that ν =◯k∈K νk for some K ⊆ {1, ..., d}. Then the
identity [ν(C), ν(D)] = (−1)∣K∣ ∑
L⊆K(−1)∣L∣∫Id C(ηL(u,1)) dQD(u)
holds for all C,D ∈ Cd.
Proof. We first have ◇k∈K ν˜k ∈ Γ˜, (◇k∈K ν˜k)(u) = ηK(u,1 − u) for all u ∈ Id, and
the isomorphism T discussed in Theorem 3.1.3 and Corollary 3.1.4 satisfies
T (◇
k∈K ν˜k) = ◯k∈K T (ν˜k) = ◯k∈K νk
Lemma 2.4.1 and Lemma 3.2.8 then imply
[ν(C), ν(D)]= ∫
Id
(ν(C))(u) dQν(D)(u)
= ∫
Id
(−1)∣K∣ ∑
L⊆K(−1)∣L∣ C(ηL(ηK(u,1 − u),1)) dQ(◯k∈K νk)(D)(u)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣∫Id C(J{1,...,d}/Ku + JK/L(1 − u) + JL1) dQ(T (◇k∈K ν˜k))(D)(u)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣∫Id C(J{1,...,d}/K(◇k∈K ν˜k)(u)+ JK/L(1− (◇k∈K ν˜k)(u))+ JL1)dQD(u)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣∫Id C(J{1,...,d}/KηK(u,1− u)+ JK/L(1− ηK(u,1− u))+ JL1)dQD(u)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣∫Id C(J{1,...,d}/Ku + JK/Lu + JL1) dQD(u)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣∫Id C(ηL(u,1)) dQD(u)
for all C,D ∈ Cd. This proves the assertion. 2
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The following example employs the result established in Lemma 3.4.6:
3.4.7 Example. For every transformation ν ∈ Γν/Γτ the copula M satisfies
[ν(M), ν(M)] = 0
Indeed, consider ν ∈ Γν/Γτ such that ν =◯k∈K νk for someK ⊆ {1, ..., d} with 1 ≤ ∣K ∣ ≤ d−1.
Lemma 3.4.6, Example 3.2.7 and Lemma 3.2.9 then yield
[ν(M), ν(M)] = (−1)∣K∣ ∑
L⊆K(−1)∣L∣∫IdM(ηL(u,1)) dQM(u)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣∫IdM(ηL(u11,1)) dQM(u)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣∫Id u1 dQM(u)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣ 12= 0
We now proceed with the identification of those transformations in the group Γ
which preserve the value of the biconvex form [. , .]. Theorem 3.4.8 and Theorem
3.4.11 emphasize once more the particular role of the transformations which belong
to the subgroup Γpi,τ :
3.4.8 Theorem. Let γ ∈ Γ.
(1) Let d = 2. Then the following are equivalent:
(a) γ ∈ Γpi,τ .
(b) The identity [γ(C), γ(D)] = [C,D]
holds for all C,D ∈ C2.
(2) Let d ≥ 3. Then the following are equivalent:
(a) γ ∈ Γpi.
(b) The identity [γ(C), γ(D)] = [C,D]
holds for all C,D ∈ Cd.
Proof. Lemma 3.4.1 asserts that every transformation γ ∈ Γpi preserves the value of
the biconvex form [. , .], and we first show that none of the transformations γ ∈ Γ/Γpi,τ
satisfies [γ(C), γ(D)] = [C,D] for all C,D ∈ Cd. To this end, consider γ ∈ Γ/Γpi,τ .
As a consequence of Lemma 2.2.8, there exist unique pi ∈ Γpi and ν ∈ Γν/Γτ such that
γ = ν ○ pi, and the copula M satisfies γ(M) = (ν ○ pi)(M) = ν(M) (Example 2.3.3
(1)). Example 3.4.7 and Example 3.3.2 (1) then yield
[γ(M), γ(M)] = [ν(M), ν(M)] = 0 ≠ 1
2
= [M,M]
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We now prove (1). It remains to show that (a) implies (b). To this end, assume
that (a) holds and consider γ ∈ Γpi,τ/Γpi. As a consequence of Lemma 2.2.8, there
exists a unique pi ∈ Γpi such that γ = pi ○ τ . Lemma 3.4.1, Lemma 3.3.5 and Theorem
3.3.3 then yield[γ(C), γ(D)] = [pi(τ(C)), pi(τ(D))] = [τ(C), τ(D)] = [D,C] = [C,D]
for all C,D ∈ C2. This proves (b).
We finally prove (2). It remains to show that also none of the transformations
γ ∈ Γpi,τ/Γpi satisfies [γ(C), γ(D)] = [C,D] for all C,D ∈ Cd. This result will be
discussed in Examples 3.4.9 below. 2
Implication (1a) to (1b) in Theorem 3.4.8 is essentially due to Edwards et al. [2004,
Lemma 2.3].
The next examples assert that, for d ≥ 3, the transformations γ ∈ Γpi,τ/Γpi do not
satisfy [γ(C), γ(D)] = [C,D]
for all C,D ∈ Cd:
3.4.9 Examples. Consider γ ∈ Γpi,τ /Γpi. As a consequence of Lemma 2.2.8, there exists
a unique pi ∈ Γpi such that γ = τ ○ pi.
(1) Consider d ∈ 2N + 1. Then the copula
E(u) = Π(u) + d∏
i=1 ui(1 − ui)
discussed in Example 2.5.3 and the copula Π satisfy[γ(E), γ(Π)] ≠ [E,Π]
Indeed, Lemma 3.3.5, the fact that Π and E are Γpi–invariant and Example 3.3.4 (1)
yield [γ(E), γ(Π)] = [τ(pi(E)), τ(pi(Π))]= [pi(Π), pi(E)]= [Π,E]= 1
2d
+ (−1)d 1
6d≠ 1
2d
+ 1
6d= [E,Π]
We thus obtain [γ(E), γ(Π)] ≠ [E,Π].
(2) Consider d ∈ 2N with d ≥ 4. Then, for j ∈ {1, ..., d}, the copula
Ej(u) = Π(u) + uj d∏
i=1,i≠j ui(1 − ui)
discussed in Example 2.2.1 and the copula Π satisfy[γ(Ej), γ(Π)] ≠ [Ej ,Π]
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Indeed, for j ∈ {1, ..., d} there exists some k ∈ {1, ..., d} such that pi(Ej) = Ek. Lemma
3.3.5, the fact that Π is Γpi–invariant and Example 3.3.4 (2) then yield
[γ(Ej), γ(Π)] = [τ(pi(Ej)), τ(pi(Π))]= [pi(Π), pi(Ej)]= [Π,Ek]= 1
2d
+ (−1)d−1 1
2
1
6d−1≠ 1
2d
+ 1
2
1
6d−1= [Ej ,Π]
We thus obtain [γ(Ej), γ(Π)] ≠ [Ej ,Π].
Theorem 3.4.8 implies a useful result for specific subgroups of Γ; Corollary 3.4.10
will be needed in Chapter 4 and Chapter 5 below:
3.4.10 Corollary.
(1) Let d = 2 and Λ ⊆ Γpi,τ be a subgroup of Γ. Then the identity[CΛ,D] = [C,DΛ]
holds for all C,D ∈ C2.
(2) Let d ≥ 3 and Λ ⊆ Γpi be a subgroup of Γ. Then the identity[CΛ,D] = [C,DΛ]
holds for all C,D ∈ Cd.
Proof. We first prove (1). To this end, consider C,D ∈ C2. Then Theorem 3.4.8
together with the fact that Λ∗ = Λ (Lemma 2.3.5) yields
[CΛ,D] = [ 1∣Λ∣ ∑γ∈Λγ(C),D]= 1∣Λ∣ ∑γ∈Λ [γ(C),D]= 1∣Λ∣ ∑γ∈Λ [C,γ∗(D)]= 1∣Λ∣ ∑γ∈Λ∗ [C,γ(D)]= 1∣Λ∣ ∑γ∈Λ [C,γ(D)]
= [C, 1∣Λ∣ ∑γ∈Λγ(D)]= [C,DΛ]
Analogously, we obtain (2). This proves the assertion. 2
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The next result is a refinement of Theorem 3.4.8:
3.4.11 Theorem. Let γ ∈ Γ. Then the following are equivalent:
(a) γ ∈ Γpi,τ .
(b) The identity [γ(C), γ(C)] = [C,C]
holds for all C ∈ Cd.
Proof. Assume first that (a) holds. We prove (b). To this end, consider γ ∈ Γpi,τ .
As a consequence of Lemma 2.2.8, there exist unique pi ∈ Γpi and ϕ ∈ Γτ such that
γ = ϕ ○ pi, and Lemma 3.3.5 together with Lemma 3.4.1 yields[γ(C), γ(C)] = [ϕ(pi(C)), ϕ(pi(C))] = [pi(C), pi(C)] = [C,C]
for all C ∈ Cd. This proves (b).
Now, consider γ ∈ Γ/Γpi,τ . As a consequence of Lemma 2.2.8, there exist unique
pi ∈ Γpi and ν ∈ Γν/Γτ such that γ = ν ○ pi, and the copula M satisfies γ(M) =(ν ○pi)(M) = ν(M) (Example 2.3.3 (1)). Example 3.4.7 and Example 3.3.2 (1) then
yield [γ(M), γ(M)] = [ν(M), ν(M)] = 0 ≠ 1
2
= [M,M]
Thus, none of the transformations γ ∈ Γ/Γpi,τ satisfies [γ(C), γ(C)] = [C,C] for all
C ∈ Cd. This proves the assertion. 2
For d = 2, implication (a) to (b) in Theorem 3.4.11 is essentially due to Edwards et
al. [2004, Lemma 2.3].
We conclude this section with the investigation of the biconvex form [. , .] with regard
to Λ–invariant copulas. We first consider the subgroup Γτ . It turns out that the
restriction [. , .]∣Cd
Γτ
×Cd
Γτ
is symmetric:
3.4.12 Theorem. [. , .]∣Cd
Γτ
×Cd
Γτ
is symmetric.
Proof. The assertion immediately follows from Lemma 3.3.5. 2
The following examples illustrate the benefit resulting from Theorem 3.4.12:
3.4.13 Examples.
(1) The copulas Π and M satisfy [Π,M] = 1
d + 1
Indeed, Example 3.2.7 and Fubini’s Theorem yield
[Π,M] = ∫
Id
Π(u) dQM(u)
= ∫
Id
Π(u11) dQM(u)
= ∫
Id
ud1 dQ
M(u)
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= ∫
Id
∫
I
χ[0,ud1](v) dλ(v) dQM(u)= ∫
I
∫
Id
χ[v1/d,1](u1) dQM(u) dλ(v)= ∫
I
QM [[v1/d,1] × Id−1] dλ(v)
= ∫
I
λ [[v1/d,1]] dλ(v)
= ∫
I
1 − v1/d dλ(v)
= 1
d + 1
(2) The copulas M and Π satisfy [M,Π] = 1
d + 1
Indeed, proceeding as in Section 2.2, we denote by Γ˜pi the smallest subgroup of Γ˜
containing all transformations p˜ii,j , i, j ∈ {1, ..., d} with i ≠ j (see also the proof of
Theorem 3.1.3). For p˜i ∈ Γ˜pi, we define
Ap˜i ∶= {u ∈ Id ∣ (p˜i(u))i < (p˜i(u))i+1 for all i ∈ {1, ..., d − 1}}
Example 3.2.3 (2), the fact that λd[Id/∑p˜i∈Γ˜pi Ap˜i] = 0 and Fubini’s Theorem then yield
[M,Π] = ∫
Id
M(u) dQΠ(u)
= ∫
Id
min{ui ∣ i ∈ {1, ..., d}} dλd(u)
= ∫
Id
min{ui ∣ i ∈ {1, ..., d}}( ∑
p˜i∈Γ˜pi χAp˜i(u)) dλd(u)= ∑
p˜i∈Γ˜pi ∫Id min{ui ∣ i ∈ {1, ..., d}} χAp˜i(u) dλd(u)= ∑
p˜i∈Γ˜pi ∫Id(p˜i(u))1 χAp˜i(u) dλd(u)
= ∑
p˜i∈Γ˜pi ∫Id(p˜i(u))1
d−1∏
i=1 [χ[0,(p˜i(u))i+1)((p˜i(u))i)] dλd(u)= ∑
p˜i∈Γ˜pi ∫I 1d! (p˜i(u))dd dλ((p˜i(u))d)= ∑
p˜i∈Γ˜pi
1(d + 1)!
= d! 1(d + 1)!= 1
d + 1
Recall that M and Π are Γτ–invariant (Examples 2.3.3). Thus, (1) and (2) are in accor-
dance with Theorem 3.4.12.
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Finally, we investigate the biconvex form [. , .] with regard to the subgroup Γν . It
turns out that, for Γν–invariant arguments, the value of the biconvex form [. , .] is
1
2d
, and thus, the restriction [. , .]∣Cd
Γν
×Cd
Γν
is constant; this result is of significant importance in Chapter 4 below:
3.4.14 Theorem. The identity
[C,D] = 1
2d
holds for all Γν–invariant copulas C,D ∈ Cd.
Proof. The assertion immediately follows from Corollary 3.4.5. 2
The next example asserts that the condition Γν–invariance in Theorem 3.4.14 is not
necessary:
3.4.15 Example. Consider the copula
E(u) = Π(u) + d∏
i=1 ui(1 − ui)
discussed in Example 2.5.3 and the copula
F (u) = Π(u) + u1 d∏
i=1 ui(1 − ui)
discussed in Example 1.1.7 (m1 = 2 and mi = 1 for all i ∈ {2, ..., d}). Then the copula
(1
3
E + 2
3
ν2(F )) (u) = Π(u) + 1
3
d∏
i=1 ui(1 − ui) − 23 u1
d∏
i=1 ui(1 − ui)
is not Γν–invariant, but 13 E + 23 ν2(F ) and Π satisfy
[1
3
E + 2
3
ν2(F ),Π] = 1
2d
Indeed, we first have
(ν2(F ))(u) = Π(u) − u1 d∏
i=1 ui(1 − ui)
(ν2 (1
3
E + 2
3
ν2(F ))) (u) = Π(u) − 1
3
d∏
i=1 ui(1 − ui) + 23 u1
d∏
i=1 ui(1 − ui)
and hence
(ν2 (1
3
E + 2
3
ν2(F ))) (13) = 13d − 13 (13)d(23)d + 23 (13)d+1(23)d
= 1
3d
− (1
3
)d+1(2
3
)d + (1
3
)d+1(2
3
)d+1
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= 1
3d
− (1
3
)d+2(2
3
)d
≠ 1
3d
+ (1
3
)d+2(2
3
)d
= 1
3d
+ (1
3
)d+1(2
3
)d − (1
3
)d+1(2
3
)d+1
= 1
3d
+ 1
3
(1
3
)d(2
3
)d − 2
3
(1
3
)d+1(2
3
)d
= (1
3
E + 2
3
ν2(F )) (13)
Thus, 13 E + 23 ν2(F ) is not Γν–invariant. Moreover, Example 3.2.3 (2), Fubini’s Theorem,
Example 3.3.4 (1) and Example 3.3.2 (2) yield
[1
3
E + 2
3
ν2(F ),Π]
= 1
3
[E,Π] + 2
3
[ν2(F ),Π]
= 1
3
[E,Π] + 2
3
∫
Id
Π(u) − u1 d∏
i=1 ui(1 − ui) dQΠ(u)
= 1
3
[E,Π] + 2
3
[Π,Π] − 2
3
∫
Id
u1
d∏
i=1 ui(1 − ui) dλd(u)
= 1
3
[E,Π] + 2
3
[Π,Π] − 2
3
(∫
I
u21(1 − u1) dλ(u1))( d∏
i=2∫I ui(1 − ui) dλ(ui))= 1
3
( 1
2d
+ 1
6d
) + 2
3
1
2d
− 2
3
1
12
1
6d−1
= 1
2d
+ 1
3
( 1
6d
− 2
12
1
6d−1)= 1
2d
The condition Γν–invariance in Theorem 3.4.14 can be generalized; see Theorem
3.5.4 for the bivariate case and Theorem 5.3.5 and Theorem 5.3.8 for the general
case.
3.5 The Bivariate Case
The final section of this chapter is dedicated to the case d = 2. Recall that, for d = 2,
pointwise order is the same as concordance order.
We first study the biconvex form [. , .] with respect to the transformations in the
group Γ. In particular, we focus on transformations in Γ which preserve the value
of the biconvex form [. , .]. In this context, the transformations which belong to the
subgroup Γpi,τ again turn out to be of decisive importance. We finally investigate
the biconvex form [. , .] with respect to Λ–invariant copulas.
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An important difference to the general case is the symmetry of the biconvex form[. , .] which was discussed in Theorem 3.3.3. Moreover, the biconvex form [. , .] is
monotonically increasing in both arguments as stated in Theorem 3.3.7.
The first result of this section is a simplification of Lemma 3.4.2; its proof is imme-
diate from Lemma 3.2.9:
3.5.1 Corollary. Let k ∈ {1,2}. Then the identity
[C,νk(D)] + [νk(C),D] = 1
2
= [C,D] + [νk(C), νk(D)]
holds for all C,D ∈ C2.
Corollary 3.5.1 is essentially due to Edwards et al. [2004, Lemma 2.3].
The following theorem, which is a generalization of Corollary 3.5.1, completes the
result given in Theorem 3.4.8 for the case d = 2:
3.5.2 Theorem. Let γ ∈ Γ.
(1) The following are equivalent:
(a) γ ∈ Γpi,τ .
(b) The identity [γ(C), γ(D)] = [C,D]
holds for all C,D ∈ C2.
(2) The following are equivalent:
(a) γ ∈ Γ/Γpi,τ .
(b) The identity [C,D] + [γ(C), γ(D)] = 1
2
holds for all C,D ∈ C2.
Proof. Assertion (1) was proven in Theorem 3.4.8. We now prove (2). To this
end, consider γ ∈ Γ/Γpi,τ = {ν1, ν2, σ1, σ2}. Since σ1 = pi ○ ν1 and σ2 = pi ○ ν2, the
identity follows from (1) and Corollary 3.5.1. Further, consider γ ∈ Γpi,τ . The fact
that γ(M) =M (see Example 2.3.3 (1)) and Example 3.3.2 (1) then yield
[M,M] + [γ(M), γ(M)] = 2 [M,M] = 1 ≠ 1
2
This proves (2). 2
Implications (a) to (b) in Theorem 3.5.2 are essentially due to Edwards et al. [2004,
Lemma 2.3].
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The next result is a refinement of Theorem 3.5.2, and it completes the result given
in Theorem 3.4.11 for the case d = 2:
3.5.3 Theorem. Let γ ∈ Γ.
(1) The following are equivalent:
(a) γ ∈ Γpi,τ .
(b) The identity [γ(C), γ(C)] = [C,C]
holds for all C ∈ C2.
(2) The following are equivalent:
(a) γ ∈ Γ/Γpi,τ .
(b) The identity [C,C] + [γ(C), γ(C)] = 1
2
holds for all C ∈ C2.
Proof. Assertion (1) was proven in Theorem 3.4.11. We now prove (2). That (a)
implies (b) immediately follows from Theorem 3.5.2 (2). Now, consider γ ∈ Γpi,τ .
The fact that γ(M) =M (see Example 2.3.3 (1)) and Example 3.3.2 (1) then yield
[M,M] + [γ(M), γ(M)] = 2 [M,M] = 1 ≠ 1
2
This proves (2). 2
Implications (a) to (b) in Theorem 3.5.3 are essentially due to Edwards et al. [2004,
Lemma 2.3].
We conclude this section with the investigation of the biconvex form [. , .] with
respect to Λ–invariant copulas. In Theorem 3.4.14 we observed that, for Γν–invariant
copulas, the value of the biconvex form [. , .] is constant. We here extend this
result and provide necessary and sufficient conditions on the second argument of
the biconvex form [. , .] under which the value of the biconvex form [. , .] equals 14 ;
assertion (3) in Theorem 3.5.4 extends the result given in Theorem 3.4.14 for the
case d = 2:
3.5.4 Theorem. Let D ∈ C2.
(1) D is {ι, ν1}–invariant if and only if the identity
[C{ι,ν1},D] = 14
holds for all C ∈ C2.
(2) D is {ι, ν2}–invariant if and only if the identity
[C{ι,ν2},D] = 14
holds for all C ∈ C2.
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(3) DΓτ is Γν–invariant if and only if the identity
[CΓν ,D] = 1
4
holds for all C ∈ C2.
(4) DΓτ is {ι, σ1, σ2, τ}–invariant if and only if the identity
[C{ι,σ1,σ2,τ},D] = 14
holds for all C ∈ C2.
(5) DΓpi,τ is Γ–invariant if and only if the identity
[CΓ,D] = 1
4
holds for all C ∈ C2.
Proof. We first prove (1). To this end, assume that D is {ι, ν1}–invariant and
consider C ∈ C2. Theorem 3.5.2 yields
[C{ι,ν1},D] = 12 ([C,D] + [ν1(C),D]) = 12 ([C,D] + [ν1(C), ν1(D)]) = 14
Assume now that [C{ι,ν1},D] = 14 for all C ∈ C2. Theorem 3.5.2 implies
[C,ν1(D)] = 1
2
− [ν1(C),D]= 2 [C{ι,ν1},D] − [ν1(C),D]= [C,D] + [ν1(C),D] − [ν1(C),D]= [C,D]
for all C ∈ C2, and Theorem 3.3.6 then yields ν1(D) = D. This proves (1). Analo-
gously, we obtain (2).
We now prove (3). To this end, assume that DΓτ is Γν–invariant and consider C ∈ C2.
Theorem 3.5.2 and the fact that D{ν1,ν2} = ν1(DΓτ ) =DΓτ yield
[CΓν ,D] = 1
4
([C,D] + [ν1(C),D] + [ν2(C),D] + [τ(C),D])
= 1
4
([C,D] + 1
2
− [C,ν1(D)] + 1
2
− [C,ν2(D)] + [C, τ(D)])
= 1
4
(1 + 2 [C,DΓτ ] − 2 [C,D{ν1,ν2}])
= 1
4
(1 + 2 [C,DΓτ ] − 2 [C,DΓτ ])
= 1
4
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Assume now that [CΓν ,D] = 14 for all C ∈ C2. Theorem 3.5.2 implies[C,DΓτ ]= 1
2
([C,D] + [C, τ(D)])
= 1
2
([C,D] + [τ(C),D])
= 1
2
([C,D] + [τ(C),D] + 1 − 4 [CΓν ,D])
= 1
2
([C,D] + [τ(C),D] + 1 − [C,D] − [ν1(C),D] − [ν2(C),D] − [τ(C),D])
= 1
2
(1 − [ν1(C),D] − [ν2(C),D])
= 1
2
(1
2
− [ν1(C),D] + 1
2
− [ν2(C),D])
= 1
2
([C,ν1(D)] + [C,ν2(D)])= [C,D{ν1,ν2}]
for all C ∈ C2, and Theorem 3.3.6 then yields DΓτ = D{ν1,ν2} = ν1(DΓτ ) = ν2(DΓτ )
which implies that DΓτ is Γν–invariant. This proves (3).
We further prove (4). To this end, assume that DΓτ is {ι, σ1, σ2, τ}–invariant and
consider C ∈ C2. Theorem 3.5.2 and the fact that D{σ1,σ2} = σ1(DΓτ ) =DΓτ yield
[C{ι,σ1,σ2,τ},D] = 14 ([C,D] + [σ1(C),D] + [σ2(C),D] + [τ(C),D])= 1
4
([C,D] + 1
2
− [C,σ2(D)] + 1
2
− [C,σ1(D)] + [C, τ(D)])
= 1
4
(1 + 2 [C,DΓτ ] − 2 [C,D{σ1,σ2}])
= 1
4
(1 + 2 [C,DΓτ ] − 2 [C,DΓτ ])
= 1
4
Assume now that [C{ι,σ1,σ2,τ},D] = 14 for all C ∈ C2. Theorem 3.5.2 implies[C,DΓτ ]= 1
2
([C,D] + [C, τ(D)])
= 1
2
([C,D] + [τ(C),D])
= 1
2
([C,D] + [τ(C),D] + 1 − 4 [C{ι,σ1,σ2,τ},D])
= 1
2
([C,D] + [τ(C),D] + 1 − [C,D] − [σ1(C),D] − [σ2(C),D] − [τ(C),D])
= 1
2
(1 − [σ1(C),D] − [σ2(C),D])
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= 1
2
(1
2
− [σ1(C),D] + 1
2
− [σ2(C),D])
= 1
2
([C,σ2(D)] + [C,σ1(D)])= [C,D{σ1,σ2}]
for all C ∈ C2, and Theorem 3.3.6 then yields DΓτ = D{σ1,σ2} = σ1(DΓτ ) = σ2(DΓτ )
which implies that DΓτ is {ι, σ1, σ2, τ}–invariant. This proves (4).
Finally, we prove (5). To this end, assume that DΓpi,τ is Γ–invariant and consider
C ∈ C2. Theorem 3.5.2 and the fact that DΓ/Γpi,τ = ν1(DΓpi,τ ) =DΓpi,τ yield
[CΓ,D] = 1
8
∑
γ∈Γ[γ(C),D]= 1
8
∑
γ∈Γpi,τ[γ(C),D] + 18 ∑γ∈Γ/Γpi,τ[γ(C),D]
= 1
8
∑
γ∈Γpi,τ[C,γ(D)] + 18 (2 − ∑γ∈Γ/Γpi,τ[C,γ(D)])= 1
2
[C,DΓpi,τ ] + 1
4
− 1
2
[C,DΓ/Γpi,τ ]
= 1
2
[C,DΓpi,τ ] + 1
4
− 1
2
[C,DΓpi,τ ]
= 1
4
Assume now that [CΓ,D] = 14 for all C ∈ C2. Theorem 3.5.2 implies[C,DΓpi,τ ] = 1
4
∑
γ∈Γpi,τ[C,γ(D)]= 1
4
∑
γ∈Γpi,τ[γ(C),D]
= 1
4
( ∑
γ∈Γpi,τ[γ(C),D] + 2 − 8 [CΓ,D])
= 1
4
( ∑
γ∈Γpi,τ[γ(C),D] + 2 −∑γ∈Γ[γ(C),D])
= 1
4
(2 − ∑
γ∈Γ/Γpi,τ[γ(C),D])= 1
4
∑
γ∈Γ/Γpi,τ[C,γ(D)]= [C,DΓ/Γpi,τ ]
for all C ∈ C2, and Theorem 3.3.6 then yields DΓpi,τ =DΓ/Γpi,τ = ν1(DΓpi,τ ) = σ1(DΓpi,τ )
which implies that DΓpi,τ is Γ–invariant. This proves (5). 2
Due to the symmetry of the biconvex form [. , .] discussed in Theorem 3.3.3, analo-
gous results hold for the first argument of the biconvex form [. , .].
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Measures of Concordance
Our aim in this chapter is to introduce, study and generate measures of concordance
for multivariate copulas of a fixed dimension.
The family of measures of concordance is rich and includes, among others, the well–
known examples Spearman’s rho, Kendall’s tau, Gini’s gamma and Blomqvist’s beta.
These are the most prominent ones, and they appeared in literature between the
late 19th and the mid 20th century. For an impressive historical discourse about the
first beginnings of several measures of concordance we recommend Kruskal [1958].
A first axiomatic definition of a measure of concordance (for bivariate random vec-
tors (X,Y ) with continuous margins) was proposed by Scarsini [1984a]: Besides
some normalizing conditions (including the case of independence) and a continuity
property, a measure of concordance κ needs to satisfy the following axioms
(i) Symmetry: κ(X,Y ) = κ(Y,X).
(ii) Coherence: CX,Y ≤ CW,Z implies κ(X,Y ) ≤ κ(W,Z).
(iii) Change of sign: κ(−X,Y ) = −κ(X,Y ).
Axiom (i) is self–explaining and, involving the permutation pi, can easily be reformu-
lated in terms of the corresponding copulas. Axiom (ii) actually describes what we
understand by the term ”concordance”: ”Random variables are concordant if they
are tend to be all large together or all small together (relative to their means)” (Joe
[1990, p.12, lines 5–7]); similar formulations were used in Kruskal [1958] and Tchen
[1980]. Scarsini realized that this concept depends on the corresponding copula
alone, and noted that a random vector (W,Z) is ”more concordant” than a random
vector (X,Y ) if CX,Y ≤ CW,Z (see Scarsini [1984a]), and thus, the value of a measure
of concordance for bivariate random vectors depends solely on the corresponding
copula. The second characteristic property of a measure of concordance is the in-
variance/change of sign with respect to monotone functions:
– If f and g are both strictly increasing or decreasing functions, then we have
κ(f(X), g(Y )) = κ(X,Y ).
– If f is a strictly decreasing and g is a strictly increasing function or vice versa,
then we have κ(f(X), g(Y )) = −κ(X,Y ).
Both results immediately follow applying axioms (ii) and (iii) and certain properties
of the corresponding copulas.
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Axiom (iii) additionally implies the identity κ(−X,−Y ) = κ(X,Y ) which is called
duality, and it further implies the fact that the sum of all values κ(X,Y ), κ(−X,Y ),
κ(X,−Y ) and κ(−X,−Y ) is equal to zero which is called reflection symmetry. In-
volving the partial reflection ν1, axiom (iii) can easily be reformulated in terms of
copulas as well.
In conclusion, one may say that a measure of concordance measures the concordance
of a random vector.
Related to Scarsini’s axioms, a first proper copula–based definition of a measure of
concordance (for bivariate copulas) was proposed by Edwards et al. [2004], and a
quite general definition was later studied by Fuchs & Schmidt [2014].
A copula D ∈ Cd is ”more concordant” than a copula C ∈ Cd if C ⪯c D (see e.g. Nelsen
[2002], Dolati & U´beda–Flores [2006a] and Taylor [2007]); for a more detailed dis-
cussion of multivariate concordance we recommend Joe [1990]. Applying this mul-
tivariate analogue and a natural generalization of axiom (i), Dolati & U´beda–Flores
[2006a] proposed a definition of a measure of concordance for multivariate copulas
of a fixed dimension, and Taylor [2007] introduced a definition of a sequence of mea-
sures of concordance for copulas. For the purpose of a reasonable generalization of
axiom (iii), Dolati and U´beda–Flores proposed a multivariate analogue of duality,
and Taylor employed multivariate analogues of duality and reflection symmetry. It
appears that, for the case d = 2, only Taylor’s definition is in accordance with that
of Scarsini [1984a] and Edwards et al. [2004]. In the spirit of Taylor, Fuchs [2014]
then proposed a quite general definition of a measure of concordance for multivariate
copulas of a fixed dimension.
Several measures of concordance such as Spearman’s rho and Gini’s gamma pos-
sess a representation as the integral of a copula with respect to a specific copula
measure, i.e. in terms of the biconvex form [. , .] we discussed in Chapter 3. Such
copula–induced measures of concordance with a linear structure were first studied
by Edwards et al. [2004]. The authors showed that a copula D ∈ C2 is invariant with
respect to all transformations in the group Γ˜ if and only if there exist α,β ∈ R such
that the map
C ↦ α [C,D] − β
is a measure of concordance. This result generates a variety of new measures of
concordance. For example, for every a ∈ [0,1], there exist α,β ∈ R such that the
map
C ↦ α [C,aΠ + (1 − a)MΓν ] − β
is a measure of concordance due to the fact that Π, MΓν and their convex combina-
tions are invariant with respect to all transformations in Γ˜. Dolati & U´beda–Flores
[2006a] then showed that, for the multivariate case, the mentioned invariance condi-
tion remains sufficient, and Taylor [2007] presented an analogous result for sequences
of measures of concordance. However, in both cases, a slight modification of the con-
sidered integral is required. Since, for the multivariate case, the invariance condition
is only sufficient, there seems to be potential for improvements.
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4.1. Basic Properties and Results
This chapter is organized as follows: In Section 4.1 we introduce and study measures
of concordance for multivariate copulas of a fixed dimension. We propose a definition
that includes the subgroup Γpi,τ which again turns out to be of decisive importance
since its elements are the only transformations in Γ that preserve the value of every
measure of concordance. In addition, including another subgroup of Γ, we provide
a simple test on copulas under which every measure of concordance is equal to zero.
Moreover, we present a generator–based (Section 4.2) and, in particular, a copula–
based principle (Section 4.3) for the construction of measures of concordance. For
the latter, we discuss appropriate modifications of the considered integral, and we
present a first quite abstract characterization of measures of concordance. As a
consequence of this characterization, it then turns out that every copula A satisfying
AΓpi is Γν–invariant, and even every copula, induces a measure of concordance. We
further discuss some refinements of this result including an analogue to that of Dolati
& U´beda–Flores [2006a] and Taylor [2007]. The final section is dedicated to the case
d = 2.
The result that every copula A satisfying AΓpi is Γν–invariant induces a measure of
concordance can be generalized. However, this requires a different reasoning and a
more complex tool; see Chapter 5 below.
4.1 Basic Properties and Results
In this first section we propose a definition of a measure of concordance for multi-
variate copulas which is based on the group (Γ, ○).
We first observe that the transformations in Γ provide a simple condition on copulas
under which every measure of concordance of a copula is equal to zero. Again,
the transformations which belong to the subgroup Γpi,τ turn out to be of decisive
importance since they are the only transformations in Γ which preserve the value of
every measure of concordance. We finally show that the collection of all measures
of concordance is convex.
The present section contains results and, in addition, several formulations of the
paper Fuchs [2014]. This includes Example 4.1.3 and Theorem 4.1.4.
A map κ ∶ Cd → [−1,1] is said to be a measure of concordance if it satisfies the
following properties:
(i) κ(M) = 1.
(ii) The identity
κ(γ(C)) = κ(C)
holds for all γ ∈ Γpi,τ and all C ∈ Cd.
(iii) The identity ∑
ν∈Γν κ(ν(C)) = 0
holds for all C ∈ Cd.
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Property (ii) is equivalent to the assumption that the identity κ(γ(C)) = κ(C) holds
for all C ∈ Cd and all γ in {pi1,2, ψ, τ} or any other minimal system of generators of
the subgroup Γpi,τ ; see Theorem 2.3.2. It thus comprises symmetry and duality. In
addition, property (ii) implies the following result:
4.1.1 Corollary. For every measure of concordance κ and every γ ∈ Γpi,τ , the map
κ ○ γ
is a measure of concordance.
Property (iii) is in accordance with reflection symmetry. It also provides a simple
test on copulas under which every measure of concordance of a copula is equal to
zero:
4.1.2 Corollary. For every measure of concordance κ the identity
κ(C) = 0
holds for all Γν–invariant copulas C ∈ Cd. In particular, κ(Π) = 0.
Except for these basic properties of a measure of concordance which are absolutely
essential for our investigation, we consider additional properties: A measure of con-
cordance κ is said to be
– convex if the identity
κ(aC + (1 − a)D) = aκ(C) + (1 − a)κ(D)
holds for all C,D ∈ Cd and all a ∈ (0,1).
– concordance order preserving if, for every C,D ∈ Cd, C ⪯c D implies κ(C) ≤ κ(D).
– continuous if, for every sequence {Cn}n∈N ⊆ Cd and every copula C ∈ Cd, the
uniform convergence limn→∞Cn = C implies limn→∞ κ(Cn) = κ(C).
Depending on the specific application, this list may also be extended. Some authors
like Dolati & U´beda–Flores [2006a] and Taylor [2007, 2008 & 2010] also considered
consistency of measures of concordance for copulas of different dimensions.
Note that, for every convex measure of concordance κ, property (iii) is equivalent
to the identity κ(CΓν) = 0 for all C ∈ Cd.
The following example is a multivariate generalization of the well–known bivariate
measure of concordance Blomqvist’s beta:
4.1.3 Example. The map κβ ∶ Cd → [−1,1] given by
κβ(C) ∶= 2d
2d−1 − 1 (CΓτ (12) − 12d)
is a measure of concordance which is convex, concordance order preserving and continuous.
κβ is called Blomqvist’s beta; this is the definition proposed by U´beda–Flores [2005, p. 783].
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Indeed, since τ(M) =M (Example 2.3.3 (1)) we first have MΓτ (12) =M(12) = 12 and hence
κβ(M) = 2d
2d−1 − 1 (MΓτ (12) − 12d) = 2d2d−1 − 1 (12 − 12d) = 1
Moreover, consider γ ∈ Γpi,τ . As a consequence of Lemma 2.2.8, there exist unique pi ∈ Γpi
and ϕ ∈ Γτ such that γ = pi ○ϕ. The fact that τ is in the center of Γ together with Lemma
2.3.6 and Theorem 2.6.3 implies(γ(C))Γτ (12) = (12 γ(C) + 12 (τ ○ γ)(C))(12)= (12 (pi ○ ϕ)(C) + 12 (τ ○ pi ○ ϕ)(C))(12)= (12 (pi ○ ϕ)(C) + 12 (pi ○ τ ○ ϕ)(C))(12)= (pi(12 ϕ(C) + 12 (τ ○ ϕ)(C)))(12)= (pi((ϕ(C))Γτ ))(12)= (pi(CΓτ ))(12)= CΓτ (12)
for all C ∈ Cd, and thus
κβ(γ(C)) = 2d
2d−1 − 1 ((γ(C))Γτ (12) − 12d) = 2d2d−1 − 1 (CΓτ (12) − 12d) = κβ(C)
for all C ∈ Cd. Finally, the fact that τ is in the center of Γ together with Theorem 2.6.3
and the identity CΓν(12) = 12d for all C ∈ Cd (Lemma 2.6.10) implies
∑
ν∈Γν(ν(C))Γτ (12) = ∑ν∈Γν (12 ν(C) + 12 (τ ○ ν)(C))(12)= ∑
ν∈Γν (12 ν(C) + 12 (ν ○ τ)(C))(12)= 1
2
( ∑
ν∈Γν ν(C))(12) + 12( ∑ν∈Γν(ν ○ τ)(C))(12)= 1
2
2dCΓν(12) + 12 2d (τ(C))Γν(12)= 1
2
2dCΓν(12) + 12 2dCΓν(12)= 1
2
+ 1
2= 1
for all C ∈ Cd, and thus
∑
ν∈Γν κβ(ν(C)) = ∑ν∈Γν 2
d
2d−1 − 1 ((ν(C))Γτ (12) − 12d) = 2d2d−1 − 1 ( ∑ν∈Γν(ν(C))Γτ (12) − 1) = 0
Thus, κβ is a measure of concordance. Moreover, κβ is convex (Lemma 2.3.6), concordance
order preserving (Theorem 2.5.5) and continuous (Lemma 2.3.7).
The fact that Blomqvist’s beta is a measure of concordance is essentially due to
Taylor [2007, p. 797ff].
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It turns out that the transformations which belong to the subgroup Γpi,τ are the only
transformations in Γ that preserve the value of every measure of concordance:
4.1.4 Theorem. Let γ ∈ Γ. Then the following are equivalent:
(a) γ ∈ Γpi,τ .
(b) The identity
κ(γ(C)) = κ(C)
holds for all measures of concordance κ and all C ∈ Cd.
Proof. That (a) implies (b) is evident from the definition. Now, consider γ ∈ Γ/Γpi,τ .
As a consequence of Lemma 2.2.8, there exist unique pi ∈ Γpi and ν ∈ Γν/Γτ such that
γ = ν ○ pi. Moreover, since τ is in the center of Γ and M is Γpi,τ–invariant (Example
2.3.3 (1)) we have
(τ ○ γ)(M) = (γ ○ τ)(M) = γ(M) = (ν ○ pi)(M) = ν(M)
and Example 2.4.2 (1) yields ((τ ○ γ)(M))(12) = (γ(M))(12) = (ν(M))(12) = 0. We
hence obtain
κβ(γ(M)) = 2d
2d−1 − 1 ((γ(M))Γτ (12) − 12d)
= 2d
2d−1 − 1 (12 (γ(M))(12) + 12 ((τ ○ γ)(M))(12) − 12d)= − 1
2d−1 − 1≠ 1= κβ(M)
This proves the assertion. 2
We conclude this section with the fact that the collection of all measures of concor-
dance is convex; this result is evident from the definition:
4.1.5 Corollary. Let κ and κ¯ be measures of concordance and a ∈ (0,1). Then
the map
aκ + (1 − a) κ¯
is a measure of concordance.
4.2 Generator–Induced Measures of Concordance
In the present section we introduce a first general principle for the construction of
measures of concordance, and study measures of concordance which are induced by a
generator. Further, we present a result which deals with convexity of such measures
of concordance.
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For a map θ ∶ Cd → R satisfying θ(M) > 1
2d
, we define the map κθ ∶ Cd → [−1,1] given
by
κθ(C) ∶= 1
θ(M) − 1
2d
(θ(C) − 1
2d
)
The following theorem provides a necessary and sufficient condition on θ under which
κθ is a measure of concordance; this characterization is evident from the definition:
4.2.1 Theorem. Let θ ∶ Cd → R be a map satisfying θ(M) > 1
2d
. Then the following
are equivalent:
(a) (i) The identity θ(γ(C)) = θ(C) holds for all γ ∈ Γpi,τ and all C ∈ Cd.
(ii) The identity ∑ν∈Γν θ(ν(C)) = 1 holds for all C ∈ Cd.
(b) κθ is a measure of concordance.
A map θ ∶ Cd → R is said to be a generator of a measure of concordance if it satisfies
the following properties:
(i) θ(M) > 1
2d
.
(ii) The identity θ(γ(C)) = θ(C) holds for all γ ∈ Γpi,τ and all C ∈ Cd.
(iii) The identity ∑ν∈Γν θ(ν(C)) = 1 holds for all C ∈ Cd.
The collection of all generators is convex.
A generator θ is said to be
– convex if the identity
θ(aC + (1 − a)D) = aθ(C) + (1 − a) θ(D)
holds for all C,D ∈ Cd and all a ∈ (0,1).
– concordance order preserving if, for every C,D ∈ Cd, C ⪯c D implies θ(C) ≤ θ(D).
– continuous if, for every sequence {Cn}n∈N ⊆ Cd and every copula C ∈ Cd, the
uniform convergence limn→∞Cn = C implies limn→∞ θ(Cn) = θ(C).
The next result is evident from the definition:
4.2.2 Corollary. Let θ be a generator.
(1) If θ is convex, then κθ is convex.
(2) If θ is concordance order preserving, then κθ is concordance order preserving.
(3) If θ is continuous, then κθ is continuous.
It turns out that Blomqvist’s beta is induced by a generator:
4.2.3 Example. The map θβ ∶ Cd → R given by θβ(C) ∶= CΓτ (12) is a generator and
satisfies κβ = κθβ ; see Example 4.1.3.
The following example is a multivariate generalization of the well–known bivariate
measure of concordance Kendall’s tau:
4.2.4 Example. The map θτ ∶ Cd → R given by
θτ(C) ∶= [C,C]
is a generator which is concordance order preserving and continuous, and thus, the map
κτ ∶ Cd → [−1,1] given by κτ ∶= κθτ is a measure of concordance which is concordance order
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preserving and continuous. κτ is called Kendall’s tau and satisfies
κτ(C) = 2d
2d−1 − 1 ([C,C] − 12d)
This is in accordance with the definition proposed by Nelsen [2002].
Indeed, Example 3.3.2 (1) yields θτ(M) = [M,M] = 12 > 12d , Theorem 3.4.11 implies
θτ(γ(C)) = [γ(C), γ(C)] = [C,C] = θτ(C) for all γ ∈ Γpi,τ and all C ∈ Cd, and the identity∑ν∈Γν θτ(ν(C)) = ∑ν∈Γν [ν(C), ν(C)] = 1 for all C ∈ Cd follows from Corollary 3.4.5. Thus,
θτ is a generator and hence κτ is a measure of concordance (Theorem 4.2.1). Since θτ is
concordance order preserving (Theorem 3.3.9) and continuous (Theorem 3.3.12), we have
that κτ is concordance order preserving and continuous (Corollary 4.2.2).
Thus, Kendall’s tau is induced by a generator as well. The fact that Kendall’s tau
is a measure of concordance is essentially due to Taylor [2007].
The next example asserts that Kendall’s tau is not convex:
4.2.5 Example. For every a ∈ (0,1) Kendall’s tau satisfies
κτ(aM + (1 − a)Π) ≠ aκτ(M) + (1 − a)κτ(Π)
Indeed, for every a ∈ (0,1), Examples 3.4.13 and Examples 3.3.2 yield
κτ(aM + (1 − a)Π)
= 2d
2d−1 − 1 ([aM + (1 − a)Π, aM + (1 − a)Π] − 12d)
= 2d
2d−1 − 1 (a2 [M,M] + 2a(1 − a) [M,Π] + (1 − a)2 [Π,Π] − 12d)
= 2d
2d−1 − 1 (a2 12 + 2a(1 − a) 1d + 1 + (1 − a)2 12d − 12d)
= 2d
2d−1 − 1 12d (d + 1) (a2 2d−1(d + 1) + 2a(1 − a)2d + (a2 − 2a) (d + 1))= 1(2d−1 − 1)(d + 1) (a2 2d−1(d + 1) − 2a22d + a2(d + 1) + 2a2d − 2a (d + 1))= 1(2d−1 − 1)(d + 1) (a2 ((2d−1 − 1)(d + 1)) − 2a2 (2d − (d + 1)) + 2a (2d − (d + 1)))
= a2 + (2a − 2a2) 2d − (d + 1)(2d−1 − 1)(d + 1)≤ a2 + (2a − 2a2) 1
3= 1
3
a2 + 2
3
a
< 1
3
a + 2
3
a= a= aκτ(M) + (1 − a)κτ(Π)
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We conclude this section with the result that every convex combination of generator–
induced measures of concordance is a generator–induced measure of concordance:
4.2.6 Lemma. Let θ1 and θ2 be generators and a ∈ (0,1). Then there exists some
b ∈ (0,1) such that
aκθ1 + (1 − a)κθ2 = κbθ1+(1−b)θ2
In fact
b = a (θ2(M) − 12d )
a (θ2(M) − 12d ) + (1 − a) (θ1(M) − 12d )
Proof. Since the collection of all generators is convex, for every b ∈ (0,1), the
convex combination bθ1 + (1 − b)θ2 is a generator, and thus, for every b ∈ (0,1), the
map κbθ1+(1−b)θ2 is a measure of concordance. For the sake of simplicity, we put
α ∶= θ1(M) − 12d > 0
β ∶= θ2(M) − 12d > 0
and b ∶= aβaβ+(1−a)α ∈ (0,1). We hence obtain
aκθ1(C) + (1 − a)κθ2(C)= a
α
(θ1(C) − 1
2d
) + (1 − a)
β
(θ2(C) − 1
2d
)
= aβ
αβ
θ1(C) + (1 − a)α
αβ
θ2(C) − aβ + (1 − a)α
αβ
1
2d
= aβ + (1−a)α
αβ
( aβ
aβ + (1−a)α θ1(C) + (1−a)αaβ + (1−a)α θ2(C) − 12d)
= aβ
αβb
(b θ1(C) + (1 − b) θ2(C) − 1
2d
)
= a
αb
((b θ1 + (1 − b) θ2)(C) − 1
2d
)
= a
αb
((b θ1 + (1 − b) θ2)(M) − 1
2d
) κbθ1+(1−b)θ2(C)
= a
αb
(b θ1(M) + (1 − b) θ2(M) − 1
2d
) κbθ1+(1−b)θ2(C)
= a
αb
(bα + (1 − b)β) κbθ1+(1−b)θ2(C)
= (a + aβ
α
1 − b
b
) κbθ1+(1−b)θ2(C)
= (a + aβ
α
(1 − a)α
aβ
) κbθ1+(1−b)θ2(C)= (a + (1 − a)) κbθ1+(1−b)θ2(C)= κbθ1+(1−b)θ2(C)
for all C ∈ Cd. This proves the assertion. 2
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4.3 Copula–Induced Measures of Concordance
In the following section we discuss measures of concordance which are induced by a
fixed copula. More precisely, for a subgroup Λ of Γ and a copula A ∈ Cd, we consider
the map θΛ,A ∶ Cd → R given by
θΛ,A(C) ∶= [CΛ,A]
and we are interested in conditions on A under which θΛ,A is a generator of a measure
of concordance. To this end, we need to identify a subgroup of Γ which is preferable
for our considerations.
For the bivariate case, Edwards et al. [2004] proposed to consider the map
κθ{ι},A
We then observe that A is Γ–invariant if and only if θ{ι},A is a generator; see Theorem
4.4.6 below. This approach cannot be generalized to the multivariate case: Consider
the copula Π and recall that Π is Γ–invariant. Then the map θ{ι},Π and even, for
every subgroup Λ of Γ with Λ ⊆ Γpi, the map θΛ,Π is not a generator of a measure of
concordance; see Example 4.3.13 below.
For the multivariate case, Dolati & U´beda–Flores [2006a] and Taylor [2007, 2010]
proposed to consider the map
κθΓτ ,A
We then observe that Γ–invariance of A implies that θΓτ ,A is a generator, and thus,
κθΓτ ,A is a measure of concordance (see Theorem 4.3.10 below).
Due to the definition of a measure of concordance, however, it seems natural to
consider the subgroup Γpi,τ and hence the map
θΓpi,τ ,A
We here first present a necessary and sufficient condition on a copula A under which
the map θΓpi,τ ,A is a generator. Unfortunately, this condition is rather impractical.
As a consequence, however, we obtain that, if AΓpi is Γν–invariant, then θΓpi,τ ,A is
a generator, and thus, κθΓpi,τ ,A is a measure of concordance. Further, we discuss
some refinements of this result including the case A is Γ–invariant. In particular,
we observe that even every copula induces a measure of concordance.
For the sake of simplicity, we set
θA ∶= θΓpi,τ ,A
Since MΓpi,τ =M (Example 2.3.3 (1)) we have θA(M) = [MΓpi,τ ,A] = [M,A] and, if
θA is a generator, then κθA is a measure of concordance and satisfies
κθA(C) = 1θA(M) − 12d (θA(C) − 12d) = 1[M,A] − 12d ([CΓpi,τ ,A] − 12d)
for all C ∈ Cd. For the sake of simplicity, we further set
κA ∶= κθA
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We start our investigation with a quite abstract characterization:
4.3.1 Theorem. Let A ∈ Cd. Then the following are equivalent:
(a) The identity [CΓν ,AΓpi] = 1
2d
holds for all C ∈ Cd.
(b) θA is a generator.
In this case, θA is convex, concordance order preserving and continuous.
Proof. For the proof of this result we need some preliminary considerations.
Theorem 2.6.3 first implies θA(γ(C)) = [(γ(C))Γpi,τ ,A] = [CΓpi,τ ,A] = θA(C) for all
γ ∈ Γpi,τ and all C ∈ Cd. Moreover, as a consequence of Lemma 2.2.8, for every
γ ∈ Γpi,τ , there exist unique pi ∈ Γpi and ϕ ∈ Γτ such that γ = pi ○ϕ. Lemma 2.3.6, the
fact that τ is in the center of Γ and Theorem 2.6.3 then yield
1
2d
∑
ν∈Γν(ν(C))Γpi,τ = 12d ∑ν∈Γν 12d! ∑γ∈Γpi,τ(γ ○ ν)(C)
= 1
2d
∑
ν∈Γν
1
2d!
( ∑
pi∈Γpi(pi ○ ν)(C) + ∑pi∈Γpi(pi ○ τ ○ ν)(C))= 1
2d
∑
ν∈Γν
1
d!
∑
pi∈Γpi (12 (pi ○ ν)(C) + 12 (pi ○ τ ○ ν)(C))= 1
2d
∑
ν∈Γν
1
d!
∑
pi∈Γpi pi (12 ν(C) + 12 (τ ○ ν)(C))= 1
d!
∑
pi∈Γpi ∑ν∈Γν 12d pi (12 ν(C) + 12 (ν ○ τ)(C))= 1
d!
∑
pi∈Γpi pi( ∑ν∈Γν 12d (12 ν(C) + 12 (ν ○ τ)(C)))= 1
d!
∑
pi∈Γpi pi(12 12d ∑ν∈Γν ν(C) + 12 12d ∑ν∈Γν(ν ○ τ)(C))= 1
d!
∑
pi∈Γpi pi(12 CΓν + 12 (τ(C))Γν)= 1
d!
∑
pi∈Γpi pi(12 CΓν + 12 CΓν)= 1
d!
∑
pi∈Γpi pi(CΓν)= (CΓν)Γpi
for all C ∈ Cd, and Corollary 3.4.10 hence implies
1
2d
∑
ν∈Γν θA(ν(C)) = 12d ∑ν∈Γν [(ν(C))Γpi,τ ,A]= [ 1
2d
∑
ν∈Γν(ν(C))Γpi,τ ,A]
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= [(CΓν)Γpi ,A]= [CΓν ,AΓpi]
for all C ∈ Cd.
Assume that (a) holds. We prove (b). Example 3.3.13 together with the fact that
Π is Γpi– and Γν–invariant (Example 2.3.3 (2)) and Corollary 3.4.10 first yields
θA(M) = [M,A] > [Π,A] = [ΠΓpi ,A] = [Π,AΓpi] = [ΠΓν ,AΓpi] = 1
2d
Moreover, the identities established above imply θA(γ(C)) = θA(C) for all γ ∈ Γpi,τ
and all C ∈ Cd, and
∑
ν∈Γν θA(ν(C)) = 2d [CΓν ,AΓpi] = 2d 12d = 1
for all C ∈ Cd. This proves (b). Assume now that (b) holds. We prove (a). The
identity established above yields
[CΓν ,AΓpi] = 1
2d
∑
ν∈Γν θA(ν(C)) = 12d
for all C ∈ Cd. This proves (a). Finally, it is evident that the generator θA is convex
(Lemma 2.3.6), concordance order preserving (Theorem 2.5.5 and Theorem 3.3.9)
and continuous (Lemma 2.3.7 and Theorem 3.3.12). This proves the assertion. 2
Applying Theorem 4.3.1, it turns out that every copula A satisfying AΓpi is Γν–
invariant induces a measure of concordance:
4.3.2 Theorem. Let A ∈ Cd satisfying AΓpi is Γν–invariant. Then θA is a gener-
ator which is convex, concordance order preserving and continuous. Moreover, κA
satisfies
κA(C) = 1[M,A] − 1
2d
([CΓpi,τ ,A] − 1
2d
)
for all C ∈ Cd. In particular, κA is convex, concordance order preserving and con-
tinuous.
Proof. Theorem 3.4.14 implies
[CΓν ,AΓpi] = 1
2d
for all C ∈ Cd. It hence follows from Theorem 4.3.1 that θA is a generator which
is convex, concordance order preserving and continuous, and thus, κA is a mea-
sure of concordance which is convex, concordance order preserving and continuous
(Theorem 4.2.1 and Corollary 4.2.2). 2
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The following example presents a measure of concordance which is induced by a
copula A satisfying AΓpi is Γν–invariant:
4.3.3 Example. For j ∈ {1, ..., d}, consider the copula
Ej(u) = Π(u) + uj d∏
i=1 ui(1 − ui)
discussed in Example 1.1.7 (mj = 2 and mi = 1 for all i ∈ {1, ..., d}/{j}). Then the copula
E(u) ∶= (1
2
E1 + 1
2
ν1(E2)) (u)
= Π(u) + 1
2
u1
d∏
i=1 ui(1 − ui) − 12 u2
d∏
i=1 ui(1 − ui)
satisfies EΓpi is Γ
ν–invariant, and thus, κE is a measure of concordance which is convex,
concordance order preserving, continuous and satisfies
κE(C) = 1[M,E] − 1
2d
([CΓpi,τ ,E] − 1
2d
)
for all C ∈ Cd.
Indeed, we first have
EΓpi(u) = Π(u) + 1
2
d∏
i=1 ui(1 − ui) 1d
d∑
i=1ui − 12
d∏
i=1 ui(1 − ui) 1d
d∑
i=1ui= Π(u)
for all u ∈ Id. The fact that Π is Γν–invariant (Example 2.3.3 (2)) then implies that EΓpi
is Γν–invariant.
It turns out that every Γν–invariant copula A satisfies AΓpi is Γν–invariant:
4.3.4 Lemma. Let A ∈ Cd be Γν–invariant. Then AΓpi is Γν–invariant.
Proof. The assertion is immediate from Lemma 2.3.6 and Lemma 2.2.6 2
The next example shows that the converse implication of Lemma 4.3.4 is not true,
in general:
4.3.5 Example. The copula
E(u) = Π(u) + 1
2
u1
d∏
i=1 ui(1 − ui) − 12 u2
d∏
i=1 ui(1 − ui)
discussed in Example 4.3.3 satisfies EΓpi is Γ
ν–invariant. However, E is not Γν–invariant.
Indeed, we first have
(ν1(E))(u) = Π(u) − 1
2
(1 − u1) d∏
i=1 ui(1 − ui) + 12 u2
d∏
i=1 ui(1 − ui)
for all u ∈ Id and hence
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(ν1(E))(13) = 13d − 12 (13)d(23)d+1 + 12 (13)d+1(23)d
= 1
3d
− 1
2
(1
3
)d+1(2
3
)d
≠ 1
3d
= 1
3d
+ 1
2
(1
3
)d+1(2
3
)d − 1
2
(1
3
)d+1(2
3
)d
= E(13)
Thus, E is not Γν–invariant.
Lemma 4.3.4 implies that also every Γν–invariant copula induces a measure of con-
cordance:
4.3.6 Corollary. Let A ∈ Cd be Γν–invariant. Then θA is a generator which is
convex, concordance order preserving and continuous. Moreover, κA satisfies
κA(C) = 1[M,A] − 1
2d
([CΓpi,τ ,A] − 1
2d
)
for all C ∈ Cd. In particular, κA is convex, concordance order preserving and con-
tinuous.
The following example presents a measure of concordance which is induced by a
Γν–invariant copula:
4.3.7 Example. The function E ∶ Id → R given by
E(u) ∶= Π(u) + 1
4
(1 − u1)(1 − 2u1)(1 − u2)(1 − 2u2) d∏
i=1 ui
is a distortion of Π and hence a copula. Moreover, E is Γν–invariant, and thus, κE is a
measure of concordance which is convex, concordance order preserving, continuous and
satisfies
κE(C) = 1[M,E] − 1
2d
([CΓpi,τ ,E] − 1
2d
)
for all C ∈ Cd.
Indeed, for all h ∈ Id and all u ∈ [0,1 − h] we first obtain
1
2
[(1 − 2ui − hi)(1 − 2ui − 2hi) − 2ui(1 − ui)]
≤ 1
2
(1 − 2ui − hi)(1 − 2ui − 2hi)
= 1
2
((1 − ui) − (ui + hi))(1 − 2(ui + hi))
≤ 1
2
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and
1
2
[(1 − 2ui − hi)(1 − 2ui − 2hi) − 2ui(1 − ui)]
= 1
2
((1 − ui) − (ui + hi))(1 − 2(ui + hi)) − ui(1 − ui)
≥ 1
2
((1 − ui) − (ui + hi))(1 − 2(ui + hi)) − 1
4≥ − 1
2
− 1
4= − 3
4
for all i ∈ {1,2} and hence
d∏
i=1 hi +
2∏
i=1
1
2
[(ui + hi)(1 − ui − hi)(1 − 2ui − 2hi) − ui(1 − ui)(1 − 2ui)] d∏
i=3[ui + hi − ui]
= d∏
i=1 hi +
2∏
i=1
1
2
[hi(1 − ui − hi)(1 − 2ui − 2hi) − uihi(1 − 2ui − 2hi) − 2ui(1 − ui)hi] d∏
i=3 hi
= [1 + 2∏
i=1
1
2
[(1 − ui − hi)(1 − 2ui − 2hi) − ui(1 − 2ui − 2hi) − 2ui(1 − ui)]] d∏
i=1 hi
= [1 + 2∏
i=1
1
2
[(1 − 2ui − hi)(1 − 2ui − 2hi) − 2ui(1 − ui)]] d∏
i=1 hi≥ 0
which proves (i); conditions (ii) and (iii) are obvious. Moreover, E satisfies
(ν1(E))(u)
= d∏
i=2 ui + 0 − (1 − u1)
d∏
i=2 ui − 14 u1(1 − 2(1 − u1))(1 − u2)(1 − 2u2)(1 − u1)
d∏
i=2 ui
= d∏
i=1 ui + 14 (1 − u1)(1 − 2u1)(1 − u2)(1 − 2u2)
d∏
i=1 ui= E(u)
as well as ν2(E) = E and, for all k ∈ {3, ..., d}, we have
(νk(E))(u)
= d∏
i=1,i≠kui + 14 (1 − u1)(1 − 2u1)(1 − u2)(1 − 2u2)
d∏
i=1,i≠kui
− (1 − uk) d∏
i=1,i≠kui − 14 (1 − u1)(1 − 2u1)(1 − u2)(1 − 2u2)(1 − uk)
d∏
i=1,i≠kui
= d∏
i=1 ui + 14 (1 − u1)(1 − 2u1)(1 − u2)(1 − 2u2)
d∏
i=1 ui= E(u)
Thus, E is Γν–invariant (Theorem 2.3.2).
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It is evident that every Γ–invariant copula is Γν–invariant:
4.3.8 Lemma. Let A ∈ Cd be Γ–invariant. Then A is Γν–invariant.
The next example shows that the converse implication of Lemma 4.3.8 is not true,
in general:
4.3.9 Example. The copula
E(u) = Π(u) + 1
4
(1 − u1)(1 − 2u1)(1 − u2)(1 − 2u2) d∏
i=1 ui
discussed in Example 4.3.7 is Γν–invariant. However, E is not Γ–invariant.
Lemma 4.3.8 implies that also every Γ–invariant copula induces a measure of con-
cordance; in this case the representation simplifies:
4.3.10 Theorem. Let A ∈ Cd be Γ–invariant. Then θA is a generator which is
convex, concordance order preserving and continuous. Moreover, κA satisfies
κA(C) = 1[M,A] − 1
2d
([CΓτ ,A] − 1
2d
)
for all C ∈ Cd. In particular, κA is convex, concordance order preserving and con-
tinuous.
Proof. Lemma 4.3.8 and Corollary 4.3.6 first imply that θA is a generator which
is convex, concordance order preserving and continuous, and κA is a measure of
concordance which is convex, concordance order preserving, continuous and satisfies
κA(C) = 1[M,A] − 1
2d
([CΓpi,τ ,A] − 1
2d
)
for all C ∈ Cd. Moreover, as a consequence of Lemma 2.2.8, for every γ ∈ Γpi,τ , there
exist unique pi ∈ Γpi and ϕ ∈ Γτ such that γ = pi ○ ϕ. Lemma 2.3.6 then yields
CΓpi,τ = 1
2d!
∑
γ∈Γpi,τ γ(C)
= 1
2d!
(∑
pi∈Γpi pi(C) + ∑pi∈Γpi(pi ○ τ)(C))= 1
d!
∑
pi∈Γpi (12 pi(C) + 12 (pi ○ τ)(C))= 1
d!
∑
pi∈Γpi pi (12 C + 12 τ(C))= 1
d!
∑
pi∈Γpi pi(CΓτ )= (CΓτ )Γpi
100
4.3. Copula–Induced Measures of Concordance
for all C ∈ Cd, and Corollary 3.4.10 together with the fact that A is Γpi–invariant
hence implies
κA(C) = 1[M,A] − 1
2d
([CΓpi,τ ,A] − 1
2d
)
= 1[M,A] − 1
2d
([(CΓτ )Γpi ,A] − 1
2d
)
= 1[M,A] − 1
2d
([CΓτ ,AΓpi] − 1
2d
)
= 1[M,A] − 1
2d
([CΓτ ,A] − 1
2d
)
for all C ∈ Cd. This proves the assertion. 2
Theorem 4.3.10 is essentially due to Taylor [2007] who considered sequences of mea-
sures of concordance. An analogue is given in Dolati & U´beda–Flores [2006a].
Again, we consider some multivariate generalizations of well–known bivariate mea-
sures of concordance. Recall, that the copulas Π and MΓν are Γ–invariant.
4.3.11 Examples.
(1) The map κρ ∶ Cd → [−1,1] given by κρ ∶= κΠ is a measure of concordance which is
convex, concordance order preserving and continuous. κρ is called Spearman’s rho
and satisfies
κρ(C) = (d + 1)2d
2d − (d + 1) ([CΓτ ,Π] − 12d)
This is in accordance with the definition proposed by Nelsen [2002].
(2) The map κγ ∶ Cd → [−1,1] given by κγ ∶= κMΓν is a measure of concordance which is
convex, concordance order preserving and continuous. κγ is called Gini’s gamma and
satisfies
κγ(C) = 2d+1
2d−1 − 1 ([CΓτ ,MΓν ] − 12d)
This is in accordance with the definition proposed by Taylor [2007].
It turns out that even every copula induces a measure of concordance; this result is
immediate from Theorem 2.6.3 and Theorem 4.3.10:
4.3.12 Corollary. Let A ∈ Cd. Then AΓ is Γ–invariant and θAΓ is a genera-
tor which is convex, concordance order preserving and continuous. Moreover, κAΓ
satisfies
κAΓ(C) = 1[M,AΓ] − 12d ([CΓτ ,AΓ] − 12d)
for all C ∈ Cd. In particular, κAΓ is convex, concordance order preserving and
continuous.
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At this point we resume the discussion started in the introduction of this section:
The following example asserts that, for d ≥ 3 and every subgroup Λ of Γ with Λ ⊆ Γpi,
the map
θΛ,Π
is not a generator of a measure of concordance; the case d = 2 will be discussed
separately in Corollary 4.4.8:
4.3.13 Example. Consider d ≥ 3 and a subgroup Λ of Γ with Λ ⊆ Γpi. Then there exists
some C ∈ Cd satisfying
θΛ,Π(τ(C)) ≠ θΛ,Π(C)
This contradicts property (ii) of a generator.
Indeed, Corollary 3.4.10 together with the fact that Π is Λ–invariant (Example 2.3.3 (2))
first yields
θΛ,Π(C) = [CΛ,Π] = [C,ΠΛ] = [C,Π]
for all C ∈ Cd. For d ∈ 2N + 1, consider the copula
E(u) = Π(u) + d∏
i=1 ui(1 − ui)
discussed in Example 2.5.3. Then Example 3.3.4 (1), Lemma 3.3.5 and the fact that
τ(Π) = Π (Example 2.3.3 (2)) yield
θΛ,Π(E) = [E,Π] ≠ [Π,E] = [τ(E), τ(Π)] = [τ(E),Π] = θΛ,Π(τ(E))
Further, for d ∈ 2N with d ≥ 4, consider the copula
E(u) = Π(u) + u1 d∏
i=2 ui(1 − ui)
discussed in Example 2.2.1. Then Example 3.3.4 (2), Lemma 3.3.5 and the fact that
τ(Π) = Π (Example 2.3.3 (2)) yield
θΛ,Π(E) = [E,Π] ≠ [Π,E] = [τ(E), τ(Π)] = [τ(E),Π] = θΛ,Π(τ(E))
Thus, there exists some C ∈ Cd satisfying θΛ,Π(τ(C)) ≠ θΛ,Π(C).
4.4 The Bivariate Case
The final section of this chapter is dedicated to the case d = 2.
We first study some characterizations of a measure of concordance. In this context,
the subgroup Γpi,τ again turns out to be of decisive importance since its four elements
preserve the value of every measure of concordance, whereas the four elements of
its coset change the sign of the value of every measure of concordance. We then
present a simple condition on copulas under which every measure of concordance of
a copula is equal to zero; in contrast to the general case this condition simplifies.
Finally, we study measures of concordance which are induced by a fixed copula.
The present section contains results and, in addition, several formulations of the
paper Fuchs & Schmidt [2014]. This includes the equivalence of (b) and (c) in
Theorem 4.4.1, Corollary 4.4.3 and a modification of Theorem 4.4.6.
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The first result presents some characterizations of a measure of concordance:
4.4.1 Theorem. Let κ ∶ C2 → [−1,1] be a map. Then the following are equivalent:
(a) κ is a measure of concordance.
(b) κ satisfies the following properties:
(i) κ(M) = 1.
(ii) The identity κ(pi(C)) = κ(C) holds for all C ∈ C2.
(iii) The identity κ(ν1(C)) = −κ(C) holds for all C ∈ C2.
(c) κ satisfies the following properties:
(i) κ(M) = 1.
(ii) The identity κ(γ(C)) = κ(C) holds for all γ ∈ Γpi,τ and all C ∈ C2.
(iii) The identity κ(γ(C)) = −κ(C) holds for all γ ∈ Γ/Γpi,τ and all C ∈ C2.
Proof. Assume first that (a) holds. We prove (b). To this end, it is sufficient to
show that the identity κ(ν1(C)) = −κ(C) holds for all C ∈ C2. Since ν2 = τ ○ ν1 we
have
0 = κ(C) + κ(ν1(C)) + κ(ν2(C)) + κ(τ(C))= κ(C) + κ(ν1(C)) + κ(τ(ν1(C))) + κ(τ(C))= κ(C) + κ(ν1(C)) + κ(ν1(C)) + κ(C)
and hence κ(ν1(C)) = −κ(C) for all C ∈ C2. Therefore (a) implies (b).
Assume now that (b) holds. We prove (c). Since τ = ν1 ○ ν2 = ν1 ○ pi ○ ν1 ○ pi we have
κ(τ(C)) = κ((ν1 ○ pi ○ ν1 ○ pi)(C))= −κ((pi ○ ν1 ○ pi)(C))= −κ((ν1 ○ pi)(C))= κ(pi(C))= κ(C)
and Theorem 2.3.2 implies κ(γ(C)) = κ(C) for all γ ∈ Γpi,τ and all C ∈ C2. Moreover,
since ν2 = τ ○ ν1 and σi = pi ○ νi, i ∈ {1,2}, we further obtain
κ(ν2(C)) = κ((τ ○ ν1)(C)) = κ(ν1(C)) = −κ(C)
and
κ(σi(C)) = κ((pi ○ νi)(C)) = κ(νi(C)) = −κ(C)
for all i ∈ {1,2} and all C ∈ C2, and thus, κ(γ(C)) = −κ(C) for all γ ∈ Γ/Γpi,τ ={ν1, ν2, σ1, σ2} and all C ∈ C2. Therefore (b) implies (c).
Assume now that (c) holds. We prove (a). We then have∑
ν∈Γν κ(ν(C)) = κ(C) + κ(ν1(C)) + κ(ν2(C)) + κ(τ(C))= κ(C) − κ(C) − κ(C) + κ(C)= 0
for all C ∈ C2. Therefore (c) implies (a). This proves the assertion. 2
Note that Theorem 4.4.1 (c) completes the result given in Theorem 4.1.4 for the
case d = 2.
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Recall that every measure of concordance κ satisfies κ(M) = 1 and κ(Π) = 0 (see
Corollary 4.1.2). Example 2.7.5 and Theorem 4.4.1 imply an analogous result for
the Fre´chet–Hoeffding lower bound:
4.4.2 Corollary. Every measure of concordance κ satisfies κ(W ) = −1.
The next corollary simplifies the test on copulas under which every measure of
concordance is equal to zero; see Corollary 4.1.2:
4.4.3 Corollary. For every measure of concordance κ the identity
κ(C) = 0
holds for all {ι, ν1}–invariant copulas C ∈ C2.
We further obtain the following implication of Theorem 4.4.1:
4.4.4 Corollary. For every measure of concordance κ and every C ∈ C2, the
identity κ(C) = 0 implies
κ(γ(C)) = 0
for all γ ∈ Γ.
We resume the discussion of Blomqvist’s beta and Kendall’s tau:
4.4.5 Examples.
(1) Blomqvist’s beta satisfies
κβ(C) = 4 (C(12) − 14)
for all C ∈ C2.
Indeed, since (τ(C))(12) = 12 + 12 − 1 +C(12) = C(12), and thus
CΓτ (12) = 12 C(12) + 12 (τ(C))(12) = 12 C(12) + 12 C(12) = C(12)
for all C ∈ C2, we hence obtain
κβ(C) = 4 (CΓτ (12) − 14) = 4 (C(12) − 14)
for all C ∈ C2.
(2) Kendall’s tau satisfies
κτ(C) = 4 ([C,C] − 1
4
)
for all C ∈ C2.
For the rest of this section, we discuss measures of concordance which are induced
by a fixed copula. More precisely, for a subgroup Λ of Γ and a copula A ∈ C2, we are
interested in conditions on A under which θΛ,A is a generator.
In Section 4.3 we mainly focussed on the subgroup Γpi,τ and, in Theorem 4.3.2, we
observed that every copula A satisfying AΓpi is Γν–invariant implies that the map
θA = θΓpi,τ ,A is a generator, and thus, κθΓpi,τ ,A is a measure of concordance.
For d = 2, we present characterizations for all subgroups Λ of Γ satisfying Λ ⊆ Γpi,τ .
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We start with a characterization for the subgroup {ι}; Theorem 4.4.6 is a slight
extension of the main result in Edwards et al. [2004] (see also Fuchs & Schmidt
[2014, Proposition 5.3]):
4.4.6 Theorem. Let A ∈ C2. Then the following are equivalent:
(a) A is Γ–invariant.
(b) θ{ι},A is a generator.
In this case, θ{ι},A is convex, concordance order preserving and continuous, and
κθ{ι},A satisfies
κθ{ι},A(C) = 1[M,A] − 14 ([C,A] − 14)
for all C ∈ C2. In particular, κθ{ι},A is convex, concordance order preserving and
continuous.
Proof. Assume first that (a) holds. We prove (b). Example 3.3.13 together with
the fact that Π is Γ–invariant (Example 2.3.3 (2)) and Theorem 3.4.14 first yields
θ{ι},A(M) = [M,A] > [Π,A] = 1
4
Further, Theorem 3.4.8 implies
θ{ι},A(γ(C)) = [γ(C),A] = [C,γ∗(A)] = [C,A] = θ{ι},A(C)
for all γ ∈ Γpi,τ and all C ∈ C2, and Theorem 3.4.14 yields
∑
ν∈Γν θ{ι},A(ν(C)) = ∑ν∈Γν[ν(C),A] = 4 [CΓν ,A] = 4 14 = 1
for all C ∈ C2. Thus, θ{ι},A is a generator. This proves (b).
Assume now that (b) holds. We prove (a). Theorem 3.4.8 first implies
[C,γ(A)] = [γ∗(C),A] = θ{ι},A(γ∗(C)) = θ{ι},A(C) = [C,A]
for all γ ∈ Γpi,τ and all C ∈ C2, and Theorem 3.3.6 then yields γ(A) = A for all
γ ∈ Γpi,τ . In particular, pi(A) = A and τ(A) = A. Moreover,
[CΓν ,A] = 1
4
∑
ν∈Γν[ν(C),A] = 14 ∑ν∈Γν θ{ι},A(ν(C)) = 14
for all C ∈ C2, and Theorem 3.5.4 then yields that AΓτ is Γν–invariant. We thus
obtain
ν1(A) = ν1(12 A + 12 A) = ν1(12 A + 12 τ(A)) = ν1(AΓτ ) = AΓτ = A
which implies that A is Γ–invariant (Theorem 2.3.2).
Finally, it is evident that the generator θ{ι},A is convex, concordance order preserv-
ing (Theorem 3.3.9) and continuous (Theorem 3.3.12), and thus, κθ{ι},A is a measure
of concordance which is convex, concordance order preserving and continuous (The-
orem 4.2.1 and Corollary 4.2.2). 2
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We resume the discussion of Spearman’s rho and Gini’s gamma. Applying the
Γ–invariant copula V discussed in Example 2.7.8, we present a new measure of
concordance:
4.4.7 Examples.
(1) Spearman’s rho satisfies
κρ(C) = 12 ([C,Π] − 1
4
)
for all C ∈ C2.
(2) Gini’s gamma satisfies
κγ(C) = 8 ([C,MΓν ] − 1
4
)
for all C ∈ C2.
(3) The map κθ{ι},V is a measure of concordance which is convex, concordance order
preserving, continuous and satisfies
κθ{ι},V (C) = 16 ([C,V ] − 14)
for all C ∈ C2.
We finally extend the result given in Theorem 4.4.6 to all subgroups Λ ⊆ Γpi,τ :
4.4.8 Corollary. Let A ∈ C2 and Λ ⊆ Γpi,τ be a subgroup of Γ. Then the following
are equivalent:
(a) AΛ is Γ–invariant.
(b) θΛ,A is a generator.
In this case, θΛ,A is convex, concordance order preserving and continuous, and κθΛ,A
satisfies
κθΛ,A(C) = 1[M,A] − 14 ([CΛ,A] − 14)
for all C ∈ C2. In particular, κθΛ,A is convex, concordance order preserving and
continuous.
Proof. First, Corollary 3.4.10 yields
θ{ι},AΛ(C) = [C,AΛ] = [CΛ,A] = θΛ,A(C)
for all C ∈ C2. Theorem 4.4.6 then asserts that AΛ is Γ–invariant if and only if
θ{ι},AΛ = θΛ,A is a generator. Finally, it is evident that the generator θΛ,A is convex
(Lemma 2.3.6), concordance order preserving (Theorem 2.5.5 and Theorem 3.3.9)
and continuous (Lemma 2.3.7 and Theorem 3.3.12), and thus, κθΛ,A is a measure of
concordance which is convex, concordance order preserving and continuous (Theo-
rem 4.2.1 and Corollary 4.2.2). This proves the assertion. 2
Note that every copula A satisfying AΓpi is Γν–invariant satisfies AΓpi is Γ–invariant,
and thus, AΓpi,τ is Γ–invariant as well; the converse implication is not true, in general
(see Chapter 5 below). Thus, Corollary 4.4.8 improves the result given in Theorem
4.3.2 for the case d = 2.
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A Result Beyond
Inspired by Corollary 4.4.8, our aim in this chapter is to improve the result discussed
in Theorem 4.3.2 applying multivariate margins of copulas.
In Chapter 4 we studied measures of concordance for multivariate copulas of a fixed
dimension, and introduced a copula–based principle for their construction. In The-
orem 4.3.2 we observed that every copula A satisfying AΓpi is Γν–invariant induces
a measure of concordance. We additionally observed that every Γν–invariant copula
and, in particular, every Γ–invariant copula induces a measure of concordance:
A is Γ–invariant⇓ ⇑̸
A is Γν–invariant⇓ ⇑̸
AΓpi is Γ
ν–invariant
In the case the copula A is Γ–invariant, the representation of κA even simplified
(Theorem 4.3.10).
This chapter is organized as follows: In Section 5.1 we introduce multivariate mar-
gins of copulas which turn out to be copulas as well. Thus we can apply the trans-
formations of the group Γ and the biconvex form [. , .] to both, copulas and their
multivariate margins. In particular, we discuss the question if Λ–invariance of a co-
pula with respect to a subgroup Λ of Γ transfers to its multivariate margins (Section
5.2). We then recall that, for Γν–invariant copulas, the value of the biconvex form[. , .] is 1
2d
, and show that the value of the biconvex form [. , .] applied to their mul-
tivariate margins is a multiple of 12 . For both results, we present a characterization
(Section 5.3) which we then apply in Section 5.4 to provide a quite abstract char-
acterization of measures of concordance. As an immediate consequence, we obtain
a sufficient condition on a copula in terms of its multivariate margins under which
this copula induces a measure of concordance. We finally discuss some refinements
of this result including the assertion discussed in Theorem 4.3.2.
In Sections 5.1, 5.2 & 5.3 we restrict ourselves to only those results which are essential
for the comprehension and Section 5.4.
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5.1 Copulas
In this first section we focus on multivariate margins of copulas which turn out to
be copulas as well. We further show that every copula can be extended to a higher
dimensional copula such that a multivariate margin of this extension coincides with
the original copula.
In order to define multivariate margins of a copula further notation will be required.
To this end, considerm ∈ {1, ..., d} and, forK ⊆ {1, ...,m}, the vector–valued function
ηmK ∶ Im × Im → Im given by
(ηmK(u,v))k ∶= ⎧⎪⎪⎨⎪⎪⎩uk k ∈ {1, ...,m}/Kvk k ∈K
and put ηmk ∶= ηm{k}, k ∈ {1, ...,m}. Then ηdK = ηK .
Moreover, for k ∈ {1, ...,m}, we denote by emk ∈ Rm the k–th m–dimensional unit
vector and, for K ⊆ {1, ...,m}, let JmK ∈ Rm×m be the matrix given by
JmK ∶= ∑
k∈K emk (emk )′
Then JdK = JK .
For a non–empty set K ⊆ {1, ..., d} with K = {k1, ..., k∣K∣} such that ki < kj for all
i, j ∈ {1, ..., ∣K ∣} with i < j, we further define the vector–valued functions qK , rK ∶
I∣K∣ → Id given by
qK(u) ∶= ∣K∣∑
j=1uj ekj
and
rK(u) ∶= qK(u) + ∑
j∈{1,...,d}/K ej
Then qK is linear and rK(u) = η{1,...,d}/K(qK(u),1) for all u ∈ I∣K∣. These functions
transform a ∣K ∣–dimensional vector to a d–dimensional one by adding zeros and
ones, respectively. For k ∈ {1, ..., d}, we put qk ∶= q{k} and rk ∶= r{k}.
The first result asserts that every multivariate margin of a copula is again a copula:
5.1.1 Lemma. Let C ∈ Cd and let K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d − 1 and
K = {k1, ..., k∣K∣} such that ki < kj for all i, j ∈ {1, ..., ∣K ∣} with i < j. Then
C ○ rK ∈ C ∣K∣
Moreover, (C ○ ri)(u) = u for all i ∈ {1, ..., d} and all u ∈ I.
Proof. It is evident that C ○ rK is grounded and possesses uniform univariate
margins. We now prove that C ○ rK is ∣K ∣–monotone. To this end, let h ∈ I∣K∣ and
u ∈ [0,1 − h]. For L ⊆ {1, ..., ∣K ∣}, we first have
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rK(u + J ∣K∣L h) = qK(u + J ∣K∣L h) + ∑
j∈{1,...,d}/K ej= qK(u) + qK(J ∣K∣L h) + ∑
j∈{1,...,d}/K ej
= qK(u) + ∣K∣∑
j=1 (J ∣K∣L h)j ekj + ∑j∈{1,...,d}/K ej= qK(u) +∑
l∈Lhl ekl + ∑j∈{1,...,d}/K ej= qK(u) +∑
l∈L(rK(h))kl ekl + ∑j∈{1,...,d}/K(rK(h))j ej
Since C is grounded and d–monotone, we hence obtain(∆h(C ○ rK))(u)= (−1)∣K∣ ∑
L⊆{1,...,∣K∣}(−1)∣L∣ (C ○ rK)(u + J ∣K∣L h)
= (−1)∣K∣ ∑
L⊆{1,...,∣K∣}(−1)∣L∣ C(qK(u) +∑l∈L(rK(h))kl ekl + ∑j∈{1,...,d}/K(rK(h))j ej)
= (−1)∣K∣ ∑
L⊆K(−1)∣L∣ C(qK(u) +∑l∈L(rK(h))l el + ∑j∈{1,...,d}/K(rK(h))j ej)= (−1)∣K∣ ∑
L⊆K(−1)∣L∣ C(qK(u) + JL∪{1,...,d}/K rK(h))= (−1)∣K∣ ∑
N⊆{1,...,d},N/K={1,...,d}/K(−1)∣N ∣−(d−∣K∣) C(qK(u) + JNrK(h))= (−1)d ∑
N⊆{1,...,d},N/K={1,...,d}/K(−1)∣N ∣ C(qK(u) + JNrK(h))= (−1)d ∑
N⊆{1,...,d},N/K={1,...,d}/K(−1)∣N ∣ C(qK(u) + JNrK(h))+ (−1)d ∑
N⊆{1,...,d},N/K≠{1,...,d}/K(−1)∣N ∣ C(qK(u) + JNrK(h))= (−1)d ∑
N⊆{1,...,d}(−1)∣N ∣ C(qK(u) + JNrK(h))= (∆rK(h)(C))(qK(u))≥ 0
Thus, C ○ rK is a copula. The remaining identity immediately follows from the fact
that C possesses uniform univariate margins. 2
For K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and K = {k1, ..., k∣K∣} such that ki < kj for all
i, j ∈ {1, ..., ∣K ∣} with i < j, we define the map TK ∶ Cd → C ∣K∣ by letting
TK(C) ∶= C ○ rK
The copula TK(C) is called K–margin of C. Note that T{1,...,d}(C) = C.
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Every subset K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d which refers to the map TK satisfies
K = {k1, ..., k∣K∣} such that ki < kj for all i, j ∈ {1, ..., ∣K ∣} with i < j. For the sake of
simplicity, we omit this specification if possible.
We resume the discussion of copulas M and Π:
5.1.2 Example. Note that the copulasM and Π on the left hand sides are d–dimensional,
whereas those on the right hand sides are of lower dimensions:
(1) For every K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d, the copula M satisfies
TK(M) =M
Indeed, consider K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d. Then the identity
(TK(M))(u) = M(rK(u))= M(η{1,...,d}/K(qK(u),1))= min{ui ∣ i ∈ {1, ..., ∣K ∣}}= M(u)
holds for all u ∈ I∣K∣.
(2) For every K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d, the copula Π satisfies
TK(Π) = Π
Indeed, consider K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d. Then the identity
(TK(Π))(u) = Π(rK(u))= Π(η{1,...,d}/K(qK(u),1))
= ∣K∣∏
i=1 ui= Π(u)
holds for all u ∈ I∣K∣.
Similar hidden differences concerning the dimension of expressions on the left and
right hand side of equations will appear frequently throughout this chapter. Never-
theless, due to a concise notation, we omit any further specifications.
We conclude this section with the result that every copula can be extended to a
higher dimensional copula such that a multivariate margin of this extension coincides
with the original copula; Lemma 5.1.3 will be needed in Section 5.3 below:
5.1.3 Lemma. For every K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and every C ∈ C ∣K∣, there
exists some D ∈ Cd satisfying TK(D) = C.
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Proof. The case K = {1, ..., d} is evident. Consider now K ⊆ {1, ..., d} with
2 ≤ ∣K ∣ ≤ d − 1 and K = {k1, ..., k∣K∣} such that ki < kj for all i, j ∈ {1, ..., ∣K ∣} with
i < j. First, let D ∶ I∣K∣ × I→ R be a function given by
D((u, u)) ∶= C(u)u
It is evident that D is grounded and possesses uniform univariate margins. We now
prove that D is (∣K ∣ + 1)–monotone. To this end, let h ∈ I∣K∣, h ∈ I and u ∈ I∣K∣, u ∈ I
such that (u, u) ∈ [0,1 − (h, h)]. Since C is ∣K ∣-monotone, we obtain(∆(h,h)(D))((u, u))= (−1)∣K∣+1 ∑
L⊆{1,...,∣K∣+1}(−1)∣L∣D((u, u) + J ∣K∣+1L (h, h))= (−1)∣K∣+1 ∑
L⊆{1,...,∣K∣+1}(−1)∣L∣C(u + J ∣K∣L∩{1,...,∣K∣}h) (u + J1L∩{∣K∣+1}h)= (−1)∣K∣+1 ∑
L⊆{1,...,∣K∣}(−1)∣L∪{∣K∣+1}∣C(u + J ∣K∣L h) (u + h)+ (−1)∣K∣+1 ∑
L⊆{1,...,∣K∣}(−1)∣L∣C(u + J ∣K∣L h) u= (−1)∣K∣ ∑
L⊆{1,...,∣K∣}(−1)∣L∣C(u + J ∣K∣L h) (u + h)− (−1)∣K∣ ∑
L⊆{1,...,∣K∣}(−1)∣L∣C(u + J ∣K∣L h) u= (−1)∣K∣ ∑
L⊆{1,...,∣K∣}(−1)∣L∣C(u + J ∣K∣L h) ((u + h) − u)= (∆h(C))(u) h≥ 0
which implies that D is (∣K ∣ + 1)–monotone, and thus, D ∈ C ∣K∣+1. Induction then
yields that the function E ∶ Id → R given by
E(v) ∶= C( ∣K∣∑
j=1 vkj e
∣K∣
j ) ∏
j∈{1,...,d}/K vj
satisfies E ∈ Cd. Finally, we obtain(TK(E))(u) = (E ○ rK)(u)
= E( ∣K∣∑
j=1uj ekj + ∑j∈{1,...,d}/K ej)
= C( ∣K∣∑
j=1uj e
∣K∣
j ) ∏
j∈{1,...,d}/K 1= C(u)
for all u ∈ I∣K∣. This proves the assertion. 2
Multivariate extensions of copulas as discussed in Lemma 5.1.3 were already con-
sidered by Schweizer & Sklar [1983, Theorem 6.6.3].
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5.2 The Group of Transformations
In Section 5.1 we observed that every multivariate margin of a copula is again a
copula. Thus, we can apply the transformations of the group Γ to both, copulas
and their multivariate margins. However, we have to distinguish carefully between
transformations of different dimensions.
We first study multivariate margins of a copula with regard to the transformations
of the group Γ. We then discuss the question if Λ–invariance of a copula with respect
to a subgroup Λ of Γ transfers to its multivariate margins. It turns out that this is
true only for some of the considered subgroups.
The first result of this section discusses multivariate margins with regard to trans-
positions; note that the transpositions on the left hand sides are d–dimensional,
whereas those on the right hand sides are of lower dimension:
5.2.1 Lemma. Let K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and K = {k1, ..., k∣K∣} such that
ki < kj for all i, j ∈ {1, ..., ∣K ∣} with i < j.
(1) The identity
TK ○ piki,kj = pii,j ○ TK
holds for all i, j ∈ {1, ..., ∣K ∣} with i ≠ j.
(2) If ∣K ∣ ≤ d − 2, then the identity
TK ○ pii,j = TK
holds for all i, j ∈ {1, ..., d}/K with i ≠ j.
Proof. We first prove (1). To this end, consider i, j ∈ {1, ..., ∣K ∣} with i ≠ j. We
then have
(TK(piki,kj(C)))(u) = (piki,kj(C))(rK(u))= C(η{ki,kj}(rK(u), (rK(u))kj eki + (rK(u))ki ekj))= C(η{ki,kj}(rK(u), uj eki + ui ekj))
= C(η{ki,kj}(qK(u), uj eki + ui ekj) + ∑
l∈{1,...,d}/K el)
= C(qK(η∣K∣{i,j}(u, uj e∣K∣i + ui e∣K∣j )) + ∑
l∈{1,...,d}/K el)= C(rK(η∣K∣{i,j}(u, uj e∣K∣i + ui e∣K∣j )))= (TK(C))(η∣K∣{i,j}(u, uj e∣K∣i + ui e∣K∣j ))= (pii,j (TK(C)))(u)
for all C ∈ Cd and all u ∈ I∣K∣. This proves (1). We now prove (2). To this end, let∣K ∣ ≤ d − 2 and consider i, j ∈ {1, ..., d}/K with i ≠ j. We then have
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(TK(pii,j(C)))(u) = (pii,j(C))(rK(u))= C(η{i,j}(rK(u), (rK(u))j ei + (rK(u))i ej))= C(η{i,j}(rK(u),ei + ej))= C(rK(u))= (TK(C))(u)
for all C ∈ Cd and all u ∈ I∣K∣. This proves (2). 2
Lemma 5.2.1 is similar to a result discussed in Taylor [2008, Proposition 5, p. 8].
It turns out that the identities established in Lemma 5.2.1 cannot be generalized to
an arbitrary permutation. The following example shows that, in general, the total
permutation ψ satisfies neither
TK ○ ψ = ψ ○ TK nor TK ○ ψ = TK
5.2.2 Example. Consider d = 3, K = {1,2} and the copula
E(u, v,w) = Π(u, v,w) + u(1 − u)v(1 − v)w
discussed in Example 2.2.1. Then E satisfies
TK(ψ(E)) ≠ ψ(TK(E)) and TK(ψ(E)) ≠ TK(E)
Indeed, we have
(ψ(TK(E)))(12 , 12) = (TK(E))(12 , 12) = E(12 , 12 ,1) = 516
but (TK(ψ(E)))(12 , 12) = (ψ(E))(12 , 12 ,1) = E(1, 12 , 12) = 416
We now study multivariate margins with regard to partial reflections. In particular,
we obtain a result for the total reflection:
5.2.3 Lemma. Let K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and K = {k1, ..., k∣K∣} such that
ki < kj for all i, j ∈ {1, ..., ∣K ∣} with i < j.
(1) The identity
TK ○ νki = νi ○ TK
holds for all i ∈ {1, ..., ∣K ∣}.
(2) If ∣K ∣ ≤ d − 1, then the identity
TK ○ νi = TK
holds for all i ∈ {1, ..., d}/K.
(3) We have
TK ○ τ = τ ○ TK
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Proof. We first prove (1). To this end, consider i ∈ {1, ..., ∣K ∣}. We then have(TK(νki(C)))(u)= (νki(C))(rK(u))= C(ηki(rK(u),1)) −C(ηki(rK(u),1 − rK(u)))= C(ηki(rK(u),eki)) −C(ηki(rK(u), (1 − ui)eki))
= C(ηki(qK(u),eki) + ∑
j∈{1,...,d}/K ej) −C(ηki(qK(u), (1 − ui)eki) + ∑j∈{1,...,d}/K ej)
= C(qK(η∣K∣i (u,e∣K∣i )) + ∑
j∈{1,...,d}/K ej) −C(qK(η∣K∣i (u, (1 − ui)e∣K∣i )) + ∑j∈{1,...,d}/K ej)
= C(qK(η∣K∣i (u,1)) + ∑
j∈{1,...,d}/K ej) −C(qK(η∣K∣i (u,1 − u)) + ∑j∈{1,...,d}/K ej)= C(rK(η∣K∣i (u,1))) −C(rK(η∣K∣i (u,1 − u)))= (TK(C))(η∣K∣i (u,1)) − (TK(C))(η∣K∣i (u,1 − u))= (νi(TK(C)))(u)
for all C ∈ Cd and all u ∈ I∣K∣. This proves (1). We now prove (2). To this end, let∣K ∣ ≤ d − 1 and consider i ∈ {1, ..., d}/K. Since every copula is grounded we have(TK(νi(C)))(u) = (νi(C))(rK(u))= C(ηi(rK(u),1)) −C(ηi(rK(u),1 − rK(u)))= C(rK(u)) −C(ηi(rK(u),0))= C(rK(u))= (TK(C))(u)
for all C ∈ Cd and all u ∈ I∣K∣. This proves (2). Finally, (2) and (1) imply
TK ○ τ = TK ○ d◯
l=1νl= TK ○ ◯
l∈{1,...,d}/K νl ○ ◯l∈K νl= TK ○ ◯
l∈K νl= TK ○ ∣K∣◯
l=1νkl= ∣K∣◯
l=1νl ○ TK= τ ○ TK
This proves (3). 2
Lemma 5.2.3 is similar to a result discussed in Taylor [2008, Proposition 5, p. 8].
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We finally focus on multivariate margins of those copulas which are invariant with
respect to all transformations in a subgroup Λ ⊆ Γ. For some of the considered
subgroups Λ ⊆ Γ, Λ–invariance of a copula transfers to its multivariate margins;
Theorem 5.2.4 is of significant importance in Section 5.3 below:
5.2.4 Theorem. Let K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d. Then the relation
TK(CdΛ) ⊆ C ∣K∣Λ
holds for all Λ ∈ {Γpi,Γτ ,Γpi,τ ,Γν ,Γ}
Proof. The result is immediate from Lemma 5.2.1, Lemma 5.2.3, Theorem 2.3.2
and Corollary 2.3.4. 2
It turns out that the relation established in Theorem 5.2.4 cannot be generalized to
an arbitrary subgroup Λ ⊆ Γ. The next example asserts that the relation
TK(CdΓψ) ⊆ C ∣K∣Γψ
does not hold:
5.2.5 Example. The function E ∶ I3 → R given by
E(u, v,w) ∶= Π(u, v,w) + uv(1 − v)w2(1 −w)
is a distortion of Π and hence a copula, and its arithmetic mean EΓψ is Γ
ψ–invariant.
However, the copula
T{1,2}(EΓψ)
is not Γψ–invariant
Indeed, for all h ∈ I3 and all (u, v,w) ∈ [0,1 − h], we first obtain−1 ≤ (1 − v) − (v + h2) ≤ 1
and −1 ≤ (1 −w)(2w + h3) − (w + h3)2 ≤ 1
(see proof of Example 1.1.7) and hence
3∏
i=1 hi + (u + h1 − u)((v + h2)(1 − v − h2) − v(1 − v))((w + h3)2(1 −w − h3) −w2(1 −w))
= 3∏
i=1 hi + h1 h2 (1 − 2v − h2)h3 ((2w + h3)(1 −w) − (w + h3)2)
= [1 + (1 − 2v − h2) ((2w + h3)(1 −w) − (w + h3)2)] 3∏
i=1 hi≥ 0
which proves (i); condition (ii) is obvious and (iii) follows from d = 3. Thus, E is a copula
and it follows from Theorem 2.6.3 that EΓψ is Γ
ψ–invariant. Moreover, we have
EΓψ(u, v,w) = uvw + 13 uvw ((1 − v)w(1 −w) + (1 − u)v(1 − v) + (1 −w)u(1 − u))
and hence (T{1,2}(EΓψ))(u, v) = EΓψ(u, v,1) = uv + 13 u(1 − u) v2(1 − v)
which implies that T{1,2}(EΓψ) is not Γψ–invariant.
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5.3 The Biconvex Form
In the following section we apply the biconvex form [. , .] introduced in Section 3.3
to multivariate margins of copulas.
We first recall that, for Γν–invariant copulas, the value of the biconvex form [. , .] is
1
2d
, and then show that the value of the biconvex form [. , .] applied to their multi-
variate margins is a multiple of 12 . For both results, we present a characterization
which will be of decisive importance in Section 5.4 below.
The first result of this section provides a representation of the biconvex form [. , .]
applied to multivariate margins of copulas in terms of the original copulas; it may
be read as an extension of Lemma 3.2.9 and will be needed for the proof of Lemma
5.3.3:
5.3.1 Lemma. The identity
[TK(C), TK(D)] = ∫
Id
C(η{1,...,d}/K(u,1)) dQD(u)
holds for all C,D ∈ Cd and all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d.
Proof. For the proof of this result we need some preliminary considerations.
For L ⊆ {1, ..., d} with 2 ≤ ∣L∣ ≤ d and L = {l1, ..., l∣L∣} such that li < lj for all
i, j ∈ {1, ..., ∣L∣} with i < j, we define the vector–valued function ζL ∶ Id → I∣L∣ by
letting (ζL(v))i ∶= vli
i ∈ {1, ..., ∣L∣}. Then ζL is the projection from Id on I∣L∣. For C ∈ Cd with copula
measure QC , the identity ζ−1L ([0,u]) = [0, rL(u)] for all u ∈ I∣L∣ implies
QTL(C)[[0,u]] = (TL(C))(u)= C(rL(u))= QC[[0, rL(u)]]= QC[ζ−1L ([0,u])]= (QC)ζL[[0,u]]
for all u ∈ I∣L∣, and the measure extension theorem hence yields QTL(C) = (QC)ζL .
For v ∈ Id, we further obtain the identity
(rL ○ ζL)(v) = rL((vli)i∈{1,...,∣L∣}) = η{1,...,d}/L(v,1)
Now, consider C,D ∈ Cd and K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and K = {k1, ..., k∣K∣} such
that ki < kj for all i, j ∈ {1, ..., ∣K ∣} with i < j. The substitution rule (see Schmidt
[2011, Satz 9.4.1]) then yields
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[TK(C), TK(D)] = ∫
I∣K∣(TK(C))(u) dQTK(D)(u)= ∫
I∣K∣(C ○ rK)(u) d(QD)ζK(u)= ∫
Id
(C ○ rK ○ ζK)(v) dQD(v)
= ∫
Id
C(η{1,...,d}/K(v,1)) dQD(v)
This proves the assertion. 2
For the rest of this section, we investigate the biconvex form [. , .] with respect to
Γν–invariant copulas.
In Theorem 3.4.14 we proved that the identity
[C,D] = 1
2d
holds for all Γν–invariant copulas C,D ∈ Cd. In the following lemma we extend this
result to multivariate margins of Γν–invariant copulas:
5.3.2 Theorem. The identity
[TK(C), TK(D)] = 1
2∣K∣
holds for all Γν–invariant copulas C,D ∈ Cd and all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d.
In particular, we have [C,D] = 1
2d
.
Proof. Consider K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d. Theorem 5.2.4 asserts that TK(C)
and TK(D) are Γν–invariant, and thus, Corollary 3.4.5 yields
[TK(C), TK(D)] = 1
2∣K∣ ∑ν∈Γν[ν(TK(C)), ν(TK(D))] = 12∣K∣
This proves the assertion. 2
Theorem 3.4.14 asserts that the identity
[C,D] = 1
2d
holds for all Γν–invariant copulas C,D ∈ Cd, and Theorem 5.3.2 asserts that the
identity [TK(C), TK(D)] = 1
2∣K∣
holds for all Γν–invariant copulas C,D ∈ Cd and all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d.
Thus, the value of the biconvex form [. , .] is a multiple of 12 . We are further interested
in characterizations of both results.
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It turns out that the condition on one of the arguments of the biconvex form [. , .] can
be relaxed; we here consider the second argument. In Theorem 5.3.5 and Theorem
5.3.8 below, we provide necessary and sufficient conditions on a copula D ∈ Cd in
terms of its multivariate margins under which the identity
[CΓν ,D] = 1
2d
holds for all C ∈ Cd, and the identity
[CΓν , TK(D)] = 1
2∣K∣
holds for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣. In contrast to the
condition in Theorem 5.3.5, the condition in Theorem 5.3.8 is rather appealing.
The following result will be needed for the proofs of Theorem 5.3.5 and Lemma
5.3.7:
5.3.3 Lemma. Let C,D ∈ Cd and K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d. Then the
following are equivalent:
(a) We have
∑
L⊆K,2≤∣L∣≤∣K∣ ∑O⊆{1,...,∣L∣}(−1)∣O∣ [TL(C),(◯o∈O νo)(TL(D))] = 0
(b) We have ∑
L⊆{1,...,∣K∣} [(◯l∈Lνl)(TK(C)), TK(D)] = 1
Proof. For O ⊆ {1, ..., d}, we have ◇o∈O ν˜o ∈ Γ˜, (◇o∈O ν˜o)(u) = ηO(u,1 − u) for
all u ∈ Id, and the isomorphism T discussed in Theorem 3.1.3 and Corollary 3.1.4
satisfies
T (◇
o∈O ν˜o) = ◯o∈OT (ν˜o) = ◯o∈O νo
Consider K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and K = {k1, ..., k∣K∣} such that ki < kj for
all i, j ∈ {1, ..., ∣K ∣} with i < j. Lemma 5.2.3, Lemma 5.3.1, Lemma 2.4.1, Lemma
3.2.8, the previous identity, the fact that C possesses uniform univariate margins
and Lemma 3.2.9 then yield
∑
L⊆{1,...,∣K∣} [(◯l∈Lνl)(TK(C)), TK(D)]= ∑
L⊆{1,...,∣K∣} [TK ((◯l∈Lνkl) (C)) , TK(D)]= ∑
L⊆K [TK ((◯l∈Lνl) (C)) , TK(D)]
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= ∑
L⊆K ∫Id ((◯l∈Lνl) (C)) (η{1,...,d}/K(u,1)) dQD(u)= ∑
L⊆K ∫Id(−1)∣L∣ ∑M⊆L(−1)∣M ∣C(ηM(ηL(η{1,...,d}/K(u,1),1 − η{1,...,d}/K(u,1)),1)) dQD(u)= ∑
L⊆K ∫Id(−1)∣L∣ ∑M⊆L(−1)∣M ∣C(ηM(ηL(η{1,...,d}/K(u,1),1 − u),1)) dQD(u)= ∑
L⊆K ∑M⊆L(−1)∣L/M ∣∫Id C(J{1,...,d}/L η{1,...,d}/K(u,1) + JL/M(1 − u) + JM1) dQD(u)= ∑
M⊆K ∑O⊆K/M(−1)∣O∣∫Id C(J{1,...,d}/(O∪M) η{1,...,d}/K(u,1) + JO(1 − u) + JM1) dQD(u)= ∑
M⊆K ∑O⊆K/M(−1)∣O∣∫Id C(J{1,...,d}/O η{1,...,d}/(K/M)(u,1) + JO(1 − u)) dQD(u)= ∑
M⊆K ∑O⊆K/M(−1)∣O∣∫Id C(η{1,...,d}/(K/M)(ηO(u,1 − u),1)) dQD(u)
= ∑
M⊆K ∑O⊆K/M(−1)∣O∣∫Id C (η{1,...,d}/(K/M) ((◇o∈O ν˜o)(u),1)) dQD(u)= ∑
M⊆K ∑O⊆K/M(−1)∣O∣∫Id C(η{1,...,d}/(K/M)(u,1)) dQ(T (◇o∈O ν˜o))(D)(u)= ∑
M⊆K ∑O⊆K/M(−1)∣O∣∫Id C(η{1,...,d}/(K/M)(u,1)) dQ(◯o∈O νo)(D)(u)= ∑
M⊆K,0≤∣M ∣≤∣K∣−2 ∑O⊆K/M(−1)∣O∣∫Id C(η{1,...,d}/(K/M)(u,1)) dQ(◯o∈O νo)(D)(u)+ ∑
M⊆K,∣M ∣=∣K∣−1 ∑O⊆K/M(−1)∣O∣∫Id C(η{1,...,d}/(K/M)(u,1)) dQ(◯o∈O νo)(D)(u)+ ∑
M⊆K,∣M ∣=∣K∣ ∑O⊆K/M(−1)∣O∣∫Id C(η{1,...,d}/(K/M)(u,1)) dQ(◯o∈O νo)(D)(u)= ∑
M⊆K,0≤∣M ∣≤∣K∣−2 ∑O⊆K/M(−1)∣O∣∫Id C(η{1,...,d}/(K/M)(u,1)) dQ(◯o∈O νo)(D)(u)+ ∑
M⊆K,∣M ∣=∣K∣−1 ∑O⊆K/M(−1)∣O∣ 12 + 1= ∑
M⊆K,0≤∣M ∣≤∣K∣−2 ∑O⊆K/M(−1)∣O∣∫Id C(η{1,...,d}/(K/M)(u,1)) dQ(◯o∈O νo)(D)(u) + 1= ∑
M⊆K,0≤∣M ∣≤∣K∣−2 ∑O⊆K/M(−1)∣O∣ [TK/M(C), TK/M ((◯o∈O νo) (D))] + 1= ∑
L⊆K,2≤∣L∣≤∣K∣ ∑O⊆L(−1)∣O∣ [TL(C), TL ((◯o∈O νo) (D))] + 1= ∑
L⊆K,2≤∣L∣≤∣K∣ ∑O⊆{1,...,∣L∣}(−1)∣O∣ [TL(C),(◯o∈O νo)(TL(D))] + 1
This proves the assertion. 2
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Since every reflection can be expressed as a finite composition of partial reflections
in which every partial reflection occurs at most once, for every ν ∈ Γν , there exists
some K ⊆ {1, ..., d} such that
ν = ◯
k∈K νk
ν is called even if ∣K ∣ is even and ν is called odd if ∣K ∣ is odd. We denote by
Γν,0 ∶= {ν ∈ Γν ∣ν is even}
the set of all reflections which are even and by
Γν,1 ∶= Γν/Γν,0= {ν ∈ Γν ∣ν is odd}
the set of all reflections which are odd.
5.3.4 Lemma. Γν,0 is a subgroup of Γν. Moreover, ∣Γν,0∣ = ∣Γν,1∣ = 2d−1.
Proof. Since reflections commute and are involutions, it follows that Γν,0 is a
subgroup of Γν . The fact that Γν,1 is a coset of Γν,0 further implies ∣Γν,0∣ = ∣Γν,1∣. 2
Including the subgroup Γν,0, Theorem 5.3.5 provides a necessary and sufficient con-
dition on the second argument of the biconvex form [. , .] under which the biconvex
form [. , .] equals 1
2d
:
5.3.5 Theorem. Let D ∈ Cd. Then the following are equivalent:
(a) The identity
∑
K⊆{1,...,d},2≤∣K∣ 2
∣K∣−1 [TK(C), (TK(D))Γν,0]
= ∑
K⊆{1,...,d},2≤∣K∣ 2
∣K∣−1 [TK(C), (TK(D))Γν,1]
holds for all C ∈ Cd.
(b) The identity [CΓν ,D] = 1
2d
holds for all C ∈ Cd.
Proof. First, for every K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d, Lemma 5.3.4 implies
∑
L⊆{1,...,∣K∣}(−1)∣L∣ [TK(C),(◯l∈Lνl)(TK(D))]= ∑
L⊆{1,...,∣K∣},∣L∣ even[TK(C),(◯l∈Lνl)(TK(D))] − ∑L⊆{1,...,∣K∣},∣L∣ odd[TK(C),(◯l∈Lνl)(TK(D))]= ∑
ν∈Γν,0 [TK(C), ν(TK(D))] − ∑ν∈Γν,1 [TK(C), ν(TK(D))]
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= ∣Γν,0∣ [TK(C), 1∣Γν,0∣ ∑ν∈Γν,0 ν(TK(D))] − ∣Γν,1∣ [TK(C), 1∣Γν,1∣ ∑ν∈Γν,1 ν(TK(D))]= 2∣K∣−1 [TK(C), (TK(D))Γν,0] − 2∣K∣−1 [TK(C), (TK(D))Γν,1]
for all C ∈ Cd, and thus, (a) is equivalent to the identity
∑
K⊆{1,...,d},2≤∣K∣ ∑L⊆{1,...,∣K∣}(−1)∣L∣ [TK(C),(◯l∈Lνl)(TK(D))] = 0
for all C ∈ Cd. Second, we obtain
2d [CΓν ,D] = ∑
ν∈Γν [ν(C),D] = ∑K⊆{1,...,d} [(◯k∈K νk) (C),D]
for all C ∈ Cd, and thus, (b) is equivalent to the identity
∑
K⊆{1,...,d} [(◯k∈K νk) (C),D] = 1
for all C ∈ Cd. The assertion then follows from Lemma 5.3.3. 2
An analogous result holds for the first argument of the biconvex form [. , .].
It is immediate from Theorem 3.4.14 that every Γν–invariant copula satisfies condi-
tion (a) of Theorem 5.3.5:
5.3.6 Lemma. Let D ∈ Cd be Γν–invariant. Then the identity∑
K⊆{1,...,d},2≤∣K∣ 2
∣K∣−1 [TK(C), (TK(D))Γν,0] = ∑
K⊆{1,...,d},2≤∣K∣ 2
∣K∣−1 [TK(C), (TK(D))Γν,1]
holds for all C ∈ Cd.
The following result will be needed for the proof of Theorem 5.3.8:
5.3.7 Lemma. Let D ∈ Cd. Then the following are equivalent:
(a) The identity ∑
L⊆{1,...,∣K∣}(−1)∣L∣ [C,(◯l∈Lνl)(TK(D))] = 0
holds for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣.
(b) The identity ∑
L⊆{1,...,∣K∣} [(◯l∈Lνl) (C), TK(D)] = 1
holds for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣.
Proof. Assume first that (a) holds. We prove (b). To this end, consider K ⊆{1, ..., d} with 2 ≤ ∣K ∣ ≤ d and C ∈ C ∣K∣. Lemma 5.1.3 implies the existence of some
E ∈ Cd such that C = TK(E). Then we have
∑
O⊆{1,...,∣L∣}(−1)∣O∣ [TL(E),(◯o∈O νo)(TL(D))] = 0
for all L ⊆K with 2 ≤ ∣L∣ ≤ ∣K ∣, and thus,
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∑
L⊆K,2≤∣L∣≤∣K∣ ∑O⊆{1,...,∣L∣}(−1)∣O∣ [TL(E),(◯o∈O νo)(TL(D))] = 0
Lemma 5.3.3 hence yields
∑
L⊆{1,...,∣K∣} [(◯l∈Lνl) (C), TK(D)] = ∑L⊆{1,...,∣K∣} [(◯l∈Lνl)(TK(E)), TK(D)] = 1
This proves (b).
Assume now that (b) holds. We prove (a) by induction with respect to the cardinality
of K ⊆ {1, ..., d}. To this end, choose i, j ∈ {1, ..., d} with i < j and C ∈ C2. Lemma
5.1.3 implies the existence of some E ∈ Cd such that C = T{i,j}(E). Then
∑
L⊆{1,∣{i,j}∣} [(◯l∈Lνl)(T{i,j}(E)), T{i,j}(D)] = 1
and Lemma 5.3.3 yields
∑
L⊆{1,∣{i,j}∣}(−1)∣L∣ [C,(◯l∈Lνl)(T{i,j}(D))]= ∑
L⊆{1,∣{i,j}∣}(−1)∣L∣ [T{i,j}(E),(◯l∈Lνl)(T{i,j}(D))]= 0
Further, let k ∈ {3, ..., d} and consider N ⊆ {1, ..., d} such that ∣N ∣ = k, and assume
that the assertion is fulfilled for all M ⊆ N with 2 ≤ ∣M ∣ ≤ k − 1. Consider C ∈ C ∣N ∣.
Lemma 5.1.3 implies the existence of some E ∈ Cd such that C = TN(E). Then
∑
L⊆{1,...,∣N ∣} [(◯l∈Lνl)(TN(E)), TN(D)] = 1
and Lemma 5.3.3 yields
∑
L⊆{1,...,∣N ∣}(−1)∣L∣ [C,(◯l∈Lνl)(TN(D))]= ∑
L⊆{1,...,∣N ∣}(−1)∣L∣ [TN(E),(◯l∈Lνl)(TN(D))]= ∑
L⊆{1,...,∣N ∣}(−1)∣L∣ [TN(E),(◯l∈Lνl)(TN(D))]+ ∑
M⊆N,2≤∣M ∣≤k−1 ∑L⊆{1,...,∣M ∣}(−1)∣L∣ [TM(E),(◯l∈Lνl)(TM(D))]= ∑
M⊆N,2≤∣M ∣≤k ∑L⊆{1,...,∣M ∣}(−1)∣L∣ [TM(E),(◯l∈Lνl)(TM(D))]= 0
This proves (a). 2
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Including the subgroup Γν,0, Theorem 5.3.8 provides a necessary and sufficient con-
dition on the second argument of the biconvex form [. , .] under which the biconvex
form [. , .] equals a multiple of 12 :
5.3.8 Theorem. Let D ∈ Cd. Then the following are equivalent:
(a) For all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d, the copula
(TK(D))Γν,0
is Γν–invariant.
(b) The identity (TK(D))Γν,0 = (TK(D))Γν,1
holds for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d.
(c) The identity [CΓν , TK(D)] = 1
2∣K∣
holds for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣.
Proof. For the proof of this result we need some preliminary considerations.
Lemma 5.3.4 implies
∑
L⊆{1,...,∣K∣}(−1)∣L∣ [C,(◯l∈Lνl)(TK(D))]= ∑
L⊆{1,...,∣K∣},∣L∣ even [C,(◯l∈Lνl)(TK(D))] − ∑L⊆{1,...,∣K∣},∣L∣ odd [C,(◯l∈Lνl)(TK(D))]= ∑
ν∈Γν,0 [C,ν(TK(D))] − ∑ν∈Γν,1 [C,ν(TK(D))]= ∣Γν,0∣ [C, (TK(D))Γν,0] − ∣Γν,1∣ [C, (TK(D))Γν,1]= ∣Γν,0∣ [C, (TK(D))Γν,0] − ∣Γν,0∣ [C, (TK(D))Γν,1]
for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣. Moreover, we obtain
[CΓν , TK(D)] = 1
2∣K∣ ∑ν∈Γν [ν(C), TK(D)]= 1
2∣K∣ ∑L⊆{1,...,∣K∣} [(◯l∈Lνl) (C), TK(D)]
for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣.
Now, we prove the assertion. The equivalence of (a) and (b) is immediate from
Lemma 2.3.6 and Theorem 2.3.2. Assume now that (b) holds. We prove (c). For all
K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣, the identity established above yields
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∑
L⊆{1,...,∣K∣}(−1)∣L∣ [C,(◯l∈Lνl)(TK(D))]= ∣Γν,0∣ [C, (TK(D))Γν,0] − ∣Γν,0∣ [C, (TK(D))Γν,1]= ∣Γν,0∣ [C, (TK(D))Γν,0] − ∣Γν,0∣ [C, (TK(D))Γν,0]= 0
and, for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣, the identity established
above and Lemma 5.3.7 then imply
[CΓν , TK(D)] = 1
2∣K∣ ∑L⊆{1,...,∣K∣} [(◯l∈Lνl) (C), TK(D)] = 12∣K∣
This proves (c).
Further, assume that (c) holds. We prove (b). For all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d
and all C ∈ C ∣K∣, the identity established above yields
∑
L⊆{1,...,∣K∣} [(◯l∈Lνl) (C), TK(D)] = 2∣K∣ [CΓν , TK(D)] = 2∣K∣ 12∣K∣ = 1
and, for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣, Lemma 5.3.7 and the
identity established above hence imply
0 = ∑
L⊆{1,...,∣K∣}(−1)∣L∣ [C,(◯l∈Lνl)(TK(D))]= ∣Γν,0∣ [C, (TK(D))Γν,0] − ∣Γν,0∣ [C, (TK(D))Γν,1]
Thus, [C, (TK(D))Γν,0] = [C, (TK(D))Γν,1]
for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d and all C ∈ C ∣K∣. Theorem 3.3.6 then yields
(TK(D))Γν,0 = (TK(D))Γν,1
for all K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d. This proves (b). 2
An analogous result holds for the first argument of the biconvex form [. , .].
It is immediate from Theorem 5.2.4 that every Γν–invariant copula satisfies condition
(a) of Theorem 5.3.8:
5.3.9 Lemma. Let D ∈ Cd be Γν–invariant. Then, for every K ⊆ {1, ..., d} with
2 ≤ ∣K ∣ ≤ d, the copula (TK(D))Γν,0
is Γν–invariant.
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5.4 Measures of Concordance
In Theorem 4.3.2 we observed that every copula A satisfying AΓpi is Γν–invariant
induces a measure of concordance. In the following section we extend this result.
We first present a necessary and sufficient condition on a copula A in terms of its
multivariate margins under which the map θA is a generator. Again, this condition is
rather impractical. As a consequence, however, we obtain a sufficient condition on A
which is rather appealing under which the map θA is a generator, and thus, the map
κA is a measure of concordance. Further, we discuss some refinements of this result.
We start our investigation with a quite abstract characterization which is an exten-
sion of Theorem 4.3.1:
5.4.1 Theorem. Let A ∈ Cd. Then the following are equivalent:
(a) A satisfies
∑
K⊆{1,...,d},2≤∣K∣ 2
∣K∣−1 [TK(C), (TK(AΓpi))Γν,0]
= ∑
K⊆{1,...,d},2≤∣K∣ 2
∣K∣−1 [TK(C), (TK(AΓpi))Γν,1]
for all C ∈ Cd.
(b) The identity [CΓν ,AΓpi] = 1
2d
holds for all C ∈ Cd.
(c) θA is a generator.
In this case, θA is convex, concordance order preserving and continuous.
Proof. The assertion is immediate from Theorem 5.3.5 and Theorem 4.3.1. 2
A copula A ∈ Cd is said to be complete if, for every K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d,
the copula (TK(AΓpi))Γν,0
is Γν–invariant.
Applying Theorem 5.4.1, it turns out that every complete copula induces a measure
of concordance:
5.4.2 Theorem. Let A ∈ Cd be complete. Then θA is a generator which is convex,
concordance order preserving and continuous. Moreover, κA satisfies
κA(C) = 1[M,A] − 1
2d
([CΓpi,τ ,A] − 1
2d
)
for all C ∈ Cd. In particular, κA is convex, concordance order preserving and con-
tinuous.
Proof. The result is evident from Theorem 5.3.8, Theorem 5.4.1, Theorem 4.2.1
and Corollary 4.2.2. 2
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Note that, for d = 2, the identity(AΓpi)Γν,0 = (AΓpi)Γτ = AΓpi,τ
holds for all A ∈ C2, and recall that AΓpi,τ is Γpi,τ–invariant (Theorem 2.6.3). Thus,
A ∈ C2 is complete if and only if the copula
AΓpi,τ
is Γ–invariant. Thus, for d = 2, the result established in Theorem 5.4.2 coincides
with the implication (a) to (b) in Corollary 4.4.8 for Λ = Γpi,τ .
The following example presents a measure of concordance which is induced by a
complete copula:
5.4.3 Example. The copula
E(u) = Π(u) + 1
3
d∏
i=1 ui(1 − ui) − 23 u1
d∏
i=1 ui(1 − ui)
discussed in Example 3.4.15 is complete, and thus, κE is a measure of concordance which
is convex, concordance order preserving, continuous and satisfies
κE(C) = 1[M,E] − 1
2d
([CΓpi,τ ,E] − 1
2d
)
for all C ∈ Cd.
Indeed, for k, l ∈ {1, ..., d} with k ≠ l, we first have
EΓpi(u) = Π(u) + 1
3
d∏
i=1 ui(1− ui) − 23d
d∏
i=1 ui(1− ui)
d∑
i=1ui
(νk(EΓpi))(u) = Π(u) − 1
3
d∏
i=1 ui(1− ui) + 23d
d∏
i=1 ui(1− ui)((1− uk)+
d∑
i=1,i≠kui)
((νl ○ νk)(EΓpi))(u) = Π(u) + 1
3
d∏
i=1 ui(1− ui) − 23d
d∏
i=1 ui(1− ui)((1− uk)+(1− ul)+
d∑
i=1,i≠k,lui)
for all u ∈ Id, and thus(EΓpi)Γν,0(u)= 1
2d−1 ∑ν∈Γν,0 (ν(EΓpi))(u)= 1
2d−1 ∑K⊆{1,...,d},∣K∣∈2N∪{0}((◯k∈K νk)(EΓpi))(u)
= 1
2d−1 ∑K⊆{1,...,d},∣K∣∈2N∪{0}(Π(u)+ 13
d∏
i=1 ui(1− ui) − 23d
d∏
i=1 ui(1− ui)(∑k∈K(1− uk)+ ∑k∈{1,...,d}/Kuk))
= Π(u) + 1
3
d∏
i=1 ui(1− ui) − 13
d∏
i=1 ui(1− ui) 1d2d−2 ∑K⊆{1,...,d},∣K∣∈2N∪{0}(∑k∈K(1− uk)+ ∑k∈{1,...,d}/Kuk)
for all u ∈ Id. If d ∈ 2N + 1, then
126
5.4. Measures of Concordance
∑
K⊆{1,...,d},∣K∣∈2N∪{0}(∑k∈K(1 − uk) + ∑k∈{1,...,d}/K uk)= ∑
K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈K − ∑K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈K uk + ∑K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈{1,...,d}/K uk= ∑
K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈K − ∑K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈K uk + ∑K⊆{1,...,d},∣K∣∈2N−1 ∑k∈K uk= ∑
K⊆{1,...,d},∣K∣∈2N ∣K ∣ + ∑K⊆{1,...,d}(−1)∣K∣+1 ∑k∈K uk
= d∑
k=1,k∈2Nk (dk) +
d∑
k=1
d∑
l=1(−1)l+1 (d − 1l − 1)uk
= d−1∑
k=1k (d − 1k ) +
d−1∑
k=1,k∈2N−1(d − 1k ) +
d∑
k=1uk
d∑
l=1(−1)l+1 (d − 1l − 1)
= d−1∑
k=1k (d − 1k ) + 12
d−1∑
k=0(d − 1k ) +
d∑
k=1uk ⋅ 0= (d − 1)2d−2 + 1
2
2d−1
= d2d−2
for all u ∈ Id and, if d ∈ 2N, then
∑
K⊆{1,...,d},∣K∣∈2N∪{0}(∑k∈K(1 − uk) + ∑k∈{1,...,d}/K uk)= ∑
K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈K − ∑K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈K uk + ∑K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈{1,...,d}/K uk= ∑
K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈K − ∑K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈K uk + ∑K⊆{1,...,d},∣K∣∈2N∪{0} ∑k∈K uk= d2d−2
for all u ∈ Id. Thus,
(EΓpi)Γν,0(u)
= Π(u) + 1
3
d∏
i=1 ui(1− ui) − 13
d∏
i=1 ui(1− ui) 1d2d−2 ∑K⊆{1,...,d},∣K∣∈2N∪{0}(∑k∈K(1− uk)+ ∑k∈{1,...,d}/Kuk)
= Π(u) + 1
3
d∏
i=1 ui(1 − ui) − 13
d∏
i=1 ui(1 − ui) 1d2d−2 d2d−2= Π(u)
for all u ∈ Id. Moreover, for every K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d − 1, the fact that Π is
Γ–invariant (Example 2.3.3 (2)) yields
(TK(EΓpi))Γν,0 = ΠΓν,0 = Π
Thus, for every K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d, the copula
(TK(EΓpi))Γν,0 = Π
is Γν–invariant which implies that E is complete.
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It turns out that every copula A satisfying AΓpi is Γν–invariant is complete:
5.4.4 Lemma. Let A ∈ Cd satisfying AΓpi is Γν–invariant. Then A is complete.
In particular, every Γν–invariant copula and every Γ–invariant copula is complete.
Proof. Lemma 5.3.9 implies that, for every K ⊆ {1, ..., d} with 2 ≤ ∣K ∣ ≤ d, the
copula (TK(AΓpi))Γν,0
is Γν–invariant. Thus, A is complete. The remaining assertions are immediate from
Lemma 4.3.4 and Lemma 4.3.8. 2
The next example shows that the converse implication of Lemma 5.4.4 is not true,
in general:
5.4.5 Example. The copula
E(u) = Π(u) + 1
3
d∏
i=1 ui(1 − ui) − 23 u1
d∏
i=1 ui(1 − ui)
discussed in Examples 3.4.15 and 5.4.3 is complete. However, EΓpi is not Γ
ν–invariant.
Indeed, we have
(ν1(EΓpi))(13) = 13d − 13 (13)d(23)d + 23d (13)d(23)d(23 + d − 13 )
= 1
3d
− (1
3
)d+1(2
3
)d + d + 1
d
2
3
(1
3
)d+1(2
3
)d
≤ 1
3d
− (1
3
)d+1(2
3
)d + (1
3
)d+1(2
3
)d
= 1
3d
< 1
3d
+ (1
3
)d+2(2
3
)d
= 1
3d
+ (1
3
)d+1(2
3
)d − (1
3
)d+1(2
3
)d+1
= 1
3d
+ 1
3
(1
3
)d(2
3
)d − 2
3d
(1
3
)d(2
3
)d d
3= EΓpi(13)
Thus, EΓpi is not Γ
ν–invariant.
We thus have the following implications:
A is Γ–invariant⇓ ⇑̸
A is Γν–invariant⇓ ⇑̸
AΓpi is Γ
ν–invariant⇓ ⇑̸
A is complete
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We finally discuss a refinement of Theorem 5.4.2 for which the representation of the
induced measure of concordance simplifies.
The following result is evident:
5.4.6 Lemma. Let A ∈ Cd be Γpi–invariant and complete. Then A is complete.
The next example shows that the converse implication of Lemma 5.4.6 is not true,
in general:
5.4.7 Example. The copula
E(u) = Π(u) + 1
3
d∏
i=1 ui(1 − ui) − 23 u1
d∏
i=1 ui(1 − ui)
discussed in Examples 3.4.15 and 5.4.3 is complete. However, E is not Γpi–invariant.
Lemma 5.4.6 implies that also every Γpi–invariant and complete copula induces a
measure of concordance; in this case the representation simplifies:
5.4.8 Corollary. Let A ∈ Cd be Γpi–invariant and complete. Then θA is a gener-
ator which is convex, concordance order preserving and continuous. Moreover, κA
satisfies
κA(C) = 1[M,A] − 1
2d
([CΓτ ,A] − 1
2d
)
for all C ∈ Cd. In particular, κA is convex, concordance order preserving and con-
tinuous.
Proof. Theorem 5.4.2 implies that θA is a generator which is convex, concordance
order preserving and continuous, and κA is a measure of concordance which is convex,
concordance order preserving, continuous and satisfies
κA(C) = 1[M,A] − 1
2d
([CΓpi,τ ,A] − 1
2d
)
for all C ∈ Cd. Moreover, the identity CΓpi,τ = (CΓτ )Γpi for all C ∈ Cd (see proof of
Theorem 4.3.10) together with Corollary 3.4.10 implies
κA(C) = 1[M,A] − 1
2d
([CΓpi,τ ,A] − 1
2d
)
= 1[M,A] − 1
2d
([(CΓτ )Γpi ,A] − 1
2d
)
= 1[M,A] − 1
2d
([CΓτ ,AΓpi] − 1
2d
)
= 1[M,A] − 1
2d
([CΓτ ,A] − 1
2d
)
This proves the assertion. 2
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It is evident from Lemma 5.4.4 that every Γ–invariant copula is Γpi–invariant and
complete:
5.4.9 Lemma. Let A ∈ Cd be Γ–invariant. Then A is Γpi–invariant and complete.
The next example shows that the converse implication of Lemma 5.4.9 is not true,
in general:
5.4.10 Example. Consider the copula
E(u) = Π(u) + 1
3
d∏
i=1 ui(1 − ui) − 23 u1
d∏
i=1 ui(1 − ui)
discussed in Examples 3.4.15 and 5.4.3. Then the copula
EΓpi(u) = Π(u) + 1
3
d∏
i=1 ui(1 − ui) − 23d
d∏
i=1 ui(1 − ui)
d∑
i=1ui
is Γpi–invariant and complete. However, EΓpi is not Γ–invariant.
Indeed, since E is complete (Example 5.4.3), we obtain that EΓpi is complete. The fact
that EΓpi is not Γ–invariant is evident from Example 5.4.5.
In conclusion, we have the following implications:
A is Γ–invariant⇙⇗̸ ⇘⇖̸
A is Γν–invariant⇓ ⇑̸ A is Γpi–invariant and complete
AΓpi is Γ
ν–invariant ⇘⇖̸ ⇙⇗̸
A is complete
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There is a rich literature on measures of concordance for multivariate copulas partly
varying significantly in their aims. In the present thesis we tried to provide a closed
and systematic investigation of measures of concordance from a new perspective,
applying the group Γ of transformation which seems to be the most convenient
tool for this purpose. We further presented several new results concerning copula–
induced measures of concordance.
The transformations in Γ are of interest in different kinds of applications. Therefore,
we presented a systematic investigation of this group from a purely analytical point
of view. Thus, the first two chapters of this thesis may be considered as a self–
contained part of this work.
In contrast to the cited literature, we here proposed a definition of a measure of
concordance including the subgroup Γpi,τ . The application of this subgroup led us
to the map θΓpi,τ ,A which turned out to be most appropriate for our considerations.
We first presented a quite abstract characterization for θΓpi,τ ,A to be a generator
of a measure of concordance and, as a consequence, we obtained that, if AΓpi is
Γν–invariant, then θΓpi,τ ,A is a generator of a measure of concordance. We further
discussed some refinements of this result including an analogue to the well–known
results in Dolati & U´beda–Flores [2006a] and Taylor [2007].
Pursuing the aim of improving the results of Chapter 4, in Chapter 5 we dropped the
consideration of a fixed dimension and introduced multivariate margins of copulas.
Applying this tool, we presented another quite abstract characterization for θΓpi,τ ,A
to be a generator of a measure of concordance and, as a consequence, we obtained
that, if A is complete, then θΓpi,τ ,A is a generator of a measure of concordance.
In conclusion, we obtained two sufficient conditions on a copula A to induce a
measure of concordance. The first one depends on the considered copula alone, and
the second one includes its multivariate margins. It turned out that the second
condition is weaker.
However, some questions still remain.
In Theorem 5.4.1 we presented two characterizations for θΓpi,τ ,A to be a generator of a
measure of concordance. In contrast to the sufficient conditions AΓpi is Γν–invariant
and A is complete, however, the obtained equivalent conditions in Theorem 5.4.1
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seem to be rather impractical. Thus, it would be preferable to find representations
of these conditions which are more appealing.
In the spirit of Taylor [2007], it might also be interesting to discuss sequences of
measures of concordance. It can be assumed that most results obtained for measures
of concordance for multivariate copulas of a fixed dimension can easily be transferred
to sequences of measures of concordance. For their generation, however, it may be
reasonable to consider projective sequences of copulas {Ad}d∈N(2) where Ad ∈ Cd for
all d ∈ N(2), and also sequences of generators {θAd}d∈N(2). We expect the following
analogue of Theorem 5.4.2; due to Theorem 5.3.8 this then is a characterization:
Conjecture. Let {Ad}d∈N(2) be a projective sequence of copulas. Then the following
are equivalent:
(a) Ad is complete for all d ∈ N(2).
(b) θAd is a generator for all d ∈ N(2).
In this case, for all d ∈ N(2), θAd is convex, concordance order preserving and
continuous, and κAd satisfies
κAd(C) = 1[M,Ad] − 1
2d
([CΓpi,τ ,Ad] − 1
2d
)
for all C ∈ Cd. In particular, κAd is convex, concordance order preserving and con-
tinuous.
The question arises if this result remains also valid for Taylor’s definition of a se-
quence of measures of concordance which includes consistency of measures of con-
cordance for copulas of different dimensions.
The collection of all complete copulas includes among others the product copula Π
and the arithmetic mean MΓν . Thus, the collection of all measures of concordance
which are induced by a complete copula includes the well–known examples Spear-
man’s rho and Gini’s gamma. It is further of interest to study both collections on its
own. For example, the collection of all complete copulas is not convex, but it includes
the convex collection of all copulas which are complete and pseudo–symmetric. The
questions arises if this collection contains least/greatest elements or extremal points.
Moreover, for measures of concordance which are induced by a complete copula, it
would be preferable to obtain estimators and to study their asymptotic behaviour.
It is further of interest to find lower bounds for those measures of concordance.
The transformations in Γ may also be used to study other measures of dependence.
For example the transformations in the subgroup Γν are of interest with respect to
tail dependence of copulas; see e.g. Komornik & Komornikova [2012, 2013] who
studied the tail dependence coefficient for an arbitrary edge of the unit square.
This concept has potential to be generalized to the multivariate case and to the
tail dependence function studied for example by Joe et al. [2010] and Joe [2015].
Moreover, the transformations in the subgroup Γpi,τ are of interest with respect to
measures of tail asymmetry for copulas; see e.g. Rosco & Joe [2013].
132
Komornik & Komornikova [2013] further used convex combinations of a copula C
with respect to Γν , i.e. copulas of the form
∑
ν∈Γν ai ν(C)
where ai ∈ [0,1], i ∈ {1, ...,4}, and ∑4i=1 ai = 1, to model the dependence structure
between investments in certain stock indices and gold during a period of time. In
this context, we also refer to Patton [2006] and Ning [2010]. In most cases, such a
convex combination of C is asymmetric (i.e. non–symmetric). Asymmetric copulas
are useful to model asymmetric dependence structures which are of interest not
only in finance, but also in insurance and hydrology. Several methods to construct
asymmetric copulas and also the measurement of asymmetry were considered for
example in Nelsen [2007], De Baets et al. [2007], Liebscher [2008] and Durante &
Papini [2009]. We here also want to point to certain transformations in Γ which
produce asymmetric copulas from a given symmetric one; see Fuchs & Schmidt
[2014]. The authors studied the orbit of a (bivariate) copula C, i.e. the set of copulas
which are produced applying the transformation in Γ to C, and they provided a
full classification of the number of asymmetric copulas in the orbit of an arbitrary
copula. Moreover, they presented a simple test whether the orbit of a symmetric
copula contains an asymmetric copula, or not. An extension of these results to the
multivariate case would be preferable.
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Appendix A
The Map ηK
Our aim in this appendix is to introduce the map ηK and to outline several useful
results which may help to become acquainted with this tool. The map ηK consid-
erably affects the readability of this work since it simplifies several definitions and
proofs.
For K ⊆ {1, ..., d}, we consider the vector–valued function ηK ∶ Id × Id → Id given by
(ηK(u,v))k ∶= ⎧⎪⎪⎨⎪⎪⎩uk k ∈ {1, ..., d}/Kvk k ∈K
and put ηk ∶= η{k}, k ∈ {1, ..., d}.
The idea to use such a substituting function in connection with the d–monotonicity
of real functions A→ R, A ⊆ Rd, is due to Va´rnai [2012].
A.1 Basic Properties and Results
In the following section we present several results concerning the map ηK . Since the
proofs are straightforward, we will omit them.
A.1.1 Lemma. Let K ⊆ {1, ..., d}. Then the identity
ηK(u, JKv) = ηK(u,v)
holds for all u,v ∈ Id. In particular, for every k ∈ {1, ..., d}, the identity
ηk(u, vk ek) = ηk(u,v)
holds for all u,v ∈ Id.
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A.1.2 Lemma. Let K ⊆ {1, ..., d}.
(1) The identity
ηK(u + JKv,w) = ηK(u,w)
holds for all u,v,w ∈ Id.
(2) The identity
ηK(u,v +w) = ηK(u, JKv +w)= ηK(u,v + JKw)= ηK(u, JKv + JKw)
holds for all u,v,w ∈ Id.
A.1.3 Lemma. Let K ⊆ {1, ..., d}.
(1) The identity
ηK(u + JLv,w) = ηK(u,w) + JLv
holds for all L ⊆ {1, ..., d}/K and all u,v,w ∈ Id.
(2) The identity
ηK(u,v + JLw) = ηK(u,v) + JLw
holds for all L ⊆K and all u,v,w ∈ Id.
A.1.4 Lemma. Let K,L ⊆ {1, ..., d}. Then the identity
ηK(ηL(u,v),w) = ηK∪L(u, JL/Kv + JKw)
holds for all u,v,w ∈ Id.
A.1.5 Corollary. Let K ⊆ {1, ..., d}.
(1) The identity
ηK(ηL(u,v),w) = ηK∪L(u, JLv + JKw)
holds for all L ⊆ {1, ..., d}/K and all u,v,w ∈ Id.
(2) The identity
ηK(ηL(u,v),w) = ηK(u,w)
holds for all L ⊆K and all u,v,w ∈ Id. In particular, the identity
ηK(ηK(u,v),w) = ηK(u,w)
holds for all u,v,w ∈ Id.
A.1.6 Corollary. Let K,L ⊆ {1, ..., d}. Then the identity
ηK(ηL(u,v),v) = ηK∪L(u,v)
holds for all u,v ∈ Id.
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Difference Operator
Our aim in this appendix is to introduce the difference operator on the collection of
all real functions and to outline several useful results. The concept of the difference
operator considerably affects the readability of this work since it simplifies the no-
tation of d–monotonicity of a copula and, in this context, it also simplifies several
proofs.
For A ⊆ Rd, we denote by Fd(A) the collection of all real functions A → R. ThenFd(A) is an ordered vector space under the coordinatewise defined linear operations
and order relation. We further denote by
Fd ∶= ⋃
A⊆RdFd(A)
the collection of all real functions. Let Df denote the domain and Wf the image of
a real function f ∈ Fd. For f, g ∈ Fd, we write f = g if Df = Dg and the identity
f(u) = g(u) holds for all u ∈ Df . Further, we denote by fd∅ the real function in Fd
which has empty domain. This function is unique and satisfies Fd(∅) = {fd∅}.
For c1, c2 ∈ R, the linear combination of real functions f, g ∈ Fd is solely defined on
the intersection of their domains, i.e. c1 f + c2 g ∈ Fd(Df ∩Dg).
Finally, note that the collection of all maps Fd → Fd equipped with the composition
is a semigroup with identity id as its neutral element.
This chapter is organized as follows: We first introduce partial difference operators
acting on a single coordinate of a given real function (Section B.1). In Section B.2 we
then study the composition of partial difference operators of all coordinates. Such a
composition we call difference operator. For both, partial difference operators and
difference operators, we discuss several useful results.
The results in this appendix originate from a joint work with R. Va´rnai; see Va´rnai
[2012].
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B.1 Partial Difference Operator
In the present section we introduce the partial difference operator which we inves-
tigate with respect to linearity and commutativity. We further present an explicit
representation of the composition of partial difference operators.
For i ∈ {1, ..., d} and h ∈ R, we define the map ∆ih ∶ Fd → Fd by letting(∆ih(f))(u) ∶= f(u + hei) − f(u)
for all u ∈ Df ∩ (Df − hei). ∆ih is called partial difference operator.
If Df ∩ (Df − hei) ≠ ∅, then ∆ih(f) ∈ Fd(Df ∩ (Df − hei)) and, in particular,(∆i0(f))(u) = 0 for all u ∈ Df . Otherwise, if Df ∩ (Df − hei) = ∅, then ∆ih(f) = fd∅,
and thus, ∆ih(f) ∈ Fd(∅).
The following lemma asserts that the partial difference operator is linear:
B.1.1 Lemma. Let A ⊆ Rd be a non–empty set, i ∈ {1, ..., d} and h ∈ R. Then
∆ih∣Fd(A) is linear.
Proof. Consider f, g ∈ Fd(A) and c1, c2 ∈ R. Then (c1f + c2g) ∈ Fd(A) and we
obtain
(∆ih(c1f + c2g))(u) = (c1f + c2g)(u + hei) − (c1f + c2g)(u)= c1f(u + hei) + c2g(u + hei) − c1f(u) − c2g(u)= c1(f(u + hei) − f(u)) + c2(g(u + hei) − g(u))= c1 (∆ih(f))(u) + c2 (∆ih(g))(u)= (c1 ∆ih(f) + c2 ∆ih(g))(u)
for all u ∈ A ∩ (A − hei). This proves the assertion. 2
For the composition of n ∈ N0 partial difference operators ∆imh(m) , m ∈ {1, ..., n}, we
write
n◯
m=1 ∆imh(m) ∶= ⎧⎪⎪⎨⎪⎪⎩id n = 0∆inh(n) ○◯n−1m=1 ∆imh(m) otherwise
The next result provides an explicit representation of the composition of n ∈ N0
partial difference operators:
B.1.2 Lemma. Let n ∈ N0 and, for all m ∈ {1, ..., n}, let im ∈ {1, ..., d} and
h(m) ∈ R. Then the identity
(( n◯
m=1 ∆imh(m)) (f)) (u) = (−1)n ∑M⊆{1,...,n}(−1)∣M ∣ f (u + ∑m∈M h(m) eim)
holds for all f ∈ Fd and all u ∈ ⋂M⊆{1,...,n}(Df −∑m∈M h(m) eim).
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Proof. Consider f ∈ Fd. We prove the assertion by induction. The cases n = 0 and
n = 1 are evident. For n = 2, we have
(( 2◯
m=1 ∆imh(m)) (f)) (u)= ((∆i2
h(2) ○∆i1h(1)) (f)) (u)= (∆i1
h(1)(f)) (u + h(2) ei2) − (∆i1h(1)(f)) (u)= f(u + h(2) ei2 + h(1) ei1) − f(u + h(2) ei2) − f(u + h(1) ei1) + f(u)= (−1)2 ∑
M⊆{1,2}(−1)∣M ∣ f (u + ∑m∈M h(m) eim)
for all u ∈ ⋂M⊆{1,2}(Df −∑m∈M h(m) eim). Now, let k ∈ {3, ..., n} and assume that the
assertion is fulfilled for all l ∈ {2, ..., k − 1}. We then obtain
(( k◯
m=1 ∆imh(m)) (f)) (u) = ((∆ikh(k) ○ k−1◯m=1 ∆imh(m)) (f)) (u)= ((k−1◯
m=1 ∆imh(m)) (f)) (u + h(k) eik) − ((k−1◯m=1 ∆imh(m)) (f)) (u)= (−1)k−1 ∑
M⊆{1,...,k−1}(−1)∣M ∣ f (u + h(k) eik + ∑m∈M h(m) eim)
− (−1)k−1 ∑
M⊆{1,...,k−1}(−1)∣M ∣ f (u + ∑m∈M h(m) eim)
= (−1)k ∑
M⊆{1,...,k−1}(−1)∣M∪{k}∣ f ⎛⎝u + ∑m∈M∪{k}h(m) eim⎞⎠
+ (−1)k ∑
M⊆{1,...,k−1}(−1)∣M ∣ f (u + ∑m∈M h(m) eim)
= (−1)k ∑
M⊆{1,...,k}(−1)∣M ∣ f (u + ∑m∈M h(m) eim)
for all u ∈ ⋂M⊆{1,...,k}(Df −∑m∈M h(m) eim). This proves the assertion. 2
We conclude this section with the fact that partial difference operators commute;
this result immediately follows from Lemma B.1.2 applying n = 2:
B.1.3 Corollary. The collection of all partial difference operators is commutative.
B.2 Difference Operator
In the following section we introduce the difference operator which is defined as a
composition of partial difference operators. We further discuss linearity and com-
mutativity, and apply the difference operator to the composition of real functions.
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For h ∈ Rd, we define the map ∆h ∶ Fd → Fd by letting
∆h ∶= d◯
i=1 ∆ihi
∆h is called difference operator.
If ⋂K⊆{1,...,d}(Df − JKh) ≠ ∅, then ∆h(f) ∈ Fd(⋂K⊆{1,...,d}(Df − JKh)), and the
identity (∆h(f))(u) = (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ f(u + JKh)
holds for all u ∈ ⋂K⊆{1,...,d}(Df−JKh). In particular, if hi = 0 for some i ∈ {1, ..., d}, we
have (∆h(f))(u) = 0 for all u ∈ ⋂K⊆{1,...,d}(Df −JKh). Otherwise, if ⋂K⊆{1,...,d}(Df −
JKh) = ∅, then ∆h(f) = fd∅, and thus, ∆h(f) ∈ Fd(∅).
By the dimension of the difference operator we denote the dimension of its argu-
ments. Throughout this work we omit any specifications concerning the dimension
of the difference operator since this is completely determined by the dimension of
the function the operator is applied to.
Linearity and commutativity of partial difference operators imply linearity and com-
mutativity of the difference operator:
B.2.1 Corollary. Let A ⊆ Rd be a non–empty set and h ∈ Rd. Then ∆h∣Fd(A) is
linear.
B.2.2 Corollary. The collection of all difference operators is commutative.
Finally, we apply the difference operator to the composition of real functions:
B.2.3 Lemma. Let f ∈ Fd, g ∶= (gi)i∈{1,..,d} be a vector of functions gi ∈ F1,
i ∈ {1, ..., d}, with ⨉di=1Wgi ⊆ Df , and let h ∈ Rd. Then the identity(∆h(f ○ g))(u) = (∆g(u+h)−g(u)(f) ○ g)(u)
holds for all u ∈ ⋂K⊆{1,...,d}(⨉di=1Dgi − JKh).
Proof. Since g(u + JKh) − g(u) = JK(g(u + h) − g(u)) and
g(u) ∈ ⋂
K⊆{1,...,d}( d⨉i=1Wgi − (g(u + JKh) − g(u)))
= ⋂
K⊆{1,...,d}( d⨉i=1Wgi − JK(g(u + h) − g(u)))⊆ ⋂
K⊆{1,...,d} (Df − JK(g(u + h) − g(u)))
for all u ∈ ⋂K⊆{1,...,d}(⨉di=1Dgi − JKh), Lemma B.1.2 implies
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(∆h(f ○ g))(u) = (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ (f ○ g)(u + JKh)= (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ f(g(u + JKh))= (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ f(g(u) + g(u + JKh) − g(u))= (−1)d ∑
K⊆{1,...,d}(−1)∣K∣ f(g(u) + JK(g(u + h) − g(u)))= (∆g(u+h)−g(u)(f))(g(u))
for all u ∈ ⋂K⊆{1,...,d}(Df○g − JKh) = ⋂K⊆{1,...,d}(⨉di=1Dgi − JKh). This proves the
assertion. 2
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[. , .] biconvex form on Cd × Cd, see
p. 56
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∆h difference operator, see p. 140
150
Index
d–monotone, 3
arithmetic mean, 29
biconvex form, 56
Blomqvist’s beta, 88
composition, 11, 13, 46, 138
concordance order relation, 4
copula, 3
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