Abstract. In this paper, we propose the use of a control theoretical approach for a fast and robust fair share computation for a class of fair queueing algorithms based on the Scalable Core (SCORE)/Dynamic Packet State (DPS) architecture. Our proposed approach is generic and can be applied to other SCORE/DPS fair queueing algorithms with little modifications. For purpose of illustration, we applied the Linear Quadratic (LQ) control method from the optimal control theory to our modification of Core-Stateless Fair Queueing (CSFQ). Simulation results show that this approach gives improved flow isolation between TCP and UDP flows when compared with CSFQ.
Introduction
The importance of fair bandwidth sharing in flow isolation and its ability to to greatly improve the performance of end-to-end congestion control algorithms have lead many researchers to study this area. Until recently, fair bandwidth allocations were best achieved using per-flow queueing mechanisms like Weighted Fair Queueing [1] and its many other variants [2] . These proposed mechanisms are usually based on a stateful network architecture that is a network in which every router maintains per flow state. In addition, most of these mechanisms require per-flow queueing. As there can be a large number of flows in the Internet, the complexity required to implement these mechanisms severely limits their deployment over high speed backbone core routers.
In order to reduce this complexity of doing per-flow queueing and maintaining per-flow state information new algorithms have been introduced. Stoica et al [3] was the first to propose a fair queueing scheduling algorithm that do not require per-flow state information, called Core-Stateless Fair Queueing (CSFQ). CSFQ is based on the Scalable Core (SCORE) architecture [3] , which is similar to the Diffserv architecture [4] . The main idea of the SCORE architecture is to keep per-flow state at the edge routers and carry that information using Dynamic Packet State (DPS) in the packets at the core. Specifically in CSFQ, packets are labelled with their flow arrival rate at the edge, and they are dropped probabilistically when their arrival rate exceeds the fair share estimated by the core routers. Through extensive simulations, CSFQ was found to approach the fairness of Deficit Round Robin (DRR) [2] and offer significant improvements over FIFO and Random Early Drop (RED) [5] . Other similar algorithms based on the same SCORE/DPS architecture, like Rainbow Fair Queueing (RFQ) [6] and Tag-based Unified Fairness (TUF) [7] , were subsequently proposed.
Unfortunately, CSFQ is known to function poorly under bursty traffic [6] , [7] , which can be attributed to the ad-hoc method used in its fair share estimation. Our main contribution in this paper is the use of a control-theoretical approach that can provide a fast and robust computation of the fair share value. This approach is generic and can be applied to other SCORE/DPS fair queueing algorithms with little modifications. For purpose of illustration, we applied the Linear Quadratic (LQ) control method from the optimal control theory to our modification of CSFQ. Simulations are then used to show the superior performance of our approach.
This paper is structured as follows: In Sect. 2, we describe how fair bandwidth sharing is achieved in the SCORE/DPS architecture and discuss in greater detail how CSFQ achieves this. In Sect. 3, we describe the control model of our proposed system and discuss key implementation issues involved. In Sect. 4, we evaluate our system using some simulations before we conclude in Sect. 5.
SCORE/DPS Fair Queueing

Objective
The SCORE network deals with traffic aggregates at the core routers and do not need to perform per-flow state management. It makes use of DPS to achieve a functional approximation of a stateful network. The primary objective of SCORE/DPS fair queueing algorithms is therefore, to provide flow isolation without the need to provide or maintain per flow state information. In other words, to achieve max-min fairness [8] with minimum implementation complexity. To achieve this objective, these algorithms make use of the following idea: Consider a link with capacity C serving N number of flows with rates given as r 1 , r 2 , ..., r N . Assume weights w i are assigned to different flows, such that a flow assigned a weight of 2 will get twice as much bandwidth compared with a flow with weight 1. Max-min fairness is then achieved when the fair share r f air is the unique solution to
Note that when congestion occurs, weighted flow rates r i /w i above r f air will be constrained to r f air , while weighted flow rates r i /w i equal or below r f air remain unchanged. On the other hand, when C ≥ N i=1 r i , then all flows can pass through unconstrained and r f air becomes equal to the highest weighted flow rate r i /w i .
Core-Stateless Fair Queueing Framework
To facilitate our discussion, we consider how CSFQ achieves the above objective. CSFQ does it through the following four steps: (1) When a flow arrives at the edge of the network, its rate r is estimated by exponential averaging calculated as:
where ∆t is the packet inter-arrival time, and τ is a constant 1 . (2) The edge router then labels each packet of the flow with a state value that is proportional to this estimated rate. Due to the need to represent a large range of flow rates with a limited number of state values, a non-linear representation is used to limit the error of representation to a fixed range. For CSFQ, a simple floating point representation consisting of mantissa and exponential component is used [3] . (3) Inside the network, packets from different flows are interleaved together. Core routers use FIFO queueing and do not keep per-flow state. At the network core, each router estimates a fair share rate α, by approximating the aggregate traffic acceptance rate F (.) of the router, by a linear function that intersects the origin with a slope ofF /α old , yielding
whereF is the estimated aggregate traffic acceptance rate computed using exponential averaging. (4) When congestion occurs, packets of every flow i in the system are dropped with probability
where r i and w i denote respectively the rate and weight of flow i found in the header of the packet. Finally, packets are relabelled using the minimum of the incoming flow rate and the router's estimated fair share rate α.
Steps (3) and (4) illustrates how max-min fairness is achieved using the CSFQ algorithm. When F is larger than C, α will be reduced due to the C/F ratio (see Eq. (3)), leading to a higher packet dropping probability for flows with r/w larger than α (see Eq. (4)). On the other hand, when F is smaller than C, α will be increased, thereby reducing the packet dropping probability. Therefore, the process of adjusting α so that F converges to C leads to max-min fairness (1)). Fig. 1 illustrates how α will eventually converge to α f inal = r f air for the case when F is larger than C.
The method used in CSFQ for estimating fair share α is simple but does not function well when the aggregate incoming traffic is bursty [6] , [7] . In fact, in order to minimize the negative effects of buffer overflow, Stoica included a simple heuristic whereby each time the buffer overflows, α is decreased by a small fixed percentage, taken to be 1% in his simulations [3] . In addition, to avoid over-correction, it is ensured that during consecutive updates α does not decrease by more than 25%. The CSFQ algorithm is therefore, unable to quickly and robustly compute α for very bursty traffic, which is crucial for achieving max-min fairness.
Control Theoretical Approach for Fair Share Estimation
Closed-Loop Dynamics
We assume a system whereby the traffic and buffer occupancy are sampled and updated at periodic intervals T . Let F (n) denote the aggregate traffic accepted during the n timeslot. In addition, let Q(n) denote the buffer occupancy of the FIFO queue at the beginning of the n timeslot. The closed loop dynamics of our proposed system is therefore, given by
where
The other parameters involved in the computations above are:
(1) Update/sampling period T : this corresponds to the duration of a single timeslot, where computations of F and Q are done periodically.
(2) Buffer threshold Q 0 : this is the buffer occupancy value that the controller tries to achieve and corresponds to the desired steady state buffer occupancy value. In general, Q 0 is chosen to satisfy two objectives, it must be small enough to minimize queueing delay but large enough to ensure full utilization of the link capacity. (3) C in : this is the maximum aggregate traffic that can be accepted in a single timeslot. (4) Feedback control gains λ j and µ k : these values will be determined later using the LQ algorithm. It will be shown from steady state analysis that λ j and µ k must satisfy the following requirements:
(5) J and K are non-negative integers, whose values are determined by the stability of the system and the aggregate traffic characteristics. (6) Buffer size B: this is used to impose bounds on the buffer size of the switch. (7) Traffic service rate ψ: this denotes the aggregate traffic serviced during a single timeslot. We have assumed that ψ is a constant equal to the output link capacity multiplied by T .
Next, we establish the steady state conditions of the system. Let F s and Q s be the steady state values corresponding to Eq. (5) and (6) under the assumption that the input traffic is constant. Therefore, we have
which gives us
To ensure that Q s = Q 0 for non-zero F s , we have the constraint By removing the saturation non-linearity of the dynamic Eq. (5) and (6), the linear part of Eq. (5) and (6) can be expressed in terms of state vector Z(n) as
where Fig. 1 . Basic framework on how CSFQ estimates the fair share, α with the prime symbol ( ) denoting the transpose operator. Note that the first matrix on the right-hand side of Eq. (12) is a (J + K + 2) × (J + K + 2) matrix, while the second matrix is a single column matrix consisting of a single '1' at the J + 2 position. A simplification of the above matrices is possible, but due to space constraint it will not be discussed here.
Gain Selection
The method for choosing the feedback controller gain G in order to achieve good dynamic behavior of the closed loop system is based on the Linear Quadratic (LQ) control method [9] . Given a system with state space model:
the LQ design problem involves solving the control function U (n) that minimizes the cost function:
where W 1 and W 2 are the design parameters of the LQ control problem that allow different emphasis to be placed on the states and inputs. The first term on the right is the cost associated with state deviation, while the second term is the cost associated with inputs to the system. Note that both W 1 and W 2 must be symmetric and positive definite. The optimal solution to the minimization problem, obtained using dynamic programming [9] is U (n) = −GZ(n)
and S is the solution of the following matrix equation known as the Riccati equation:
The vector of closed-loop poles using the LQ algorithm are the eigenvalues of the matrix A − BG.
There are several tools available for solving this equation, but for high-speed implementations, a lookup table will be required to store the pre-computed values of feedback gain G as a function of pre-determined weighting matrices W 1 and W 2 . We can limit the size of the lookup table by choosing W 1 and W 2 values that limit the output response characteristics of the system to a fixed range.
Implementation Issues
A good discussion on the stability of the Discrete Linear Quadratic Regulator (DLQR) system can be found in [9] . In general, the DLQR system is stable if there is a solution for the feedback controller gain matrix G and J j=0 λ j > 0 (see Eq. (11)). In addition, this proposed system do not have long and uncertain feedback delays that make stability difficult to achieve.
Another issue is the non-linear region when the buffer remains at its lower boundary zero for an extended period of time due to lack of incoming traffic. In order to address this non-linear region, we replace the actual queue length Q with the concept of virtual queue (V Q) in our implementation. Specifically, non-linearity is removed when V Q is updated as follows: (a) When the buffer occupancy is greater than one packet, the virtual queue is equal to the actual queue length. (b) When the buffer occupancy is less than or equal to one packet, the virtual queue is computed by subtracting any excess bandwidth from the previous virtual queue value. Hence by using V Q, when the real queue underflows, the virtual queue will continue to decrease below 0, and F will increase at a much faster rate due to a larger error term.
Note that our proposed system is generic in nature and can be easily used to replace the original packet discarding algorithms for CSFQ, RFQ and TUF. We are unable to discuss this due to space constraint. Comparing with the other approaches, this proposed system is simple and more straightforward because we do not have to apply additional codes for traffic saturation conditions [3] , [6] .
SIMULATIONS
In the following section, we illustrate our approach with examples and show some simulation results associated with them to evaluate the performance of our proposed approach. Due to the space limitation, we are unable to show all our simulation evaluations. Specifically, we will compare the performance of DRR, RED and CSFQ with our modified CSFQ and RFQ, which we will call the Control-theoretical Approach to CSFQ (CA-CSFQ) and the Control-theoretical Approach to RFQ (CA-RFQ) respectively. Deficit Round Robin (DRR) [2] is an efficient implementation of WFQ that requires per-flow queueing and is used as the benchmark for fair bandwidth sharing.
In the simulations, the output link capacity C is set at 10 Mbps and the link buffer size is set at 64 Kbytes. The packet size is fixed at 1 Kbytes. For CA-RFQ, we used the non-linear encoding algorithm proposed by Cao in [6] parameters a = 3, b = 32 and P = 65 Mbps. For CA-CSFQ and CA-RFQ, we set Q 0 at 20% of link buffer size, µ(n) at C and T at 1 msec. Detailed descriptions of other simulation parameters of CSFQ can be found in [3] .
The control system in CA-CSFQ and CA-RFQ uses only F (n),
Solving the cost function above yields a feedback vector G given by
MULTIPLE LINKS
We first evaluate the performance of various algorithms over a multiple congested link network configuration (see Fig. 2 ). The number of nodes varies from 1 to 5. The output link capacity is 10 Mbps with propagation delay 1 msec. At each of the nodes, 5 cross-traffic flows carrying UDP traffic at an average of 4 Mbps each are connected. In the first experiment, the reference flow is a UDP flow transmitting at 4 Mbps. Fig. 3(a) shows the normalized throughput. DRR has the best performance, achieving almost perfect bandwidth sharing, while CSFQ, CA-CSFQ and CA-RFQ have comparable performance slightly inferior to DRR. RED has the worst performance.
In the second experiment, we change the reference flow to be a TCP flow. Fig. 3(b) shows the normalized bandwidth share it receives. The results show that the performance of CA-CSFQ and CA-RFQ are comparable, but slightly better than CSFQ. On the other hand, RED fails to protect the TCP flow.
BURSTY CROSS TRAFFIC
Next, we look at the effects of bursty cross-traffic sources, which also indirectly shows the ability of each algorithm to quickly respond to transient load variations. Only the results for SCORE/DPS algorithms CSFQ, CA-CSFQ and CA-RFQ will be compared.
The simulations uses the same topology as Fig. 2 , but the UDP sources that form the cross traffic are now replaced with ON/OFF sources. The burst (ON) and idle (OFF) time periods are both exponentially distributed with the same average chosen between 20 msec and 0.5 sec. The cross traffic's average intensity remains unchanged from the previous set of simulations, that is the ON/OFF sources send at 4 Mbps during the ON period. The results in Fig. 4 showed that as the ON/OFF time periods reach the critical 100 msec, the performance of CSFQ becomes seriously affected. We believe the reason is because the fair share estimation algorithm in CSFQ is unable to quickly converge to the correct fair share value. In comparison, both CA-CSFQ and CA-RFQ are still able to achieve a reasonable normalized throughput.
Conclusion
This paper presents a formal method for designing the packet discarding component of SCORE/DPS fair queueing algorithms, that can be applied to CSFQ, RFQ and TUF. Using a control theoretical approach, a generic control system is developed for the CSFQ core router dynamics. In particular, we demonstrate how an optimal control approach can be used to design a stable system that allows for arbitrary control of the core router's performance. Compared with the original CSFQ algorithms, the resulting controller is simple and more straightforward because we do not have to apply additional codes for traffic saturation conditions. A number of simulation results have been presented to show that the resulting controller yields better results and is more control responsive than the original CSFQ algorithms. 
