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 Nama  : Saiful Bahri Musa 
 NRP : 5114201051 
 Dosen Pembimbing : Prof. Ir. Handayani Tjandrasa, M.Sc., Ph.D. 
 
ABSTRAK 
 
Emosi manusia berdasarkan aktivitas otak dapat menghasilkan gelombang 
elektrik yang sangat kecil. Dengan electroencephalography (EEG) dapat diperoleh 
data rekaman aktivitas otak dari sejumlah channel – channel berdasarkan 
pemantauan electrophysiological. Masing-masing channel memberikan respons 
yang berbeda-beda saat mendapatkan stimulus emosi. untuk mengenali emosi 
manusia berdasarkan aktivitas gelombang otak, dibutuhkan penguraian atau 
perubahan sinyal yang dapat diartikan sebagai nilai penting dalam menentukan 
emosional manusia. 
Penelitian ini mengusulkan sebuah kerangka klasifikasi emosi manusia dari 
data sinyal EEG menggunakan metode Logarithmic learning for Generalized 
Classifier Neural Network (L-GCNN), sinyal yang diklasifikasi adalah hasil 
analisis dari metode EMD untuk proses shifting dengan cara menguraikan 
rangkaian waktu sinyal menjadi sejumlah Intrinsic Mode Functions (IMF) dan 
metode WDP dengan membentuk sinyal menjadi subband - subband yang terdiri 
dari approximation dan detail. Selanjutnya masing-masing subband akan di hitung 
berdasarkan perhitungan statistik logaritma sehingga membentuk data fitur.  
Dari hasil uji coba berdasarkan pemilihan channel-channel pada area dahi, 
area telinga kiri dan kanan, serta area tengkuk (leher bagian belakang) diperoleh 
rata-rata akurasi adalah 86.94 % untuk skenario B dan skenario A mendapatkan 
rata-rata akurasi 68.45 %. Dari hasil uji coba diperoleh kesimpulan bahwa skenario 
B lebih baik dari skenario A dalam mengklasifikasi emosi manusia berdasarkan 
analisis dekomposisi dengan menerapkan hierarki ke 6 sampai hierarki ke 8 pada 
metode WPD.  
 
 
Kata Kunci: Electroencephalogram, DEAP, Empirical Mode Decomposition, 
Wavelet Packet Decomposition, Logarithmic learning for General Classifier 
Neural Network (L-GCNN) 
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ABSTRACT 
 
Human emotion based on brain activity can produce a very small electrical 
waves. With electroencephalography (EEG) the recording data of brain activity 
from several channels can be obtained by electrophysiological monitoring. Each 
channel provides different response when receive the emotion stimulus. To identify 
the human emotion based on brain wave activity, decomposition or signal change 
which can be interpreted as important value in determining human emotion is 
needed. 
This study proposes a classification framework of human emotion from EEG 
signals data using logarithmic learning for Generalized Classifier Neural Network 
(L-GCNN), the classified signal is a analysis result from Empirical Mode 
Decomposition (EMD) method for shifting process by decomposing the signal 
time-series into Intrinsic Mode Function (IMF) and Wavelet Packet Decomposition 
(WDP) method by forming the signal into sub-bands which is consist 
approximation and detail. Furthermore, each sub-bands will be calculated based on 
logarithm statistical calculations to form a feature data. 
From the evaluation results based on channels selection on the forehead area, 
the left and right ears area and also the nape area (rear parts of the neck), the 
obtained average accuracy was 94% for B scenario and 84% for A scenario. From 
the evaluation results it is concluded that both A and B scenario managed to classify 
the human emotion based on decomposition analysis by applying the 6th to 8th 
hierarchy on the WPD method. 
 
 
Keywords: electroencephalogram, DEAP, Empirical Mode Decomposition, 
Wavelet Packet Decomposition, Logarithmic learning for General Classifier Neural 
Network (L-GCNN) 
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BAB 1 
PENDAHULUAN 
 
1.1 Latar Belakang 
Manusia memiliki kemampuan alami untuk menggunakan semua pancaindra 
mereka dalam menerima pesan dalam keadaan sadar. Melalui pancaindra tersebut, 
manusia dapat merasakan keadaan emosional saat mendapatkan sebuah stimulus. 
Mengenali emosi manusia secara langsung dapat dinilai dari beberapa kriteria 
seperti ekspresi wajah, suara, atau berupa gerakan tubuh. kriteria lain dalam 
mengenali emosi manusia juga dapat didasari oleh data rekaman aktivitas otak 
manusia atau yang lebih dikenal dengan Electroencephalography. Berdasarkan 
penelitian (Koelstra 2012), bahwa pengertian emosi manusia adalah persepsi sadar 
atau tidak sadar dari suatu objek yang merupakan pemicu proses psikologi 
berdasarkan kondisi, yang juga sering dikaitkan dengan suasana hati, amarah, 
kepribadian dan motivasi. Emosional manusia juga dapat didasari oleh berbagai 
aspek seperti budaya, lingkungan, jenis kelamin dan umur. 
Aktivitas sinyal EEG dianggap mencerminkan pendapat dan tuntutan 
emosional tertentu dipadukan dengan kemampuan untuk mengatur emosi 
berdasarkan seberapa besar efek aktivitas sinyal otak terhadap otak kiri atau kanan 
(Dennis & Solomon 2010). Pengenalan emosi sinyal EEG berdasarkan stimulus 
musik mendapatkan rekaman sinyal pada area dahi dan area telinga dapat 
memberikan informasi penting dalam mengidentifikasi emosi manusia, sehingga 
dapat membangun sebuah sistematis pencarian fitur spesifik emosi dari sinyal EEG 
dalam hubungan dinamika antara sinyal EEG dan emosi manusia, di mana 
penelitian ini diujikan pada klasifikasi yang berbeda (Lin et al. 2010). 
(Othman et al. 2013) melakukan penelitian berdasarkan sinyal EEG pada 
anak-anak, hal ini didasari oleh sulitnya menentukan umur ke berapa seorang anak 
bisa direkam sinyal EEG. Pada penelitian tersebut diterapkan 2 pendekatan 
klasifikasi yaitu klasifikasi homogen yang mencerminkan kematangan otak anak 
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dan klasifikasi heterogen untuk generalisasi emosi anak-anak dengan asumsi 
akuisisi emosi. Pengenalan emosi dengan tujuan mengidentifikasi dan mengenali 
emosi sinyal EEG berdasarkan optimalisasi filter hybrid dengan metode Empirical 
Mode Decomposition (EMD) dan Genetic Algorithms (GA). Di mana IMF yang 
terbaik dari hasil metode EMD dipilih dan mengisolasinya menjadi sebuah sinyal 
filter sehingga diperoleh representasi sinyal EEG yang berdasarkan emosi akan 
tetapi penelitian ini bergantung pada persamaan fitness function dari Genetic 
Algorithms (Petrantonakis & Hadjileontiadis 2009).  
Klasifikasi emosi dengan tujuan untuk membangkitkan lima emosi yang 
berbeda seperti jijik, senang, takut, terkejut dan netral berdasarkan 5 band frekuensi 
yang berbeda (alpha, beta, gamma, deltha, tetha) dengan wavelet transform sebagai 
analisis sinyal dapat menjelaskan mekanisme dinamis perubahan emosi manusia 
yang mendasari struktur otak, penelitian ini mengalami hambatan dalam 
menentukan akurasi pada channel yang rendah karena centroid umum sebagai 
ambang batas belum ada dalam menentukan perubahan emosi (Murugappan 2011).  
Penelitian lain yang didasari oleh 5 band frekuensi adalah (Vijayan et al. 
2015). Di mana penelitian ini menggunakan pendekatan ukuran statistik seperti 
Shannon entropi dan korelasi silang bersama dengan Autoregressive model. Entropi 
memiliki kemampuan dalam mendapatkan konten informasi kuantum dari sinyal 
dan hanya ¾ dari ukuran sinyal yang merupakan Shannon entropi yang diproses 
dengan asumsi ukuran tersebut mengandung karakteristik emosi dikarenakan 
ukuran tersebut memiliki nilai entropi yang maksimum. Metode yang digunakan 
dalam menganalisis 5 band frekuensi adalah wavelet decomposition dan metode ini 
hanya berhasil pada sinyal EEG yang mengandung Gaussian noise. 
Pendekatan emosi berdasarkan pengenalan dan klasifikasi oleh (Lahane & 
Sangaiah 2015) bertujuan mengekstraksi fitur sinyal EEG  dan mengoptimumkan 
penggunaan memori selama proses. Proses pertama adalah menganalisis sinyal 
dengan Independent Component Analysis (ICA) di mana metode ini adalah sebuah 
analisis statistik untuk membagi data sinyal EEG ke dalam beberapa sumber sinyal. 
Selanjutnya mengekstraksi fitur menggunakan metode estimasi density kernel 
dengan parameter (bandwith) yang juga merupakan perhitungan statistik dalam 
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memperhatikan noise pada sinyal EEG dan kemudian membersihkan noise tersebut. 
Penentuan kernel dan beberapa parameter harus dioptimalkan untuk membangun 
mesin pembelajaran yang efisien. 
Pengenalan emosi dengan menggunakan Klasifikasi Bayesian di mana 
penggunaan daya spektrum untuk fitur tanpa prosedur seleksi fitur. Akurasi dari 
metode ini masih sangat tergantung pada tingkat pembelajaran. Sehingga 
dibutuhkan prosedur metode analisis Fast Fourier Transform yang digunakan 
untuk ekstraksi fitur dari sinyal EEG dan menentukan fitur berdasarkan koefisien 
korelasi Pearson (Yoon & Chung 2013).  
Metode Empirical Mode Decomposition adalah sebuah metode yang mampu 
menganalisis data sinyal nonlinier dan nonstationary, proses metode ini didasarkan 
pada ekstraksi energi secara teratur yang terkait dengan berbagai skala waktu sinyal 
dasar, mulai dari skala yang lebih halus yaitu mode frekuensi tinggi sampai pada 
skala yang keras yaitu mode frekuensi rendah (Boudraa & Cexus 2007). Untuk 
ekstraksi fitur pada sinyal dapat diproses berdasarkan domain waktu, domain 
frekuensi, dan domain waktu-frekuensi (Jenke et al. 2014).   
Salah satu metode ekstraksi fitur yang juga merupakan dekomposisi sinyal 
adalah metode Wavelet Packet Decomposition (WPD). Metode tersebut memiliki 
kemampuan membagi sinyal secara bersamaan menjadi sinyal pendekatan (lowpas 
filtering) dan informasi (highpas filtering) serta memiliki nilai bandwith yang sama 
untuk setiap bagian dari hasil dekomposisi (Ting 2008).  Dalam proses mengenali 
kelas, khususnya mengenali kelas dari sinyal EEG sering kali menggunakan metode 
klasifikasi Neural Network (NN). Hal ini karena metode NN sangat efisien dalam 
proses pengklasifikasian sinyal EEG. Metode NN telah banyak dikembangkan, 
salah satunya adalah Generalized Classifier Neural Network (GCNN).  
Metode GCNN merupakan metode yang memiliki inisialisasi nilai parameter 
yang merata sehingga lebih mendekati nilai optimum, kemampuan metode ini 
diperbaharui dengan tujuan mengatasi masalah konvergensi komputasi berdasarkan 
algoritme pembelajaran, metode ini lebih dikenal dengan nama Logarithmic 
learning for Generalized Classifier Neural Network (L-GCNN). Metode L-GCNN 
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menggunakan algoritme pembelajaran dalam perubahan nilai parameter smoothing. 
L-GCNN akan memeriksa nilai baru dari parameter smoothing dan akan melakukan 
perubahan jika nilai lebih besar dari nol. (Melis & Avci 2014). Dari studi pustaka 
di atas diperoleh bahwa proses analisis atau penguraian sinyal serta ekstraksi masih 
menjadi sebuah permasalahan, sehingga pemilihan filter sinyal EEG serta channel 
yang tepat dan ekstraksi yang dapat mencirikan karakteristik dalam proses 
pengenalan emosi manusia adalah hal yang penting. 
Penelitian ini bertujuan membentuk kerangka kerja dalam mengklasifikasikan 
emosi manusia dari data sinyal EEG berdasarkan analisis dekomposisi dari 
pemisahan sinyal menggunakan metode EMD dan ekstraksi fitur berdasarkan 
metode WPD, selanjutnya diklasifikasikan menggunakan L-GCNN. Pada 
penelitian ini diperoleh hierarki ke 7 dan 8 adalah hierarki yang terbaik. Disarankan 
untuk tidak menggunakan hierarki ke 3 karena hasil dekomposisi tidak dapat 
memberikan informasi karakteristik masing-masing kelas dari data fitur yang 
terbentuk. 
1.2 Perumusan Masalah 
Rumusan masalah pada penelitian ini adalah sebagai berikut: 
1. Bagaimana mendapatkan sinyal yang memiliki informasi emosi manusia dari 
sinyal EEG menggunakan metode Empirical Mode Decomposition?  
2. Bagaimana mengekstraksi sinyal hasil EMD dengan menggunakan metode 
Wavelet Packet Decomposition menjadi fitur? 
3. Bagaimana membangun suatu klasifikasi framework menggunakan 
Logarithmic Learning for Generalized Classifier Neural Network 
berdasarkan EMD dan WPD? 
1.3 Batasan Masalah 
Permasalahan yang dibahas pada penelitian ini memiliki beberapa batasan 
sebagai berikut: 
1. Data set yang digunakan adalah data sinyal EEG berdasarkan emosi manusia, 
di mana emosi tersebut didapatkan dari hasil rekaman sinyal EEG saat partisan 
diperlihatkan sebuah video yang dapat memberikan reaksi emosi. Dataset 
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diperoleh dari sebuah situs dengan alamat http://www.eecs.qmul.ac.uk/-
mmv/datasets/-deap/download.html. Dengan frekuensi sampling dataset sinyal 
EEG adalah 512 Hz yang di down sampling menjadi 128 Hz untuk dataset versi  
matlab. 
2. Jumlah Kelas yang diterapkan sesuai dengan dataset yaitu sejumlah 4 kelas 
berdasarkan emosi senang, marah, sedih dan netral. 
1.4 Tujuan Penelitian 
Berdasarkan perumusan masalah yang dijelaskan pada subbab 1.2, penelitian 
ini bertujuan membangun suatu kerangka dalam mendeteksi emosional manusia 
menggunakan metode klasifikasi Logarithmic learning for Generalized Classifier 
Neural Network dari sinyal EEG berdasarkan penyaringan sinyal menggunakan 
metode Empirical Mode Decomposition (EMD) dan ekstraksi fitur dengan 
menggunakan metode Wavelet Packet Decomposition (WPD). 
1.5 Manfaat Penelitian 
Adapun manfaat dari penelitian ini adalah meningkatkan hasil klasifikasi 
emosi manusia dari fitur sinyal EEG berdasarkan metode analisis dekomposisi 
sinyal pada channel – channel yang aktif saat terjadi dalam kondisi emosional pada 
manusia. 
1.6 Kontribusi Penelitian 
Kontribusi pada penelitian ini adalah hybrid dari metode EMD dan WPD. 
Kontribusi lain adalah penentuan channel – channel yang dapat merepresentasikan 
emosi berdasarkan 4 kelas emosi. 
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BAB 2 
DASAR TEORI DAN KAJIAN PUSTAKA 
 
2.1 Model Emosi Pada Manusia 
Emosi merupakan reaksi terhadap rangsangan baik dari luar maupun dari 
dalam diri sendiri, hal ini berkaitan dengan perubahan psikologis dan pikiran dari 
setiap individu manusia. Sehingga emosi merupakan salah satu aspek penting dalam 
kehidupan manusia yang dapat dinyatakan secara verbal melalui penyampaian kata 
- kata emosional serta dapat juga dinyatakan secara non verbal seperti, ekspresi 
wajah, gerakan tubuh dan tekanan suara manusia saat berbicara. Penelitian tentang 
emosi telah banyak dilakukan baik secara psikologi, biologi, maupun secara 
komputerisasi.  
Model emosi dapat di kategorikan menjadi 2 model (Othman et al. 2013), 
yaitu ; 
2.1.1 Model Arousal dan Valence 
Pada model ini pembagian emosi terbagi atas 4 kuadran emosi yaitu takut, 
senang, sedih, dan normal. Di mana pada kuadran 2, emosi marah sama dengan 
emosi takut dikarenakan penelitian menemukan emosi takut lebih luas pada area 
neuroscience kognitif dibandingkan emosi marah. Seperti yang dapat di lihat dari 
Gambar 2.1. 
 
Gambar 2.1 Kuadran emosi berdasarkan model Arousal dan Valence (Othman et al., 2013) 
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2.1.2 Model Circumplex 
Pada model ini, mengintegrasikan dimensi model yang berbeda dari suasana 
hati dan emosi. Di mana nilai emosi dasar berdasarkan penempatan variabel 
eksternal menggunakan metode circum-extention. Gambar 2.2 menunjukkan lokasi 
yang tepat dari emosi takut, sedih dan senang. Sedangkan untuk emosi normal tidak 
dikenal dalam model ini akan tetapi direpresentasikan dengan nilai (0,0). Model ini 
adalah estimasi derajat dari setiap variabel yang ditentukan dari akar kuadrat 
variabel eksternal. 
 
Gambar 2.2 Emosi berdasarkan 12-point Circumplex 
2.2 Elektroencephalogram 
Elektroencephalogram merupakan sebuah rekaman sinyal listrik yang berasal 
dari sinyal otak manusia. Sinyal listrik tersebut dihasilkan secara natural dalam 
kurun waktu tertentu dan diterima oleh channel - channel. Penelitian yang menjadi 
landasan dasar dari seluruh penelitian tentang sinyal listrik diperkenalkan oleh Hans 
Berger tahun 1942, saat itu sinyal otak manusia diukur pada kulit kepala manusia 
menggunakan peralatan radio biasa. Gelombang otak manusia dapat dikategorikan 
menjadi 5 seperti yang dapat dilihat pada Gambar 2.3. Terdapat 8 channel dalam 
penangkapan sinyal otak khusus mental manusia yaitu C3, Cz, C4, CP1, CP2, P3, 
Pz dan P4 di mana kisaran frekuensi sinyal EEG yang diterima antara 1- 30 Hz. 
Pada tahun 1958, Federasi Internasional di Electroencephalography and Clinical 
Neurofisiologi mengadopsi standardisasi untuk penempatan elektrode disebut 10-
20 sistem penempatan elektrode. Sistem standar penempatan fisik dan sebutan 
elektrode pada kulit kepala dibagi menjadi jarak proporsional dari tanda yang 
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menonjol pada tengkorak kepala untuk menyediakan cakupan yang memadai dari 
semua daerah otak. Label 10-20 menunjuk jarak proporsional dalam persen antara 
telinga dan hidung di mana poin untuk elektrode dipilih. Penempatan elektrode 
berlabel sesuai daerah otak yang berdekatan: F (Frontal), C (Central), T 
(Temporal), P (Pariental), dan O (Occipital). Dengan penomoran angka ganjil 
disisi kiri dan genap disisi kanan seperti pada Gambar 2.4. 
 
 
Gambar 2.3 Gelombang Otak Manusia 
(http://www.kekuatanpikiran.com/gelombang-otak-subjective-communication.php) 
 
Gambar 2.4  Titik Elektroda / channel 
Alpha waves 
Beta waves 
Gama waves 
Delta waves 
Theta waves 
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Penelitian (Koelstra, 2012) tentang membentuk dataset emosi manusia 
berdasarkan data sinyal EEG yang dipengaruhi tingkat gairah, suka atau tidak suka. 
Di mana dataset emosi ini merupakan analisis psikologi yang merekam data sinyal 
EEG, EOG, EMG, GSR, Representation belt, plethysmography, dan temperatur 
tubuh. Proses pembentukan dataset ini juga mendata kondisi partisan selama proses 
perekaman. Terdapat 32 partisan dalam dataset di mana setiap partisan diberikan 
40 video klip dari situs www.youtube.com sebagai stimulus perekaman data sinyal 
psikologis. Setiap video di tonton sebanyak 40 kali di mana data rekaman sinyal 
EEG adalah 32 data pertama pada setiap partisan. Dengan begitu dapat dihitung 
jumlah dataset dari data sinyal EEG adalah 32 Partisan (Orang) * 40 Stimulus (klip 
video musik) * 32 channel Sinyal EEG. Pada proses perekaman sinyal dilakukan 
dalam 2 waktu di hari yang sama, yaitu 20 video pertama dan selanjutnya 20 video 
terakhir dilakukan perekaman setelah partisan beristirahat. Contoh proses 
pengambilan sinyal dapat dilihat pada Gambar 2.5. 
Gambar 2.5 Proses Persiapan Sebelum Proses Perekaman Sinyal EEG 
2.3 Analisis Sinyal berdasarkan Empirical Mode Decomposition 
Proses yang digunakan pada metode Empirical Mode Decomposition (EMD) 
disebut proses perubahan sinyal menjadi beberapa bentuk sinyal. Konsep dasar dari 
EMD adalah untuk mengidentifikasi skala waktu yang tepat sehingga dapat 
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menunjukkan karakteristik fisik sinyal, dan kemudian mengubah sinyal ke mode 
intrinsik dengan fungsi, yang disebut sebagai Fungsi Mode intrinsik (IMF).  
Deteksi sinyal non-stationary menggunakan EMD didapatkan berdasarkan 
langkah-langkah sebagai berikut (Boudraa & Cexus, 2007): 
1. Mengidentifikasi nilai ekstrem dari sinyal х(t) yaitu nilai upper envelope 
dan lower envelope 
2. Menghitung data di antara upper envelope dan lower envelope yang 
didefinisikan sebagai 𝑚1 (mean dari data yang berada di antara upper 
envelope dan lower envelope). Perbedaan antara data (sinyal awal) dan 𝑚1 
adalah komponen ℎ1 yang disebut juga sebagai IMF pertama 
 ℎ1 =  𝑥(𝑡) − 𝑚1 (2.1) 
IMF pertama dari data juga dapat dinyatakan sebagai 
 𝑐1 = ℎ1𝑟 (2.2) 
3. Memisahkan 𝑐1 dari residu data dengan persamaan 
 𝑟1 =  𝑥(𝑡) − 𝑐1 (2.3) 
Hingga diperoleh persamaan 
 𝑥(𝑡) =  ∑ 𝑐𝑖 + 𝑟𝑖
𝑛
𝑖=1
 (2.4) 
di mana sinyal didekomposisikan menjadi n-empirical mode dan residu (𝑟𝑛) 
yang dapat membentuk sinyal asli jika digabungkan kembali semua hasil 
dekomposisi dan residu. 
4. Melakukan proses berulang pada langkah ke 2 dengan menghasilkan 
beberapa IMF yang nilainya stabil dan akhirnya menghasilkan suatu residu 
yang konstan atau konvergen. 
2.4 Ekstraksi Dan Seleksi Fitur 
2.4.1 Discrete Wavelet Transform 
Discrete Wavelet Transfrom (DWT) secara umum merupakan dekomposisi 
pada frekuensi sub-band sinyal di mana komponennya dihasilkan dengan cara 
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penurunan hierarki dekomposisi. Implementasi transformasi wavelet discrit dapat 
dilakukan dengan cara melewatkan sinyal frekuensi tinggi atau highpass filter dan 
frekuensi rendah atau lowpass filter. Sub-band hasil dari dekomposisi dapat 
didekomposisikan lagi, hal ini dikarenakan hierarki dekomposisi wavelet bernilai 
dari 1 sampai dengan n, proses ini sering dikenal dengan transformasi wavelet 
multilevel. Saat proses dekomposisi pada hierarki ke tiga maka sub-band akan 
menghasilkan empat buah sub-band baru, yaitu sub-band A3 (Koefisien 
Approximate 2), D3 (Koefisien Informattion Horizontal 2), D2 (Koefisien 
Information Vertical 2), dan D1 (Koefisien Information Vertical 1). Dan begitu 
seterusnya jika dilakukan dekomposisi lagi. Bagan tree dari metode DWT dapat 
dilihat pada Gambar 2.6. 
S
A1 D1
A2 D2
A3 D3
 
Gambar 2.6 Bagan Discrete Wavelet Transform pada saat hierarki 3 
2.4.2 Wavelet Packet Decomposition 
Metode Wavelet Packet Decomposition merupakan pengembangan dari 
metode wavelet packet. Di mana metode ini melakukan proses perubahan pada 
setiap level transformasi sinyal dari domain waktu ke domain frekuensi. Hasil 
perhitungan berdasarkan proses berulang pada operasi penyaring atau perubahan 
mengarah ke penurunan resolusi waktu dan peningkatan resolusi frekuensi. Metode 
ini membagi sinyal menjadi koefisien approximation dan koefisien detail. 
Selanjutnya koefisien approximation ini dibagi menjadi dua tingkat koefisien 
approximation approximation (AA) dan koefisien approximation detail (AD) 
begitu pula pada koefisien detail. Proses ini berulang sampai pada level yang di 
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tentukan. Tingkat atas pohon WPD adalah representasi dari sinyal waktu. Pada 
setiap level pohon hierarki yang dilalui ada peningkatan dalam perubahan antara 
waktu dan resolusi frekuensi, tingkat bawah dari sebuah tree WPD yang terurai 
adalah representasi dari frekuensi sinyal. Sinyal asli (S) didekomposisi menjadi 
koefisien approximation (A1) dan koefisien detail (D1) pada level-1, selanjutnya 
pada level-2 proses dekomposisi pada approximation level-1 menjadi koefisien 
approximation (AA2) dan koefisien detail approximation (DA2), begitu pula pada 
detail level-1 menjadi koefisien approximation detail (AD2) dan koefisien detail 
(DD2). Proses berulang untuk setiap hierarki / level pada WPD. Proses perubahan 
dalam bentuk pohon tree berdasarkan metode WPD dapat di lihat pada Gambar 2.7. 
S
A1 D1
DA2
ADA3 DDA3
AA2
AA3 DAA3
AD2
AAD3 DAD3
DD2
ADD3 DD3
 
Gambar 2.7 Bagan Wavelet Packet Decomposition pada saat hierarki 3 
2.5 Logarithmic learning for Generalized Classifier Neural Network 
Metode Logarithmic learning for Generalized Clasifier Neural Network (L-
GCNN) merupakan pengembangan dari metode Generalized Classifier Neural 
Network (GCNN) dengan algoritme pembelajaran, dan merupakan sebuah 
klasifikasi yang berbasis radial function. Metode ini bertujuan mengatasi 
kelemahan pada parameter smoothing yang dekat dengan titik optimal dari 
klasifikasi GCNN (Melis and Avci 2014b).  
Berbeda dengan metode jaringan berbasis radial function lainnya, metode ini 
menerapkan fungsi logarithmic dengan tujuan mereduksi jumlah iterasi dalam 
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mencapai nilai kesalahan minimum. Pada metode L-GCNN terdapat 5 layer utama 
yaitu input layer, pattern layer, summation layer, normalization layer dan output 
layer. Arsitektur klasifikasi metode L-GCNN dapat dilihat pada Gambar 2.8. 
x1 x2 xk xm
... ...
t1 t2 tj tp
u1 u2 ui Dun
c1 c2 ci
O
Input
Pattern
summation
normalization 
Output 
cn
 
Gambar 2.8 Arsitektur Klasifikasi L-GCNN 
Input layer mengirimkan sebuah vektor (x) terpilih menuju ke pattern layer. 
Di mana Pattern layer memiliki Neuron, untuk nilai setiap satu Neuron diperoleh 
berdasarkan perhitungan jarak euclidian antara vector input x dan pelatihan data 
vector t, rumus euclidian menggunakan persamaan ((2.5), di mana P menunjukkan 
jumlah dari data latih. Bentuk struktur L-GCNN adalah one vs all discriminative 
atau dengan kata lain setiap pelatihan datum memiliki N nilai yang ditentukan 
berdasarkan penentuan data termasuk pada kelas atau tidak. Jika pelatihan datum 
termasuk ke dalam kelas maka bernilai (0.9) untuk kelas sebaliknya bernilai (0.1). 
ketentuan tersebut bisa dilihat pada persamaan ((2.7). 
 𝑑𝑖𝑠𝑡(𝑗) = ‖𝑥 − 𝑡𝑗‖
2
 ,      1 ≤ 𝑗 ≤ 𝑃 (2.5) 
   
 𝑟(𝑗) = 𝑒
(−1+
𝑑𝑖𝑠𝑡(𝑗)
2𝜎2
)
 ,       1 ≤ 𝑗 ≤ 𝑃 (2.6) 
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 𝑦(𝑗, 𝑖) = {
0.9,
0.1,
     
 𝑡𝑗𝑡𝑒𝑟𝑚𝑠𝑢𝑘 𝑘𝑒𝑙𝑎𝑠 𝑖𝑡ℎ 1 ≤ 𝑖 ≤ 𝑁
1 ≤ 𝑗 ≤ 𝑝
 (2.7) 
Pada Summation Layer jumlah neuron adalah sebanyak jumlah kelas 
ditambah satu neuron denominator. Pada layer ini kinerja pengklasifikasian 
menggunakan diverge effect term pada N neuron, di mana bentuk eksponensial 
adalah y(j,i)-ymax.  Penggunaan fungsi eksponensial untuk menyediakan titik temu 
(convergence) dengan minimal error antara limit. Diverge effect term memberikan 
dua keuntungan, pertama meningkatkan efek dari y(j,i) dan data akan termasuk ke 
dalam salah satu kelas. Keuntungan kedua adalah dapat menekan masalah 
overfitting dan pendekatan umum gradient descent. Persamaan ((2.8) adalah 
diverge effect term, di mana  𝑑(𝑗, 𝑖) menunjukkan diverge effect term dari jth 
pelatihan data dan ith class. 
 𝑑(𝑗, 𝑖) = 𝑒(𝑦(𝑗,𝑖)−𝑦𝑚𝑎𝑥) ∗ 𝑦(𝑗, 𝑖) (2.8) 
di mana 𝑑(𝑗, 𝑖) menunjukkan diverge effect term dari jth training data dan ith class. 
𝑦𝑚𝑎𝑥 diinisialisasikan dengan dengan nilai 0.9 yang menunjukkan nilai maksimum 
dari 𝑦(𝑗, 𝑖) dan diupdate dengan nilai maksimum dari output layer untuk tiap iterasi. 
N neuron menghitung jumlah dari dot produk dari diverge effect term dan pattern 
layer outputs seperti yang diberikan pada Persamaan ((2.9). 
 𝑢𝑖 =∑𝑑(𝑗, 𝑖) ∗ (𝑟(𝑗), 1 ≤ 𝑖 ≤ 𝑁
𝑝
𝑗=1
 (2.9) 
di mana d(i,j) adalah divergen effect, r(j) hasil keluaran dari proses pattern layer 
dan N adalah jumlah Neuron. Persamaan ((2.10) adalah menghitung denominator 
untuk pembanding antara Summation Layer. Persamaan tersebut adalah 
 𝐷 =∑𝑟(𝑗)
𝑝
𝑗=1
 (2.10) 
Normalization layer, di mana N neuron yang diperoleh setiap class dan 
output dari neuron tersebut dihitung dengan menggunakan Persamaan ((2.11). 
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 𝐶𝑖 =
𝑢𝑖
𝐷
, 1 ≤ 𝑖 ≥ 𝑁 (2.11) 
di mana 𝑢𝑖 merupakan hasil output dari Summation Layer dan D  adalah neuron 
denominator. Proses terakhir adalah penentuan kelas berdasarkan nilai tertinggi 
dari hasil  Normalization layer, di mana v merupakan nilai dan idC adalah kelas. 
Dapat dilihat pada Persamaan (2.12). 
 [𝑣, 𝑖𝑑𝐶] = max (𝐶) (2.12) 
Logarithmic cost function bertujuan untuk mengoptimalkan smoothing parameter 
di mana persamaan yang digunakan untuk menghitung cost function adalah 
persamaan ((2.13). 
 𝑒 = (𝑦(𝑧, 𝑖𝑑) ∗ log (𝐶𝑖𝑑)) + ((1 − 𝑦(𝑧, 𝑖𝑑)) ∗ log(1 − 𝐶𝑖𝑑)) (2.13) 
di mana kondisi datum termasuk ke dalam kelas jika menunjukkan nilai kuantitas 
konvergen sebesar 0.9 dan tidak termasuk ke dalam kelas jika nilai sebesar 0.1. 
Nilai smoothing parameter akan selalu berubah berdasarkan nilai cost 
function dan learning rate (Lr) yang telah didefinisikan. Perubahan nilai 
smoothing parameter menggunakan persamaan ((2.14). 
 𝜎𝑏𝑎𝑟𝑢 = 𝜎𝑙𝑎𝑚𝑎 + 𝐿𝑟
𝜕𝑒
𝜕𝜎
 (2.14) 
di mana 
 
𝜕𝑒
𝜕𝜎
=  (𝑦(𝑧, 𝑖𝑑)
𝜕𝐶𝑖𝑑
𝜕𝜎
𝐶𝑖𝑑
) + (1 − 𝑦(𝑧, 𝑖𝑑)
𝜕𝐶𝑖𝑑
𝜕𝜎
𝐶𝑖𝑑
) (2.15) 
 𝜕𝐶𝑖𝑑
𝜕𝜎
=  
𝑏(𝑖𝑑)  −  𝑙(𝑖𝑑)  ∗  𝐶𝑖𝑑
𝐷
 
(2.16) 
 𝜕𝐶𝑖𝑑
𝜕𝜎
𝑏(𝑖𝑑) = 2 ∗∑𝑑(𝑖, 𝑗) ∗ (𝑟(𝑗)
𝑑𝑖𝑠𝑡(𝑗)
𝜎3
)
𝑃
𝑗=1
 
(2.17) 
 
𝑙(𝑖𝑑) = 2 ∗∑𝑟(𝑗)
𝑑𝑖𝑠𝑡(𝑗)
𝜎3
𝑃
𝑗=1
 
(2.18) 
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di mana 𝑦(𝑧, 𝑖𝑑) adalah nilai dari data training input z ke id data kelas, 𝐶𝑖𝑑 adalah 
nilai dari kelas pemenang, sedangkan  dist(j) adalah jarak euclidean berdasarkan 
perhitungan jarak antara setiap sebuah data latih terhadap seluruh data latih, d(i,j) 
adalah  divergen  effect  dari data latih  terhadap semua kelas, dan r(j) adalah  hasil 
keluaran dari pattern layer.  
Algoritme 1 (Melis & Avci 2014b) adalah tahapan pelatihan data latih 
menggunakan klasifikasi L-GCNN dengan parameter masukan adalah epoch yang 
merupakan jumlah iterasi dalam proses pelatihan data, lr adalah learning rate, 
training_input_data adalah data latih serta 𝑎𝑡𝑒 adalah threshold dari logarithmic 
cost. Proses algoritme ini menunjukkan total kesalahan dihitung untuk semua data 
pelatihan pada iterasi sebelumnya dan menunjukkan jumlah kesalahan yang dapat 
diterima. Ketika salah satu kriteria berhenti disediakan, pelatihan berakhir dan 
merapikan nilai parameter yang dapat dianggap sebagai optimal di bawah toleransi 
kesalahan dan jumlah maksimum batas iterasi. 
Algoritme 1. Pelatihan L-GCNN 
input: epoch, lr, training_input_data, 𝑎𝑡𝑒 
output: parameter smoothing 
1 Mendefinisikan parameter smoothing σ dan y 
2 WHILE iterasi ≤ epoch 
3     FOR setiap pelatihan; 𝑡𝑗 
4       IF iterasi> 1 
5         IF (𝜎𝑗 + 𝑙𝑟 
𝜕𝑒
𝜕𝜎𝑗
)  >  0 
6 Pengubahan 𝜎𝑗 dengan 
𝜕𝑒
𝜕𝜎
 
         END  
7         hitung jarak Euclidean antara data masukan dan  
        pelatihan data;  
𝑑𝑖𝑠𝑡(𝑗) = ‖𝑥 − 𝑡𝑗‖
2
 ,     1 ≤ 𝑗 ≤ 𝑃 
 
8         melakukan fungsi pengaktifan RBF; 
 𝑟(𝑗) = 𝑒
(−1+
𝑑𝑖𝑠𝑡(𝑗)
2𝜎2
)
 ,       1 ≤ 𝑗 ≤ 𝑃 
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9         FOR setiap kelas; i 
10           Hitung diverge effect term, 
𝑑(𝑗, 𝑖) = 𝑒(𝑦(𝑗,𝑖)−𝑦𝑚𝑎𝑥) ∗ 𝑦(𝑗, 𝑖) 
11           menghitung u dan D; 
𝑢𝑖 =∑𝑑(𝑗, 𝑖) ∗ (𝑟(𝑗),        1 ≤ 𝑖 ≤ 𝑁
𝑝
𝑗=1
 
 𝐷 = ∑(𝑟(𝑗)
𝑝
𝑗=1
 
12           menghitung lapisan normalisasi nilai neuron; 
𝐶𝑖 =
𝑢𝑖
𝐷
, 1 ≤ 𝑖 ≥ 𝑁 
         END  
13         menemukan pemenang neuron dan nilainya; 
[O, id]  =  max(c) 
14         Untuk mendata Kelas berdasarkan diverge effect  
        term nilai neuron yang unggul;  
              𝐶max(iterasi)  =  𝑐id 
15         menghitung logarithmic cost 
𝑒 = (𝑦(𝑧, 𝑖𝑑) ∗ log (𝐶𝑖𝑑)) + ((1 − 𝑦(𝑧, 𝑖𝑑)) ∗ log(1 − 𝐶𝑖𝑑)) 
       END  
18       𝑦𝑚𝑎𝑥 = max(C𝑚𝑎𝑥) 
19       Iterasi ++ 
20       IF e ≤ 𝑎𝑡𝑒 
21         Pelatihan Berhenti 
 END 
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BAB 3 
METODOLOGI PENELITIAN 
 
3.1 Tahapan Penelitian 
Untuk mencapai tujuan yang diharapkan dalam penelitian tesis ini 
dibentuklah sebuah kerangka kerja sesuai pada Gambar 3.1. Langkah pertama 
adalah studi pustaka untuk mempelajari permasalahan dan penelitian terkini tentang 
sinyal EEG khususnya pada pengenalan emosi manusia. Kemudian perancangan 
algoritme yang diusulkan yaitu pengklasifikasian emosi manusia berdasarkan 
sinyal EEG dengan menggunakan metode L-GCNN. Pra proses sebelum klasifikasi 
adalah proses shifting sinyal menggunakan EMD dan ekstraksi serta seleksi fitur 
menggunakan WPD dan Fisher Selection. Dilanjutkan dengan uji coba serta 
menganalisis hasil dari metode yang diusulkan. Dan diakhiri dengan penulisan buku 
tesis. 
Studi Literatur
Perancangan 
Algoritma
Uji Coba
Analisa Hasil
Penyusunan 
Buku
 
Gambar 3.1 Tahapan Metodologi Penelitian   
20 
 
3.2 Studi Pustaka 
Pada sub bab ini bertujuan untuk mempelajari dan mengikuti perkembangan 
penelitian yang berkaitan dengan klasifikasi data sinyal EEG. Dalam mempelajari 
metode – metode dari penelitian sebelumnya sangat membantu dalam pembentukan 
kerangka kerja baru. Studi pustaka yang dilakukan meliputi (1) menyediakan 
dataset sinyal EEG berdasarkan emosi. (2) Dasar teori yang memberikan 
pengetahuan tentang analisa pembagian atau dekomposisi data sebuah sinyal, 
ekstraksi dan seleksi fitur serta klasifikasi data sinyal EEG khususnya emosi 
manusia. (3) penelitian tentang proses shifting menggunakan empirical mode 
decomposition. (4) ekstraksi dan seleksi fitur pada sinyal berdasarkan wavelet 
packet decomposition. (5) pengklasifikasian menggunakan metode klasifikasi 
Logarithmic learning for Generalized Classifier Neural Network. 
3.3 Perancangan Algoritme 
Pada bagian bab ini membahas tentang framework penelitian. Di mana 
langkah - langkah penelitian didasari oleh bagaimana proses penerapan metode 
EMD pada sinyal EEG bertujuan mendapatkan bentuk – bentuk sinyal yang 
didekomposisi dan dibentuk menjadi sebuah sinyal baru disebut dengan intrinsic 
mode function (IMF). Hasil sinyal – sinyal IMF akan diterapkan pada metode WPD, 
di mana metode ini dilandasi oleh metode wavelet transform dengan tujuan 
membagi sinyal menjadi sinyal lowpas filter dan highpas filter hingga mencapai 
nilai yang terkecil atau sesuai dengan hierarki yang ditentukan. Selanjutnya, hasil 
setiap dekomposisi berdasarkan hierarki yang ditentukan akan menghasilkan 
sebuah nilai fitur dari perhitungan log akar mean kuadrat. Proses akhir dari 
framework ini adalah menghitung akurasi klasifikasi menggunakan klasifikasi L-
GCNN. 
Pada sub-bab ini dijelaskan tentang pemahaman dan proses pengolahan 
dataset serta pemilihan channel yang diterapkan pada penelitian ini, selanjutnya 
proses shifting atau perubahan pada data sinyal EEG menggunakan EMD dan 
mengekstraksi fitur menggunakan WPD dan pengklasifikasian menggunakan 
metode L-GCNN.  Diagram alur untuk metode penelitian ini dapat dilihat pada 
Gambar 3.2. 
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Mulai
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DataLatih 
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Data Uji 
20%
EMD
( Shifting )
EMD
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WPD
( Ekstrasi Fitur )
WPD
( Ekstrasi Fitur )
Tahap Latih <= 15x 
(L-GCNN)
Tahap Uji 
(L-GCNN)
Emosi
Selesai
 
Gambar 3.2  Diagram alur sistem klasifikasi L-GCNN berdasarkan EMD dan WPD 
3.3.1 Pemahaman Data Set 
Dataset yang digunakan pada penelitian ini adalah data sinyal EEG 
berdasarkan emosi atau lebih dikenal dengan DEAP dataset (database for emotion 
analysis using physiological signal). Data ini diperoleh dari situs 
http://www.eecs.qmul.ac.uk/mmv/datasets/deap/download.html. Dataset telah 
melewati pra-proses dalam versi matlab, besaran data adalah 2.9 Gb. Database ini 
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menyimpan 32 berkas partisan di mana 22 partisan disertai dengan data psikologis.  
Proses perekaman data pada setiap partisan dengan cara memberikan 
stimulus 40 klip video musik berasal dari situs www.youtube.com, yang masing-
masing video berdurasi 1 menit dengan down sampled telah berubah menjadi 128 
Hz. Untuk setiap video, perekaman sinyal otak pada partisan dilakukan sebanyak 
40 kali di mana proses jeda perekaman terjadi setelah 20 kali rekaman data sinyal 
otak. Dalam rekaman tersebut terdapat 32 Channel data rekaman sinyal EEG, 
selebihnya adalah sinyal data hEOG, vEOG, zEMG, tEMG, GSR, Respiration belt, 
Plethysmograph dan Temperature. Untuk posisi channel berdasarkan rekaman data 
sinyal EEG dapat dilihat pada Gambar 3.3 dan untuk deskripsi 32 Channel Sinyal 
EEG dapat dilihat pada lampiran 1. 
Pada penelitian ini telah ditentukan channel – channel setelah melakukan 
beberapa kali uji coba, dimulai dengan menggunakan keseluruhan channel, 
memilih beberapa channel untuk seluruh kelas sampai dengan terakhir memilih 
channel berdasarkan kelas yang juga menjadi skenario dari uji coba. Di mana 
channel - channel tersebut didasari oleh beberapa area pada kepala seperti area dahi, 
area belakang telinga kiri / kanan dan pada area tengkuk yang memiliki informasi 
sangat penting dalam mengenali emosi manusia berdasarkan sinyal EEG. Untuk 
label Kelas pada dataset ini terdiri dari 4 kelas emosi yang dinilai oleh para pakar. 
Adapun channel – channel yang diterapkan berdasarkan kedua skenario dapat 
dilihat pada Tabel 3.1 dan Contoh sinyal dari beberapa channel hasil rekaman dapat 
dilihat pada Gambar 3.4. 
 Tabel 3.1 Daftar Channel yang diterapkan berdasarkan Skenario Penelitian 
Kelas 
Skenario 
A (4 Channel) B (6 Channel) 
1-Senang T7, P7, T8, P8 T7, CP5, P7, T8, CP6, P8 
2-Takut Fp1, T7, Fp2, CP2 Fp1, T7, CP1, Fp2, T8, CP2 
3-Sedih Fp1, AF3, F3, F7 Fp1, AF3, F3, F7, FC5, T7 
4-Netral Oz, Pz, Fz, Cz O1, Oz, Pz, Fz, Cz, O2 
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Gambar 3.3 Posisi 32 Channel sesuai dataset 
(a) 
 
 
(b) 
 
 
(c) 
 
  
Gambar 3.4 Sinyal EEG Berdasarkan Channel (a) Fp1 (b) AF3 (c) F3 
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3.3.2 Proses shifting menggunakan metode EMD 
Proses ini bertujuan membagi sinyal EEG menjadi beberapa bagian sinyal 
dan setiap sinyal baru memiliki data sample yang sama dengan sinyal asli. Di mana 
sinyal baru dapat direpresentasikan dengan IMF1…IMFn. Pada penelitian ini telah  
ditentukan 5 kriteria IMF seperti yang diperlihatkan pada Tabel 3.2. Penentuan 
kriteria IMF tersebut telah melewati beberapa kali uji coba. Di mana diperoleh 
bahwa jika hanya menggunakan salah 1 IMF maka hasil akurasi klasifikasi berada 
di bawah 30 %. Hal ini disebabkan hasil setiap IMF yang diperoleh merupakan hasil 
penguraian dari sinyal yang di uraikan dengan hasil rata-rata sinyal yang di uraikan 
dan menyebabkan hasil ekstraksi fitur menjadi mirip untuk semua kelas. Dari 
permasalahan inilah dilakukan penggabungan beberapa IMF dengan dalil bahwa 
untuk keseluruhan hasil IMF jika di gabungkan kembali akan menjadi sinyal asli 
sebelum proses dekomposisi EMD. Untuk pemilihan kriteria tersebut telah 
dilakukan dengan menerapkan 2 IMF dan hasilnya akurasi meningkat dibandingkan 
dengan hanya menerapkan 1 IMF. Akan tetapi penggabungan 2 IMF tersebut tidak 
terlalu memperlihatkan perubahan signifikan antara sinyal asli dan hasil 
penggabungan 2 IMF, selanjutnya dilakukan uji coba untuk menggabungkan 3 IMF 
dan mendapatkan hasil akurasi yang cukup baik, sehingga ditetapkan beberapa 
kombinasi dari penggabungan 3 IMF menjadi parameter masukan pada uji coba, 
selain itu juga ditambahkan 1 kriteria IMF berdasarkan kombinasi 4 IMF yang 
dapat di lihat pada Tabel 3.2. Untuk hasil uji empiris dari beberapa kriteria 
berdasarkan pemilihan satu IMF dapat dilihat pada Lampiran 9 dan untuk pemilihan 
IMF dengan 2 kombinasi IMF dapat dilihat pada LAMPIRAN 10. Pada penelitian 
ini hasil Lampiran 9 tidak berhasil dan Lampiran 10 hasil akurasi baik tetapi tidak 
digunakan dalam laporan karena hasil akurasi tidak memperlihatkan pola yang 
stabil seperti halnya dalam hasil kombinasi 3 sampai dengan 4 kombinasi IMF. 
Pada proses metode ini diproses secara berulang untuk masing-masing 
channel sesuai dengan skenario A dan skenario B. hal ini dikarenakan sinyal EEG 
merupakan sinyal yang terdiri dari banyak channel. Alur proses metode EMD 
dalam melakukan shifting atau penguraian sinyal menjadi sinyal – sinyal IMF dapat 
dilihat pada Gambar 3.5. 
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Tabel 3.2  Daftar Sinyal IMF yang diterapkan pada penelitian 
No. IMF yang diterapkan 
1 1, 3, 6 
2 3, 4, 6 
3 2, 3, 4, 5 
4 2, 4, 5 
5 4, 5, 6 
 
Upper Envelope Eu(t)
Lower Envelope El(t)
Cubic Spline
Local Modus
m(t) = [Eu(t) + El(t)]/2
h(t) = x(t) - m(t)
Ekstraksi Extrema
x(t)
h(t) = IMF
x(t)=h(t)
Cn(t) = h(t)
r(t) = r(t)-Cn(t)
r(t) = monotonic fcn
x(t)=r(t)
Tidak
Selesai EMD
Mulai EMD
Tidak
Ya
n=1;
r(t) = x(t)
IMF[n]; Cn
Ya
IMF[n] = r;
n = n + 1
 
Gambar 3.5 Alur Proses Empirical Mode Decomposition 
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Untuk contoh sinyal dari salah 1 Channel berdasarkan hasil dekomposisi 
menggunakan EMD dapat dilihat pada Gambar 3.6 dan Gambar 3.7. 
 
Gambar 3.6 Sinyal EEG dari Partisan 1 Channel 8 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
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(e) 
 
(f) 
 
(g) 
 
(h) 
 
(i) 
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(j) 
 
(k) 
 
(l) 
 
Gambar 3.7 Penguraian Sinyal EEG berdasarkan EMD menjadi sinyal IMF 1 (a) sampai sinyal 
IMF terakhir (l) 
Berdasarkan hasil proses dekomposisi EMD dapat dilihat bahwa sinyal IMF ke 7 
sampai sinyal IMF terakhir dari Gambar 3.7 telah mengalami perubahan sinyal 
yang sangat drastis sehingga menyebabkan banyak informasi penting hilang 
khususnya noise dalam mengenali emosi manusia, sehingga pada penelitian ini 
pemilihan IMF yang diproses adalah IMF 1 sampai dengan IMF ke 6 berdasarkan 
Gambar 3.7 (a) sampai (f). Sebuah sinyal baru diperoleh berdasarkan 
penggabungan beberapa sinyal IMF yang telah ditentukan (lihat Tabel 3.2), di mana 
proses penggabungan adalah dengan menjumlahkan setiap elemen vektor IMF yang 
telah ditentukan. Contoh sinyal baru dari hasil penjumlahan IMF berdasarkan 
kriteria IMF sesuai Tabel 3.2 dapat dilihat pada Gambar 3.8. Sinyal Baru dengan 
warna merah dan warna biru sebagai sinyal asli dari sebuah channel. 
29 
 
(a) 
 
(b) 
 
(c) 
 
(d) 
 
(e) 
 
  
 
Gambar 3.8  Sinyal IMF baru berdasarkan Channel 8 dari proses penggabungan  
IMF a(1,3,6), b(3,4,6), c(2,3,4,5), d(2,4,5), e(4,5,6) 
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3.3.3 Proses ekstraksi fitur menggunakan WPD 
Pada tahap ini, untuk setiap sinyal IMF baru dari masing-masing channel 
kelas dibagi menjadi 2 bagian sinyal yaitu approximation (lowpas filter) dan detail 
(highpas filter). Selanjutnya untuk setiap approximation dan detail dibagi menjadi 
2 bagian lagi, dan begitu seterusnya proses yang dilakukan sehingga membentuk 
subband – subband sesuai dengan hierarki yang kita tentukan. Dan perlu diketahui, 
bahwa hierarki dari metode ini bukan tanpa batasan, karena semakin besar hierarki 
yang diterapkan maka akan semakin kecil nilai approximation dan detail yang 
dihasilkan. 
Metode WPD yang diterapkan pada penelitian ini menggunakan function 
wpdec dari tools program matlab. Di mana parameter masukan yang digunakan 
pada function ini adalah db4 dan shannon. Daubechies 4 (db4) merupakan 
penyaringan wavelet, di mana penyaringan akan memiliki 4 coeffisien lowpas filter 
dan 4 coeffisien highpas filter. Untuk setiap proses dekomposisi pada 
approximation akan menerapkan 4 coeffisien lowpas filter dan pada detail 
menerapkan 4 coeffisien highpas filter. 
Seperti halnya pada EMD, WPD juga memproses setiap sinyal IMF baru. Di 
mana sinyal tersebut didekomposisi menjadi subband, dan selanjutnya setiap sinyal 
baru dari hasil dekomposisi diseleksi dengan menerapkan function wpcoef dari 
matlab untuk dihitung menggunakan perhitungan statistik yang dapat dilihat pada 
persamaan (3.1) (Khushaba et al. 2007).  
 
𝑛𝐹𝐷 = log
(
  √
1
𝑛𝑆
∑𝑆𝐵𝑖
2
𝑛𝑆
𝑖=1
 
)
  , 𝑖 = 1. . 𝑛𝑆 (3.1) 
di mana nS adalah jumlah data sample hasil dekomposisi sinyal baru, 𝑆𝐵𝑖 adalah 
nilai setiap data sampel sinyal hasil dekomposisi. Hasil dari setiap perhitungan 
statistik (𝑛𝐹𝐷) berdasarkan dekomposisi WPD pada setiap channel menjadi nilai-
nilai fitur. Alur ekstraksi fitur berdasarkan WPD dapat dilihat pada Gambar 3.9, 
serta contoh proses WPD terhadap sebuah sinyal IMF baru berdasarkan channel  T7 
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 dapat dilihat pada Gambar 3.12, Gambar 3.11 dan Gambar 3.12.  
Mulai WPD
X = S_IMF(i);
hierarki = 3
Dec = wpdec(X, hierarki,  db4   
tSB=(2^hierarki)-1;
i=0;
kD = wpcoef(Dec, [hierarki, i] );
feat = [feat, gFeat];
i > tSB
i = i+1;
Selesai Ekstraksi
(WPD)
feat
 
Gambar 3.9 Alur Proses ekstraksi fitur berdasarkan Wavelet Packet Decomposition 
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Gambar 3.10 Sinyal IMF Baru sebagai inputan WPD 
 
 
Gambar 3.11 Hasil Dekomposisi metode WPD pada Hierarki ke 3 
 
(a) 
 
  
(b) 
 
  
(c) 
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(d) 
 
  
(e) 
 
  
(f) 
 
  
(g) 
 
  
(h) 
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Gambar 3.12 Sub-band Berdasarkan Metode WPD pada Hierarki ke 3 dari hasil sub-band 1 (a) 
sampai dengan hasil sub-band terakhir (h) 
3.3.4 Proses Pengujian dengan metode L-GCNN 
Proses ini bertujuan untuk mengetahui atau mengidentifikasi data sinyal 
EEG berdasarkan emosi manusia. Metode klasifikasi yang digunakan adalah 
Logarithmic learning for Generalized Classifier Neural Network (L-GCNN). Data 
masukan dari tahapan ini adalah data latih dan data uji dalam bentuk berkas CSV 
yang dihasilkan dari program matlab berdasarkan proses analisis dekomposisi 
metode EMD dan WPD. Selain itu ada beberapa parameter yang telah ditetapkan 
pada proses klasifikasi yaitu jumlah iterasi klasifikasi sebanyak 15 kali atau dengan 
nilai threshold sebesar 0.00001 dan nilai awal parameter smoothing 0.3. Sebelum 
data latih dan data uji diklasifikasikan, ke dua data tersebut dinormalisasikan 
menggunakan normalisasi minmax [0..1]. Proses pengujian untuk setiap kasus 
dilakukan sebanyak 5 kali di mana setiap hasil acak yang baru tidak mirip dengan 
hasil acak yang sebelumnya. Hal ini disebabkan setiap data dari masing-masing 
iterasi kecuali iterasi pertama akan saling mempengaruhi dengan data uji yang 
didapatkan oleh iterasi sebelumnya. Dan untuk setiap kali uji coba maka proses 
klasifikasi atau pelatihan diulangi kembali. Pada proses klasifikasi terbagi menjadi 
tahapan pelatihan dan tahapan uji coba.  
3.3.4.1 Tahapan Pelatihan Data 
Pada tahapan ini jumlah data latih untuk setiap kelas adalah sebanyak 80% 
dari masing-masing kelas data fitur yang terbentuk, dengan kata lain jumlah data 
latih secara keseluruhan kelas adalah 80 %. Tujuan tahapan  ini adalah melatih data 
emosi manusia berdasarkan sinyal EEG menggunakan metode klasifikasi L-
GCNN. Hasil dari klasifikasi tersebut mendapatkan model latih yang akan 
digunakan dalam mengidentifikasi emosi manusia dengan data uji. 
3.3.4.2 Tahapan Uji Coba Data 
Tujuan dari tahapan ini adalah untuk mengidentifikasi kelas dari data uji coba. 
Pada Tahapan ini, jumlah data uji coba sebanyak 20% dari jumlah keseluruhan 
kelas data. Proses mengukur klasifikasi dilakukan sebanyak 5 kali iterasi. Untuk 
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mendapatkan hasil acak yang tidak mirip maka proses penyeleksian hasil acak 
menggunakan nilai treshold kemiripan sebesar 0.45. proses penyeleksian data uji 
iterasi ke 2 akan dipengaruhi oleh data uji iterasi 1, data uji ke 3 akan dipengaruhi 
oleh data uji 1 dan ke 2, begitu seterusnya sampai data uji iterasi terakhir. Sesuai 
dengan skenario, uji coba pada penelitian ini didasari oleh dua kategori jumlah 
channel, di mana penerapan data uji terhadap kedua kategori tersebut adalah data 
uji yang sama. 
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[Halaman ini sengaja dikosongkan] 
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BAB 4 
HASIL UJI COBA DAN PEMBAHASAN 
 
Bab ini membahas tentang pengujian dan hasil analisa terhadap framework 
yang diusulkan. Pengujian pada penelitian ini dilakukan berdasarkan 2 skenario 
utama. skenario A adalah menerapkan 4 channel dan skenario B menerapkan 6 
channel dari 32 Channel sinyal EEG yang disediakan oleh dataset, di mana untuk 
setiap skenario diterapkan 5 kriteria kombinasi IMF 1-6 dan 6 hierarki dari WPD 
yang masing-masing hierarki menghasilkan jumlah fitur yang berbeda. Hasil 
analisa menjelaskan tentang rangkuman analisa dan hasil pengujian berdasarkan 
penerapan framework dari ke 2 skenario. 
4.1  Lingkungan Uji Coba 
Pada penelitian ini, framework klasifikasi emosi manusia berdasarkan sinyal 
EEG diujikan dengan menggunakan komputer Acer. Spesifikasi dari komputer 
tersebut adalah processor Inter® Core™ i3-2130 CPU dengan over clock @ 3.40 
GHz 3.40 GHz, kapasitas memory (RAM) 4.0 GB (kebutuhan framework saat 
proses dijalankan minimal sebesar 2.0 GB) dan System Type 64-bit Operating 
System. Serta media penyimpanan data (Hardisk) yang dibutuhkan kurang lebih 3.3 
GB untuk menyimpan kode program dan dataset dan 120 GB untuk data hasil 
kompilasi program untuk semua uji coba dan skenario. Perangkat lunak yang 
digunakan pada penelitian ini adalah Windows 7 Professional dan tools program 
matlab R2015a. 
4.2 Data Uji Coba 
Data uji coba yang diterapkan pada penelitian ini sesuai dengan penjelasan 
pada subbab 3.3.1. Dataset terbagi sebanyak 4 kelas, yaitu; senang, marah atau 
takut, sedih dan netral yang ditransformasikan menjadi label kelas numerik 1 untuk 
senang, 2 untuk marah, 3 untuk sedih dan 4 untuk netral. Di mana label kelas emosi 
pada dataset ada 2 jenis label, yaitu label kelas berdasarkan perhitungan estimasi 
dan label kelas yang ditentukan oleh para pakar. Pada penelitian ini label kelas yang 
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digunakan adalah label kelas berdasarkan penentuan para pakar. Dataset akan 
dibagi menjadi 2, yaitu sebagai data latih dan sebagai data uji, masing-masing 
berjumlah 80% data latih dan 20 % data uji. Dan untuk proses pembagian data latih 
dan data uji telah dijelaskan pada subbab 3.3.4. 
4.3 Skenario Uji Coba dan Evaluasi 
Seperti yang telah disebutkan pada pengantar bab ini bahwa skenario utama 
dalam penelitian ini didasari oleh penerapan jumlah channel (lihat Tabel 3.1) di 
mana untuk masing-masing channel yang terpilih didasari oleh reaksi pada area - 
area seperti yang telah dijelaskan pada sub-bab 3.3.1. Untuk setiap skenario utama 
diterapkan beberapa kategori uji coba berdasarkan penentuan IMF (lihat Tabel 3.2) 
dan jumlah fitur atau berdasarkan hierarki dari metode WPD. Penerapan hierarki 
pada tahapan metode WPD dimulai dari hierarki 3 sampai dengan hierarki 8. Tujuan 
penerapan 6 hierarki tersebut untuk mendapatkan informasi hierarki yang terbaik 
berdasarkan hasil akurasi yang lebih konvergen, dan penerapan ke 6 hierarki 
tersebut menjadi konsep uji coba yang dilakukan dalam penelitian ini; 
1. Uji Coba 1, berdasarkan hierarki ke 3 untuk keseluruhan kriteria IMF terhadap 
skenario A dan B 
2. Uji Coba 2, berdasarkan hierarki ke 4 untuk keseluruhan kriteria IMF terhadap 
skenario A dan B 
3. Uji Coba 3, berdasarkan hierarki ke 5 untuk keseluruhan kriteria IMF terhadap 
skenario A dan B 
4. Uji Coba 4, berdasarkan hierarki ke 6 untuk keseluruhan kriteria IMF terhadap 
skenario A dan B 
5. Uji Coba 5, berdasarkan hierarki ke 7 untuk keseluruhan kriteria IMF terhadap 
skenario A dan B 
6. Uji Coba 6, berdasarkan hierarki ke 8 untuk keseluruhan kriteria IMF terhadap 
skenario A dan B 
Untuk proses kerangka kerja dari ke 6 uji coba adalah sama, di mana pada 
skenario A menerapkan 4 channel dan untuk skenario B jumlah channel diperoleh 
dari perluas area berdasarkan area pada channel-channel skenario A dengan 
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menambahkan 2 buah channel, sehingga jumlah channel untuk skenario B menjadi 
6 channel (lihat Tabel 3.1). Untuk setiap uji coba berdasarkan kedua skenario 
diterapkan kriteria IMF, di mana kriteria ini merupakan pra-proses menganalisis 
sinyal berdasarkan pemilihan IMF dari hasil metode EMD. Pada penelitian ini 
pemilihan IMF hanya antara IMF 1 sampai dengan IMF 6. Alasan pemilihan IMF 
tersebut dikarenakan IMF7 sampai IMF terakhir merupakan sinyal yang telah 
mengalami perubahan yang cukup jauh dari sinyal asli, sehingga dapat 
mempengaruhi proses klasifikasi karena sinyal-sinyal tersebut tidak memiliki 
informasi yang dapat dikenali sebagai emosi berdasarkan sinyal EEG. IMF yang 
terpilih tidak diterapkan secara bersamaan, akan tetapi ditentukan 5 kombinasi yang 
dapat dilihat pada Tabel 3.2. untuk masing-masing kombinasi menjadi sebuah 
sinyal baru sesuai dengan penjelasan yang diuraikan pada sub-bab 3.3.2. 
Tujuan penerapan 6 hierarki yang juga menjadi uji coba pada penelitian ini 
adalah mendapatkan informasi hierarki terbaik dari proses framework dalam 
mengklasifikasikan emosi manusia berdasarkan sinyal EEG. Proses penerapan 6 
hierarki ini menyebabkan jumlah fitur yang diproses saat melakukan 
pengklasifikasian berbeda – beda, hal ini disebabkan jumlah sub-band yang di 
hasilkan berdasarkan hierarki pada metode WPD berbeda.  
Proses klasifikasi dilakukan sebanyak lima kali, di mana data uji dari setiap 
proses klasifikasi adalah 20% dari keseluruhan data yang diperoleh secara acak. 
Sehingga data latih berjumlah 80%. Untuk iterasi 1, 20% data uji diperoleh dari 
keseluruhan data. Pada iterasi ke 2, data uji diperoleh sebanyak 20% secara acak 
dari keseluruhan data dengan mempertimbangkan data uji yang digunakan pada 
data uji pertama. Di mana data uji yang baru memiliki nilai yang tidak mirip dengan 
data uji iterasi 1 dengan nilai batasan kemiripan adalah 45 %. Proses acak data uji 
ke 3 sampai ke 5 juga melakukan hal yang sama untuk keseluruhan data uji yang 
dihasilkan sebelumnya. Proses acak data uji dapat dilihat berdasarkan kode program 
pada Gambar 4.1. 
Pengukur hasil uji coba menggunakan persentase akurasi klasifikasi, di mana 
perhitungan akurasi didasari oleh perbandingan antara hasil jumlah data uji emosi 
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yang benar (𝑗𝐾𝑏𝑒𝑛𝑎𝑟) dengan jumlah keseluruhan data uji (tK) dikali dengan 100 
persen. Persamaan tersebut dapat dilihat pada persamaan ((4.1). 
 
Gambar 4.1 Kode program proses acak data uji 
 
𝑎𝑘𝑢𝑟𝑎𝑠𝑖 =  
𝑗𝐾𝑏𝑒𝑛𝑎𝑟
𝑡𝐾
𝑥 100% 
(4.1) 
Selain uji persentase akurasi klasifikasi, pengukuran klasifikasi juga 
menerapkan perhitungan matriks kinerja klasifikasi  sensitivitas dan spesifisitas, di 
mana sensitivitas mengukur kemampuan pengujian setiap kelas emosi untuk 
menemukan hasil yang benar dari total data masing-masing kelas dengan 
persamaan ((4.2) dan spesifisitas adalah pengukuran kemampuan pengujian emosi 
kelas dalam mengidentifikasi kelas setiap emosi yang negatif dari total data masing-
masing kelas yang benar-benar negatif dengan menggunakan persamaan ((4.3). 
untuk hasil prediksi berdasarkan posisi kelompok prediksi dapat dilihat pada Tabel 
4.1. 
 
sensitivitas =  
TP
TP+ FN
𝑥100% 
(4.2) 
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spesifisitas =  
TN
FP+ TN
𝑥100% 
(4.3) 
Dimana ; 
   TP (True Positive)    : kelas emosi teridentifikasi secara benar 
   FP (False Positive)   : kelas emosi teridentifikasi secara salah 
   TP (True Negative)   : kelas emosi tertolak secara benar 
   FP (False Negative)  : kelas emosi tertolak secara salah 
Tabel 4.1 Matriks Confusion sensitivitas dan spesifisitas 
 
Kelas Hasil Prediksi 
Positif Negatif 
Kelas 
Asli 
Positif 
∑ True Positive 
(TP) 
∑ False Negative 
(FN) 
Negatif 
∑ False Positive 
(FP) 
∑ True Negatif 
(TN) 
 
4.3.1 Uji Coba 1 berdasarkan hierarki ke 3 
Berdasarkan penjelasan dari sub bab 4.3, alat pengukuran framework adalah 
dengan mengukur akurasi klasifikasi, sensitivitas dan spesifisitas berdasarkan 
skenario serta kriteria dan hierarki. Di mana pada uji coba 1 mendekomposisi sinyal 
baru berdasarkan kriteria IMF (lihat Tabel 3.2) pada hierarki ke 3. Untuk hierarki 
ke 3 jumlah fitur yang dihasilkan sebanyak 32 fitur untuk skenario A dan sebanyak 
48 fitur untuk skenario B, jumlah ini diperoleh dari banyaknya jumlah sub-band 
yang di hasilkan pada hierarki ke 3 di kalikan dengan jumlah channel yang di 
terapkan pada masing-masing skenario. Contoh data fitur yang dihasilkan oleh 
hierarki ke 3 pada skenario A dan B dapat di lihat pada Lampiran 2. Hasil performa 
framework pada hierarki ke 3 berdasarkan perhitungan akurasi klasifikasi, 
sensitivitas dan spesifisitas dengan kriteria IMF pada  skenario A dan skenario B 
dapat dilihat pada Tabel 4.2 dan Gambar 4.2. 
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Tabel 4.2 Rata-rata Persentase Akurasi, Sensitivitas, Spesifisitas berdasarkan Kriteria IMF dan 
Hierarki ke 3 pada Skenario A dan B 
IMF 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
136 66,10 65,84 66,03 95,70 95,48 95,67 
346 55,08 52,65 54,78 30,08 25,00 29,44 
2345 40,63 36,52 40,11 65,78 63,70 65,51 
456 33,91 29,62 33,37 30,08 25,00 29,44 
245 46,88 44,30 46,54 68,83 66,54 68,54 
  
(a) 
 
  
(b) 
 
  
0
10
20
30
40
50
60
70
80
90
100
P
er
se
n
ta
se
Akurasi Klasifikasi L-GCNN
Skenario A
Skenario B
0
10
20
30
40
50
60
70
80
90
100
P
er
se
n
ta
se
Sensitivitas Klasifikasi L-GCNN
Skenario A
Skenario B
43 
 
(c) 
 
Gambar 4.2 Perhitungan Klasifikasi berdasarkan Hirerarki ke 3 
(a) akurasi (b)sensitivitas (c) spesifisitas 
Dari hasil pengukuran berdasarkan Tabel 4.2 dapat dilihat bahwa ke tiga nilai 
pengukuran memiliki nilai yang tidak berbeda jauh untuk masing-masing kriteria 
IMF. Nilai tertinggi didapatkan pada kriteria IMF(1,3,6) baik untuk skenario A dan 
B. Selain itu untuk kriteria IMF(4,5,6) menghasilkan nilai pengukuran yang sangat 
rendah, hal ini disebabkan sinyal baru yang terbentuk berdasarkan kriteria IMF 
(4,5,6) merupakan sinyal yang mengalami perubahan yang cukup signifikan dengan 
sinyal asli. Untuk hasil lengkap pengukuran uji coba 1 dapat dilihat pada Lampiran 
3. 
4.3.2 Uji Coba 2 berdasarkan hierarki ke 4 
Jumlah fitur yang dihasilkan pada uji coba ini adalah sebanyak 64 fitur untuk 
skenario A dan sebanyak 96 fitur untuk skenario B, jumlah ini diperoleh dari 
banyaknya jumlah sub-band yang di hasilkan pada hierarki ke 4 dan dikalikan 
dengan jumlah channel yang di terapkan pada masing-masing skenario. 
Proses pengukuran framework pada uji coba ini sama dengan uji coba 
sebelumnya, yang membedakan adalah jumlah fitur pada masing-masing skenario 
seperti yang telah dijelaskan pada sub-bab 4.3. Adapun hasil performa dari 
framework berdasarkan perhitungan akurasi klasifikasi, sensitivitas dan spesifisitas 
dengan kriteria IMF pada  skenario A dan skenario B yang diterapkan pada hierarki 
ke 4 dapat dilihat pada Tabel 4.3 dan Gambar 4.3. 
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Tabel 4.3 Rata-rata Persentase Akurasi, Sensitivitas, Spesifisitas berdasarkan Kriteria IMF dan 
Hierarki ke 4 pada Skenario A dan B 
IMF 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
136 79,77 80,05 79,77 96,56 96,38 96,54 
346 53,59 54,92 53,71 86,41 86,04 86,36 
2345 70,16 70,78 70,20 95,16 94,80 95,12 
456 41,25,00 38,05 40,85 64,53 65,03 64,57 
245 54,92 55,38 54,93 94,92 94,67 94,89 
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(c) 
 
Gambar 4.3 Perhitungan Klasifikasi berdasarkan Hirerarki ke 4 
(a) akurasi (b)sensitivitas (c) spesifisitas 
Berdasarkan hasil rata-rata persentase pengukuran yang dapat dilihat pada 
Tabel 4.3, bahwa kriteria IMF(1,3,6) mendapatkan hasil pengukuran yang tertinggi 
dari ke dua skenario. Serta berhasil dalam menentukan masing-masing kelas dengan 
benar (sensitivitas) serta pengukuran spesifisitas dengan tujuan mendapatkan kelas 
yang bukan kelas dinyatakan secara benar. Hasil dekomposisi berdasarkan hierarki 
ke 4 antara skenario A dan B, telah memperlihatkan selisih akurasi di atas 20 % 
untuk semua kriteria IMF yang diterapkan. Dan juga keseluruhan kriteria IMF yang 
diterapkan mendapatkan rata-rata akurasi di atas 50%, kecuali untuk kriteria 
IMF(4,5,6) pada skenario A. Untuk hasil lengkap pengukuran uji coba 2 dapat 
dilihat pada Lampiran 4. 
4.3.3 Uji Coba 3 berdasarkan hierarki ke 5 
Pada uji coba ke 3 ini diperoleh jumlah fitur sebanyak 128 fitur untuk skenario 
A dan sebanyak 192 fitur untuk skenario B. Jumlah tersebut diperoleh dari 
banyaknya jumlah sub-band yang dihasilkan oleh metode WPD pada hierarki ke 5, 
di mana jumlah sub-band tersebut dikalikan dengan jumlah channel yang 
diterapkan pada masing-masing skenario A dan B. Untuk pengukuran hasil 
performa dari framework yang dibentuk berdasarkan perhitungan akurasi 
klasifikasi, sensitivitas dan spesifisitas dari kriteria  IMF  pada  skenario A dan 
skenario B yang diterapkan pada hierarki ke 5 dapat dilihat pada Tabel 4.4 dan 
Gambar 4.4. 
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Tabel 4.4 Rata-rata Persentase Akurasi, Sensitivitas, Spesifisitas berdasarkan Kriteria IMF dan 
Hierarki ke 5 pada Skenario A dan B 
IMF 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
136 75,31 75,77 75,34 96,09 95,81 96,06 
346 70,23 69,23 70,11 75,00 75,40 75,03 
2345 70,16 70,78 70,20 95,16 94,80 95,12 
456 60,00 59,09 59,89 63,83 64,06 63,84 
245 87,58 86,80 87,49 95,55 95,04 95,49 
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(c) 
 
Gambar 4.4 Perhitungan Klasifikasi berdasarkan Hirerarki ke 5 
(a) akurasi (b)sensitivitas (c) spesifisitas 
Berdasarkan hasil rata-rata persentase pengukuran yang dapat dilihat pada 
Tabel 4.4, bahwa kriteria IMF(1,3,6) masih menjadi kriteria yang tertinggi dari ke 
dua skenario berdasarkan hasil persentase pengukuran. Serta berdasarkan 
pengukuran sensitivitas, keberhasilan dalam menentukan kelas adalah kelas 
memiliki nilai yang tidak berbeda jauh dengan hasil akurasi klasifikasi. Dan untuk 
pengukuran berdasarkan spesifisitas juga mendapatkan hasil yang baik dalam 
menentukan yang bukan kelas adalah bukan kelas. Hasil pengukuran dari semua 
kriteria  telah mencapai di atas 59%. Walaupun untuk kriteria IMF(4,5,6) pada 
skenario A masih rendah tapi hasil pengukuran baik akurasi, sensitivitas dan 
spesifisitas mengalami peningkatan dibandingkan dengan ke dua uji coba 
sebelumnya. Untuk melihat hasil lengkap pengukuran uji coba 3 dapat  dilihat  pada 
Lampiran 5. 
4.3.4 Uji Coba 4 berdasarkan hierarki ke 6 
Pada uji coba ke 4 diperoleh jumlah fitur sebanyak 25,006 fitur untuk skenario 
A dan sebanyak 384 fitur untuk skenario B. Jumlah tersebut diperoleh dari 
banyaknya jumlah sub-band yang dihasilkan oleh metode WPD pada hierarki ke 6, 
di mana jumlah sub-band tersebut dikalikan dengan jumlah channel yang 
diterapkan pada masing-masing skenario. Hasil performa dari framework 
0
10
20
30
40
50
60
70
80
90
100
P
er
se
n
ta
se
Spesifisitas Klasifikasi L-GCNN
Skenario A
Skenario B
48 
 
berdasarkan perhitungan akurasi klasifikasi, sensitivitas dan spesifisitas dengan 
kriteria  IMF  pada  skenario A dan skenario B yang diterapkan pada hierarki ke 6 
dapat dilihat pada Tabel 4.5 dan Gambar 4.5.  
 
Tabel 4.5 Rata-rata Persentase Akurasi, Sensitivitas, Spesifisitas berdasarkan Kriteria IMF dan 
Hierarki ke 6 pada Skenario A dan B 
IMF 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
136 80,47 79,68 80,38 94,22 94,09 94,20 
346 
78,20 77,46 78,12 89,45 89,07 89,41 
2345 
87,97 87,37 87,90 94,92 94,70 94,90 
456 
53,05 52,31 52,95 73,28 72,33 73,18 
245 
76,95 76,19 76,87 94,22 93,99 94,19 
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(b) 
 
  
(c) 
 
Gambar 4.5 Perhitungan Klasifikasi berdasarkan Hirerarki ke 6 
(a) akurasi (b)sensitivitas (c) spesifisitas 
Berdasarkan hasil rata-rata persentase pengukuran berdasarkan akurasi, 
sensitivitas dan spesifisitas, diperoleh bahwa keseluruhan kriteria IMF 
mendapatkan hasil akurasi yang baik, kecuali khusus kriteria IMF (4,5,6) pada 
skenario A mengalami penurunan dan berbeda jauh dengan pada skenario B, 
walaupun begitu rata-rata persentase untuk kriteria tersebut masih berada di atas 
50%. Selain itu, selisih antara skenario A dan B mengalami perubahan signifikan 
di bandingkan dengan uji coba – uji coba sebelumnya. Di mana selisih akurasi 
mencapai 15% antara kedua skenario, dibandingkan dengan uji coba sebelumnya 
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yang mencapai selisih akurasi sebesar 20%. Untuk hasil pengukuran secara lengkap 
dari uji coba ke 4 dapat dilihat pada Lampiran 6. 
4.3.5 Uji Coba 5 berdasarkan hierarki ke 7 
Pada uji coba ke 5 diperoleh jumlah fitur sebanyak 512 fitur untuk skenario 
A dan sebanyak 768 fitur untuk skenario B. Jumlah tersebut diperoleh dari 
banyaknya jumlah sub-band yang dihasilkan oleh metode WPD pada hierarki ke 7, 
di mana jumlah sub-band tersebut dikalikan dengan jumlah channel yang 
diterapkan pada masing-masing skenario.  
Hasil performa dari framework berdasarkan perhitungan akurasi klasifikasi, 
sensitivitas dan spesifisitas dengan kriteria  IMF  pada  skenario A dan skenario B 
yang diterapkan pada hierarki ke 7 dapat dilihat pada Tabel 4.6 dan Gambar 4.6. 
Tabel 4.6 Rata-rata Persentase Akurasi, Sensitivitas, Spesifisitas berdasarkan Kriteria IMF dan 
Hierarki ke 7 pada Skenario A dan B 
IMF 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
136 89,22 88,96 89,19 94,53 94,25,00 94,50 
346 72,03 70,98 71,91 88,67 88,12 88,60 
2345 83,05 82,25,00 82,96 94,61 94,44 94,58 
456 57,42 56,66 57,34 75,00 74,34 74,92 
245 88,67 88,18 88,62 95,55 95,25 95,51 
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(b) 
 
  
(c) 
 
Gambar 4.6 Perhitungan Klasifikasi berdasarkan Hirerarki ke 7 
(a) akurasi (b)sensitivitas (c) spesifisitas 
Berdasarkan hasil rata-rata persentase pengukuran dari tabel di atas diperoleh 
kriteria IMF(2, 4,5) pada skenario B dan kriteria IMF(1,3,6) pada skenario A. Dan 
dilihat bahwa untuk setiap kriteria telah berhasil dalam menentukan kelas adalah 
kelas (sensitivitas) dan yang bukan kelas adalah bukan kelas (spesifisitas). Hal ini 
dapat dilihat antara nilai pengukuran akurasi, sensitivitas, dan spesifisitas yang 
dihasilkan dari masing-masing kriteria tidak berbeda jauh. Untuk kriteria 
IMF(4,5,6) pada skenario A rata-rata persentase akurasi mencapai 59% dan pada 
skenario B hasil akurasi tertinggi adalah 75%. Sehingga dapat diambil kesimpulan 
untuk kriteria IMF(4,5,6) tetap berhasil dalam mengklasifikasikan emosi manusia, 
walaupun sinyal berdasarkan kriteria IMF (4,5,6) telah mengalami banyak 
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perubahan dibandingkan dengan sinyal yang asli. Untuk hasil perhitungan 
pengukuran secara lengkap dari uji coba 5 dapat dilihat pada Lampiran 7. 
4.3.6 Uji Coba 6 berdasarkan hierarki ke 8 
Pada uji coba yang terakhir, diperoleh jumlah fitur sebanyak 1024 fitur untuk 
skenario A dan sebanyak 1536 fitur untuk skenario B. Jumlah tersebut diperoleh 
dari banyaknya jumlah sub-band yang dihasilkan oleh metode WPD pada hierarki 
ke 8, di mana jumlah sub-band tersebut dikalikan dengan jumlah channel yang 
diterapkan pada masing-masing skenario. Hasil performa dari framework 
berdasarkan perhitungan akurasi klasifikasi, sensitivitas dan spesifisitas dengan 
kriteria  IMF  pada  skenario A dan  skenario B  yang diterapkan pada hierarki ke 8  
dapat dilihat pada Tabel 4.7 dan Gambar 4.7. 
Tabel 4.7 Rata-rata Persentase Akurasi, Sensitivitas, Spesifisitas berdasarkan Kriteria IMF dan 
Hierarki ke 8 pada Skenario A dan B 
IMF 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
136 84,30 83,70 84,22 94,84 94,46 94,80 
346 67,27 66,37 67,16 85,55 84,97 85,48 
2345 82,27 81,51 82,18 93,59 93,21 93,55 
456 60,78 59,90 60,68 68,44 67,98 68,38 
245 86,33 85,53 86,24 94,06 93,70 94,02 
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(b) 
 
  
(c) 
 
Gambar 4.7 Perhitungan Klasifikasi berdasarkan Hirerarki ke 8 
(a) akurasi (b)sensitivitas (c) spesifisitas 
Pada uji coba ini, kriteria IMF(1,3,6), IMF (2,3,4,5) dan IMF(2,4,5) tetap 
menjadi kriteria yang terbaik sejak di terapkan pada hierarki ke 4. Hasil yang 
diperoleh tidak berbeda jauh dengan hasil pengukuran yang diperoleh saat uji coba 
sebelumnya. Akan tetapi rata-rata persentase pengukuran mengalami penurunan, 
hal ini di sebabkan sub-band – sub-band yang dihasilkan telah mengalami 
perubahan yang cukup signifikan dibandingkan dengan hasil dekomposisi pada 
hierarki ke 7.  Untuk hasil lengkap pengukuran uji coba 5 dapat dilihat pada 
Lampiran 8. 
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4.4 Evaluasi keseluruhan uji coba 
Dari ke 6 uji coba yang diterapkan berdasarkan 2 skenario dan kriteria IMF 
yang telah dilakukan, diperoleh tingkat ketepatan sistem dalam mengklasifikasikan 
4 emosi manusia berdasarkan sinyal EEG yaitu pada saat menerapkan hierarki ke 5 
sampai hierarki ke 7 atau dimulai dari uji coba ke 3 sampai uji coba ke 5. Khusus 
untuk kriteria IMF(4,5,6) secara pengukuran sensitivitas dan spesifisitas terhadap 
framework dapat dinyatakan berhasil tapi secara akurasi belum berhasil. Hal 
tersebut dapat dilihat dari nilai sensitivitas mendekati hasil akurasi klasifikasi yang 
diperoleh.  Namun hasil akurasi klasifikasi masih di bawah 60% untuk skenario A 
dan untuk skenario B nilai tertinggi yang diperoleh adalah 76%.  
Dan pada uji coba 1, hanya kriteria IMF(1,3,6) yang berhasil melakukan 
proses klasifikasi, dan untuk kriteria lain masih belum berhasil dalam proses 
klasifikasi. Hal ini disebabkan oleh jumlah fitur dan nilai fitur yang terbentuk dari 
uji coba 1 masih memiliki nilai kemiripan antara masing-masing kelas. Selain itu, 
kriteria IMF(1,3,6) adalah sinyal yang paling sedikit hasil dekomposisi 
dibandingkan dengan kriteria IMF yang lain.  
Dan untuk uji coba ke 2, pada dasarnya hasil akurasi klasifikasi telah 
meningkat dibandingkan dengan uji coba 1 pada skenario B, sedangkan untuk 
skenario A terdapat 2 kriteria yang belum berhasil melakukan proses klasifikasi 
dikarena hasil akurasi masih berada di bawah 51%. Di bawah ini adalah grafik – 
grafik  linier dari hasil pengukuran secara akurasi klasifikasi, sensitivitas dan 
spesifisitas.  
Untuk uji coba ke 8 secara hasil pengukuran rata-rata masih merupakan yang 
terbaik di bandingkan dengan uji coba ke 1 sampai ke 4. Hasil uji coba ini 
mengalami penurunan jika di bandingkan dengan uji coba ke 5 untuk semua 
skenarioa dan kriteria IMF. Dari hasil analisis diperoleh hasil rata-rata persentase 
pengukuran pada uji coba ke 5 yang terbaik. Hal tersebut dapat di lihat pada grafik 
– grafik di bawah ini dalam menggambarkan rata-rata persentase akurasi klasifikasi, 
sensitivitas dan spesifisitas terhadap setiap hierarki dari masing-masing kriteria 
IMF. 
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Gambar 4.8 Pengukuran Akurasi Klasifikasi dari skenario A berdasarkan hierarki dari setiap 
persentase kriteria IMF 
 
 
Gambar 4.9 Pengukuran Akurasi Klasifikasi dari skenario B berdasarkan hierarki dari setiap 
persentase kriteria IMF 
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Gambar 4.10 Pengukuran Sensivisitas dari skenario A berdasarkan hierarki dari setiap persentase 
kriteria IMF 
 
 
Gambar 4.11 Pengukuran Sensivisitas dari skenario B berdasarkan hierarki dari setiap persentase 
kriteria IMF 
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Gambar 4.12 Pengukuran Spesifisitas dari skenario A berdasarkan hierarki dari setiap persentase 
kriteria IMF 
 
 
Gambar 4.13 Pengukuran Spesifisitas dari skenario B berdasarkan hierarki dari setiap persentase 
kriteria IMF 
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[Halaman ini sengaja dikosongkan] 
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BAB 5 
KESIMPULAN DAN SARAN 
 
Pada bab ini akan diberikan kesimpulan yang dapat diambil oleh penulis 
selama proses penelitian serta saran-saran ke depan untuk meningkatkan penelitian 
ini. 
5.1 Kesimpulan 
Berdasarkan hasil uji coba pada skenario A dan B dengan beberapa kriteria 
proses penjumlahan IMF dan penerapan hierarki 3 sampai 8 pada metode WPD, 
dapat diambil kesimpulan sebagai berikut ; 
1. Skenario B  lebih baik dari skenario A berdasarkan hasil pengukuran 
akurasi, sensitivitas dan spesifisitas untuk setiap hierarki. 
2. Pemilihan IMF yang dapat menggambarkan informasi emosi berdasarkan 
pengurai sinyal. hal ini dapat dilihat dari hasil penguraian sinyal pada 
kriteria IMF(1,3,6) paling terbaik dari semua kriteria yang diterapkan pada 
semua uji coba. Dan untuk kriteria IMF(2,4,5) serta kriteria IMF(2,,3,4,5) 
yang mengalami penguraian sinyal yang cukup signifikan dari sinyal asli 
tetap berhasil dalam mengklasifikasi emosi manusia berdasarkan sinyal 
EEG. 
3. Framework klasifikasi mendapatkan hasil akurasi terbaik pada saat 
diterapkan pada hierarki ke 7 atau dari hasil uji coba ke 5. Hal ini dapat 
diperhatikan dari ke lima kriteria yang diterapkan mendapatkan hasil yang 
cukup baik. 
4. Semakin besar jumlah fitur yang di gunakan maka semakin baik hasil 
akurasi yang di dapatkan. 
5. Hasil Akurasi terbaik pada hierarki ke 7 adalah di atas 94% untuk skenario 
B pada kriteria IMF (1,3,6) atau IMF (2,4,5), sedangkan pada skenario A 
hasil akurasi di atas 88 % untuk kedua kriteria tersebut. 
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5.2 Saran 
Adapun saran yang dapat diberikan dalam memperbaharui atau meningkatkan 
hasil dari framework klasifikasi emosi manusia berdasarkan sinyal EEG adalah : 
1. Mengoptimalkan pemilihan channel - channel sinyal EEG berdasarkan kelas 
emosi. 
2. Mendapatkan sebuah hasil sinyal baru dari hasil metode EMD secara 
otomatis. 
3. Menerapkan persamaan lain dalam mentransformasikan hasil dekomposisi 
WPD untuk mendapatkan fitur yang lebih menginformasikan emosi 
manusia. 
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LAMPIRAN 1 
Keterangan Channel-Channel Dataset 
 
No. Channel Channel 
1 Fp1 
2 AF3 
3 F3 
4 F7 
5 FC5 
6 FC1 
7 C3 
8 T7 
9 CP5 
10 CP1 
11 P3 
12 P7 
13 PO3 
14 O1 
15 Oz 
16 Pz 
17 Fp2 
18 AF4 
19 Fz 
20 F4 
21 F8 
22 FC6 
23 FC2 
24 Cz 
25,00 C4 
26 T8 
27 CP6 
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28 CP2 
29 P4 
30 P8 
31 PO4 
32 O2 
33 hEOG (horizontal EOG, hEOG1 - hEOG2) 
34 vEOG (vertical EOG, vEOG1 - vEOG2) 
35 zEMG (Zygomaticus Major EMG, zEMG1 - zEMG2) 
36 tEMG (Trapezius EMG, tEMG1 - tEMG2) 
37 GSR (values from Twente converted to Geneva format 
(Ohm)) 
38 Respiration belt 
39 Plethysmograph 
40 Temperature 
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LAMPIRAN 2 
Fitur Skenario A berdasarkan hierarki ke 3 
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Fitur Skenario B berdasarkan hierarki ke 3 
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LAMPIRAN 3 
Hasil pengukuran akurasi, sensitivitas dan spesifisitas dari hierarki ke 3 dengan 
kelima kriteria, di mana masing-masing kriteria dan skenario di uji kembali 
sebanyak lima kali dengan data uji yang berbeda-beda. 
Kriteria IMF(136) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 91,80 91,60 91,77 97,27 97,23 97,26 
2 93,75 93,65 93,73 96,48 96,29 96,46 
3 34,38 38,07 34,70 96,48 95,99 96,43 
4 30,08 25,00 29,44 91,80 91,73 91,77 
5 80,47 80,90 80,49 96,48 96,19 96,45 
Rata-
Rata 
66,09 65,84 66,03 95,70 95,48 95,67 
Kriteria IMF(346) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 80,08 78,88 79,95 30,08 25,00 29,44 
2 66,02 65,67 65,97 30,08 25,00 29,44 
3 69,14 68,70 69,10 30,08 25,00 29,44 
4 30,08 25,00 29,44 30,08 25,00 29,44 
5 30,08 25,00 29,44 30,08 25,00 29,44 
Rata-
Rata 
55,08 52,65 54,78 30,08 25,00 29,44 
Kriteria IMF(2345) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 30,08 25,00 29,44 30,08 25,00 29,44 
2 30,08 25,00 29,44 80,86 81,42 80,89 
3 30,08 25,00 29,44 92,19 91,79 92,14 
4 82,81 82,61 82,79 95,70 95,30 95,66 
5 30,08 25,00 29,44 30,08 25,00 29,44 
Rata-
Rata 
40,63 36,52 40,11 65,78 63,70 65,51 
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Kriteria IMF(245) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 30,08 25,00 29,44 94,53 94,17 94,49 
2 56,64 59,38 56,91 30,08 25,00 29,44 
3 87,50 87,10 87,45 30,08 25,00 29,44 
4 30,08 25,00 29,44 92,19 91,62 92,12 
5 30,08 25,00 29,44 97,27 96,93 97,23 
Rata-
Rata 
46,88 44,30 46,54 68,83 66,54 68,55 
Kriteria IMF(456) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 30,08 25,00 29,44 30,08 25,00 29,44 
2 30,08 25,00 29,44 30,08 25,00 29,44 
3 30,08 25,00 29,44 30,08 25,00 29,44 
4 30,08 25,00 29,44 30,08 25,00 29,44 
5 49,22 48,11 49,10 30,08 25,00 29,44 
Rata-
Rata 
33,91 29,62 33,37 30,08 25,00 29,44 
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LAMPIRAN 4 
Hasil pengukuran akurasi, sensitivitas dan spesifisitas dari hierarki ke 4 dengan 
kelima kriteria, di mana masing-masing kriteria dan skenario di uji kembali 
sebanyak lima kali dengan data uji yang berbeda-beda. 
Kriteria IMF(136) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 66,80 67,92 66,87 95,70 95,74 95,70 
2 88,67 88,44 88,63 95,70 95,37 95,67 
3 82,03 81,66 81,98 97,27 97,07 97,24 
4 71,09 72,28 71,19 97,66 97,59 97,65 
5 90,23 89,93 90,20 96,48 96,15 96,45 
Rata-
Rata 
79,77 80,05 79,77 96,56 96,38 96,54 
Kriteria IMF(346) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 32,81 36,74 33,17 92,97 92,93 92,96 
2 69,53 68,93 69,46 80,47 79,90 80,41 
3 75,00 74,46 74,93 82,81 82,41 82,76 
4 22,66 27,31 23,09 88,28 87,88 88,24 
5 67,97 67,16 67,88 87,50 87,07 87,45 
Rata-
Rata 
53,59 54,92 53,71 86,41 86,04 86,36 
Kriteria IMF(2345) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 30,08 25,00 29,44 98,05 98,11 98,05 
2 84,77 84,76 84,74 94,14 93,54 94,07 
3 30,08 25,00 29,44 96,10 95,86 96,07 
4 20,70 25,65 21,17 95,70 95,54 95,68 
5 83,59 83,16 83,54 97,27 97,20 97,26 
Rata-
Rata 
49,84 48,71 49,67 96,25 96,05 96,23 
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Kriteria IMF(245) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 89,06 88,20 88,97 95,31 94,88 95,27 
2 90,23 89,11 90,11 95,70 94,81 95,62 
3 76,17 75,40 76,09 94,92 94,59 94,88 
4 91,02 90,48 90,96 96,48 96,05 96,44 
5 91,41 90,81 91,34 95,31 94,88 95,27 
Rata-
Rata 
87,58 86,80 87,49 95,55 95,04 95,49 
 
Kriteria IMF(456) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 30,08 25,00 29,44 77,34 77,07 77,31 
2 60,94 59,57 60,78 78,52 77,68 78,41 
3 30,08 25,00 29,44 19,92 25,00 20,40 
4 30,08 25,00 29,44 76,17 76,06 76,16 
5 55,08 55,69 55,13 70,70 69,34 70,56 
Rata-
Rata 
41,25 38,05 40,85 64,53 65,03 64,57 
 
  
71 
 
LAMPIRAN 5 
Hasil pengukuran akurasi, sensitivitas dan spesifisitas dari hierarki ke 5 dengan 
kelima kriteria, di mana masing-masing kriteria dan skenario di uji kembali 
sebanyak lima kali dengan data uji yang berbeda-beda. 
Kriteria IMF(136) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 88,28 87,68 88,21 94,53 94,00 94,47 
2 92,19 91,69 92,13 98,05 97,91 98,03 
3 85,16 84,13 85,03 95,31 95,28 95,30 
4 19,92 25,00 20,40 96,09 95,83 96,07 
5 91,02 90,35 90,94 96,48 96,05 96,44 
Rata-
Rata 
75,31 75,77 75,34 96,09 95,81 96,06 
Kriteria IMF(346) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 66,41 65,34 66,28 90,63 89,76 90,53 
2 76,56 75,73 76,46 87,89 87,46 87,85 
3 72,27 71,10 72,13 86,72 85,95 86,62 
4 71,48 70,81 71,40 26,56 31,15 27,00 
5 64,45 63,18 64,31 83,20 82,67 83,15 
Rata-
Rata 
70,23 69,23 70,11 75,00 75,40 75,03 
Kriteria IMF(2345) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 76,17 75,37 76,07 94,92 94,32 94,86 
2 20,31 25,39 20,80 95,70 95,37 95,67 
3 83,20 82,44 83,11 95,31 94,88 95,27 
4 85,94 85,97 85,93 94,53 94,46 94,52 
5 85,16 84,72 85,10 95,31 94,95 95,28 
Rata-
Rata 
70,16 70,78 70,20 95,16 94,80 95,12 
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Kriteria IMF(245) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 89,06 88,20 88,97 95,31 94,88 95,27 
2 90,23 89,11 90,11 95,70 94,81 95,62 
3 76,17 75,40 76,09 94,92 94,59 94,88 
4 91,02 90,48 90,96 96,48 96,05 96,44 
5 91,41 90,81 91,34 95,31 94,88 95,27 
Rata-
Rata 
87,58 86,80 87,49 95,55 95,04 95,49 
 
Kriteria IMF(456) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 60,55 59,64 60,43 68,36 67,16 68,22 
2 70,31 69,93 70,27 82,81 82,05 82,73 
3 54,30 53,02 54,15 68,75 67,78 68,64 
4 56,25 54,78 56,06 79,30 78,33 79,19 
5 58,59 58,05 58,52 19,92 25,00 20,40 
Rata-
Rata 
60,00 59,09 59,89 63,83 64,06 63,84 
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LAMPIRAN 6 
Hasil pengukuran akurasi, sensitivitas dan spesifisitas dari hierarki ke 6 dengan 
kelima kriteria, di mana masing-masing kriteria dan skenario di uji kembali 
sebanyak lima kali dengan data uji yang berbeda-beda. 
Kriteria IMF(136) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 69,92 68,36 69,75 91,41 91,14 91,38 
2 92,58 92,48 92,56 97,27 97,03 97,24 
3 66,02 65,28 65,93 89,84 89,97 89,84 
4 89,06 87,83 88,93 95,70 95,47 95,67 
5 84,77 84,43 84,72 96,88 96,84 96,87 
Rata-
Rata 
80,47 79,68 80,38 94,22 94,09 94,20 
Kriteria IMF(346) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 79,30 78,36 79,20 90,23 89,60 90,17 
2 80,47 79,80 80,40 86,72 86,82 86,71 
3 76,17 75,30 76,07 85,16 83,93 85,02 
4 82,42 82,05 82,37 96,09 96,03 96,08 
5 72,66 71,79 72,56 89,06 88,96 89,04 
Rata-
Rata 
78,20 77,46 78,12 89,45 89,07 89,41 
Kriteria IMF(2345) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 88,67 88,30 88,63 95,31 95,05 95,28 
2 89,06 88,50 89,00 95,31 95,41 95,32 
3 86,72 85,32 86,57 92,97 92,54 92,92 
4 90,23 89,97 90,20 97,66 97,36 97,62 
5 85,16 84,75 85,11 93,36 93,13 93,34 
Rata-
Rata 
87,97 87,37 87,90 94,92 94,70 94,90 
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Kriteria IMF(245) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 67,58 67,072 67,52 89,84 89,28 89,79 
2 85,94 85,275 85,86 97,66 97,46 97,63 
3 69,53 68,928 69,47 91,80 91,90 91,80 
4 85,16 83,73 85,01 96,09 95,80 96,06 
5 76,56 75,96 76,50 95,70 95,50 95,69 
Rata-
Rata 
76,95 76,19 76,87 94,22 93,99 94,19 
 
Kriteria IMF(456) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 54,69 52,95 54,50 67,97 66,1700 67,7811 
2 60,16 59,05 60,04 72,66 71,8855 72,5762 
3 35,55 37,28 35,70 73,83 73,2902 73,7670 
4 64,45 62,82 64,26 80,47 79,5687 80,3700 
5 50,39 49,45 50,27 71,48 70,7150 71,3888 
Rata-
Rata 
53,05 52,31 52,95 73,28 72,325,009 73,1766 
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LAMPIRAN 7 
Hasil pengukuran akurasi, sensitivitas dan spesifisitas dari hierarki ke 7 dengan 
kelima kriteria, di mana masing-masing kriteria dan skenario di uji kembali 
sebanyak lima kali dengan data uji yang berbeda-beda. 
Kriteria IMF(136) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 88,28 87,72 88,21 92,97 92,37 92,90 
2 91,41 91,64 91,43 96,48 96,58 96,49 
3 87,89 87,16 87,80 94,92 94,59 94,88 
4 88,67 88,47 88,66 94,53 94,23 94,50 
5 89,84 89,84 89,84 93,75 93,48 93,72 
Rata-
Rata 
89,22 88,96 89,19 94,53 94,25 94,50 
Kriteria IMF(346) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 78,91 77,97 78,79 91,41 90,78 91,33 
2 75,39 73,69 75,21 87,89 87,39 87,82 
3 66,02 64,48 65,85 87,89 87,49 87,83 
4 62,11 61,87 62,07 87,11 86,74 87,07 
5 77,73 76,90 77,65 89,06 88,20 88,97 
Rata-
Rata 
72,03 70,98 71,91 88,67 88,12 88,60 
Kriteria IMF(2345) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 87,89 87,39 87,82 96,09 95,96 96,07 
2 82,81 81,7 82,70 93,36 93,09 93,32 
3 75,00 74,26 74,99 94,14 94,14 94,13 
4 81,25 80,28 81,14 95,31 95,15 95,29 
5 88,28 87,55 88,19 94,14 93,84 94,10 
Rata-
Rata 
83,05 82,39 82,96 94,61 94,44 94,58 
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Kriteria IMF(245) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 88,67 87,87 88,58 94,53 94,03 94,47 
2 90,23 90,40 90,26 97,27 97,23 97,26 
3 88,28 87,72 88,21 95,31 94,98 95,27 
4 87,89 87,39 87,85 94,92 94,62 94,89 
5 88,28 87,55 88,20 95,70 95,37 95,67 
Rata-
Rata 
88,67 88,18 88,62 95,55 95,25 95,51 
Kriteria IMF(456) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 62,50 61,99 62,45 71,09 70,99 71,06 
2 62,11 61,40 62,04 80,47 79,80 80,340 
3 59,38 58,34 59,25 78,52 78,14 78,47 
4 50,39 49,48 50,27 76,17 75,37 76,08 
5 52,73 52,09 52,67 68,75 67,38 68,60 
Rata-
Rata 
57,42 56,66 57,34 75,00 74,34 74,92 
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LAMPIRAN 8 
Hasil pengukuran akurasi, sensitivitas dan spesifisitas dari hierarki ke 8 dengan 
kelima kriteria, di mana masing-masing kriteria dan skenario di uji kembali 
sebanyak lima kali dengan data uji yang berbeda-beda. 
Kriteria IMF(136) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 67,97 67,10 67,87 92,19 91,72 92,13 
2 86,72 86,39 86,67 95,70 95,27 95,66 
3 90,63 89,89 90,54 96,09 95,76 96,06 
4 88,67 88,11 88,60 94,92 94,42 94,87 
5 87,50 87,00 87,43 95,31 95,11 95,28 
Rata-
Rata 
84,30 83,70 84,22 94,84 94,47 94,80 
Kriteria IMF(346) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 75,39 74,59 75,23 89,453 88,95 89,39 
2 80,47 80,10 80,42 88,672 87,94 88,59 
3 55,08 54,37 55,00 87,5 86,60 87,40 
4 65,23 64,40 65,15 78,906 78,73 78,88 
5 60,16 58,42 59,95 83,203 82,60 83,14 
Rata-
Rata 
67,27 66,37 67,16 85,55 84,97 85,48 
Kriteria IMF(2345) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 89,84 89,11 89,77 94,531 94,07 94,48 
2 88,67 88,14 88,61 94,531 94,10 94,48 
3 71,48 70,85 71,41 92,578 92,28 92,54 
4 79,69 79,02 79,60 92,188 91,89 92,15 
5 81,64 80,44 81,50 94,141 93,71 94,09 
Rata-
Rata 
82,27 81,51 82,18 93,594 93,21 93,55 
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Kriteria IMF(245) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 79,69 78,55 79,57 91,80 91,50 91,76 
2 86,72 86,29 86,66 94,14 93,84 94,11 
3 91,41 90,78 91,33 93,75 93,55 93,73 
4 85,16 83,63 84,99 95,3 94,72 95,25 
5 88,67 88,40 88,63 95,31 94,91 95,27 
Rata-
Rata 
86,33 85,53 86,24 94,06 93,70 94,02 
 
Kriteria IMF(456) 
Uji Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 60,16 58,42 59,95 70,70 69,34 70,54 
2 62,89 62,35 62,83 63,67 64,42 63,73 
3 60,55 59,94 60,47 68,75 68,94 68,75 
4 59,38 58,70 59,30 68,36 67,85 68,30 
5 60,94 60,06 60,84 70,70 69,34 70,56 
Rata-
Rata 
60,78 59,90 60,68 68,44 67,98 68,38 
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LAMPIRAN 9 
Hasil Akurasi Berdasarkan Kriteria IMF dengan menerapkan  1 IMF 
Dengan menggunakan 1 IMF hasil kelas prediksi selalu menghasilkan 1 kelas 
prediksi untuk semua kriteria dan pada setiap hierarki. Pada lampiran ini 
diperlihatkan hasil pengukuran dari hierarki ke 5 dan 7 untuk kriteria IMF 1 dan 3. 
 
 Hierarki ke 5 
Kriteria IMF 1 
Uji 
Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 19,92 25,00 20,40 19,92 25,00 20,40 
2 19,92 25,00 20,40 19,92 25,00 20,40 
3 19,92 25,00 20,40 19,92 25,00 20,40 
4 19,92 25,00 20,40 19,92 25,00 20,40 
5 19,92 25,00 20,40 19,92 25,00 20,40 
Rata-
Rata 
19,92 25,00 20,40 19,92 25,00 20,40 
 
Kriteria IMF 3 
Uji 
Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 19,92 25,00 20,40 19,92 25,00 20,40 
2 19,92 25,00 20,40 19,92 25,00 20,40 
3 19,92 25,00 20,40 19,92 25,00 20,40 
4 19,92 25,00 20,40 19,92 25,00 20,40 
5 19,92 25,00 20,40 19,92 25,00 20,40 
Rata-
Rata 
19,92 25,00 20,40 19,92 25,00 20,40 
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 Hierarki ke 7 
Kriteria IMF 1 
Uji 
Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 19,92 25,00 20,40 19,92 25,00 20,40 
2 19,92 25,00 20,40 19,92 25,00 20,40 
3 19,92 25,00 20,40 19,92 25,00 20,40 
4 19,92 25,00 20,40 19,92 25,00 20,40 
5 19,92 25,00 20,40 19,92 25,00 20,40 
Rata-
Rata 
19,92 25,00 20,40 19,92 25,00 20,40 
 
Kriteria IMF 3 
Uji 
Ke 
Skenario 
A (%)  B (%)  
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 19,92 25,00 20,40 19,92 25,00 20,40 
2 19,92 25,00 20,40 19,92 25,00 20,40 
3 19,92 25,00 20,40 19,92 25,00 20,40 
4 19,92 25,00 20,40 19,92 25,00 20,40 
5 19,92 25,00 20,40 19,92 25,00 20,40 
Rata-
Rata 
19,92 25,00 20,40 19,92 25,00 20,40 
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LAMPIRAN 10 
Hasil Akurasi Berdasarkan Kriteria IMF dengan penggabungan 2 IMF  
 Hierarki ke 3 
Kriteria IMF(1,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 67,97 67,36 67,89 30,08 25,00 29,44 
2 87,89 86,93 87,78 30,08 25,00 29,44 
3 88,67 87,87 88,58 30,08 25,00 29,44 
4 30,08 25,00 29,44 30,08 25,00 29,44 
5 85,55 84,62 85,44 94,92 94,69 94,89 
Rata-
Rata 
72,03 70,36 71,83 43,05 38,94 42,53 
Kriteria IMF(2,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 87,89 87,46 87,85 30,08 25,00 29,44 
2 67,97 69,25 68,08 30,08 25,00 29,44 
3 87,50 87,07 87,44 96,48 96,45 96,47 
4 87,11 86,11 87,00 30,08 25,00 29,44 
5 33,20 36,83 33,52 30,08 25,00 29,44 
Rata-
Rata 
72,73 73,34 72,78 43,36 39,29 42,85 
Kriteria IMF(2,5) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 89,45 88,79 89,37 30,08 25,00 29,44 
2 68,75 69,90 68,85 30,08 25,00 29,44 
3 76,17 75,44 76,09 95,70 95,34 95,67 
4 91,41 90,71 91,33 30,08 25,00 29,44 
5 76,17 77,16 76,25 94,92 94,32 94,86 
Rata-
Rata 
80,39 80,40 80,38 56,17 52,93 55,77 
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Kriteria IMF(3,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 30,08 25,00 29,44 30,08 25,00 29,44 
2 66,80 65,36 66,64 30,08 25,00 29,44 
3 70,70 70,10 70,63 30,08 25,00 29,44 
4 19,92 25,00 20,40 30,08 25,00 29,44 
5 72,66 71,92 72,56 30,08 25,00 29,44 
Rata-
Rata 
52,03 51,48 51,94 30,08 25,00 29,44 
Kriteria IMF(3,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 85,94 85,37 85,88 30,08 25,00 29,44 
2 30,08 25,00 29,44 30,08 25,00 29,44 
3 67,97 67,26 67,90 30,08 25,00 29,44 
4 44,14 47,54 44,47 30,08 25,00 29,44 
5 30,08 25,00 29,44 30,08 25,00 29,44 
Rata-
Rata 
51,64 50,03 51,43 30,08 25,00 29,44 
 
 Hierarki ke 4 
Kriteria IMF(1,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 30,08 25,00 29,44 93,75 93,65 93,73 
2 30,08 25,00 29,44 19,92 25,00 20,40 
3 88,28 87,48 88,19 93,36 93,16 93,33 
4 83,59 82,66 83,49 96,09 95,89 96,07 
5 79,69 79,78 79,69 96,09 95,86 96,07 
Rata-
Rata 
62,34 59,99 62,05 79,84 80,71 79,92 
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Kriteria IMF(2,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 87,50 86,67 87,41 96,88 96,74 96,86 
2 92,58 91,81 92,50 19,92 25,00 20,40 
3 89,84 89,57 89,82 19,92 25,00 20,40 
4 30,08 25,00 29,44 94,53 94,63 94,53 
5 87,89 87,59 87,85 98,44 98,40 98,43 
Rata-
Rata 
77,58 76,13 77,41 65,94 67,96 66,13 
Kriteria IMF(2,5) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 80,47 79,53 80,38 93,36 93,03 93,33 
2 86,33 85,79 86,27 95,70 95,37 95,67 
3 30,08 25,00 29,44 92,58 92,54 92,57 
4 84,38 82,91 84,23 96,09 95,60 96,04 
5 72,27 71,89 72,22 93,36 93,26 93,35 
Rata-
Rata 
70,70 69,03 70,51 94,22 93,96 94,19 
Kriteria IMF(3,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 30,08 25,00 29,44 86,72 86,28 86,68 
2 63,67 62,83 63,57 92,97 92,47 92,92 
3 30,08 25,00 29,44 92,19 92,09 92,17 
4 30,08 25,00 29,44 89,06 88,70 89,01 
5 64,84 65,00 64,85 87,50 87,53 87,50 
Rata-
Rata 
43,75 40,57 43,35 89,69 89,41 89,65 
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Kriteria IMF(3,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 30,08 25,00 29,44 90,23 90,03 90,21 
2 30,08 25,00 29,44 87,50 86,77 87,42 
3 30,08 25,00 29,44 95,70 95,64 95,69 
4 30,08 25,00 29,44 90,63 90,26 90,57 
5 80,86 80,32 80,80 93,36 93,13 93,34 
Rata-
Rata 
40,23 36,06 39,71 91,48 91,16 91,45 
 
 Hierarki ke 5 
Kriteria IMF(1,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 83,98 83,09 83,88 95,31 95,11 95,28 
2 75,00 73,83 74,86 91,80 91,46 91,76 
3 65,63 64,36 65,47 88,67 88,34 88,64 
4 86,72 86,19 86,65 94,14 93,51 94,07 
5 68,36 69,02 68,38 94,53 94,53 94,53 
Rata-
Rata 
75,94 75,30 75,85 92,89 92,59 92,86 
Kriteria IMF(2,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 86,72 86,78 86,71 97,66 97,46 97,63 
2 89,84 89,11 89,77 94,92 94,76 94,90 
3 35,55 39,04 35,85 98,05 97,98 98,04 
4 87,89 86,76 87,76 45,31 48,15 45,55 
5 85,94 85,47 85,88 95,31 94,88 95,27 
Rata-
Rata 
77,19 77,43 77,19 86,25 86,64 86,28 
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Kriteria IMF(2,5) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 90,23 89,74 90,17 95,70 95,30 95,66 
2 19,92 25,00 20,40 96,88 96,64 96,85 
3 91,02 90,65 90,97 94,92 94,66 94,89 
4 19,92 25,00 20,40 94,53 94,33 94,51 
5 89,84 89,38 89,79 95,31 95,25 95,30 
Rata-
Rata 
62,19 63,95 62,35 95,47 95,24 95,44 
Kriteria IMF(3,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 64,45 63,05 64,29 84,77 83,97 84,68 
2 69,14 68,44 69,06 89,45 88,92 89,39 
3 81,25 80,45 81,15 91,02 90,52 90,97 
4 66,41 65,11 66,24 90,23 89,80 90,18 
5 79,69 79,65 79,67 91,80 91,66 91,79 
Rata-
Rata 
72,19 71,34 72,08 89,45 88,97 89,40 
Kriteria IMF(3,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 21,09 26,17 21,58 92,97 92,57 92,93 
2 69,53 67,74 69,32 91,80 91,40 91,75 
3 73,44 73,26 73,42 92,58 92,38 92,55 
4 63,67 62,04 63,49 19,92 25,00 20,40 
5 75,39 75,09 75,35 92,19 91,92 92,16 
Rata-
Rata 
60,63 60,86 60,63 77,89 78,65 77,96 
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 Hierarki ke 6 
Kriteria IMF(1,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 86,72 86,32 86,68 94,14 93,77 94,10 
2 88,28 88,08 88,25 93,75 93,68 93,73 
3 64,84 63,84 64,72 90,63 90,49 90,60 
4 84,77 84,10 84,70 96,48 96,32 96,47 
5 80,86 79,76 80,73 95,31 95,25 95,30 
Rata-
Rata 
81,09 80,42 81,02 94,06 93,90 94,04 
 
Kriteria IMF(2,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 85,55 85,18 85,50 92,58 92,11 92,52 
2 82,03 81,30 81,96 90,23 90,03 90,21 
3 89,45 88,49 89,35 97,27 97,07 97,24 
4 89,06 88,70 89,02 98,83 98,89 98,83 
5 85,94 85,34 85,87 94,92 94,59 94,88 
Rata-
Rata 
86,41 85,80 86,34 94,77 94,54 94,74 
 
Kriteria IMF(2,5) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 80,86 79,53 80,72 19,92 25,00 20,40 
2 87,11 87,01 87,09 95,70 95,60 95,69 
3 90,23 89,57 90,16 95,31 95,21 95,30 
4 89,84 88,62 89,71 97,27 96,97 97,23 
5 90,63 90,32 90,58 96,88 96,68 96,85 
Rata-
Rata 
87,73 87,01 87,65 81,02 81,89 81,10 
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Kriteria IMF(3,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 19,92 25,00 20,40 90,63 90,16 90,57 
2 67,19 65,52 67,02 88,28 87,62 88,21 
3 19,92 25,00 20,40 92,97 92,93 92,96 
4 59,77 58,96 59,68 88,28 88,31 88,27 
5 75,00 73,93 74,89 90,63 90,42 90,60 
Rata-
Rata 
48,36 49,68 48,48 90,16 89,89 90,12 
 
Kriteria IMF(3,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 72,27 71,53 72,18 86,72 86,62 86,69 
2 73,44 72,34 73,32 87,11 86,58 87,04 
3 78,13 76,76 77,96 90,23 89,44 90,14 
4 80,08 79,48 80,01 91,41 90,91 91,36 
5 66,41 64,38 66,16 92,19 91,72 92,13 
Rata-
Rata 
74,06 72,90 73,93 89,53 89,05 89,47 
 
 Hierarki ke 7 
Kriteria IMF(1,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 87,11 86,71 87,06 95,31 95,01 95,27 
2 89,06 89,06 89,04 93,75 93,55 93,71 
3 87,50 87,07 87,44 92,97 92,17 92,88 
4 78,13 77,32 78,03 89,45 89,22 89,42 
5 87,50 86,60 87,40 93,36 92,83 93,30 
Rata-
Rata 
85,86 85,35 85,79 92,97 92,56 92,92 
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Kriteria IMF(2,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 77,34 76,28 77,22 96,48 96,19 96,45 
2 89,06 88,46 89,00 94,53 94,07 94,48 
3 84,38 83,64 84,28 91,02 90,48 90,95 
4 81,64 80,84 81,55 96,48 96,22 96,46 
5 91,02 90,52 90,96 96,88 96,68 96,85 
Rata-
Rata 
84,69 83,95 84,60 95,08 94,73 95,04 
 
Kriteria IMF(2,5) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 88,67 87,58 88,55 94,92 94,39 94,87 
2 82,42 82,18 82,40 94,53 94,33 94,51 
3 92,58 91,88 92,51 96,48 96,42 96,48 
4 86,72 86,02 86,63 96,48 96,38 96,48 
5 82,81 81,88 82,71 96,09 95,96 96,07 
Rata-
Rata 
86,64 85,91 86,56 95,70 95,50 95,68 
 
Kriteria IMF(3,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 67,19 65,89 67,05 83,20 83,43 83,23 
2 77,34 76,54 77,24 89,84 89,38 89,79 
3 62,50 61,53 62,38 85,16 85,15 85,16 
4 73,05 72,44 72,99 90,23 89,67 90,17 
5 78,52 77,71 78,43 87,50 86,73 87,42 
Rata-
Rata 
71,72 70,82 71,62 87,19 86,87 87,15 
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Kriteria IMF(3,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 71,48 70,38 71,35 88,28 87,81 88,24 
2 64,84 63,84 64,71 88,28 87,58 88,20 
3 67,97 66,80 67,84 88,67 88,04 88,60 
4 58,98 57,71 58,83 87,11 86,44 87,02 
5 80,47 79,97 80,40 92,58 92,01 92,52 
Rata-
Rata 
68,75 67,74 68,63 88,98 88,38 88,92 
 
 Hierarki ke 8 
Kriteria IMF(1,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 85,94 85,31 85,86 91,41 91,14 91,37 
2 89,06 88,40 88,98 92,19 91,69 92,12 
3 79,30 78,66 79,21 94,14 94,01 94,12 
4 86,33 86,09 86,29 94,92 94,76 94,90 
5 86,72 86,12 86,65 92,97 92,34 92,90 
Rata-
Rata 
85,47 84,92 85,40 93,13 92,79 93,08 
 
Kriteria IMF(2,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 87,50 87,07 87,44 94,92 94,82 94,91 
2 88,28 87,48 88,19 94,14 93,91 94,11 
3 79,30 78,66 79,22 91,02 90,82 90,98 
4 84,77 83,64 84,64 96,09 95,86 96,07 
5 87,89 87,36 87,84 93,75 93,48 93,72 
Rata-
Rata 
85,55 84,84 85,47 93,98 93,78 93,96 
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Kriteria IMF(2,5) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 88,67 88,11 88,61 95,70 95,21 95,65 
2 89,84 89,58 89,81 97,27 97,03 97,24 
3 87,50 86,24 87,36 96,88 96,38 96,82 
4 90,23 89,80 90,18 96,09 95,83 96,07 
5 82,03 80,24 81,84 96,09 95,60 96,04 
Rata-
Rata 
87,66 86,79 87,56 96,41 96,01 96,36 
 
Kriteria IMF(3,4) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 66,80 65,93 66,69 91,41 91,11 91,37 
2 69,92 68,72 69,79 86,33 85,86 86,27 
3 75,39 74,09 75,26 89,06 88,40 88,99 
4 66,41 64,97 66,26 85,94 84,77 85,82 
5 82,03 81,07 81,93 93,75 93,05 93,67 
Rata-
Rata 
72,11 70,95 71,98 89,30 88,64 89,22 
 
Kriteria IMF(3,6) 
Uji Ke 
Skenario (%) 
A B 
Akurasi Sensitivitas Spesifisitas Akurasi Sensitivitas Spesifisitas 
1 77,34 76,84 77,30 91,80 91,43 91,76 
2 77,34 77,27 77,34 89,84 89,61 89,81 
3 76,95 75,99 76,85 88,28 87,85 88,24 
4 76,56 75,60 76,45 86,33 85,66 86,24 
5 71,88 71,07 71,77 89,06 88,73 89,02 
Rata-
Rata 
76,02 75,35 75,94 89,06 88,66 89,01 
 
  
91 
 
BIODATA 
 
Nama saya adalah Saiful Bahri Musa, anak 
terakhir dari pasangan bapak Djiman Musa dan 
Almarhumah ibu Hasna Mohamad dan 
mempunyai 2 saudara. Saya lahir di kecamatan 
Tibawa kabupaten Gorontalo tepatnya tanggal 
13 September 1979. Pendidikan dasar sampai 
pendidikan menengah atas saya tempuh di 
Gorontalo. Dan melanjutkan pendidikan Strata 
Sarjana di Universitas Gunadarma pada jurusan 
Teknik Informatika. Selama kuliah S1, saya ikut berpartisipasi pada unit lab 
informatika. Di lab Informatika saya mengemban tugas menjadi asisten 
pendamping, instruktur praktikum dan sampai menjadi koordinator ruang lab lanjut  
selama kurang lebih selama 3 tahun sejak saya pendidikan saya masuk di semester 
ke 5.  
Berasal dari asisten inilah membuat saya berkeinginan menjadi seorang 
pengajar, sejak tahun 2008 – 2012 saya telah menjadi Dosen Luar Biasa di 
Universitas Negeri Gorontalo. Dan pada tahun 2013 saya mendapatkan 
kesempatan melanjutkan  kuliah di ITS pada jenjang magister melalui program 
Beasiswa Saintek-3T dari DIKTI dari rekomendasi kampus pengutus adalah 
Politeknik Gorontalo. Bidang minat yang saya pilih adalah Komputasi Cerdas dan 
Visualisasi (KCV) khususnya pada Image Processing dan Signal Processing 
Setelah Menyelesaikan jenjang magister saya akan kembali ke Politeknik 
Gorontalo prodi teknik informatika dan memberikan seluruh pengetahuan yang 
telah saya tempa baik dari Universitas Gunadarma (UG) dan Institut Negeri 
Sepuluh Nopember (ITS) 
 
Kontak penulis melalui email : saiful.bm@poligon.ac.id  
92 
 
 
[Halaman ini sengaja dikosongkan] 
