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Abstract
We study isomorphisms between generalized Weyl algebras, giving a com-
plete answer to the quantum case of this problem for R = k[h].
1 Introduction
Generalized Weyl algebras (GWA for short), have been defined by V. Bavula in
[3] and widely studied by himself and collaborators in a series of papers (see for
example [3], [5], [6]) from the point of view of ring theory.
This kind of algebras has also been studied by T. J. Hodges [11] with the name of
Non commutative deformations of type A-Kleinian singularities.
Examples of GWA are, n-th Weyl algebras, U(sl2), primitive quotients of U(sl2),
its quantized versions and also the subalgebras of invariants of these algebras under
the action of finite cyclic subgroups of automorphisms.
A GWA over a field k is defined as follows: Let R be an associative noetherian
k-algebra which is an integral domain; A = R(σ, a), with σ ∈ Aut(R) and a a non-
zero central element of R, is the k-algebra generated over R by two generators x
and y with relations :
xr = σ(r)x, ∀r ∈ R
yr = σ−1(r)y, ∀r ∈ R
xy = σ(a),
yx = a.
(1)
The algebra A is a noetherian domain (see [3]).
Concerning the problem of isomorphism between two GWA A = R(σ, a) and
A′ = R(σ, a′) raised in [11], it is known after [5] that:
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• If R = k[h] and σ(h) = h − 1, then A ∼= A′ ⇐⇒ ∃η ∈ k∗, β ∈ k such that
a(h) = ηa′(h− β).
• If R = k[h, h−1] and σ(h) = qh, q ∈ k∗ not a root of unity, then A ∼= A′ ⇐⇒
∃η, β ∈ k∗, m ∈ Z and ǫ ∈ {1,−1} such that a′(h) = ηhma′(βhǫ).
The main result of this paper gives an answer to the quantum case of this problem
for R = k[h]. Namely we obtain the following Theorem.
Theorem 1.1 Set q ∈ k∗ not a root of unity, a1, a2 ∈ k[h] non-constant polyno-
mials and σ(h) = qh. Then there is an isomorphism Φ from the quantum GWA
Aq(a1) = k[h](σ, a1) onto Aq(a2) = k[h](σ, a2) if and only if there exist α, ρ ∈ k
∗
such that a2(h) = ρa1(αh).
The above theorem covers for example the cases of the quantum Weyl algebra Aq1,
k-generated by variables x, y such that xy−qyx = 1, and the algebras Dq,λ defined
in [2], that is, the quotients of the ad-locally finite elements Fq of Uq(sl2) by the
ideal generated by (Ω − λ). The algebra Dq,λ verifies that Aut(Dq,λ) ∼= Aut(Fq).
In this case, our result says that Dq,λ ∼= Dq,λ′ if and only if λ
2 = λ′2.
We also solve the problem of isomorphisms of quantum Smith algebras, generaliz-
ing Theorem 5.4 of [5]. This allows us to treat some cases of Witten’s deformations
of U(sl2) and of conformal sl2 algebras (see [7]).
Finally we give a necessary condition for Morita equivalence of GWA for R = k[h].
This problem has been solved by Hodges [10] for σ(h) = h − 1 and deg(a) = 2.
Here we look at the quantum case for arbitrary a.
The article is organized as follows:
In section 2 we recall the canonical forms of GWA, for R = k[h], separating the
classical case from the quantum one by means of two invariants defined by Alev
and Dumas in [1]. We also rephrase Theorem 3.3 of [5] (isomorphisms between
classical GWA) in terms of the roots of the defining polynomials of the algebras.
We then prove a technical lemma and our main result.
In section 3 we give a necessary condition for Morita equivalence.
We will work over an algebraically closed field k of characteristic zero and all
algebras will be k-algebras. By “domain” we shall mean an integral ring, not
necessarily commutative.
We consider GWA of degree one : A = k[h](σ, a), with σ ∈ Aut(k[h]) and a ∈
k[h] \ {0}, is the k-algebra generated over k[h] by two generators x and y with
relations :
xh = σ(h)x,
yh = σ−1(h)y,
xy = σ(a),
yx = a.
(2)
Anywhere in this text “Morita equivalence” means “k-linear Morita equivalence”,
and morphisms are morphisms of k-algebras.
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We will suppose that a is not constant, because if a = a0 ∈ k
∗, then A is the Ore
extension k[h](x±1;σ, 0) whose properties have been extensively studied.
We want to thank Franc¸ois Dumas for bringing to our attention the article [2].
2 Isomorphism and rational equivalence of GWA.
2.1 General results.
Let us first present “canonical” forms of GWA of degree one and of their fraction
fields.
Proposition 2.1.1 Let A = k[h](σ, a) be a GWA of degree one. Then necessarily
σ(h) = qh − h0 with q ∈ k
∗ and h0 ∈ k, and we have one of the three following
alternatives :
1. σ = id, i.e. (q, h0) = (1, 0), then A is commutative, and Frac(A) is the
(commutative) field of rational functions k(h, x) ;
2. q = 1 and h0 6= 0, then A is isomorphic to k[h
′](σcl, a
′), with σcl(h
′) = h′−1
and a′(h′) = a(h0h
′), and Frac(A) is the first Weyl division algebra D1(k)
(“classical” case) ;
3. q 6= 1, then A is isomorphic to k[h′](σq, a
′), with σq(h
′) = qh′ and a′(h′) =
a(h′ − h0/(1 − q)), and Frac(A) is the quantum skew-field kq(x, h
′) (“quan-
tum” case).
Proof. The first case is obvious. In the second one the “canonical” form is
obtained by setting h′ = h−10 h, and the division algebra Frac(A) is the fraction
field of the k-algebra generated by x and h because y = a(h)x−1. It is also the
fraction field of the k-algebra generated by x and y′ = −h−10 hx
−1, and one easily
checks that [x, y′] = 1, so this k-algebra is nothing but the first Weyl algebra
(because we are in characteristic zero, any homomorphic image of A1(k) is an
isomorphic image).
Suppose now that q 6= 1, the isomorphism σq is obtained by setting h
′ = h+h0/(1−
q), and again because y = a(h)x−1, we see that Frac(A) is the fraction field of the
k-algebra generated by x and h, or by x and y′ = hx−xh = ((1− q)h+h0)x. One
can then easily check that xy′ = qy′x, and these two generators are algebraically
independent over k. ⊓⊔
The following invariants, introduced by Alev and Dumas in [1], separate these
three cases.
Definition 2.1.2 For any associative k-algebra A, one notes :
• G(A) = (A∗)′∩k∗ the trace on k∗ of the derived group from the multiplicative
group A∗ of units in A;
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• E(A) = [A,A] ∩ k the trace on k of the derived Lie algebra from A.
Remark. The space E(A) can only be k or {0}, according to the existence or not
of two elements x, y ∈ A such that [x, y] = 1.
The following proposition separates Weyl division algebras and quantum skew-
fields.
Proposition 2.1.3 1. The first Weyl division algebra D1(k) satisfies :
G(D1(k)) = {1}, and E(D1(k)) = k.
2. Set q ∈ k∗, then the quantum skew-field kq(u, v) satisfies :
E(kq(u, v)) = {0}, and G(kq(u, v)) = 〈q〉,
the multiplicative subgroup of k∗ generated by q.
Proof. These are particular cases of proposition 3.9 and The´ore`me 3.10 of [1]. ⊓⊔
Corollary 2.1.4 The Weyl algebra A1(k) never imbeds in the fraction field of a
noncommutative quantum plane kq[u, v], and vice-versa.
Proof. The proof is direct from proposition 2.1.3. ⊓⊔
Remark. The GWA k[h](σ, a(h)) is isomorphic to k[h](σ−1, a(σ(h))) by (x, y) 7→
(y, x), so k[h](σq, a(h)) ∼= k[h](σq−1 , a(qh)). Because two isomorphic GWAmust be
rationally equivalent, and thanks to propositions 2.1.1 and 2.1.3 we may consider
the isomorphism problem for fixed σ = σcl or σ = σq, q ∈ k
∗.
In the classical case, the isomorphism problem is completely solved by Bavula and
Jordan in [5] in the following way.
Theorem 2.1.5 Let A = k[h](σcl, a1) and B = k[h](σcl, a2) be two classical
GWA, with σcl(h) = h − 1, and a1, a2 ∈ k[h]. Then A and B are isomorphic
if and only if a2(h) = ρa1(ǫh+ α), for some ρ ∈ k
∗, α ∈ k and ǫ ∈ {−1, 1}.
Proof. This is Theorem 3.3 of [5]. ⊓⊔
Let us rephrase this result in terms of the roots of the polynomials a1 and a2 in
the case where these are non-constant polynomials.
Corollary 2.1.6 Let A = k[h](σcl, a1) and B = k[h](σcl, a2) be two classical
GWA, with σcl(h) = h − 1, and a1, a2 ∈ k[h] \ k. Write a1 =
∏n
i=1(h − αi)
and a2 =
∏m
i=1(h− βi) Then the following assertions are equivalent :
1. A and B are isomorphic ;
2. n = m, and there exists τ ∈ Sn such that for all 1 ≤ i, j ≤ n, one has
(αi − αj)
2 = (βτ(i) − βτ(j))
2 ;
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3. n = m, and there exist τ ∈ Sn and ǫ ∈ {−1, 1} such that for all 1 ≤ i ≤ n,
one has αi − α1 = ǫ(βτ(i) − βτ(1)).
Proof. It is clear that by Theorem 2.1.5 the first point implies points 2 and
3. Clearly point 3 implies point 2. So we only have to check that if a1 and a2
satisfy the second point, then we have a2(h) = ρa1(ǫh + α), with ρ ∈ k
∗, α ∈ k
and ǫ ∈ {−1, 1}.
Suppose first that both a1 and a2 only have simple roots. By hypothesis, for
each (i, j) ∈ {1, . . . , n}2 with i 6= j there is ǫi,j ∈ {−1, 1} such that αi − αj =
ǫi,j(βτ(i) − βτ(j)). By Theorem 2.1.5 A is isomorphic to k[h](σcl, a1(−h)), and the
roots of a1(−h) are −α1, . . . ,−αn. So without loss of generality one may suppose
that ǫ1,2 = 1. By reordering the roots of a2, one may also suppose that τ = Id.
Let β = β1−α1. We show now that the βi−β, 1 ≤ i ≤ n are the roots of a1. Since
a1 and a2 have exactly n simple roots, this will show that a2(h) = ρa1(h+ β) for
some ρ ∈ k∗.
By definition β1 − β = α1 is a root of a1, and β2 − β = β2 − (β1 − α1) =
ǫ1,2(α2 − α1) + α1 = α2 is a root of a1 too. Now for any i ≥ 3, we have
αi = α1 − (α1 − αi) = β1 − β − ǫ1,i(β1 − βi) = ǫ1,iβi − β + (1− ǫ1,i)β1.
In an analogous way we show that αi = ǫ2,1βi − β + (1− ǫ2,i)β2. In particular
(1− ǫ1,i)β1 + ǫ1,iβi = (1− ǫ2,i)β2 + ǫ2,iβi.
If ǫ1,i = −1, then 2β1 − βi = (1 − ǫ2,i)β2 + ǫ2,iβi. This last expression equals βi
when ǫ2,i = 1 and 2β2 − βi when ǫ2,i = −1. In the first case, we obtain β1 = βi,
and in the second one, 2β1 = 2β2. Both conditions contradict our hypothesis
concerning the roots of a2.
If ǫ1,i = 1, then αi = βi − β is a root of a1, and we are done.
In the general case, point 2 implies that if αi has multiplicity m in a1, then βτ(i)
has multiplicity m too in a2. Now the proof follows from the case where all the
roots are different. ⊓⊔
2.2 The quantum case.
The isomorphism problem was solved too in [5] for GWA of type k[h±1](σq, a)
with a ∈ k[h±1].
Theorem 2.2.1 Let A = k[h±1](σq, a1) and B = k[h
±1](σq, a2) be two quantum
GWA, with σq(h) = qh, q ∈ k
∗, and a1, a2 ∈ k[h
±1]. Then A and B are isomorphic
if and only if a2(h) = ρh
ma1(αh
ǫ), for some ρ, α ∈ k∗, m ∈ Z, and ǫ ∈ {−1, 1}.
Proof. This is Theorem 5.2 of [5]. ⊓⊔
Let us now consider the quantum GWA k[h](σq , a) with a ∈ k[h]. The preceding
result cannot be used to resolve this case, because its proof relies on the fact that
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h is invertible in k[h±1]. We will see in lemma 2.2.3 that h generates (multiplica-
tively) the set of normalizing elements in k[h](σq , a).
Examples • For a ∈ k∗ we obtain the following localization of the quantum plane
Aq(a) = kq[x
±1, h].
• For deg(a) = 1 the algebra Aq(a) is generated by x and y, and one gets Manin’s
quantum plane kq[x, y] for a = h, and the quantum Weyl algebra A
q
1(k) for
a = h− h0, with h0 ∈ k
∗.
• For deg(a) = 2 and a(0) 6= 0, thanks to the proposition below one can suppose
without loss of generality that a(h) = −q−1/(q−1)h2+q−1λ(q−1)/q′2h−1/(q−1),
for some λ ∈ k, with q′ ∈ k∗ such that q′4 = q. Then the algebra Aq(a) is a partic-
ular subalgebra of the primitive quotient Bq′,λ of the quantum enveloping algebra
Uq′(sl(2)). More precisely (see [2] for details), Aq(a) = Dq′,λ is the canonical image
in Bq′,λ of ad-locally finite elements in Uq′(sl(2)).
Note that the (non-Laurent) polynomial version of the condition appearing in
Theorem 2.2.1 is obviously sufficient to obtain isomorphic GWA.
Proposition 2.2.2 Set q ∈ k∗, and let Aq(a1) = k[h](σq , a1) and Aq(a2) =
k[h](σq, a2) be two quantum GWA of degree one, with σq(h) = qh, and a1, a2 ∈ k[h]
such that a2(h) = ρa1(βh), with ρ, β ∈ k
∗. Then Aq(a1) and Aq(a2) are isomor-
phic.
Proof. The isomorphism is defined by h 7→ βh, x 7→ ρ−1x and y 7→ y. ⊓⊔
We prove now that this condition is necessary.
Notation. For q ∈ k∗, and a ∈ k[h], let A = Aq(a) be the GWA k[h](σq , a). We
fix for all this paragraph q ∈ k∗ not a root of unity, and we assume deg(a) ≥ 1.
Recall that A is Z-graded by deg(h) = 0, deg(x) = 1, and deg(y) = −1 (see [3]),
so that
A =
⊕
n>0
k[h]yn ⊕ k[h]⊕
⊕
n>0
k[h]xn.
The following Lemma is the generalization to arbitrary degree of [2], Lemma 4.5.
Lemma 2.2.3 1. Suppose that a ∈ k[h] is not a monomial. Then the normal-
izing elements of A are the monomials αhn, with α ∈ k and n ∈ N.
2. Suppose that a ∈ k[h] is a monomial. Then the normalizing elements of A
are the monomials αxphn, with α ∈ k and p, n ∈ N, and αyphn, with α ∈ k
and p, n ∈ N.
Proof. Let d ∈ A be a normalizing element. Set Ti = k[h]x
i if i ≥ 0 and
Ti = k[h]y
−i if i < 0, so that A = ⊕n∈ZTn, and write d =
∑i2
i=i1
d˜i, with i1 ≤
i2 ∈ Z, and d˜i ∈ Ti. By hypothesis, there exists s ∈ A such that hd = ds. Write
again s =
∑j2
j=j1
s˜j, with s˜j ∈ Tj . Necessarily hd ∈ ⊕
i2
i=i1
Ti, so we must have
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s = s˜0 ∈ k[h]. Then hd = ds implies hd˜i1 = d˜i1 s˜0 and hd˜i2 = d˜i2 s˜0. Since
hd˜i = q
−id˜ih and q is not a root of unity we get i1 = i2, i.e. d ∈ Ti1 , and
s˜0 = q
−i1h.
Assume i1 < 0, and put ι = −i1 = |i1|, so that d = d(h)y
ι, and ι ≥ 1. There
exists t ∈ A such that xd = dt. Once again the grading of A implies that t ∈ T1,
and we denote t = t(h)x. Then
xd = xd(h)yι = d(qh)(xy)yι−1 = d(qh)a(qh)yι−1.
Similarly,
dt = d(h)yιt(h)x = d(h)t(q−ιh)yι−1a(h) = d(h)t(q−ιh)a(q1−ιh)yι−1.
Now looking at the degree in h of these two elements of Ti1+1 we get t(h) =
t0 ∈ k
∗ and d(qh)a(qh) = t0d(h)a(q
1−ιh). Write a(h) =
∑n
i=n1
aih
i, and d(h) =∑m
i=m1
dih
i, with 0 ≤ m1 ≤ m, 0 ≤ n1 ≤ n (we have n1 < n if a is supposed
not to be a monomial), and an1 , an, dm1 , dm ∈ k
∗. Identifying the term of highest
degree in d(qh)a(qh) and t0d(h)a(q
1−ιh) we get
qmdmq
nanh
m+n = t0dmq
n(1−ι)anh
m+n,
so t0 = q
m+nι. Then identifying the term of lowest degree we get
qm1dm1q
n1an1h
m1+n1 = qm+nιdm1q
n1(1−ι)an1h
m1+n1 ,
so m1 = m+ (n− n1)ι.
Suppose first that a is not a monomial. Then we get a contradiction since n1 < n.
This proves that i1 ≥ 0. Symmetrizing the roles of x and y, one gets in an
analogous way i1 ≤ 0, and finally i1 = 0, and d = d(h) ∈ k[h]. Then the equality
xd = tx becomes d(qh) = d(h)t(h). So t(h) = t0 ∈ k
∗, and d(h) is homogeneous,
i.e. it is a monomial.
Now if a is a monomial we have n1 = n, so m1 = m, and d(h) = dmh
m, i.e. d =
dmh
myι. In the same way if i1 > 0 then d = dmh
mxi1 . At last, if d = d(h) ∈ k[h]
is normalizing then it has to be a monomial.
To end the proof, we just have to check that the announced elements are normal-
izing, which is easily done since σ = σq. ⊓⊔
Remark. Suppose a = αhm. Then Aq(a) is linearly spanned by its normalizing
elements, and can never be isomorphic to a Aq(a2), with a2 not a monomial in
k[h].
When both a1 and a2 are monomials, then Aq(a1) and Aq(a2) are isomorphic if
and only if deg(a1) = deg(a2) (this follows for instance from the computation of
the Hochschild homology of Aq(a), see [9]).
This remark together with the previous results give rise to the following Theorem.
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Theorem 2.2.4 Set q ∈ k∗ not a root of unity, and a1, a2 ∈ k[h] are non-constant
polynomials. Then there is an isomorphism Φ from the quantum GWA Aq(a1) onto
Aq(a2) if and only if there exist α, ρ ∈ k
∗ such that a2(h) = ρa1(αh).
Proof. We saw in proposition 2.2.2 that the condition is sufficient. For the
converse, by the remark above we only have to consider the case where neither a1
nor a2 is a monomial. Denote h, x, y the generators of Aq(a1), and h
′, x′, y′ the
generators of Aq(a2). The isomorphism Φ maps the normalizing elements of Aq(a1)
onto the normalizing elements of Aq(a2). So one necessarily has Φ(h) = αh
′, with
α ∈ k∗. Now from the equality xh = qhx in Aq(a1) we deduce Φ(x)αh
′ = qαh′Φ(x)
in Aq(a2). Just like in the proof of Lemma 2.2.3, thanks to the grading of Aq(a2)
this equality implies that Φ(x) = d(h′)x′, with d(h′) ∈ k[h′]. Considering Φ−1
instead of Φ, one gets in the same way that Φ−1(x′) = e(h)x. So x = Φ−1(Φ(x)) =
d(α−1h)e(h)x implies d(h) = β ∈ k∗, and finally Φ(x) = βx′. Similarly one proves
Φ(y) = γy′, with γ ∈ k∗. Then in Aq(a2) one has
a1(αh
′) = a1(Φ(h)) = Φ(a1(h)) = Φ(yx) = γy
′βx′ = γβa2(h
′),
and we are done. ⊓⊔
Remark. By analogy with corollary 2.1.6, one can write in the non-monomial case
a multiplicative condition on the roots of a1 and a2 equivalent to the isomorphism
of Aq(a1) and Aq(a2).
Example. After the Theorem we can see that Dq,λ ∼= Dq,λ′ if and only if λ
2 = λ′2.
From the proof of this theorem one deduces easily the automorphism group of
Aq(a) in the following way.
Theorem 2.2.5 Suppose a ∈ k[h] is non-monomial. Denote a =
∑n
i=i0
aih
i, with
ai ∈ k and ai0an 6= 0, and define p = gcd(|i − j|, i, j ∈ N, i 6= j, aiaj 6= 0). Then
AutAq(a) ≃ (Z/pZ)× k
∗.
More precisely, any automorphism of Aq(a) is of the form
x 7→ αx, y 7→ γi0α−1y; h 7→ γh,
with α ∈ k∗ and γ a pth-root of unity.
Proof. From the proof of theorem 2.2.4 we can deduce that in the non-
monomial case, any automorphism σ of Aq(a) is defined by σ(x) = αx, σ(y) = βy,
σ(h) = γh, with α, β, γ ∈ k∗. Choose then i > j such that aiaj 6= 0, then from
σ(y)σ(x) = a(σ(h)) one gets γi−j = 1. Then one deduces (for instance using
Euclide algorithm) that γp = 1. Looking at the term of lowest degree in h in these
polynomials one gets β = γi0α−1, where i0 is the valuation of polynomial a(h).
So σ(x) = αx, σ(h) = γh and σ(y) = γi0α−1y.
Conversely, given ω a pth-root of unity in k∗ and α ∈ k∗, one checks easily that
x 7→ αx, y 7→ ωi0α−1 and h 7→ ωh defines an isomorphism of Aq(a). ⊓⊔
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Remark. The previous theorem generalizes the computation of the automorphism
group of Dq,λ made in [2], Theorem 4.6.
In the monomial case, the proof is rather similar to the previous one, but we have
first to check that any automorphism of Aq(k) must send h to γh, with γ ∈ k
∗.
So assume a = anh
n, with n ≥ 1, and an ∈ k
∗.
Proposition 2.2.6 Let σ ∈ Aut(Aq(a)). Then there exist α, γ ∈ k
∗ such that
σ(x) = αx, σ(h) = γh and σ(y) = γnα−1y.
Proof. Thanks to Lemma 2.2.3 we have
σ(x) = αhmxxnxypx , σ(y) = βhmyxnyypy , σ(h) = γhmhxnhyph,
with α, β, γ ∈ k∗, and nxpx = nypy = nhph = 0. From σ(y)σ(x) = anσ(h)
n we
get that nx = ny = 0 ⇒ nh = 0, and px = py = 0 ⇒ ph = 0. Because σ is
surjective we must have nx + ny + nh 6= 0 and px + py + ph 6= 0, so we only have
two possibilities : nxpy 6= 0 or nypx 6= 0.
Consider firstly the case nxpy 6= 0, and assume that py ≥ nx. Then
σ(y)σ(x) = βαhmyypyhmxxnx = βαq∗hmx+myypy−nxynxxnx
= anxn βαq
∗hmx+my+nnxypy−nx,
where ∗ represents some integer.
So σ(h) = γhmhyph , and aσ(h)n = aγnq∗hnmhynph . We have now the following
equalities : {
mx +my + nnx = nmh
py − nx = nph
Now, from yh = q−1hy we get σ(y)σ(h) = q−1σ(h)σ(y), that is
βγq−pymhhmy+mhypy+ph = γβq−1−phmyhmh+myyph+py .
Because q is not a root of unity we get −pymh = −1− phmy. Replacing py by its
expression above we get −(nph + nx)mh = −1 − phmy, that is ph(nmh −my) +
nxmh = 1. Using the first equality above we finally have ph(mx+nnx)+nxmh = 1.
For n ≥ 2 we must have ph = 0 and nx = mh = 1. From mx +my + nnx = nmh
we get then mx = my = 0, and from py − nx = nph we get py = 1.
For n = 1 if ph=0 we get the same conclusion, elsewhere we have ph = nx = 1
and mx = mh = 0. But then mx +my + nnx = nmh is impossible, so we get a
contradiction. Finally for any n ≥ 1 we have σ(x) = αx, σ(y) = βy and σ(h) = γh.
Assuming that py < nx, analoguous computations lead to py = nx = 1, a contra-
diction.
The second case to consider is nypx = 0. The reader may check that once again the
same type of computations lead to expressions of the form “sum of nonnegative
integers = -1”, a contradiction.
At last, because σ(y)σ(x) = aσ(h)n, we get αβ = γn. ⊓⊔
Then one easily obtains the following.
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Corollary 2.2.7 Suppose a(h) = anh
n is monomial. Then AutAq(a) ≃ k
∗ × k∗.
More precisely, any automorphism of Aq(a) is of the form
x 7→ αx, y 7→ γnα−1y; h 7→ γh,
with α, γ ∈ k∗.
⊓⊔
The last part of this section is devoted to some application to Smith algebras.
2.3 Smith algebras.
Let q ∈ k∗ not a root of unity, and σ = σq. We consider the k-algebra R(f) freely
generated by x, y, h modulo relations
xh = σ(h)x, hy = yσ(h), xy − yx = f(h).
where f(0) = 0. This hypothesis ensures that there exists a polynomial a ∈ k[h]
such that f(h) = a(σ(h))− a(h). The algebra R(f) has been studied by S. Smith
in [16]. Note that the polynomial a is determined up to its constant term.
Our interest in this algebra comes from the fact that Aq(a) is the quotient of R(f)
by the two sided ideal generated by Ω = yx − a(h). In particular, R(f) has a
filtration, setting dg(x) = dg(y) = n and dg(h) = 2 (where n is the degree of the
polynomial f), inducing a filtration on Aq(a), and it is clear that the associated
graded algebra of R(f) is the quantum affine space k < x, y, h|xy = yx;xh =
qhx; yh = q−1hy >.
Remark. One can easily check that Frac(R(f)) is the fraction field of the k-
algebra generated over the centre k[Ω] by x and h satisfying xh = qhx.
We will prove the following Theorem, generalizing Theorem 5.4 of [5].
Theorem 2.3.1 Suppose that we have two Smith algebras, R(f1) and R(f2), with
the above notations. Then there is an isomorphism Φ between them if and only if
there exist α ∈ k, β, ρ ∈ k∗ such that a1(h) = ρa2(βh) + α.
Proof. It is easy to show that the centre of R(fi) is generated by Ωi. The
isomorphism Φ then sends Ω1 to βΩ2 + α, for some β ∈ k
∗ and α ∈ k. So Φ
induces an isomorphism between A(a1 − α) and A(a2). We can now conclude
thanks to Theorem 2.2.4. ⊓⊔
Example. In his article [18], Witten introduces a 7-parameter deformation of
the universal enveloping algebra U(sl2). This deformation is a unital associative
algebra over C, with generators x, y, z satisfying relations
xz = (ǫ2 + ǫ1z)x,
zy = y(ǫ4 + ǫ3z),
yx− ǫ5xy = ǫ6z
2 + ǫ7z,
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where ǫ = (ǫ1, . . . , ǫ7) ∈ C
7. This algebra is denoted M(ǫ).
If
ǫ1 = ǫ3 6∈ {0,−1, 1}, ǫ2 = ǫ4, ǫ5 = 1 and ǫ7 =
2ǫ6ǫ1ǫ2
(ǫ21 − 1)
, (3)
then M(ǫ) is isomorphic to the Smith algebra with generators x, y over C[z],
σ(z) = ǫ2 + ǫ1z and f(z) = a(σ(z)) − a(z) = ǫ6z
2 + ǫ7z, where a(z) is defined up
to a constant by
a(z) =
ǫ6
ǫ21 − 1
z2 −
ǫ6ǫ
2
2
ǫ1(ǫ21 − 1)
z + a0.
By using theorem 2.3.1, this algebra is isomorphic to the Smith algebra with
defining polynomial a(z) = z2 − (ǫ22/ǫ1)z.
If ǫ1 = 1, then a(z) = (ǫ7/(2ǫ2))z
2 − ((ǫ7ǫ2)/2)z + a0, for ǫ2 6= 0, and the algebra
is isomorphic to the Smith algebra with defining polynomial a˜(z) = z2−z. In this
situation ǫ6 must be 0.
If ǫ1 = −1, ǫ6 = 0 and ǫ2 6= 0, 1 then we can choose a(z) = z
2 − z.
Conversely, any Smith algebra with degf(z) = 2 and f(0) = 0 is isomorphic to a
Witten deformation algebra M(ǫ) whose parameters satisfy (3).
Also, a deformation algebra has a filtration. Le Bruyn (cf. [12] and [13]) studied
the algebras M(ǫ) whose associated graded algebra are Auslander-regular. He
proved that they determine a 3-parameter family of Witten deformation algebras,
with defining relations:
xz = (1 + αz)x,
zy = y(1 + αz),
yx− γxy = βz2 + z.
When γ = 1 this algebra is called “conformal sl2-algebra”. When α 6= ±1, it
is isomorphic to the Smith algebra over C[z] with generators x and y, σ(z) =
1+αz, and a(z) = (β/(α2 − 1))z2 + (β/(α(1−α2)))z + a0. We can choose, up to
isomorphism, a(z) = z2 − z/α.
Remarks similar to those ones of the above example for down-up algebras instead
of Smith algebras can be found in [7].
3 Morita equivalence.
3.1 A necessary condition.
The following Lemma provides a necessary condition for Morita equivalence of two
k-algebras.
Lemma 3.1.1 Let A and B be two k-algebras, and assume they are noetherian
domains. If they are Morita equivalent, then their fraction fields Frac(A) and
Frac(B) are isomorphic.
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Proof. The rings A and B are Morita equivalent, that is, the category of
(for example) left A-modules, A −Mod is equivalent to B −Mod. We use now
the Example 10.3.16 of [17]. Let ΣA and ΣB be the collections of morphisms
f ∈ A − Mod (resp. in B − Mod) that become isomorphims after tensoring
over A (resp. B) by idFrac(A) (resp. idFrac(B)). ΣA and ΣB are multiplicative
systems, and the category Frac(A) −Mod is localizing, since the canonical map
M → Frac(A)⊗A M belongs to ΣA, for all M ∈ A−Mod.
Since ΣA∩Frac(A)−Mod consists of isomorphims, we have that Frac(A)−Mod ∼=
Σ−1A (A −Mod). Similar facts hold for B. Also, f ∈ ΣA if and only if its image
under the equivalence functor is in ΣB .
As a consequence Frac(A) and Frac(B) are Morita equivalent rings, but since
they are division rings, the respective endomorphism rings are simple, and then
they are isomorphic. ⊓⊔
Remarks • One may only suppose that one of the algebras is noetherian, because
this is a Morita-invariant property (but not the property of being an integral
domain).
• This Lemma separates up to Morita equivalence the Weyl algebra An(k) from al-
gebras SΛn,n(k) of twisted differential operators on an affine quantum space studied
in [15], where these algebras where shown to have the same Hochschild homology
and cohomology.
Now we apply this Lemma to GWA. Note that simplicity is a Morita invariant
property too, and that a quantum GWA Aq(a) = k[h](σq, a) is never simple be-
cause h is normal and generates a non-trivial two-sided ideal. To have a simple
algebra one may localize by h, and consider A′q(a) = k[h
±1](σq, a). Then one has
the following criteria for simplicity. Note that a Laurent polynomial a(h) can al-
ways be uniquely written as a(h) = hma˜(h), withm ∈ Z, a˜(h) ∈ k[h] and a˜(0) 6= 0.
By roots of a Laurent polynomial a we mean the (non-zero) roots of the associated
polynomial a˜.
Proposition 3.1.2 1. The classical GWA A(a) = k[h](σcl, a) is simple if and
only if the polynomial a only has simple roots, and for any two distinct roots
α and β of a, then α− β 6∈ Z.
2. The algebra A′q(a) = k[h
±1](σq, a) is simple if and only if q is not a root
of unity, the Laurent polynomial a only has simple roots, and for any two
distinct roots α and β of a, there exist no m ∈ Z such that α = qmβ.
Proof. This follows from proposition 2 and corollary 2 of [4]. ⊓⊔
It is clear that, just like in proposition 2.1.1, the algebra A′q(a) = k[h
±1](σq, a) has
fraction field the quantum skew-field kq(u, v). So applying Lemma 3.1.1 together
with the results of the first section we obtain the following.
Proposition 3.1.3 1. A classical GWA A(a1) = k[h](σcl, a1) is never Morita
equivalent to a quantum GWA.
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2. If Aq1(a1) and Aq2(a2) are two Morita equivalent quantum GWA, then 〈q2〉 =
〈q1〉 in k
∗.
3. If A′q1(a1) and A
′
q2
(a2) are two Morita equivalent simple quantum GWA,
then q2 = q
±1
1 in k
∗.
Proof. 1. If A(a1) = k[h](σcl, a1) is Morita equivalent to a noetherian domain
B, then Frac(A(a1)) = D1(k) is isomorphic to Frac(B) by Lemma 3.1.1, and
by corollary 2.1.4 Frac(B) cannot be a quantum skew-field, so B cannot be a
quantum GWA.
Points 2 and 3 are proved in an analogous way, using the invariant G defined in
2.1.2. For the conclusion of point 3, note that in the simple case q1 and q2 are not
roots of unity. ⊓⊔
Remarks. • In the classical case, the Hochschild homology and cohomology are
computed in [8], giving necessary conditions for Morita equivalence linked to the
degree of the polynomials a1 and a2.
• As already mentioned after corollary 2.1.4, the GWA k[h±1](σ, a(h)) is isomor-
phic to k[h±1](σ−1, a(σ(h))) by (x, y) 7→ (y, x). So in point 3 one may conclude
that up to isomorphism we have q2 = q1.
3.2 Remarks about the classification problem.
The classical case.
For a ∈ k[h], let A(a) denote the GWA k[h](σcl, a).
• If deg(a) = 1, then A(a) is isomorphic to the Weyl algebra A1(k).
• If deg(a) = 2, then A(a) is a prime quotient of the enveloping algebra U(sl2),
and the classification up to Morita equivalence is completely solved by Hodges in
[10] by means of the following Theorem.
Theorem 3.2.1 Set a1, a2 ∈ k[h] two polynomials of degree 2 with distinct roots
respectively α1 6= α2 and α
′
1 6= α
′
2. Then the GWA A(a1) and A(a2) are Morita-
equivalent if and only if there exist ǫ ∈ {−1, 1} and m ∈ Z such that α1 − α2 =
ǫ(α′1 − α
′
2) +m.
Proof. This is just a rephrasing in terms of roots of the polynomials of [10],
Theorem 5. ⊓⊔
• If deg(a) ≥ 3, we can prove the following sufficient condition.
Proposition 3.2.2 Set a1, a2 ∈ k[h] two polynomials of degree n ≥ 3 satisfying
the simplicity criterium of proposition 3.1.2(1), with distinct roots respectively
α1, . . . , αn and α
′
1, . . . , α
′
n. Suppose that there exist τ ∈ Sn and (m1, . . . ,mn) ∈ Z
n
such that αi = α
′
τ(i) +mi for all 1 ≤ i ≤ n. Then the GWA A(a1) and A(a2) are
Morita-equivalent.
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Proof. This is a direct consequence of Lemma 2.4 and Theorem 2.3 of [11]. ⊓⊔
This condition is exactly the analogous in degree n of the condition of Theorem
3.2.1. So, as already noted by Hodges, it would be interesting to know a necessary
condition in any degree. Since the condition appearing in the above proposition
is written in terms of the roots of the polynomials, so one may compare it with
corollary 2.1.6.
The quantum case.
We consider the non root of unity case. At this point, we have some necessary
conditions, first by proposition 3.1.3 for Aq1(a1) and Aq2(a2) to be Morita equiva-
lent we must have q2 = q
±1
1 . Moreover the degree of the polynomial used to define
a GWA is linked to its Hochschild homology, computed by Farinati, Solotar and
Sua´rez-A´lvarez in [9]. Then if Aq(a1) and Aq(a2) are Morita equivalent one must
also have that deg(a1) = deg(a2) and the same for the polynomials gcd(a1, a
′
1) and
gcd(a2, a
′
2). We can say too that the sufficient conditions mentioned in proposition
3.2.2 are still true in the quantum case, replacing in Hodges’ proofs ([11], Lemma
2.4 and Theorem 2.3) σcl by σq. Then the condition αi = α
′
τ(i) + mi becomes
αi = q
miα′
τ(i).
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