We give bounds for the second real eigenvalue of nonnegative matrices and Z{matrices. Furthermore, we establish upper bounds for the maximal spectral radii of principal submatrices of nonnegative matrices. Using this bounds we prove that our inequality for the second real eigenvalue of the incidence matrix of a connected regular graph improves a well known bound for the second eigenvalue using Cheeger's inequality.
Introduction
Let IR n;n be the set of n n real valued matrices. Assume that A = a ij ] 2 IR n;n and arrange the eigenvalues of A as follows Re( n (A)) Re( n?1 (A)) : : : Re( 1 (A)): Suppose that A is nonnegative (A 0). Then n (A) = (A) is the spectral radius of A. In many applications one needs to estimate the separation between (A) and Re( n?1 The aim of this paper is to give a di erent type of estimate on the real eigenvalue of A di erent from (A). This estimate is given in terms of spectral radii of principle submatrices of A. Namely, for U < n > let A(U) be the principle submatrix of A whose rows and columns are in U. Set
We then show that any real eigenvalue ; 6 = (A) satis es b n 2 c (A). In the case that A is a symmetric nonnegative matrix, or more generally A is diagonally similar to a nonnegative symmetric matrix (in particular time reversible Markov chains), we have the inequality n?1 (A) b n 2 c (A). For any nonnegative irreducible matrix we show It then follows that our inequality n?1 (A) b n 2 c (A) for the incidence matrix A of a connected regular graph improves a well known bound for the second eigenvalue using Cheeger's inequality, e.g. F2].
For Z{matrices we can get a similar bound for the second smallest real eigenvalue. If we de ne m (A) = min U <n>;jUj=m 1 (A(U)) then we show that any real eigenvalue 6 = 1 (A) of a Z{matrix satis es b n 2 c (A). The paper is organized as follows. In Section 2 we establish our bounds on the second real eigenvalue of nonnegative and Z{matrices. In Section 3 we give upper bounds for s (A) , s = 1; : : :; n. We conclude with an example that shows that our bound is best asymptotically.
Eigenvalue bounds
For n 2 IN set < n > = f1; : : : ; ng and let U = fu 1 ; : : :; u m g < n > be a nontrivial subset of < n > with 1 u 1 < u 2 < : : : < u m n. Thus jUj = m. Before we state our theorem we need some Lemmata which can be obtained from well-known Lemmata for nonnegative matrices (see e.g. HJ]). Lemma 2.1 Let A 2 IR n;n be a Z{matrix. Let x 2 IR n , x 0 and x 6 = 0. If Ax x for some 2 IR then 1 (A) : If A is irreducible and in addition Ax 6 = x then 1 i < j n such that u i u j < 0:
We now state and prove our main result of this section for Z{matrices. Theorem 2.3 Let A 2 IR n;n be a Z{matrix. Then In general one can not get better results as (2.4). One can easily nd reducible matrices A for which the second largest real eigenvalue is equal to b n 2 c (A). In the next section we give an example that shows that inequality (2.4) is best possible asymptotically for irreducible matrices.
The proof of the Theorems 2.4 and 2.3 uses essentially the minima of j j and j j, where = fi 2 < n > j u i > 0g and = fi 2 < n > j u i < 0g and u = u i ] 2 IR n;n satis es Au = u with 6 = 1 (A) or 6 = (A) respectively. Thus we have Theorem 2.5 Let A 2 IR n;n , A 0, 2 IR and u 2 IR n such that Au = u with 6 = (A). Set = fi 2 < n > j u i > 0g, = fi 2 < n > j u i < 0g and let t = minfj j; j jg. Then
If A is positive the inequality (2:5) is strict.
A similar result can be stated for Z{matrices.
Next we will show that one cannot expect inequalities like (2:4) for arbitrary matrices even if they are symmetric.
Assume that A is an n n symmetric (not necessary nonnegative) matrix. Let < n >= U n U 1 ; jU i j = i; i = 1; :::; n. Denote by i;i i;1 the eigenvalues of A(U i ) for i = 1; :::; n. The only conditions on the eigenvalues i;j ; i = 1; :::; n; j = 1; :::; i; are the Cauchy interlacing inequalities i;j i?1;j i;j+1 ; i = 2; :::; n; j = 1; :::; i? 1, see F1] . Assume that A is a nonnegative symmetric matrix. Then Theorem 2.4 implies that b n 2 c (A) n?1 (A). The following example show that the above inequality fails for general symmetric matrices at least for n = 3. Let Clearly, 1;1 = 0 for any U 1 ; jU 1 j = 1. The Cauchy interlacing inequalities applied for U = f1; 2g yield that 3 (A) 1; 1 (A) ?1. Moreover det(A) = 2r. Thus if r < 0 we have that 2 (A) > 0 = 1 (A). We suspect that our theorem fails for any n > 3 for general symmetric matrices.
Our estimate for the second real eigenvalues or for the second largest eigenvalue in the symmetric case halfs the size of the problem. However in any case the right hand side of (2.4) has to be estimated and the principle submatrix has to be found which belongs to the maximal spectral radius. To do so one can use comparison theorems for the spectral radius of nonnegative matrices and every approximation of their spectral radii. As an example we just mention the following approximation which is based on Gershgorin disks.
De ne for A 2 IR n;n and t 2 f1; : : : ; ng Next considerÂ = (Ã +Ã)=2. We have (Â) = (Ã) and (Â; U) = (Ã; U) for all U < n >. The maximal characterization of (Â(U)) implies the inequality (Â(U)) (Ã(U)). In particular, s (Â) s (A). Apply the theorem to the symmetric matrixÂ to deduce the theorem for a nonsymmetric irreducible A.
2
Let G be a connected k ? regular graph. Denote by A its incidence matrix. Observe that A is symmetric, (A) = k and Au = ku; u = (1; :::; 1) T . As A is symmetric we can apply Theorem 2.4 to estimate from above n?1 (A). We can estimate b n 2 c (A) using The above inequality shows that the upper bound given by Theorem 2.4 is better then the standard Cheeger's upper estimate for n?1 (A) as given by the right-hand (3.6). Consult with F2] for the references on the Cheeger's inequality.
In the following example we compare our bound (2.4) with Cheeger's bound -the right part of (3.6).
Example 3.2 For n > 2 let
