sociation of covariates with allele frequencies and whether these associations 'explain' departures from HWE when the covariates are ignored, opening new strategies to evaluate the quality of genotype data generated by next-generation sequencing assays.
Introduction
Tests for whether observed genotype proportions fit Hardy Weinberg Equilibrium (HWE) have received much attention in population genetics and more recently in analysis of large-scale genotype data. Departure from HWE indicates that the two alleles within subjects are correlated, and this correlation can be parameterized in terms of a fixation index [1] . When evaluating the quality of single nucleotide polymorphisms (SNPs) measured in genome-wide association studies, it is common practice to use tests for HWE as a way to filter out poor-quality SNPs, expecting that extreme departures from HWE are due to poorly called genotypes. An example might be a SNP that has common alleles, yet no heterozygotes. In some studies, however, an unusually large number of SNPs might depart from HWE, indicated by an overall departure of the distribution of the observed HWE statistics from the large-sample theoretical 2 1 distribution, displayed as a quantile-quantile plot. When this occurs, exploratory analyses might be used to determine whether major factors, such as institutional source of DNA, or sample preparation, could explain departures from HWE. This becomes challenging when the factors are continuous variables, or when there are many potential factors, because all existing tests for HWE are based on counts of genotypes, and the genotype counts in turn are assumed to be determined by allele frequencies that are constant. If, in fact, the allele frequencies are continuous functions of explanatory factors, then testing departures from HWE becomes challenging.
We developed new approaches to model allele frequencies as functions of covariates and used these models to test whether there is residual correlation between the two alleles of subjects; lack of residual correlation supports the null hypothesis of HWE, but conditional on how the covariates influence the allele frequencies. In our developments, we used both theory and simulations to refine our approach. A significant challenge was to allow for small allele frequencies, which can invalidate largesample statistical tests. Nonetheless, simulations and theoretical insights showed that a simple strategy can be used with widely available software.
Methods

Background
To simplify notation and the development of our models, we focus on a locus with only two alleles, which cover the majority of SNPs used in studies today. We also focus on samples with unrelated subjects. We later remark how our models could be extended to more than two alleles, and to pedigree-based analyses. But, before we describe our regression approach, we first review some basic statistical foundations for genotype probabilities when there is Hardy Weinberg Disequilibrium (HWD). Suppose that a locus has the two alleles A and a , with allele frequencies p and q = 1-p . Although not necessary, one could view A as the 'major' allele and a as the 'minor' allele, where q ! p . As described by Weir [2] , the three genotype probabilities are determined by the allele frequencies and the disequilibrium coefficient, D : Now, to motivate our modeling, recognize that each genotype can be represented by two allele indicators, y 1 and y 2 , each of which has a value of 0 (for the A allele) or 1 (for the a allele). The joint distribution of the pair ( y 1 , y 2 ) is represented by the above genotype probabilities. It is important to recognize that ( y 1 , y 2 ) is unordered, because we typically do not know the parental origin of each allele, which is why the probability for the heterozygote, P Aa , has a factor of 2. So, to describe the joint distribution for ( y 1 , y 2 ), we 'split' P Aa equally, as illustrated in table 1 . From the joint distribution of ( y 1 , y 2 ), it is straightforward to show that E [ y 1 ] = E [ y 2 ] = p and Var ( y 1 ) = Var ( y 2 ) = pq , as expected. More important for our discussion, Cov (y 1 , y 2 ) = D. This emphasizes that departures from HWE do not influence estimates of allele frequencies, but rather influence the covariance of the two alleles within subjects. We use this perspective to formulate regression models with two aims: (1) to determine which covariates influence allele frequencies and (2) to test the null hypothesis that the residual correlation of allele indicators is zero, supporting HWE.
Regression Models for Subject Level Covariates
When covariates are measured at the subject level, we can model the influence of covariates on allele frequencies using standard software for generalized linear models, such as glm in the R software environment. For this approach, let g i denote the coded genotype for subject i having values of 0, 1, 2, for the count of the number of minor alleles. A regression model for the influence of covariate vector x i on the allele frequency can be fit by converting g i to a proportion, y i = g i /2, using a weight of 2 (for the 2 alleles per subject), and using quasi-binomial to allow for estimation of the scale parameter in logistic regression; in ordinary logistic regression with binomial data, the scale parameter has value 1. By using quasi-likelihood, we allow for residual correlation between alleles, which translates to over-dispersion captured by estimating the scale parameter in the quasi-likelihood. This allows one to test whether covariates have a statistically significant association with allele frequencies, adjusting for the possibility of residual correlations. An example of the method in R is given below. glm(y ϳ x, weight = rep(2, length(y)), family = quasi-binomial).
A few remarks on alternative regression strategies are worthwhile. Simulations (not shown) illustrated that type I error rates for testing the regression coefficients when ignoring the over-dispersion can be inflated. We also evaluated the utility of multinomial regression, a possible strategy for genotype categories with three levels. Yet, we found several limitations of multinomial regression. First, for each covariate in the regression model, there are two regression coefficients, because of the three levels of g (one level is treated as a baseline). This means that multinomial regression will have twice the number of covariates as logistic regression, possibly weakening power to detect the effect of covariates. Second, multinomial regression does not distinguish between the effects of covariates on allele frequencies versus their effects on 
Tests for Uncorrelated Residuals
To test the null hypothesis that the residuals are uncorrelated, we considered two general approaches: (1) Fisher's transformation for the correlation coefficient of the residuals, and (2) various C ( ␣ ) statistics to detect departure from binomial variance. It is important to understand that testing correlation of residuals for a subject's alleles is equivalent to testing for over-dispersion in logistic regression, and that over-dispersion can be caused by a number of factors, including omission of covariates, miss-modeling of covariates (e.g. assuming linear influence when quadratic is needed), the wrong link function in glm , or the existence of large outliers. Hence, before testing for uncorrelated residuals, or binomial variance, care is needed to be sure that measured covariates are adequately modeled and large outliers are adequately handled.
Fisher's Transformation
We explored the utility of Fisher's transformation to test whether a correlation coefficient differs from zero, because, as we will show, it generalizes the usual 2 goodness-of-fit (GOF) test for HWE. Fisher's transformation is based on the estimated correlation of the allele indicator residuals, r i, j = ( y ij -p i ), where y ij is the binary allele indicator for the j -th allele ( j = 1, 2) of subject i , and p i is the fitted value from the quasi-binomial glm . However, caution is needed on how to compute the correlation coefficient, because heterozygotes are arbitrarily coded as having a pair of allele indicators (1, 0) . In truth, the order of allele indicators should be based on parental origin, and hence randomly (1, 0) versus (0, 1). Or, two pairs of allele indicators could be assigned to each heterozygote, with weights of 0.5 each. Using the order (1, 0) for all heterozygotes falsely introduces correlation. This is because the marginal mean and variance of r i 1 and r i 2 wrongly differ, simply because of the arbitrary order of (1, 0) for heterozygotes. To get around this, we compute the sample moment for the residual cross product by 
We propose using Fisher's transformation for the correlation coefficient to test H o : = 0, resulting in the statistic
Fisher showed that under the null hypothesis, and for a bivariate normal distribution, z has a standard normal distribution. We recognize that the assumption of a bivariate normal distribution might seem problematic for our residuals based on logistic regression. However, without covariates, Fisher's z statistic is nearly identical to the usual 2 GOF statistic commonly used to test HWE. To see this, suppose that o i is the observed count of the number of subjects with genotype i , for i = 0, 1, 2. The usual GOF statistic, which compares each of the three observed and HWEexpected counts, can be expressed as
An alternative way to derive T GOF is based on binary allele indicators, a 1 and a 2 . By creating two pairs for heterozygotes [( a 1 = 1, a 2 = 0), ( a 1 = 0, a 2 = 1)], each with weight 1/2, one can create a 2 ! 2 table to count allele indicators, resulting in table 2 . Applying Pearson's 2 statistic for independence to the counts in table 2 results in T GOF . Now, for two binary variables, Pearson's statistic is also well known to be equal to T GOF = n 2 , where is the correlation coefficient for the binary variables. This illustrates how the usual GOF test for HWE depends on the correlation of allele indicators.
Because Fisher's z has a standard normal distribution under the null hypothesis, z 2 ϳ 2 1 , the same as the distribution of T GOF . Using a second-order Taylor series expansion of z ( ) 2 about = 0 results in z ( ) 2 ; (n -3) 2 , close to T GOF = n 2 . Because of these close statistical properties of the usual GOF test for HWE with Fisher's z statistic for correlation, we evaluated Fisher's method to test for residual correlations among allele indicators after adjusting for covariates.
C( ␣ ) Statistics
Because Fisher's z statistic is based on a heuristic approach and does not account for estimating regression coefficients for the adjusting covariates, we evaluated alternative approaches based on more rigorous theory -C ( ␣ ) statistics for testing departure from binomial variation. Because each subject has two alleles, we can view each subject as representing a binomial random sample of 74 size 2, with binomial probability the predicted allele frequency based on subject-specific covariates. Without covariates, implying a common binomial parameter, others have derived statistics to test departures from the binomial assumption [3, 4] , and have shown that the resulting C ( ␣ ) statistic is optimal against correlated binomial data. The C ( ␣ ) statistic is appealing because it is simple to compute and provides intuition by comparing the empirical variance with the null binomial variance. For our situation with n subjects, each a sample of size 2 alleles, the score statistic for testing the binomial distribution against the ␤ -binomial alternative was derived by Tarone [4] , but we extended it to allow subject-specific allele frequencies ( p i ). The statistic has the form
, where f i is the contribution of the i -th subject to the score equation evaluated under the null hypothesis:
It is easy to verify that under the null hypothesis of binomial data, E [ f i ] = 0, and that for large samples, T Tarone ϳ 2 1 . Through simulations, however, we found T Tarone to have inflated type I error rates for p ! 0.3. Because this was likely caused by the factor 2 p 2 i (1 -p i ) 2 in the denominator of f i , we evaluated a slightly different score:
,
so that S is the empirical residual variance. Noting that S can be written as a quadratic form, S = r r , where r is the vector of residuals, we can view r as having an asymptotic multivariate normal distribution with mean zero and diagonal variance matrix ( V ) with v i = 2 p i (1 -p i ) along the diagonal. This makes it easy to consider the null mean and variance of S :
With these in hand, we computed p values by two different approaches. The first was to create a standardized statistic,
2 / Var o ( S ), and assume that T 1 has an asymptotic 2 1 distribution. The second was to use a Satterthwaite approximation for the distribution of quadratic forms [5] [6] [7] . Here, the distribution of S was approximated by a scaled 2 distribution with the scale and degrees of freedom estimated by the first two moments, E o [ S ] and Var o ( S ) [5] [6] [7] . That is, the scale was estimated as
By simulations, we found expression (1) to work well for the null mean, but the null variance was smaller than the estimate from expression (2). The problem is exacerbated by small p . To obtain more accurate estimates of the variance of S , we used binomial moments to determine the correct variance, which accounts for the binomial kurtosis: 
We recognize that our approach might seem to have limitations, because the above methods do not correct for having estimated the regression coefficients for the covariates. As emphasized elsewhere [8, 9] , it can be important to account for estimating the regression parameters used for the fitted values, because the fitted values will be closer to the observed values, and the residuals will have smaller variances, compared to use of the true regression parameters. For multivariate normal data, this can be easily accomplished by computing P 0 , the projection matrix for the fitted model, P 0 = V -VX ( X VX ) -1 X Y , and using it to compute the null mean and variance of S : E o [ S ] = tr ( P o ), and Var ( S ) = 2 tr ( P o P o ). We evaluate these moments in the statistical tests, but found the statistics to be too conservative (when the factor 2 was used to compute Var ( S )) or too liberal (when the factor 2 was eliminated from Var ( S )). In fact, ignoring the fact that the regression coefficients were estimated, and using Var o ( S ) = ⌺ i v 2 i , worked well in terms of controlling the type I error rate and had reasonable power.
In summary, we chose three statistics to test whether there is residual correlation between alleles, after adjusting for covariates. For the following statistics, we used
Simulations
For the simulations, we varied the total sample size over 50, 100, 200, and 500, and simulated scenarios without and with departures from HWE. In one scenario, we simulated from a single population with departure from HWE, to compare the power of our methods with standard tests for HWE ( 2 GOF and exact test). The level of departure from HWE was determined by D , the fraction of the maximum value of D from table 1 . This way, we could contrast the power of our methods when there is residual correlation with standard tests for HWE.
For other scenarios, we divided the total sample size into equally sized subpopulations (2 or 5). For some of these scenarios, we kept the allele frequency constant over all subpopulations, to evaluate the type I error rates, whether or not adjustment was made for the different subpopulations. In other scenarios, we varied the allele frequencies across the subpopulations within a simulation. This allowed us to evaluate two features of the statistics: (1) without adjustment for the subpopulations (i.e. only an intercept in the regression models), the simulations give an impression of the power of our methods to detect residual correlations induced by a sample of genotypes from a stratified population; (2) with adjustment for the subpopulations, modeled as indicator covariates, the resulting simulations illustrate the type I error rates of our methods after adjusting for subpopulation covariates. This latter was used to evaluate how well the subpopulation covariates could explain away the HWD. From this perspective, correct modeling of the allele indicators should result in independent residuals, so that statistical tests on the residuals provide estimates of the type I error. If a model adequately 'explains' HWD, then the simulated type I error rate should be near the nominal. For all our simulations, we used nominal error rates of 0.01 and 0.05, and 1,000 simulations.
When varying allele frequencies across subpopulations, we fixed one subpopulation to have an allele frequency of 0.1, and then used equally sized increments to increase the allele frequency of the other subpopulations, up to a maximum specified allele frequency. For example, with 5 subpopulations, and a maximum allele frequency of 0.2, the array of allele frequencies was (0.100, 0.125, 0.150, 0.175, 0.200). The larger the maximum allele frequency, the larger the increments between the subpopulations.
To evaluate our methods for continuously varying covariates, we simulated a normally distributed covariate, x , and then used it to compute a subject-specific allele frequency p based on the logistic model, p = e ␤ 0 + ␤ 1 x /(1 + e ␤ 0 + ␤ 1 x ). The parameter ␤ o was chosen based on a specified 'population' average allele frequency ( p ˉ), and based on the logit transformation:
The parameter ␤ 1 ranged from 0, for type I error, up to 2. From this arrangement, two independent allele indicators were simulated for each subject.
Results
One Population
Simulation results for a single population are illustrated in figure 1 (type I error) and figure 2 (power), based on nominal type I error rates of 0.05. For these results, we illustrate our three proposed statistics, z ( ), T 1 , and T scaled , as well as the commonly used tests for departure from HWE, T GOF and the exact test [2] . Figure 1 shows that the type I error of T scaled can be grossly inflated, while z ( ) and T 1 behave much like the usual test for HWE, T GOF . Note that all statistics tend to be conservative for small minor allele frequency (MAF; 0.01 in our simulations), mainly because many simulated data sets were not informative for such small MAF. Figure 2 illustrates that the power of z ( ) and T 1 is similar to that for T GOF and the exact test. Power for T scaled is misleading because of its inflated type I error rates. Results for a nominal type I error rate of 0.01 were similar to those in figures 1 and 2 (not shown), with the important exception that larger sample sizes were required to avoid inflated type I error rates for small MAF. The general pattern suggested that for sample sizes of at least 100, the type I error rates were close to the nominal level of 0.01 for MAF at least 0.10, and that for sample sizes of at least 500, the type I error rates were adequate for MAF at least 0.05.
Two Populations
Simulations for two subpopulations with common allele frequencies showed that the type I error rates of z ( ) and T 1 were near the nominal rate of 0.05, while T scaled tended to have inflated type I error rates for small MAF, for both unadjusted and covariate adjusted tests (results not shown). Simulations with different allele frequencies across the subpopulations give the power of our three statistics, z ( ), T 1 , and T scaled , to detect allelic correlations when no covariates are modeled, as illustrated in the left panels of figure 3 (note that the y-axis on the left panels ranges from 0 to 1). As for one population, the power of z ( ) and T 1 was close to that for T GOF and the exact test.
The right panels of figure 3 illustrate the type I error rate of the three statistics z ( ), T 1 , and T scaled , as tests for residual correlation after modeling the subpopulations with indicator variables. Note that the y-axis for the right panels ranges from 0 to 0.10. These results illustrate that z ( ) tends to have grossly inflated type I error rates, T scaled tends to be conservative, and T 1 fluctuates as being slightly conservative in some situations and slightly anticonservative in others. The larger the sample size, the closer the error rate of T 1 approximates the nominal level of 0.05. The conclusions for simulations with a nominal type I error rate of 0.01 (results not shown) were similar to those summarized in figures 2 and 3. 
Five Populations
Simulation results for five subpopulations were generally consistent with those for two subpopulations. The left panels of figure 4 illustrate the power of the various tests to detect allelic correlations when no covariates are modeled, and the right panels illustrate the type I error rates for residual correlations after adjusting for the five subpopulations via indicator variables. Again, we find that z ( ) tends to have grossly inflated type I error rates, T scaled tends to be conservative, and the error rate of T 1 fluctuates about the nominal level of 0.05, with less fluctuation for larger sample sizes. Similar conclusions were made for simulations with a nominal type I error rate of 0.01 (results not shown).
Quantitative Covariate
For the normally distributed x covariate, we present in figures 5 and 6 the power to detect departures from HWE when no covariates are modeled, as well as the type I error rates to detect residual correlations when the x covari- ate is included in the model. Figure 5 gives results for when the average allele frequency is 0.05, and figure 6 for when the average is 0.2. These figures illustrate that our three evaluated statistics, z ( ), T 1 , and T scaled , have power that is similar to T GOF and the exact test. For testing residual correlations, we find the type I error rates to be grossly inflated for z ( ), yet close to the nominal for both T 1 and T scaled . Similar conclusions were made for simulations with a nominal type I error rate of 0.01 (results not shown).
Discussion
Because testing for departures from HWE has become widely used to evaluate the quality of SNP genotypes, and because large-scale studies are often mixtures of subpopulations with different allele frequencies, it is worthwhile to evaluate whether any observed departures from HWE can be attributed to measured covariates. Without the types of modeling we have suggested, the alternative would be to stratify a sample into mutually exclusive sub- within small subgroups. In contrast, our modeling approach provides much flexibility on ways to model the influence of covariates on allele frequencies, even geographic spatial structure [11] , as well as a global test for residual correlation of alleles.
By iterating between large sample approximations of the distribution of our proposed methods and simulations, we propose the simple T 1 statistic as a way to test groups, and either perform a global stratified test for HWE [10] , or perform separate tests for the different subgroups. The global stratified test achieves the same objective as our proposed test for residual correlation, yet without the flexibility of the modeling approach that allows multiple covariates, some of which could be quantitative. Performing separate tests for HWE within different subgroups is plagued by multiple testing and weak power for residual correlations between alleles, after adjusting for covariates. This statistic is intuitively appealing, because it directly compares the empirical variance with the binomial expected variance, illustrated by the numerator of T 1 expressed as [ ⌺ i ( g i -2 p i ) 2 -2 p i (1 -p i )] 2 . The denominator, the variance, was challenging to determine, yet in the end the simple variance ⌺ i [2 p i (1 -p i )] 2 worked best. Through simulations, we showed that using T 1 to test for residual correlations resulted in type I error rates that were close to the desired nominal rate, and that T 1 had power to detect HWE that was similar to the commonly used tests, T GOF and the exact test. In contrast, our other evaluated statistics, z ( ) and T scaled , performed poorly in terms of type I error rates.
Throughout our developments and simulations, we assumed a locus with only two alleles, which covers the majority of genetic markers used in modern large-scale genetic studies (i.e. SNPs). Yet, it would be appealing to account for more than two alleles. This could be achieved by using the multinomial distribution to model the influ- 
