In this paper we perform a study using the Maximum Likelihood Ensemble Filter, MLEF, developed at the Cooperative Institute for Research in the Atmosphere (CIRA), Colorado State University (CSU), and Florida State University (FSU), with CSU's 2-dimensional shallow water equations model on the sphere. The aim of this study is to find the optimal number of ensemble members, with respect to the root mean square (rms) error of the three state variables in the shallow water equations model, such that the rms error is a minimum. After ascertaining this number, we vary the size of the observations sets for three different Rossby-Haurwitz waves in the shallow water equations model. These waves generate different types of dynamics from fast, shallow motions to fast, tall waves with vortices, to a flow similar to geostrophic balance. We show that, for faster flows, we require less ensemble members than for slow balanced flows. We also present an explanation for this behavior in the form of hybrid Lyapunov-bred vectors.
Introduction
In the field of numerical weather prediction there are two main assimilation methods used in operational or research centres. The first set of methods are the variational (VAR) data assimilation methods, Parish and Derber (1992) ; Lorenc et al (2000) ; Rabier et al (2000) ; Zupanski et al. (2005) ; Rawlins et al (2007) , where a non-linear cost function is minimized to find the most likely state, mode, of the analysis probability density function (pdf), Lorenc (1986) . The second set of methods are the ensemble and square-root approximations to the Kalman Filter, Evenson (2003) ; Tippett et al. (2003) ; Bishop et al (2001) , where the solution is an approximation to the mean of the analysis distribution. Currently these latter methods are more in use in research centres, rather than at the operational centres.
A problem associated with the ensemble based methods is the question of whether or not the optimal number of ensemble members required to obtain a desired order of accuracy in our solutions is dependent on; 1) the dynamical flow of the numerical model, or 2) the number of observations taken of the system. Nearly all of the ensemble based methods are reliant on the sampling structure. Sampling here is meant in the statistical sense where a set of data are taken and used to approximate the moments of the distribution of the random variable. In the ensemble filters an approximation to the true mean is found through an additive average over all the states in the different ensemble members. From this a sample approximation is made to the second order moment, variance/covariance. This implies that the optimal solution could be quite large to fully sample the distribution.
The Maximum Likelihood Ensemble Filter (MLEF), Zupanski (2005) ; ; , does not calculate a sample mean from the ensemble members. The analysis state that the MLEF seeks is the mode, which for linear dynamics and Gaussian statistics is the same as the mean. The mode is found through minimizing a cost function, similar to that in the 3-dimensional variational assimilation method Lorenc (1986) , but projected onto ensemble space, rather than model space. Therefore this filter is dependent on the underlying dynamics of the flow. More mathematical details about the filter are given in Section 2.
As a result of this difference in the MLEF to other square root and ensemble filters, it is desirable to see how the MLEF performs with more advanced models. The MLEF has been successfully tested with the Korteweg-de Vries-Burgers model, which includes nonlinear advection, dispersion and diffusion, Zupanski (2005) , where both linear and non-linear observation operators were used. It has also been tested with CSU's shallow water equations model, Heikes and Randall (1995a; b) ; Ringler and Randall (2002) , with the test case five from Williamson et al. (1992) , which is the geostrophically balanced zonal flow over an isolated conical mountain, . In none of these studies has the impact of the number of ensemble members been investigated.
It should be noted that the two test cases above are quite simple models. Therefore, in this paper a study is performed to investigate the impact on the number of ensemble members required for quite accurate analyzes in the MLEF, with more advanced initial conditions for the same shallow water equations model. These alternative initial conditions are different Rossby-Haurwitz (RH) waves, Hoskins (1973) ; Williamson et al. (1992) , which generate different type of flows, Wlasak (2002) ; Wlasak et al. (2006); Fletcher (2004) . These flows differ from a fast, tall wave, which starts to diverge in the model during the time of the assimilation method, to a tall, slow wave, which is similar to geostrophic balance. The reason why this tall, slow wave is similar to geostrophic balance is because the height profile does not change much over the domain and hence it does not have the feature to diverge. The final wave is a short, fast wave which generates divergence in the flow. More mathematical details about the initial conditions are given in Section 4.
In the experiments undertaken, the optimal ensemble size is defined as the number of ensemble members such that the root mean square (rms) error is smallest. A second indicator is the χ 2 statistic, as defined in Zupanski (2005) . This statistic should be approximately one if the ensembles are using the observations, given their uncertainties, along with the background state, and its associated uncertainties. These measures are defined in Section 3.
The remainder of the paper is as follows: Section 5 has a description of the two sets of experiments that are performed with the filter. The first experiment investigates the number of ensemble members, given a fixed number of observations, required for the errors to be minimized. The second experiment involves a fixed number for the ensemble size with different sizes of observations sets.
In Section 6, results are presented from the experiments described in Section 5. These results are presented in a series of rms error and χ 2 plots. The results that were obtained were not as expected if the MLEF was a sample based filter. For sample based filters, the true evolution is observed to be different from the members of the ensemble, in which the forecast errors are dominated by the problems in the forecasting system, such as model deficiencies, rather than chaotic growth. Therefore, in Section 7 a brief summary of the definitions of Lyapunov vectors, and bred vectors, Kalnay et al (2002) , is provided. From these definitions, it is shown that these structures are implicitly present in the MLEF. Therefore the structures that are observed in the MLEF are consistent with these dynamical features.
This paper is finished with some conclusions and plans for further work in Section 8.
Maximum Likelihood Ensemble Filter (MLEF)
This section provides a brief summary of the MLEF from Zupanski (2005) , as well as the initiation procedure from .
Initiation Step
The procedure that is described below is an initiation technique and not an initialization method.
As with all ensemble filters, the method from which the initial analysis error covariance matrix is calculated is a complicated choice. It has been shown in , that using random perturbations, which could be correlated or uncorrelated, effects the analysis of the MLEF at latter cycles. In a more structured approach is presented.
In an ensemble filter, it is desirable to have ensemble members that do not excite spurious gravity modes in the model, or to have perturbations that are unphysical. Both approaches could cause the filter to diverge.
A more dynamically-based approach to generate the seeds for the ensemble members is described in . This technique, which is used for the experiments shown in this paper, is based upon using the Kardar-Parisi-Zhang (KPZ) equation
where φ is the perturbation and ζ is a random forcing. In the experiments presented later, this forcing is a normal distribution with unit variance.
The reason for choosing this equation is that it is related to the dynamic localization of the Lyapunov vectors. Lyapunov vectors can be viewed as the exponentials of the roughened interface, Pikovsky and Politi (1998) . The KPZ equation generates spatially sparse, uncorrelated, random perturbations. These perturbations are then smoothed through a spacelimited compactly supported function, Gaspari and Cohn (1999) . The correlation length should be realistic to the spatial scales in the atmosphere, or the associated dynamics, that are being modeled.
An important feature to note here is that this approach does not yield the Lyapunov vectors of the shallow water equations models. This approach generates spatial perturbations which are smoothed to a pre-defined correlation length. A full, more detailed study of this approach with the shallow water equations model initialized with test case 5 from Williamson et al. (1992) , can be found in .
The perturbations are calculated for each of the prognostic variables of the model at each latitudinal ring, for spherical coordinates, and for each ensemble member.
Once the perturbations are generated and smoothed, as described above, they are added to the ensemble members at a pre determined time before the start of the first assimilation cycle. The ensemble members are then ran to the start of the first assimilation window.
At this time the initial analysis square root error covariance matrix is calculated. This is described in the next subsection.
Forecast Step
The MLEF comprises of two different stages. The first, the forecast step, is concerned with the evolution of the forecast error covariances. The starting point for this is from the evolution equation of the discrete Kalman filter, Jazwinski (1970) . This equation is given by
where P f is the forecast error covariance matrix, k is the time index, M is the non-linear model evolution operator and Q is the model error matrix which is assumed to be normally distributed. For the purpose of this work this is assumed to be zero. The discrete index, k, is dropped for the remainder of the paper.
A factorization of P f into a square root form can be defined as
The structure of the square-root analysis error covariance matrix, P 1 2 a , is
where N is the number of state variables, S is the number of ensemble members with the assumption that S << N .
Upon expanding (4), the square root forecast error covariance matrix, P 1 2 f , can be expressed as
where x k−1 is the analysis state from the previous assimilation cycle, which is found from the posterior analysis pdf, Lorenc (1986) . Therefore the MLEF evolves the square root analysis error covariance matrix through the ensembles.
Analysis Step
The analysis step for the MLEF involves solving a non-linear cost function, similar to that of Lorenc (1986) , which is based upon a normal assumption for the background variables and the observations.
The associated cost function is defined in terms of P f although this matrix is never calculated or stored in the process of the filter. This then results in
where y is the vector of observations, h is the non-linear observation operator, R is the observational covariance matrix and x b is a background state, such that
To find the minimum of (6), a change of variable is introduced through a Hessian preconditioner, defined by
where ξ is our vector of control variables, defined in ensemble sub-space, and C is the Hessian matrix of (6) which is
where H is the Jacobian matrix of h evaluated at x b .
It may be the case that the observation operator is non-linear, difficult to analytically differentiate, or even discontinuous. To overcome this, information from P f is used to approximate the square root of C, componentwise, as
A new matrix Z is now defined such that
The definition above allows C to be written as
c 0000 Tellus, 000, 000-000
To accomplish the inversion of (I + C), required in (7), the spectral theorem for Hermition matrices, Strang (1980) , is applied. The theorem allows for an orthogonal eigenvalue decomposition of C in the form
where V is a matrix whose columns are orthogonal eigenvectors, and Λ is a diagonal matrix containing the eigenvalues of C.
The final point about the MLEF is the updating of the square root analysis error covariance matrix by
where x opt is approximately the minimum of (6). This update to the covariance matrix is similar in appearance to that in Bishop et al (2001) , but the main difference being that we have not restricted the observation operator to be linear. More details about the MLEF and other similar algorithms can be found in Zupanski (2005) . Another important difference is that, by using the cost function, we are able to allow for non-Gaussian errors. This is possible through the cost functions defined in Fletcher and Zupanski (2006a; b) . One last comment about the difference between the MLEF and some of the other ensemble filters is that, by using (6), then the minimization provides the iterative solution to the non-linear analysis problem, rather than assuming a linear solution, as is the case in the Kalman Filter.
This definition plays an important part in the filter and more explanation is given in Section 7. The final part of the filter is to use the columns of the P 1 2 a matrix to initiate the ensemble members for the next forecast cycle.
An important feature to note here is that the MLEF does not calculate an ensemble mean at any point.
Performance Statistics
As mentioned in the introduction, there are two statistics that are used to identify the optimal ensemble size. The definitions for these two statistics are presented in this section.
Root Mean Square Error
The first statistic is the root mean square (rms) error. This statistic is calculated globally for the three components of the shallow water equations model, geopotential height, h, and the two horizontal wind components, u and v, as
where the superscript n represents the discrete model output from the analysis step of the MLEF, and t represents the 'true' solution, which is a run of the numerical model with no errors added.
If the filter is performing well then it is expected that these statistics should be tending to zero.
χ 2

Statistic
The version that is used with the MLEF is defined in observational space, Ménard et al (2000) ; Zupanski (2005) , as
which can be rewritten as
where
The matrix G in (18) is manipulated in Zupanski (2005) to be in the form of the C matrix's components defined in the Hessian preconditioner. Therefore, the inversion of G can be obtained through the eigenvalue decomposition, which is already calculated in the process of the filter.
The reason to use the χ 2 statistic is to test how well the observered quantities are matching the expected values from the model, Ménard et al (2000) . This is defined in terms of the innovation statistic, y − h (x), and the associated covariance matrix, , is chi-squared distributed with degrees of freedom equal to the number of observations, Ménard et al (2000) . Therefore, by normalizing with respect to the number of observations, the statistic should be equal to one, if the covariance matrices are properly defined, the analysis is quite accurate and is matching the observations.
However, it could be the case that the Gaussian assumption may not be true, or that the covariance matrices have not been correctly defined. Therefore, it could appear that this statistic is diverging. However, it is the rms error statistic that is the primary metric that is used to asses the optimal ensemble size.
Shallow water equations model and initial conditions
In the experiments that are presented in this paper, the spherical version of the shallow water equations are used. These comprise of the horizontal momentum equations, and the continuity equations which are given by
where a is the radius of the Earth, h is the geopotential height, u and v are the horizontal wind components, g is acceleration due to gravity, θ is the angle of latitude, where θ ∈
, λ is the angle of longitude, where λ ∈ [0, 2π), and f is the Coriolis parameter,
given by f = 2Ω sin θ, where Ω is the Earth's rotation rate.
It is the discrete versions of (19) - (21) that is used in the experiments. The numerical model that is used is Colorado State University's model. This model uses a geodesic grid, as described in Heikes and Randall (1995a; b) , with the improved physics, Ringler and Randall (2002) . The numerical grid comprises of tessellating hexagons and pentagons to represent a sphere. The three components, geopotential height and the horizontal wind components, are stored at different parts of the grid. The heights are stored in the centers, whilst the winds are stored at the corners of the polygons.
The initial condition that is used in the experiments is test case 6 from Williamson et al. (1992) . This test case is the Rossby-Haurwitz wave. The initial profile of the wave is given
The four parameters in the definitions above, h 0 , K, R and ω determine different flows of the wave. The first parameters is the initial height field at the poles, h 0 . This value is the minimum of the height field across the whole domain. The strength of the underlying zonal winds, from West to East, is given by ω, K controls the amplitude of the wave, whilst R is the wave number.
The wave is not a solution of the shallow water equations, but is the analytical solution of the barotropic vorticity equations. In the barotropic vorticity model the wave is nondivergent. However, this is not the case when the wave is used as an initial condition for the shallow water equations model.
Experiments
In this section the experiments that are performed to find the optimal number of ensemble members required for the MLEF, given the three different RH waves, is outlined. For all three waves we use R = 4, due to this being the highest, stable wave number for the RH wave, Hoskins (1973) . The three waves that are used, and their associated parameter values, are presented in Table 1 .
The flows that the three test cases generate have different Burger numbers associated with them. This number, given by
where g is acceleration due to gravity, H is some vertical length scale, f is the Coriolis parameter and L is a horizontal length scale, represents the relative importance of the effects of stratification, and rotation. The larger the number, the more stratified the fluid.
For flows with Burger number less than one, then the flow is dominated by rotation.
The other measure that can be considered for the three flows presented is the Rossby number, given by
where U is a velocity scale. The significance of this number is to measure the effects the rotation of the Earth has on the flow. If R o << 1 then the flow is dominated by geostrophic balance, Holton (1992) . Geostrophic balance is interpreted as rotational, non-divergent flow.
If we consider the three test cases that are used in the experiments, then for TC1, B u is greater than 1, but R o is less than one. Therefore we have a stratisfied flow, near to geostrophic balance. For TC2, B u >> 1 and R o > 1, therefore the flow is stratified and divergent. This is due to the faster velocities for this test case. The flow that is generated by TC3 has B u >> 1 and R o << 1. Therefore this flow is a balanced, geostrophic flow.
The initial conditions for TC1 generates a fast, shallow wave. The shalllowness of the wave is refering to the base height of the wave at the pole being 75m. Therefore the maximum height value is 325m. The slowness referred to here arises for the range of the values the winds fields have, which for the u component this is from 0ms Table 2 .
The experiment consists of running the MLEF using the initiation procedure, as described in . The following choices for the number of ensemble members S: 40, 80, 120, 160, 200, 400 and 800 are used. The reason for the multipals of 40 is so that the nodes on the BLUESKY supercomputer at the National Center for Atmospheric Research are efficiently used. These choices also give a wide range of approximations, but will also help to illustrate that the MLEF is not a sample based filter, i.e. we should not obtain better results with more ensemble members.
In the second set of experiments the observational errors, as defined in Table 2 , are still used for the three test cases, but now the number of observations is changed. The breakdown of the observation sets can be found in Table 3 , where N o,h is the number of height observations, and N o,u and N o,v are the number of u and v wind components observations respectively. In the experiment the observation operator is linear, i.e. we are observing the state variables directly, but sparsely.
The number of observations may again appear random, however, this is due to the icosahedral grid that the discrete approximation to the shallow water equations model uses.
As a consequence of this, it is not possible to exactly halve the number of height observations.
The control run set of observations is of size N o = 1025, as used in Experiment 1.
The observations for both sets of experiments are generated from a run of the model without any error added to the initial conditions. Moreover, the error is added to the output at the time of the analysis. The errors are sampled from a Gaussian distribution. It is assumed that the observational errors are uncorrelated, both in time and space. Therefore R is a diagonal matrix.
Results
In this section we present plots of the height rms errors, along with the u and v wind field errors, first, followed by the χ 2 plots, for all three test cases.
Experiment 1
We start with TC1 where, from Fig. 1 , it is quite clear that the errors associated with all of the prognostic variables for the smaller ensemble sizes, have an oscillatory structure c 0000 Tellus, 000, 000-000 to them, S = 40, 80 and 120. This structure is not present when there are 200, or more, ensemble members.
The first criterion that is used to asses the optimal ensemble size is that the rms error should be less than the observational error, Table 2 . We see that for all of the ensemble sizes, the rms error is less than the observational error within a few cycles for the height field, Fig.   1a . For the two wind components, Figs. 1b,c, we see that it is only for the larger ensemble sizes that rms error is less than or equal to the observational error. The second criterion is the obvious one, which is the ensemble size with the smallest rms error. For TC1 it appears that the optimal ensemble size is S = 400 for all three prognostic fields.
The χ 2 plot for this test case is presented in Fig. 4a . From this figure it is clear that only when S = 400 does the statistic stay approximately equal to 1. This is suggesting that the ensemble members are using the information from the observations.
As has been mentioned before, the wave generated in TC2 has quite different dynamics to that of TC1. This Rossby-Haurwitz wave is a fast, tall wave. The surprising result for this test case is that the optimal ensemble size is significantly smaller than for TC1, Fig.   2 . For all three of the prognostic variables the smallest rms errors appears to be occurring when S = 80. The other surprising feature is the increase in the rms error as the ensemble size is increased. A possible explanation for this feature is given in the next section.
The χ 2 plot for this test case is presented in Fig. 4b , where, unlike for TC1, Fig. 4a , as the ensemble size increases there is no dramatic decrease in the statistic. Another important point to note here is that the optimal ensemble size, where χ 2 stays approximately 1, is S = 80 which is consistent with the results from the rms error analysis.
In the final test case, TC3, the associated wave is more of a non-divergent wave, similar to geostrophic balance. The surprising feature here is that a fairly large size ensemble is required to capture the dynamics associated with this wave. From the rms error plots, Fig.   3 , the optimal ensemble size appears to be S = 400, the same as TC1. The other interesting feature is the drastic increase in the rms error when the ensemble size is increased to S = 800.
This effect is present in all three error plots for TC3, Fig. 3 . The same effect is also observed in the χ 2 plot for this test case, Fig. 4 . The statistic is only approximately 1 for S = 400.
The results that have been presented here, for this first experiment, raises many questions which shall be addressed in the next section. However, we now present results from the second experiment, where the number of ensemble members is kept constant at the optimal number identified in the first experiment, but now the total number of observations is varied.
Experiment 2
The second set of experiments are concerned with the same model and initial conditions as for the first experiment, but now the impact on the filter when the number of observations of both the height and wind fields is allowed to vary, is investigated.
Starting with TC1, Fig. 5 , it is clear that the rms error for the height field, given the different sets of observations, is substantially less than that of the observational error. When 
Summary
In this section we have presented results from using the MLEF with CSU's shallow water equations model with three different Rossby-Haurwitz waves as initial conditions. The three waves each generate different types of flows, from geostrophic, TC3, to fast, shallow wave, TC1, to tall, fast dynamical wave, TC2. In Experiment 1 the optimal number of ensemble members, S, has been investigated with respect to the root mean square error for the three prognostic variables, geopotential height, h, and horizontal wind components, u and v. For TC1 the optimal value appears to be S = 400. This value also appears to be the true for TC3. However, the interesting feature is for TC2, where it appears the optimal value is S ≈ 80.
Recalling the definition, and interpretation, of the Burger and Rossby numbers, along with their associations with the three test cases, we see that for flows that have a strong geostrophic component, then the MLEF requires more members in the ensemble to capture the flow correctly. However, for flows that are not dominated by a form of goestrophic balance, then the required number of ensemble members is much smaller. A possible explanation for this behavior, given the underlying flows, is presented in the next section.
The second set of experiments that we have presented results for in this section are associated with taking the optimal ensemble size, as identified in Experiment 1, and changing the number of observations that are used. We saw for TC1 that doubling the number of wind observations reduced the rms error for all three fields. For TC2 we saw that, for all three fields, the set of observations we had used for Experiment 1, gave the best results. This suggests that this test case is more dependent on the height observations, rather than the wind observations. For the final test case there appeared to be a slight conflict. When there was more height observations, then h rms error was smaller, however, there was a significant drop in the rms errors for the u and v components when there was more wind observations. This suggests that best set of observation is when there are equal number of wind and height observations, for this test case.
MLEF and hybrid Lyapunov-bred vectors
In this brief section some mathematical insights are presented into the structure of the MLEF, which was presented in Section 2, but here we highlight the implicit workings of the filter. We start with a brief summary of Lyapunov and bred vectors. The summary of the two types of vectors comes from Kalnay et al (2002) .
Lyapunov and Bred Vectors
Bred vectors were first presented as the finite amplitude, finite time extension of Lyapunov vectors in Toth and Kalnay (1993; 1997) . A clearer mathematical description can be found in Kalnay et al (2002) , where a comparisons is made between bred vectors and Lyapunov vectors. The two different vectors are briefly summarized below.
Lyapunov Vector Generation: For Lyapunov vectors it is assumed that there is an evolving basic solution, f (x, t), that satisfies a set of non-linear model equations that have been discretized in time and space. The associated numerical intergration scheme is represented by
If the initial conditions are perturbed, then the linear evolution of that perturbation is defined by
is the tangent linear model, TLM, or propagator.
Given the descriptions in (25) and (26), then the procedure to calculate the leading Lyapunov vector is to start with the arbitrary perturbation, δf (x, t), and evolve this perturbation through the TLM, (25). After a sufficiently long time the perturbation converges to the leading Lyapunov vector. To find the other Lyapunov vectors other perturbations can be used, but must be orthogonalized at each time step to prevent convergence to the leading Lyapunov vector.
Bred Vector Generation:
The procedure to generate bred vectors starts with an arbitrary perturbation, δf (x, t), of some size, defined by an arbitrary norm. The perturbation is then added to the control solution. This perturbed initial condition is then integrated with the non-linear model to the next time step, and then subtracted from the trajectory of the control run. The evolved perturbation, δf , is given by
The next step is to measure the increase in the size of the evolved perturbation, and then re-scale to create the perturbation for the next non-linear run. In the process of calculating the bred vectors we do not orthogonalize the vectors if we have multiple perturbations.
Therefore all of the bred vectors are related to the leading Lyapunov vector, Kalnay et al (2002) .
We now consider the structure of the MLEF to compare to the techniques described above.
Hybrid Lyapunov-bred vectors
The two main matrices for for the MLEF were given in Section 2. These were the square root analysis error covariance matrix, P 1 2 a , (12) with (8), and the square root forecast error covariance matrix, P 1 2 f , (5). Considering the square root forecast error covariance matrix first, we have
where p j s are the columns of P 1 2 a from the previous cycle. Given the definition for bred vectors in (27), then it is clear that the columns of P 1 2 f are a series of non-linearly evolved perturbations. We must note here that the perturbations that are evolved are those from the square-root analysis error covariance matrix. We now consider how these perturbations are calculated to see how they fit into either the rescaling criterion of the bred vectors generation, or the orthogonalization criterion of separating Lyapunov vectors, or both.
We start be recalling the definition of the Hessian update, (12),
As we can see in (28), the inverse of the Hessian matrix of the cost function is required.
As mentioned in Section 2, this inversion is accomplished through an orthogonal eigenvalue decomposition. Therefore, (28) can be re-written as
where V is the matrix containing the orthogonal basis of the Hessian of the cost function, projected onto the ensemble subspace.
If we now consider the sequence of matrix multiplications in (30), we see that first we apply an orthogonal transformation to P 1 2
f . This transformation could be in the form of any orthogonal transformation, i.e. rotation, reflection, etc, see Strang (1980) or Golub and Van Loan (1996) for more information about the different types of orthogonal transforms. To these new transformed states we rescale with respect to the inverse square root of the Hessian matrix in ensemble sub-space. This is then telling us the directions in which the maximum energy/variability occurs and scale the increments accordingly. We finally transform this new state again by the inverse transform matrix, i.e. V T . Therefore, the reason why the filter is refered to as using a form of hybrid Lyapunovbred vectors is because, the evolution of the perturbations are through the non-linear model, similar to bred vectors, but when we consider the Hessian update we both rescale the perturbations with respect to the directions with the most variance, i.e. the inverse eigenvalues, and apply orthogonal transforms to the perturbations, which is similar to Lyapunov vector generation.
As it appears that the filter has a Lyapunov vector generation component implicitly built in, we start to notice that the performance of the filter is consistent with previous studies with Lyapunov and bred vectors. As mentioned in Kalnay et al (2002) , the more stable the dynamics, i.e. high Burger number, low Rossby number, TC1, or low Burger number, low Rossby number (geostrophic balance), TC3, then there are more equally dominant Lyapunov vectors. The other case study, fast, tall wave with more dynamics involved, showed us that we require fewer vectors/ensemble members, which is again consistent with the behavior of Lyapunov vectors, as seen in previous studies, Lorenz (1996) .
Recently a technique has been developed for the MLEF, and effectively the Ensemble Transform Kalman Filter, that allows for the inflation of the size of the ensemble through using the perturbations at the previous analysis cycle, augmented to the current ensemble. This then introduces temporal information into the ensemble, as well as information about the dominant directions at the previous analysis time, Uzunoglu et al. (2007) . Also in Uzunoglu et al. (2007) , a technique is developed to reduce the size of the ensemble when there are ensemble members who's contribution to the total variance is nearly zero. This is consistent with ensemble members pointing in the same Lyapunov direction, therefore, not adding much to the analysis.
As we see with the larger ensemble sizes, we have the possibility that some of the members may be tending to the same Lyapunov vectors, and hence causing a form of degeneracy in the C matrix. This would imply that we could have an ill-conditioned, but still be symmetric positive definite, C matrix. If an eigenvalue was to be zero, then there would be two ensemble members pointing in the same direction. This could lead to problems with the inversion of the C matrix. The new technique in Uzunoglu et al. (2007) enables us to remove these members, thus resizing and reconditioning the C matrix to remove degeneracy.
Conclusions and Further Work
In this paper we have performed experiments to investigate, and explain more about, the characteristics of the Maximum Likelihood Ensemble Filter, MLEF, Zupanski (2005) . This filter is different from other ensemble filter in that it never calculates the ensemble, sample, mean.
As we never average over the ensemble members, we allow for a more dynamically based statistic, in the form of the mode, to be used to perform the analysis. We have seen that the three different types of flows presented here, TC1; shallow, fast wave, TC2; tall, fast wave and TC3, tall, slow wave (geostrophic balance), require different optimal number of ensemble members to reduce the root mean square (rms) error to a reasonable level. We have seen that for TC1 and TC3 the optimal number appears to be S ≈ 400, whilst for the fast wave of TC2, we see that optimal number is S ≈ 80.
In the last section we provided an explanation for this impact, as it is assumed, in sample theory, that the more ensemble members that you have, the better the approximations to the true moments of the distributions are. We have shown that this is not the case for this filter. The reason for this is the structure of the filter not being based upon sample theory, but rather on a form of hybrid Lyapunov-bred vectors. Therefore, we have a structure to the filter that is dependent on Lyapunov exponent directions.
We also investigated the impact of changing the number of observations with the iden-tified optimal number of ensemble members from the first experiment. We saw that impact was minimal for some of the test cases, but having more height observations did have an impact when the height field drove the flow of the wave, see Wlasak (2002) for detailed analysis of the dominant features of the three waves used.
Although it may appear that we are using a sample approximation to the covariance matrices, we are actually using an singular value decompostion like approximation to the error covariance matrices. This is more consistent with a principal component analysis expansion of a covariance matrix, Sharma (1996) . We never average over the ensemble members to calculate the error covariance matrices, which is done in the ETKF, Bishop et al (2001) , As a consequence of the hybrid Lyupanov/bred vector structure, the optimal size of the ensemble appears to be reliant on the Lyapunov vector structure in the dynamics that the filter is trying to predict. This an important result as this would not be the case if we were taking a statistical sample.
In summary: The MLEF has shown to have a quite different behavior to that of a sample based ensemble filter. We have shown that using a very large size ensemble does not always improve the filter's performance, given the finite set of observations that we have used. We have identified a Lyapunov/bred vector structure to the filter that shows why the number of ensemble members needed to be optimal, with respect to the rms error, does not necessarily have to be too big.
The plan for the future are to test this hypothesis about the Lyapunov-bred vector basis of the filter with more advanced models, like the Weather, Research and Forecasting model, WRF, with the situation described in Kalnay et al (2002) to see if we have the same structures as mention in that paper.
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