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INTRODUCTION 
Considerable interest has recently been in evidence concerning the 
solution of linear algebraic equations whose coefficients and right hand 
sides are not necessarily precisely specified (see [3]-[i’] and the references 
therein). In [3], the author and Mrs. Roberta Smith studied several 
methods for using interval arithmetic to solve such problems. Although 
the best method (for which a program called LSD is given in [7]) we 
studied was considerably better than the straightforward use of interval 
arithmetic (i.a.), it still left something to be desired (see Table 2 of [3]). 
This was particularly true for problems in which the elements of A’ 
and b1 were wide intervals. 
In [3] we were concerned with cases in which A’ and b’ could actually 
be non-interval quantities. The present paper provides no improvement 
in results for this case. The procedure to be described below is directed 
toward the case in which at least one of the elements of A’ and/or b’ is, 
in fact, an interval. It attacks the problem for which the methods in 
[3] (and [7]) were most deficient; i.e., wherein the interval elements 
are wide. We shall see that the additional sharpness of results is obtained 
at the expense of what may be considerable extra computation effort. 
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at Oxford University, Oxford, England. 
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In [5], Oettli presented a procedure, applicable under certain conditions 
(see below), which uses linear programming to solve for the (interval) 
solution vector. In [4], Kuperman showed that under the same conditions 
a solution could be obtained by solving no more than 2n different systems 
of linear equations, where n is the order of the matrix of coefficients. 
These conditions were not necessary in the methods considered in [3]. 
In the following, we shall show how i.a. can be used to remove the 
restrictive condition in what essentially is an interval form of Kuperman’s 
method. In cases in which the data consists of wide intervals, the method 
to be described can yield considerably better results than the LSD program 
in [7], in general. Moreover, it yields bounds on the sharpness of the 
endpoints of the interval answer. 
1. NOTATIONS AND MOTIVATIOK 
We assume the reader is familiar with [2] and [3] and the definitions 
therein. We use a similar notation. 
Let A’ be an interval matrix of order n and let b’ be an interval 
vector or order n. We assume no A E A’ is singular and that all A E A’ 
and b E b’ are real. Let uij (i, j = 1, . . . , +z) be an interval element of 
A’ and let aii E at be the corresponding element of a matrix A E A’. 
We would like to find 
However, this set may not only be difficult to find but also difficult to 
represent. Hence we shall choose to find an interval vector x1 containing 
X. That is, we seek the smallest n-dimensional rectangular parallelopiped 
containing X. 
To illustrate the difficulty of finding X, consider the following example 
for n = 2. Let 
Consider a given point (xi, x2) in the first quadrant where x1 > 0 and 
xa > 0. The left members of the equations comprising A’x = bz can 
be written as 
12,31x, + 10, 11x, = [2x,, 3x,+ xzl 
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and 
[I, 21x, + [Z 31X, = [x1 + 2x,,% + 34. 
If these intervals both intersect the respective interval elements of b’, 
then there exist A E A’ and b E b’ such that Ax = b for the given vector 
x = (x1, ~s)r. That is, x E X if neither [2x,, 3x, + x2] fl [0, 1201 nor 
[xi + 2x,, 2x, + 3x,] fl [60, 2401 is empty. Hence 2x, < 120, 3x, + x2 >, 
0, xi + 2x, < 240, and 2x, + 3x, 3 60. 
The points in the first quadrant for which these inequalities are 
satisfied are points of X. We easily find that these points lie in a polygon 
with vertices at (30, 0), (60, 0), (60, 90), (0, 120), and (0, 20). Repeating 
this process for each of the other three quadrants, we finally determine 
that the set X is a polygon composed of eight straight line segments. 
Traversing this polygon counterclockwise, the vertices are at (30, 0), 
(90, - 60), (60, 0), (60, 90), (0, 120), (- 120, 240), (- 12, 24), and (0, 20). 
Thus even in the two-dimensional case, the set X is complicated. 
(Note, however, that it is a very simple matter to determine if a given 
vector x lies in X.) On the other hand, we can easily represent the smallest 
rectangle xz containing X and having sides parallel to the coordinate 
axes. For our example, this rectangle is given by the interval vector 
In the following sections, we show how to get upper and lower bounds 
on xz 2 X in the general case. 
2. THE METHOD 
Suppose that ax,/aa,, is nonnegative (nonpositive) for all A E A’ for 
some fixed values of i, j, r = 1, . . . , n. Then the component x, of x is 
nondecreasing (nonincreasing) for all A E A’. Therefore, the left (right) 
endpoint of the interval component xf of xz is the solution of a problem 
Ax = b for some A E A’ and b E b’ wherein aij is the left (right) endpoint 
of at. 
As a most simple case, suppose ax,/aa, > 0 and ax,labi > 0 for all 
Y, i, and i (for all A E A’). Then the vector of left endpoints of elements 
of xz satisfies Ax = b where A is the matrix of left endpoints of elements 
of A’ and b is the vector of left endpoints of elements of b’. A similar 
statement holds for the right endpoints. 
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Suppose we examine ax,/aa,, for each value of i and j and determine 
for which elements of aij the partial derivative is nonnegative and for 
which it is nonpositive (for all A E A’). Similarly, we examine ax,/abi 
for each i= l,...,fz. Denote aij = [xii, pi,]. We now form matrices 
P,’ and Q,’ whose elements in position (i, i) is, respectively, 
C$j if iz, 3 0 for all A E A’, b E b’, 
$1 
p~~j = q /?ij if 2. < 0 for all A E A’, b E b’, 
tl 
l&j otherwise ; 
,8cj if ;$; > 0 for all A E A’, b E b’, 
t3 
I I aij otherwise. 
Similarly, we denote bil = [y,, Si] and define vectors c,’ and d,’ whose 
ith element is 
(ri if $ > 0 for all A EA’, bg b’, 
‘ 
ax, 
cii = ( 6i if ab-, < 0 for all A E A’, b E bl, 
z 
(4 
(bi’ otherwise ; 
6, if 2 3 0 for all A E A’, b E b’, 
i 




Suppose we now solve the set of equations 
P,‘y = c,I 
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using interval arithmetic by (say) the LSD program in [7]. (Actually, 
we shall only require the rth component y,’ of the solution vector y’ and 
we can terminate the solution algorithm as soon as yIz is obtained.) 
Denote .x,’ = [u,, v,]. Then the component yIz must contain the left 
endpoint u, of x,‘. This is because in forming P,’ and c,’ we have chosen 
(whenever possible) the endpoint of the a:, and biz (i, j = 1, . . . , n) which 
vields this left endpoint of x,‘. 
Similarly, we solve 
for the rth component .z,‘. This interval contains the right endpoint of 
xIz. Repeating this process for each value of Y = 1, . . . , n, we obtain the 
right endpoints of the elements of x ‘. Actually, of course, because we use 
rounded interval arithmetic we obtain a vector containing xr but not 
precisely equal to xz. This is particularly true since some of the elements 
of P,‘, Qrz, c,', and d,’ may be interval quantities thus giving rise to 
inherent losses of sharpness (see [3]). However, rounding “properly” 
(see [Z]), we obtain strict bounds; i.e., our solution, obtained one element 
at a time (in general), contains x’ without question. 
Note that the element in position (i, i) of P,’ and Q,’ is an interval 
only if ax,/&, = 0 for some A E A’. Hence if the interval elements of 
A’ are not too wide, ax,/&,, is small in magnitude for all A E A’. Therefore 
the use of an interval (instead of noninterval) value for the element in 
position (i, i) of P,’ and Qrz should create very little broadening in the 
rth component of the vectors y’ and z’. 
3. COMPUTING THE DERIVATIVES 
We now consider how to obtain the derivatives required above. 
Consider A E A’ and b E b’ and let x be the solution of 
Ax=b. (8) 
Differentiating with respect to aij, we obtain 
where Ejj is the matrix of order n whose every element is 0 except that 
the element in position (i, i) is 1. Let W = A-l. Then, from (9), 
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ax _=- 
aa,, 
A-‘xjei = - XjWei 
where ei denotes the ith column of the identity matrix. Hence 
ax, 
aa, 
- - w&j (10) 









forr,i= l,..., n. Equations (10) and (11) are the basis of Kuperman’s 
method which we are extending herein. 
In some cases we may have sufficient a priori knowledge to determine 
the signs of ax,jaa,, and ax,jabi. For example, if every A E A’ is an 
M-matrix (see, for example, [S]) then the elements of (A’)-l are non- 
negative. Hence if (say) b: > 0 (i = 1, . . . , n), then x,’ >, 0 (i = 1, . . . , n) 
SO that ax,/aa,, < 0 and ax,/i3bi >, 0 (r, i, j = 1,. . ., n) for all X,E x,‘, 
aij E at, and bi E biz. Note that in this case each P,’ (7 = 1, . . . , n) is the 
same noninterval matrix. Hence we need solve (6) only once. Similarly, 
we need solve (7) only once. 
In general, however, we will not have such information. We now 
consider how the signs of the partial derivatives in (10) and (11) can be 
determined. 
Given our original interval equation A’x = bz, we use (say) a method 
from [3] or [7] to obtain a matrix w’ containing W’ = (A’)-‘. Denote 
the elements of m” by 
““t = [Fij, tiil, (i,j=l,..., 72). 
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If plj > 0, then w,? 3 0 for the inverse II* of any -4 E A’. Similarly, if 
Yij < 0, then uij < 0 for any A E A’. This is the information we need 
to form the vectors c’ and d’ according to (a), (5) and (11). It is, of course, 
possible that (say) ax,/ab, > 0 for some Y and i but that this fact is not 
revealed since 0 E zi$ while 0 4 w:,, because VI will not be sharp. That 
is, we will in general have (A’)-l C w’ without equality holding. However, 
this does not invalidate our results; it merely makes them less sharp 
so that we find I? 1 c’ and d’ 1 d’ where equality may not hold. 
A similar remark holds for the bounds on xj appearing in (10) which 
we now consider. Suppose we solve A’.r: = b’ by the LSD program and 
obtain 5’. Denote Zjr = [Uj, Gjl] and recall x3’ = [u!, ~~1. Since our 
computational method assures xz C XI, we have uj 3 0 if Oj 3 0 and 
vj ,( 0 if tij < 0. In either of these cases, we gain information which can 
be used to determine the matrices P,’ and Q: using (a), (3), and (10). As 
before, we actually compute pi 1 P,’ and 0: 2 Q,’ where equality ma! 
not hold. 
Kuperman’s method and the linear method of Oettli fail if zero is 
contained in any element of P,‘, Qr’, c,‘, or d,‘. In practice, where rounding 
occurs, their methods could not be validated if a condition obtains which 
is equivalent to zero being contained in PI’, a,‘, ?,I, or 8,‘. 
4. EXAMPLES 
To illustrate our ,procedure, we present two examples. The first is 
one in which our method works particularly well and which was solved 
by both Oettli [5j and Kuperman [41. The second cannot be solved 
by their methods. 
Let 
[ 
4.33 - 1.12 - 1.08 1.14- 3.52 
- 1.12 4.33 0.24 - 1.22 1.57 
,4 = 
J [I ’ b= - 1.08 0.24 7.21 - 3.22 0.54 ’ (13) 1.14 ~ 1.22 - 3.22 5.43 - 1.09 
and A’ = A + AA’ where AA’ is the matrix whose every element is 
[ - a, a]. Let b’ = b + Ab’ where every element of Ab’ is [- a, a]. We 
shall solve A’x = b* for a = 5 x 10-s. 
Using the LSD program (which entails 27 binary bit arithmetic with 
double precision accumulation of scalar products), we obtain 
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[1.0407, 1.0518] - 
iO.55667, 0.568921 
[0.10563, 0.11639] 
_[ - 0.23523, - 0.221041  (14) 
where we have “correctly” rounded to six significant decimal digits. Note 
that none of the interval elements contain zero. 
Inverting A’ using the LSD program, we find that no element of the 
inverse contains zero and we obtain the following sign pattern for m”: -+  -’ 
I + + + + + + + + - + + +. 
Combining this information with that from X’, we find using (10) and 
(11) that P, = A + I?,, Q, = A - B,, c, = b + g,, and d, = b - g, 
where 
B, = 
B, = B, = 
B, = 
a a a -a 
a a a -a 
g1 = 
a a a 
-a -a -a 1) -a a 
a a a -a 
a a a -a 
a a a -a 
a a a -a 
r 
& = R3 = 
-a -a -a a 
a a a -a 
g4 = 
a a a -a 








: I> -a -a 
a 
a 
a I a 
For this example, P,‘, Q,‘, ci, and d,’ are expressed in terms of real 
numbers-not intervals. Hence by using interval arithmetic of sufficiently 
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high accuracy, the vectors y’ = u and 2’ = v (and hence x’) can be 
computed by the method in the LSD program to arbitrarily high accuracy. 
In general, this is in contradistinction to the direct use of LSD on the 
original problem. The LSD program was used to solve (6) and (7) for 
P,, Q,, c,, and d, as just given above. The combined results are 
and 
where we have rounded to eight significant digits. We have used the 
following notation : The rth component (Y = 1, . . . , 4) of jj’is the computed 
approximation for the rth component of the solution to Plry = c,‘. An 
obvious similar statement holds for Z’. 
Since 9’ contains u, the left endpoint of XI, and z’ contains v, the right 
endpoint of x1, we have 
0.5688 
XI 
[0.5567 2342, 82871 
= 
[0.1056 8075, 0.1163 60251 
[- 0.23517399, - 0.2210 7420]_ 
(17) 
Examining 9’ and Z’, we see that no endpoint of any interval element 
of x1 can be in error by more than lo-‘. In addition, we know that xK 
is strictly contained in Xr as given by (17). 
We now know that the solution given by Oettli is the best possible 
answer if given to only three digits past the decimal. On the other hand, 
the solution given in [3] and rewritten here as Eq. (14) is not the best 
five significant digit solution. However, it is identical with Oettli’s solu- 
tion when rounded in the same way. 
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As our next example we consider the matrix A’ = A 
44321 
and AA’ has every element equal to [- a, a] where a 1 1 10-4. 
Using LSD, we first solve A’x = b’ obtaining 
‘[ - 4.00682, 4.00682] x 10-4- 
[- 8.01363, 8.013631 x 1O-4 
[- 8.01363, 8.013631 x 1O-4 
[- 8.01363, 8.013631 x 1O-4 
. [0.999399, 1.000613 _ 
E. HANSEiX 
t AA’ where 
(18) 
(19) 
Next we invert A’ and find that the elements of mr are such that 
-$, > 0 (i=l,...,lz), 
@Jf,_, < 0, Gf ,,l. < 0 (i=l,...,n-1), (20) 
OEGtf, otherwise. 
Examining X’ in (19) we see that Z”’ contains 0 as an interior point 
for i = 1, 2, 3, and 4 but not for i = 5. We must proceed as if 0 is interior 
to xi for i = 1, 2, 3, and 4 although we cannot, in general, determine 
in any simple way if it is true. For our present example it is easy, however, 
to show this for all sufficiently small a > 0. 
Combining this information with (20), we use (10) and (11) to obtain 
P,‘, Q:, c,'> andd,‘forr= l,..., n. We thus find the vectors c,’ to be 
-1 - a 
1 1+-a 1 1+&l , 1 + &I 1 +&I 1 
1+a- 1 $-&I 
l-u 1+a L I! 1 L-ta , l-a , 1 + Er 1+a 1 + &I 1 + &I 
-1 +&I 
I 
1 + &I 
1 + &I 1 + &I 
l$_a t 1 +&I 
l-a 
1+a Ji 1 If@ l-a (21) 
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for Y= l,..., 5, respectively, where ez = a[- 1, 11. The vectors d,’ 
are obtained by replacing a by - a in (21). Note a’ is unchanged since 
- a[- 1, l] = a[- 1, l] = E’. The matrices Qrz are the same as A’ 
except in the last column. The last column is identically the same as 
c,’ for Y = 1, . . . , 5. To obtain PI’, we merely replace a by - a in Q,‘. 
We now have the equations Przy = c,’ and Q*‘z = drz to solve for 
7’ and i’, respectively. Using LSD we find that, to six significant digits, 
and 
jl’ = 
-[- 4.00682, - 3.993191 x lo-d- 
[ - 8.01363, - 7.986381 x 1O-4 
[- 8.01202, - 7.986391 x 1O-4 
[- 8.01363, - 7.991181 x 1O-4 
L [0.999399, 0.9994021 
[3.99319, 4.00682] x 10-4- 
[7.98638, 8.013631 x 1O-4 
1’ = [7.98798, 8.013631 x 1O-4 
[7.98640, 8.008821 x 1O-4 
[ 1.00059, 1.00061] _ 
Hence 
‘[- 4.00682, 4.00682 x 10-4- 
[- 8.01363, 8.01363 x 1O-4 
[- 8.01202, 8.01363 x 1O-4 
[- 8.01363, 8.00882 x 1O-4 





The sum of the widths of the interval elements of 2’ as given by 
(19) and obtained by using LSD was 0.00682 approximately. As given 
by the new result (24), the sum of widths is the same to five places past 
the decimal. We have obtained very little improvement. However, we 
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now know that no great improvement is possible. Examination of 9’ 
and ir indicates that no left endpoint of XI, as given by (24) can be increased 
by as much as 3 x 1OW; and no right endpoint can be decreased by 
as much as 3 x 10-s. 
5. COMMENTS 
The procedure we have described makes use of information that 
x, < 0 or x, > 0 whenever possible. Our first effort to obtain this informa- 
tion yields the vector 2’ and the above procedure obtains a new vector, 
say x” which may be sharper. That is it may strictly contain X’. Hence 
it may be that 0 is an interior point of some Xrl but not of E,‘. In this 
case, we could repeat the above procedure using the new information 
to improve P,’ and Q ,I, if possible. If the new approximation containing 
.Y’ provides new useful information of this kind, the procedure could 
be repeated yet again. A maximum of YZ + 1 such uses of the procedure 
could occur. 
A more ambitious but presumably more fruitful addition to the labor 
could be the following: The procedure makes use of information that 
zetij < 0 or wij > 0. It may be that the approximation m” obtained from 
LSD has an element Gfj containing 0 as an interior point while wiJ does 
not. Any column of w’ for which this might be the case could be improved 
(possibly) by the above procedure. Suppose the ith column, ~5;’ is such 
a column. Note that Gil was the solution of A’wi = e,. This equation 
could be treated by the above method. This problem is simpler, in general, 
since the right hand side is a noninterval vector. Once the sharpest 
possible matrix approximating W’ were obtained, the problem A’x = b’ 
could be solved in the manner described above. 
6. CONCLUSION 
We have shown that at the expense of inverting A’, solving A’x = b’, 
and solving at most 2n equations of the form (6) and (7), we can obtain 
both lower and upper bounds on the endpoints of the interval elements 
of XI. Hence, by solving A’x = ej for i 1, . . . , n in this manner, we can 
obtain bounds on the endpoints of the interval elements of @‘)-I. 
With regard to finding XI (but not X), we have obtained results 
equivalent to those of the combined efforts of a contracting error program 
and an expanding error program as discussed by Chartres [l]. However, 
our approach is quite different. 
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