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Fig.1.2 Conceptual illustration of the waste classication scheme[4].
1.1.1.2 我が国における放射性廃棄物の分類と処分方法
我が国では，国際的な放射性廃棄物の処分方法を運用するため，「原子力政策大
綱」（平成 17年 10月 14日閣議決定）において，放射性廃棄物の処理・処分の考
え方を示した．そこでは，「放射性廃棄物は，４つの原則（発生者責任の原則，放
射性廃棄物最小化の原則，合理的な処理・処分の原則，国民との相互理解に基づく
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Table1.2 Disposal methods depending on the classication of radioactive waste.
法令区分 方式 処分区分 処分方法





































































（平成 27年 8月 31日改正）および核原料物質，核燃料物質及び原子炉の規制に関







6 第 1章 序論
Table1.3 Upper limit of radioactive concentration.
放射性 濃度上限値（Bq/t）
核種 浅地中トレンチ処分 浅地中ピット処分 余裕深度処分
14C { 100ギガ 10ペタ
36Cl { { 10テラ
60Co 10ギガ 1ペタ {
63Ni { 10テラ {
90Sr 10メガ 10テラ {
99Tc { 1ギガ 100テラ
129I － { 1テラ

















るクリアランスレベルを Table 1.5 に示す [9, 10]．ウランの加工施設等の廃棄物
については，クリアランスレベルが設定されているものの現行では金属のみの制
度となっている．これまでに，原子炉では，日本原電株式会社東海発電所，中部
電力株式会社浜岡原子力発電所 5 号機のタービン，JAEA JRR-3 のコンクリー
1.1 本研究の背景 7













3H 100 63Ni 100 129I 0.01
14C 1 65Zn 0.1 134Cs 0.1
36Cl 1 90Sr 1 137Cs 0.1
41Ca 100 94Nb 0.1 133Ba 0.1
46Sc 0.1 95Nb 1 152Eu 0.1
54Mn 0.1 99Tc 1 154Eu 0.1
55Fe 1000 106Ru 0.1 160Tb 1
59Fe 1 108mAg 0.1 182Ta 0.1
58Co 1 110mAg 0.1 239Pu 0.1
60Co 0.1 124Sb 1 241Pu 10
59Ni 100 123mTe 1 241Am 0.1

















さらに，地球表面での宇宙放射線，人体内の 40K および IAEA 安全基準で示さ
れる基準値を下回るような自然起源放射性核種（naturally occurring radioactive






























































































10 第 1章 序論
海外では，ウラン廃棄物という枠組みはなく，ウラン廃棄物は他の放射性廃棄











Table1.6 Characters of natural uranium[18].
半減期 天然存在比 比放射能 天然の 1gUの放射能
(y) （at%） (Bq/g) (Bq/g)
234U 2:455 105 0.0054 2:3 108 1:2 104
235U 7:038 108 0.7204 8:0 104 5:7 102





















＊Ｕ-234 は U-238 の子孫核種だが、当初から存在するものは U-238 の崩壊に伴い生成
されるものとは別扱いとした。
３核種合計





































































































































































































































































































































































































































12 第 1章 序論
一度，原子炉の燃料として使用されたウランは再処理後，回収されたウランと
して流通する．このウランの組成は，天然の精製されたウランとは異なり，232U，












processed Uranium: RU）という．いずれも燃料とするために 235U の濃縮を行
う．天然の 235U濃度は 0.711wt%であり，これを超えるものを濃縮ウラン（En-
riched Uranium: EU），下回るものを劣化ウラン（Depleted Uranium: DU）とい
う．原子炉の燃料として使用されるのは 4wt%程度の NUや RUであり，使用済
み燃料の再処理後は 1wt%程度の RUとなる．濃縮工場で発生する劣化ウランは
0.45%程度の NUや RUである．
Table1.7 Weight ratio of uranium isotopes in reprocessed uranium.
　 比放射能 重量比
　 　 (Bq/g) (wt%)
232U 8:3 1011 2:8 10 8
233U 3:6 108 1:7 10 7
234U 2:3 108 2:9 10 2
235U 8:0 104 1.6
236U 2:4 106 0.47































































































































































































































































































トリを推定評価する手法などが用いられている [21, 22, 23, 24]．
日本原燃株式会社六ヶ所低レベル放射性廃棄物埋設センターでは，廃棄確認の
一項目である廃棄体の放射能濃度確認において，難測定核種で，理論計算法，平均

















Fig. 1.9に，サンプルを化学分析し，難測定核種である 63Niと Key核種の 60Co
の放射能濃度の分布を求めた例 [22]を示す．両者ともに対数正規分布を示し，そ
の組成比についても対数正規分布であり，サンプルの代表性に問題がないことが
いえる．63Ni と 60Co の放射能濃度をプロットすると，対数スケールで線形性が





Fig.1.9 Exaples of distribution characteristic of radionuclide concentra-
tion and composition ratio[22].
(a) Radioactivity concentration distribution of 63Ni, (b) r adioactivity concentration
distribution of 60Co, (c) compostion ratio distribution (63Ni/60Co).













Fig.1.10 Scatter diagram for radioactivity concentration of 63Ni and 60Co
on a logarithmic scale[22].






























て，主成分分析による次元削減が多くの研究で見られる [34, 35, 36]．その他に




る例が増えてきている [40, 41, 42, 43, 44]．ただし，放射性廃棄物ドラム缶の放射
能濃度の推定への応用は検討されていない．
















究が多くあり，マススペクトル法 [49, 50, 51]，フーリエ変換赤外（FT-IR）分光法
[52]，紫外可視近赤外（NIR）分光法 [53, 54, 55, 56]およびラマン分光法 [57, 58, 59]
などがある．
放射線スペクトルデータへの適用については，前述の [41, 42]があるが，前処理















種の推定には，SF 法の Key 核種と難測定核種の間の相関関係が利用されること
がある．先行事例として，発電所廃棄物については SF 法の適用可能性について
検討が行われ，原子炉ごとに得られる SFで放射能インベントリを評価してきた．




1.1.2 で示した通り，ウラン廃棄物は，我が国において現在 200` ドラム缶換算
で 11万本以上保管されており，2050年頃までにさらに約 25万本発生すると見込
































第 2章では，最初のステップとして，NUと RUへの 2クラス分類問題の SVM














3 クラスへ適用する際の SVM と RF のアルゴリズムについて検討した．試験結
果の考察から，SVMと RFの分類性能の特徴を明らかにした．


































の 130 (W)  80 (D)  400 (L) mm の NaI(Tl) シンチレーション検出器 2 本，
鉄製の遮蔽容器，ドラム缶の回転台から構成されるQ2 system（CANBERRA社
製）を使用し，測定時間 300秒で，ドラム缶を回転させながら測定した．
Fig. 2.1 に，Q2 system で測定した典型的な NU と RU のガンマ線スペクト
ルデータの例を示す．解像度は低いものの，両方のスペクトルに 234mPa 由来の
1001 keV，766 keVと 235U由来の 186 keVのピークが見られ，RUのスペクトル
では，原子炉内で生成される 232U，236Uの子孫核種であるトリウム系列の 212Pb
と 208Tl由来の 239 keV，511 keV，583 keVのピークが見られる（1チャネル＝
約 4keV）．1～497チャネル（約 0{2000 keV相当）の計数値を使用した．
なお，訓練データには，NU 8点と RU 4点，計 12点を用いた．訓練データの





































Fig.2.1 Typical NU and RU spectra with NaI(Tl) detectors on Q2 system.
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Fig.2.2 Spectra of NU training data.









Fig.2.3 Spectra of RU training data.
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2.3 解析手順








SVM で解くべき 2 次計画法問題を式（2.2）に示す．497 個の説明変数からな
る i 番目の入力データ di とクラス値 yi 2 f+1;  1g をもつ 12 個の訓練データ





Fig.2.4 Support vectors of 2 class data.












:Hyperplane for classification D
Input data space Feature space H

















マッピングのためのカーネルは，ラジアル基底関数カーネル K(di; d) =
exp(  k di d k2)を用いた． は，ガウス分布の半径をコントロールするパラ
メータである． が大きくなると di のカバーする領域が狭くなるため，サポー































iyiK(di;d) + b (2.3)
ここで，集合 I は，訓練データから得られるサポートベクターのインデックス
を示し，bはバイアス項である [63]．
NU とラベリングされている訓練データの場合は，クラス値 yi = 1 とし，
RU とラベリングされている訓練データの場合は，クラス値 yi =  1 とし
た．グリッドサーチによるパラメータサーベイを行ったところ， = 10 3:1 で
C = 101; 102; 103 のとき，訓練データに対するモデルエラー値が最小となっ
た（Fig. 2.6）．本研究では，  を 10 3:1， C は，汎化能力を重視し，マージン
の内側への訓練データの入り込みを一番許容する 10と設定した．
なお，これらのデータは統計解析言語 R[64] で解析した．SVM については，
e1071 パッケージ [65] の svm 関数を使用した．パラメータ設定をした後，SVM
の計算を行うには，0.35 秒かかり，955 点のデータに適用して決定値 D を求め
るには，0.57秒かかった．
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2.4 結果と考察







を示す．Fig. 2.8 の A と B は NU と分類されたが，ラベル上では RU のドラ
ム缶であった．しかし，RU 由来のピークがはっきりとはしていない．同じグラ
フにおける Cは，140チャネル付近に，不明瞭なピークが出ているが，110チャネ
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34 第 3章 RFを用いたウラン廃棄物ドラム缶の分類
3.2 適用データ
JAEA人形峠センターの製錬転換施設の廃水処理工程で発生した中和澱物を封









































log xi+1   log xiP494







xi+2   2xi+1   xiP493







log xi+2   2 log xi+1   log xiP493







プ法 [60, 66] を用いて B 点のデータを抽出し，これを T 回繰り返して，新たな

























②，③で選定する最適なしきい値は，分岐前の t 番目のノード t のジニ係数
GI(t) から左右の下位のノードへの分岐時のジニ係数 GI(tLeft); GI(tRight) との
差である減少度 GI(t) が最大となる序数としきい値の組み合わせであり，ジニ
係数とその減少度は以下の式（3.7）,式（3.8）で導かれる．




GI (t) = GI (t)  (pLeftGI (tLeft) + pRightGI(tRight)) (3.8)
pLeft; pRight は，あるノードに属するデータ数に対する，左または右の下位の
ノードに属するデータ数の割合である．あるノード t におけるクラス C の事後
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本解析では，統計解析言語 R[64]にて行い，RFについては Rの randomForest
パッケージ [67] の randomForest関数を使用した．
3.3.2 検討の手順
全データ 954 点の 1/3 程度を目安に，NU，RU それぞれ 150 点ずつ 300 点の
データをランダムに選び，残りの 654点で分類精度を評価した．300点は，d1 ～
d6の前処理をしたデータにNUまたは RUのクラス情報を組み合わせ，訓練デー




とに調べた．事前に準備した 300 点のデータから，2～300 点（1～150 組）まで
訓練データ数を変化させた．それぞれの訓練データ数で，50回ずつ，訓練データ
セット S をランダムに作成し，分類を繰り返して，正答率を平均した．また，訓
練データセット S からブートストラップ法でサンプリングするデータ数 B を訓






































































































































































































































































Fig.3.4 Accuracy with d1.
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Fig.3.5 Accuracy with d2.






















Fig.3.6 Accuracy with d3.
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Fig.3.7 Accuracy with d4.
















Fig.3.8 Accuracy with d5.
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Fig.3.9 Accuracy with d6.
300 点の訓練データを用いて RF を実行したときのジニ係数の減少度の平均を











































Fig.3.10 Mean decrease in Gini index with d1.
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Fig.3.11 Mean decrease in Gini index with d2.


























Fig.3.12 Mean decrease in Gini index with d3.
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Fig.3.13 Mean decrease in Gini index with d4.


























Fig.3.14 Mean decrease in Gini index with d5.
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となった．この方法では，訓練データ数が 186 点以上のとき，正答率はすべて 1
になり，6種類の前処理方法の中で最適な前処理方法といえる．SVMに比べ，訓








ルデータを用いた分類について SVM と RF の適用可能性を確認した．これまで
の検討では，ウランの起源によりウラン鉱石由来の NU と回収燃料に由来する

















Table4.1 Characteristics of uranium-bearing waste drums used for tests.










CaF2 50 % 195 kg 469
RU Waste water
treatment
CaF2 50 % 228 kg 485
Ra Dissolving of
yellow cake
SiO2 45 % 174 kg 83
*including drum weight
Q2 system で取得したガンマ線スペクトルデータの NU，RU および Ra の典
型例を Fig. 4.1 に示す．3 クラス共通で，234mPa 由来の 1001 keV，766 keV と
235U由来の 186 keVが見られる．RUのスペクトルでは，原子炉内で生成される
232U，236Uの子孫核種であるトリウム系列の 212Pbと 208Tl由来の 239 keV，511
keV，583 keV，861 keVのピークが見られる．Raのスペクトルでは，226Raの子
孫核種である 214Pbと 214Bi由来の 352 keV，609 keV，1120 keV，1765 keVの
ピークが確認できる．また，214Pb 由来の 242 keV，295 keV についてはピーク
が明瞭には確認できないものの，約 55～80 チャネルの範囲に NU および RU と
は異なる形状が観察できる．
4.2 適用データ 51
























{ 242keV and 295keV
Fig.4.1 Typical spectra of NU, RU and Ra with NaI(Tl) detectors on Q2 system.
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4.3 解析手法と手順
4.3.1 入力データの前処理方法
RF への入力データ d は，Q2 system から得られるチャネル（1～495 チャネ
ル）と計数値を第 3章で最適とされた方法（式（4.1））で前処理したものである．
SVM についても，NU と RU への 2 クラス分類において，第 3 章と同じ 6 種類
の前処理方法に対し訓練データ数を変えながら 50回ずつ分類し，比較した．6種
類の前処理方法とは，1) 計数値を規格化，2) 計数値の対数を規格化，3) 計数値
の差分を規格化，4) 計数値の対数の差分を規格化，5) 計数値の差分の差分を規格
化，6) 計数値の対数の差分の差分を規格化する方法である．各方法を比較した結
果，NU と RU への 2 クラス分類に対して，RF での結果と同様に，4) 計数値の
対数の差分を規格化する方法（式（4.1））で一番精度が良くなることを確認したた
め，SVMでも同様の前処理を行った（付録 D参照）．
d = (x1; x2; : : : ; x494)
=
(
log vn+1   log vnP494




ここで， vn は n番目のチャネルの計数値を表し，xn は規格化された計数値の
対数の差分値を表す．
4.3.2 訓練データ
訓練データには，入力データ dにクラス情報 y 2 fNU;RU;Ragを組み合わせ
る．NUと RUへの 2クラス分類に対する前処理方法の比較の際，SVMでは各ク
ラス 5点，計 10点で正答率が安定し，RFでは各クラス 25点，計 50点程度で正
答率が安定していく傾向が見られた（Fig. 4.2）．そのため，それぞれのクラスか
らランダムに 25 点のデータをサンプリングし，残りのデータ（NU 444 点，RU
460点，Ra 58点）で正答率を評価する．
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GI (t) = GI (t)  (pLeftGI (tLeft) + pRightGI (tRight)) (4.3)
pLeft，pRight は，左右の下位のノードに属するデータ数/ノード tに属するデー
タ数で求められる．p (yjt) は，ノード t に属するデータ数に対するクラス y に属
するデータ数の割合 Ny(t)=N(t)で求められる．




しきい値 at と nt との組み合わせを分岐条件とする．その序数 nt での差分値 xnt
について，at と比較して下位の左右ノードに分ける．単一クラスになるまでこの
分岐を続け，単一クラスとなったノードを終端ノードとし，分岐を止める．この作
業を T 回繰り返し，T 本の決定木を作成する．

































































































































































































































































































































































































































番目の訓練データ di とクラス値 yi 2 f+1; 1gをもつM 個の訓練データセット












yii = 0; 0  i  C (4.4)
ここで，i はラグランジュの未定乗数であり，C は訓練データのマージンへの
入り込みの許容量を調整するパラメータである．カーネルは，ラジアル基底関数
カーネル K (di;d) = exp








iyiK(di;d) + b (4.5)
ここで，集合 I は，訓練データから得られるサポートベクターのインデックス
を示し，bはバイアス項である．
分類対象のデータ d を式（4.5）に入力し決定値 D を求める．D > 0 ならば，
「+1」，D < 0ならば「 1」のクラスに分類される．なお，D=0の超平面が境界
面となる．
3 クラスへの分類に対し，2 クラス分類の SVM をそのまま使うことはできな
い．多クラス分類の SVM として，One versus One（1 vs 1）と呼ばれる 2 クラ
スずつ分類する方法（以下，SVM（1 vs 1））と One versus Rest（1 vs R）と呼
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ばれる 1クラスと残りのクラスに分類する方法（以下，SVM（1 vs R））があり，
両方法の比較を行う．本研究において，SVM（1 vs 1）では，NUと RU，NUと
Ra，RU と Ra について決定値を求め，絶対値が最大となる決定値が含まれる対
における 2クラスの分類結果から分類クラスを求めた．SVM（1 vs R）では，NU







494 より m =22
とし，決定木の本数 T をパッケージのデフォルト値より T = 500とした．
SVM における ; C について，= 10 5～105; C = 10 2～105 の範囲でパラ
メータサーベイを行った（Fig. 4.5）．このパラメータサーベイでは，Leave-One-
Out 交差検証法 [29, 48] を用いて，エラー率を求め，最小となるパラメータの組
み合わせを最適なパラメータとした． = 0:001; C = 100 のとき，エラー率が




タ数で算出した．繰り返し回数による正答率の平均の変化を Fig. 4.6～Fig. 4.8
に示す．6000回を超えると正答率が落ち着いたため，繰り返し回数 10000回での
結果で評価することとした．
本解析は，統計解析言語 R[64] にて行い，RF では randomForest パッケージ
[67]，SVMでは e1071パッケージ [65]を使用した．なお，1回の分類モデルの作
成および分類実行にかかる時間は，RFでは 0.8秒，SVM（1 vs 1）では 1.1秒，






















Fig.4.5 Result of parameter survey for SVM. The dark area is the high
error rate area, and the white area is the low error rate area. The circle at
 = 0:001; C = 100 shows the lowest error rate, which is 0.00416.
















SVM (1 vs 1)
SVM (1 vs R)
Fig.4.6 Variation in the mean of accuracies depending on repeat times ((a) NU).
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SVM (1 vs 1)
SVM (1 vs R)
Fig.4.7 Variation in the mean of accuracies depending on repeat times ((b) RU).

















SVM (1 vs 1)
SVM (1 vs R)




を Table 4.2に，正答率の分布を Fig. 4.9～Fig. 4.11に示す．また，この分布を踏
まえ，分類クラスごとに等分散性を仮定しない 2 群の検定であるウェルチの t 検
定を行った．その結果，すべての比較において p 値が有意水準 5% 下回り，有意
な差があった．
NUへの分類については，SVM（1 vs 1）の正答率の中央値が 1.000と最も高く，
標準偏差も SVM（1 vs 1）が最も小さいが，最小値は RFの方が 0.016良い．NU
への分類では，SVM（1 vs 1）もしくは RFの正答率が良いと考えられる．RUへ
の分類については，RFと SVM（1 vs 1）の正答率の中央値が 1.000と最も高く，
標準偏差は RFが最も小さかった．また，最小値も RFが一番良かったため，RU
への分類では，RFの正答率が良いと考えられる．Raへの分類については，SVM
（1 vs R）の正答率の中央値が 0.993と一番大きく，標準偏差も一番小さいが，最
小値は RFの方が 0.028良い．Raへの分類は， RFもしくは SVM（1 vs R）の
正答率が良いと考えられる．以上の結果をまとめると，Table 4.3の通りである．
機械学習による分類を 10000回実行したうち，データごとに誤分類となった回






RF 0.998 0.998 0.002 0.966
NU SVM (1 vs 1) 1.000 1.000 0.001 0.950
SVM (1 vs R) 0.983 0.983 0.019 0.845
RF 0.999 1.000 0.002 0.989
RU SVM (1 vs 1) 0.996 1.000 0.007 0.921
SVM (1 vs R) 0.996 0.983 0.007 0.926
RF 0.978 0.983 0.025 0.845
Ra SVM (1 vs 1) 0.975 0.983 0.024 0.810
SVM (1 vs R) 0.988 0.993 0.016 0.817















Fig.4.9 Distribution of the classication accuracies. White dots show the
medians of accuracies, black boxes show the quantiles, and gray areas show

































Fig.4.11 Distribution of the classication accuracies. ((c) Ra)
Table4.3 Evaluation of comparison with 3 methods.
Method NU RU Ra
RF A A B
SVM(1 vs 1) A B C
SVM(1 vs R) C C B
A: Excellent, B: Fair, C: Not good




でも誤分類となったデータの総数は，RFでは 54点，SVM（1 vs 1）では 110点，
SVM（1 vs R）では 245点となり，RFが総数でも一番少なく，他の方法に比べ
安定して分類できると考えられる．
64 第 4章 3クラス分類に対する SVMと RFの分類性能の比較
(a) RF






















Fig.4.12 Distribution of the number of misclassied times (excluding the
data that were not misclassied). The right top numbers show the total
number of data misclassied. ((a) RF)
(b) SVM (1 vs 1)






















Fig.4.13 Distribution of the number of misclassied times. ((b) SVM (1 vs 1))
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(c) SVM (1 vs R)




























含まれるデータであった．10 点が NU から Ra に誤分類となり，8 点が Ra から
NU に誤分類となった．訓練データに代表性がないものが混入しても通常は淘
汰され分類モデルに影響はでないが，今回の検討では訓練データ数が少なかった
ため，NU の訓練データの中に入り込んだ 226Ra の子孫核種由来の微弱なピーク
の影響があった場合に，Ra から NU もしくは NU から Ra に誤分類されたと考
えられる．
領域Bの 42点中 18点も 226Raの子孫核種由来の微弱なピークが含まれるデー
タで，13点が NUから Raに，5点が Raから NUに誤分類となった．SVMで誤
分類となった領域 Aの 39点および領域 Bの 42点中 23点は，RUから NUまた
は Raに誤分類となった．これらのデータは，1001 keVに相当するチャネルが他
 8 点中 1 点については RF で 1 回のみ NU から RU に誤分類されたが，頻度が少なく理由は不
明である．



























Number of misclassified data
for once
Number of misclassified data
for 100 or more timesSVM (1 vs R)
Fig.4.15 Classication of misclassied data.
のスペクトルデータに比べて右に 10 チャネル程度シフトしていた（Fig. 4.16）．
SVMの両法はチャネルすべてを使用するため，チャネルシフトの影響が大きく，
RF はランダムに選んだチャネルの組み合わせを使うため，チャネルシフトの影
響が小さかったと考えられる．RF のみで誤分類となった領域 F の 5 点のうち，
元ラベルが RU のデータ 4 点はいずれも 232U，236U の子孫核種由来のピークが
弱いため，NUまたは Raに誤分類したと考えられる．
領域 B の 1 点および領域 F の 1 点は， 226Ra 量が多く，明瞭なピークが多



























Fig.4.16 Example of shifted spectrum.
4.5 結言
ウラン廃棄物ドラム缶（NU 469点，RU 485点，Ra 83点）の低解像度ガンマ線



















が異なるウラン廃棄物ドラム缶のガンマ線スペクトルデータを NUと RUの 2ク
ラスへ分類する方法について検討した．廃水処理工程から発生するウラン廃棄物
ドラム缶 967点のうち 12点を訓練データとして，SVMの分類モデルを作成した．


























































主成分分析には，統計解析言語 R[64] の標準組み込みパッケージ stats 中の
princompを使用した．また，カーネル主成分分析については，kernlabパッケー
ジ [71] 中の kpca 関数を用いた．なお，カーネルにはラジアル基底関数を用い，
分散  = 101; 102; 103; 104; 105 とした．結果を Fig. A.1～Fig. A.6に示す．NU
は青，RUは赤，Raは緑としてプロットした．
主成分分析とカーネル主成分分析の  = 10; 102 は似た傾向を示すが，σが大


















































































































































































































































































































































































































80 付録 A 対象データの主成分分析





















させたパターン認識モデルである [28]．付録 A で行った主成分分析で次元削減






























Fig.B.1 Result of parameter survey for neural network.
82 付録 B 対象データのニューラルネットワークによる分類
分類を行う前に，ランダムに選んだ各クラス 80個ずつのデータを用いて，10分
割交差検証法を 10回ずつ繰り返し，最適なパラメータを求めた．入力層と出力層
の間にある隠れユニットが 4，weight decayが 10 4のとき正答率が一番高くなっ
た（Fig. B.1）．
パラメータサーベイ結果を用い，第 4 章と同一の訓練データで，300 回繰り返




TableB.1 Accuracies of all class.
Class
Accuracy
Average Median Variance Minimum
NU 0.678 0.702 0.040 0.090
RU 0.896 0.951 0.017 0.041
















































は EMアルゴリズムを用いて推定する [29, 70, 72]．解析には統計解析言語 R[64]
の mclustパッケージ [73]を使用した．付録 Aで行った主成分分析，カーネル主
成分分析（ = 105）の結果に対し，混合正規分布モデルを用いたクラスター分析
を行った結果を示す．最適な混合正規分布モデルのモデルとクラスター数を求め
るため，それぞれの情報量 BIC（Bayesian Information Criterion）を計算した結
果を Fig. C.1（主成分分析），Fig. C.2（カーネル主成分分析）に示す．
主成分分析については，分散に制約がなく，すべての要素モデルで形が同じとな
る VEVモデルで，クラスター数 6のとき BICが最大となった．比較のため，実
際のクラス数 3の場合についても，VEVモデルでクラスター分析を行った．PC2
と PC3，PC3と PC4での分布を Fig. C.3～Fig. C.8に，対応表を Table C.1およ
びTable C.2に示す．カーネル主成分分析については，分散に制約がなく，すべて
の要素モデルで体積・向きが等しい EVEモデルで，クラスター数 2のときBICが
最大となった．PC1 と PC2 での分布について元のラベルの分布を Fig. C.9 に，
































































Fig.C.2 BIC of Gaussian mixture model for the result of kernel PCA.
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Fig.C.3 Distribution of PCA data with original label (PC2, PC3).




















Fig.C.4 Result of cluster analysis for PCA (PC2, PC3)（Cluster number 6）.
88 付録 C 対象データのクラスター分析

















Fig.C.5 Result of cluster analysis for PCA (PC2, PC3)（Cluster numbe 3）.


















Fig.C.6 Distribution of PCA data with original label (PC3, PC4).
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Fig.C.7 Result of cluster analysis for PCA (PC3, PC4)（Cluster number 6）.


















Fig.C.8 Result of cluster analysis for PCA (PC3, PC4)（Cluster number 3）.
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Fig.C.9 Distribution of kernel PCA data with original label (PC1, PC2).










Fig.C.10 Result of cluster analysis for kernel PCA (PC1, PC2).
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TableC.1 Result of cluster analysis for PCA（Cluster number 6）.
Estimated class
1 2 3 4 5 6
Original Ra 0 0 5 0 0 78
label NU 166 0 8 0 270 25
RU 0 186 15 284 0 0
TableC.2 Result of cluster analysis for PCA（Cluster number 3）.
Estimated class
1 2 3
Original Ra 0 83 0
label NU 0 148 321
RU 485 0 0
TableC.3 Result of cluster analysis for kernel PCA（Cluster number 2）.
Estimated class
1 2
Original Ra 22 61







第 3 章で RF の最適な前処理方法について比較検討を行った．同様に SVM に
対しても最適な前処理方法について比較した．4.3.1 で述べたように，d1～d6 に
ついて比較を行った．
SVM は，e1071 パッケージ [65] の svm 関数を使用し，カーネルにラジアル基
底関数を指定し， = 0:001; C = 10として計算を行った．訓練データセットと
して事前に準備した 300点のデータから 2～300点（1～150組）まで変化させた．
それぞれ，50回ずつ，訓練データセットをランダムに作成し，分類を繰り返して，
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Fig.D.1 Accuracy with d1.





















Fig.D.2 Accuracy with d2.
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Fig.D.3 Accuracy with d3.





















Fig.D.4 Accuracy with d4.
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Fig.D.5 Accuracy with d5.



















Fig.D.6 Accuracy with d6.
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