We present a data pipeline for the newly installed SST/CHROMIS imaging spectrometer. The aim is to provide observers with a userfriendly data pipeline, that delivers science-ready data with the metadata needed for archival. We generalized the CRISPRED data pipeline for multiple instruments and added metadata according to recommendations worked out as part of the SOLARNET project. We made improvements to several steps in the pipeline, including the MOMFBD image restoration. A part of that is a new fork of the MOMFBD program called REDUX, with several new features that are needed and/or used in the new pipeline. The CRISPEX data viewer has been updated to accommodate data cubes stored in this format. The improvements will be made available for CRISP data processing when the new code base takes over the responsibility also for that instrument. The pipeline code, as well as REDUX and CRISPEX are all freely available through git repositories or web download.
Introduction
Scientists working with data from ground-based, high-resolution solar telescopes were for many years required to maintain detailed knowledge about the telescopes and instruments with which their data were collected. With an increasing complexity of instruments and observing sequences during the last decade, this has become increasingly difficult. Only the home institutes of the instruments and a few other, strong groups were able to maintain the necessary knowledge.
Meanwhile, space-based solar telescopes have come with data pipelines that deliver well characterized data, along with metadata that facilitate their interpretation. Such data have then been made available to researchers around the world through web-based virtual observatories with searchable databases. This has significantly increased the scientific use of those data.
In recent years, data pipelines also for the major groundbased telescopes have been made available to observers, making the production of science-ready data a matter of some training and adequate computer resources. Some of these pipelines are the IBIS Software Package (Criscuoli & Tritschler 2014) for the Interferometric BIdimensional Spectropolarimeter (IBIS); CRISPRED (de la Cruz for the CRISP imaging spectropolarimeter; the ROSA data reduction pipeline (Jess & Keys 2017) for the Rapid Oscillations in the Solar Atmosphere instrument (ROSA); sTools (Kuckein et al. 2017 ) for the GREGOR Fabry-Pérot Interferometer (GFPI).
Working within the recently completed SOLARNET project, Haugan et al. (2015) set out to define the metadata needed for the inclusion of ground-based solar data in future Solar Virtual Observatories (SVOs). This adds another level of documentation, based on the expectation that the data will be used without the observers being involved.
With the recent commisioning of the CHROMospheric Imaging Spectrometer (CHROMIS; Scharmer et al. in prep) at the Swedish 1-meter Solar Telescope (SST) 1 , we needed a new pipeline. The new instrument is similar enough to CRISP that it was evident that the CRISPRED code could be used, but it had to be rewritten to remove hard-coded CRISP assumptions. Inclusion of the SOLARNET metadata recommendations required a more thorough rewrite. We decided to fork the CRISPRED code, so observers reducing CRISP data would not be disturbed by the ongoing CHROMISRED developments. When the new code base was fully operational for CHROMIS, it would be easy to adapt it to once again fully support CRISP data, including the metadata.
This paper describes the new CHROMISRED pipeline. The re-adaptation to CRISP data is underway but is not completed as this is written.
Instrumentation

Telescope and AO
The primary optical element of the SST (Scharmer et al. 2003 ) is a singlet lens with a focal length of 20.3 m at 460 nm and a 98-cm aperture. A mirror at the primary focus reflects the light to a Schupmann corrector, which forms an achromatic focus through a field lens (FL) next to the primary focus. See Fig. 1 .
The imaging setup 2 following the Schupmann focus is illustrated in Fig. 2 , in the caption of which acronyms for many op-1 CHROMIS was installed in August 2016. 2 The TM, DM, and RL optics are mounted on a turntable, making it possible to point the horizontal beam in another direction. This is used for observations with TRIPPEL , which is mounted on a separate optical table.
Article number, page 1 of 17 arXiv:1804.03030v1 [astro-ph.IM] 9 Apr 2018 A&A proofs: manuscript no. paper Fig. 1 : Sketch of the SST, from the 1-m lens, via the two alt-az mirrors, the field mirror on the bottom plate (inset A), the Schupmann corrector (inset B), the field lens and exit window (inset A), to the tip-tilt mirror (TM), deformable mirror (DM), and reimaging lens (RL) on the optical table (inset C). The optical path continues in Fig. 2. tical elements are defined. The beam expands (via the TM) to a pupil plane at the location of the bimorph DM. Here, the telescope pupil is re-imaged by the FL located just before the Schupmann focus. The RL makes a converging F/46 beam parallel to the optical table.
The light is split by the 500 nm DC into a blue beam with CHROMIS and a red beam with CRISP. The wavefront for the AO is measured with the WFS in the red beam, while the CT in the blue beam is used to measure image motion corrected with the TM.
CHROMIS
The CHROMospheric Imaging Spectrometer (CHROMIS; Scharmer et al. in prep.; Scharmer 2006 ) is a dual-Fabry-Perot filter system, similar to CRISP but designed for use at wavelengths in the range 380-500 nm and currently without polarimetry. In particular, CHROMIS is optimized for use in the Ca ii H and K lines, which are formed in the upper chromosphere.
The blue light with λ < ∼ 500 nm is transmitted through the DC toward the DBS, that reflects most of the light to the NB beam and transmits the remainder to the WB beam (where it is in turn split between the CT and the two WB cameras). The DBS Light from the telescope enters from upper left. FL = field lens, FS = field stop, TM = tip-tilt mirror; DM = deformable mirror; RL = reimaging lens; DC = dichroic beamsplitter; DBS = double beamsplitter, CT = correlation tracker; AO WFS = adaptive optics wavefront sensor; WB BS = wide-band beam splitter; FPI = Fabry-Pérot interferometer, LCs = liquid crystal modulators; P BS = polarizing beamsplitter, NB = narrowband, WB = wideband, NBT = narrowband transmitted, NBR = narrowband reflected, PD = phase diversity. Distances and angles do not correspond to the physical setup.
was designed to reflect 90% to the NB path but the current DBS does not reflect more than ∼60%. A new DBS with the proper splitting will be installed during the 2018 season. This will improve the SNR in the NB, which will be particularly important in a future polarimetry upgrade of the instrument. The NB path goes through a filter wheel, the filter characteristics are summarized in Table 1 and Fig. 3 . The design FWHM of the FPI NB transmission profile is 8 pm at the Ca ii H and K lines and 10 pm at H-β. However, the measured profile width in Ca ii is estimated to ∼13 pm (Rouppe van der Voort et al. 2017) , which has been traced to a manufacturing error in the etalon reflectivities. New etalons are being manufactured and will be installed before the 2019 observing season.
With the present set of prefilters, CHROMIS can be used in two wavelength regions. One region covers the Ca ii H and K lines. Scanning through the wide Ca ii lines is done through five separate 3-cavity narrowband pre-filters, while simultaneous wideband data, used for context and supporting image restoration, are collected through a single wideband filter with a wavelength between the lines. The other region covers the H-β line, with wideband data collected in the continuum to the blue of the line. The prefilters can be tuned toward the blue by tilting them by small angles, to extend the spectral regions accessible by CHROMIS.
The CHROMIS FPIs are in a telecentric setup, similar to the CRISP FPIs (see discussion by Scharmer 2006) .
The WB re-imaging system makes a beam that is identical to the one after the CHROMIS FPIs. The PD camera collects data approximately 1 wave out of focus for Phase Diversity image restoration.
All three cameras are Grasshopper3 2.3 MP Mono USB3 Vision (GS3-U3-23S6M-C) cameras are manufactured by Point-M.G. Löfdahl et al.: A data-processing and metadata-generating pipeline for CHROMIS and CRISP Notes. CWL = center wavelength at normal incidence, T peak = peak transmission as given by the manufacturer. See also measured transmission profiles in Fig. 3 .
Grey. They are equipped with Sony Pregius IMX174 globally shuttered CMOS detectors with 1920×1200 pixels with 5.86 µm pitch. These cameras are synchronized electronically so there is no need for an external shutter as in CRISP. The plate scale was 0 . 038/pixel during the 2016 and 2017 seasons.
The cameras are currently set to ∼80 frames per second. This generates ∼5 TB of image data per hour.
The Grasshopper3 cameras are not optimal with respect to well depth but were a suitable compromise at the time CHROMIS was installed. New cameras have emerged on the market and will likely be purchased during 2018.
CRISP
Details about the CRisp Imaging SpectroPolarimeter (CRISP) are given by Scharmer et al. (2008) and (with an emphasis on data processing) by de la Cruz . Here follows a brief update.
Before the 2015 season, new ferroelectric LCs were installed, replacing the old nematic LCs. Because they occupy more space on the optical table, they were installed directly after the WB BS rather than in the old position before the PBS.
We have known since 2013 that the CRISP prefilters manufactured by Barr have non-negligible optical power, making the focus vary between the filters. This has since been compensated for by use of a variable focus on the DM, with the unfortunate consequence of making focus errors in the blue beam instead. In practice, this limited most recent CRISP observations to use prefilters that happened to have similar optical power or to not have simultaneous blue data to all CRISP observations. It has proved surprisingly difficult to find a manufacturer who can make new CRISP prefilters with matching power but we have now ordered new ones, to be installed before the 2018 season.
The Sarnoff CAM1M100 cameras are now ∼10 years old. We have four of them, but only three at a time have been used regularly. The fourth has been used as a spare and has only rarely been installed as a PD camera. It now has hardware problems. When we purchase new cameras for CHROMIS, we will likely also replace the CRISP cameras with the same model. A PD camera for CRISP will be installed at that point.
The steps in the reduction of CHROMIS data
The implementation details of the pipeline code are described in Appendix A.
Pre-MOMFBD
The first step in processing SST data for a particular observing day is a setup script, that locates and analyzes the directory tree with the observed data, identifying science data as well as the various kinds of calibration data. A configuration file and a script with the recommended processing steps are then written in a work directory (one per instrument). At this time, the setup script generates such setups, ready for processing, only for CRISP and CHROMIS data. It generates partial setups for TRIP-PEL spectrographic data and TRIPPEL slitjaw data.
Summing of calibration data: darks, flats, pinholes. Make flat cubes. Statistics calculated, allows checking for outliers and removing suspicious frames as described by de la Cruz .
Measure FPI cavity errors. See Sect. 4.2. Pinhole calibration to get geometrical transform to align images from different cameras. See Sect. 4.1.
Prefilter correction and intensity calibration: See Sect. 4.3.
MOMFBD
Two additional steps are required to prepare for the MOMFBD image restoration. The WB raw data is stored in files named after the NB states (although the metadata in the WB files represent the state of the WB beam, i.e. the WB filter). This is convenient for matching up of simultaneous data in all cameras, e.g., for the extra WB objects used for accurate alignment and dewarping, see Sect. 5.3. However, for the full-scan WB object, MOMFBD (and redux) requires all the WB raw files to have identical file names (except for the frame numbers). The pipeline therefore makes soft links to the WB raw data files with the required name convention.
Finally, MOMFBD setup files are written, one per scan. The MOMFBD image restoration is done outside of IDL, details in Sect. 5.
CHROMISRED uses a new fork of the code written by van Noort et al. (2005) . The new code, REDUX, is described in Appendix A.3.
Post-MOMFBD
The post-MOMFBD steps assemble the MOMFBD-restored images into science-ready data cubes with metadata.
In a first step, the restored WB images are assembled, rotated, aligned, destretched into a smoothly running image sequence (movie), one frame per scan. The image sequence is then stored as a FITS data cube along with the parameters used for alignment, rotation, and destretching of the WB images.
In a final step, the following operations are performed on the restored NB images, producing a science-ready cube: The cubes have dimensions [N x , N y , N tun , N pol , N scan ], where N x and N y are the spatial dimensions, N tun is the number of wavelength tuning positions, N pol is the number of polarization states, and N scan is the number of scans through the line. The physical coordinates are the Solar spatial coordinates, the wavelengths, the polarization states, and the temporal coordinates. They are not strictly equivalent to the pixel coordinates. The spatial coordinates vary with time (due to the solar rotation), and the time coordinate is advanced both while tuning and from scan to scan. This is specified in the metadata using the WCS, see Sect. 6.2.
Calibrations
Camera alignment
The alignment of the cameras is measured by use of images of a pinhole array target mounted in the Schupmann focus, directly after the FS. This process is described by van Noort et al. (2005) , although there is now a new implementation.
Before, field-dependent shifts in the two axis directions were stored as images with X and Y offsets, one value per pixel in the detectors. This format can represent global shifts (small ones, large ones represented by ALIGN_CLIPS), image scale differences, skew and rotation. When the MOMFBD program had read a subfield in the anchor (WB) image it would get the matching subfield in another camera/channel by looking up the X and Y shifts for the center position of the anchor camera and 1) applying the rounded offsets to the pixels coordinates to read out and 2) adding the sub-pixels remainders of the offsets to the wavefront tilt terms of the channel.
This scheme has some limitations. Primarily, it often leads to problems near the edges of the field of view. This is mostly due to the fact that the images are clipped before the offsets are applied. This leads to pixels near the corners being filled with zeroes if there is even a slight rotation, or scale difference, between the cameras. Also, the shifts are not accurately described by a quadratic surface near the edges (which the old calibration assumes). The calibration itself was also not very robust with respect to rotations. The new method, on the other hand, can handle arbitrary rotations and scale differences, and can also be used to align CRISP and CHROMIS images.
The new method consists of determining the projective transforms 3 relating each channel to the reference channel in the form of a 3×3 matrix,
acting on the projective coordinate vector, [x, y, 1]
T , followed by a normalization to maintain unity in the third element. The topleft 2×2 block of H encodes rotation, scaling and mirroring, h 02 and h 12 are translations in x and y (i.e. the top 2 rows of the matrix make up an affine transform) and the elements h 20 and h 21 are responsible for perspective skew and keystone effects. A simple sanity-check for the SST setup is that h 00 and h 11 should be close to ±1, h 20 and h 21 should be within a few tens of pixels from 0 (or detector_size in case of mirroring), and that h 20 and h 21 should be tiny (∼10
−5
). Besides the advantages in accuracy and efficiency of the calibrations, and alignment during MOMFBD, there are some additional bonuses. E.g. doing inverse, or composed, mappings is trivial (it's just matrix operations). Many tools (such as OpenCV) can be used to transform images using these matrices, or it can be done directly in IDL.
Cavity errors
CHROMIS is a dual etalon FPI, mounted in telecentric configuration. By changing the separation of the etalon cavities, the central wavelength of the FPI can be tuned at different wavelengths. However, the etalon passband is not strictly centered at the same wavelength over the entire FOV. Deviations from these wavelengths are caused by spatial variations in the separations D between the FPI etalons, the cavities. This cavity error causes an error in the wavelength through δλ = δD · λ/D.
Cavity errors affect the preparation of the flat fields. The flat field data are acquired by moving the telescope in circles around disk center. Therefore, the quiet-Sun average spectrum is imprinted in the flat fields. Similarly to CRISP, the latter would 3
In the final version we should have a proper reference and/or an appendix that explains how these tranformations work. Until then, here are some links to further reading: not pose any complication if our images were strictly acquired in the same passband over the entire FOV, but the presence of field-dependent cavity errors can introduce spurious gain variation that originate from the slope of a line profile.
We use a self-consistent method to determine the gain-table from the flat field data. The idea is to fit a model to all data points. The model consists of a pixel-by-pixel correction for our current estimate of the cavity error, gain factor, a multiplicative polynomial in λ that accounts for fringes and prefilter variations across the FOV, and a piecewise cubic Hermitian spline that is fitted to the corrected data, forcing the model to produce a smooth representation of the spectrum, assumed to be the same in every pixel of the FOV.
This procedure must be iterated a few times to make the estimate of the mean spectrum consistent with the corrections that are fitted at every pixel, and which are applied in order to determine the mean spectrum. In the first iteration, the code sets the cavity errors to zero and the gain factor to the mean of the spectrum. That is the reason why we see that all points are represented in vertical columns located at the nominal observed wavelength positions in Fig. 4(a) , showing an example with the Ca ii K core prefilter. The spectra of each pixel is plotted with black dots. The vertical dispersion is due to uncorrected cavity errors and to variations of the prefilter curve and wavelength dependent fringes, that must be fitted in consecutive iterations. In the converged plot, Fig. 4 (b), all these effects have been corrected to test the quality of the fits. A tight fit to the blue curve (the splines that are our estimate of the quiet-Sun spectrum) indicates that our model can describe the observed data. de la Cruz describe this method in detail. Fig. 5 shows an example of the spatial variation of the cavity errors, that have been derived using this method. Once we have a good estimate of the cavity errors and of the average spectrum that is present in the flat field data, we can prepare our gaintables by removing the imprint of the solar spectrum.
Prefilter correction and intensity calibration
CHROMIS uses a 3-cavity prefilter to isolate a single transmission peak from both etalons. The profiles of these prefilters can be modeled fairly well assuming a Lorentzian shapē
where P 0 is a scale factor, λ 0 is the central wavelength of the prefilter, ∆λ is the FWHM and n cav is the number of cavities of the prefilter. The fraction in Eq. (2) is a symmetric function, but real filters can have present asymmetries or a small slope around the maximum. Therefore we add a multiplicative antisymmetric term that allows to model small deviations from this idealized case. That term was similarly used in CRISPRED and it is wavelength dependent where a and b are free parameters that must be fitted. In order to characterize the prefilter response in our observations, we use a quiet-Sun observation, preferably close in time to our observations. The latter is compared to the FTS solar atlas (Kurucz et al. 1984 ) which has been calibrated in absolute SI intensity units, and degraded to the CHROMIS spectral resolution. We perform a least-squares fit to determine the optimal combination of parameters in Eq. (2), in this case in particular, using the Levenberg-Marquardt algorithm.
A&A proofs: manuscript no. paper 6 shows an example of these fits for Ca ii K (a) and for the Hβ line (b). The derived prefilter curve, evaluated at the observed wavelength grid, is also plotted along with the fits in this figure.
The FTS atlas is calibrated to SI units, so P 0 can be used as a conversion factor from camera counts to SI units
). Assuming a linear detector response, we can use the ratio of WB intensities between the quiet-Sun dataset and our real data to correct for varying air mass due to changes in the solar elevation. Additionally, if our observations are not acquired at disk center, we must correct also for the center to limb variation which has been tabulated in the visible in several studies (references).
Time-variable alignments
The pinhole calibration of Sect. 4.1 usually makes MOMFBDrestored images from a scan very well aligned. However, when analyzing the restored Ca ii data from September 2016, we noticed that the alignment within the scans was not as good as expected. The NB continuum images were misaligned with the corresponding WB images by several pixels. (Like the NB continuum, the WB data is photospheric and similar enough that crosscorrelation works well.) Taking into account also comparisons of images in Ca ii K blue wing and Ca ii H red wing (formed at the same height in the Solar atmosphere), made it evident that the misalignment was wavelength-dependent and approximately linear.
To investigate the temporal dependence, we computed the alignment of raw wideband data and narrowband continuum data from a whole day, see Fig. 7 where we show the morning data. The temporal variations have two components. One component varies with telescope elevation in a way that matches atmospheric dispersion. The other component is periodic and we found that the period matches that of the temperature of the telescope bottom plate, regulated by a servo-controlled cooling system. This temperature is also shown in Fig. 7 . The alignment of the Schupmann corrector has a wavelength dispersion effect Scharmer et al. (2003) . The working hypothesis for the periodic component is that the temperature variations have a minute effect on the alignment of the field mirror that reflects the SST beam to the corrector or within the corrector itself.
We have implemented a procedure for measuring and correcting the misalignment of the MOMFBD-restored Ca ii scans. The process needs to be repeated for each scan because of the temporal variations. The misalignment between the WB and NB continuum images is measured by cross-correlation. The misalignments at the Ca ii H wavelengths are then calculated by interpolation between the WB 395 nm and the NB continuum 399 nm. Similarly, extrapolation gives the misalignment at the Ca ii K wavelengths.
Because the success of the cross-correlation measurements depends on the data quality, the measurements are smoothed with an ad hoc method that ignores outliers and weights data points with respect to image RMS contrast. The variations around the smoothed line (disregarding the low-contrast outliers) suggest that the precision is a few tenths of a pixel.
Correcting this misalignment after MOMFBD restoration is much easier and less time consuming than doing it with the raw data. Luckily, the misalignment is only a few pixels, small in comparison to the subfield size. The assumption of a common wavefront in WB and NB is therefore not violated. shifts in X and Y used for alignment, smoothed with a heuristic algorithm that gives more weight to the high-contrast data points. Diagnostic plots like these are automatically produced by the pipeline, to allow the user to check how well the contrast-aware smoothing worked. Imaging spectro(polari)meters: For each wavelength position (and polarization state), in the interest of increasing the acquisition cadence, only a few frames are collected. This is too few for MFBD to restore the contrast effectively. The NB data can also suffer from bad SNR, particularly in the core of deep lines, which also affects the restoration quality. This is solved by collecting wide-band (WB) images in synchronization with the NB images, with the result that a NB line scan is always accompanied by a simultaneous WB data set that is large enough for restoration of images with both methods. The MOMFBD algorithm 4 can use the WB and NB data together to make a joint restoration (Löfdahl 2002; van Noort et al. 2005) .
MOMFBD image restoration
Some of the issues with doing MOMFBD image restoration with spectro-polarimetric data are described by van Noort & Rouppe van der Voort (2008), Schnerr et al. (2011) , and de la Cruz Rodríguez et al. (2015) .
There is a new implementation (see Sect. A.3) and some new developments in how the MOMFBD processing is set up and run. Both are described in the following subsections.
Modes
By default we use Karhunen-Loève (KL) modes to parameterize the unknown wavefronts to be estimated by the momfbd processing. These modes are not only orhogonal on a circular pupil, but also statistically independent with respect to wavefronts from atmospheric turbulence. In addition, as the SST AO monomorph deformable mirror is designed to correct such atmospheric wavefronts, the modes are also well suited to correcting residual wavefronts from the AO.
The KL modes implemented are the ones based on expansion in Zernike polynomials (Roddier 1990 ) and therefore indexed as the dominating Zernike polynomial as ordered by Noll (1976) . In this order, the expected variance from the atmosphere does not decrease monotonically, so to make the best subset selection we have to order them first. Then we select the most significant subset by truncating the list at the wanted number.
We used to sort the selected subset of KL-modes back in index order, for no better reason than to make the list look cleaner. However, as we now realize that this is not optimal with respect to an important aspect of the inner workings of the MOMFBD (and REDUX) program: In order to stabilize the solution, a few iterations are run with first 5, then 10, then 15, etc., modes until all the specified modes are included. The purpose is to allow the most significant modes to determine the coarse shape of the wavefront before the finer features are fitted. This internal escalation in the number of modes should therefore also be done in variance order, which means the selected set should be specified in variance order.
So, where we used to list, e.g., the 16 most significant KL modes as {2-15, 20, 21}, we now list them in order of atmospheric variance as {2-6, 9, 10, 7, 8, 14, 15, 11-13, 20, 21}.
Image geometry
Pinhole calibration is used to measure the relative geometry between the cameras involved in a data set to be restored. The redux code can read the new mapping transforms described in 4.1. The multiple objects used in MOMFBD are within the same FOV on the Sun, but collected in different wavelengths and/or polarization states.
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It also supports the xoffs/yoffs files of the old momfbd program.
The alignment of cameras is calibrated by use of images of a common target, a pinhole array.
Dewarping with extra WB images
Henriques (2012) pioneered the technique of using extra restored WB images as reference for a post-MOMFBD dewarping step that compensates for minute residual geometrical differences between the NB images in a scan. This has since been used routinely in the CRISPRED pipeline.
The idea is that in addition to the "global" WB image based on all exposures in the scan, the extra WB images, one per NB image, are generated by deconvolving only a subset of the raw WB data selected for being simultaneous to the raw NB images. These extra WB images are deconvolved using the matching subset of wavefronts estimated for the NB images. This way, the extra deconvolved WB images will be locally distorted the exact same way as the deconvolved NB images but, unlike the NB images from different states, they can be easily correlated against the global WB image to measure the local warping, which can then be applied to the NB images to get a significantly more well-aligned data cube.
The way to make the MOMFBD program generate those extra WB images has been to make them part of the MOMFBD data set, using linear equality constraints (LECs; Löfdahl 2002) to make their estimated wavefronts identical to those of the simultaneous NB images, but with zero weight in the error metric, so they would not influence the solution. Mathematically this makes sense. However, numerically it turns out that adding these extra objects, even with zero weights, does in fact have a small, but measurable, impact on the converged solution. This is attributed to the changed constraints, and the nullspaces they generate. Small differences in the nullspace coefficients can accumulate in the calculations, becuase applying the constraints involves many multiplications and additions with values of varying orders of magnitude, which is known to amplify errors.
Apart from the fact that the solution is modified slightly when adding zero-weight objects, there is another downside to this approach. The MOMFBD-code treats the extra objects just as any other, i.e., it will load and process the WB data twice, which leads to a significant increase in both RAM usage and CPU load. For both CRISP and CHROMIS, the amount of data increases by 33% by this method (3 co-temporal exposures are basically turned into 4).
To overcome these issues, REDUX has a new mechanism, where the extra WB objects are not specified in the configuration files. Instead, REDUX can be configured to generate the desired images as a post-processing step. I.e. it deconvolves subsets of the wideband images, which matches the framenumbers of the NB images. As no modifications are made to the problem itself, this will not interfere with the solution at all.
In practice, the converged solutions are of the same quality. The real advantage with not including the extra WB objects in the problem is that fewer gradients have to be calculated. For a typical CRISP or CHROMIS data set with three cameras this means a ∼25% reduction in the processing time.
Phase diversity
The Phase Diversity (PD) wavefront sensing and image restoration technique is a form of MFBD that is constrained by the intentional defocusing of one or more images, corresponding to a known, parabolic difference in phase over the pupil 6 . The technique was invented by Gonsalves (1982) and the theory was clarified and extended to multiple diversities and multiple points in time by Paxman et al. (1992a,b) . It was developed for highresolution solar data by Löfdahl & Scharmer (1994) and verified against Speckle interferometry and with two different PD implementations by Paxman et al. (1996) . Löfdahl (2002) formulated it in terms of linear equality constraints, thereby incorporating it into what later became the MOMFBD method by van Noort et al. (2005) .
CHROMIS includes a WB PD camera. See Fig. 9 for a demonstration of image quality obtained with three different MOMFBD restorations: 60-mode MOMFBD with and without PD, and MOMFBD without PD and only the two tip and tilt modes corrected (corresponding to shift-and-add together with MTF correction). It is evident that both 60-mode restorations bring out fine structure not visible in the MTF-corrected image, but also that PD improves the resolution and adds contrast.
Metadata
For metadata, we follow the SOLARNET recommendations of Haugan et al. (2015) . The idea is that data (observational data as well as synthetic data) should have enough metadata that "a Solar Virtual Observatory (SVO) be able to locate 'the ideal set of observations' for an observer -i.e., to find sets of successful observations matching a hypothetical ideal observation proposal (if such observations exist)." There should also be enough metadata that once found, data can be correctly interpretated by a researcher who was not involved in the observations. 6 The phase difference does not have to be focus. However, this is easily implemented and by far the most used. The magnitude of the phase difference also does not have to be known, although it does constrain the solution much better.
This means metadata need to be standardized between multiple telescopes and instruments so that searches can be "instrument agnostic" and complete enough that all important circumstances of the observations are included.
We store science ready data (as well as an increasing amount of intermediate files) in FITS format with -metadata info in the FITS headers (Pence et al. 2010 ) of data files of the raw data, as well as intermediate data and final data. -The World Coordinate System (WCS) used for the description of physical data coordinates.
Some information is difficult to fit in standard FITS header keywords. A number of conventions have therefore been developed, for making it easier to store particular kinds of information in FITS files. We use -the CONTINUE Long String Keyword Convention (HEASARC FITS Working Group 1994) for string-valued keywords longer than 68 characters. -the record-valued keywords of Calabretta et al. (2004) , but implemented with the Long String Keyword Convention rather than multiple instances of the same keyword. -use the ESO HIERARCH Keyword Conventions, (Wicenec et al. 2009 ).
In addition we use -the json format (Bray 2014) for some FITS keywords with structured contents as strings, such as the SOLARNET PRPARAn keywords. The json format was developed in the JAVA community but is now implemented in all major programming languages.
Observations
With CHROMIS we introduced a new acquisition system. CRISP will be moved to the same system, probably when it gets new cameras.
The new system stores image data in FITS files with metadata describing the observations: time, detector, prefilter, tuning, etc. The FITS files store multiple frames, but only one tuning state per file. In the future, we may implement storing also names of observers, observatins planners, project, etc.
The metadata stored in the raw data files are preserved throughout the pipeline processing.
World Coordinate System
As per the SOLARNET recommendations, we use the World Coordinate System (WCS) to describe the observations. The relevant parts of the WCS are described by Greisen & Calabretta (2002, WCS Paper I) , Calabretta & Greisen (2002, WCS Paper II), Rots et al. (2015, WCS Paper IV) , and Thompson (2006) .
The WCS allows the specification of coordinates for all (multi-dimensional) pixels of a data cube. For our fivedimensional science-ready data cubes, the relevant coordinates are spatial (where was the telescope pointing?), temporal (when were the data collected?), spectral (at what wavelength?), and polarization. The coordinates can either be tabulated, specified for a reference pixel together with the grid sample rate, or a combination thereof.
The WCS part of a sample FITS header produced by our pipeline is shown in Fig. 10 . As specified with the PSi_0 keywords, all our coordinates (except Stokes) are tabulated in a FITS extension named "WCS-TAB", in columns numbered as given by the PVi_3 keywords.
Spatial coordinates
The WCS for spatial coordinates was defined by Calabretta & Greisen (2002, WCS Paper II). Thompson (2006) extended it with coordinates relevant to Solar observations. Our spatial coordinates are obtained from the Primary Image Guider (PIG; Sliepen & Sütterlin 2013) of the SST. PIG fits a circle to the circumference of the primary image of the solar disk, as projected on the bottom plate of the vacuum tube. Knowing the location of the exit window, it infers the pointing with ∼10 accuracy and ∼1 precision and logs it every second 7 . All frames that belong to the same scan are registered by the MOMFBD processing so that they all have a common FOV. The temporal alignment procedure follows the features in the photospheric WB images, trying to keep them stationary in the FOV. This means the spatial coordinates will be constant during a scan but will change with scan number due to the Solar rotation and possibly the motion of the tracked feature over the solar surface.
The orientation of the detector pixel-grid is not in general aligned with the coordinate axes on the Sun. We specify the spatial coordinates by tabulating them for the FOV corner pixels for each scan, a capable WCS reader can then interpolate to get the coordinates for any pixel.
However, currently we do not have an absolute calibration of the orientation of the cameras with respect to the Solar coordinate system. We are planning to do this by fitting SST images of 7 In rare occasions, PIG loses track of the Solar disk. The pipeline then falls back to interpolating the less accurate spatial coordinates from the Turret, logged every 30 s. a suitable target to simultaneous SDO images. Until this is done, only the average of the four corner coordinates should be trusted as the coordinates of the center of the FOV. The lack of orientation information is signaled by setting the systematic accuracy (keyword CSYERn) for the spatial coordinates to 60 (comparable to the entire FOV). When we have the calibration, this error will be set to a significantly smaller value.
Temporal coordinates
See (Rots et al. 2015 , WCS Paper IV).
Due to varying delays from FPI tuning and prefilter changes, the temporal coordinates are not regularly sampled and therefore have to be tabulated. Time is read from the meta data of each raw-data frame and combined for the frames that were added (by MOMFBD restoration) to make a frame in the data cube.
Time is advanced not only from one scan to the next, but also from one tuning position to the next.
Spectral coordinates
The spectral coordinates are determined by the tuning sequence decided by the observer. Because they are in general not regularly sampled, they have to be tabulated. Greisen et al. (2006, WCS Paper III) define the WCS mechanism for this.
The wavelength offset (from line center) for each observed line position is well determined by our calibration of the conversion factor between digital units and wavelength dispersion. The (remaining) cavity errors are stored as distortions to the wavelength coordinate by a mechanism that extends the WCS formalism, see Appendix B.
However, the accurate absolute wavelength reference must be calibrated for each target individually and it depends on the position of the observed target on the solar disk. For example, de la Cruz Rodríguez et al. (2011) provides a calibration method based on synthetic spectra derived from 3D MHD simulations of the solar photosphere, and later studies by Löhner-Böttcher et al. (2017) and Löhner-Böttcher et al. (2018) propose to calibrate observations using laser based measurements.
Recent inversion codes like NICOLE (Socas-Navarro et al. 2015) and STiC (de la Cruz Rodríguez et al. 2016) can already accommodate pixel and line dependent wavelength shifts originated from, e.g, cavity errors. The latter are applied by generating a customized instrumental profile for each spectral region and pixel.
Polarimetric coordinates
The polarimetric coordinates are defined as the I, Q, U, and V components, where data for the latter three are omitted for nonpolarimetric data.
CHROMIS does not have polarimetry at this time but CRISP does and CHROMIS might be upgraded in the future, so we allow for polarimetry in our science data cubes.
Telescope location
The telescope 3D location is specified with the keywords OBSGEO-X, OBSGEO-Y, OBSGEO-Z (Rots et al. 2015 These numbers come from two services provided by Google. The latitude and longitude is available with high precision by selection of a location in google maps (in our case: https://goo.gl/maps/XwGtEU6ueZv). They also run a separate elevation service (https://developers.google.com/maps/ documentation/javascript/examples/elevation-simple), by use of which the altitude of the SST location can be determined to a few meters above 2360 m. Allowing for the SST tower, the altitude is set to 2380 m in the pipeline.
The accuracy is estimated to ∼10 m, which should be sufficient for calculations of relative speeds vs the Sun.
CRISPEX
An important part of the workflow with complex data products like the science-ready data cubes produced by the SST pipelines is being able to view and analyse them. Not a part of the pipelines per se, the CRIsp SPectral EXplorer 8 (CRISPEX; Vissers & Rouppe van der Voort 2012) is an IDL tool that offers such data cube browsing and analysis functionality.
From version 1.7.4, released in January 2018, CRISPEX supports the SOLARNET compliant science data cubes output by CHROMISRED.
CRISPEX was originally developed for CRISP science data cubes stored in LP format files. . In fact, CRISPEX can handle any synthetic or observational data cube, provided it has been formatted according to either the legacy LP format, the SOLARNET compliant FITS format, or the IRIS FITS format (e.g., IRIS SJI-formatted SDO and Hinode data, or IRIS SG-formatted Bifrost cubes).
The richer metadata in the SOLARNET cubes should result in an improved user experience compared to the LP format cubes (and to some extent also compared to the IRIS format), both when calling the program and during run-time. During run-time the changes are visible mostly when dealing with the WCS information, see Sect. 6.2. For instance, while the LP and IRIS formats provide only scan-averaged time, the SOLARNET format's WCS information contains image timing information as function of wavelength tuning and modulation state (for tuning instruments) or of spatial position and modulation state (for (scanning) slit spectrographs). Also, the time-dependent spatial position is available, which allows accounting for Solar rotation during the observations when returning the Solar spatial coordinates. This is particularly beneficial for browsing multi-instrument data sets (e.g., CRISP plus CHROMIS, CRISP/CHROMIS plus IRIS, etc.). Firstly, because the image to be displayed (determined through nearest-neighbour interpolation in time) can be selected more closely in time when considering tuning filter instruments or (rastering) spectrographs. Secondly, because one could in principle skip creating co-aligned cubes, assuming the (timedependent) spatial coordinates are well-defined: the pixel size difference, xy-translation, FOV rotation with respect to Solar north and Solar rotation would automatically be taken into account during run-time through the WCS information of the respective files.
Worth noting is also that to accommodate the larger size CHROMIS images compared to CRISP and IRIS, the zooming functionality has been extended to allow zoom true to size (i.e., 1:1 data-vs-monitor pixel scale) also on screens that would normally not fit the image. This could in the future also be useful for visualising data from the Daniel K. Inouye Solar Telescope 8 Details such as the changelog, how to keep an up-to-date distribution of CRISPEX and a short usage tutorial can be found on the CRISPEX website: https://www.crispex.org.
9
Along with the fz format, the LP (for "La Palma") format has been used for SST data since the early nineties.
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See also the IRIS Technical Notes (ITN) 11 and 12 -concerning data levels and header keywords, respectively -on the IRIS website:
https://iris.lmsal.com/documents.html.
(DKIST) or the European Solar Telescope (EST) that are set to deliver 4k×4k images.
The metadata needed, particularly the coordinate system of the data, is provided in different ways for the different file formats. For smooth display and for plotting of large data cubes, the data itself needs to be ordered optimally for fast access. Details are given in Appendix C.
Discussion
Metadata for facilitating interpretations and the searching for science data in future Solar Virtual Observatories (SVOs). We follow the recommendations by Haugan et al. (2015) , aiming to make our data SOLARNET compliant.
The WCS representations implemented required updates in the WCS routines of SOLARSOFT. (Major thing: interpolation in more than 3 dimensions, not natively supported in IDL. We now use the implementation of Smith (2003) .)
SOLARNET-compliant science data cubes are supported by the CRIsp SPectral EXplorer (CRISPEX; Vissers & Rouppe van der Voort 2012) from version 1.7.4, released in January 2018.
The new code base can already handle the first few steps of CRISPRED. Most of what is missing are the polarimetry parts. We plan to unify the code bases of CRISPRED and CHROMISRED during 2018, producing also CRISP science ready data with SOLARNET metadata.
We have reported on a number of problems with the initial installation of CHROMIS, and what actions are taken to fix them:
-Etalon reflectance too low, resulting in wider profiles than designed. New etalons are being manufactured, will be installed before the 2019 season. -DBS reflecting less light than intended to the NB beam, resulting in SNR lower than needed. New DBS is being manufactured, will be installed during the 2018 season. -Dispersion causing wavelength dependent misalignment in Ca ii scans. An alignment procedure has been implemented as part of the pipeline.
Early versions of the pipeline described in this paper were used for the CHROMIS data analyzed by Rouppe van der Voort et al. (2017); Leenaarts et al. ( In press); Bjørgen et al. (2018) .
, below we give a brief description focused on the parts used by us.
The extended notation allows distortions to be associated to and applied at any of the numbered stages in the conversion of pixel coordinates to world coordinates in the WCS. The associate and apply stages can be distinct. The stages are defined in Fig. B .1, which is an amended version of Fig. 1 of Greisen & Calabretta (2002) .
The notation generalizes the DP j/CPDIS j and DQi/CQDISi keywords of Calabretta et al. (2004) and defines DW j/CWDIS j with similar meanings. (At stages 3 and beyond it's DWi/CWDISi.) The record-valued 13 DW j keyword has a few extra records compared to DQi and DP j, namely DW j·ASSOCIATE and DW j·APPLY, the values of which are the relevant stage numbers.
The DP j correction corresponds to DW j·ASSOCIATE = DW j·APPLY = 1 in the new notation, while DQi corresponds to DWi·ASSOCIATE = DWi·APPLY = 3. Those are simple cases because the corrections are defined and applied at the same stage.
For the cavity error corrections of the wavelength coordinate (coordinate number 3), we set DW3·ASSOCIATE to 1 because the stored corrections are defined on the pixel grid and DW3·APPLY to 6 because the coordinate to be corrected is the wavelength world coordinate. The new notation involves a few more records to the DP j keyword, but the description given here should be enough for our special case.
The syntax can also represent multiple distortions d in sequence applied at the same stage using the syntax DW j·DISTORTIONd·ASSOCIATE, where the DISTORTIONd part
11
Unlike the other WCS papers we refer to, Calabretta et al. (2004) is published only in draft form. However, the notation is in fact used for data from the HST, see the documentation at https://stsdas.stsci. edu/tsr/stwcs/fits_conventions/convention.html. [They are remodeling their site so that page is currently not reachable.]
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At this time we have not decided where. Possibly in an updated version of the SOLARNET recommendations (Haugan et al. 2015) . For single-wavelength time-series or single wavelength-scans all dimensions present can be accessed quickly enough that an image cube on its own suffices. However, for multi-dimensional cubes (e.g., time-series of wavelength-scans, or time-series of imaging spectropolarimetry), traversing the image cube to extract the local spectrum or construct the spectrum as function of time for any pixel during run-time would take a considerable amount of time and the recommended procedure is therefore to create a reordered, so-called "spectral", data cube file for swifter access to the time-dependent Spectra. A CRISPEX spectral cube has dimensions [N tun , N pol , N 3 ], where N 3 = N x · N y · N scan . The spectrum-time data frame at position (i x , i y , i pol ) is obtained by indexing the third dimension with i 3 = i y · N x · N pol +i x · N pol +i pol , i.e., spectrum-time diagrams are stacked according to Stokes parameter first, followed by the two spatial dimensions. 
