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Sazˇetak
Naslov: Adaptivno upravljanje izoliranim semaforiziranim raskrizˇjem primjenom neuronskih
mrezˇa
Zbog sve vec´eg rasta prometne potrazˇnje u gradskim sredinama dolazi do znacˇajnog sma-
njenja razine usluzˇnosti mobilnosti u gradskim sredinama. Dio problema su i zastarjeli sustavi
upravljanja semaforiziranim raskrizˇjem zasnovani na ustaljenim signalnim planovima. Razvojem
sustava zasnovanih na umjetnoj inteligenciji moguc´e je rijesˇiti neke od problema upravljanja
semaforiziranim raskrizˇjem. Korisˇtenjem umjetne neuronske mrezˇe i algoritma ojacˇanog ucˇenja
moguc´e je izgraditi sustav za adaptivno upravljanje semaforiziranim raskrizˇjem. U ovom radu
je simulirano i analizirano izolirano semaforizirano raskrizˇje koristec´i razvijeno simulacijsko
okruzˇenje uz algoritam ojacˇanog ucˇenja zasnovanog na neuronskoj mrezˇi. Iz rezultata se za-
kljucˇuje da se korisˇtenjem neuronskih mrezˇa u kombinaciji s ojacˇanim ucˇenjem mogu postic´i
poboljsˇanja u upravljanju semaforiziranog raskrizˇja.
Kljucˇne rijecˇi: Inteligentni transportni sustavi, semaforizirano raskrizˇje, signalni plan, neuron-
ske mrezˇe, ojacˇano ucˇenje.
Abstract
Title: Adaptive Control of Isolated Signalized Intersection using Neural Networks
Due to increasing traffic demand in urban areas there is a significant decrease od the level
of service of urban mobility. Part of the problem are old control systems of signalized inter-
section that use fixed signal programs. By developing systems based on artificial intelligence
it is possible to solve some of the problems of signalized intersection control. With the use of
artificial neural networks and reinforcement learning algorithms it is possible to create a system
for adaptive control of a signalized intersection. In this thesis, an isolated signalized intersection
is simulated and analyzed with the implementation of reinforcement learning algorithm based
on neural networks. From the results it can be concluded that the use of neural networks and
reinforcement learning algorithms can achieve improvements in signalized intersection control.
Keywords: Intelligent Transport Systems, Signalized Intersection, Signal Program, Neural
Networks, Reinforcement Learning.
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1. Uvod
Od svojeg zacˇetka prometni sustav je zbog visoke razine interakcije medu prometnim
entitetima zahtijevao odredenu razinu upravljanja. Zbog povec´anog broja prometnih entiteta ta
potreba za upravljanjem bila je najvec´a u gradskim sredinama. Privremeno i jednostavno rjesˇenje
problema bila su pravila prednosti prolaska koja su uspjesˇno rjesˇavala problem upravljanja
prometa kod raskrizˇja. Daljnjim rastom gradskih sredina raste i potreba za mobilnosˇc´u odnosno
moguc´nosˇc´u za kretanjem od jednog mjesta do drugog [1]. Kao odgovor na povec´anu mobilnost
i probleme u prometnom sustavu osmisˇljen je semafor koji je postao prva telematicˇka naprava
u prometu. Iako se u pocˇetku semaforom upravljalo rucˇno, brzo je tehnolosˇkim napretkom
osmisˇljen elektronicˇki semafor s moguc´nosˇc´u samostalnog upravljanja raskrizˇjem primjenom
unaprijed definiranog signalnog plana [2, 3]. Pri tome signalni plan mozˇe biti ustaljeni (nepro-
mjenjiv) ili ga je moguc´e prilagoditi trenutnoj prometnoj situaciji (prometno ovisan odnosno
adaptivni signalni plan).
Zbog ustaljenih signalnih planova semaforizirana raskrizˇja cˇesto ne mogu odgovoriti na
stalne promjene u prometnom sustavu ili na pojavu incidentnih situacija. Kao rezultat nastaju
adaptivni signalni planovi koji imaju moguc´nost prilagodbe trajanja faza ovisno o stanju u
prometnoj mrezˇi [4]. Uz ucˇestale izmjene signalnih planova moguc´e je ostvariti mnoge pozi-
tivne ucˇinke poput dodjele prioriteta javnom gradskom prijevozu i vozilima zˇurnih sluzˇbi, kao i
omoguc´iti ucˇinkovitije odvijanje cjelokupnog prometnog sustava [4–7].
Naglim rastom broja privatnih prometnih entiteta i zakasˇnjelom reakcijom prilikom izgrad-
nje sustava javnog gradskog prijevoza dosˇlo je do pada razine usluzˇnosti i gradske mobilnosti,
kao i do pojave brojnih ekolosˇkih problema [1]. Zbog izravne povezanosti kapaciteta prometnice
s brojem prometnih traka velik dio klasicˇnih prometnih rjesˇenja ukljucˇivao je izgradnju dodatnih
prometnih traka ili prometnica. Takva rjesˇenja brzo dostizˇu vrhunac u vec´ izgradenim gradskim
sredinama zbog nedostatka prostora za sˇirenje prometne infrastrukture [2, 8]. Rjesˇenje se vidi
u nadgradnji prometnog sustava primjenom rjesˇenja inteligentnih transportnih sustava (engl.
Intelligent Transport Systems, ITS). Prema [9] ITS se mozˇe definirati kao holisticˇka, upravljacˇka
1
i informacijsko-komunikacijska (kibernetska) nadogradnja klasicˇnoga sustava prometa i trans-
porta kojim se postizˇe znatno poboljsˇanje performansi, odvijanje prometa, ucˇinkovitiji transport
putnika i robe, poboljsˇanje sigurnosti u prometu, udobnost i zasˇtita putnika, manja onecˇisˇc´enja
okolisˇa, itd.
Taksonomija ITS-a prema standardu ISO TR 14813-1 odreduje trinaest funkcionalnih
podrucˇja ITS-a, pod koje pripada i upravljanje prometnim sustavom [10]. U funkciji upravljanja
semaforiziranim raskrizˇjem sustavi upravljanja prikupljaju podatke o stanju prometne mrezˇe i na
temelju proracˇuna vrsˇe izmjene u signalnom planu. Takvo upravljanje mozˇe biti izolirano na
pojedinom raskrizˇju ili povezano komunikacijom visˇe upravljacˇkih sustava u prometnoj mrezˇi.
Upravljacˇki sustavi mogu biti zasnovani na pravilima, neizrazitoj logici, umjetnim neuronskim
mrezˇama, genetskom algoritmu ili hibridnim ekspertnim sustavima.
Znacˇajan problem pri stvaranju novih modela upravljacˇkih sustava je u slaboj moguc´nosti
testiranja sustava prije implementacije u prometnu mrezˇu. Problem postaje josˇ izrazˇeniji kod
sustava zasnovanih na ucˇenju koji sami stvaraju pravila upravljanja zbog velikog broja potrebnih
iteracija ucˇenja. U tu svrhu kao alat pri stvaranju novog upravljacˇkog sustava mogu se koristiti
simulacijski modeli. Danas su dostupni razni programski alati za makroskopsko i mikroskopsko
simuliranje prometnog sustava od kojih mnogi imaju moguc´nost spajanja s vanjskim aplikaci-
jama ili upravljacˇkim sustavima cˇinec´i tako potpuno simulacijsko okruzˇenje [2, 8].
Cilj ovog diplomskog rada je prikazati problematiku upravljanja semaforiziranim ras-
krizˇjem te predstaviti moguc´nost upravljanja izoliranim semaforiziranim raskrizˇjem primjenom
umjetne neuronske mrezˇe. U tu svrhu izraden je simulacijski model izoliranog semaforiziranog
raskrizˇja u simulacijskom alatu PTV VISSIM i upravljacˇki algoritam uz korisˇtenje programske
biblioteke AForge [11,12]. Ovaj je rad sastavljen od sedam poglavlja. U uvodnom poglavlju dan
je opc´i pregled tematike te je predstavljen cilj i struktura rada. U drugom poglavlju opisana je pro-
blematika upravljanja semaforiziranim raskrizˇjima kao i neke od tehnika adaptivnog upravljanja.
U trec´em poglavlju opisane su tehnike umjetne inteligencije s naglaskom na njihovu primjenu
u prometnom sustavu. U cˇetvrtom poglavlju predlozˇen je algoritam za upravljanje signalnim
planom raskrizˇja uz primjenu neuronske mrezˇe. U petom poglavlju opisano je simulacijsko
okruzˇenje za evaluaciju predlozˇenog algoritma. U sˇestom poglavlju opisan je simulacijski model
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te dobiveni simulacijski rezultati. U zadnjem poglavlju iznesen je zakljucˇak prema prethodnim
poglavljima.
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2. Problem upravljanja semaforiziranim
raskrizˇjima
U ovom poglavlju je prikazana teorijska podloga prometnog inzˇenjerstva, inteligentnih tran-
sportnih sustava te su opisani osnovni pojmovi potrebni za razumijevanje problema upravljanja
semaforiziranih raskrizˇja. Takoder su pojasˇnjene osnovne strategije upravljanja semaforiziranim
raskrizˇjem.
2.1. Osnovni pojmovi prometnog inzˇenjerstva
Kako bi se jasno mogla prikazati problematika upravljanja semaforiziranim raskrizˇjima
potrebno je definirati osnovne pojmove vezane uz promet.
Prometni sustav
Prema [13] promet se mozˇe definirati kao stohasticˇki sustav i proces cˇija je svrha oba-
vljanje prijevoza i/ili prijenosa ljudi, roba i informacija u odgovarajuc´im prometnim entitetima
zauzimanjem dijela prometnice prema unaprijed utvrdenim pravilima i protokolima. Promet je
definiran kao stohasticˇki sustav zbog njegove nepredvidivosti. Zbog stohasticˇne prirode prometne
probleme nije moguc´e uspjesˇno rjesˇavati na razini komponenata sustava. Kao rjesˇenje je moguc´e
primijeniti sustavski pristup i metodologiju prometnog inzˇenjerstva [13].
Poopc´eni model prometnog sustava
Kako bi se prometni sustav mogao izdvojiti iz okoline pri analizi prometnog sustava mozˇe
se koristiti poopc´eni model prometnog sustava kao pocˇetni model za opisivanje strukture i
ponasˇanja sustava [13]. Takav model prikazan na slici 1 sastoji se od pet podsustava [13]:
1. Podsustav transportnih entiteta TrE (ljudi, roba ili informacija);
2. Podsustav adaptacije transportnih entiteta na prometni entitet;
3. Prometni entiteti TfE (automobil, avion, pjesˇak, ATM-c´elija itd.);
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4. Podsustav upravljanja prometom;
5. Podsustav prometne mrezˇe.
Slika 1: Poopc´eni model prometnog sustava [13]
Iz slike 1 je vidljivo da je podsustav upravljanja prometom direktno povezan s podsustavom
prometne mrezˇe i podsustavom prometnog entiteta. Iz toga se mozˇe zakljucˇiti da upravljanje
prometom direktno utjecˇe na korisnost transformacije prostornih i vremenskih koordinata pro-
metnog entiteta. Upravljanje prometom time utjecˇe na vrijeme putovanja kroz mrezˇu koje se
mozˇe prikazati izrazom [13]:
tp = f (lOD,T M,ϕ ,Ci,NM, Is), (1)
gdje je:
tp - vrijeme putovanja [s];
lOD - udaljenost polazisˇta i odredisˇta [m];
T M - topologija mrezˇe;
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ϕ - velicˇina prometnog toka;
Ci - kapacitet i-tog mrezˇnog elementa;
NM - nacˇin upravljanja mrezˇom;
Is - utjecaj incidentnih situacija.
Inteligentni transportni sustavi
ITS predstavlja skup kibernetskih rjesˇenja koja omoguc´uju informacijsku transparentnost,
upravljivost i poboljsˇan odziv prometnog sustava cˇime on dobiva atribute inteligentnoga [9].
Termin inteligentni se odnosi na sposobnost sustava da adaptivno djeluje na nove promjenjive
situacije u prometnom sustavu i da posjeduje sposobnost ucˇenja iz rezultata svojih djelovanja. Iz
tog razloga velik broj ITS rjesˇenja i aplikacija koristi tehnike i koncepte umjetne inteligencije.
ITS kao nadogradnja prometnog sustava postizˇe poboljsˇanje performansi klasicˇnoga prometnog
sustava tako da vrijede relacije [9]:
PIIT S > PIKL, (2)
QoSIT S > QoSKL, (3)
gdje je:
PIIT S - indeks performansi inteligentnog prometnog sustava;
PIKL - indeks performansi klasicˇnog prometnog sustava;
QoSIT S - kvaliteta usluga inteligentnog prometnog sustava;
QoSKL - kvaliteta usluga klasicˇnog prometnog sustava.
Prometni sustav mozˇe postic´i razinu inteligentnog ponasˇanja jedino uz stvarnovremensku
obradu podataka prikupljenih iz samog prometnog sustava [9]. Iz toga proizlazi da je pri
projektiranju i gradnji prometne infrastrukture potrebno unaprijed predvidjeti ITS infrastrukturu
za prikupljanje prometnih podataka, obradu istih, donosˇenje odluka i utjecanje na prometni
sustav.
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2.2. Upravljanje semaforiziranim raskrizˇjem
U danasˇnje vrijeme dominantna tehnologija upravljanja raskrizˇjem je primjena semaforiza-
cije. Danasˇnji semafori uglavnom sadrzˇe mikroprocesore u kojima je programski implementirana
upravljacˇka logika. Takva upravljacˇka logika se sastoji od jednog ili visˇe signalnih planova
koji odreduju nacˇin funkcioniranja semaforiziranog raskrizˇja. U nastavku je opisan osnovni
model upravljanja semaforiziranim raskrizˇjem, kljucˇni pojmovi potrebni za razumijevanje rada
semafora te osnovne strategije upravljanja semaforiziranim raskrizˇjem.
2.2.1. Osnovni model upravljanja semaforiziranim raskrizˇjem
Osnovni model upravljanja semaforiziranim raskrizˇjem se sastoji od signalnog plana koji
odreduje raspored prema kojem se pojedinim prometnim tokovima dopusˇta prolazak kroz
raskrizˇje. Za razumijevanje signalnog plana potrebno je definirati sve kljucˇne elemente signalnog
plana.
Signalni pojam
Signalni pojam je stanje koje odredeni semafor mozˇe poprimiti. Zakon o sigurnosti prometa
na cestama u Republici Hrvatskoj definira sˇest vrsta signalnih pojmova [14]:
1. Crveno svjetlo - Zabrana prolaska;
2. Zeleno svjetlo - Slobodan prolazak;
3. Zˇuto svjetlo - upaljeno samostalno, znacˇi da vozilo ne smije prijec´i crtu zaustavljanja
niti smije uc´i u raskrizˇje, ako se u trenutku kad se zˇuto svjetlo pojavi, nalazi na takvoj
udaljenosti od prometnog svjetla da se mozˇe na siguran nacˇin zaustaviti;
4. Zˇuto svjetlo istodobno s crvenim - oznacˇava skoru promjenu svjetla i pojavu zelenog
svjetla, ali ne mijenja zabranu prolaska koja je dana crvenim svjetlom;
5. Zˇuto treptavo - obvezuje sve sudionike u prometu da se krec´u uz povec´ani oprez;
6. Zeleno treptavo - sluzˇi za upozorenje sudionika u prometu na skori prestanak slobodnog
prolaska i na pojavu zˇutog, odnosno crvenog svjetla.
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Signalni ciklus
Signalni ciklus predstavlja trajanje signalnog plana odnosno vrijeme koje je potrebno da se
izvrsˇe sve faze definirane signalnim planom. U klasicˇnom pristupu duljina ciklusa se odreduje
prema broju faza koje su definirane signalnim planom, dok suvremeniji pristup prilagodava
trajanje ciklusa prema trenutnom stanju u prometnoj mrezˇi [15]. Minimalna duljina ciklusa je
ogranicˇena zbrojem zasˇtitnih meduvremena medu fazama i minimalnog trajanja zelenog signal-
nog pojma. Maksimalno trajanje nije strogo definirano, ali se preporucˇuje trajanje ciklusa manje
od 120 sekundi, osim u iznimnim situacijama kada nije moguc´e drugacˇije odrzˇivo upravljati
semaforiziranim raskrizˇjima [15].
Faza
Faza je dio ciklusa unutar kojeg pojedini prometni tokovi istovremeno imaju slobodan
prolaz [15]. Faza pocˇinje istovremeno s pojavom zelenog signalnog pojma i ukljucˇuje trajanje
zelenog signalnog pojma kao i zasˇtitno meduvrijeme do pocˇetka sljedec´e faze. U klasicˇnom
pristupu redoslijed i trajanje pojedinih faza je fiksan, dok je uz adaptivno upravljanje moguc´e
mijenjati trajanje pojedinih faza i/ili njihovog redoslijeda kako bi se postigao zˇeljeni ucˇinak
na prometni sustav. Takvom manipulacijom je moguc´e dodijeliti prioritet vozilima javnog
gradskog prijevoza, dodijeliti prioritet vozilima zˇurnih sluzˇbi ili smanjiti vrijeme cˇekanja na
raskrizˇju [4–8].
Zasˇtitno meduvrijeme
Zasˇtitno meduvrijeme je vrijeme unutar ciklusa koje osigurava da su sva vozila sigurno
napustila raskrizˇje prije pocˇetka nove faze koja propusˇta prometne tokove koji su u konfliktu s
prethodnim tokovima. Zasˇtitno meduvrijeme ovisi o tri komponente prikazane na slici 2 [2, 15]:
1. Provozno vrijeme (tk) - vrijeme od trenutka kraja zelenog svjetla do pocˇetka vremena
prazˇnjenja odnosno ulaska vozila u raskrizˇje za vrijeme trajanja zˇutog svjetla ili na pocˇetku
crvenog svjetla;
2. Vrijeme prazˇnjenja (tp) - vrijeme potrebno da vozilo prode definiranu tocˇku kolizije (Tk)
brzinom prazˇnjenja (vp);
3. Vrijeme naleta (tn) - vrijeme potrebno da vozilo kojem se upali zeleno svjetlo prode put
naleta (sn) odredenom brzinom naleta (vn).
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Slika 2: Komponente izracˇuna zasˇtitnog meduvremena [7]
Zasˇtitno meduvrijeme mozˇe se izracˇunati prema izrazu:
tz = tk + tp− tn = tk + sp+ lvvp −
sn
vn
, (4)
gdje je:
tz - zasˇtitno meduvrijeme [s];
tk - provozno vrijeme [s];
tp - vrijeme prazˇnjenja [s];
tn - vrijeme naleta [s];
sp - put prazˇnjenja [m];
lv - duljina vozila [m];
vp - brzina prazˇnjenja [m/s];
sn - put naleta [m];
vn - brzina naleta [m/s].
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Signalni plan
Signalni plan je detaljan pregled upravljacˇke logike za upravljanje raskrizˇjem. Sastoji se od
signalnih grupa kojima je u vremenu prema fazama dodijeljen odredeni signalni pojam. Zbog po-
trebe uskladivanja rada visˇe raskrizˇja signalnom planu se mozˇe dodijeliti parametar otklon (engl.
offset) koji predstavlja otklon pocˇetka trajanja signalnog plana od globalno definirane vremenske
tocˇke. Uz pravilno podesˇavanje otklona moguc´e je postic´i poboljsˇanja u protoku vozila kroz visˇe
ulancˇanih raskrizˇja [15]. Na slici 3 prikazan je ustaljeni signalni plan raskrizˇja. Pravokutnikom
je definirano podrucˇje trajanja zelenog signalnog pojma. Crtom se prikazuje podrucˇje trajanja
crvenog signalnog pojma dok se kosom crtom prikazuje podrucˇje zˇutog signalnog pojma.
Slika 3: Primjer vremenski ustaljenog signalnog plana [16]
U danasˇnje vrijeme se za prikazivanje signalnog plana sve visˇe koristi NEMA (engl. Na-
tional Electric Manufacturers Association) prstenasta struktura prikazana na slici 4. NEMA
signalni plan se sastoji od niza ulancˇanih faza cˇiji redoslijed nije ustaljen nego prometno ovi-
san pa je u takvoj strukturi moguc´e odrediti tocˇke odluke na kojima se vrsˇi odabir sljedec´e
faze [17, 18].
2.2.2. Strategije upravljanja semaforiziranim raskrizˇjem
Strategije upravljanja semaforiziranim raskrizˇjem su metode prema kojima se ostvaruju
zadani ciljevi upravljanja raskrizˇjem. Takvi ciljevi mogu biti povec´anje propusne moc´i, smanjenje
zagusˇenja, dodjela prioriteta vozilima javnog gradskog prometa, dodjela prioriteta zˇurnim
sluzˇbama itd. Strategije se dijele na pasivne, aktivne i adaptivne [7].
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Slika 4: Prikaz prstenastog NEMA signalnog plana [18]
Pasivne strategije
Pasivne strategije koriste povijesne prometne podatke prikupljene za odredeno raskrizˇje. Iz
tih podataka se predvidaju trendovi ponasˇanja prometnog toka, te se prema tom trendu definira
nov nacˇin izvrsˇavanja signalnog plana. Ovim strategijama moguc´e je definirati razlicˇite signalne
planove koji se izvode unutar zadanog vremenskog okvira. Najcˇesˇc´e se koriste pri odredivanju
signalnih planova za vrijeme jutarnjeg i poslijepodnevnog vrsˇnog sata. Najprikladnije su za pri-
mjenu na lokacijama koje nemaju infrastrukturne moguc´nosti za aktivno prikupljanje prometnih
podataka. Neke od najcˇesˇc´e korisˇtenih pasivnih strategija su [7]:
• Korekcija trajanja zelenog signalnog pojma;
• Razdvajanje faza;
• Korekcija trajanja ciklusa;
• Dodavanje faza.
Aktivne strategije
Aktivne strategije koriste prometne podatke dobivene u stvarnom vremenu sa stratesˇki
pozicioniranih osjetila na raskrizˇju. Aktivne strategije odreduju uvjete prema kojima se vrsˇi krat-
kotrajna korekcija signalnog plana za vrijeme jednog ili visˇe ciklusa. Zbog svoje jednostavnosti
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i dobrog ucˇinka ove strategije su jedne od najkorisˇtenijih strategija upravljanja semaforiziranim
raskrizˇjem. Neke od najcˇesˇc´e korisˇtenih aktivnih strategija su [7]:
• Produljenje trajanja zelenog signalnog pojma;
• Raniji pocˇetak zelenog signalnog pojma;
• Dodavanje faza.
Adaptivne strategije
Adaptivne strategije predstavljaju najvisˇu razinu stratesˇkog upravljanja semaforiziranim
raskrizˇjem. Adaptivne strategije koriste prometne podatke dobivene u stvarnom vremenu u
kombinaciji s povijesnim prometnim podacima. Sinergijom tih podataka ove strategije stvaraju
novi signalni plan koji najbolje odgovara trenutnom stanju u prometnoj mrezˇi kako bi se ispunili
i lokalni i globalni ciljevi upravljanja. Novi signalni plan moguc´e je odrediti korisˇtenjem [7, 19]:
• Klasicˇnih optimizacijskih modela;
• Neizrazite logike;
• Genetskog algoritma;
• Neuronskih mrezˇa.
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3. Primjena umjetne inteligencije u upravljanju
semaforiziranim raskrizˇjima
U ovom poglavlju opisan je koncept umjetne inteligencije te su opisane korisˇtene tehnike
umjetne inteligencije.
3.1. Umjetna inteligencija
Sve intenzivnijim razvojem racˇunalnih sustava pojavljuje se moguc´nost korisˇtenja racˇunala
za rjesˇavanje slozˇenih problema cˇije se rjesˇavanje ne zasniva iskljucˇivo na matematicˇkom
izracˇunu, vec´ i na donosˇenju odluka u ovisnosti o zadanim cˇinjenicama. Kako bi takvi sustavi
mogli donositi odluke potrebno je definirati bazu znanja koju c´e sustav koristiti pri donosˇenju
odluka. Za bazu znanja mozˇe se rec´i da je ona apstraktni prikaz radne okoline u kojem sustav
rjesˇava zadatke [20]. Vazˇan dio baze znanja su pravila zakljucˇivanja s kojima sustav mozˇe dono-
siti zakljucˇke potvrdivanjem ili opovrgavanjem sudova. U trenutku kad je sustav u moguc´nosti
takvo znanje prikupljati i koristiti za rjesˇavanje problema za njega se mozˇe rec´i da pokazuje
znacˇajke umjetne inteligencije.
Pregledom literature tesˇko je pronac´i ujednacˇenu definiciju umjetne inteligencije. Glavni
problem koji se pojavljuje je cˇinjenica da niti sam pojam inteligencije nije dovoljno definiran ni
odreden kako bi pomogao u definiranju umjetne inteligencije. Prema [21] umjetna inteligencija
se definira kao dio racˇunalne znanosti koja se bavi automatizacijom inteligentnog ponasˇanja, te
je zasnovana na strukturama podataka, algoritmima primjene znanja i programskim tehnikama
korisˇtenih u njenoj implementaciji. Jednostavnije se mozˇe rec´i da je umjetna inteligencija spo-
sobnost umjetnog sustava da se inteligentno ponasˇa. Inteligentno ponasˇanje umjetnog sustava se
mozˇe odrediti kroz sljedec´i skup sposobnosti [20]:
• Sposobnost stjecanja i uporabe znanja;
• Sposobnost postavljanja problema;
• Sposobnost ucˇenja, zakljucˇivanja, rjesˇavanja problema;
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• Sposobnost obrade i razmjene znanja.
Razvoj umjetne inteligencije uvelike je inspiriran ljudskom prirodom te ljudskim nacˇinima
obrade informacija i zakljucˇivanja. Iz tog oponasˇanja ljudske inteligencije razvile su se razlicˇite
tehnike umjetne inteligencije, od kojih se mogu izdvojiti: Neizrazita logika, genetski algoritmi,
umjetne neuronske mrezˇe i ojacˇano ucˇenje. U praksi se cˇesto zajednicˇki koristi nekoliko tehnika
umjetne inteligencije uz bazu znanja izgradenu za specificˇnu domenu primjene. Takvi sustavi s
ugradenim strucˇnim znanjem nazivaju se ekspertni sustavi.
Strucˇnjaci raznih domena cˇesto u svojem radu koriste racˇunalne sustave kao pomoc´ pri
pronalasku rjesˇenja odredenog problema. Iako takvi sustavi uvelike ubrzavaju rad strucˇnjaka,
oni su i dalje ovisili o strucˇnom znanju operatera, te nisu imali uvida u vrstu problema koju
su rjesˇavali i nisu imali moguc´nost samostalne analize problema. U cilju zamjene strucˇnjaka s
racˇunalnim sustavom osmisˇljeni su ekspertni sustavi. Ekspertni sustavi se izraduju za specificˇnu
namjenu, te se za njih izraduje posebna baza znanja koja sadrzˇi znanje iskljucˇivo iz domene
problema kakve c´e sustav rjesˇavati. Izrada ekspertnog sustava najcˇesˇc´e ukljucˇuje suradnju
programera, inzˇenjera znanja i strucˇnjaka domene za koje se sustav razvija. Osnovni model rada
ekspertnog sustava prikazan je na slici 5.
Iz modela ekspertnog sustava vidljiva je razlika izmedu baze znanja i baze podataka.
Baza znanja sadrzˇi znanje iz problemske domene koju su stvorili inzˇenjer znanja i strucˇnjak iz
domene. U osnovnom obliku ona se sastoji od AKO-ONDA pravila. Mehanizam zakljucˇivanja
provjerava u bazi podataka listu trenutnih cˇinjenica koju upotpunjuje korisˇtenjem baze znanja.
Postupak zakljucˇivanja je iterativan jer pojavom novih cˇinjenica mozˇe doc´i do aktivacije novih
pravila. Uz dovoljno sˇiroku bazu znanja mehanizam zakljucˇivanja ponekad mozˇe i upotpuniti
podatke koji nedostaju. Mehanizam objasˇnjavanja sluzˇi za pojasˇnjenje nacˇina zakljucˇivanja i in-
terpretaciju dobivenih rezultata. Razvojno sucˇelje koristi inzˇenjer znanja zajedno sa strucˇnjakom
iz problemske domene kako bi upotpunili bazu znanja ekspertnog sustava i proveli evaluaciju
njegovog rada. Nakon sˇto je ekspertni sustav potpun mozˇe ga koristiti korisnik koji to radi kroz
korisnicˇko sucˇelje kroz koje mozˇe u sustav unijeti nove cˇinjenice i kao izlaz dobiti rjesˇenje
problema.
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Ekspertni sustav
Baza znanja Baza podataka
Mehanizam zaključivanja
Mehanizam objašnjavanja
Pravila: AKO - 
ONDA
Činjenice
Vanjska 
baza 
podataka
Korisnik
Stručnjak domene
Inženjer znanja
Razvojno sučeljeKorisničko sučelje
Vanjski programi
Slika 5: Prikaz modela i okoline ekspertnog sustava [20]
3.2. Korisˇtene metode umjetne inteligencije
Za izradu sustava adaptivnog upravljanja je u ovom diplomskom radu iskorisˇtena Konhone-
nova neuronska mrezˇa i algoritam ojacˇanog ucˇenja. U ovoj je cjelini opisan osnovni koncept
umjetnih neuronskih mrezˇa i metoda njihovih ucˇenja te je nakon toga opisano korisˇtenje Ko-
honenove samo-organizirajuc´e mape kao posebne vrste neuronske mrezˇe za odredivanje stanja
prometne mrezˇe.
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3.2.1. Osnove umjetnih neuronskih mrezˇa
Koncept umjetnih neuronskih mrezˇa se pojavljuje kao pokusˇaj imitacije neuronske strukture
ljudskog mozga u nadi da c´e se uz dovoljan broj neurona uspjesˇno imitirati ili cˇak nadmasˇiti
ljudska inteligencija. Osnovna gradevna jedinica biolosˇke neuronske mrezˇe je neuron prikazan
na slici 6. Biolosˇki neuron se sastoji od dendrita kroz koje dolaze ulazni signalni prema neuronu.
Izmedu dendrita i drugih neurona nalaze se sinapse koje svojim svojstvima mogu ubrzati ili
usporiti prolazak signala prema dendritima. U jezgri se dobiveni signali kombiniraju u jedan
koji se tada kroz akson sˇalje drugim povezanim neuronima.
Slika 6: Prikaz biolosˇkog neurona [20]
Po uzoru na biolosˇki neuron modeliran je umjetni neuron prikazan na slici 7. U umjetnom
neuronu ulazni signali se mnozˇe koeficijentom tezˇine te se tada u jezgri zbrajaju i prolaze
kroz aktivacijsku funkciju koja generira izlazni signal iz neurona. Neke od najcˇesˇc´e korisˇtenih
aktivacijskih funkcija su funkcija praga, funkcija predznaka i logisticˇka (sigmoidna) funkcija [20].
Slika 7: Model umjetnog neurona [20]
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Medusobnim ulancˇavanjem umjetnih neurona stvara se umjetna neuronska mrezˇa. Topo-
logija neuronske mrezˇe se odreduje prema njezinoj namjeni, a cˇesto se koristi slojeviti pristup
za pojasˇnjenje topologije neuronske mrezˇe prikazan na slici 8. Prikazani model sastoji se od
ulaznog, skrivenog i izlaznog sloja. Ulazni sloj prima podatke iz okoline u obliku ulaznog vektora
X = (x1,x2,x3, · · · ,xnx) te ih prosljeduje svakom neuronu skrivenog sloja. Skriveni sloj se koristi
za obradu podataka. Svaki ulazni signal u neuron skrivenog sloja se mnozˇi sa zadanom tezˇinom i
zbraja prije prosljedivanja aktivacijskoj funkciji koja generira izlaz iz neurona prema izlaznom
sloju. Uloga izlaznog sloja je da okolini dostavi izlaz neuronske mrezˇe u obliku izlaznog vektora
Y = (y1,y2,y3, · · · ,yny).
...
...
...
x1
x2
x3
xnx
I1
I2
I3
InI
N1
N2
N3
NnN
O1
O2
OnO
y1
y2
yny
Ulazni sloj Skriveni sloj Izlazni sloj
Slika 8: Model umjetne neuronske mrezˇe s ulaznim, skrivenim i izlaznim slojem
Tezˇine neurona skrivenog sloja W moguc´e je definirati nI×nN matricom:
W =

w1,1 w1,2 w1,3 · · · w1,nN
w2,1 w2,2 w2,3 · · · w2,nN
w3,1 w3,2 w3,3 · · · w3,nN
...
...
... . . .
...
wnI ,1 wnI ,2 wnI ,3 · · · wnI ,nN

, (5)
gdje je:
nI - broj neurona ulaznog sloja;
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nN - broj neurona skrivenog sloja.
Tezˇine neurona izlaznog sloja Z definiraju se nN×nO matricom:
Z =

z1,1 z1,2 z1,3 · · · z1,nO
z2,1 z2,2 z2,3 · · · z2,nO
...
...
... . . .
...
znN ,1 znN ,2 znN ,3 · · · znN ,nO
 , (6)
gdje je:
nO - broj neurona izlaznog sloja.
Uz pretpostavku da je aktivacijska funkcija svakog neurona funkcija identiteta f (x) = x,
mozˇe se izraziti ovisnost izlaznog vektora neuronske mrezˇe s ulaznim vektorom:
Y = Z ·W ·X , (7)

y1
y2
...
yny
=

z1,1 z1,2 z1,3 · · · z1,nO
z2,1 z2,2 z2,3 · · · z2,nO
...
...
... . . .
...
znN ,1 znN ,2 znN ,3 · · · znN ,nO
 ·

w1,1 w1,2 w1,3 · · · w1,nN
w2,1 w2,2 w2,3 · · · w2,nN
w3,1 w3,2 w3,3 · · · w3,nN
...
...
... . . .
...
wnI ,1 wnI ,2 wnI ,3 · · · wnI ,nN

·

x1
x2
x3
...
xnx

. (8)
Iz izraza 8 vidljivo je da preslikavanje ulaznog vektora na izlazni ovisi o iznosima tezˇina
neurona izmedu slojeva. Prilagodavanjem iznosa tih tezˇina mozˇe se neuronsku mrezˇu trenirati
da na odredeni ulazni signal daje zˇeljeni izlazni rezultat. Mozˇe se rec´i da tezˇine neurona
predstavljaju bazu znanja neuronske mrezˇe.
3.2.2. Tehnike ucˇenja neuronskih mrezˇa
Ucˇenje neuronskih mrezˇa svodi se na prilagodavanja iznosa tezˇina pojedinih neurona kako
bi se na izlazu iz neuronske mrezˇe dobio zˇeljeni izlaz. Tehnike ucˇenja neuronskih mrezˇa mogu
se podijeliti na tehnike nadziranog ucˇenja i ne-nadziranog ucˇenja.
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Nadzirano ucˇenje
Nadzirano ucˇenje najcˇesˇc´i je tip ucˇenja neuronskih mrezˇa. Osnovna ideja je da neuronsku
mrezˇu ucˇi vanjski ucˇitelj korisˇtenjem sˇirokog skupa parova ulazno izlaznih vektora. Neuronska
mrezˇa podesˇava tezˇine svojih neurona dok na izlazu nije dobiven zˇeljeni izlaz. Jedan od najcˇesˇc´e
korisˇtenih algoritama nadziranog ucˇenja je algoritam povratnog rasprostiranja pogresˇke tokom
kojeg se racˇuna razlika izmedu izlaza neuronske mrezˇe i izlaza definiranog kroz skup podataka
za ucˇenje. Iterativnim ucˇenjem se tezˇine prilagodavaju s ciljem minimiziranja te razlike. Ovakve
tehnike ucˇenja imaju dobar ucˇinak kada se primjenjuju na dobro definirane probleme s unaprijed
poznatim zˇeljenim rjesˇenjima [20–22].
Ne-nadzirano ucˇenje
Ne-nadzirano ucˇenje pokusˇava emitirati ljudsku moguc´nost samostalnog snalazˇenja u novim
situacijama bez vanjskog ucˇitelja. Uz ne-nadzirano ucˇenje neuronska mrezˇa pokusˇava samostalno
generalizirati ulazne podatke prilagodavanjem svojih tezˇina. Podrucˇje ne-nadziranog ucˇenja
josˇ nije u potpunosti istrazˇeno, ali pruzˇa uvide u moguc´nosti samostalnog ucˇenja [20–22]. Ne-
nadzirano ucˇenje postaje temelj za stvaranje samo-organizirajuc´ih neuronskih mrezˇa od kojih je
najvisˇe istrazˇivanja usmjereno prema Kohonenovoj samo-organizirajuc´oj mapi [22].
3.2.3. Kohonenova samo-organizirajuc´a mapa
Kohonenova samo-organizirajuc´a mapa (engl. Self-Organizing Map, SOM) je posebna
vrsta umjetne neuronske mrezˇe koja ima samo jedan skriveni sloj, a nema izlazni sloj. Osnovna
karakteristika ovakve mrezˇe je medusobna povezanost neurona skrivenog sloja. Prema [23]
ovakva vrsta neuronske mrezˇe pokusˇava topolosˇki imitirati ljudski mozak za koji je uocˇeno da
organizira neurone u grupe sa slicˇnim namjenama. SOM se nekad naziva topolosˇkom mapom jer
tezˇine neurona mogu predstavljati prostorne koordinate. Model SOM-a s 25 neurona skrivenog
sloja prikazan je na slici 9.
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· · ·x1 x2 x3 xnxI1 I2 I3 InI
N1 N2 N3 N4 N5
N6 N7 N8 N9 N10
N11 N12 N13 N14 N15
N16 N17 N18 N19 N20
N21 N22 N23 N24 N25
Ulazni sloj
Skriveni sloj
Slika 9: SOM model s 25 neurona skrivenog sloja i nI neurona ulaznog sloja
S obzirom na to da SOM nema izlazni sloj ona na osnovu ulaznog vektora X daje rezultat u
obliku pobjednicˇkog neurona. Pobjednicˇki neuron je onaj neuron cˇije tezˇine najvisˇe odgovaraju
ulaznom vektoru X . Ako je X uredena n-torka realnih brojeva X = (x1,x2,x3, · · · ,xn) koja
predstavlja ulazni signal moguc´e je odrediti vektorski prostor kao skup Rn kojeg cˇine sve
uredene n-torke (x1,x2,x3, · · · ,xn) [24]. S obzirom na to da su u SOM-u tezˇine pojedinog neurona
W = (w1,w2,w3, · · · ,wn) takoder uredene n-torke moguc´e je vektor tezˇina pojedinog neurona
prikazati kao tocˇku unutar definiranog prostora Rn. Tada c´e za ulazni vektor X pobjednicˇki
neuron biti onaj neuron za kojeg izraz 9 ima najmanju vrijednost [25].
d(X ,Wj) =
√
n
∑
i=1
(xi−wi j)2 (9)
Ucˇenje SOM-a se provodi kroz ne-nadzirano ucˇenje. Za ucˇenje je potrebno pripremiti skup
ulaznih vektora koji se iterativno sˇalju ulaznom sloju mrezˇe. Za svaki ulazni vektor se racˇuna
pobjednicˇki neuron cˇije tezˇine se tada prilagodavaju tako da visˇe odgovaraju ulaznom vektoru.
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Nakon prilagodbe pobjednicˇkog neurona podesˇavaju se tezˇine susjednih neurona, ali uz nesˇto
manji koeficijent promjene. Sˇto je susjedni neuron blizˇi pobjednicˇkom neuronu njegove tezˇine se
visˇe primicˇu pobjednicˇkom. Matematicˇki se ucˇenje odnosno podesˇavanje tezˇina neurona mozˇe
izraziti izrazima [26]:
W (t + 1) =W (t)+Θ(t)L(t)(X(t)−W (t)) t = 1,2,3..., (10)
Θ(t) = exp
(
− dist
2
2σ2(t)
)
, (11)
σ(t) = σ0exp
(
− t
λ
)
, (12)
L(t) = L0exp
(
− t
λ
)
, (13)
gdje je:
t - vremenski korak/iteracija;
W (t) - vektor tezˇina neurona za vremenski korak t;
X(t) - ulazni vektor za vremenski korak t;
Θ(t) - koeficijent udaljenosti neurona od pobjednicˇkog neurona;
L(t) - funkcija stope ucˇenja za vremenski korak t;
dist - udaljenost neurona od pobjednicˇkog neurona;
σ(t) - sˇirina susjedstva pobjednicˇkog neurona za vremenski korak t;
σ0 - sˇirina susjedstva za vremenski korak to;
λ - vremenska konstanta;
L0 - stopa ucˇenja za vremenski korak to.
21
3.2.4. Algoritmi ojacˇanog ucˇenja
Ojacˇano ucˇenje je grana strojnog ucˇenja koja proucˇava sustave koji su sposobni ucˇiti iz
iskustva prikupljenog tijekom njihova rada. Osnova ojacˇanog ucˇenja je sposobnost sustava,
odnosno agenta da utjecˇe na svoju okolinu. Takvu okolinu se opisuje Markovljevim procesom
odlucˇivanja koji definira skup stanja i akcija koje agent mozˇe izvrsˇiti [27]. Izvrsˇavajuc´i akcije
nad okolinom agent prima povratnu informaciju u obliku nagrade. Cilj agenta tada postaje
maksimizirati dobivenu nagradu, odnosno izgraditi optimalni zakon odabira akcija (engl. policy)
kontinuiranim prac´enjem dobivene nagrade nakon svake poduzete akcije [27, 28].
Kako bi se ojacˇano ucˇenje moglo primijeniti za upravljanje semaforiziranim raskrizˇjem
potrebno je definirati skup stanja S i skup akcija A za zadano raskrizˇje. Skup stanja se mozˇe
odrediti prema mjerenim prometnim parametrima na raskrizˇju. Za opisivanje trenutnog stanja
raskrizˇja dobar pokazatelj su duljine repova cˇekanja na pojedinim prilazima raskrizˇju. Skup
akcija mozˇe biti odreden kao skup izmjena postojec´eg signalnog plana ili skup potpuno novih
signalnih planova. Nakon odredivanja svih stanja i akcija odreduje se takozvana Q-matrica:
Q =
a1 a2 a3 · · · a j

s1 q1,1 q1,2 q1,3 · · · q1, j
s2 q2,1 q2,2 q2,3 · · · q2, j
s3 q3,1 q3,2 q3,3 · · · q3, j
...
...
...
... . . .
...
si qi,1 qi,2 qi,3 · · · qi, j
,
gdje je:
i - broj definiranih stanja skupa S;
j - broj definiranih akcija skupa A.
Prije ucˇenja svi elementi Q matrice su postavljeni na 0, te c´e se vrijednosti pojedinih
elemenata mijenjati u ovisnosti o dobivenoj nagradi za poduzetu akciju a nad stanjem s.
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Algoritam SARSA
Algoritam SARSA (engl. State-Action-Reward-State-Action) je algoritam ojacˇanog ucˇenja
koji pokusˇava odrediti optimalni zakon upravljanja koristec´i interakciju s okolinom i osvjezˇavajuc´i
vrijednosti Q matrice prema pravilu [27, 28]:
Q(St ,At)← Q(St ,At)+α [Rt+1+ γQ(St+1,At+1)−Q(St ,At)] , (14)
gdje je:
t - vremenski korak/iteracija;
α - koeficijent ucˇenja;
R - nagrada;
γ - faktor odgode nagrade.
Rad SARSA algoritma prikazan je pseudokoˆdom 1:
Pseudokoˆd 1 SARSA [28]
Inicijaliziraj Q(s,a), ∀(s ∈ S,a ∈ A);
Ponavljaj (za svaku epizodu ucˇenja):
Inicijaliziraj S;
Odaberi a iz skupa akcija A prema zakonu odabira;
Ponavljaj (za svaki korak ucˇenja):
Poduzmi a, dohvati nagradu R i stanje s
′
;
Odaberi a
′
iz skupa A prema zakonu odabira;
Q(s,a)← Q(s,a)+α
[
R+ γQ(s′ ,a′)−Q(s,a)
]
;
s← s′; a← a′;
Odabir akcije iz skupa akcija A se vrsˇi prema definiranom zakonu odabira. Najcˇesˇc´e se
koriste takozvani pohlepni algoritam (engl. greedy algorithm) i ε - pohlepni algoritam. Pohlepni
algoritam uvijek odabire akciju za koju je trenutno utvrdena najvec´a kumulativna nagrada. ε
- pohlepni algoritam generira nasumicˇan broj te ako je taj generirani broj vec´i od unaprijed
definiranog parametra ε algoritam odabire akciju na isti nacˇin kao pohlepni algoritam. Ako je
generirani broj manji od parametra ε onda se odabire nasumicˇna akcija. Iznos dobivene nagrade
R ovisi o mjerljivim parametrima uspjesˇnosti izvrsˇene akcije. Za potrebe upravljanja raskrizˇjem,
kao nagrada se mozˇe koristiti razlika izmedu iznosa duljine prijasˇnjeg i trenutnog reda cˇekanja
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ili bilo kojeg drugog mjerljivog prometnog parametra. To mozˇe biti propusnost raskrizˇja, razina
usluzˇnosti, broj zaustavljanja itd.
Algoritam Q-ucˇenja
Q-ucˇenje kao algoritam ojacˇanog ucˇenja radi na slicˇnom principu kao SARSA algoritam
s jedinom razlikom u pravilu osvjezˇavanja Q matrice. Prilikom dodavanja odgodene nagrade
Q-ucˇenje pohlepno uzima vrijednost Q matrice za onu akciju koja za novo stanje ima najvec´u
kumulativnu nagradu, iako ta akcija mozˇda nec´e biti odabrana u sljedec´oj iteraciji ucˇenja. Pravilo
osvjezˇavanja Q matrice korisˇtenjem algoritma Q-ucˇenja prikazano je izrazom 15:
Q(St ,At)← Q(St ,At)+α
[
Rt+1+ γmax
a
Q(St+1,a)−Q(St ,At)
]
. (15)
Rad algoritma Q-ucˇenja prikazan je pseudokoˆdom 2:
Pseudokoˆd 2 Q-ucˇenje [28]
Inicijaliziraj Q(s,a), ∀(s ∈ S,a ∈ A);
Ponavljaj (za svaku epizodu ucˇenja):
Inicijaliziraj S;
Odaberi a iz skupa akcija A prema zakonu odabira;
Ponavljaj (za svaki korak ucˇenja):
Poduzmi a, dohvati nagradu R i stanje s
′
;
Q(s,a)← Q(s,a)+α
[
R+ γmax
A
Q(s
′
,A)−Q(s,a)
]
;
s← s′;
Kod svakog algoritma ojacˇanog ucˇenja tezˇi se konvergenciji Q matrice. Konvergencija u
ovom smislu oznacˇava izgradeni optimalni zakon odabira akcija A za svako stanje S. Prema [29]
Q-ucˇenje konvergira ako se svaki par akcija i stanja posjeti dovoljan broj puta, pri cˇemu je
kod slozˇenijih sustava potreban vec´i broj posjeta. Iako matematicˇki Q ucˇenje konvergira dok
vremenski korak t tezˇi u beskonacˇnost za primjenu u stvarnim sustavima potrebno je osigurati
priblizˇnu konvergenciju u stvarnom vremenu. Na brzinu konvergencije mogu utjecati parametri
α , γ , ε , ali najznacˇajniji utjecaj ima broj stanja i akcija za koje se trazˇi optimalni zakon. Sˇto
je broj stanja i akcija vec´i algoritmu c´e biti potrebno visˇe iteracija ucˇenja za konvergenciju.
Ovaj problem postaje narocˇito izrazˇen u sustavima s ne-diskretnim stanjima, pa je potrebno
koristiti razlicˇite tehnike odredivanja stanja poput korisˇtenja aproksimacijske funkcije, koˆdiranja
s poljima (engl. tile) i grubog (engl. coarse) koˆdiranja [30]. U nastavku je prikazan prijedlog
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sustava upravljanja izoliranim semaforiziranim raskrizˇjem zasnovan na Q-ucˇenju s korisˇtenjem
Kohonenove SOM mrezˇe za generalizaciju stanja prometa na raskrizˇju.
3.3. Inteligentno upravljanje semaforiziranim raskrizˇjem
Problem upravljanja semaforiziranim raskrizˇjem je moguc´e rijesˇiti primjenom tehnika
umjetne inteligencije. Kao sˇto je opisano u prethodnom poglavlju problemu je moguc´e pristupiti
pasivnom, aktivnom ili adaptivnom strategijom.
Pasivno upravljanje
U pasivnom pristupu umjetna inteligencija se mozˇe koristiti u sklopu ekspertnog sustava
za generiranje signalnog plana raskrizˇja. Takav sustav bi trebao sadrzˇavati znanje prometnog
inzˇenjera usmjereno prema izracˇunu propusne moc´i semaforiziranog raskrizˇja. Cˇinjenice koje
bi se unosile u takav sustav su podaci o prometnom opterec´enju pojedinog privoza raskrizˇju
u obliku izvorisˇno-odredisˇne matrice te podaci o geometriji raskrizˇja. Sustav tada izracˇunom
daje optimalno rjesˇenje u obliku signalnog plana. Ako se istovremeno racˇunaju signalni planovi
za velik broj povezanih raskrizˇja dolazi do potesˇkoc´a pri izracˇunu optimalnog rjesˇenja, pa je
moguc´e iskoristiti genetski algoritam za izracˇun dovoljno dobrog rjesˇenja.
Aktivno upravljanje
Aktivno upravljanje se odnosi na korisˇtenje trenutnih podataka prikupljenih s visˇestrukih
osjetila. Osjetila u ovom kontekstu prikupljaju podatke o trenutnom prometnom opterec´enju
raskrizˇja i time upotpunjuju bazu podataka u obliku cˇinjenica. Mehanizam zakljucˇivanja zatim
koristi bazu podataka i bazu znanja kako bi odredio izmjene signalnog plana. Takvo zakljucˇivanje
mozˇe koristiti neizrazitu logiku i neizrazita pravila za donosˇenje odluka [5, 6].
Adaptivno upravljanje
Adaptivno upravljanje se mozˇe opisati i kao upravljanje prema trenutnim podacima zasno-
vano na iskustvu. Za pojasˇnjenje ovog koncepta mozˇe se zamisliti rucˇno upravljanje raskrizˇjem.
Prometni sluzˇbenik prikuplja podatke o stanju na raskrizˇju i donosi odluke o upravljanju prema
definiranim pravilima. S vremenom sluzˇbenik mozˇe evaluirati donosˇene odluke i time prikupiti
iskustvo s kojim mozˇe nadograditi svoje znanje. S umjetnim adaptivnim upravljanjem cilj je
25
postic´i takvu razinu ucˇenja emulirajuc´i prometnog sluzˇbenika. Takav sustav zasnovan na ucˇenju
je prikazan u iduc´em poglavlju.
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4. Adaptacija signalnog plana pomoc´u neuronske
mrezˇe
Adaptacija signalnog plana se mozˇe odrediti kao problem odabira optimalnog signalnog
plana za trenutnu prometnu situaciju. Moguc´e je korisˇtenjem ekspertnih sustava aktivno racˇunati
novi signalni plan prikupljanjem podataka na raskrizˇju, ali se zbog tesˇke prilagodbe metodologije
izracˇuna i stohasticˇne prirode prometa tesˇko dolazi do optimalnog rjesˇenja bez adaptivnog
ucˇenja. Kroz ucˇenje sustav mozˇe naucˇiti koji signalni plan najbolje odgovara pojedinom stanju u
prometu. Problem koji se tada pojavljuje je diskretizacija prostora stanja prometne mrezˇe. Ako
se primjerice prikupljaju podaci o redu cˇekanja na n privoza raskrizˇju postavlja se pitanje na
koliko razreda treba podijeliti te podatke. Podjelom na k razreda dobiva se kn moguc´ih diskretnih
stanja sustava. Zbog eksponencijalnog rasta dodavanjem novih razreda ili mjernih osjetila broj
stanja za koje treba odrediti optimalni signalni plan brzo postaje prevelik. Pri tome je moguc´e
ocˇekivati da isti signalni plan mozˇe biti optimalan za visˇe slicˇnih stanja prometne mrezˇe. Kako
bi se rijesˇio problem diskretizacije stanja u nastavku je predlozˇena metoda odredivanja stanja
prometne mrezˇe uz korisˇtenje neuronske mrezˇe.
4.1. Odredivanje stanja prometne mrezˇe
U prometu se stanje prometne mrezˇe na raskrizˇju mozˇe opisati kroz velik broj prometnih
parametara, primjerice moguc´e je pratiti duljine redova cˇekanja za svaku prometnu traku koja
prilazi raskrizˇju, prosjecˇne brzine vozila, kategorije vozila, itd. Kombinacijom mjerenih pro-
metnih parametara dobiva se prostor moguc´ih stanja Rn gdje je n broj mjerenih parametara.
Svaku tocˇku u tom prostoru mozˇe se promatrati kao jedno stanje prometne mrezˇe. Mapiranjem
velikog broja stanja u prostor Rn mozˇe se primijetiti da tocˇke cˇija je medusobna udaljenost mala
pokazuju slicˇne karakteristike, dok tocˇke s velikom medusobnom udaljenosti imaju vrlo razlicˇite
karakteristike. Cilj odredivanja stanja prometne mrezˇe je podijeliti prostor Rn na potprostore
unutar kojih se nalaze stanja prometa sa slicˇnim karakteristikama.
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Za mali broj mjerenih parametara prostor stanja se mozˇe lako podijeliti na pravilne di-
jelove dijeljenjem svakog mjerenog parametra u razrede jednakih velicˇina. Nedostatak ovog
pristupa je pri primjeni na velik broj mjerenih parametara jer broj definiranih potprostora ekspo-
nencijalno raste, te je povec´ana vjerojatnost da neki tako definirani potprostori u sebi nemaju niti
jedno izmjereno stanje. Za rjesˇenje problema se mozˇe iskoristiti SOM mrezˇa koja c´e generalizi-
rati skup izmjerenih podataka i time izgraditi topologiju slicˇnu ulaznim podacima. Nakon sˇto je
neuronska mrezˇa trenirana, svaki od neurona c´e oko sebe definirati podrucˇje unutar kojeg je on
pobjednicˇki neuron. Stanje prometne mrezˇe se zatim identificira s rednim brojem pobjednicˇkog
neurona. Ovim pristupom se mozˇe smanjiti broj dimenzija mjerenih prometnih parametara.
Fleksibilnost ovog pristupa omoguc´uje da se broj stanja koje se zˇeli identificirati odredi
prilikom definiranja strukture SOM mrezˇe gdje c´e broj neurona skrivenog sloja biti jednak broju
identificiranih stanja. Ovakvom generalizacijom prostora stanja moguc´e je znatno ubrzati procese
ojacˇanog ucˇenja za upravljanje raskrizˇjem.
4.2. Algoritam ojacˇanog ucˇenja zasnovan na
neuronskoj mrezˇi
Algoritmi ojacˇanog ucˇenja samostalno grade bazu znanja promatrajuc´i stanje sustava i
poduzimajuc´i akcije. Nakon svake poduzete akcije algoritam evaluira postignuti rezultat. Ucˇenje
se ponavlja iterativno dok se za svako stanje sustava ne odredi optimalna akcija. U ovom potpo-
glavlju dan je opis primjene neuronske mrezˇe za smanjivanje broja stanja kod algoritma ojacˇanog
ucˇenja.
Kako bi se izbjegao problem visokog broja dimenzija pri odredivanju stanja prometnog
sustava te eksponencijalnog porasta velicˇine Q-matrice moguc´e je koristiti SOM mrezˇu koja
c´e provoditi generalizaciju prometnih parametara i tako odrediti stanja prometne mrezˇe. Takvo
procjenjivanje stanja se mozˇe koristiti u suradnji s algoritmom Q ucˇenja. Struktura takvog sustava
prikazana je na slici 10. S obzirom na to da brzina konvergencije ovisi o broja stanja i akcija,
moguc´e je odabrati broj stanja koja c´e se analizirati prilikom stvaranja SOM mrezˇe, gdje c´e broj
stanja biti jednak broju neurona skrivenog sloja, a broj promatranih parametra c´e biti jednak
broju neurona ulaznog sloja [31–33].
28
Raskrižje Agent Q učenja
SOM
Akcija a 
Prometni parametri Stanje s 
Nagrada R(s,a,s )
Slika 10: Sustav za upravljanje raskrizˇjem korisˇtenjem Q-ucˇenja zasnovan na neuronskoj mrezˇi
Primjenu navedenog sustava je potrebno obaviti u dvije faze. U prvoj fazi se prikupljaju
prometni parametri s raskrizˇja, te se na temelju njih ucˇi SOM mrezˇa. Kada je zavrsˇeno ucˇenje
SOM mrezˇe ona se stavlja u pasivno stanje u kojem visˇe nec´e podesˇavati tezˇine neurona. U drugoj
fazi se sustavu prikljucˇuje agent Q ucˇenja, te se zatim provodi njegovo ucˇenje. Prema [27,28] rad
agenta Q ucˇenja se mozˇe podijeliti na istrazˇivanje i eksploataciju stecˇenog znanja. Istrazˇivanjem
se smatra odabir nasumicˇnih akcija, dok eksploatacija predstavlja korisˇtenje akcije za koju je
trenutno utvrdena najvec´a kumulativna nagrada u Q matrici. Omjer istrazˇivanja i eksploatacije
se mozˇe odrediti korisˇtenjem ε - pohlepnog zakona za odabir akcije. Podesˇavanjem parametra
ε moguc´e je u pocˇetku rada sustava uglavnom birati nasumicˇne akcije kako bi agent prikupio
sˇto vec´u kolicˇinu znanja, u kasnijim iteracijama rada ε prilazi nuli sˇto dovodi do iskorisˇtavanja
stecˇenog znanja jer c´e uglavnom biti odabrana akcija s najvec´om kumulativnom nagradom.
Dobra je praksa drzˇati parametar ε trajno na vrijednosti malo iznad nule kako bi sustav s
vremenom ponovno pokusˇao primijeniti nasumicˇnu akciju, sˇto omoguc´uje sustavu da se trajno
prilagodava stanju prometne mrezˇe. To je narocˇito bitno u slucˇajevima kada korisnici prometne
mrezˇe mijenjaju svoje ponasˇanje ili se pojavi nepoznato stanje prometa za koje je tek potrebno
pronac´i novi optimalni upravljacˇki zakon.
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5. Simulacijsko okruzˇenje PTV VISSIM/AForge
Sustav upravljanja prometom zasnovan na ucˇenju je tesˇko razvijati direktnom primjenom u
prometnom sustavu zbog dugog procesa ucˇenja tijekom kojeg sustav mozˇe negativno djelovati
na rad prometnog sustava. Kao rjesˇenje problema moguc´e je koristiti simulacijske alate za
simuliranje prometnog sustava, te provesti pocˇetno ucˇenje sustava u simulacijskom okruzˇenju.
Kako bi simulacija sˇto visˇe odgovarala stvarnoj situaciji potrebno je provesti detaljno umjeravanje
simulacije. Jedan od cˇesto korisˇtenih alata je mikroskopski simulator VISSIM tvrtke PTV [11].
Iako je korisˇtenjem alata VISSIM moguc´e simulirati rad prometnog sustava u njemu nije moguc´e
izraditi sustave upravljanja zasnovane na ucˇenju, vec´ je za to potrebno koristiti vanjske aplikacije.
VISSIM omoguc´uje vanjskim aplikacijama pristup objektima simulacije kroz COM sucˇelje,
pa je moguc´ paralelni rad simulatora VISSIM i vanjske aplikacije s ugradenim algoritmom
upravljanja odnosno ucˇenja. Pri izradi vanjskih aplikacija moguc´e je koristiti razlicˇite biblioteke
(engl. library) za izradu sustava zasnovanih na umjetnoj inteligenciji. Jedna takva biblioteka
otvorenog koˆda je AForge.NET framework [12]. Objedinjavanjem simulatora PTV VISSIM i
vanjske aplikacije s bibliotekom AForge moguc´e je stvoriti simulacijsko okruzˇenje za razvoj i
testiranje sustava upravljanja prometom zasnovanih na metodama umjetne inteligencije.
5.1. Simulacijski alat PTV VISSIM
Mikroskopski simulator VISSIM tvrtke PTV je aplikacija za analiziranje, simulaciju i
optimizaciju prometnih tokova. Pojam mikroskopske simulacije oznacˇava simulaciju u kojoj
se svaki prometni entitet (pjesˇak, automobil, tramvaj, itd.) simulira individualno u jednom
modelu. Za razliku od mikroskopske simulacije makroskopska prometne tokove promatra kao
cjelinu. Postoje josˇ i mezoskopske simulacije koje rade kombiniranjem tehnika mikroskopskih i
makroskopskih simulacija. VISSIM simulator se sastoji od sedam jezgrenih modula [2, 8, 19]:
1. Modul generiranja nasumicˇnih brojeva: generira nasumicˇne brojeve za odredivanje
stohasticˇnih elemenata simulacije;
2. Modul atributa vozila i vozacˇa: definira atribute i karakteristike vozila te vozacˇa koji
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ulaze u prometnu mrezˇu;
3. Modul generiranja vozila: definira kada i gdje c´e pojedino vozilo uc´i u prometnu mrezˇu;
4. Modul prac´enje vozila: definira ponasˇanje vozila u ovisnosti o drugim vozilima;
5. Modul mijenjanja prometne trake: Definira nacˇine promjene prometne trake vozila;
6. Modul signalnog uredaja: definira upravljanje signalnim uredajima u prometnoj mrezˇi;
7. Modul animacije: prikazuje animaciju vozila u simuliranoj prometnoj mrezˇi, rad anima-
cijskog modula prikazan je na slici 11.
Slika 11: Prikaz rada modula animacije simulatora VISSIM
5.2. Biblioteka za metode umjetne inteligencije AForge
Bibilioteka AForge.NET framework je biblioteka otvorenog koˆda pisana za programski jezik
C] namijenjena razvoju i istrazˇivanju unutar polja racˇunalnog vida i umjetne inteligencije [12].
Biblioteka omoguc´ava jednostavno integriranje modula racˇunalnog vida i umjetne inteligencije u
postojec´e C] projekte pozivanjem na jedan od sljedec´ih imenicˇkih prostora:
AForge.Fuzzy - sadrzˇi klase i sucˇelja za rad s neizrazitim sustavima;
AForge.Genetic - sadrzˇi klase i sucˇelja za rjesˇavanje problema uz korisˇtenje genetskog algo-
ritma;
AForge.Imaging - sadrzˇi klase i sucˇelja za obradu slike;
AForge.MachineLearning - sadrzˇi klase i sucˇelja za algoritme strojnog ucˇenja;
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AForge.Math - sadrzˇi klase za rjesˇavanje matematicˇkih problema korisˇtene u drugim AForge
modulima;
AForge.Neuro - sadrzˇi klase i sucˇelja za izradu i ucˇenje neuronskih mrezˇa;
AForge.Robotics - sadrzˇi klase i sucˇelja za upravljanje odredenim komponentama robotskih
sustava;
AForge.Video - sadrzˇi klase i sucˇelja za obradu video zapisa.
5.3. Simulacijsko okruzˇenje NET TO VISSIM
Kako bi se uspjesˇno mogli razvijati i testirati razlicˇiti algoritmi umjetne inteligencije u
prometu potrebno je izgraditi simulacijsko okruzˇenje koje se sastoji od simulatora prometa i
upravljacˇke aplikacije za primjenu umjetne inteligencije. Posˇtujuc´i VISSIM hijerarhiju objekata
moguc´e je pristupiti i upravljati objektima simulacije kroz izgradeno simulacijsko okruzˇenje [2].
Jedno takvo okruzˇenje je projekt u nastajanju NET TO VISSIM [34]. Okruzˇenje komunicira
s VISSIM objektima korisˇtenjem COM sucˇelja prema modelu prikazanom na slici 12. Ciljevi
projekta su uspostavljanje komunikacije s VISSIM objektima, prikupljanje prometnih podataka
iz VISSIM simulacije, upravljanje signalizacijom, implementacija tehnika umjetne inteligencije
uz korisnicˇko sucˇelje za jednostavno upravljanje i prac´enje rada. Za primjenu tehnika umjetne
inteligencije okruzˇenje koristi biblioteku AForge.
AForge
Sloj 
podatkovnog 
pristupa
VISSIM
Aplikacija 
NET TO 
VISSIM
Sloj obrade 
podataka
Prezentacijski 
sloj
COM sučelje
Slika 12: Simulacijsko okruzˇenje NET TO VISSIM
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6. Simulacijski rezultati
U ovom poglavlju opisan je korisˇteni model semaforiziranog raskrizˇja, te dobiveni simula-
cijski rezultati nakon implementacije algoritma za upravljanje zasnovanog na SOM neuronskoj
mrezˇi i Q-ucˇenju.
6.1. Opis modela korisˇtenog semaforiziranog raskrizˇja
Za potrebe razvoja i testiranja upravljacˇkog algoritma u VISSIM-u je izgraden model
izoliranog semaforiziranog raskrizˇja po uzoru na stvarno raskrizˇje: ”Ulica kralja Zvonimira
- Ulica Vjekoslava Heinzela” prema podacima iz [2] [7]. Slika 13 prikazuje VISSIM model
izoliranog raskrizˇja.
Slika 13: VISSIM model izoliranog raskrizˇja: Ulica kralja Zvonimira - Ulica Vjekoslava Heinzela
Kako bi algoritam mogao ucˇiti iz visˇe razlicˇitih prometnih situacija model je prosˇiren
da obuhvac´a razdoblje od 05:30 do 22:00 sati. Prometna potrazˇnja je generirana korisˇtenjem
podataka o profilima brzina iz [35] u kombinaciji s podacima iz [7] i rucˇnim mjerenjima. Pjesˇacˇki
promet nije postavljen u simulaciju zbog nedostatka istrazˇivanja o ponasˇanju pjesˇaka u prometu,
ali je pri izracˇunu signalnih planova uracˇunato zasˇtitno vrijeme prolaska pjesˇaka kroz prometnicu.
Generirana prometna potrazˇnja prikazana je grafikonima 1, 2, 3 i 4.
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Grafikon 1: Generirana prometna potrazˇnja: Ulica Vjekoslava Heinzela sjever
Grafikon 2: Generirana prometna potrazˇnja: Ulica Vjekoslava Heinzela jug
34
Grafikon 3: Generirana prometna potrazˇnja: Ulica kralja Zvonimira - istok
Grafikon 4: Generirana prometna potrazˇnja: Ulica kralja Zvonimira - zapad
Osnovni ustaljeni signalni plan raskrizˇja prikazan je na slici 14 [7]. Za potrebe evaluacije
algoritma rezultati su usporedivani s rezultatima dobivenim simulacijom korisˇtenjem samo
ustaljenog signalnog plana.
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Slika 14: Ustaljeni signalni plan: Ulica kralja Zvonimira - Ulica Vjekoslava Heinzela [7]
6.2. Postavke SOM mrezˇe i Q-ucˇenja
U ovom potpoglavlju su opisani parametri SOM mrezˇe i Q-ucˇenja korisˇteni pri simulaciji
upravljanja raskrizˇjem.
6.2.1. Postavke SOM mrezˇe
Kako bi se mogla ucˇiti SOM mrezˇa generirani su prometni podaci simulacijom raskrizˇja s
ustaljenim signalnim planom. Prikupljeno je 18 parametara u pet-minutnim intervalima mjerenja:
1. x1 - Prosjecˇan broj vozila u redu cˇekanja za istocˇni prilaz, prometna traka za lijevo
skretanje;
2. x2 - Prosjecˇan broj vozila u redu cˇekanja za istocˇni prilaz, prometne trake za ravno i desno
skretanje;
3. x3 - Prosjecˇan broj vozila u redu cˇekanja za sjeverni prilaz, prometna traka za lijevo
skretanje;
4. x4 - Prosjecˇan broj vozila u redu cˇekanja za sjeverni prilaz, prometne trake za ravno i desno
skretanje;
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5. x5 - Prosjecˇan broj vozila u redu cˇekanja za zapadni prilaz, prometna traka za lijevo
skretanje;
6. x6 - Prosjecˇan broj vozila u redu cˇekanja za zapadni prilaz, prometne trake za ravno i desno
skretanje;
7. x7 - Prosjecˇan broj vozila u redu cˇekanja za juzˇni prilaz, prometna traka za lijevo skretanje;
8. x8 - Prosjecˇan broj vozila u redu cˇekanja za juzˇni prilaz, prometne trake za ravno;
9. x9 - Prosjecˇan broj vozila u redu cˇekanja za juzˇni prilaz, prometna traka za desno skretanje;
10. x10 - Maksimalni broj vozila u redu cˇekanja za istocˇni prilaz, prometna traka za lijevo
skretanje;
11. x11 - Maksimalni broj vozila u redu cˇekanja za istocˇni prilaz, prometne trake za ravno i
desno skretanje;
12. x12 - Maksimalni broj vozila u redu cˇekanja za sjeverni prilaz, prometna traka za lijevo
skretanje;
13. x13 - Maksimalni broj vozila u redu cˇekanja za sjeverni prilaz, prometne trake za ravno i
desno skretanje;
14. x14 - Maksimalni broj vozila u redu cˇekanja za zapadni prilaz, prometna traka za lijevo
skretanje;
15. x15 - Maksimalni broj vozila u redu cˇekanja za zapadni prilaz, prometne trake za ravno i
desno skretanje;
16. x16 - Maksimalni broj vozila u redu cˇekanja za juzˇni prilaz, prometna traka za lijevo
skretanje;
17. x17 - Maksimalni broj vozila u redu cˇekanja za juzˇni prilaz, prometne trake za ravno;
18. x18 - Maksimalni broj vozila u redu cˇekanja za juzˇni prilaz, prometna traka za desno
skretanje
S obzirom na to da je prikupljeno 18 razlicˇitih prometnih parametara zadatak SOM mrezˇe
postaje generalizirati prostor R18 na diskretni broj stanja. Pri tome je ideja nac´i najmanji broj
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prometnih stanja koji dobro opisuje ponasˇanje analiziranog izoliranog raskrizˇja. Rad sustava
c´e se analizirati u tri scenarija s razlicˇitim brojem odredenih stanja, odnosno razlicˇitim brojem
neurona skrivenog sloja SOM mrezˇe. Za svaki od scenarija korisˇteni su parametri SOM ucˇenja
prikazani u tablici 1
Tablica 1: Parametri ucˇenja SOM mrezˇe
Parametar Vrijednost
L0 0,5
σ0 3
Scenarij 1
U prvom scenariju prostor stanja prometnog sustava je generaliziran na 16 stanja korisˇtenjem
SOM mrezˇe sa strukturom prikazanoj na slici 15.
x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 x16 x17 x18
I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 I13 I14 I15 I16 I17 I18
N1 N2 N3 N4
N5 N6 N7 N8
N9 N10 N11 N12
N13 N14 N15 N16
Slika 15: SOM mrezˇa s 18 neurona ulaznog sloja i 16 neurona skrivenog sloja
Scenarij 2
U drugom scenariju prostor stanja prometnog sustava je generaliziran na 25 stanja korisˇtenjem
SOM mrezˇe sa strukturom prikazanoj na slici 16.
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x1 x2 x3 x4 x5 x6 x7 x8 x9 x10 x11 x12 x13 x14 x15 x16 x17 x18
I1 I2 I3 I4 I5 I6 I7 I8 I9 I10 I11 I12 I13 I14 I15 I16 I17 I18
N1 N2 N3 N4 N5
N6 N7 N8 N9 N10
N11 N12 N13 N14 N15
N16 N17 N18 N19 N20
N21 N22 N23 N24 N25
Slika 16: SOM mrezˇa s 18 neurona ulaznog sloja i 25 neurona skrivenog sloja
Scenarij 3
U trec´em scenariju prostor stanja prometnog sustava je generaliziran na 484 stanja korisˇtenjem
SOM mrezˇe sa strukturom prikazanoj na slici 17.
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Slika 17: SOM mrezˇa s 18 neurona ulaznog sloja i 484 neurona skrivenog sloja
6.2.2. Postavke Q-ucˇenja
Neovisno o broju stanja dobivenih iz SOM mrezˇe skup akcija je isti za svaki analizirani
scenarij i sastoji se od skupa definiranih signalnih planova. Definirani signalni planovi prikazani
su slici 18. Signalni planovi definirani akcijama su zasnovani na ustaljenom signalnom planu
s manjim izmjenama kako bi se izbjeglo zbunjivanje sudionika u prometu zbog tendencije
ponasˇanja prema navici [7]. Problem zbunjivanja sudionika u prometu je osobito istaknut u
sustavima s promjenom redoslijeda faza zbog visoke moguc´nosti naleta vozila iz konfliktnog
smjera. Iz tog razloga u ovom radu nije korisˇtena izmjena redoslijeda faza.
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(a) Akcija 1 (b) Akcija 2
(c) Akcija 3 (d) Akcija 4
(e) Akcija 5 (f) Akcija 6
(g) Akcija 7
Slika 18: Signalni planovi odnosno akcije za upravljanje
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Za svaki scenarij korisˇteni su parametri Q-ucˇenja prikazani u tablici 2.
Tablica 2: Parametri Q-ucˇenja
Parametar Vrijednost
α 0,25
γ 0,1
Za odabir akcije korisˇten je ε - pohlepni algoritam s promjenjivim parametrom ε prema
izrazu 16 prikazanog grafikonom 5.
ε = 0,97 ·0,5i−1+ 0,03, (16)
gdje je:
i - Redni broj simulacije.
Grafikon 5: Promjena parametra ε u ovisnosti o rednom broju simulacije
Nagrada kao parametar funkcije osvjezˇavanja Q tablice je jednaka razlici izgubljenog
vremena vozila prije poduzete akcije i nakon poduzete akcije. Ako je izgubljeno vrijeme
vozila prije poduzete akcije vec´e od izgubljenog vremena nakon poduzete akcije nagrada c´e biti
pozitivna, a njen iznos c´e ovisiti o postignutom poboljsˇanju. Nagrada se mozˇe prikazati izrazom:
Rt+1 = Dt−Dt+1, (17)
gdje je:
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Dt - izgubljeno vrijeme svih vozila prije poduzimanja akcije;
Dt+1 - izgubljeno vrijeme nakon poduzimanja akcije.
6.3. Prikaz i analiza rezultata simulacije
Kako bi se mogao analizirati rad predlozˇenog sustava za svaki scenarij je simulirano 100
simulacija s postavkama prikazanim u tablici 3. Za svaki zadani scenarij prikupljeni su sljedec´i
prometni parametri:
T T TTOT - Ukupno vrijeme putovanja svih vozila [s];
LTAV G - Prosjecˇno izgubljeno vrijeme po vozilu [s/voz];
STTOT - Ukupno vrijeme zaustavljanja svih vozila [s];
NSTOT - Ukupni broj zaustavljanja svih vozila.
Tablica 3: Simulacijske postavke prema scenarijima
Parametar Scenarij 1 Scenarij 2 Scenarij 3
Trajanje simulacije [s] 59400 59400 59400
Rezolucija simulacije [korak/s] 1 1 1
Nasumicˇno sjeme 42 42 42
Model slijedenja vozila Wiedmann 74 Wiedmann 74 Wiedmann 74
Broj neurona SOM mrezˇe 16 25 484
6.3.1. Scenarij 1
Rezultati Ukupnog vremena putovanja svih vozila za prvi scenarij su prikazani grafikonom 6.
S obzirom da je SOM mrezˇa imala samo 16 neurona nije bio potreban veliki broj iteracija do
dolaska u stacionarno stanje. Nakon samo jedne iteracije ucˇenja ukupno vrijeme putovanja je u
znacˇajnom porastu, sˇto se mozˇe ocˇekivati za pocˇetne iteracije ucˇenja zbog pretezˇno istrazˇivacˇkog
nacˇina rada. Pri tome se akcije slucˇajno odabiru kako upravljacˇki sustav josˇ ne zna koja je
akcija optimalna. Nakon 50 i 100 iteracija ucˇenja vidljiva su poboljsˇanja ukupnog vremena
putovanja za vrijeme jutarnjeg i poslijepodnevnog vrsˇnog sata, dok izmedu 50. i 100. iteracije
nema primjetnih razlika, sˇto je vjerojatno posljedica brze konvergencije prije 50. iteracije ucˇenja.
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Grafikon 6: Ukupno vrijeme putovanja svih vozila - Scenarij 1
U tablici 4 prikazani su ukupni rezultati prvog scenarija. Nakon 100. iteracije ucˇenja ukupno
vrijeme putovanja smanjeno je za 5,65%. Prosjecˇno izgubljeno vrijeme po vozilu je smanjeno
za 11,54%. Ukupno vrijeme zaustavljanja svih vozila smanjeno je za 14,09%, dok je broj
zaustavljanja svih vozila smanjen za 4,96%.
Tablica 4: Ukupni rezultati prvog scenarija
Parametar Ustaljeni signalni plan
SOM 16 neurona i Q ucˇenje
1. iteracija ucˇenja 50. iteracija ucˇenja 100. iteracija ucˇenja
Iznos Promjena [%] Iznos Promjena [%] Iznos Promjena [%]
T T TTOT [s] 2287484 2326038 1,69% 2185992 -4,44% 2158325 -5,65%
LTAV G [s/voz] 23,11 23,46 1,55% 20,90 -9,55% 20,44 -11,54%
STTOT [s] 805762 838872 4,11% 716706 -11,05% 692219 -14,09%
NSTOT 30112 30885 2,57% 28941 -3,89% 28617 -4,96%
6.3.2. Scenarij 2
Rezultati Ukupnog vremena putovanja svih vozila za drugi scenarij su prikazani grafiko-
nom 7. SOM mrezˇa je imala tek 9 neurona visˇe od mrezˇe u prvom scenariju sˇto je uzrokovalo
priblizˇno iste rezultate uz nesˇto sporiji prilazak stacionarnom stanju. Grafikon jasno prikazuje
veliki porast vremena putovanja u jutarnjem vrsˇnom satu koji se mozˇe ocˇekivati prilikom prvih
iteracija ucˇenja. Grafikon prikazuje nesˇto losˇije rezultate nakon 100. iteracije u odnosu na
rezultate nakon 50. iteracije. Ovakvo ponasˇanje se pripisuje sˇumu koji se pojavljuje pri ulasku
u stacionarno stanje, gdje su moguc´e oscilacije rezultata zbog postavljenog ε parametra koji
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nikad ne iznosi nula. Postavljanjem parametra ε na nula i smanjenjem parametra stope ucˇenja
moguc´e je sustav dovesti u stabilno stanje, sˇto se ne preporucˇuje jer tada sustav nema moguc´nost
prilagodbe i daljnjeg ucˇenja.
Grafikon 7: Ukupno vrijeme putovanja svih vozila - Scenarij 2
U tablici 5 prikazani su ukupni rezultati drugog scenarija. Prema svima parametrima rezul-
tati nakon 100 iteracija ucˇenja drugog scenarija su losˇiji od rezultata prvog scenarija. Rezultati
nakon 50 iteracija ucˇenja pokazuju smanjenje ukupnog trajanja putovanja za 4,54%, smanjenje
prosjecˇnog izgubljenog vremena po vozilu za 9,50%, smanjenje ukupnog vremena zaustavljanja
za 11,41% i smanjenje ukupnog broja zaustavljanja svih vozila za 3,70%.
Tablica 5: Ukupni rezultati drugog scenarija
Parametar Ustaljeni signalni plan
SOM 25 neurona i Q ucˇenje
1. iteracija ucˇenja 50. iteracija ucˇenja 100. iteracija ucˇenja
Iznos Promjena [%] Iznos Promjena [%] Iznos Promjena [%]
T T TTOT [s] 2287484 2349807 2,72% 2183678 -4,54% 2204793 -3,61%
LTAV G [s/voz] 23,11 23,78 2,90% 20,91 -9,50% 21,30 -7,83%
STTOT [s] 805762 856449 6,29% 713836 -11,41% 729932 -9,41%
NSTOT 30112 31501 4,61% 28997 -3,70% 29639 -1,57%
6.3.3. Scenarij 3
Rezultati Ukupnog vremena putovanja svih vozila za trec´i scenarij su prikazani grafiko-
nom 8. SOM mrezˇa se sastojala od 484 neurona sˇto je znacˇajno usporilo prilazak stacionarnom
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stanju u odnosu na prva dva scenarija. Na grafikonu su vidljive tek male razlike izmedu rezultata
ustaljenog signalnog plana i rezultata nakon 50 i 100 iteracija ucˇenja. Ovaj rezultat se pripisuje
velikom broju stanja za koja je potrebno naucˇiti optimalni zakon odabira akcija.
Grafikon 8: Ukupno vrijeme putovanja svih vozila - Scenarij 3
Ukupni rezultati trec´eg scenarija prikazani su u tablici 6. Nakon 100 iteracija ucˇenja ukupno
vrijeme putovanja svih vozila smanjeno je za 3,71%, prosjecˇno izgubljeno vrijeme po vozilu
je smanjeno za 7,60%, ukupno vrijeme zaustavljanja je smanjeno za 9,37% dok je ukupni broj
stajanja svih vozila smanjen za 2,74%.
Tablica 6: Ukupni rezultati trec´eg scenarija
Parametar Ustaljeni signalni plan
SOM 484 neurona i Q ucˇenje
1. iteracija ucˇenja 50. iteracija ucˇenja 100. iteracija ucˇenja
Iznos Promjena [%] Iznos Promjena [%] Iznos Promjena [%]
T T TTOT [s] 2287484 2325185 1,65% 2232969 -2,38% 2202657 -3,71%
LTAV G [s/voz] 23,11 23,58 2,05% 21,80 -5,64% 21,35 -7,60%
STTOT [s] 805762 839691 4,21% 756988 -6,05% 730249 -9,37%
NSTOT 30112 30811 2,32% 29702 -1,36% 29288 -2,74%
6.3.4. Ukupni rezultati po iteracijama ucˇenja
Ukupni rezultati svih scenarija u ovisnosti o iteraciji ucˇenja prikazani su grafikonima 9, 10, 11
i 12. U svim grafikonima ukupnih rezultata vidljivo je ponasˇanje konvergencije rezultata. Prvi i
drugi scenarij zapocˇinju konvergenciju oko 40. iteracije ucˇenja, dok se za trec´i scenarij ne mozˇe
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utvrditi konvergencija rezultata cˇak ni nakon 100 iteracija ucˇenja. Ovi rezultati pokazuju kako se
povec´anjem broja neurona SOM mrezˇe brzina ucˇenja smanjuje zbog velikog broj stanja za koja
je potrebno naucˇiti zakon upravljanja.
Grafikon 9: Ukupno vrijeme putovanja svih vozila
Grafikon 10: Prosjecˇno izgubljeno vrijeme po vozilu
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Grafikon 11: Ukupno vrijeme zaustavljanja svih vozila
Grafikon 12: Ukupni broj zaustavljanja svih vozila
Analizom prometnih parametara utvrduje se pozitivan ucˇinak sustava za upravljanje izoli-
ranim semaforiziranim raskrizˇjem primjenom SOM mrezˇe i Q-ucˇenja. Smanjenjem vremena
putovanja postizˇe se ucˇinkovitiji rad prometnog sustava, kao i smanjenje trosˇkova. Smanjenjem
broja i trajanja zaustavljanja smanjuje se potrosˇnja energenata, smanjuju emisije sˇtetnih plinova i
podizˇe razina usluge raskrizˇja.
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7. Zakljucˇak
Primjenom neuronske mrezˇe i strojnog ucˇenja prilikom upravljanja semaforiziranim ra-
skrizˇjem moguc´e je postic´i poboljsˇanja u radu prometnog sustava. Pri tome je poboljsˇanja
moguc´e postic´i tijekom rada upravljacˇkog sustava kako upravljacˇki sustav ima moguc´nost ucˇenja
na osnovi ocjene primijenjene upravljacˇke akcije. U ovom diplomskom radu je simulirano izoli-
rano semaforizirano raskrizˇje uz primjenu Kohonenove SOM neuronske mrezˇe za odredivanje
stanja raskrizˇja kao ulaznim parametrom algoritma Q-ucˇenja. Broj analiziranih stanja ovisio
je velicˇini SOM neuronske mrezˇe dok se skup akcija sastojao od sedam definiranih signalnih
planova. Iz rezultata je vidljivo da sustav ucˇenja brzˇe dolazi do optimalnog zakona upravljanja
raskrizˇjem uz manji broj analiziranih stanja. Rezultati pokazuju da korisˇtenjem velikog broja
neurona dolazi do smanjenja kvalitete upravljanja, sˇto se mozˇe pripisati otezˇanom ucˇenju zbog
velikog broja proucˇavanih prometnih stanja.
Spajanjem mikroskopskog simulatora VISSIM i biblioteke AForge stvoreno je simula-
cijsko okruzˇenje za razvoj i analizu ITS sustava zasnovanih na primjeni umjetne inteligencije.
Kroz iterativno ucˇenje postignuto je smanjenje ukupnog trajanja putovanja za 5,65%, smanjenje
prosjecˇnog izgubljenog vremena za 11,54%, smanjenje trajanja zaustavljanja za 14,09% i sma-
njenje broja zaustavljanja za 4,96% u usporedbi s ustaljenim signalnim planom.
Nedostatak primjene ovakvog sustava je u tesˇkom odredivanju broja neurona SOM mrezˇe
zbog izravne povezanosti s brzinom prilaska stacionarnom stanju te dobrog opisa svih potenci-
jalnih stanja upravljane prometne mrezˇe. Nastavak istrazˇivanja se vidi u analizi brzine reakcije
sustava na iznenadne promjene u ponasˇanju korisnika prometnog sustava, ili pojavu incidentne
situacije. Takoder je potrebno obratiti pozornost prema moguc´nostima primjene SOM neuronske
mrezˇe i Q-ucˇenja na nizu visˇe ulancˇanih semaforiziranih raskrizˇja te u integraciji dodatnih ITS
sustava poput dodjele prioriteta vozilima javnog gradskog prijevoza ili zˇurnih sluzˇbi.
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