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The problem of constructing variational principles for a given second-order 
quasi-linear partial differential equation is considered. In particular, we address the 
problem of finding a first-order functionf whose product with the given differential 
operator is the Euler-Lagrange operator derived from some Lagrangian. Two sets of 
equations for such a function f are obtained. Necessary and sufftcient conditions for 
the integration of the first set are established in general and these lead to a 
considerable simplification of the second set. In certain special cases. such as the 
case when the operator is elliptic, the problem is completely solved. The utility of 
our results is illustrated by a variety of examples. 
1. INTRODUCTION 
During the past decade or so variational methods have achieved ever- 
widening recognition as a powerful means of analyzing, both qualitatively 
and quantitatively, many non-linear differential equations which arise in the 
engineering and physical sciences. It is, therefore, of considerable interest to 
characterize explicitly those equations which arise from a problem in the 
calculus of variations and which may subsequently submit to such methods. 
This is the so-called inverse problem in the calculus of variations and in this 
paper we focus on an important special case, viz. to determine when a given 
second-order quasi-linear partial differential equation is equivalent to the 
Euler-Lagrange or variational equation for a problem in the classical 
calculus of variations. 
The inverse problem is a significant problem in applied mathematics since 
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the availability of a variational principle can provide an important tool for 
analyzing a given system of equations. In situations where the functional to 
be minimized actually achieves its minimum value, one can establish the 
existence of (weak) solutions by the direct construction of a minimizing 
sequence of functions [5, p. 174]-these so-called direct methods in the 
calculus of variations date back to Hilbert’s treatment of the Dirichlet 
problem for Laplace’s equation. Direct methods are also of great practical 
utility, as manifested by the increasing popularity of finite element schemes 
(e.g., the Ritz method and the Kantorovich or semi-discrete Galerkin 
method) for the numerical solution of partial differential equations. These are 
particularly effective whenever the domain is irregularly shaped or when it is 
important o accurately approximate the derivatives of the solution. 
Alternatively, if the differential equation admits a variational derivation 
then its solutions may be viewed as the critical points of the corresponding 
functional. From this point of departure the existence of solutions can often 
be established by powerful topological methods uch as Morse theory or the 
Lusternik-Schirelman “category” theory. For example, Rabinowitz [ 25,261 
deploys these methods to study the bifurcation properties of potential or 
Euler-Lagrange operators. Thus the inverse problem of the calculus of 
variations may be seen as that of determining the extent to which these 
variational methods are applicable. ’ 
Then, too, variational principles can sometimes lead to first integrals or 
conservation laws via Noether’s theorem and provide for well-developed 
c>nonical formalisms (see, e.g., [8, 12, 15, 271) and the associated theory of 
canonical transformations. Finally, within the context of theoretical physics 
there is some interest in the problem because of the belief that physically 
relevant field equations should be Euler-Lagrange equations. 
Let us be more specific. Consider a single second-order differential 
operator Tin the independent variables x’, x2,..., X” and a dependent variable 
u which is linear in the second derivatives of U, i.e., T is of the form 
= A “‘(x’, u, u,,) uij + B(x’, u, U[). (1.1) 
Here and in the sequel, latin indices range from 1 to n and repeated indices 
are summed upon. We shall assume throughout hat the coefficients A, and 
B are smooth functions of their 2n + 1 arguments and that the A ‘j are the 
entries of a symmetric matrix, i.e., 
*Indeed, it is not uncommon for some aspect of the inverse problem to be discussed in 
connection with these methods, e.g., see [ 10, Chaps. 7-10; 20, Chap. 2; 21, 2.9; 40, Chap. 21. 
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Then the differential operator T determines the differential equation 
T ( x’, s&& = 0, (1.2) 
which is to be solved for s as a function of x1, x2,..., x” throughout a 
specified region U and subject to suitable boundary conditions on XJ. 
The inverse problem in the calculus of variations is to construct a 
Lagrange function 
L = L(x’, u, u,) (1.3) 
such that the Euler-Lagrange equation 
E(L)(s) = 0 
derived from the fundamental integral 
Z(s) = ju L(x’, s, -$) dx’ dx’... dx” 
(1.4) 
is equivalent o the given equation (1.2) in the sense that every solution of 
(1.2) is a solution of (1.4) and conversely. In (1.4), E(L) denotes the 
Euler-Lagrange operator 
E(L)=-$+D& 
I 
(1.6) 
where Di denotes total differentiation with respect o xi, i.e., 
a a a 
Di=z+ uiz+ uijF* 
Undoubtedly, the best-known example of a variational operator is the 
Laplacian 
T, = t uii = 6” Uij, 
i=l 
which is obtained from the Lagrangian 
L =+ $ (“i)2Y 1-l 
4 ANDERSON AND DUCHAMP 
i.e., T, = E(L,). Another example, this time one which does not appear to be 
well known, is afforded by the operator 
T,=(l-u:)u,,- 2u,u,u,, + (1 - u:) uyy. 
The corresponding variational principle is defined by 
L = exp - f(ul + u:), 
where 
T, = exp +(u: + u:) E(L). 
Note that in our first example T, is identical to an Euler-Lagrange operator 
whereas in our second T, is merely equivalent o one in the aforementioned 
sense. 
Our formulation of the inverse problem is a purely formal one from the 
viewpoint of functional analysis. In the spirit of this discipline one might 
consider T as an operator from a Banach space 9 (e.g., an appropriately 
chosen Sobolev space on G) into its dual space 9*. Let (I, h) = k(h) for 
1 E 9* and h E 9. Then T is said to be a potential operator if there exists a 
functional I: 9 + R such that 
Z(s + th) - Z(s) 
(T(W)=~~ t 
for all s, h E 9. If Z is defined by (1.5), then the arguments of the classical 
calculus of variations imply that T= E(L). An element s E 9 for which 
(T(s), h) = 0 for all h E 9 is called a solution of the differential equation 
(1.2). 
From the vantage point of differential geometry, our statement of the 
inverse problem is also a purely local one. If 7~: P-, M is a submersion with 
local coordinates (x’, U) for P and (xi) for M then T may be interpreted as a 
map t from J’(P), the bundle of 2-jets of local sections on P, with local coor- 
dinates (xi, U, ui, uij), into the space of (n + I)-forms on P, viz. 
r(xi, u, ui, uij) = T(x’, u, ui, uii) du A dx’ A dx* A a.+ Adx”. 
The Lagrange function (1.3) defines the n-form 
A=Ldx’ Adx2 A... Adx”, 
and the Euler-Lagrange operator is given by 
E(A) = E(L) du A dx’ A dx2 A . . . A dx”. 
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The transformation properties of E(L) under the coordinate transformation 
I’ = f’(x’) and U = z@-‘, U) (1.7) 
ensure that E(A) is well defined. A solution to (1.2) is a section s: U -+ P, 
where UE M, such that T oj’(s) = 0. These remarks apply not only to 
differential operators of the form (1. I), but also to operators involving 
several dependent variables and their derivatives of arbitrary but finite order. 
The simplest form of the inverse problem is to determine when a given 
operator is identical to an Euler-Lagrange operator. In recent years this 
problem has received considerable attention and has been solved in its fullest 
generality by several distinct methods. As representative of the literature we 
cite the work of Aldersley [ 11, Anderson and Duchamp [2], Atherton and 
Homsy [3], Horndeski [17], Kuperschmidt [18], Olver [23], Olver and 
Shakiban [24], Shakiban [29], Takens [32], Tonti [34,35], Tsujishita [37], 
Tulczyjew [38,39], Vainberg [40] and Vinogradov [41]. In the case which 
concerns us here, viz. operators of the form (l.l), a direct and simple 
calculation shows that if T is an Euler-Lagrange operator derived from a 
Lagrangian of the form (1.3), then T satisfies the integrability conditions 
ar ar 
z=D’au,. (1.8) 
If T is a linear operator, then one may readily check that this condition 
requires that T be formally self-adjoint. 
Should T satisfy (1.8), then T is the Euler-Lagrange operator derived 
from the Lagrangian’ 
L = - 
I 
’ uT(xi, Au, hi, Au,) dA. 
0 
(l-9) 
This is a purely local result. The identification of the topological 
obstructions to the global solution of the inverse problem has been solved by 
Anderson and Duchamp 121, Takens [32], Tulczyjew 1391 and Vinogradov 
1411. 
Now observe that the differential operator T, does not satisfy the 
integrability conditions (1.8) and, therefore, T2 is not identical to an 
Euler-Lagrange operator. Thus the more difficult question of determining 
when a given equation is equivalent o an Euler-Lagrange equation remains. 
Here the literature is somewhat more sporadic. Davis [6], Douglas [9], 
Finlayson [lo], Havas [ 141, Kwarty [ 191 and Telega [33], have examined 
*This is a second-order Lagrange function which can be shown [2, Theorem 3.2) to be 
equivalent to a first-order Lagrangian. 
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the question; Douglas’ remarkable analysis for systems of two second-order 
ordinary differential operators is certainly the most penetrating to date. 
Clearly a given operator T will be equivalent to an Euler-Lagrange 
operator E(L) if there is a nowhere vanishing function f=f(x’, U, ui) such 
that 
f. T=E(L). (1.10) 
Conversely, we show in Section 3 that if the equation T= 0 has sufficiently 
many solutions and if T is equivalent o an operator E(L), then (1.10) holds 
for some function J We call such a function f a variational integrating factor 
and the remainder of the paper deals with the question of the existence of 
such functions. 
We begin in Section 4 by substituting the operator (f . 7’) into the 
integrability conditions (1.8) to obtain a pair of equations relating f to T. 
These equations, which form the basis for much of our subsequent analysis, 
may be viewed as a system of over-determined linear partial differential 
equations for f (or more precisely, I$) with coefftcients derived from T. The 
existing theory of linear partial differential equations leads to a solution of 
our inverse problem, but unfortunately the necessary and sufficient 
conditions provided by this general theory are not “closed form” conditions 
which can be readily checked. Nevertheless, it is easily established that for 
large classes of operators these equations imply that the variational 
integrating factor, if it exists, is unique up to a multiplicative constant. 
Consequently, if variational integrating factors exist locally everywhere on a 
simply connected manifold P, then they exist globally. 
A comparison of (1.1) with (1.6) shows that if (1.10) holds, then 
Therefore, implicit in the inverse problem is the problem of determining 
when a given symmetric matrix A”(u,,) is proportional to the Hessian of 
some function L on R”. We undertake a thorough study of this problem in 
section four under the assumption that the matrix A” has constant rank. Our 
conclusions lead to useful necessary conditions for the existence of 
variational integrating factors and the considerable simplification of our 
fundamental equations. 
Four important special cases are investigated in Section 5. First we 
assume that the matrix A” is invertible (as is the case when T is elliptic or 
hyperbolic) with inverse A,. Then we can introduce the l-form 
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where 
Si=Ahk 8Aih JAhk --- . 
auk aUi I 
It is shown that T admits a variational integrating factor if and only if the 
total exterior derivative of x vanishes, i.e., 
Dx z Dixj dx’ A dX’ = 0. 
Moreover, the integrating factor f satisfies 
D(W) = x, 
in which case the results of Section 2 lead to an explicit formula for f: 
Another important special case arises when the operator T defines an 
autonomous differential equation, i.e., 
T = A”(u~ u[) Uij + B(u, U,) 
and an integrating factor of the form f=f(u, u,) is sought. Again explicitly 
verifiable necessary and sufficient conditions for the existence of an 
integrating factor are obtained. Next we prove that evolution equations 
at = T(t, xi, u, ui, uij) 
are never derivable from a variational principle. Finally, we examine the case 
of linear operators. 
In Section 6 we illustrate our results by means of some simple examples. 
2. THE INVERSE PROBLEM IN THE CALCULUS OF VARIATIONS 
In this section we will establish our notation and prove some preliminary 
lemmas. For simplicity we do so in Euclidean space, although everything 
that follows is applicable to manifolds. All functions will be assumed to be 
smooth. The summation convention is operative. 
Let (xi) = (x’, x2,..., x”) be coordinates on R”, let (xi, u) be coordinates 
on R”+l and let rr: Rn+’ -+ R” be the projection map 
7c((xi, u)) = (xi). 
Choose a contractable, open set Us R”+ ’ and set U,, = n(U). A section of z 
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(over U,) is a map s: U, -+ U with z 0 s being the identity on U,,. In coor- 
dinates s assumes the form 
s(xi) = (xi, u(xi)). 
It will be necessary to consider various spaces of formal mixed partial 
derivatives of sections of 72. To this end, for each integer r > 1, let 
N, = (n + r - l)!/r! (n - I)! and let u~,~~...~,, 1 < i < i, < . a’ < i, < n be 
coordinate functions on RNr. If 1 < i i , i, z ,... i, < n constitute an arbitrary set 
of indices, let {il, i, ,..., i,} denote the same index set but arranged in non- 
decreasing order of magnitude. Set ui,i2...ir = u,~,~~...~~}. Finally, for k > 0 let 
and let 
zk: Jk(U) -+ U, 
denote the projection map. For k = 0, set p(U) = U and 7~’ = 7~. Associated 
to the above section s of 7c over U, is the section jk(s) of zk over U,, called 
the k-jet of s, and defined as follows. If 
for p E U,, then 
824 
Ui,il...ir = 
axi ax’2... ax’r 
(P) 
for 0 < r < k. We adopt the convention that for r = 0, u~,~,...~, = u. 
If (y’) are new coordinates on V, c R” and (y’, u) are coordinates on 
VE R”+ l, where V is open and V, = IC( V), then on UfT V we can write 
y’ = y’(2) and v = u(xi, u), (2.1) 
where the Jacobians 
qy’,..., Y”> C% 
qx’,..., x”) 
and 
au 
are non-zero. For future reference we remark that the induced coordinates 
(xi, U, ui, uij) and @‘, u, uir uij) on J’(Un V) are related by (2.1) and 
I 
(2.2) 
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and 
v..=$$ [guk+-g] Y 
iT2V a2V 
- us + ax'au 'k + ___ ax'axk 1 ' (2.3) 
Next we introduce several vector spaces of differential forms on Jk(U). 
First we let fi4,(U) be the vector space of q-forms on Jk(U) with exterior 
differential d. In particular we have 0:(U) = P(U), the exterior algebra of 
q-forms on U, 0: = P(J”(U)), the algebra of real-valued functions 
on Jk(U); a basis for Q:(U) (as a module over Cm(Jk(U))) consists of the 
one forms dx’, du, duil ,..., duili *.., ik; and 
af af af df=pdxi+,du+qdui,+-+ 
+ (2.4) 
On l2i(Un V) the forms dx’, du, dui and dy’, dv, and dvi are related by 
and 
(2Sa) 
dvi = aZx”@ [!!!!uk+?!k&x” a$ay' a2 a24 
+$[$dU,+ ($U,+&-dU+ (-$$k+-&$) dxk]a 
(2Sb) 
A form w E LIZ(U) will be called basic if in local coordinates it is of the 
form 
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where each component AjljZ.. .jp is a smooth function on Jk(U), i.e., 
Denote the space of basic q-forms by 9:(U). 
Define maps 
for k 2 0 by the formulas 
Df= -$+$u,+-$j+ . . . 
‘I 
for f E P(Jk(U)) and 
Dw = DAj,j2...jq dx’l A dxj2 A . . . A dX’q 
for 
u = Aj,j2...jq dx” A dxj2 A . . . A dxjq. 
(2.71 
(2.8a) 
The operator D is called the total exterior derivative on B:(U) and enjoys 
all of the algebraic properties of the usual exterior derivative d, e.g., 
and 
D(w A q) = Dw A v + (-l)‘deg(w)l w A Dv 
D2w = 0. 
Furthermore it is known [2, Theorem 4.11 that if Dw = 0, then o = Dy for 
some q E S:-‘(U); i.e., D-closedforms are locally exact. 
It will be convenient o write 
Df=(Djf)dX’ 
and refer to Dj f as the total derivative off with respect o xj. 
Now let %#Y) c @+I (U) be the space of (n + 1) forms 7 which in local 
coordinates assumes the form 
where 
7 = T(x’, u, u,, u,J du A dx’ A dx2 A . . . dx”, (2.9a) 
T = A”(x’, u, uJ uij + B(x’, u, uJ (2.9b) 
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and where A” is symmetric in its indices, i.e., 
We designate 9&J) as the space of scalar quasi-linear second-order partial 
differential operators on U. A solution to the equation 
r=O 
on U,, c R” is a section s: U, -+ U such that r o j’(s) = 0. In other words, r 
determines the partial differential equation 
A”(x’, u, UJ uij + B(x’, 24, 24,) = 0, 
a solution of which is a function u = u(x’) such that 
for all points (x’) E U,. 
With respect o the coordinates (y’, v), r takes the form 
t = Tdv A dy’ A dy2 A . . . dy” 
= [A”(y’, v, v,) vij + B< y’, v, v,)] dv A dy’ A dy* A . . . dy”, (2.10) 
where ?, A” and B are related to T, A’j and B in accordance with the 
transformation laws (2.1), (2.2), (2.3) and (2.5). Specifically, we have the 
following relations (which will be employed later on). 
LEMMA 2.1. On Un V the local expressions (2.9) and (2.10) for 
satisfy 
axi ad - 
A’k 
ayl ayk ' 
(2.11) 
(2.12) 
and 
$-,,‘j= [g]‘J$ [$6k+ (2.13) 
i 
where J = det [ay’/ax’]. 
Proof. Equation (2.11) follows directly from (2.5). To obtain (2.12) we 
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substitute for uii in (2.11) from (2.3) and equate the coeffkients of uij in the 
resulting equation. 
To establish (2.13) we first compute the transformation laws of i?T/&, 
and DjAij. Differentiation of (2.11) with respect o ui leads to 
which, on account of (2.2) and (2.3), gives rise to 
Similarly total differentiation of (2.12) with respect o x’ yields 
However, in view of the formulas 
aYh ax’ _ &h -- 
axlayk- k' 
and 
this equation simplifies to 
Alk 
+2; gJuj+c Ik 
[ 1 
axi ad Alk 
auax/ ay ay 
* 
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The combination of this result and (2.14) leads directly to (2.13), which 
completes the proof of the lemma. 
Next we designate 9;(U) as the space of j?rst-order Lagrangians on U. 
As such a first-order Lagrangian I assumes the form 
A = L(x’, u, ui) dx’ A dx2 A . . . A dx”. 
In this geometric ontext the Euler-Lagrange operator is a map 
E: 3;(U) -+ %2(U) 
defined in local coordinates by 
E(A) = E(L) du A dx’ A dx2 A . . . A dx”, 
where 
E(L)=-$fDi$ 
I 
aL a55 a% a% =--+++- 
au axrat+ auau, ui t au,auj uij* (2.15) 
The image of 9:(U) in -Z,(U) will be denoted by g2(U), the space of 
variational operators on U. 
Our next result classifies those operators r E 9,(U) which belong to gz(U) 
thereby solving the simplest form of the inverse problem in the calculus of 
variations. 
LEMMA 2.2. Let r = T du A dx’ A +. A dx” belong to a,(U), where 
T = A i”(x’, u, uJ uij + B(x’, u, u,). (2.16) 
Then z is an Euler-Lagrange operator, i.e., there is a Lagrangian A E .Z??~(U) 
such that 
E(A) = z 
if and only if 
(2.17) 
Proof. Suppose that T= E(L). Then a comparison of (2.15) and (2.16) 
shows that 
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in which case a direct calculation leads to 
g-DjAU=$ -.Z!i+- 
I I [ 
PL a% a?c - 
adau, + auau, ui + au,au, Ulk I 
-Dj& 
I j 
a3L a3L 
= ax’au,au, + aUau13u, ui + &d@&, ‘lk 
This proves the necessity of (2.17). 
Conversely, let us suppose that T satisfies this equation, which, when 
written out in detail, becomes 
Since this equation holds for all sections j’(s) over U, we must have 
aAlk aAik 
--Ulk=au,U’k’ aui 
Let (Xi) and (Vi) be arbitrary n-tuples. Evaluation of this equation at the 
point (x’, u, u,, X, Yk + X, Y,) leads to 
which in turn implies that 
2 aAlk aAik aAi’ -- 
hi 
-= 0. 
+ au, + au, 
(2.18) 
In this equation we interchange the indices i and I and subtract the result 
from (2.18) to obtain 
8Aik aA ik 
K=au,’ 
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Thus, the l-forms ak = Aik du, are closed with respect to the differential 
3f = [af/~?u,] du’. Local exactness implies that ak = avk or 
where the Vk are functions on J’(U). Since A lk is symmetric, it follows that 
avk av’ 
au, =au, 
and hence 
for some function W on J’(U). Equation (2.17) now implies that 
& [T-E(W), =U,A”-Dj-$&=O 
I 1 J 
and consequently 
T = E(W) + h(x’, u) = E(L), 
where 
L= W- hdu. 5 
This proves the sufficiency of (2.17). 
Incidentally, Lemma 2.1 establishes the tensorial nature of (2.17)clearly 
the validity of this equation with respect to one coordinate chart guarantees 
its validity with respect to any overlapping chart. 
We close this section with a result to be used in Section 5. 
LEMMA 2.3. Let w E 9:(U) be a d@rential l-form given by 
co = (Af uij + Bh) dxh, 
where Ai and B, are functions on J’(U), and Af is symmetric in i and j. If 
Do = 0, then there is a function g on J’ (U) for which o = Dg. 
ProoJ A direct calculation based upon (2.8) shows that 
Do = Atuijkdxk A dxh + @‘A$ uijulk dxk A dxh + (3, (2.19) 
505/51/l-2 
16 ANDERSON AND DUCHAMP 
where (3 is of the form 
~2 = (Cfkuij + D,,) dxh A dxk 
and C& and D,, are appropriately defined functions on J’(U). Since 
Dw = 0, an elementary argument shows that each term in (2.38) vanishes 
and so, in particular, 
and 
A”u.. dxk Adxh=O h 1Jk (2.20) 
c?‘Af uijuIkdxk A dxh = 0. (2.21) 
Let (X,), (Yi), (Zi) be three arbitrary n-tuples. We now evaluate (2.20) at 
the point j3(s) = (xi, U, ui, 0, Cijk), where 
~ijk=b(XiYjZk+XkYiZj+XjYkZi+XjYiZk+XiYkZj+XkYjZi), 
to conclude that 
(A;S;+A;Ti&+Aj,kc3f)XiYjZkdx’Adxh=0 
and hence 
A~6:+A~i~+Aj,k~I=Ayg::+A:i~+AAjks~. 
In this equation we set k = I and sum to arrive at 
A+ f(,&6’, +A’&), (2.22a) 
where 
2 ., 
A’= (n+ I)AY (2.22b) 
Equation (2.21) therefore becomes 
c?‘Aiuih ulk dxk A dxh = 0, 
which, when evaluated at the point j*(s) = (xi, u, ui, Xi Yj + Xj Yi), yields 
(8Ai - 8A’)XiY,(Xkdxk) A (Yhdxh) = 0 
or 
a’A i = #A ‘. 
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Consequently A’ is the gradient with respect o the variables ui of a function 
fE J’(U), i.e., 
Ai=af 
8Ui ’ 
(2.23) 
The combination of (2.22) and (2.23) gives rise to 
co=%. dxh+B xh 
aui lh h 
where 
=Df+r, (2.24) 
B,-&$A, 
Since w is closed, Dq = 0. By [ 2, Theorem 4.11, q is exact. This proves that 
0 is exact. 
It is worthwhile to remark that the proof of this lemma is actually 
constructive. Indeed, given the l-form w we can apply the standard Poincare 
homotopy to construct the function f in (2.23) and hence arrive at (2.24). 
Then, according to [2] ( see Section 6), the function 
satisfies Dh = q so that the required function g is given by g = f + h. 
3. THE EQUIVALENCE OF SECOND-ORDER QUASI-LINEAR 
PARTIAL DIFFERENTIAL OPERATORS 
In the notation of Section 2, let 
T= A “(x’, u, u,) uij + B(x’, u, uJ (3.1) 
and 
f T= xqx’, 24, UJ uij + B(x’, 24, u,) (3.2) 
denote two second-order quasi-linear differential operators on an open set 
UC I?“+‘. These operators are said to be equivalent if on every open set 
U,, = z(U) the sets of solutions of the equations 
T=O and F=o 
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are the same. It is clear that ifS=f(x’, U, ur) is a non-zero function of J’(U) 
and if 
F==fT 
then T and F are equivalent. There is a converse to this statement provided 
that the equation T= 0 admits sufficiently many solutions. In this regard, we 
will designate the operator T of (3.1) as ample if for any point 
ji = (x6, uO, up, mij) E J2(U) satisfying the equation 
there is a sequence of sections s,, m = 1, 2,..., defined on neighborhoods of 
pO = (xi) which are solutions of T = 0, i.e., 
T(j’(s,)) = 0, 
and such that 
At this time we are unable to characterize ample operators T in terms of 
easily verifiable conditions on the coefficient functions A” and B. However, 
it is not difficult to show by an application of the Cauchy-Kovaleski 
theorem (see, e.g., [ 11, p. 681) that ifA” and B are real analytic functions on 
J’(U), then T is ample. Also, if T is elliptic (i.e., the matrix [A”] is positive 
definite at all points of J’(U)], then it is ample (see [21,pp. 15-161). The 
converse previously alluded to is given by the following theorem. 
THEOREM 3.1. Suppose that T is ample and that rank [A”] > 1. Then 
the operators T and F are equivalent if and only tf there is a smooth function 
f on J’(U) such that ?= f. T. IA in addition rank [J’j] > 1, then f is non- 
zero on all of J’ (U). 
As discussed in the introduction the inverse problem in the calculus of 
variations is to determine when a given differential operator is equivalent o 
an Euler-Lagrange operator. In the sections which follow we shall exhibit 
conditions under which an operator T of the form (3.1) satisfies 
f - T=E(L) 
for some non-zero function f on J’(U) and first-order Lagrangian L. Clearly 
these are sufftcient conditions for T to be equivalent o an Euler-Lagrange 
operator. Under the hypothesis of Theorem 3.1, they also constitute necessary 
conditions. To prove Theorem 3.1 we need the following elementary fact 
from linear algebra. 
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LEMMA 3.1. Let A, = [A!] and Al,, = [A”;] be symmetric n x n matrices 
and let B, and I?0 be real numbers. Assume A,, # 0. Let .Y denote the vector 
space of symmetric n x n matrices. If the set 
is contained in the set 
ST= {M= [mij]E..Y(2~mij+17,=0} 
then there is a constant f, such that Al,, =f,A, and B, =f,B, 
Proof. Define linear functionals h and K on Y by 
h(M) = A! mij and Ii(M) = A”$ mij 
for all A4 = [mij] E Y. Let NE ,d. Then N also belongs to x?‘, 
,J=N+kerh 
and 
.d=N+kerh: 
Since d c 2 it follows that ker h G ker h: Since linear functionals are deter- 
mined by their kernels -up to constant multiples we can deduce that 6= fob 
from which the lemma readily follows. 
To prove Theorem 3.1 we first show that if T and F are equivalent, then 
for any fixed point j, = (xb, u,,, uy) E J’(U) there is a constant f0 such that 
A”“(&,) = f, A “(j,) 
and 
md =f0wl). 
In view of the lemma just proved it will suffice to show that if mij (= mji) is 
any algebraic solution to 
A’j(j,) mij + B(j,) = 0 (3.3) 
then mij is also a solution to 
I.. 
A”(&) mij + l?(j,) = 0. (3.4) 
But this is an immediate consequence of the fact that T is ample. Indeed, let 
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s m = 1, 2,..., be a sequence of solutions of the equation T = 0 (and hence 
FL 0) defined on neighborhoods of p. = (xi) with 
Then since 
RkmhJ) = 0 
it foliows by continuity that 
Clearly, Jo varies smoothIy with j,. The converse is also clear as is the fact 
that rank [J”j > I implies that f is never zero, 
4. VARIATIONAL INTEGRATING FACTORS-GENERAL CASE 
We now turn to the problem of determining when a given di~erentia~ 
operator 
T= A “(Xt, tr, ur) Uij + B(X’, U, U() (4.1) 
admits a variational integrating factor and is therefore derivable from a 
variational principle. Recall that we defined a variational integrating factor 
as a non-zero function 
such that j7’ is an Euler-Lagrange operator, i.e., 
fr= E(L), (4.2) 
where L is a first-order Lagrangian and E(f;) is given by (2.15). The 
fundamental equations which relate f and T when (4.2) holds are given by 
the following lemma. 
LEMMA 4.1 Let f= ep. Then f is a variational integrating factor for the 
dl~erentia~ operator (4.1) if and only if the equations 
(4.3) 
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and 
are satisfied. 
ProoJ: By Lemma 2.2,fl is an Euler-Lagrange operator if and only if 
(4.5 > 
Upon expanding this equation and dividing the result by f we arrive at 
This is equivalent o (4.4) and 
(4.6) 
In (4.6) we interchange i with k and subtract he result from (4.6) to arrive 
at (4.3) Conversely, if we interchange i with j in (4.3) and add we arrive at 
(4.6). Thus (4.3) and (4.4) are equivalent o (4.5), as required. 
Before discussing the existence of solutions to the system (4.3 j(4.4) we 
first characterize the extent to which solutions are unique. 
THEOREM 4.1. Let UcR”+’ be an open connected set and let 
f (x’, u, u,) be a variational integrating factor for the dQ%erential operator 
T=A”u,+ B 
on U. If rank (A”) > 2 on J’(U), then f is unique up to a multiplicative 
function h(x’) which satisfies 
(4.7) 
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Prooj IfJis another integrating factor for T, we must show that h = f/r 
is a function on n(U) which satisfies (4.7). It is sufficient o show that if rank 
(A”) > 2 and T is an Euler-Lagrange expression then egT is an 
Euler-Lagrange expression if and only if g = g(x’) and g satisfies (4.7). 
To this end we observe (see Lemma 2.2) that if T is an Euler-Lagrange 
operator, then the right-hand sides of (4.3) and (4.4) must vanish, in which 
case egT is an Euler-Lagrange operator if and only if 
and 
(4.9) 
Clearly if g is a function of x’ only and satisfies (4.7) then (4.8) and (4.9) 
hold so that egT is an Euler-Lagrange operator. 
Conversely if egT is an Euler-Lagrange operator then (4.8) and (4.9) hold. 
Since the rank of A” is at least two, let A ‘I1 = Xi and A ‘j2 = Y’ denote any 
two linearly independent rows of this matrix. Then (4.8) implies that 
which in turn implies that 
or 
$L (xiyj _ xjyi) = 0. 
k 
Thus we conclude that 
Equation (4.9) now reduces to 
(4.10) 
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Differentiation of this equation with respect to uk leads to 
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where we have again made use of the fact that the right-hand side of (4.3) 
vanishes when T is an Euler-Lagrange operator. Let us now suppose that 
8g/au # 0 at some point (xi, UJ E U. We evaluate the above equation at 
xi=& u = uO, and divide by (ag/au)(xh, u,) to find 
A i”(xl, 3 llO3 ll[) + (Uj + Uj> 5 (xl,, uo, u,) = 0, (4.11) 
J 
where 
Because each A “(xi, no, u,) is assumed to be a smooth function in the 
variables U, for all (u,, u2 ,..., un) E R” (A” is defined on all of J’(U)) we 
may apply the lemma which follows to (4.11) to conclude that 
P(X:,, uo, u,) = 0 
for each i, k. This is impossible because the rank (A “) > 2 and so the 
supposition that ag/au = 0 at (xk, uo) is false. We therefore conclude that 
in which case (4.10) reduces to (4.7) as required. 
The proof of Theorem 4.1 will be completed by establishing the following 
lemma. 
LEMMA 4.2. Let h = h(u,) be a smooth function defined on all of R”. If h 
satisJies the partial dSfferentia1 equation 
h(U/) + (ai + Ui> $ (U,) = 0, 
I 
where a, , a, ,..., a,, are constants, then h E 0. 
ProoJ Let uI = a, + u, and let 
H(u,) = h(v, - a,) = h(u,). 
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Then the above equation becomes 
H(v,) + vi $ i (VI) = 0. (4.12) 
Next let I)~ = Lw, to find that (4.12) implies 
-g [IH(hv,)] = 0 
or 
AH(Aw,) = H(w,). 
This equation holds for all 1 f 0 and all (wJ E R”. Let {A,},“, be a 
sequence of nonzero numbers uch that 1, -+ 0 as n 3 co. Then on account of 
the continuity of H at the origin, it is found that 
H(w,) = lim A, H(;1, w,) = 0 
n+m 
and hence h = 0, as required. 
COROLLARY TO THEOREM 4.1. If rank {A ‘I) = n, then a variational 
integrating factor of T is unique up to a multiplicative constant. 
Proof Equation (4.7) implies that ah/&d = 0 and hence h is constant on 
u. 
We now turn to the problem of the existence of variational integrating 
factors for 7: Equations (4.3) and (4.4) constitute an over-determined system 
of linear nonhomogeneous partial differential equations for the function g 
and so the problem reduces to that of the existence of solutions to (4.3) and 
(4.4). This system of equations is of the form 
P(g) = hA, (4.13) 
where each vector field XA is of the form 
xA zaAi-$+pA :+a;-& f 
and the index A enumerates the various equations. A standard calculation 
shows that if (4.13) holds then g also satisfies 
[x”,xB](g)=XA(hB)-XB(hA), (4.14) 
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where [X”, A?] is the Lie bracket of the vector fields X” and XB. Thus the 
original system of equations (4.13) can be prolonged to include (4.14). This 
procedure can be iterated repeatedly; however since the dimension of the 
tangent space to J’(u) is 2n + 1, we can obtain at most 2n + 1 independent 
equations at any given point. Suppose then that the final result of this 
prolongation procedure is a system of the form 
YA(g)=kA, (4.15) 
where A = 1, 2,..., N and the vector fields YA are 
(i) linearly independent of U, and 
(ii) such that the span {Y’, Y’,..., Y”) form an involutive distribution 
on J’(U), i.e., 
[Y”, YE] =rp F 
for functions rtE on J’(U). Under these circumstances it is possible to prove 
that (4.15) has a unique solution in the neighborhood of each point 
satisfying certain initial conditions if and only if the algebraic conditions 
where 
together with the integrability conditions 
Z-s” kc = YA (kB) - YB(kA) (4.16) 
are valid. These remarks also apply to the homogeneous system of equations 
(4.7). If the rank of the prolonged system is n, the variational integrating 
factor is unique up to a multiplicative constant. 
Given a differential operator Tone prolongs the system of equations (4.3) 
and (4.4) to obtain a system in involution. Provided that this system has 
constant rank, one then checks the above conditions-if these conditions are 
met then T possesses a variational integrating factor. But do these 
considerations actually furnish us with a satisfactory solution to the inverse 
problem? Perhaps not: firstly it does not appear that this prolongation 
procedure can provide closed form conditions (involving the coefftcients A” 
and B) for T to admit a variational integrating factor even in the best 
situation, viz. when rank (A”) is maximal; secondly for any particular 
operator T, even one which is quite simple, the prolongation of (4.3) and 
(4.4) is a complicated and arduous task; finally, there is no explicit 
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algorithm for the integration of (4.15) and so it may not be possible to 
actually construct a solution g via this procedure. Accordingly we shall not 
pursue this approach further. 
Instead, we begin anew with the observation that (4.3) and (4.4) are 
partially decoupled in the sense that (4.3) involves only the derivatives of g 
with respect o the variables U. We now describe an explicit algorthm for the 
integration of (4.3) which results in the determination of g up to an additive 
function (recall that f = eg) of the variables (x’, u). In addition, we construct 
a Lagrangian L = L(x’, u, u,) which satisfies 
sA”=&. 
I J 
(4.17) 
This partial solution to the inverse problem results in a remarkable 
simplification of the remaining conditions (4.4) and suggests an alternative 
procedure for their solution. 
We let a be the differential acting on forms on J’(U) which is generated 
by 
wherefis a function on J’(U). By the Poincare Lemma with parameters, a p- 
form o is a-closed if and only if it is a-exact. 
LEMMA 4.3. Let ai = Aiiduj. Then equation (4.3) is equivalent to 
ai A dg = aa’. (4.18) 
This in turn holds if and only $ there are functions f and L on J’ (U) such 
that f > 0 and (4.17) is satisfied. 
Proof: That (4.3) and (4.18) are equivalent and implied by (4.17) is 
easily checked. Conversely if (4.18) holds then ai satisfies 
i?(fa’) = 0, 
where f = eg and (4.17) follows by repeating the arguments of Lemma 2.2. 
To analyze (4.18) we examine three cases according to whether the rank 
of (A”) is 23, 22 or equal to 1. 
THEOREM 4.2 (Case 1). Suppose that rank (A”) > 3 and constant on 
J’(U). Then (4.17) holds if and only if the one-forms ai satisfy 
aa’ A aj + t3ai A ai = 0. (4.19) 
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Proof: The necessity of (4.19) follows directly from (4.18). Let r denote 
the rank of (A”) and let us assume for simplicity that a’, a’,..., a’ are 
linearly independent. In what follows we shall repeatedly make use of the 
fact that if o is any 2-form on J’(U), then CIJ A a’ = 0 (i = 1, 2,..., r) if and 
only if o = 0. To prove the sufficiency of (4.19) it will suffice to establish 
the existence of a one-form 0 such that 
aai = ai A e, i = 1, 2 ,..., n. (4.20) 
Indeed, on applying a to (4.20) and noting that Ba’ A B = 0 we obtain 
ai ‘A 0 = 0, which implies that 88 = 0. Hence 0 = ag and the theorem follows 
from Lemma 4.3. Furthermore, it is sufficient o prove (4.20) for i = 1,2,..., r 
since for j = r + I,..., II we can write 
Then the integrability conditions (with i = l,..., r) are easily seen to imply 
that 
2 (afj,) A ak = 0 
k=l 
and consequently 
as required. 
To prove (4.20) for i = l,..., r we shall temporarily suspend the summation 
convention and restrict the range of the latin indices i, j, k to the values 1, 
2,..., r. In (4.19) we set i =j to conclude that in the neighborhood of each 
point there exist l-forms 8’ such that 
&‘=a’r\@. (4.21) 
Equation (4.19) now implies that 
[ei - e’] A ai A aj = 0, i,j= 1, 2 ,..., r, 
and therefore, because the a’, a2 ,..., a’ are independent, 8’ - e’ is a linear 
combination of ai and ai, i.e., we can write 
ei _ @ = aijai + bGaj, i > j, (4.22) 
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where a’j and b’j are functions on J’(U). From (4.22), 
@i _ ok = ajkaj + p’kak 3 j > k 
and 
0’ _ ,gk = aikai + bikak, i > k, 
it follows that 
(aij _ ,ik) ai + (bij + a.ik) ..i + (p _ bik) ak = 0. 
Because the l-forms ai, a’, ak are independent this in turn leads to aii = aik 
for i > j > k. In particular we have deduced that 
ari = ,r1 for 1 < i < r. (4.23) 
We now prove that the l-form 
19 = 0’ - a”a’ 
satisfies 
aiA8=aiAOi, i = 1, 2,. . ., r, (4.24) 
which in view of (4.21) proves (4.20) and completes the proof of the 
theorem. If i = r, then the validity of (4.24) is clear. If 1 < i < r, then from 
(4.23) we conclude that 
ai A 0 = a’ A 8’ - ariai A a’. (4.25) 
But by wedging (4.22) (with i = r and j replaced by i) with ai we arrive at 
ai A 8’ - ai A gi = ariai A ar, 
in which case (4.25) reduces to (4.24) as required. 
When rank@ “) = 2, the conditions (4.19) are no longer sufficient. For 
example, if n = 2 and 
a’=(1 -u,u,)du, and a2=(1 +ulu2)du2 
then (4.20) holds with 
f?= -” du,+ u,du, 
1 + u*u2 1 - u, u2 
but 0 is not closed and hence (4.18) cannot be satisfied. However, if 
rank@ ‘j) > 2, any solution B to (4.20) remains unique, in which case (4.18) 
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can be satisfied if and only if 19 is a-closed and hence locally a-exact. 
Therefore, in this instance necessary and sufficient conditions for the 
solvability of (4.17) can be readily described in terms of an explicit solution 
to (4.20). 
LEMMA 4.4. Let a = a’duj and #2 = tiduj be two linearly independent l-
form and let 
where 
h,.fj.i = taib.i _ ajbj) and 82 = @il du 1, 
If a and @ satisfy (4.19), i.e., 
aaAa=aaAp+~~Aa=~~Ap=O, (4.26) 
thera there exists a l-form 8 such that 
~“8 = 00 (4.27) 
Proof. Since a and p are linearly independent Mij is non-zero for at least 
one choice of i and j and therefore we need only prove that 
@j$hk = ~hk~~ (4.28) 
in order to establish (4.27). Moreover, because M” and 19” are both skew 
symmetric in their indices (4.28) holds automatically for n = 2 while for 
n > 3 follows from the formula 
(~~~d~~ A du,) A (~hkd~h) = 0. (4.29) 
Indeed, (4.29) is equivalent o 
@ijMhk + @hiMjk + ty’h&pk = 0 
and the repeated use of this formula leads to (4.28): 
#@k = f,gijMhk _ f(ehiMih + @h~ik) 
= f@U@ + .i(,gkh@i + @k@h) + .L(@kj@ + ghk@) 
= 8hk~ij + f($CMhk + ekj~hj + ~k~hi) 
= @kMij 
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By virtue of (4.26) it is found that 
A (a@ - ,h”] 
which proves (4.29), as required. 
THEOREM 4.2 (Case 2). Zf runk(A’j) > 2, let a = uidui and p = bjduj be 
two linearly independent one-forms amongst the set {a’, a’,..., a”} and 
suppose that 
Then (4.17) holds if and only if the one-form B defined by Lemma 4.4 
satisfies 
aa’= ai A 6’ (4.30a) 
and 
ae=o. (4.30b) 
Proof If (4.30) holds then (4.17) holds with ag = 8. Conversely if (4.17) 
is valid, we must show that the integrating factor g satisfies ag = 0, where 8 
is given by (4.27). Since a and /I are among the ai, g satisfies 
l?a = a A ag 
which, when written out in local coordinates, become 
aai aa’ f3g 3g ---=ui--u’- 
3% aUi au, aUi 
and 
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By multiplying the first of these equations by b’, 
result on the indices j and k and substituting from 
obtain 
In a like manner we also have that 
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skew-symmetrizing the 
the second equation we 
--i (i!$-EL). 
(4.3 1) 
(4.32) 
Upon adding (4.31) to (4.32) and comparing the result with (4.27) we 
conclude that 8g = 19, as required. 
THEOREM 4.2 (Case 3). If rank@ ii> = 1, then (4.17) holds if and only if 
A ijaA hk = A hk&j ii (4.33) 
Proof. If rank(A’j) = 1 and (4.17) holds then L is a smooth function 
defined for all (ui) E R” whose hessian with respect to these variables has 
rank one. According to Hartman and Nirenberg [ 13, p. 9 121 this implies that 
L is necessarily of the form 
L = A(x’, u) + A’(x’, u) ui + h(x’, u, u), 
where 
u = V’(x’, u) ui 
and Vi is a unit vector, i.e., 
2 v’v’ = 1, 
i=l 
Consequently the hessian of L assumes the form 
- a2h vi@, CY2L 
auiauj au* 
505/51/i-3 
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which, in view of (4.17), implies that A” satisfies 
Aijvhvk =Ahkvivj 
and 
Together these last two equations give rise to 
A ‘j&4 hk VU vb = A ab&j hk vivj = A abaA ij p-h vk 
which obviously reduces to (4.33). 
Conversely, if (A”) has rank one then it may be written in the form 
A ‘j = r(x’, u, u,) A iA’, (4.34) 
where A’ = A’@‘, U, uI) is a unit vector, i.e., 
Note that this implies 
2 (iiA’)A’=O. 
i= I 
(4.35) 
Substitution of (4.34) into (4,33) yields 
(aAiAj$Aii?A’)AhAk=(aAhAk+AAhaAk)AiAj. 
In this equation we set j = h and sum from 1 to n and multiply the result by 
Ak and sum to deduce, in view of (4.35) that 
cYA’=O, 
i.e., 
A’= A’(x’, u). 
Equation (4.17) can now be satisfied with f = Y- ’ (The function r never 
vanishes since the rank of A ii is never zero.) and L = f(A i.r+)z. 
Incidently, it is clear from the proof of this last case that when 
rank(A “) = 1, one cannot hope for the uniqueness results of Theorem 4.1. 
For example, if 
T= A’Aju,, 
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where A i is constant, then any function f=f(Aiui) will be a variational 
integrating factor for T. 
When the rank of A” is at least two and constant, Theorem 4.2 provides 
us with an effective means of solving 
fAij=&. 
1 J 
(4.36) 
We simply pick any two independent l-forms a, p E {a’ /ai = A” du,}, verify 
(4.26) and construct he l-form 8. If 0 satisfies (4.30) then a suitablef may 
be determined from the equation a(lnf) = 8 and subsequently L can be 
found by the direct integration of (4.36). 
Suppose that for a given differential operator we have solved (4.36) so 
that the original operator is now equivalent o one of the form 
(4.37) 
where rank (82L/&,auj) 2 2 and where we may assume that 
L(x’, u, 0) = g (x’, u, 0) = 0. 
I 
(4.38a) 
If f is a variational integrating factor for (4.37) then f is necessarily 
independent of the variables ui, i.e., 
f=f(x’, u>. 
Then, of the two fundamental equations which are to be solved forf, (4.3) is 
automatically satisfied while (4.4) admits the following simplification. First 
let B, = B(x, u, 0) and suppose fr = E(L *). Then 
f(T-B,)=E(L*)--fB,=E(L* + IV), 
where 
w = J j-(x’, u) B,(x’, u) du, 
and hence we conclude that T is derivable from a variational principle if and 
only if T-B, is also. Consequently there is no loss in generality if, in 
addition to (4.38a) we presuppose that 
B(x’, 24, 0) = 0. (4.38b) 
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We now substitute (4.37) into (4.4) to arrive at 
(i$+i3)&=$ axgau,, - au&i Ui, 
which can be rewritten as 
i3L aL 
-$+---+-u. 
aX’L?U, auau, ’ 
. 
In view of (4.38), this integrates and simplifies to 
-$p’+$= T-E(L), 
where pi = 3L/&, and H = -L + (aL/&,) ui are the conjugate momenta nd 
Hamiltonian associated to L (as originally defined by Weyl, see 
[ 27, Chap. 41). 
Equation (4.39) is a first-order linear partial differential equation for the 
variational integrating factor f = exp(g); the general solution of which can 
be found by the method of characteristics for fixed values of the parameters 
ui. The problem which now remains is to decide when a solution g exists 
which is independent of these parameter values. 
5. VARIATIONAL INTEGRATING FACTORS-SPECIAL CASES 
In this section we consider the problem of finding variational integrating 
factors for differential operators 
T=A”u,+B 
which possess certain special properties. 
First we examine the case where 
(5.1) 
det (A “) # 0 (5.2) 
throughout he region J’(U). Let (A,) denote the inverse of the matrix (A”) 
and let 
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and 
Recall that D denotes total exterior differentiation as defined by (2.8). 
THEOREM 5.1. Let T be the quasi-linear scalar partial dlflerential 
operator (5.1), where A” satisj7es (5.2). Then the l-form 
g-Dj-$ dxk 
t IJ 
(5.3) 
is invariantly defined and T admits a variational integrating factor f locally 
if and only if 
0x=0. (5.4) 
If (5.4) holds then f is unique up to a multiplicative constant and f = eg, 
where 
Dg=x. (5.5) 
Proof. Let (xi, u) and (y’, v) be coordinates on subsets U and V of 
Rn+‘, respectively. Then on Un V the local expressions (5.1) and 
q y’, v, VI, Vlk) = A”lTi, + B 
are related by (2.11) and A” and zj are related by (2.12). Equation (2.12) 
implies directly that 
-2ayh ayr - 
ax’axkA hl 
while differentiation of (2.12) with respect o uk yields 
jJaxi ad axk aXh1 
ayh a$ wK* 
From these equations it is a simple matter to conclude that 
which, when taken in conjunction with (2.5a) and (2.13), establishes the 
invariant nature of x. 
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Now suppose egT is an Euler-Lagrange operator. Then by Lemmas 2.2 
and 4.1 it is found that 
-$- (egT) = Dj(egA “) 
i 
or 
(D,g)A"= $&T+$$-DjA'i] 
[ c L 
Multiplication of (5.7) by Aj, leads to 
@ lsi -- 
azl,-n-1 
in which case (5.6) becomes 
(Djg)A”= 
)I 
PJ5) 
(5.7) 
or equivalently 
Dg=x. (5.9) 
Hence if T admits a variational integrating factor the l-form x is exact and 
therefore closed. 
Conversely if x is closed then by Lemma (2.3) there is a function 
g = g(x’, U, UJ which satisfies (5.9). By equating the coefftcients of ulk on 
each side of this equation it is found that 
Multiplication of this result by A,, results in 
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Equation (5.8) now reduces to (5.6), which implies that egT is an 
Euler-Lagrange operator. 
Note that Lemma (2.3) provides a constructive means for solving Dg =x 
so that in this case one can completely solve the variational integrating 
factor problem by quadratures! 
If 
r = Tdu A dx’ A +.a A dx” 
is a globally defined differential operator on a manifold rr: P -+ M and (5.2) 
holds everywhere on P, then we have the following global results which 
follow from the results of [2]. 
COROLLARY 1. If P is a simply connected manifold and Dx = 0, then z 
possesses a global variational integrating factor f E J’(P). 
COROLLARY 2. If P is a line bundle over a simply connected manifold M 
and Dx = 0, then 5 is derivable from a variational principle, i.e., there is a 
function f E J’(P) and a Lagrangian 1 E 9;(P) such that 
fi = E(A). 
Next we examine the case of parabolic (or time evolution) operators which 
can be expressed in the form 
T = u, - [A”4(~‘, u, uy) u,~ + B(x’, u, u,>], (5.10) 
where the greek indices a, /I, y range from 1 to n - 1 (The variable x” can 
therefore be identified as time). In this instance we have 
A ij = A ii if 1 <i,j,<n- 1 
=o ifiorj=n 
and 
With k = n, equation (4.3) implies that ag/&, = 0, in which case the 
integrability condition 
-& (fr) = Dj(fAnj) 
n 
reduces immediately to f = 0. This proves 
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THEOREM 5.2. Time-evolution operators of the form (5.10) do not admit 
variational integrating factors. 
Now we consider autonomous differential operators 
T = A “(u, uJ uij + B(u, ur) 
and ask under what circumstances T possesses an x1-independent variational 
integrating factor, i.e., j”=f(u, u,). Provided that rank(A’j) > 2 we can first 
invoke our earlier analysis, in particular Theorem 4.2, to conclude that if T 
is equivalent o an Euler-Lagrange operator then T may be assumed to be of 
the form 
T= 
a2L 
~ uij + B(“9 #I), 
aUiaUj 
where L = L(u, uJ and 
Under these circumstances the integrating factor eg is a function of u alone 
and satisfies (4.39), i.e., 
$H= T-E(L), 
where H = -L + (A!,/&,) ui. The conditions for the solvability of this 
equation are self-evident. 
THEOREM 5.3. Suppose H and T-E(L) are both non-zero. Then the 
dlrerential operator (5.11) is equivalent to an Euler-Lagrange operator if 
and only if 
[T-E(L)]g=H; [T-E(L)]. 
I 1 
Finally, let us examine the case where T is a linear operator, i.e., 
T = A “(xl) uij + A i(x’) ui + A (x’) u. 
and rank@‘j) > 2. From (4.3) we find that g is independent of u( in which 
case (4.4) reduces to 
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Differentiation of this equation with respect o ui leads to 
Thus if 
ag 0 
au’ * 
fT=E(L) 
then E(L) is also a linear dzjj%rential operator and f satisfies 
(5.12) 
Thus, even in this simple case, one is confronted by a quite general system of 
over-determined partial differential equations. 
However, if T is a constant coeflcient linear operator then T is equivalent 
to an Euler-Lagrange operator if and only v 
rank(A’j) = rank(A’j, A’). 
If (5.13) holds then a Lagrangian for T is given by 
(5.13) 
where h = exp(V,x’) and I’[ is any solution to 
A”V,=A’ 
J ’ 
6. EXAMPLES 
A simple example of our analysis is provided by the following theorem. 
THEOREM 6.1. Let U,, = lR2 and U = R3. Then the dlfirential operator3 
T = [au: + bu,uy + cui + d] uxx 
[-bu: + 2(a - c) u,u, + bu:] uxY 
+ [CU: - byxuy + au: + d] uyy, (6.1) 
where a, b, c and d are constants, is derivable from a variational principle if 
and only if bd = 0. 
3This operator is the most general operator of the form T = AU,, + Bu,, + Cu,,, where the 
coefficients are quadratic functions of u, and u,,, which is invariant under the Euclidean 
group. 
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Proof: This result can be established by using either Theorem 4.2 
(Part 2) or Theorem 5.1. 
To use the first, we let 
a=aXdu,+aYdu,,~=bxdu,+bYduy, 
ax = au: + bu,u, + cut + d 
ay = fb(uf, - ui) t (a - c) u,u,, = b” 
bY=cu:--bu,uy+au:td 
a Ap=Mdu, Adu, 
N = exyx du x + Bxyy du Y 
= [a’ (g-g) -b” (z-g)] du, 
t [a’ (g--g) -by (z--z)] du,. 
Then a variational integrating factor f = eg for T may be determined from 
ag=e, (6.2) 
where 8 is given by 
MB=N, (6.3) 
provided 0 is closed. However, in view of (6.3), LX? = 0 if and only if 
aMAN=MaN (6.4) 
and hence T is derivable from a variational principle if and only if (6.4) is 
satisfied. 
A series of straightforward but lengthy calculations yield 
M = [(ac - $b’) 1’ + d(a t c) I + d’], 
N = [((a’ - 3ac t b*) u, t tb(a t c) uy) 1 t d(2bu, t (a - 3c) u,)] du, 
t [((a” - 3ac t b*) u, - ib(a + c) u,) 1 
t d(-2bu, t (a - 3c) u,)] du,, 
aM=2[2(ac--fb*)Z+d(a+c)][u,du,tu,du,], 
aM A N = -b[2(ac - fb*) Z* + d(a + c) I] 
x [(a + c) 1 t 4d] du, A du, 
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and 
alv= -b[2(a + c) 1+ 4d] du, A du,, 
where l=u:+u:. 
Consequently it is now a simple matter to show that (6.4) holds if and 
only if bd = 0. 
If bd = 0, then the integrating factor can be found from (6.2) and a 
Lagrangian L for T can be found by integrating the equations 
The various possibilities for f and L are tabulated in Tables 1 and 2. 
When a = 0, c = 1 and d = 1, (1) in Table 1, reduces to the minimal 
surface equation and the variational principle is defined by the classical 
problem of Plateau. The two-dimensional transonic equation, viz. 
where 
(a2 - 24:) 24,. - ~u,u~u,~ + (a’ - 24:) uyy = 0, 
and 
is also of the form (1) with 
b+l) (Y- 1) a=-(,-=-------, 
2 2 
d=u;+qq;. 
Thus the Lagrangian L for the transonic equation is given by 
In view of the relations 
@.g= (E.J (g.) = (!J 
and (Bernoulli’s law) 
2 
q2 +----- 2 2 
b-11) 
u2 = constant = qi + ___ u 
(?J - 1) O’ 
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where p, p and a are the density, pressure and local speed of sound in the 
fluid, this Lagrangian reduces to 
This is the well-known Bateman variational principle for the transonic 
equation. 
Equations (2) and (5) are, of course, Laplace’s equation; at the present 
time the authors are unaware of any physical situations modeled on 
equations (3), (4), (6) or (7). 
Incidentally when d= 1, equation (4) may be viewed as the limiting case 
of equation (1) as c --t 0 and the Lagrangian (4) can be obtained from the 
Lagrangian (1) by taking limits, viz. 
‘,‘; [c(uf + 24;) + l]a+C’2C 
= ‘,z { [c(u: + ut) + l)“c)a’2 = exp + (u: + u:). 
The integrating factors (6) and (7) are not globally defined because when 
d = 0, M vanishes when u, = U, = 0, in other words the l-form x, which in 
this situation is defined only on the set J’(R3)/{u, = U, = 0}, is closed but 
not exact. 
As a second example, consider the linear operators 
and 
T2 = u,, + K(Y) u,, + 4x, Y) u, + W, ~4 U, + C(X, Y) U. 
If K changes sign on M, then T, and T, are mixed equations of the first and 
second kind [30]. Since the coefficients of the second derivatives are 
independent of u, and u,, Sy = 0 and so, by Theorem 5.1, T, and T, are 
derivable from a variational principle if and only if the l-forms 
x,=+dxtbdy 
and 
x2 = a dx + (b -K’) dy 
K 
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are closed. In particular the Kaplygin equation (which arises as a 
linearization of the transonic equation) 
K(Y) uxx + u,, = 0 
is the Euler-Lagrange equation corresponding to the Lagrangian 
L = = jK( y) u; + iu.:, 
and the Tomstika-Tomade quation (see [36]) 
(1 -Y’> u,, +y*u,,+yu,=o 
is derivable from the Lagrangian 
,=g-Y2) 1 
2 y uf f-y u;. 2 
As a final example, we consider the operator 
T= (1 + uf) u,, + (1 + us) u,, + (u: + uf) u,, 
+ qu, - u, u,) ux; + qu, - u, u,) u,; . 
We let 
and note that 
acr A a = (1 + 24;) du, A du, A du, # 0. 
By Theorem 4.1, T is not derivable from a variational principle, a 
conclusion obtained by Debiand and Gaveau [ 7 1 but without explanation. 
Note added in proof Since the writing of this paper it has come to our attention that the 
physicists, F. Gonzales-Gascon, M. Hanneaux, and W. Sarlet have also done work on the 
integrating factor problem in the calculus of variations as it applies to systems of second order 
ordinary differential equations. Their work appears in several papers in Journal of Physics A, 
Journal of Mathematical Physics, and Annals of Physics in the years 1981-1982. 
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