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i
Abstract
The gas assisted injection moulding process is an important extension to conven-
tional injection moulding. Gas assist can be applied in a number of ways, but
here the penetration of a gas bubble through the polymer melt is of interest. A
3D finite element implementation of a pseudo concentration method is employed
to simulate the primary penetration of the gas bubble. The wall thickness pre-
diction is an important result since the extent of bubble penetration is sensitive
to the remaining melt fraction. A number of methods for experimental mea-
surement are developed to measure characteristics of the gas assisted injection
moulding process dynamics and product. Key process variables, on an industrial
gas-assist machine, were measured and analysed, leading to an empirical model
for wall thickness prediction. Gas delay time and injection velocity are shown to
be most influential in controlling residual wall thickness. Simulation results are
evaluated against the empirical model. The trends observed, for simulation and
experiment, in wall thickness after changes in process variable settings are found
to agree qualitatively. The wall thickness prediction is found to be within 10% of
the experimentally obtained measurements.
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Chapter 1
Introduction
The gas assisted injection moulding (GAIM) process is an important development
in the manufacturing of plastic products. GAIM is an enhancement of the conven-
tional injection moulding process. The work presented within this thesis focuses
on the evaluation of a finite element implementation of a pseudo-concentration
method for the simulation of gas assisted injection moulding cavity filling. The
simulation is evaluated against real specimens manufactured on an industrial scale
machine. The feature of the specimens of particular interest is the residual wall
thickness that remains once the gas bubble has penetrated the melt.
The thesis to be investigated is that a 3D finite element implementation of
a pseudo-concentration method is a viable approach toward correctly predicting
cavity filling. Comparisons with real process specimens are used to validate this
claim.
Important issues relevant to the modelling and experimental investigation of
the gas assist process are taken from the literature review chapter, which is chap-
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ter 2. The current approach to modelling based upon approximations in the
thickness direction are shown to be too simplistic for GAIM when compared with
a full 3D model. Much of the validation work currently in the literature com-
pares real products against results from commercial simulation packages, based
on thickness approximations, commonly used by mould and product designers.
The work done on 3D models has not generally been validated against the indus-
trial scale process. This work aims to provide further justification and knowledge
to the process physics of gas assist.
The experimental procedures used for specimen preparation and analysis are
outlined in chapter 3. Along with the instrumentation placed on the equipment
used to manufacture the specimens, which is important for linking the simulation
control with the process conditions. The results of the specimen analysis and the
developments of an empirical model to describe the residual wall thickness as a
function of processing variable settings are presented in chapter 4.
The method used to model cavity filling is detailed in chapter 5. The pseudo
concentration method is implemented into a 3D finite element application. The
results of the simulation and a comparison with the experimental results derived
in a previous chapter are presented in chapter 6.
The discussion and conclusions bring together the issues relevant to the sim-
ulation, experimental work and the validation procedure. An attempt is made to
asses the validity of the simulation results and provide some direction for future
work.
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1.1 An overview of the Gas Assisted Injection
Moulding process
Gas assisted injection moulding is a novel process that enhances conventional
injection moulding. Fundamentally, GAIM utilises high pressure gas to form the
molten polymer to the shape of the cavity and provide pressure during cooling.
It is common for the gas to be injected into a thick channel filled with melt in
order to complete the cavity filling. The main stages of the cavity filling process
are shown schematically in figure 1.1. Firstly, melt is injected into the mould in
much the same way as the conventional injection moulding process. However, the
cavity is not usually completely filled with the melt and can be as low as 60%
full in some cases. Secondly, gas is injected well upstream of the melt flow front
to force the melt to fill the cavity. Methods for injecting gas into the melt are
varied and outlined in section 1.1.5.
The gas displaces melt in the centre of the section and leaves a residual thick-
ness of melt against the mould wall. The thickness of the remaining melt is
commonly termed residual wall thickness and will be termed as such throughout
this thesis. The formation of the residual wall and it’s correlation to process
settings also forms the common thread throughout this work.
The sequence of GAIM process stages are shown in figure 1.2. Once the mould
has closed melt is injected into the cavity by the reciprocating screw within the
machine barrel, in the conventional manner. At some point within the screw
stroke during melt injection an electronic trigger activates the gas assist controller
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(a) Melt partially fills the cavity
(b) Melt filling stops and gas injection completes filling (primary gas penetration)
(c) Gas pressure is maintained during melt cooling and shrinkage (secondary penetration)
Figure 1.1: The main stages of GAIM for manufacturing hollow components.
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GAIM
process cycle
The
4a. Packing under gas pressure
4b. Cooling
4c. Melt preparation
2. Gas delay time
1. Melt injection
6. Mould open/close
5. Gas venting
3. Gas injection
Figure 1.2: The typical GAIM process cycle [1]
to begin its sequence for gas injection. The first step in the gas injection sequence
is a delay time between the trigger and the start of gas injection. The length
of the delay time varies depending upon process needs, such as prevention of
uncontrolled gas penetration. Section 1.1.3 outlines the process variables in more
detail.
After the delay time gas is injected into the mould, usually to complete filling
and provide packing pressure for the cooling stage. The control of gas is normally
based upon a pressure delivery up to a specific time and the availability of up to 5
pressure-time profiles is not unusual. The first pressure-time phase is responsible
for any completion of filling within the cavity and forming the residual wall;
commonly termed primary gas penetration. Subsequent stages of gas pressure
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are used to compensate for melt shrinkage during cooling and solidification. Melt
shrinkage occurs from the inside, which preserves melt contacting the mould wall
and therefore a faithful shape. During the cooling stage the reciprocating screw
is preparing a charge of melt for the next cycle.
Once cooling is complete the gas is vented from the cavity to drop the pressure
to ambient. Clearly a pressurised component would deform severely once the
mould was opened if gas pressure was not released. The mould then opens,
the product is ejected, the mould closes and the process start again with melt
injection.
1.1.1 Process advantages and implementation issues
1.1.1.1 Cavity pressure
The GAIM process enhances the conventional injection moulding process to re-
alise process cost savings and extended scope in product design. The basis for the
process advantage is the relatively low pressure used to fill and pack the product.
Figure 1.3 illustrates the difference in pressure profile between conventional and
gas assisted injection moulding.
The pressure through polymer melt rises along the upstream flow path away
from the melt front. The pressure required at the gate to drive the melt into
filling the cavity and subsequent holding during cooling is significant. Pressures
of 1800 bar are common for cup sized mouldings, for example.
The pressure throughout the gas assisted component is more uniform in the
region of the gas bubble. The low viscosity of the gas results in an insignificant
6
Pressure
(a) Conventional injection moulding
Pressure
(b) Gas Assisted Injection Moulding
Figure 1.3: Internal pressure profile in conventional and gas assisted injection
moulding [2, 1].
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pressure gradient through the gas bubble from the source to the bubble tip. Also,
a thick section gas channel presents low resistance to flow compared to a thin wall
commonly associated with conventional injection moulding.
The result of the gas assist mechanism is an even distribution of pressure
within the product. The gas line pressure is available upto the point where the
gas bubble ends within the product. Also, the residual stress within the melt,
caused by high pressure and shear gradients, is reduced and product warpage
after ejection from the mould is reduced.
The gas used is usually inert and nitrogen is a popular choice. The reason
for the inert nature of the gas is to avoid oxidisation of the melt while under
pressure. Compressed air may cause such problems.
1.1.1.2 Cost implications
Since the melt thickness is relatively low in channels cored out with gas the
cooling time is kept to a minimum. The cooling time in the injection moulding
cycle is by far the biggest portion of the overall cycle time. Saving made here
have cost benefits by increasing production rates. The quantity of melt can also
be reduced, which realises a material cost saving.
A major strategic consideration for machine procurement is the size of the
clamp force and the melt delivery capability. The relatively low pressure of GAIM
allows relatively large moulds with significant projected areas to be filled on
machines with clamp forces lower than required for the conventional process.
The saving on machine capital cost is significant.
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Figure 1.4: A car door handle is a common example of a thick sectioned compo-
nent that employs gas to core-out a large fraction of the section.
However, additional machinery needs to be purchased to provide and control
the gas. Industrial operations often find nitrogen generation units to be more
cost effective than buying bottles gas. An initial outlay is required and justifiable
confidence in continued gas assisted moulding.
1.1.2 Typical GAIM applications
The product geometries that most commonly use GAIM fall into two categories.
These are thick sectioned only and ribbed plaque. An example from each category
is shown in figures 1.4 and 1.5.
The thick sectioned only component shown in figure 1.4 is a car door handle.
This section in the middle of the handle is approximately 20x20mm, which could
not feasibly be considered for the conventional injection moulding process. The
9
Figure 1.5: Strengthening ribs on a flat panel formed with GAIM.
mould is part filled with melt before gas is injected through a needle near the
melt gate.
The car door handle would have been manufactured in two halves if the con-
ventional injection moulding process was used. This requires a post operative
assembly that requires resourcing.
Strengthening ribs placed on flat sections, such as table tops, are restricted in
section when the conventional injection moulding process is used. The example
of ribs that can be designed for gas assist shown in figure 1.5 are significantly
greater in section. The stiffness derived from such ribs is much improved and
the sink marks normally evident on the opposite surface from the ribs are greatly
reduced.
Other examples commonly encountered are car door handles, coat hangers,
kettle handles, car bumpers and television housings.
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1.1.3 Process features and mould design issues
The conventional rules governing mould design are not generally applicable to
the design of moulds for gas assist. For instance the design of strengthening
ribs require a gas channel to be of significant section compared to the adjoin-
ing flat surface. The conventional rules would attempt to minimise the section
while still providing stiffness. Design guidelines are available from a number of
sources, such as conference proceedings [3], material suppliers [4] and machinery
manufacturers [5].
The ability to simulate mould filling with software such as Moldflow MPI
provides opportunity to save considerable expense in the tool design and com-
missioning stages. However, the softwares have traditionally been used for the
conventional process of injection moulding and modules have subsequently been
added to provide solutions to variation processes such as GAIM. This has pre-
sented a problem since the approximations that are valid for the conventional
product geometries are over simplifications for the thicker sectioned GAIM prod-
uct. As such the mould filling simulation capability is not so readily available.
Additional processing parameters require consideration over and above those
relating to the conventional injection moulding process. The conventional process
relies upon process settings for melt temperature, plastication, injection velocity,
packing pressure and cooling time. The GAIM process considers the same vari-
ables, possibly with the exception of packing pressure, but also adds gas delay
time, gas injection pressure, gas packing pressure and gas venting time [6].
The additional processing parameters require new skills for process setting
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personnel and further process understanding. This extends to the engineers that
design the moulds and the part designers that are traditionally more artistically
trained.
1.1.4 Related processes
The addition of a second fluid to polymer melt can be found in a number of other
processes. Indeed nitrogen gas can be used in other ways to provide pressure to
the melt. External gas moulding (EGM) (trade name of Battenfeld Airmould
contour) purposely injects gas between the mould wall and the melt purely to
compensate for melt shrinkage during cooling. A popular application is to place
the gas between solid strengthening ribs to improve the sink on the opposite
cosmetic surface. EGM brings added mould complexity since the mould needs to
be made gas tight in the appropriate areas, but also vented correctly [7].
Koolgas complements GAIM by cooling the nitrogen, using a vessel of liquid
nitrogen, en route to the mould. Cycle times can be reduced by significantly
reducing the cooling time. The product ejection temperature is reached quicker
using Koolgas [8].
Supercritical fluids offer another route to addressing the issue of excessive
shrinkage and cooling time for thick sectioned components. The process involves
the dissolving of carbon-dioxide or nitrogen into the melt while inside the machine
barrel. The screw inside the machine barrel has a length to diameter ratio of 27
(L/D 22 is normal) to provide a homogenous mixture ready for injection into the
mould. Once the melt is injected the carbon-dioxide precipitates out of solution
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to form gas bubbles, particularly within the thicker sections where the melt is
hot for an extended period of time. The gas bubbles provide sufficient pressure
to compensate for the volume reduction associated with melt shrinkage. An
additional process advantage of supercritical fluid technology is that the viscosity
of the melt is reduced, which assists flow into the mould [7].
Water is also used to form hollow sections. The technology in a commercial
form is quite new, but is already demonstrating significant scope for product
manufacture. The advantages of using water over gas are that the cooling times
of the melt can be dramatically reduced due to the high heat conductivity of the
water over the gas. Also, much larger sections with smaller wall thicknesses can
be formed. The process does bring with it issues such as the handling of the
water, which is more difficult than gas. Also, the process knowledge required is
in its infancy [7, 9].
1.1.5 Methods for injecting gas
A number of methods exist for injecting gas into the polymer melt. The methods
of delivery are designed to position the start of the gas bubble inside the flow of
the melt to form a core. Other methods used in external gas moulding will not
be covered. The methods for injecting gas differ mainly in where along the melt
flow path the gas is delivered.
The furthest possible point upstream in the melt flow that gas can currently
be delivered is at the machine nozzle. Figure 1.6 shows a gas injection nozzle
fitted to the end of a machine barrel. This specifically designed nozzle accepts
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Figure 1.6: Specially designed gas nozzle fitted to the machine barrel
a line for gas delivery, which is channelled through an intricate fitting inside the
body to deliver the gas into the centre of melt flow. The intricate fitting allows
melt to flow around the outside of the gas injector.
An important feature of the gas nozzle is the non-return valve in the form
of a seated ball bearing between the main barrel and the gas injector. Gas is
prevented from entering the machine barrel by the valve. The consequence of
gas entering the barrel is high pressure gas blowing back through the hopper. A
similar valve is located inside the intricate fitting to prevent melt from entering
the gas feed line.
Tool modifications or complexity can be reduced by injecting gas from the
nozzle and mould change over time is kept down since gas connections to the
mould are not necessary. However, the nozzle gas delivery cannot be used with
hot runner systems containing melt for the next cycle because variation in shot
14
Figure 1.7: A microscope view of the top of the gas needle.
weight and air traps are induced.
An alternative to nozzle gas delivery is offered by the gas injection needle
that places the gas either in the runner system (not hot runner) or the component
itself. An advantage here is that gas can be delivered to very specific regions of the
product and multiple cavities can each have a needle independently controlled.
A gas needle supplied by Battenfeld that protrudes into the melt is shown,
in part, in figure 1.7. The top surface of the main needle body is shown through
which a flat sided pin passes and screws into part of the body. The central pin is
flat headed to the diameter of the pin (3mm) and the head sits on the top surface
shown. Gas is supplied to the pin and passes up past the flat sided central pin
and into the melt underneath the head of the central pin. The top of the pin
body is grooved (as shown in figure 1.7) to allow the gas to pass into the melt,
but the grooves are small enough to prevent melt from blocking the needle. The
15
central pin can be removed easily while the pin is in-situ to allow cleaning and
the removal of blockages.
1.2 Modelling cavity filling
The modelling of cavity filling is a vehicle for concurrent engineering by taking
process knowledge upstream within product development. The process dynam-
ics contained within a process model are utilised by part and tool designers to
optimise the manufacturing step and avoid problems with the product that may
require expensive reworking of the mould.
1.2.1 212D and 3D results
Commercially available software for modelling conventional injection moulding
cavity filling has proved successful. The conventional process typically applies to
thin walled components where the flow length is significantly greater than the
flow thickness. The Hele-Shaw approximation is used to exploit the high flow
length to thickness ratio and significantly reduce computational requirements.
The models based upon flow thickness approximations (so called 21
2
D ) do not
provide flow information in the thickness direction. Therefore bubble formation
in GAIM is not a fully described geometry. Commercial software has an addi-
tional module to solve the gas assisted problem. The results of an analysis are
summarised for each element to provide a single number that relates to a fraction
of melt within the element. Figure 1.8 is a typical result from a model based upon
21
2
D implementation. The distribution of the melt and the gas bubble cannot be
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Figure 1.8: A typical GAIM result from 21
2
D based applications
c=1.0 (Polymer)
c=0.5 (Gas/polymer interface)
Figure 1.9: A typical GAIM result from a 3D application
17
determined from this, but an indication is given as to the extent of the bubble
penetration.
A typical 3D result, from the modelling implementation used within this the-
sis, is shown in figure 1.9. The view is presented such that only polymer is shown
as a contour and gas is appears as a hole within the flow. The melt and bubble
formation across the cavity section and along the length of the section along the
centreline is shown. Clearly the form of the bubble is fully described with a 3D
model.
1.2.2 A simple tube model
To illustrate the dynamics involved in the volumetric displacement of one fluid
with another a very simple volume dispersion model is presented here. This model
assumes that the penetrating fluid displaces from the centre of flow.
The extent of bubble penetration into the cavity depends heavily on the melt
fraction remaining after the bubble front has passed. To illustrate this point a
simple model based upon volumetric displacement within a tube is used. Equa-
tion 1.1 is developed from considering a fixed volume cylindrical cavity containing
melt to a volume fraction of Km penetrated by a flat ended bubble.
l
L
=
1
d2
(1−Km) (1.1)
where,
d =
rb
R
(1.2)
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Figure 1.10: Relationship between bubble penetration (l/L) and melt fraction
over the section (rb/R) in a simple tube model.
where l is the bubble length, L is the cavity length, Km is the melt volume as a
fraction of the cavity volume, rb is the bubble radius and R is the cavity radius.
The behaviour of the simple tube model is shown in figure 1.10, where the
penetration of the bubble (l/L) is governed by the melt fraction (rb/R). The
model is tested for a range of volume fractions (Km). For relatively small changes
in the melt fraction, left by the advancing bubble front, the penetration length is
significantly influenced.
The mechanisms that govern bubble formation in the GAIM process are more
complex than a simple volume displacement model. For instance, cooling of the
melt before gas injection (delay time) will be shown to have a very significant
contribution toward wall thickness. The simple model does, however, demon-
strate the importance of achieving an accurate prediction of the bubble shape, in
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particular melt fraction, over the cross section before any attempt can be made
to accurately predict the extent of bubble penetration.
This simple model is just based on volume displacement with a prescribed
format for the displacement. This allows an idea of the process dynamics to
be introduced readily. A more general geometry with no prescribed format for
penetration requires a more sophisticated model that is based on the physics
of the process. It has already been pointed out that an approach to modelling
that employs a thickness approximation will not yield the necessary information
regarding the true bubble geometry.
A 3D implementation of a model is clearly necessary in order to capture the
bubble geometry correctly. The process physics that feature significant melt flow
in 3D, particularly due to the low aspect ratio of the section dimensions exhibited
in thick sectioned gas channels.
1.2.3 The pseudo-concentration method
In order to model a two phase flow, which is the presence of two immiscible
fluids within the same domain, some method of separating the fluids is necessary;
the pseudo-concentration method is useful for just this application. The method
utilises a labelling system for the fluid. The implementation used here is based
on a finite element method, so the fluid label is a degree of freedom at a node
that describes an element.
The concentration labels, for simplicity, are chosen to be over the range 0 to 1
and are linked to gas and polymer respectively. The boundary that separates the
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melt and gas in the real system is very definite. However, the boundary described
by the pseudo-concentration method is a gradient that changes from 1 to 0 as
the fluid changes from polymer to gas respectively. The absolute boundary is
therefore taken at the contour of 0.5 concentration. The position of the bound-
ary contour is usually interpolated from the concentration values at the element
nodes.
The melt, at a concentration of 1, is described as a polymer in that its viscosity
is determined from a rheological model; the viscosity depends on temperature and
shear rate. The gas on the other hand, at a concentration of 0, is considered to
be a ficticious fluid with a viscosity that is a number of orders of magnitude lower
than the melt viscosity. The viscosity of the ficticious fluid is not representative
of gas, which characteristically has a viscosity on the order of 10−5Pas [10]. For
numerical reasons the gas is made more viscous than the real fluid.
The finite element implementation of the pseudo-concentration method is cov-
ered in more detail in chapter 5.
1.3 Experimental facility
The manufacturing facility available for GAIM products provides the scope to
follow an experimental programme in order to validate simulation results. A ten-
sile test specimen mould is available for validation purposes, which is rectangular
in section over a gauge length of 200mm.
The machine used for GAIM is a Battenfeld CDK750, which is commonly
found within industry. The machine is in two distinct parts, an injection moulding
21
Figure 1.11: The Battenfeld CDK750 with Airmould
Figure 1.12: The tensile test specimen mould
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machine and a gas assist module. The injection moulding machine has a 75 tonne
clamp force and is equipped with a robot to handle the moulded specimens. The
Battenfeld machine is shown in figure 1.11, where the robot is mounted on top of
the fixed mould platen, the Airmould gas supply unit and controller is attached
to the far end of the injection moulding machine.
The mould for specimen production is shown in figure 1.12. The form of the
tensile specimen is clearly cut from the steel; the gas injection needle protrudes
up into the cavity within the left hand tab; a runner system feeds melt from the
centre of the cassette to one end of the specimen; gas is injected into a manifold
where a pressure transducer is also mounted to measure the line pressure.
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Chapter 2
Literature review
2.1 Introduction
The fundamental principle of a low viscosity fluid penetrating a higher viscosity
fluid has been investigated for over 65 years. The fluids of interest have varied
from Newtonian oils displaced by air to higher viscosity non-Newtonian fluids
like polymer melts displaced by high pressure nitrogen gas. Applications for
the principle of gas penetration include oil extraction from porous rock and the
manufacture of catalytic converters found in automobile exhaust systems.
The application of interest here is the application of high pressure gas to pen-
etrate non-Newtonian fluid. The effects of temperature and the penetration rate
are of particular interest since they are significant processing factors in GAIM. An
outline of the bubble penetration characteristics found with a number of different
fluids is outlined in the first part of this chapter. The effect of cross sectional
geometry is also discussed, but this is related to the oil extraction applications
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since research within the GAIM field is limited here.
Particle tracking velocimetry has made possible advanced experimental ob-
servations on the bubble tip during gas penetration. This type of experimental
technique provides flow field information valuable for model validation. Com-
bining particle tracking velocimetry with mould filling visualisation adds further
possibilities for validating the theory driving cavity filling predictions.
An added dimension to the physics governing gas penetration in GAIM is
the process variability, which is generally not considered in the modelling phase.
Studies have shown that cavity geometry is a significant factor in the robustness of
the final product to changes in the process due to noise. Noise is typically viewed
as a variation in factors that are beyond process control. An example would be
temperature variations in the melt. Since noise will always exist in some form
and at some level, the product should not be sensitive to the noise - this is termed
robustness. The idea of a moulding window diagram (or mould-ability diagram)
is described and results from other researchers are shown.
2.2 Investigations into the GAIM process
2.2.1 Bubble penetration studies
The phenomenom of a viscous fluid displaced by a significantly less viscous fluid
(gas) has been of interest for many years, certainly since Fairbrother and Stubbs
carried out their experiments in 1935, taken from Taylor [11]. This area of re-
search was initially undertaken to investigate enhanced oil reclamation methods,
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Ca = Uη
σi
Capillary number Surface tension relative to viscous
forces
Bo = ρgR
2
o
σi
Bond number Bo
Ca
is gravity relative to viscous
forces
Re = ρURo
η
Reynolds number Inertia forces relative to viscous
forces
De = λγ˙w Deborah number Ratio of material to process time
scale
λ = σ ˙γw
2η
Characteristic relaxation time
Table 2.1: Dimensionless numbers characteristic of gas bubble penetration
through a viscous fluid in a tube of radius Ro [12]
and later the coating of monoliths in catalytic converters. Fairbrother and Stubbs
related the remaining fraction of liquid to the relative speed between the bubble
and liquid fronts. The non-dimensional groups shown in table 2.1 are suggested
to characterise a long gas bubble penetrating a liquid [12].
Capillary number (Ca) describes the relative importance between viscous and
interfacial forces during gas penetration. U is the bubble front velocity, µ is the
viscosity of the liquid and σi is the interfacial tension between the gas and liquid.
The capillary number, therefore tends to increase with increasing bubble velocity.
Reynolds number (Re) indicates the relative importance between fluid inertia
and viscosity. Similarly, the ratio between Bond (Bo) and capillary numbers
indicate the importance of gravity in determining flow characteristics. In all cases
the fluid viscosity is generally dominant so inertia and gravity can be disregarded.
The Deborah number (De) is only applicable to viscoelastic fluids in this
context. Here the response of the fluid to extensional shear is considered against
the characteristic process extension rates.
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It is important to note the different terminologies used to describe the fraction
of fluid remaining against a vessel wall. A convenient measure of the residual
fluid is the quantity remaining as a fraction of the total cross section and is often
referred to as m. Another common measurement is thickness ratio, where the
wall thickness, δ is given as a fraction of a centreline to wall dimension. For
example, the thickness ratio in a tube of radius, R is δ/R.
2.2.1.1 Newtonian behaviour
Fairbrother and Stubbs work was carried out at low rates of gas penetration
(Ca<0.09). Taylor [11] showed the relationship derived by Fairbrother and Stubbs
was only accurate at these low capillary numbers, were interfacial tension is more
significant in forming the bubble tip shape. Taylor showed, using glycerine and
golden syrup, that the fraction of fluid left behind in a tube after gas penetration
increases with increasing capillary number, to an asymptotic value of m = 0.56
(δ/R = 0.34). The highest capillary number Taylor operated at was 2.0, but he
believed a higher value would increase the residual fraction of fluid still further.
Cox (1962) [13] increased the maximum capillary number to in excess of 10,
again using golden syrup as the viscous fluid and carbon tetrachloride as the
driving fluid. At 20oC the viscosity ratio between the fluids is 4x104. Cox found
that the fluid fraction approached an asymptotic value of 0.6 (δ/R = 0.37). This
confirmed Taylors prediction that higher capillary number would result in a higher
asymptotic value than those measured.
The use of a tube for gas bubble penetration studies was found to be im-
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(a) (b)
Figure 2.1: Schematic of the fluid interface in (a) axisymmetric bubble (b) non-
axisymmetric bubble (from Kolb, [14])
practicable for oil recovery research. A square capillary of 2mm section was used
by Kolb and Cerro [14] to more closely simulate the capillary shape in rocks
containing oil. The specimen cross section used in this thesis is rectangular.
The bubble shape within the square capillary changed dramatically depend-
ing upon the capillary number. Figure 2.1 shows an axisymmetric and non-
axisymmetric bubble shape, which are associated with high and low capillary
numbers respectively. The fraction of fluid remaining increases with increasing
capillary number.
The transition in bubble shape between axisymmetric and non-axisymmetric
occurred at a capillary number of 0.1. It was seen that the fraction of fluid
remaining approached an asymptotic value of 0.64, which is higher than the value
of 0.60 found with circular sections. Clearly, the corners of the section tend to
“collect” the fluid and this effect is also seen using polymer melts in GAIM.
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2.2.1.2 Shear thinning and temperature effects on wall thickness
More recently, Poslinski et. al [15, 16] investigated the bubble penetration mech-
anism with particular attention to GAIM. Experiments were carried out at room
temperature with shear thinning viscoelastic silicone liquids. Capillary numbers
were 103, which is typical in the cavity filling stage of GAIM. It was found that
wall thickness ratio tended toward an asymptotic value of 0.35, which is observed
with Newtonian fluids. However, at low Ca the viscoelastic coating tended to be
thinner than the Newtonian counterpart. The shear thinning behaviour tends to
modify the curve of capillary number against thickness ratio, but the asymptotic
value here is approximately 0.35.
Koelling et. al. [12] have also used shear thinning fluids and report a more
dramatic reduction in fractional coverage than Poslinski. Injection moulding
experiments using polystyrene and polycarbonate materials confirm this trend.
However, a comparison of the rheological data for the shear thinning fluids used by
Poslinski and Koelling shows significant differences. The fluid used by Poslinski
shear thins at very low shear rate and is approaching an asymptotic viscosity
at γ˙ ≈ 10s−1. The fluid used by Koelling is starting to shear thin at γ˙ ≈
10s−1 and does not reach an asymptotic value within the range published, which
is γ˙ ≈ 200s−1. It is feasible, therefore, to explain the apparent disagreement
in fractional coverage results in terms of material rheology. The fluid used by
Poslinski is reaching Newtonian behaviour at low Ca. The fluid used by Koelling
is still well within the shear thinning region over the respective capillary number
range.
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The experiments carried out on processing machinery by Koelling et. al. [17]
using polystyrene and polycarbonate materials have shown a connection between
material rheology and fractional coverage. Both materials are shear thinning, but
polycarbonate, compared with polystyrene, has a significantly extended Newto-
nian region before the onset of shear thinning. Results are published showing frac-
tional coverage against flow length through the mould. In the case of polystyrene,
which readily shear thins, the fractional coverage reduces with increasing gas pres-
sure. However, polycarbonate material does not show any change in fractional
coverage with increasing gas pressure until near the end of penetration where the
bubble accelerates significantly and the shear rate is high enough for the material
to shear thin.
Poslinski combined the results gained from the gas penetration studies with
a one dimensional cooling analysis. Not surprisingly, the frozen layer of polymer
melt that forms due to contact with the mould wall increases in thickness over
time. However, for cooling times less than 10 seconds at least 80% of the melt
remained within 10oC of the core temperature. The highest temperature gradient
was at the wall throughout the frozen layer. Therefore, within the typical GAIM
processing ranges the majority of the residual wall thickness can be attributed
to the molten polymer, which is predominantly governed by the gas penetration
rate. Any increase in thickness ratio is due to the fluid fraction deposited on top
of the frozen layer.
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2.2.1.3 Viscoelastic effects on bubble front shape
The first Particle Tracking Velocimetry (PTV) study of a long bubble penetrating
a viscoelastic fluid in a capillary tube was carried out by Gauri and Koelling [18].
Here the viscoelastic effect on the bubble front shape during penetration is of
particular interest. The fluid was seeded with particles that illuminate under
a sheet of laser light. The bubble is filmed using a traversing camera and the
film is analysed frame-by-frame to determine individual particle velocities and
hence fluid velocity. Analysis of PTV data provides information about the bubble
penetration velocity, the fluid velocity field around the bubble tip, extension and
shear rates in the bubble vicinity.
An ideal elastic fluid, called a Boger fluid, which does not shear thin was
used. At low bubble velocities (Ca<1.7) the fractional coverage is close to that
of Newtonian fluids. The fractional coverage observed using Boger fluid deviates
from the Newtonian results at higher bubble velocities, where extensional shear
rates are becoming significant. The asymptotic value of fractional coverage found
at Ca≈10 is around 0.60 and 0.65 for Newtonian and Boger fluids respectively.
Therefore extensionally thickening Boger fluids tend to reduce the penetrating
bubble radius and increase the fractional coverage. In fact, Gauri shows that the
fractional coverage results for Boger and Newtonian fluid diverge at a Deborah
number of 1, when elastic effects become significant.
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2.2.2 Cavity filling observations of ribbed plaque moulds
The observation of cavity filling can indicate the mechanism by which certain
phenomena occur. Moulds with glass windows provide an excellent solution and
allow the whole cycle to be recorded for later analysis.
2.2.2.1 The path of least resistance
It is generally recognised that the gas bubble will penetrate through the molten
polymer along the path of least resistance. Yang [19] shows this with a stepped
plaque were the melt flow and gas bubble travel from a thick to thin section. At
the step the gas bubble expands in a direction along the step since the resistance
to flow in the forward direction (the thin section) is temporarily greater.
Yang [20] calculated the flow leading effect of thicker rib sections, as shown
in equation 2.1,
Rrib
Rcavity
=
H3cavity
H3ribS
(2.1)
where, R is the resistance to flow, H is the cavity thickness and S is a shape
factor related to the size of the rib compared to the cavity. By inspection, if the
rib thickness (Hrib) is double that of the cavity (Hcavity) then the resistance to
flow in the rib is 1
8
that of the cavity.
2.2.2.2 Uneven filling
Experiments conducted on multiple rib moulds by Yang and Wang [19, 21] have
shown that gas bubble penetration is not even. A ribbed plaque cavity, shown
schematically in figure 2.2, fills the first two transverse ribs (nearest the melt
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(a) Before gas injection (b) After gas injection
Figure 2.2: Multiple ribs that split the flow of gas exhibit uneven bubble pene-
tration. The rib furthest from the polymer gate fills the least with melt allowing
for higher gas penetration. (Figure adapted from Yang [19].)
injection gate) and partially fills the last rib. If rib sections are too big compared
with the thin walled sections then the melt front in the ribs can lead that in the
thin sections excessively. This can result in air traps within the thin sections and
gas fingering. The gas penetrates further into the rib furthest away from the gate
because this has the most free space at the end of polymer injection. The cavity
used by Wang typically showed a 20% greater penetration into the ribs furthest
away from the gates compared with those nearest the gates.
Investigations that correlate process settings to the penetration of gas into
multiple ribs were conducted by Zhao [22]. Ideally, the final product should show
maximum gas penetration without any fingering into the thin walled sections.
Over the process setting ranges available the melt delivery (lowest is best) and
delay time (highest is best) were found to have the greatest effects.
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2.2.2.3 Splitting the gas bubble flow
Splitting of the gas bubble penetration along different channels is not easy to
control. The gas bubble flow has been found to be unstable in symmetrical
cavities even if the melt flow before gas injection is symmetrical. Yang [19] used
a double rib cavity with an adjoining rib into which gas was injected to investigate
this phenomenon. The final position of the gas bubble was not symmetrical along
each rib, yet the melt front location was symmetrical immediately before the
injection of gas. Yang stated that once a gas bubble started to lead there was no
self restoring mechanism, therefore the system is unstable.
Bifurcation is the splitting and then rejoining of the melt flow, typically around
a boss or other cut-out within the component. The melt flows either side around
the boss and rejoins at the other side. When the gas is injected the bubble flow
splits to either side of the boss, but typically does not rejoin on the other side.
One flow path is dominant and continues along the channel past the boss, but
the other flow path stops before reaching the other side of the boss. Lui [23]
conducted experiments on bifurcation to show the effect processing conditions
and polymer gate location had on the stability of flow. Fundamentally, once the
flow has been split it will never recombine to form a continuous cavity around
the obstacle. However, Liu shows that stability of flow could be influenced by a
combination of mould design and processing conditions. Liu defines stability as
the consistency by which the gas flow favours one branch of the bifurcation to the
other over repeated cycles. It was found that placing the melt injection gate on
one side of the cavity instead of centrally at the end of the mould provides more
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consistency in which branch of the bifurcation the gas penetrates; that is better
stability. The reason for the greater consistency is that the side gate promotes
melt to flow further in one branch of the bifurcation that the other. The pressure
gradient, from the centrally located gas needle, is greater to the melt front that
has travelled less distance around the bifurcation and therefore the gas bubble
favours that route as the path of least resistance. Other processing conditions
are cited to improve stability, which are decreased mould and melt temperature,
increased gas pressure and extended delay time.
2.2.3 Determining significant product characteristics and
process variables
The GAIM process is more complex than simply gas bubble penetration through a
fluid. Studies have been outlined in section 2.2.1 have shown that thermal effects
on melt rheology are significant. A number of processing variables influence ther-
mal history and gas bubble penetration characteristics. In order to understand
GAIM process control a quantitative relationship is necessary between product
characteristics and process variable settings.
A popular method available to investigate process variables is statistical design
of experiments. Any number of responses from the product or process can be used
as quality characteristics. Yang et .al. [24, 25] used the depth of sink marks on
product as the quality characteristic and correlated this with the following process
variables:- melt temperature; gas pressure; melt injection velocity; hold pressure;
melt delivery; gas delay time. Melt temperature and melt delivery were found to
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have the most effect on the depth of sink marks.
Similarly, Kapilla [26] used the length of bubble penetration into the melt as
a quality characteristic. High and low viscosity materials, some glass filled, were
used. Melt temperature and melt delivery were the most influential processing
variables in bubble penetration in all cases.
2.2.4 Dealing with process variation
In any process there will be variation in product as a result of variations from
process variables. In the case of GAIM, variations in melt temperature, mould
temperature, melt quantity and raw material properties will influence the vari-
ability seen in the product. The sensitivity of product quality characteristics to
these variations is a measure of process robustness.
2.2.4.1 Moulding window diagrams
A mould-ability diagram, or moulding window, is useful for showing the limits
of process settings. Figure 2.3 shows a moulding window that is typical for the
GAIM process. In this case the component was a ribbed plaque, where the gas
channel formed the base of the rib. Here, injection stroke, which represents
the quantity of melt delivered into the mould, is plotted against gas pressure.
The upper and lower limits of each variable form a boundary inside which an
acceptable component is produced. With respect to figure 2.3, if the gas pressure
is too low the melt will not fill the entire cavity. Conversely, if the gas pressure
is too high gas will push into the thin section of the component where rigidity
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Figure 2.3: The moulding window plot clearly shows the region bound by upper
and lower limits of two processing parameters that will produce an acceptable
component. Taken from Chen [27].
is adversely affected - this is called gas permeation or fingering. Similarly, if the
initial melt delivery is too high then insufficient volume remains within the cavity
for gas to penetrate. Conversely, if melt delivery is too low then gas will blow
out of the melt before the end of the cavity is reached.
Ideally, the moulding window is as big as possible to allow for variations in
processing parameters from set point. Cavity geometry is an important factor in
the robustness and mould-ability of a product. Tool design rules that apply to
conventional injection moulding do not apply to GAIM.
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2.2.4.2 Effect of strengthening rib design on mould-ability
Chen et. al. [27] has tested rib geometries that provide rigidity to an otherwise
flat structure. The ribs also behave as a flow leader to control the path of gas pen-
etration [19]. Ribs of semicircular and rectangular sections (aspect ratio 0.5 min)
and of increasing size were tested for mould-ability. The relative sizes of mould-
ing window area defines the mould-ability index that ranges from excellent (5) to
none (0). Rectangular sections are regarded as an equivalent semicircular radius
(Req) and the thickness of the flat section is t. A plot of mould-ability index
against Req/t shows that the size of the moulding window (i.e. mould-ability)
increases when the ratio between rib cross sectional area and part thickness in-
creases. The minimum value of Req/t to produce a good component is 2. These
results contradict the design guideline for conventional injection moulding, where
a maximum ratio of rib to part thickness is 0.5 [28, 20].
Increasing the size of a rib cross section too much can cause the melt in the
rib to excessively lead the flow in the thinner section. This can develop air traps.
Also, the residual wall thickness can increase to a point where the cooling time
becomes excessive.
Yang et. al. [20, 24, 29, 25] have investigated the design of rib transition
features. Figure 2.4 shows typical rib construction and the geometrical features
employed at the base of a rib to act as a gas flow leader. The findings that
correlate mould-ability with increased rib cross sectional area agree with the
findings of Chen, mentioned previously. Ideally the gas bubble is best placed at
the base of the strengthening rib to maintain rigidity and prevent sink marks on
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Figure 2.4: The mould-ability of rib sections can be improved by introducing a
transition feature. Shown are a) right angle, b) chamfer and c) radius transition.
Taken from Yang [20].
the opposite face. Yang found that chamfered and semi-circular transitions at the
base of a rib tended to constrain the gas bubble penetration to the base of the
rib. The semi-circular transition gave slightly better rigidity performance over a
right angled and chamfer transition for an equivalent cross sectional area. The
residual wall thickness was also more uniform in the semi-circular case, which
assists uniform cooling.
2.3 Computer modelling of GAIM cavity filling
and product performance
The approaches to modelling GAIM are typically governed by the computational
requirements. The simulation products applied to conventional injection mould-
ing are efficient and are widely used. However, these methods do not provide a full
3D definition of the gas bubble geometry. In order to obtain full 3D information
a more complex 3D procedure needs to be employed, but this requires signifi-
cantly more computational resource that may not be viable for some commercial
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applications.
Simulation packages have been termed 3D, however this only refers to the
product geometry that is defined in a Cartesian coordinate system [30]. The flow
solvers only calculate velocities along the plane of flow and only approximate the
fountain flow effect in the thickness direction. Such solvers are commonly referred
to as 21
2
D and employ the Hele-Shaw approximation.
2.3.1 Modelling conventional cavity filling
The products manufactured using the conventional injection moulding process are
thin sectioned and the norm is to minimise variations in wall thickness. Therefore,
the flow length to wall thickness ratio is high allowing scope for reductions in
the calculated variables to significantly reduce the computational requirements.
An approximation to flow in the thickness direction is typical for describing the
fountain flow effect observed between parallel plates and within tubes. The Hele-
Shaw approximation is one such method widely used in commercial mould filling
packages.
2.3.1.1 The Hele-Shaw approximation
The generalised Hele-Shaw flow of inelastic, non-Newtonian fluids under non-
isothermal conditions are set out by Turng (AC technology, developers of C-
MOLD) [1],
∂
∂z
(
η
∂u
∂z
)
− ∂P
∂x
= 0 (2.2)
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where, b is the half-gap thickness in z, (¯) denotes an average over z. The ma-
terial properties η, Cp and k are viscosity, specific heat and thermal conductivity
respectively. u and v are the velocity components in the x and y directions re-
spectively. T , P and γ˙ are temperature, pressure and shear rate respectively.
The term F (x, y, t) denotes the change in volume due to density variation during
the cooling phase.
2.3.2 Extensions to conventional modelling techniques for
GAIM
Commercial mould filling simulation packages such as C-Mold (now owned by
Moldflow) and Moldflow offer modules to extend the solver capabilities to sim-
ulate gas assisted injection mould filling. Representation of the gas channels
and multiple fluid injection are additional considerations. The results obtained
from these methods generally report the fraction of polymer and gas within any
given element, but the distribution of gas and polymer within the elements is not
known. The bubble shape over the cross section of the cavity is therefore not
available.
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2.3.2.1 Representation of gas channels
Gas channels such as ribs have been represented by one dimensional beam ele-
ments superimposed onto the shell elements that represent the structure of the
product [31, 32, 33, 34, 35, 36]. Gas channels are not generally tubular, but the
cross sectional area can be equivalently represented by specifying an equivalent
diameter (Deq) to the beam element.
Although the beam cross sectional area matches that of the actual gas channel,
the surface area around the outside of the channel may not be equivalent. Any
difference in surface area will show an inaccuracy in the heat transfer. Therfore,
a shape factor is applied to the beam element to account for this difference in
surface area.
A mesh connects the beam element to the shell elements that represent the
main structure of the product. Wang [21] has shown that the refinement of this
mesh has a significant bearing on the gas penetration through the melt. Gas
penetration is dependent upon melt temperature. The temperature profile over
time of melt inside the beam element will be very different to that of melt inside an
adjoining shell elements, representing thin walls. A finer mesh is therefore needed
to accurately map the temperature profile in the connecting region. Wang found
that a low mesh density reduced the temperature inside the beam element too
quickly; under prediction of gas penetration was a problem.
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2.3.2.2 Discrimination between polymer and gas
The assignment of labels to dissimilar fluids in the modelling domain is a typical
dual filling parameter technique. This principle is adapted from the modelling
of co-injection moulding where two different polymer materials are injected into
a single mould cavity. Chen [37] explains how C-Mold utilises two parameters
to define gas and melt, which are fgas and fmelt respectively. Values for these
parameters are calculated at nodes and are in the range 0 ≤ f ≤ 1. Nodes
that connect elements containing the gas polymer interface are within the range
0 ≤ f ≤ 1. Other nodes that are inside the gas or polymer regions will have the
values fmelt = 0; fgas = 1 and fmelt = 1; fgas = 0 respectively.
A pseudo-concentration approach has been used by Haagh [2, 38, 39]. A
single material parameter, c, is assigned to each nodal point. The concentration
parameter is in the range 0 ≤ c ≤ 1, where polymer and gas are represented by
c = 1 and c = 0 respectively.
2.3.2.3 Secondary gas penetration
When primary penetration of the melt by the gas bubble is complete, compen-
sation for melt shrinkage during cooling forms the secondary penetration phase.
Secondary penetration has been shown to be a highly significant contribution to
final bubble position [40]. Therefore some modelling approaches have attempted
to consider the adjustment of the gas bubble position, after primary injection,
due to polymer shrinkage under maintained gas pressure.
Chen et. al. [35, 41] developed an isotropic melt shrinkage model to predict
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bubble front advancement in both the planar and gapwise directions. The control
volume finite element method, used to model primary gas penetration, was found
to incorrectly predict both final penetration length and geometry correctly. This
suggests that a pressure driven flow model can not reliably predict secondary
penetration.
Chen et. al. provide the only published material found by the author to
tackle the significant problem of secondary penetration by the gas bubble during
the cooling phase.
2.3.2.4 Three dimensional models
The fundamental advantage of 3D models over 21
2
D is that no assumptions about
the final bubble shape needs to be made in order to complete the simulation.
Flow physics determine the shape of the bubble because velocities are calculated
in three dimensions.
The approach used by Haagh [2, 38, 39] to model mould filling utilises brick
elements to form a 3D fixed grid. There is no need for elaborate re-meshing of
the grid during the solution. The fixed grid approach using linear quadrilateral
elements is used within this thesis.
The results from 3D models will contain information about the position of the
polymer melt and the gas bubble through the thickness and along the direction of
flow. This type of result becomes important when the shape of the gas channel is
irregular and the bubble formation is also irregular. For example, the rectangular
capillary investigated by Kolb [14] and shown in figure 2.1 is irregular in shape.
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The collection of polymer in the corners is typical, but only a 3D simulation result
would provide information about this effect.
An attempt to improve the accuracy of flow front prediction and gas bubble
front location is made by Coupez et. al. [42] using an adaptive mesh. As the
interface between two fluids passes through the mesh a routine reduces the size
of the elements containing the fluid interface. CPU time to run the re-meshing
routine is reported to be comparatively small
2.3.3 Prediction of product performance from processing
conditions
The application of gas to strengthening ribs to provide better structural perfor-
mance has highlighted a need to predict the structural performance based on the
expected filling results; this has been attempted by Hu et. al. [34]. In the work of
Hu, a 3D solid model was constructed for stress analysis and the geometry taken
from a manufactured ribbed plaque moulding. By comparison, a thin shell model
is also constructed, but the mesh is taken from a flow simulation employing a
21
2
D approach and superimposed beam elements to represent the gas channels.
The results of the load deflection analysis compared with the experiment on the
real moulding show that the 3D model is more accurate, partly due to the 3D
model being based on the real geometry in the first place. However, this exercise
exposes the need for a fully described bubble geometry from the flow simulation
to improve the accuracy of a subsequent stress analysis.
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Chapter 3
Experimental procedures
3.1 Introduction
An overview of the equipment used in manufacturing the tensile test specimens
will be given. The phenomenon observed within the process measurement is
discussed in more detail in chapter 4.2.
3.2 Overview of the gas assisted injection mould-
ing processing equipment
The current state of the art for GAIM is to attach gas injection equipment with
a separate controller to an existing injection moulding machine. The process-
ing machinery used in this thesis is supplied by Battenfeld (UK). The system
comprises of a standard injection moulding machine attached to a gas injection
system, which has the trade name Airmould. Important specifications of the
46
Screw diameter 40 mm
Max screw stroke 160 mm
Max hydraulic pressure 140 bar
Intensification ratio 11.25
Max screw velocity 106 mm/s
Max screw rotation speed 275 RPM
Max back pressure 40 bar
Max clamp force 750 KN
Max gas pressure 350 bar
Max gas control valves 4
Table 3.1: Machine specifications for the Battenfeld CDK750 injection moulding
machine and Airmould system. (Taken from machine manual [43].)
machine are shown in table 3.1.
The entire GAIM system comprises of three modules that include the injection
moulding machine, the gas injection system and the robot, each with there own
controllers. Both the robot and gas injection controllers connect to the injection
moulding machine controller.
A signal to the gas injection controller from the injection moulding machine
triggers the timer sequences and gas pressure time profiles. This trigger is the
only signal communicated. The robot communication is more complicated since
interlocks on the doors covering the tool platens and the melt injection unit must
be incorporated to prevent injury from the robot operation. Similarly the robot
needs to receive information about the cycle and ensure collection of the product
is completed at the right time to avoid damage.
Hydraulic and servo-electric are two major types of actuation system for in-
jection moulding machines. The Battenfeld is a hydraulic, which means that all
actuation of the clamping mechanism and the melt injection system is controlled
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using hydraulic cylinders. The servo-electric machines utilise re-circulating ball
lead screws, driven by motor, to actuate the clamping and melt injection systems.
The state of the art for hydraulic machine control is to utilise a servo valve
for controlling the hydraulic pressure used to actuate the melt injection screw,
inside the machine barrel. A servo-valve directs hydraulic oil into the actuation
cylinder for the screw from an already pressurised source. This means that the
time response of the hydraulic pressure driving the melt injection unit is relatively
small. The pressure following to controller set points is much improved over
previous systems. One such system is the proportional control that utilises a
hydraulic motor to directly generate the injection pressure. The motor needs to
increase in speed to increase the available hydraulic pressure. Therefore, due to
significant inertia within the motor, the time response to controller set points is
significant enough to limit the control of melt injection.
3.3 Process monitoring
Process monitoring gives substantial insight into the actual state of a process.
Significant differences between the process settings and the actual process re-
sponse are observed. A computer data acquisition system is implemented to log
signals from transducers placed on the melt and gas injection units.
Injection pressure and screw displacement have been identified as important
process responses for the conventional injection moulding process [44, 45]. The
injection pressure profile over time, during primary melt injection, is a fingerprint
for the process stability. The profile of the pressure signal indicated restrictions
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Feature Specification
Max sample frequency 500 KS/s per channel
Resolution 12 bit (1 in 4096)
Max channels 16
Interface PCI bus
Table 3.2: National instruments data acquisition card: specification [46].
to flow within the cavity. The repeatability of the pressure profile from shot to
shot is an indicator of process stability. Changes in material, melt temperature
and other process variables usually influence the form of the profile. The use of
the injection pressure profile is described more fully in section 3.4.
3.3.1 LabVIEW data acquisition system
Signals from the transducers that monitor the GAIM process are collected by a
PC running LabVIEW software. An integral part of the LabVIEW system is the
National Instruments data acquisition (DAQ) card, which is mounted inside a
PC. The DAQ card provides an interface for the signals from the transducers.
The specification of the DAQ card is listed in table 3.2.
The LabVIEW system, which includes the DAQ card, handles various voltage
ranges, which are, ±5, ±10 and 0 to +10V. The latter range of 0 to +10V is used
here since some of the transducers provide that range as a standard output. This
voltage range also offers maximum resolution over the 12 bit analogue to digital
conversion.
The data logging is started by a trigger signal from the injection moulding
machine control system. The signal used indicates the start of melt injection, also
called primary injection. The trigger signal from the machine is a step change
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in voltage from 0 to +24V. A voltage divider reduces the +24V trigger signal to
+10V before connection into a digital input on the DAQ card.
3.3.2 Description and calibration of transducers used to
measure the GAIM process
The melt injection unit comprises a heated barrel and a feed screw that injects
melt into a cavity and is actuated by a hydraulic piston. This system of the
injection moulding machine prepares the melt from polymer granules and injects
the melt, through a nozzle, into the mould cavity. Both the position of the screw
and the hydraulic pressure controlling the piston are monitored.
The nitrogen gas is injected into the mould through a needle that protrudes
into the melt. An alternative method is to inject gas through a specially equipped
nozzle fitted to the end of the machine barrel. A pressure transducer is fitted to
the gas injection manifold mounted on the tool. Here the gas pressure into the
needle can be measured as close as possible the the needle. This is important
because the gas pressure drop through the piping to the gas needle due to flow
does not effect the measurement.
Gas can penetrate from the cavity back into the machine barrel if left unchecked.
The specially equipped gas injection nozzle fitted to the end of the machine barrel
is used to stop this uncontrolled gas penetration. Unfortunately, this arrange-
ment prevents nozzle pressure and temperature measurements being made, which
would otherwise have been possible with a specially designed rheometric nozzle.
The specifications of the transducers used to monitor the process are listed in
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Transducer Specification
Screw position Temposonics LP TTM-R0-M-0160-R 0–160mm range
Hydraulic pressure Dynisco IDA354-2CD21 0–200 bar range
Gas pressure Dynisco IDA354-2CD21 0–200 bar range
Table 3.3: Specification of transducers used to monitor the GAIM process.
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Figure 3.1: Calibration of the screw displacement transducer.
table 3.3.
3.3.2.1 Screw displacement and velocity
A displacement transducer attached to the screw actuation piston measures the
position of the injection screw. A magnetorestrictive linear displacement trans-
ducer (MLDT) is used, which is supplied with an analogue output module (AOM).
The AOM provides two signals, one for displacement and the other for velocity.
Each signal is output form the AOM in a 0 to +10V range.
The calibration of the screw displacement transducer requires relationship
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between a measurement on the screw position with vernier callipers and the
voltage signal into LabVIEW. The measured screw position needs to be offset
to match the position of the screw reported by the UNILOG 4000 controller. A
plot of the calibration points and the equation of the calibration are shown in
figure 3.1.
The velocity of the screw is calculated from the displacement against time
data.
The repeatability and maximum range of the displacement transducer is 0.006mm
and 160mm respectively [47]. However, the resolution obtainable from the data
acquisition system is 160mm/4096 = 0.039mm.
3.3.2.2 Hydraulic injection pressure
The hydraulic oil pressure transducer is connected to the output port of the
servo-control valve that controls the oil pressure driving the injection screw. The
transducer is a stain gauge type from Dynisco instrumentation which has a shunt
calibration feature. However, in order to check the calibration thoroughly a Bu-
denburg dead weight testing device is used. The Budenburg provides an accu-
rately know hydraulic pressure to calibrate the transducer voltage against. The
calibration points and equation are shown in figure 3.2.
The accuracy and repeatability of the transducer is 0.5 bar (±0.25% f.s.d.)
and 0.2 bar (±0.1% f.s.d.) respectively [48]. The resolution of the data acquisition
system is 200 bar/4096 =0.049bar, which is better than the transducer.
52
−1 0 1 2 3 4 5 6 7 8
−20
0
20
40
60
80
100
120
140
160
180
Calibration of hydraulic pressure transducer using Budenburg dead weight
Voltage output (volt)
H
yd
ra
ul
ic 
pr
es
su
re
 (b
ar)
bar = 20.0115(volt) + 0.0283
Figure 3.2: Calibration of the hydraulic pressure transducer.
3.3.2.3 Gas pressure
The gas pressure transducer has the same specification as the hydraulic pressure
transducer. Although the maximum gas pressure available is 350 bar, in practice
this was not utilised and was generally below 200 bar. The damage pressure
for this transducer is 500 bar, which is in excess of the maximum pressure the
transducer may experience. Again the Budenburg dead weight testing machine
is used for calibration and the calibration result is shown in figure 3.3.
The resolution of the gas pressure transducer is the same as the hydraulic
pressure transducer, which is 0.049bar.
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Figure 3.3: Calibration of the gas pressure transducer.
3.4 Specific pressure integral as an indicator of
process stability
An integral of the injection pressure profile is taken in order to obtain a gauge
of process stability. The calculation of the viscosity index (VI) is illustrated in
figure 3.4, which shows a typical hydraulic pressure profile during melt injection
under velocity control. The integral is taken in a low noise region, which is over
the range 60% to 80% of the primary injection curve. The VI is calculated in real
time by a computer module that logs hydraulic pressure. During manufacturing
of the specimens the display of VI shows a change over time that corresponds to
the system settling after start up. Specimens manufactured during the start up
phase are discarded.
Changes in the VI value are associated with changes in material, melt tem-
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Figure 3.4: The viscosity index is calculated by integrating the melt injection
pressure curve in a low noise region between 60% and 80% of the primary injection
time.
perature and mould temperature. This list is not exhaustive. The development
of the VI measurement and technology used to provide the value at the ma-
chine in real time can be attributed to authors such as Speight, Dawson and
Coates [45, 49, 50].
3.5 Tensile test specimen design and analysis
A number of measurements are made on the tensile specimens produced by the
GAIM process. Weight is a useful indication of process stability and relates to
the fraction of polymer present within the mould. A wall thickness measurement
is made on a cross section from the gauge length. Shrinkage after ejection and the
gas bubble penetration into the melt are monitored. These sections outline the
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design features of the tensile test specimen and the analysis methods employed.
3.5.1 Form of the GAIM tensile test specimen
The tensile test specimen form provides a gauge length of constant section over
13 section lengths. The simple cross sectional form is useful for comparison with
simulation results. The complete cavity form is shown in figure 3.5. The melt is
injected into the cavity in a runner system that channels the melt to the specimen.
Melt flows into the specimen through a gate. The gates available in this work are
a tab gate shown in figure 3.5 and an open gate that does not restrict flow from
the runner.
The gas injection needle protrudes into the centre of melt flow. Gas must be
injected behind the melt flow front in order to core out the melt and to complete
filling of the cavity. The tab gate is useful since it prevents gas from flowing back
along the runner system and into the machine barrel. However, the tab gate will
be shown to cause shear heating within the melt and a differential wall thickness
along the gauge length is observed. A gas injection nozzle with a non-return valve
is fitted onto the barrel to prevent gas penetration into the machine barrel when
the tab gate is not in place. This arrangement also facilitates injection of gas
from the gas nozzle fitted to the barrel.
There is no standard for designing the tensile test specimen since the gas
assisted injection moulding process is not covered by any of the ISO or BS stan-
dards. The standard that do relate to plastics are generally for determining ma-
terial properties and require test specimens made by the conventional injection
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Figure 3.5: An outline of the cavity used to form the GAIM tensile test specimen.
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moulding process [51].
3.5.2 Wall thickness measurement using an image analysis
technique
The image analysis technique developed here provides residual wall thickness
measurements. A section is extracted from the gauge length and placed on a
standard flat bed scanner. An grey scale image of the section is produced from
scanning that can used to provide the wall thickness data. The image is made
up from pixels that discretise the section into known units of area, analogous to
placing fine graph paper over the image.
A program written to analyse the pixels within the image counts the number
of pixels from one surface to another. The pixel count is then converted into a
dimension that specifies wall thickness.
3.5.2.1 Measurement locations
A section is extracted from the specimen gauge length in order to measure the
residual wall thickness. Also, a section is cut from the last to fill area of the
specimen to expose the bubble penetration tip for measurement of its position.
Figure 3.6 shows the positions of the cut lines more clearly. The section for wall
thickness analysis is extracted at a position 50mm along the gauge length.
Wall thickness measurements are taken along the central axes of the long
and short cross section dimensions. Figure 3.7 shown the central axes of the
cross section and indicates the label assigned to identify each wall. The FIXED
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Figure 3.6: The section for scanning is taken from a position 50mm along the
gauge length. Bubble penetration is measured along the centreline.
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Figure 3.7: Definition of wall thickness measurement positions and corner points
and MOVING walls relate to the fixed and moving halves of the mould cavity
respectively. LHS and RHS relate to the left and right hand walls respectively to
an observer looking along the gauge length against the flow direction (i.e. towards
the gas needle). The cross section of the gauge length has the dimensions 15mm
by 10mm and has a 1o draft on the LHS and RHS sides to facilitate ejection from
the mould.
The image analysis software locates the corners of the cross section by finding
the intersections of the upper and lower extremities of material pixels in the x
and y directions. This accuracy of this method is dependent upon a squared
orientation of the cross-section on the scanner. To ensure good orientation a
plastic film was set up on the scanner to locate the cross section against before
scanning.
Once the corners of the specimen cross section have been found the central x-
y-axes can be determined. A routine searches along these axes to find a material
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pixel that indicates a surface. The routine counts the pixels to the next sur-
face to determine the distance between the surfaces and provide a wall thickness
measurement.
An issue for the image analysis software is what constitutes a material pixel?
The pixel colour within the image of the cross section is represented by a grey
scale. The scale is from 0 to 255, where 0 and 255 represent black and white
respectively, in between a shades of grey. In order to decide if a pixel is a material
pixel a threshold value for the grey scale is set, so only pixels above the value
represent material.
Figure 3.8 shows the original scanned image after applying a number of dif-
ferent threshold values to indicate which pixels the image analysis software will
count as material. If the threshold is too low, as in figure 3.8a, which is set to 5,
rouge pixels that are almost black may be counted. The rouge pixels are probably
from ambient light and reflections off the material.
Setting the threshold value too high, as in figure 3.8d, which is set to 190,
genuine material pixels may not be counted. A threshold of 40 gives the closest
representation of the original image. Figure 3.9 indicates how the image pixel
count above the threshold value changes with the threshold value. A big change
in pixel count is evident at the low thresholds as the rouge pixels are eliminated
from the count. The steadily decreasing pixel count between threshold 10 to 70
shows a pixel count of 67.66% and 67.22% of the total image respectively. A
threshold value of 40 is used to determine material pixels.
The nominal optical resolution of the scanner is quoted to be 600 dots per
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(a) Original image (b) Threshold 5
(c) Threshold 40 (d) Threshold 190
Figure 3.8: Application of a pixel grey scale threshold to the cross section image
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Figure 3.9: The proportion of the cross section image above the grey scale thresh-
old value.
inch (dpi). The resolution is checked using a slip gauge that has accurately known
dimensions and sharp edges. The slip gauge is scanned at different resolutions
and the size in pixels checked against the nominal resolution setting. Figure 3.10
shows a plot of the difference between the actual resolution and the nominal
setting controlled by the scanner software.
A resolution of 600dpi is the highest possible optically, so is used to obtain
images of the specimen cross sections. A correction is made for the difference
between the actual and nominal resolutions in the x and y directions. Other
higher resolutions are possible, but the scanning software interpolates between
pixels to infer the higher resolution, which may introduce some error.
The resolution of a pixel at 600dpi is nominally 0.042mm. A digital vernier
calliper has a resolution of 0.01mm with a repeatability of ±0.02mm. The im-
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Figure 3.10: Nominal scanner resolution checked against the actual value.
age analysis technique is less accurate than a vernier calliper in terms of raw
resolution. However, the positioning of the vernier calliper to measure the wall
thickness is less repeatable by the human hand. Also, the image of the cross sec-
tion provides a permanent record that can be used to make other measurements
in future work, such as area, second moment of area and bubble shape.
3.5.3 Gas bubble penetration
The gas bubble penetration into the melt is measured with vernier callipers. A
section is made along the length of the specimen, shown in figure 3.6, to expose
the gas bubble and observe the penetration tip. This method does rely upon the
gas bubble forming in the centre of the specimen, which is observed to be the
case. The penetration measurement is taken from the gas needle location (seen
as a hole in the wall) to the bubble tip. The observed gas bubble penetration
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included primary and secondary penetration.
3.5.4 Specimen shrinkage
Ejector pin marks on the specimen gauge length are used to determine the post
ejection shrinkage of the specimen. The ejector pin locations within the tool are
known. The outside dimension of the relevant ejector pins is 145.95mm and is
illustrated in figure 3.5. The distance between the matching ejector pin impres-
sions left on the specimen gauge length are recorded. Shrinkage is determined
according to equation 3.1.
shrinkage (%) =
145.95−marks distance
145.95
x 100 (3.1)
It is important to ensure that the specimens have fully cooled and ceased
changing shape before measuring the shrinkage dimension. Moller [52] has shown
that the treatment of plastics products after ejection from the mould can effect
the final dimensions. The specimens here are left to cool overnight before any
dimensional measurement are taken.
3.5.5 Specimen mass
The specimens, tensile bar and runner system, are weighed using a digital balance.
Again, the specimens must be fully cooled to prevent the air currents generated by
the hot plastic form lifting the specimen and effecting the mass reading. Also, to
ensure repeatability in placement of the specimens on the balance, the specimens
are hung from a wire frame that sits upon the balance. It has been found that
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specimens placed flat on the scale cause the mass reading to vary upto ±1.0g,
presumably due to variation in centre of mass.
3.6 Design of experiments
The design of experiments approach is an efficient method for generating an
empirical model of system response. An example is the mapping of the fuel flow
and NOx response of an engine to variables such as engine speed, torque and
spark angle [53]. The method is used here to map the formation of the residual
wall thickness to GAIM process variables.
3.6.1 Fractional factorial orthogonal arrays
An approach to experimentally obtaining data on a systems response to changes
in system variables is to hold all other variables constant and change only 1
variable at a time. This is commonly termed a full-factorial approach. If say
3 variable are tested at 2 levels then 23 = 8 experiments are necessary to cover
all permutations. However, if many variable are tested at a number of different
levels, the number of experiments can be significant. For example, 7 variable
tested at 2 levels needs 27 = 128 experiments, 13 variables at 3 levels requires
over 1.5 million experiments to cover all possible combinations.
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Run A B C D E F G H Response
1 -1 -1 -1 -1 -1 -1 -1 -1 y1
2 -1 -1 0 0 0 0 0 0 y2
3 -1 -1 +1 +1 +1 +1 +1 +1 y3
4 -1 0 -1 -1 0 0 +1 +1 y4
5 -1 0 0 0 +1 +1 -1 -1 y5
6 -1 0 +1 +1 -1 -1 0 0 y6
7 -1 +1 -1 0 -1 +1 0 +1 y7
8 -1 +1 0 +1 0 -1 +1 -1 y8
9 -1 +1 +1 -1 +1 0 -1 0 y9
10 +1 -1 -1 +1 +1 0 0 -1 y10
11 +1 -1 0 -1 -1 +1 +1 0 y11
12 +1 -1 +1 0 0 -1 -1 +1 y12
13 +1 0 -1 0 +1 -1 +1 0 y13
14 +1 0 0 +1 -1 0 -1 +1 y14
15 +1 0 +1 -1 0 +1 0 -1 y15
16 +1 +1 -1 +1 0 +1 -1 0 y16
17 +1 +1 0 -1 +1 -1 0 +1 y17
18 +1 +1 +1 0 -1 0 +1 -1 y18
y¯
Table 3.4: The L18(21x37) orthogonal array
3.6.2 The L18(21x37) experimental array
A number of orthogonal experimental arrays are available, some with 2 levels
and others with more, for each factor. Also, some arrays are arranged such that
interactions between main factor effects can be studied. Interactions and the
potential problem of confounding will be outlined in section 3.6.3.
The experimental array used here is an L18(21x37), which can test 7 factors at
3 levels and 1 factor at 2 levels. The array is shown in table 3.4. The experiment
will consist of setting each experimental variable to the prescribed setting over
each of the 18 runs and recording the response for the respective run.
One reason for choosing the L18 array is that interactions are spread evenly
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across all columns, so the effects of all 8 factors can be studied without confound-
ing, which is numerically blending an interaction with a main effect [53, 54].
Three level settings for each factor have an advantage over two levels because
non-linearity can be observed in the factor effect upon the response. This is
explained later in this section.
The coding system of -1, 0 and +1 within the array is convenient for later
analysis, when quadratic and interaction columns will be generated.
3.6.2.1 Orthogonality and balance
The experimental array shown in table 3.4 displays the properties of balance and
orthogonality, which are fundamental to the analysis of the experimental data. A
correlation of zero exists between any of the columns within the array. This means
the effect of any variable assigned to a column can be calculated independently
of other variables and this is the property of orthogonality. An analogy can be
drawn with the spacial orthogonality between Cartesian axes (x,y,z) where the
movement along one axis is independent of movement along any of the others.
In essence the data sets do not move with each other. The property of balance
exists in each column since there is an equal occurrence of a variable settings.
Specifically, the number of +1, 0 and -1’s in any column is the same [53].
3.6.3 Factor interactions and confounding
Interactions between main factors are likely to exist in any system. Some exper-
imental arrays can be used to study interactions if the factor column is made up
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from a combination of two or more other columns. However, if a column that
can be used to study an interaction is assigned to a main factor then the effect
observed for that column is a combination of the main effect and the interaction.
This is called confounding. If the interaction is strong then the effect of the main
factor could, depending on the sign, be increased or cancelled out by the interac-
tion. The L18 array in table 3.4 does not have inherent interaction columns, so
confounding is eliminated [53].
3.6.4 Main factor and interaction effects
The analysis of the experimental data within the frame work of the L18 array
will utilise multiple regression. The standard L18 array is extended to form the
quadratic elements of the variable effects upon the responses and any interaction
present. Figure 3.11 shows the quadratic columns and the interaction columns
between factors A and B. The quadratic columns for each factor are generated by
squaring each element in the factor column and subtracting the mean of the new
quadratic column. Subtracting the mean of the values within the column ensures
that the covariance between columns is zero, which maintains orthogonality. The
quadratic columns are used to determine the component of non-linearity on the
response.
Analysis of an experimental array will reveal which of the main factors are
the most significant to the system response. Analysis of means (ANOM) is used
to provide a response table for each factor by finding the mean response at each
factor level. For example, equation 3.2 shows how to calculate the effects E−1, E0
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Main Factors Quadratic and interactions
RUN A B C D E F G H
1 −1 −1 −1 −1 −1 −1 −1 −1  1/3  1/3  1/3  1/3  1/3  1/3  1/3 1    − 1/3
2 −1 −1 0 0 0 0 0 0  1/3 − 2/3 − 2/3 − 2/3 − 2/3 − 2/3 − 2/3 1    − 1/3
3 −1 −1 1 1 1 1 1 1  1/3  1/3  1/3  1/3  1/3  1/3  1/3 1    − 1/3
4 −1 0 −1 −1 0 0 1 1 − 2/3  1/3  1/3 − 2/3 − 2/3  1/3  1/3 0     2/3
5 −1 0 0 0 1 1 −1 −1 − 2/3 − 2/3 − 2/3  1/3  1/3  1/3  1/3 0     2/3
6 −1 0 1 1 −1 −1 0 0 − 2/3  1/3  1/3  1/3  1/3 − 2/3 − 2/3 0     2/3
7 −1 1 −1 0 −1 1 0 1  1/3  1/3 − 2/3  1/3  1/3 − 2/3  1/3 −1    − 1/3
8 −1 1 0 1 0 −1 1 −1  1/3 − 2/3  1/3 − 2/3  1/3  1/3  1/3 −1    − 1/3
9 −1 1 1 −1 1 0 −1 0  1/3  1/3  1/3  1/3 − 2/3  1/3 − 2/3 −1    − 1/3
10 1 −1 −1 1 1 0 0 −1  1/3  1/3  1/3  1/3 − 2/3 − 2/3  1/3 −1     1/3
11 1 −1 0 −1 −1 1 1 0  1/3 − 2/3  1/3  1/3  1/3  1/3 − 2/3 −1     1/3
12 1 −1 1 0 0 −1 −1 1  1/3  1/3 − 2/3 − 2/3  1/3  1/3  1/3 −1     1/3
13 1 0 −1 0 1 −1 1 0 − 2/3  1/3 − 2/3  1/3  1/3  1/3 − 2/3 0    − 2/3
14 1 0 0 1 −1 0 −1 1 − 2/3 − 2/3  1/3  1/3 − 2/3  1/3  1/3 0    − 2/3
15 1 0 1 −1 0 1 0 −1 − 2/3  1/3  1/3 − 2/3  1/3 − 2/3  1/3 0    − 2/3
16 1 1 −1 1 0 1 −1 0  1/3  1/3  1/3 − 2/3  1/3  1/3 − 2/3 1     1/3
17 1 1 0 −1 1 −1 0 1  1/3 − 2/3  1/3  1/3  1/3 − 2/3  1/3 1     1/3
18 1 1 1 0 −1 0 1 −1  1/3  1/3 − 2/3  1/3 − 2/3  1/3  1/3 1     1/3
Bq Cq Dq Eq Fq Gq Hq AxB AxBq
Figure 3.11: The L18(21x37) array is extended to produce quadratics and inter-
actions.
and E+1 for the settings -1, 0 and +1 respectively, of factor C on the response. A
similar calculation can be made for all other factors and interactions to provide
a response table of effects.
y1 + y4 + y7 + y10 + y13 + y16
6
= EC(−1)
y2 + y5 + y8 + y11 + y14 + y17
6
= EC(0)
y3 + y6 + y9 + y12 + y15 + y18
6
= EC(+1) (3.2)
3.6.4.1 Effects plot
An effects plot is used to visualise the effects calculated in equation 3.2. An
example plot for 2 factors at 3 levels is shown in figure 3.12, which shows how
the response is effected by factor settings. The relative influence that each factor
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Figure 3.12: Example of an effects plot for 2 factors at three levels.
has on the response can also be gauged from an effects plot.
3.6.4.2 Multiple regression analysis
Multiple regression is used to provide a model of the response variable described
by the independent variables. The regression model is of the form shown in
equation 3.3.
y = b0 + b1x1 + b2x2 + · · ·+ bnxn (3.3)
The predicted response is denoted by y, the independent variables are x and the
respective regression coefficients are b. The values of b are calculated using a least
squares method that seeks to minimise the residual value [55]. The residual is
the difference between the observed and the predicted response.
The details of the least squares calculation will not be presented here. A
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computer program (MS Excel) is used to calculate the regression statistics. The
regression statistics are used to determine the significance of each variable in
effecting the response. The t-statistic indicates the ratio between the value of a
regression coefficient and the standard error. Grove and Davis [53] propose that
a t-statistic greater than 2.0 indicates that a coefficient is significant, although
tables do exist of critical t values. This rule means that a coefficient has to be at
least twice as big as its standard error before it is considered likely to represent
a real effect [53].
The p-value from the regression statistics shows the probability that the rele-
vant coefficient is modelling random noise. The lower the p-value the more likely
that the coefficient is active. The goodness of fit of the regression model to the
observed responses is indicated by the R2 values that is termed the coefficient of
multiple determination [55]. An R2 value of 0.96 would indicate that 96% of the
variation within the observed response is covered by the regression model and 4%
is due to extraneous factors not accounted for in the model. The rules on the R2
value are not fixed, but the closer the value is to 1.0 the better and it can be used
to see the effect of dropping or including a variable from the regression equation.
3.6.4.3 Half normal plots
Normal and half normal plots are used to highlight which of the effects are real or
just random variation within the system. The coefficient values obtained from the
regression statistics are converted to an absolute value and ordered in magnitude.
The coefficient values are then plotted against a normal distribution, which is
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obtained from determining a half normal score for each coefficient. The next
section explains how the half normal scores are obtained.
If the coefficients obtained are just modelling random noise and are in no way
related to the response data, then the points on the half normal plot will lie on
a straight line. However, active coefficients that relate to variables that have an
effect on the response data lie off the general trend of the plot and are called
outliers. These points would therefore lie outside the normal distribution and are
not the result of random noise.
3.6.4.4 Half normal scores
The standard normal distribution, or normal probability, is described by the
probability density function [56] shown in equation 3.4,
y = φ(z) =
1√
2pi
e−
z2
2 (3.4)
where φ is the probability density and z is the standard deviation.
The normal probability function has a mean of 0.0 and a standard deviation
of 1.0, as shown in figure 3.13. The area under the curve is equal to 1.0.
The expected standard deviation values for a normal distribution are calcu-
lated from the probability density function (equation 3.4), provided the divisions
of area for the distribution are known. In figure 3.13 the area under the curve
has been split in to 7 equal areas (5 x 1/6 th’s and 2 x 1/12 th’s at the extremes)
to provide 3 half normal scores, which are the 3 standard deviations defining the
split lines.
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Figure 3.13: The standard normal distribution curve generated from the proba-
bility density function. The mean (µ) is 0, the standard deviation (σ) is 1 and
the area under the curve is equal to 1 [56, Stroud].
The first score (a1) is calculated from equation 3.5,
1
4s
=
∫ a1
0
1√
2pi
e−
z2
2 dz (3.5)
and the remaining scores are calculated from equation 3.6,
1
2s
=
∫ an
an−1
1√
2pi
e−
z2
2 dz (3.6)
where s is the number of half normal scores required, an is the n’th half normal
score and z is the standard deviation. The central area under the curve is split
evenly over the mean so the first half normal score relates to the area under the
curve between the mean and the first split line.
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The probability density function cannot be integrated by conventional means.
Equations 3.5 and 3.6 are solved using an iterative method based on Simpson’s
rule [56].
3.7 Summary
The gas assisted injection moulding process variables are monitored using suitable
transducers and a computer data acquisition system. The process signals that are
monitored are screw displacement, hydraulic pressure and gas pressure. A real
time calculation of the specific pressure integral during primary melt injection
provides and indication of process stability.
The form of the specimen tool provides a long constant section gauge length
of rectangular cross section. The design is based loosely around a standard ten-
sile test specimen, but the thick section and introduction of gas far exceeds the
standard specifications. The tool has interchangeable inserts that allow the gate
system to be changed.
The test specimen is weighed and measured for shrinkage. Subsequently,
the specimen is sectioned and scanned for later image analysis to determine the
residual wall thicknesses for comparison with simulation.
A design of experiments approach has been used to examine the connection
between processing variables and the residual wall thickness observed in the spec-
imens. Multiple regression is used to provide a model relating residual wall thick-
ness to process variable settings.
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Chapter 4
Experimental results
4.1 Introduction
The residual wall thickness formed during gas penetration through the polymer
melt is influenced by a number of processing variables. The most notable variable
is the delay time between the end of polymer melt injection and the start of
gas injection. During this period of time the polymer cools at the mould wall,
which causes a significant increase in viscosity and the residual wall thickness
is increased. Other factors such as gas pressure, melt temperature and mould
temperature also influence the residual wall thickness, but to a lesser extent.
The first part of the experimental results chapter examines the general process
phenomenon observed through measurement of the process and product. Later
in the chapter an empirical model is developed to link the process settings to
the residual wall thickness observed in the product. This model will be used
to compare against results from the simulation of the cavity filling using the
76
pseudo-concentration method.
A statistical design of experiments method is used to develop the empiri-
cal model. This method is commonly known as Taguchi design of experiments
(DoE) [54, 53] after Professor Genechi Taguchi who pioneered the transfer of the
method from Japan to the west in the early 1980’s [57]. Design of experiments in-
volves the use of fractional factorial arrays to investigate the relationship between
a response and factors thought to influence the response. Multiple regression is
used to formulate a model of the system that links the responses, in this case
wall thickness, to the experimental factors, which are the GAIM processing vari-
ables. Normal plots and t-statistics are used to indicate which of the processing
variables are influential in determining residual wall thickness and should be in-
cluded within a regression model. Residuals between the experimentally observed
responses and the predicted responses are used to calibrate the accuracy of the
model.
4.2 Process control phenomenon
The understanding of the GAIM process is improved by taking measurements of
relevant process variables. Process signals from transducers used to measure the
process variable show how close the actual signal variable setting differs from the
set point, therefore indicating control accuracy and precision. Within this section
the melt and gas injection systems are monitored and process phenomenon is
revealed that may be linked to variation within the product.
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Figure 4.1: The relationship between specimen mass and melt delivery stroke
(shot size) at different melt temperatures.
4.2.1 Temperature effects on melt delivery
The preparation of melt during GAIM is identical to the conventional injection
moulding process. The quantity of melt delivered into the cavity effects the final
position of the gas bubble. The sensitivity of the gas bubble position to melt
delivery is related to the cavity geometry.
The melt preparation is controlled by a number of factors. The screw rotation
speed, pressure on the screw during metering (back pressure), metering stroke
(shot size) and melt temperature. The experimental work presented later in
section 4.4 investigates the changes in residual wall thickness upon changes to a
number of processing factors. One of the processing factors included within the
study is melt temperature.
Figure 4.1 shows the result of a study to determine how the melt temperature
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can effect the melt preparation, in particular, the final delivery of melt into the
mould measured by recording specimen mass. Figure 4.1 indicates that specimen
mass is related to the shot size, which is set directly on the machine controller.
This relationship is consistent to within a specimen mass of 0.3g over the rec-
ommended processing temperature range of the polymer, which is 210–250oC .
Similar tests carried out at a melt temperature setting of 200oC show that the
melt delivered into the cavity is significantly lower than if the melt is within
the recommended processing temperature range. These data would indicate that
the density of the melt is higher within the recommended processing range of
210–250oC than at 200oC .
Once the injection screw has completed preparation of the melt the screw is
allowed to move back without rotating to release pressure from the melt. This is
termed decompression. A decompression of 1mm is added to the metering stroke
here, which prevents pressurised melt from running into the mould during mould
opening.
4.2.2 Temperature effects on screw velocity
The setting for screw velocity is specified as a percentage of the maximum avail-
able velocity, which is 106mm/s. The actual velocity of the screw during injection
of the melt is dependent upon the melt temperature. There is clearly a link be-
tween the melt temperature and melt viscosity, which impacts upon the necessary
injection pressure.
Figures 4.2 to 4.4 show how the actual screw velocity lags behind the set point.
79
205 210 215 220 225 230 235 240 245 250 255
20
20.2
20.4
20.6
20.8
21
21.2
21.4
21.6
Actual screw velocity:  set velocity 21.2 mm/s; tool temperature 30 degC
Melt temperature (degC)
Sc
re
w 
ve
lo
cit
y 
(m
m/
s)
Figure 4.2: Screw velocity set point 20% (21.2mm/s).
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Figure 4.3: Screw velocity set point 50% (53.0mm/s).
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Figure 4.4: Screw velocity set point 80% (84.8mm/s).
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the velocity and the melt temperature.
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Error bars are ±σ and show the variation in the velocity over 10 samples. In
conjunction with the screw velocity data the maximum hydraulic pressure during
the velocity controlled phase is shown in figure 4.5. This shows the peak pressure
for a range of screw velocity settings and melt temperatures. The maximum
hydraulic pressure available to the melt injection unit is 140 bar.
The magnitude of the screw velocity lag at each set point depends upon the
melt temperature. At the lowest velocity setting of 20% (figure 4.2 the actual
velocity only lags by approximately 1mm/s and does not improve significantly
with an increase in melt temperature. The required hydraulic pressure is less
than 80 bar at the lowest melt temperature and decreases to 65 bar at the highest
melt temperature.
At the highest velocity setting of 80% (figure 4.4) the screw velocity lag is
approximately 8mm/s when the melt temperature is at the lowest setting and
approximately 2.5mm/s at the highest melt temperature setting. The required
hydraulic pressure (figure 4.5) is close to the maximum available from the system
when the melt temperature is at 210oC .
4.2.3 Off-line gas injection investigations
The gas needle design is inherited from the design of the Battenfeld gas needle.
Openings 25µm deep allow the pressurised gas to escape into the polymer melt.
The openings are small enough to prevent melt from entering the needle and
causing a blockage. The gas needle has a central pin with flats that allow gas to
travel to the head, were it is allowed to escape from under the head of the central
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Figure 4.6: Pressure chamber for gas needle investigations.
pin.
A chamber for the gas needle is available in order to understand better the flow
of nitrogen gas through the needle and into the melt during primary injection.
This is an off-line test that monitors the pressure increase within a closed volume
to line pressure. The volume of the chamber is approximately 1.4 times that of the
tensile test specimen cavity. The design of the gas chamber is shown in figure 4.6
The gas needle can be mounted in the end cap and supplied with nitrogen gas.
The supply pressure is monitored by the pressure transducer used to monitor the
gas pressure in the process. The pressure in the gas chamber is monitored with a
second pressure transducer. Both signals are logged through the LabVIEW data
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acquisition system.
Figures 4.7a and 4.7b show the gas pressure build up within the gas chamber
from two different gas needle configurations. Firstly, the central pin is removed
from the needle. This configuration would indicate how much resistance to flow
exists within the body of the needle without the influence of the pin restriction.
Secondly, the central pin is fitted and the gas can only escape into the chamber
through the openings under the head of the central pin.
For the case of the open gas needle the pressure rise within the gas chamber
closely follows the line pressure. This indicates that the inherent resistance to
flow within the body of the gas needle is insignificant. Where the central pin is in
place the chamber pressure displays a significant lag behind the line pressure. The
rise time of the chamber pressure to line pressure is approximately 1.5 seconds.
Clearly within the process this rise time may not be directly applicable since the
gas bubble volume is constantly changing during primary injection. The off-line
test indicates that the gas pressure driving the bubble penetration may be lower
than the set pressure.
An interesting feature of the line pressure signal is that it is comparatively
unstable while the chamber pressure is still rising and only settles once the cham-
ber pressure has reached line pressure. This indicates that while gas is flowing
through the needle the line pressure signal displays some instability. This insta-
bility is observed within the process and may indicate when the bubble pressure
has reached the line pressure.
The ideal gas law was used to estimate the mass flow rate of gas through
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Figure 4.7: Line pressure and chamber pressure development over time for line
set pressures of 40, 60, 80 and 100 bar
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Figure 4.8: Calculation of mass flow rate through the gas needle using the ideal
gas law.
the needle during injection into the chamber. The ideal gas law is shown in
equation 4.1
PV = nRT (4.1)
where, P is pressure (chamber pressure), V is volume (chamber volume), n is the
number of moles of gas present, R is the universal gas constant and T is the gas
temperature measured in Kelvin.
The relationship between the number of moles of nitrogen gas present within
the chamber volume and the measured chamber pressure is the basis upon which
the mass flow rate of gas into the chamber is calculated. This approach is sim-
plistic and relies upon the temperature of the gas remaining constant. Normal
room temperature (20oC ) is taken as the gas temperature.
Figure 4.8 shows the calculated mass flow rate through the gas needle using
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the ideal gas law equation. Mass flow rate is plotted against the pressure differ-
ence across the gas needle, which is the difference between the line and chamber
pressures. The mass flow and pressure difference relationship is calculated at the
different set line pressures. Since the calculated mass flow appears to be signif-
icantly line pressure dependent the adiabatic treatment of the gas flow is not
sufficient to provide an accurate estimate. The direct measurement of mass flow
rate using a flow meter for example is not possible since the time scale over which
the mass flow rate changes is too short.
4.3 Experimental investigations on the tensile
specimen
This section will present some of the phenomena associated with the GAIM pro-
cess. These data assist in making the decision over which of the processing
parameters to include within the empirical model experiment.
4.3.1 Differential wall thickness due to shear heating
In conventional injection moulding a small gate is typically between the runner
system and the cavity that forms the product. The small gate allows the runner
system to be separated from the product easily, either during or after ejection from
the mould. GAIM can use a small gate to prevent the gas bubble penetrating into
the runner system. Figure 4.9a shows the “tab” gate configuration between the
runner system and the tensile test bar cavity. The gas needle is shown protruding
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into the cavity. When the fixed and moving halves of the mould are brought
together the gap between the tab gate and the fixed half of the mould is 25µm.
Since the polymer melt is forced through a small gap a significant amount of
shear heating is thought to take place. Evidence of the shear heating is seen in
the wall thickness differential between the fixed and moving platen. Figure 4.10
shows that the wall thickness at the fixed wall is consistently thinner than the
wall at the moving platen and a difference in wall thickness of 0.2mm is typical. A
range of gas pressures (40–100 bar) are used to check that this trend is consistent.
The tab gate may cause a temperature gradient across the melt that increases
from the moving to the fixed side of the mould (i.e. toward the tab gate side of
the mould). The temperature gradient would therefore effect the position of the
bubble within the section.
To contrast the effect of the tab gate an insert with the tab gate removed pro-
vides an open channel between the specimen and the runner. Figure 4.9b shows
the mould configuration without the tab gate in place. The differential between
wall thickness against the fixed and moving platens is significantly reduced. The
average wall thickness over 18 experimental runs shows a difference of 0.03mm,
which is taken from section 4.4. This comparison indicates that the tab gate does
effect the wall thickness distribution across the section.
The absence of the tab gate requires the gas injection nozzle with the non-
return valve to be fitted to the end of the machine barrel. The gas is free to
penetrate the runner system and will enter the machine barrel unless prevented
from doing so by the non-return valve.
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(a) Tab gate in place
(b) Open channel to specimen
Figure 4.9: The tensile specimen with a tab gate and open channel.
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Figure 4.10: Differential wall thickness between the fixed and moving platens due
to the tab gate. The wall thickness is within a 2.5% variation along the gauge
length
4.3.2 Gas pressure effects on residual wall thickness
The gas pressure setting during primary gas injection influences the residual wall
thickness. Generally, increasing gas pressure causes a reduction in the wall thick-
ness. This trend has been observed by other authors using Newtonian and Boger
fluids [13, 11, 14, 15, 16] where the increasing capillary number moves the residual
wall thickness toward an asymptotic value.
Figure 4.11 shows that wall thickness tends to decrease as the gas pressure
is increased. However, the correct measurement of specimens formed using a
gas above 100bar is difficult because blisters on the internal wall and trapped
pressurised gas bubbles. The reduction in wall thickness over the 40 to 100bar
range is approximately 4%, where the melt temperature is 190oC .
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Figure 4.11: Wall thickness decreases with increasing gas pressure. Measurements
are taken 60mm along the gauge length from the gas needle.
The reduction in wall thickness means that more material is pushed ahead
of the gas bubble as the gas pressure is increased. Therefore, the gas bubble
penetration also reduces with increasing gas pressure.
4.3.3 Gas pressure effects on specimen shrinkage
Packing pressure to the specimen can be maintained for most of the cooling phase
with GAIM. This is an advantage over conventional injection moulding where the
gate freeze time limits how long the packing pressure is maintained for.
Specimen section shrinkage can be measured by comparing the specimen depth
dimension to the dimension of the cavity used to form the respective dimension.
Figure 4.12 shows the calculated shrinkage of the overall section in two regions.
Firstly, before the bubble tip where the cross section is hollow and secondly
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after the bubble tip where the cross section is solid. Since the bubble penetration
reduces as the gas pressure increases the bubble tip position relative to the 150mm
measurement position changes from just after to just before, relating to hollow and
solid sections respectively. Figure 4.13 is a schematic to illustrate this phenomena.
The cross section shrinkage reduces as the gas pressure is increased during
the cooling phase. The shrinkage at a hollow cross sections is as low as 1%
where the gas pressure is 100bar. However, as the gas bubble tip moves back the
section at the 150mm position becomes solid. Shrinkage of a solid cross section
is significantly increased, even though a high gas pressure is maintained further
up-stream. The respective shrinkage of the solid cross-section is 4.25% at 100bar
gas pressure.
4.4 An empirical model to describe residual wall
thickness
A model based on experimental data will describe the residual wall thickness. The
inputs to the model are processing parameter settings, such as melt temperature
and gas delay time. The output from the model is residual wall thickness. A
model is produced for each of the four walls along the centrelines of the cross
section.
The formation of the residual wall in GAIM is clearly influenced by the pro-
cessing conditions. An investigation to determine and rank the influence of pro-
cessing parameters on residual wall formation follows a design of experiments
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procedure. The experimental array used allows upto 8 parameters to be studied.
The first of the 8 parameters is studied at two levels and the remaining param-
eters at 3 levels. This array does not exhibit interaction columns, which avoids
the issue of confounding.
4.4.1 Parameters
The 6 processing parameters are included in the experiment and are summarised
in table 4.1 along with the respective units of measurement. Each parameter
occupies 1 column of the available 8 within the experimental matrix, which is
shown in table 4.2.
The STT is the setting seen on the water heater/cooler attached to the mould.
The SMT relates to the setting of the heater bands on the injection moulding
machine barrel. IV is the speed at which the injection screw in the barrel covers
the melt delivery stroke. This is a percentage of the maximum the machine can
achieve, which is 106mms−1 [43]. The GP is a single stage injection of gas to
a set point. The gas delay is measured between the gas trigger signal and the
injection of gas. GT is the position of the screw when the IMM controller signals
a trigger to the gas controller.
4.4.2 Experimental array
The array in table 4.2 has 18 separate experimental runs. The settings for the
parameters under investigation are indicated by the setting code in each relevant
column. This array can be used to study upto 8 parameters. The L18 array
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Abbreviation Definition
STT Set Tool Temperature (oC )
SMT Set Melt Temperature (oC )
IV Injection Velocity (%)
GP Gas Pressure (Bar)
GD Gas Delay (Sec)
GT Gas Trigger (mm)
Table 4.1: Definition of abbreviations used for parameters
Main Factors Quadratic and interactions
RUN STT SMT IV GP GD GT e1 e2
1 −1 −1 −1 −1 −1 −1 −1 −1  1/3  1/3  1/3  1/3  1/3 1    − 1/3
2 −1 −1 0 0 0 0 0 0  1/3 − 2/3 − 2/3 − 2/3 − 2/3 1    − 1/3
3 −1 −1 1 1 1 1 1 1  1/3  1/3  1/3  1/3  1/3 1    − 1/3
4 −1 0 −1 −1 0 0 1 1 − 2/3  1/3  1/3 − 2/3 − 2/3 0     2/3
5 −1 0 0 0 1 1 −1 −1 − 2/3 − 2/3 − 2/3  1/3  1/3 0     2/3
6 −1 0 1 1 −1 −1 0 0 − 2/3  1/3  1/3  1/3  1/3 0     2/3
7 −1 1 −1 0 −1 1 0 1  1/3  1/3 − 2/3  1/3  1/3 −1    − 1/3
8 −1 1 0 1 0 −1 1 −1  1/3 − 2/3  1/3 − 2/3  1/3 −1    − 1/3
9 −1 1 1 −1 1 0 −1 0  1/3  1/3  1/3  1/3 − 2/3 −1    − 1/3
10 1 −1 −1 1 1 0 0 −1  1/3  1/3  1/3  1/3 − 2/3 −1     1/3
11 1 −1 0 −1 −1 1 1 0  1/3 − 2/3  1/3  1/3  1/3 −1     1/3
12 1 −1 1 0 0 −1 −1 1  1/3  1/3 − 2/3 − 2/3  1/3 −1     1/3
13 1 0 −1 0 1 −1 1 0 − 2/3  1/3 − 2/3  1/3  1/3 0    − 2/3
14 1 0 0 1 −1 0 −1 1 − 2/3 − 2/3  1/3  1/3 − 2/3 0    − 2/3
15 1 0 1 −1 0 1 0 −1 − 2/3  1/3  1/3 − 2/3  1/3 0    − 2/3
16 1 1 −1 1 0 1 −1 0  1/3  1/3  1/3 − 2/3  1/3 1     1/3
17 1 1 0 −1 1 −1 0 1  1/3 − 2/3  1/3  1/3  1/3 1     1/3
18 1 1 1 0 −1 0 1 −1  1/3  1/3 − 2/3  1/3 − 2/3 1     1/3
Factor settings
−1  30 210 20 30 0 0.2 − −
0  − 230 50 55 5 0.6 − −
+1  60 250 80 80 10 1.0 − −
SMTq IVq GPq GDq GTq STTx SMT
STTx 
SMTq
Table 4.2: The experimental array and factor settings.
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can only be used to study interactions between columns 1 and 2. The interac-
tion pattern between other columns is complex, which minimises the effect of
confounding [53].
The settings for the parameters that relate to the code are shown in the
box under the experimental array. The codes for the parameter settings are
chosen to be -1, 0 and +1 to represent the levels of each parameter. This coding
system is useful for the generation of the interaction columns and simplification
of subsequent analysis.
So, for example, in run 6, the STT is at setting -1, which corresponds to
30oC . SMT is at setting 0, which corresponds to 230oC . IV is at setting 1,
which corresponds to 80%. The pattern continues for GP, GD and GT in the
next 3 columns. The 2 empty columns, marked e1 and e2, do not have any
associated settings. They are checking columns used to monitor the effect of
changing nothing at all in the experiment.
4.4.3 Parameter settings
Generally, the range of the parameter set values in an experimental study like
this is as wide as possible in order to generate the widest possible process map.
However, if the relationship between the processing parameter and the response,
in this case wall thickness, is not linear then the range needs at least 3 equally
spaced set points to detect non-linearity. The range of the parameters is a com-
promise between the desired range and the ability for the process to manufacture
suitable specimens at extremes of the parameters settings.
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Figure 4.14: Hydraulic pressure trace from run 3 of the experimental array. The
maximum available hydraulic pressure on the CDK750 is 140 bar. The corre-
sponding screw displacement is shown dotted.
The recommended processing conditions for the material (HDPE) taken from
the manufacturers data sheets [58] and the Moldflow material database [59] are
used as a starting point. The recommended processing temperature range of the
material is 210oC to 250oC . The recommended tool temperature range is 30oC to
60oC .
A percentage of the maximum injection velocity is used as a set point on the
machine control system. Therefore the range is from 0 to 100%. The maximum
setting for injection velocity was determined by examining the hydraulic pressure
profile during primary injection and considering the maximum available pressure
from the machine for this phase. The demand for hydraulic pressure during pri-
mary injection will be greatest when the melt temperature and tool temperature
are at their lowest settings. This is because the resistance to melt flow is greatest.
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This situation exists in experimental run number 3, seen in table 4.2, were the
set values for STT, SMT and IV are -1, -1 and +1 respectively.
Figure 4.14 is a hydraulic pressure trace during primary injection taken from
run 3 of the experimental array. The peak pressure is 121 bar, which is 14% lower
than the maximum available hydraulic pressure of 140 bar. The setting on the
controller was at 80% here. The maximum of the injection velocity range is 80%
to compromise between maximising the range for the experiment and leaving a
margin between the limit of the machine. The minimum of the injection velocity
is set at 20% to put the range in the middle of the maximum range available.
The gas delay time range is limited by total solidification of the melt before
gas injection. A delay time of 10 seconds was found to significantly increase the
wall thickness, but not to the point where the gas bubble needs more than 30 bar
gas pressure to form the specimen. The tool temperature, melt temperature and
injection velocity are at their lowest settings for determining the maximum delay
time. The minimum delay time is set to 0 seconds.
The gas pressure range is determined from inspection of the specimens. The
lowest feasible gas pressure just forms a specimen when the resistance to formation
is greatest. This greatest resistance to formation under gas pressure is when the
tool temperature, melt temperature and injection velocity are lowest and the gas
delay time is highest. 30 bar provides just enough pressure to form the specimen
under these conditions. The highest gas pressure is well below the maximum
available, which is 350 bar. High gas pressure for primary gas penetration can
lead to problems such as blistering and trapped pockets of pressurised gas that
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cause the specimen to burst on ejection from the mould. Measurements cannot
be taken from a specimen that is deformed. The highest melt temperature and
lowest delay time were the conditions at which high gas pressure during primary
gas bubble penetration caused problems. The highest limit of gas pressure is 80
bar.
The trigger for the gas injection control unit is sent from the injection mould-
ing machine controller when the screw displacement reaches a set value. The
range of trigger value is limited by the requirement for melt flow near the gas
needle to be stationary before gas is injected. Again, pockets of pressurised gas
and blow through occur if the gas is injected before the melt has stopped flowing.
A range of 0.8 mm doesn’t provide any problems with the specimens, irrespective
of location within the stroke.
4.4.4 Constant parameter settings
The remaining injection moulding machine settings for the manufacture of the
specimens were kept constant. Only the process parameters in the experimental
array are changed during specimen manufacture. The main profiles involved in
manufacturing the test specimens are melt injection, hold (packing) pressure, gas
injection and melt preparation.
The basic injection velocity profile is shown in figure 4.15. The melt prepara-
tion phase rotates the screw until the screw position is at 45.5mm. A decompres-
sion of 1mm draws back the screw, without any rotation, to a position 46.5mm,
which is the start position for the injection of melt into the cavity. The injection
99
0 5 10 15 20 25 30 35 40 45 50
0
10
20
30
40
50
60
70
Injection velocity profile
Screw displacement (mm)
Sc
re
w 
ve
lo
cit
y 
(%
)
Metered stroke
Decompression
Figure 4.15: A screw velocity profile for primary injection. Decompression of
1mm after metering.
profile is a single phase that specifies a velocity (IV) for the screw to travel until
the switch-over position is reached. In this case the switch-over position is 5mm.
The switch-over signal initiates the hold pressure profile, shown in figure 4.16.
The purpose of the hold pressure is to push the remaining melt into the cavity,
resulting in the screw reaching the end of the barrel (bottoming out). The switch
from velocity to pressure control is completed before the end of the barrel to
prevent damage to the screw tip. The purpose of the first hold pressure stage (50
bar) is to ensure a consistent delivery of melt into the cavity. The second stage of
hold pressure (30 bar) is used to prevent melt from being pushed out of the cavity
by the gas pressure. The non-return valve in the gas nozzle should also ensure
this doesn’t happen. The intensification ratio between the hydraulic and barrel
pressures is 11.25, so 30 bar hydraulic provides 337.5 bar inside the barrel. That
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Figure 4.16: A hold pressure profile that is initiated after switch-over.
pressure is well above the maximum 80 bar gas pressure used in the experiment.
The gas pressure profile is a simple single stage and is shown in figure 4.17. Gas
injection starts after the delay time. A trigger signal from the IMM controller
starts the delay time counter. The trigger signal is initiated when the screw
position reaches a set value. The delay time range is 0 to 10 seconds, noted
previously. Next the gas is injected directly to the set pressure and maintained for
5 seconds. This is long enough for the gas bubble to form, but doesn’t deplete the
receiver pressure too much if gas blow through should occur. After the primary
gas injection stage the gas bubble is sealed by closing all of the inlet and outlet
valves for 20 seconds. During this time the melt is cooling and shrinks. The gas
bubble expands into the shrinking melt resulting in a gradual gas pressure decay
of the bubble. The gas is released after the 20 seconds.
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Figure 4.17: A gas pressure profile. The primary phase maintains pressure and
secondary phase closes all gas valves
4.4.5 Experimental data
The multiple regression analysis correlates processing factor settings to residual
wall thickness along the specimen gauge length. The processing factors have
assigned to them regression coefficients and the wall thickness is the response
variable.
4.4.5.1 Measured wall thickness results
The wall thickness is measured along the central axis of a cross section using
the image analysis technique outlined in section 3.5.2. Cross sections from three
specimens are measured to obtain an average wall thickness. The results for each
experimental run are shown in table 4.3 and the mean wall thickness over all
runs is termed y¯. Wall thickness results for the fixed and moving platen walls are
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Average Average
Run FIXED MOVING LHS RHS FIX MOV
1 1.67 1.72 2.82 1.69
2 1.92 2.01 2.94 1.96
3 2.12 2.10 3.26 2.11
4 1.99 2.03 3.02 2.01
5 2.12 2.16 3.02 2.14
6 1.50 1.54 2.44 1.52
7 1.77 1.81 2.71 1.79
8 1.92 1.91 2.77 1.91
9 2.13 2.20 2.87 2.17
10 2.13 2.13 3.16 2.13
11 1.61 1.65 2.59 1.63
12 1.86 1.89 2.94 1.88
13 2.12 2.03 3.11 2.08
14 1.45 1.54 2.66 1.50
15 1.88 1.95 2.86 1.91
16 1.85 1.89 3.04 1.87
17 2.19 2.15 2.92 2.17
18 1.47 1.45 2.28 1.46
y¯ 1.87 1.90 2.86 1.89
Table 4.3: The measured residual wall thickness for each experimental run. y¯ is
the mean wall thickness over all 18 runs
listed separately. However, loss of orientation for the left and right hand walls
during sectioning requires the average of the two walls to be taken and used as the
response. The average between the fixed and moving platen walls is also listed
and a regression analysis is completed on this data.
A response table is constructed from the wall thickness data to show the
effect that each processing parameter setting has on the residual wall thickness.
Analysis of means (ANOM) is used to calculate the average wall thickness over
the factor settings at each level and the results are shown in table 4.4. Note that
tool temperature (STT) only has 2 responses because it only has 2 possible levels,
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Wall STT SMT IV GP GD GT e1 e2
-1 1.90 1.89 1.92 1.91 1.58 1.88 1.85 1.86
FIXED 0 1.84 1.87 1.88 1.90 1.85 1.90 1.85
+1 1.84 1.89 1.83 1.83 2.13 1.89 1.87 1.90
-1 1.94 1.92 1.94 1.95 1.62 1.87 1.90 1.89
MOVING 0 1.88 1.90 1.89 1.95 1.89 1.93 1.89
+1 1.85 1.90 1.86 1.85 2.13 1.93 1.86 1.92
Average -1 2.87 2.95 2.98 2.85 2.58 2.83 2.89 2.82
LHS RHS 0 2.85 2.82 2.83 2.93 2.82 2.84 2.83
+1 2.84 2.76 2.77 2.89 3.06 2.91 2.84 2.92
Average -1 1.92 1.90 1.93 1.93 1.60 1.87 1.87 1.88
FIX MOV 0 1.86 1.89 1.88 1.93 1.87 1.91 1.87
+1 1.85 1.89 1.84 1.84 2.13 1.91 1.87 1.91
Table 4.4: Response table of factor effects on wall thickness.
all other factors have 3 possible settings.
The response table is represented graphically using effects plots shown in
figures 4.18 to 4.21. The effects plot is a simple representation of the response
data to help with understanding of the system. For each factor the average
response at each setting response is plotted. In each of the plots gas delay time
(GD) has the largest effect on wall thickness. Since the factor is tested at 3 levels
any non-linearity within the response can be seen. The response at level 0 causes
a kink in the response curve and shows the quadratic nature of the effect upon
the response.
4.4.5.2 Regression analysis
A multiple regression is carried out for each of the wall thickness responses: fixed,
moving, average LHS RHS and average fixed moving. The regression variables
are each of the main factors plus the quadratic and interaction variables derived
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Figure 4.18: Effect of factor settings on FIXED wall.
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Figure 4.19: Effect of factor settings on MOVING wall.
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Figure 4.20: Effect of factor settings on the average LHS RHS walls.
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Figure 4.21: Effect of factor settings on the average FIXED and MOVING walls.
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from the main factors. A total of 15 regression coefficients are obtained. The
multiple regression output is tabulated for each response in figures 4.22 to 4.25.
Each regression coefficient (coeff ) has a t-statistic (t-stat) and probability value
(P-value) to assist in judging the significance of the coefficient. The coefficients
are listed in order of absolute magnitude, which is convenient for comparison with
the half-normal plots that also assist in judging the significance of the coefficients.
The R2 value indicates how well the regression equation fits the experimental
data points, a value of 1.0 is the best fit. However, since noise exists within the
data a perfect fit is not necessarily desirable.
The half-normal plots indicate the relationship between the coefficients and
a normal probability distribution and are also shown in figures 4.22 to 4.25.
The dotted line is the trend of coefficients that are considered in-active and fit
the normal probability distribution. The largest absolute coefficient values are
always on the right hand side of the half normal plot. Points lying off the trend
line are called outliers and don’t fall within the normal distribution. Therefore,
the outliers refer to factors that actively influence the response data.
The most significant outliers in all wall thickness responses are gas delay time
(GD) and the quadratic of gas delay (GDq), which is the non-linearity within
the effect of gas delay time. The normal plots indicate that the gas delay time
is a significant factor and should be included within the regression equation. In
order to determine which of the other factors must also be included within the
regression equation the regression statistics are inspected.
The t-statistic indicates the ratio between the coefficients value and the stan-
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Factor Coeff Std. err t-stat P-value
Intercept 1.8721 0.0152 122.8913 0.0001
SMT 0.0012 0.0187 0.0634 0.9552
IVq 0.0047 0.0323 0.1460 0.8973
GPq -0.0059 0.0323 -0.1821 0.8723
GT 0.0071 0.0187 0.3788 0.7413
STTx SMTq -0.0083 0.0323 -0.2553 0.8223
e1 0.0118 0.0187 0.6302 0.5929
e2 0.0165 0.0187 0.8830 0.4704
STTx SMT -0.0177 0.0187 -0.9469 0.4436
STT -0.0314 0.0152 -2.0602 0.1756
GTq 0.0329 0.0323 1.0186 0.4156
GP -0.0412 0.0187 -2.2074 0.1580
SMTq 0.0436 0.0323 1.3482 0.3100
IV -0.0471 0.0187 -2.5236 0.1276
GDq -0.0482 0.0323 -1.4926 0.2741
GD 0.2789 0.0187 14.9496 0.0044
R2 0.9919 Multiple R 0.9960
F 16.4 Residual σ 0.0222
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Figure 4.22: Multiple regression output and half-normal plot for FIXED wall.
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Factor Coeff Std. err t-stat P-value
Intercept 1.8988 0.0166 114.2234 0.0001
IVq -0.0047 0.0353 -0.1330 0.9063
GTq 0.0059 0.0353 0.1668 0.8828
SMT -0.0082 0.0204 -0.4044 0.7251
GPq 0.0094 0.0353 0.2675 0.8141
STTx SMTq -0.0129 0.0353 -0.3668 0.7490
e2 0.0165 0.0204 0.8088 0.5035
e1 -0.0188 0.0204 -0.9251 0.4526
STTx SMT -0.0224 0.0204 -1.0986 0.3865
GT 0.0271 0.0204 1.3295 0.3151
SMTq 0.0341 0.0353 0.9680 0.4352
IV -0.0400 0.0204 -1.9651 0.1883
STT -0.0439 0.0166 -2.6422 0.1183
GP -0.0494 0.0204 -2.4281 0.1359
GDq -0.0718 0.0353 -2.0359 0.1787
GD 0.2554 0.0204 12.5443 0.0063
R2 0.9893 Multiple R 0.9946
F 12.2720 Residual σ 0.0242
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Figure 4.23: Multiple regression output and half-normal plot for MOVING wall.
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Factor Coeff Std. err t-stat P-value
Intercept 2.8553 0.0151 188.9023 0.0000
SMTq 0.0053 0.0321 0.1650 0.8841
STT -0.0157 0.0151 -1.0402 0.4075
STTx SMT 0.0171 0.0185 0.9246 0.4528
GP 0.0201 0.0185 1.0833 0.3919
e1 -0.0271 0.0185 -1.4657 0.2804
GPq 0.0319 0.0321 0.9935 0.4252
GT 0.0407 0.0185 2.1986 0.1590
e2 0.0496 0.0185 2.6771 0.1158
GTq 0.0513 0.0321 1.6005 0.2506
IVq 0.0584 0.0321 1.8211 0.2102
STTx SMTq -0.0643 0.0321 -2.0056 0.1827
SMT -0.0926 0.0185 -5.0031 0.0377
IV -0.1009 0.0185 -5.4496 0.0321
GDq -0.1062 0.0321 -3.3120 0.0803
GD 0.2372 0.0185 12.8108 0.0060
R2 0.9923 Multiple R 0.9961
F 17.1993 Residual σ 0.0220
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Figure 4.24: Multiple regression output and half-normal plot for average LHS
and RHS walls.
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Factor Coeff Std. err t-stat P-value
Intercept 1.8854 0.0158 119.4165 0.0001
IVq 0.0000 0.0335 0.0004 0.9997
GPq 0.0018 0.0335 0.0530 0.9626
SMT -0.0035 0.0193 -0.1823 0.8722
e1 -0.0035 0.0193 -0.1829 0.8717
STTx SMTq -0.0106 0.0335 -0.3162 0.7818
e2 0.0165 0.0193 0.8518 0.4841
GT 0.0171 0.0193 0.8826 0.4706
GTq 0.0194 0.0335 0.5792 0.6210
STTx SMT -0.0200 0.0193 -1.0352 0.4094
STT -0.0377 0.0158 -2.3848 0.1399
SMTq 0.0389 0.0335 1.1600 0.3658
IV -0.0435 0.0193 -2.2520 0.1531
GP -0.0453 0.0193 -2.3431 0.1439
GDq -0.0600 0.0335 -1.7918 0.2150
GD 0.2672 0.0193 13.8158 0.0052
R2 0.9908 Multiple R 0.9954
F 14.3175 Residual σ 0.0230
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Figure 4.25: Multiple regression output and half-normal plot for average FIXED
and MOVING walls.
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Wall Factors R2 σ
FIXED GD GDq IV GP STT 0.971 0.042
MOVING GD GDq GP STT IV 0.979 0.048
Av. LHS RHS GD GDq IV SMT 0.884 0.085
Av. FIX MOV GD GDq GP IV STT 0.970 0.041
Table 4.5: Coefficients considered for regression equation for each wall
dard error of the factor settings. The standard error for the 2nd to the 8th factor
(IV to e2 respectively) is the same since the number of -1, 0 and +1’s is the same
in each column. Although tables indicate what the critical t-statistic value is, the
general rule is that a t-statistic above 2.0 is worth considering as a real effect [53].
This means that approximately a 10% probability exists that the effect is caused
solely by random variation, which is low enough to consider the effect to be real.
The P-value indicates the probability that the effect is due to random variation
and a value less than 5% is a positive indication that the effects is real.
Table 4.5 is a summary of the factors to be included in the regression model
for each wall. The R2 value for the regression model fit to the response data
and the standard deviation (σ) are also shown for each respective model. The
regression model for the fixed wall includes all of the factors with a t-statistic
above 2.0 except for GDq. Adding GDq only improved the R2 value by 0.01,
but since the GD factor was included and was clearly the most significant linear
factor GDq was also included within the model.
The factors included within the moving wall regression model are the same
as for the fixed wall regression model. This is expected since both walls are on
opposite sides of a line of symmetry. However, the relative magnitude of the
factor coefficients and hence the order in which they appear on the half-normal
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plots differ. The signs of the factor coefficients between the fixed and moving
walls are the same, which indicate that the tendency is the same for the factors
to increase or decrease the residual wall. A regression equation formed for the
average of the fixed and moving wall responses serves as a check on the regression
method and a means to produce a single wall thickness prediction along the short
dimension axis of symmetry. The factors included within the regression equation
are the same as for the individual fixed and moving wall regression equations.
Again the signs of the regression coefficients are the same as for the individual
cases.
The regression equations for the fixed and moving walls provides R2 values of
97% which indicates a good fit to the experimental data points.
The factors included within the average LHS and RHS regression equation are
different from the fixed and moving case. The LHS RHS equation does not con-
tain gas pressure (GP) and tool temperature (STT), but adds melt temperature
(SMT) as a significant factor.
Residual values are calculated in order to calibrate the model and obtain the
accuracy of the regression equation fit to the experimental data points. Residuals
for each of the 18 observations are calculated from the difference between pre-
dicted responses using the regression equation and the experimentally obtained
responses originally used to derive the regression equation. Clearly only the ex-
perimental settings that correspond to coefficients within the regression equation
are used to predict the new response matrix.
The residuals calculated for each regression model and over the 18 observations
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Average Average
Observation FIXED MOVING LHS RHS FIX MOV
1 -0.0302 -0.0298 0.0413 -0.0300
2 -0.0149 0.0149 -0.0808 0.0000
3 0.0404 0.0196 0.2077 0.0300
4 -0.0326 -0.0463 -0.0112 -0.0394
5 -0.0479 -0.0133 -0.0342 -0.0306
6 -0.0232 -0.0345 -0.0466 -0.0288
7 0.1099 0.1043 0.1203 0.1071
8 0.0263 -0.0345 -0.0655 -0.0041
9 -0.0278 0.0196 0.0106 -0.0041
10 0.0232 0.0557 -0.0932 0.0395
11 0.0231 0.0275 -0.0844 0.0253
12 0.0384 0.0298 0.0201 0.0341
13 -0.0322 -0.0926 -0.0430 -0.0624
14 -0.0498 0.0133 0.0791 -0.0182
15 0.0114 0.0369 0.0348 0.0241
16 -0.0286 -0.0008 0.1026 -0.0147
17 0.0443 0.0110 -0.0477 0.0276
18 -0.0298 -0.0808 -0.1097 -0.0553
σ 0.0420 0.0479 0.0854 0.0412
Table 4.6: Residuals for factors used in regression equation.
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Figure 4.26: Residual plot from FIXED wall regression equation
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Figure 4.27: Residual plot from MOVING wall regression equation
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Figure 4.28: Residual plot from average of LHS and RHS wall regression equation
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Figure 4.29: Residual plot from average of FIXED and MOVING wall regression
equation
is tabulated in table 4.6. Figures 4.26 to 4.29 are plots of the residuals. The mean
of the residuals is zero and the standard deviation (σ) indicates the accuracy of
the model to predict the response data. The residual plots show the 2σ and 3σ
limits calculated from the residual data, which assumes the residuals are normally
distributed. All of the residuals are contained within 3σ and at most only 1 data
point is outside the 2σ limit. The accuracy of each model can be stated as ±3σ
about the predicted wall thickness for each regression equation.
4.4.6 The empirical prediction equation for wall thickness
The regression equation is of the form shown in equation 4.2,
ywall = y¯wall + P1S1 + Pq1S
2
1 + ...+ PnSn + PqnS
2
n (4.2)
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where ywall is the predicted wall thickness, y¯wall is the mean wall thickness, P is
the linear parameter coefficient, Pq is the quadratic parameter coefficient and S is
the setting. The setting S is in the range −1 ≤ 0 ≤ +1 and corresponds to a real
set value. The regression equations for each wall, developed from the preceeding
analysis, are shown in equations 4.3 to 4.6.
Wallfixed = 1.872 + 0.2789(GD)− 0.0482(GD2 − 2/3)
−0.0471(IV )− 0.0412(GP )− 0.0314(STT ) (4.3)
Wallmoving = 1.8988 + 0.2554(GD)− 0.0718(GD2 − 2/3)
−0.0494(GP )− 0.0439(STT )− 0.0400(IV ) (4.4)
Walllhs/rhs = 2.8553 + 0.2372(GD)− 0.1062(GD2 − 2/3)
−0.1009(IV )− 0.0926(SMT ) (4.5)
Wallfix/mov = 1.8854 + 0.2672(GD)− 0.0600(GD2 − 2/3)
−0.0453(GP )− 0.0435(IV )− 0.0377(STT ) (4.6)
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Factor Range m c
STT 30–60oC 0.0667 -3.0000
SMT 210–250oC 0.0500 -11.5000
IV 20–80% 0.0333 -1.6667
GP 30–80bar 0.0400 -2.200
GD 0–10.0sec 0.2000 -1
Table 4.7: Conversion of real factors values into the regression equation values
In order to use the regression equations using real parameter settings, such as
a gas delay time of 8 seconds, the real factor value must first be converted to the
range -1 to +1. The conversion equation for each factor will be simply a straight
line conversion, shown in equation 4.7,
F = mx+ c (4.7)
where F is the factor setting entered into the regression equation within the range
-1 to +1, x is the real factor setting value (e.g. 210oC ) and m is the gradient of
the conversion and c is the intercept. Table 4.7 contains the m and c values for
each factor used in equation 4.7 and indicates the range over which the regression
equation is valid.
4.5 Summary
A regression equation has been formulated in order to predict the wall thickness
along the specimen gauge length as a function of processing parameter settings.
Initial experiments and observations of the processing effects upon the final prod-
uct have outlined the processing parameters that should be included within an
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experimental study. Special attention is paid to the control of gas injection into
the specimen. A gas pressure measurement chamber is used to check the be-
haviour of gas flow through the needle. The gas flow analysis is based upon ideal
gas laws, which are too simplistic to give an accurate estimate for this applica-
tion. However, the instability of the gas pressure is a useful process indicator to
show that gas pressure is still building or the bubble is expanding.
The distribution of heat over a cross section before gas penetration influences
the position of the gas bubble after penetration. The location of a tab gate
separating the runner system and the specimen cavity causes shear heating of
the melt and an uneven distribution of melt temperature over the cross section.
The uneven heat distribution was indicated by differential residual wall thickness
that was eradicated by removing the gate.
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Chapter 5
Theory for the simulation of
cavity filling
5.1 Introduction
The aim of simulation is to provide a prediction of system behaviour given the
initial starting conditions and the values of any significant process variable. In this
thesis the aim of the simulation is to provide 3D information regarding the residual
wall thickness shape and dimensions within a representation of a real cavity.
Significant filling parameters, such as quantity of melt, melt temperature and gas
pressure, which are derived from experiment are utilised within the simulation.
In later chapters results from the simulation are compared with real specimens.
The fundamentals of the flow equations, which are conservation of mass and
momentum, are explained in the early sections. The Navier-Stokes equations
provide the framework upon which the flow solution is generated. Modification
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to the Newtonian scheme yields a pseudo concentration method for tracking dual
fluids within the FE domain. An overview of models to represent polymer rheol-
ogy is provided and the Cross-WLF model is implemented within the simulation
code.
Important FE implementation issues include meshing, solution procedure and
computational requirements. These issues are addressed at the end of the chapter.
The modelling code is written by Dr. Peter Olley (University of Bradford) in
the first instance. The implementation of the FE pseudo-concentration method
has been developed jointly between the author and Dr. Olley. In particular, the
author has investigated the rheological models and obtained parameters with
values for the model.
5.2 Modelling the GAIM process physics
Derivation of the conservation of mass and momentum equations is based upon
an infinitesimally small fluid element fixed in space. Many of the following con-
stitutive equations for fluid flow have been taken from Anderson [60].
5.2.1 Conservation of mass
An infinitesimally small fluid element is considered in figure 5.1. The dimensions
of the fluid element are dx, dy, dz. Fluid of a variable density ρ has velocity V,
where V = ui + vj + wk. The unit vectors i, j and k lie along the x, y and z
axes respectively. The mass flux through the element is resolved along the x-axis,
although similar expressions for mass flux along the y and z-axes are omitted for
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Figure 5.1: An infinitesimally small fluid element showing the mass flux through
the faces normal to the x-direction. Similar mass fluxes can be derived from the
faces normal to the y-direction and z-direction.
clarity.
The conservation of mass principle, when applied to a fixed region of fluid in
space states:
“...the net mass flow out of the element must equal the time rate
of decrease inside the element.” [60]
Applying this principle to the element shown in figure 5.1, along the x,y and
z-axes, yields the following equation,
[
∂ (ρu)
∂x
+
∂ (ρv)
∂y
+
∂ (ρw)
∂z
]
dxdydz = −∂ρ
∂t
dxdydz ,
rearranging,
∂ρ
∂t
+
[
∂ (ρu)
∂x
+
∂ (ρv)
∂y
+
∂ (ρw)
∂z
]
= 0 ,
which is usually expressed in vector notation to yield a partial differential form
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of the continuity equation, shown in equation 5.1,
∂ρ
∂t
+∇. (ρV) = 0 . (5.1)
When the density is considered to be constant, equation 5.1 further simplifies to
equation 5.2,
∂u
∂x
+
∂v
∂y
+
∂w
∂z
= 0 . (5.2)
5.2.2 Conservation of momentum
The conservation of momentum equations are derived from Newton’s second law
of motion (equation 5.3).
F = ma (5.3)
The infinitesimally small fluid element moving with the fluid flow, shown
in figure 5.2, experiences a number of surface forces. These are shear viscous,
normal viscous and pressure. Body forces, which are not shown in figure 5.2,
include acceleration due to gravity and electromagnetic effects.
Viscous surface forces notation is in the τij form, where i and j refer to vectors
normal to the surface and in the direction of the force respectively. The body
force vector per unit volume experienced by the element is f and the element is
of density ρ. Resolving the surface and body forces yields the system of equa-
tions 5.4. Taking moments about any point in figure 5.2 proves that τxy = τyx,
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Figure 5.2: The surface forces on an infinitesimally small fluid element, of di-
mension dx, dy, dz, moving with the fluid flow. The velocities u, v and w are in
the directions x, y and z respectively. Pressure, normal viscous and shear viscous
forces are shown resolved in the x-direction. (Figure taken from Anderson, [60])
τxz = τzx and τyz = τzy.
ρ
du
dt
= −∂P
∂x
+
∂τxx
∂x
+
∂τyx
∂y
+
∂τzx
∂z
+ ρfx
ρ
dv
dt
= −∂P
∂y
+
∂τxy
∂x
+
∂τyy
∂y
+
∂τzy
∂z
+ ρfy (5.4)
ρ
dw
dt
= −∂P
∂z
+
∂τxz
∂x
+
∂τyz
∂y
+
∂τzz
∂z
+ ρfz
The Stokes’ law of friction relates stress to strain in a Newtonian gas or liquid
system and the system of equations 5.5 shows this hypothesis [61].
τxx = η
(
2
∂u
∂x
− 2
3
∇.V
)
; τxy = η
(
∂u
∂y
+
∂v
∂x
)
τyy = η
(
2
∂v
∂y
− 2
3
∇.V
)
; τyz = η
(
∂v
∂z
+
∂w
∂y
)
(5.5)
124
τzz = η
(
2
∂w
∂z
− 2
3
∇.V
)
; τxz = η
(
∂w
∂x
+
∂u
∂z
)
Substituting the system of equations 5.5 into the system of equations 5.4 we
obtain the Navier-Stokes equations. However, for an incompressible fluid, where
∇.V = 0 and where body forces are neglected (f = 0), a simplified version of the
Navier-Stokes equation is obtained and shown in the system of equations 5.6.
ρ
∂u
∂t
= −∂P
∂x
+
∂
∂x
(
2η
∂u
∂x
)
+
∂
∂y
(
η
(
∂u
∂y
+
∂v
∂x
))
+
∂
∂z
(
η
(
∂u
∂z
+
∂w
∂x
))
ρ
∂v
∂t
= −∂P
∂y
+
∂
∂x
(
η
(
∂u
∂y
+
∂v
∂x
))
+
∂
∂y
(
2η
∂v
∂y
)
+
∂
∂z
(
η
(
∂w
∂y
+
∂v
∂z
))
ρ
∂w
∂t
= −∂P
∂z
+
∂
∂x
(
η
(
∂u
∂z
+
∂w
∂x
))
+
∂
∂y
(
η
(
∂w
∂y
+
∂v
∂z
))
+
∂
∂z
(
2η
∂w
∂z
)
(5.6)
5.2.3 Pseudo concentration method
The basis of the pseudo-concentration method is to assign a label to material
that is present within the FE domain. Tracking of two different fluids within the
same domain is therefore possible using the concentration parameter, c, which is
defined,
cpolymer = 1.0
cgas = 0.0
 0 ≤ c ≤ 1 (5.7)
The boundary between polymer and gas is distinct in the real process. Since
a gradient of concentration can exist within the definition given in equation 5.7,
the boundary is taken to be c = 0.5. The transport equation for concentration
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is,
∂c
∂t
+ u
∂c
∂x
+ v
∂c
∂y
+ w
∂c
∂z
=
dc
dt
= 0 (5.8)
Local viscosity (η) and density (ρ) are interpolated according to equations 5.9
and 5.10 respectively.
η(x, y, z) = c(x, y, z)ηpolymer + (1− c(x, y, z))ηgas (5.9)
ρ(x, y, z) = c(x, y, z)ρpolymer + (1− c(x, y, z))ρgas (5.10)
These density and viscosity are then used in the next time step. The fact that
density is interpolated does not conflict with the incompressible fluid assumption
made in equation 5.2. Here the density change is local only to the interface
between gas and polymer.
5.3 Melt viscosity models for the Pseudo con-
centration method
A number of models exist to describe the relationship between shear rate and
shear stress for polymer melts. The models available range from simple to com-
plex and are outlined in the following sections. In the first instance some back-
ground on the general behaviour of fluids is presented. Figure 5.3 shows schemati-
cally a number of different shear stress against shear rate relationships for different
categories of fluids.
The simplest type of real fluid is Newtonian, where the shear stress is linearly
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Rate of shear (γ˙)
Stress (τ)
Newtonian (slope η)
Dilatant
Pseudo-plastic
Plastic (a ’Bingham’ plastic
if curve is straight)
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 
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Figure 5.3: A schematic plot showing a number of different fluid types and the
relationship between shear stress (τ) and shear rate (γ˙). (Figure taken from
Massey, [10])
dependent upon the rate of shear, therefore viscosity is constant and not depen-
dent upon the rate of shear. Gases and some small molecule liquids like water
approximate to the Newtonian model [62].
Dilatant fluids exhibit an increase in viscosity with increasing rate of shear.
Examples are concentrated solutions of sugar in water and aqueous suspensions of
rice starch (in certain concentrations) [10]. Shear thickening sometimes indicates
complications with some fluids such as instability, phase separation and lack of
reversibility [62]. Dilatant fluids will not be considered any further.
Polymer melts fall into the pseudo-plastic category of fluids, where the shear
viscosity decreases with an increasing rate of shear. Other fluids in this category
are gelatine, blood, clay and milk.
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Some fluids exhibit viscosity time dependency, where the viscosity may change
over time at constant rate of shear. Increasing viscosity is termed rheopectic and
decreasing viscosity is termed thixotropic.
5.3.1 Newtonian
The Newtonian fluid is the simplest model of a fluid that can physically exist.
Here the viscosity of the fluid remains constant (i.e. independent of rate of
shear) and the relationship between shear stress and rate of shear is shown in
equation 5.11 [10].
τ = η
∂u
∂y
(5.11)
The more general 3D form of the relationship (for an incompressible fluid) is
shown in equation 5.12,
τij = η
(
∂ui
∂xj
+
∂uj
∂xi
)
. (5.12)
Stokes’ law of friction in equation 5.5 shows the full expansion of equation 5.12.
5.3.2 Power law
The power law model offers a good approximation for fluids that exhibit shear
thinning to the relationship between viscosity and rate of shear. A pseudo-plastic
behaviour is shown in figure 5.4, where the power law model describes the linear
portion of the relationship. The power law is of the form shown in equation 5.13
[62].
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log(η)
log(γ˙)
Newtonian
Pseudo-plastic
Gradient (n-1)
Figure 5.4: Viscosity (η) against rate of shear (γ˙) for a Newtonian and pseudo-
plastic fluid. The power law model is a linear fit to the pseudo-plastic region. At
low shear rates the approximation is less accurate, tending to ∞, which is shown
by the dotted line.
η = mγ˙n−1 (5.13)
The gradient of the power law model is (n-1) and is a good approximation to
the viscosity above a certain shear stress that is material dependent. The viscosity
of pseudo-plastic fluids at low shear rates is more like a Newtonian relationship.
The power law approximation fails to predict this behaviour and tends to ∞.
5.3.3 Cross model for shear rate viscosity dependence
In order to fit a model to the low shear rate Newtonian region and higher shear
rate power law region Cross proposed the following model (equation 5.14).
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η = η∞ +
(
η0 − η∞
1 + (λγ˙)m
)
(5.14)
where, η0 and η∞ are viscosity at low and high shear rates respectively. At
intermediate rates of shear (η0  η  η∞) equation 5.14 gives an approximation
to power law behaviour with m = 1 − n. In this region logη/logγ˙ = −m. At
sufficiently low shear rates λ can be determined from λ = η0/G0 where G0 is the
Hookean shear modulus [63, 64].
A popular form of the Cross model is the modified Cross model that takes the
form shown in equation 5.15.
η =
η0
1 +
(
η0γ˙
τ∗
)1−n (5.15)
where, τ ∗ characterises the shear-stress level related to the transition between the
Newtonian and power-law regimes [65, 62, 66].
To illustrate the Cross model, a plot is shown in figure 5.5, where arbitrary
parameter values have been used to calculate the shear rate and viscosity rela-
tionship. The zero shear rate (η0) values are also chosen arbitrarily to represent
four different melt temperatures.
5.3.4 Williams-Landel-Ferry (WLF) temperature depen-
dence
The effect of temperature upon viscosity for most polymer melts is significant.
The viscosity tends to decrease with increasing temperature. Ferry [67] intro-
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Figure 5.5: The Cross model applied to an arbitrary fluid with the parameters
τ ∗ = 108 and n = 0.3. The temperature dependence of zero shear rate (η0) is
assumed at four temperatures.
duced a shift factor based upon shear rate temperature superposition to account
for a change in shear rate at constant shear stress from a reference temperature.
The relationship is shown in equation 5.16,
aT =
γ˙(ref)
γ˙(T )
(const. τ) (5.16)
where, aT is the shift factor (or relaxation times at two different temperatures),
γ˙(ref) is the shear stress at the reference temperature and γ˙(T ) is the shear rate
at temperature T . The shear rate ratio is calculated at constant shear stress [68].
Equation 5.16 can also be written [68],
aT =
η(T )
η(ref)
(const. τ) (5.17)
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The Williams-Landel-Ferry (WLF) equation is,
log aT =
−c1(T − Tg)
c2 + T − Tg (5.18)
where, c1 and c2 are empirical constants and Tg is the glass transition temper-
ature [67]. However, Tg can be replaced by any reference temperature (Ts) and
the empirical constants c1 and c2 recalculated.
5.3.5 Cross-WLF model
The model for melt viscosity used in this theses employs both the cross model
and WLF temperature dependence. The cross model (equation 5.15) is repeated
here.
η =
η0(T )
1 +
(
η0(T )γ˙
τ∗
)1−n
The zero shear rate viscosity at a given temperature (η0(T )) is take from the
WLF model of the form shown in equation 5.19 [65, 66].
η0(T ) = η
∗exp
(−c1(T − Ts)
c2 + T − Ts
)
(5.19)
where η∗ is the zero shear rate viscosity at the reference temperature Ts
132
5.4 Outline of the finite element implementa-
tion
The equations outlined in section 5.2 have, in the first instance, been implemented
in 2D. Many initial parameter investigations are carried out in 2D before a more
computationally intensive, but realistic, 3D study.
The following sections outline in detail the steps taken to implement the theory
into a finite element scheme suitable for solution by computer. Ultimately the
finite element implementation is written into a FORTRAN code. The three main
steps involved in implementation are mesh generation, numerical solution and
post-processing. The mesh generation stage involves defining the model geometry
with discrete elements. Boundary conditions associated with zero wall slip and
symmetry are defined here.
The solution stage takes the defined geometry and boundary conditions along
with any other filling information and begins the process of solving the Navier-
Stokes equations. The results of the solution are written to a file that can be read
by a post-processing application to display, graphically, the geometry and nodal
values.
5.4.1 Linear finite elements
The domain is represented by rectangular linear finite elements [69, p.411]. Linear
elements are selected to avoid the condition where interpolation between known
values, such as viscosity, may become negative in value and lead to instabilities
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within the solution. Figure 5.6 illustrates how a quadratic interpolation of three
points, which all have values greater than zero, can be negative between the
known values. A linear interpolation of two points greater than zero will never
become negative.
0 1 2
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Linear and second order quadratic fits
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Quadratic
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Figure 5.6: Consider three points A, B and C that all have values greater than
zero. A quadratic interpolation of the points can lead to some points on the
approximation becoming negative. However, a linear interpolation of the first
and last point (A and C) will ensure that all points of the approximation are
greater than zero.
The geometry of the tensile test specimen is generally rectangular. This is
convenient for the rectangular finite elements to describe the geometry with suf-
ficient accuracy.
134
5.4.2 Finite element equations
The general form of the finite element equation considers the variation of a vari-
able over an element as a function of position within the element and nodal values.
The variation form is expressed in equation 5.22,
X =
n∑
i=1
ψixi (5.20)
where n is the number of nodes in the element, ψi is the shape function which is
a function of shape within the element and xi are the nodal values of the variable
x [70]. The derivative of X according to equation 5.20 is,
dX
da
=
n∑
i=1
dψ
da
xi (5.21)
There are different continuity requirements on the interpolation of the veloc-
ity field and pressure. So the finite element equations for velocity (u, v, w) and
pressure (P ) are,
u =
n∑
i=1
ψixi v =
n∑
i=1
ψiyi w =
n∑
i=1
ψizi P =
n∑
i=1
φiPi (5.22)
An example is shown below of the finite element equations 5.22 applied to the
x-component of the Navier-Stokes equations. The momentum equation (5.6) is
repeated,
ρ
∂u
∂t
= −∂P
∂x
+
∂
∂x
(
2η
∂u
∂x
)
+
∂
∂y
(
η
(
∂u
∂y
+
∂v
∂x
))
+
∂
∂z
(
η
(
∂u
∂z
+
∂w
∂x
))
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If we consider steady state (i.e. ρ∂u
∂t
= 0) and apply the finite element equa-
tions 5.22 and 5.21 the momentum equation becomes,
0 = −∂φi
∂x
Pi +
∂
∂x
(
2η
∂ψi
∂x
ui
)
+
∂
∂y
(
η
(
∂ψi
∂y
ui +
∂ψi
∂x
vi
))
+
∂
∂z
(
η
(
∂ψ
∂z
ui +
∂ψ
∂x
wi
))
(5.23)
Multiplying through by ψi and integrating over the element, Ω,
0 =
∫
Ω
−ψi∂φi
∂x
Pi dΩ +
∫
Ω
ψi
∂
∂x
(
2η
∂ψi
∂x
ui
)
dΩ
+
∫
Ω
ψi
∂
∂y
(
η
(
∂ψi
∂y
ui +
∂ψi
∂x
vi
))
dΩ
+
∫
Ω
ψi
∂
∂z
(
η
(
∂ψ
∂z
ui +
∂ψ
∂x
wi
))
dΩ (5.24)
Substituting an integration by parts to avoid any second derivatives yields,
0 =
∫
Ω
ψi
∂x
φiPi dΩ−
∫
Ω
∂ψi
∂x
(
2η
∂ψi
∂x
ui
)
dΩ
−
∫
Ω
∂ψi
∂y
η
(
∂ψi
∂y
ui +
∂ψi
∂x
vi
)
dΩ
−
∫
Ω
∂ψi
∂z
η
(
∂ψ
∂z
ui +
∂ψ
∂x
wi
)
dΩ (5.25)
5.4.3 Time stepping and upwinding procedures
This model is based upon a time stepping or time marching procedure explained
by Reddy [69, p.224]. The time stepping procedure attempts to find the value
of uj at time ts+1 using the values of uj from previous times. The α form of the
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time stepping approximation is described by equation 5.26.
(1− α) {u˙}s + α{u˙}s+1 = {u}s+1 − {u}s
∆ts+1
where 0 ≤ α ≤ 1 (5.26)
The α family of well known time approximation schemes is shown below.
0 forward difference (or Euler) scheme, (conditionally
stable); accuracy = 0(∆t)
α = 1
2
Crank-Nicholson (stable); 0((∆t))2
2
3
Galerkin method (stable); = 0((∆t))2
1 the backward differencing scheme (stable); = 0(∆t)
Solution stability is aided by limiting the gradient of the change in concen-
tration over an element. An upwinding scheme is used that introduces a diffusive
tensor (K) into equation 5.8. The diffusive tensor K is shown in equation 5.27.
The upwinding scheme can be switched on and off within this implementation.
Kij =
dt.ui.uj
2
(5.27)
5.4.4 Numerical solution considerations
In order to solve the Navier-Stokes equations and take into consideration the
incompressibility constraint, a penalty method is employed. The penalty method,
in essence, allows us to reformulate a problem with constraints as one without
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constraints [69, p.488]. The penalty method formula is shown in equation 5.28,
Fp(x, y, z) = f(x, y, z) +
1
2
γ[G(x, y, z)]2 (5.28)
where γ is the penalty parameter and f(x, y, z) is the function to be solved subject
to the constraint G(x, y, z). The problem now is to find the minimum of the
function Fp with respect to its’ arguments, that is:
∂Fp
∂x
=
∂Fp
∂y
=
∂Fp
∂z
= 0 (5.29)
In terms of least squares, the larger the value of γ, the more accurately the
constraint, G(x, y, z), is satisfied.
5.5 Simulation methodology
The theory surrounding the modelling of flow is described in previous sections
and here some important practical considerations are outlines. Specific use of
mesh generation software and detailed step-by-step instructions on performing
the simulation is not attempted. An overview is offered that draws from the
guidelines for FE modelling described in the literature.
5.5.1 Domain meshing
The geometry of any domain is described using a FE mesh made exclusively from
linear quadrilateral elements that have been discussed previously in section 5.4.1.
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1 2 3 4 5 6
Geometry split into boxes 1 to 6
Figure 5.7: Simple boxes are used to define the geometry of a tensile test speci-
men. In this case 6 boxes are used that are various in shape and contain different
numbers of elements. Mating boxes must have corresponding corner coordinates.
The number and distribution of elements along mating boundary must also match.
The criterion to be satisfied for a successful FE mesh is as follows:- [71]
1. Essential geometrical features must be represented.
2. Element size, h, must be sufficiently small to keep approximation good.
3. Aspect ratio must be close to 1 to avoid degradation of numerical solution.
The mesh is generated from a pre-processing program written in FORTRAN
specifically for this application.
The geometry of a cavity is split into simple boxes that connect together to
make up the full geometry. A typical mesh describing a tensile test specimen
geometry is shown in figure 5.7. Here, six boxes are used to describe the full
geometry. The corners of each box are specified and the mating boundaries have
identical coordinates in order to connect. Similarly, the number and distribution
of elements along the mating boundary must be identical. Note, the number of
elements in the vertical direction is constant throughout the geometry.
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The top edges of boxes 2 and 5 are an approximation to an arc. The ap-
proximation could be more accurate if the number of nodes along that edge were
increased. This would also increase the memory requirements from the computer.
In areas of the geometry where the gradients of variables are expected to be at
their highest the mesh density has been increased [69]. Bias is useful for achieving
this by increasing the nodal density (therefore number of elements) at one side of
a box. This can be seen in box 3 where the left hand end of the box has a higher
horizontal mesh density than the right hand end. The left hand side of the box
represents a region where the flow is changing rapidly through a contraction.
5.5.2 Boundary conditions
The use of boundary conditions here has been to initiate the flow of material
within the cavity, define solid boundaries that represent cavity walls and to in-
dicate any lines of symmetry. The strategy for setting boundary conditions is to
directly specify primitive variables such as u,v,w and c. This strategy is called
the Dirichlet boundary condition [60, 69].
5.5.3 Time stepping interval
Solution stability and accuracy are affected by the time step (∆t) in this time
marching procedure. A simple approach to deciding the time step interval has
been employed where material cannot cross an individual element within a single
time step [65]. The expected flow velocity can be estimated from the boundary
conditions or a test run using a small time step.
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The basis of the time step rule is to ensure that the accumulation of round-
ing errors from successive time step is not allowed to increase. The error from
time step n + 1 must be less than or equal to the error from time step n as in
equation 5.30. ∣∣∣∣∣
n+1
i
ni
∣∣∣∣∣ ≤ 1 (5.30)
5.6 Summary
The theory for modelling the fluid flow within the FE domain is based on the
Navier-Stokes equations. The pseudo-concentration method introduces a material
label that differentiates between the gas and polymer melt within the domain.
The material label is convected to produce a gas and polymer interface profile
that indicates residual wall thickness.
Polymer melt rheology is described by the Cross-WLF model that gives melt
viscosity as a function of temperature and shear rate. The pseudo-plastic be-
haviour of the melt is covered in this model. Parameters for the model are
obtained from experimental rheological tests carried out off-line.
An FE implementation of the method involves meshing the domain with linear
quadrilateral elements to produce a fixed grid that does not re-mesh. A time
marching approach is adopted using a fixed time step. Boundary conditions to
represent cavity walls and initial flow can be specified directly to relevant nodes.
This simulation technique has utilised a fixed grid that does not need to deform
since the cavity dimensions remain constant throughout. Within fluids modelling
the accuracy of a solution can be improved by refining the mesh dynamically,
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so increasing and decreasing mesh density in regions of high and low gradient
respectively. This method of adaptive meshing has been implemented successfully
by Coupez et. al. [42], where the mesh at the melt flow front and gas bubble/melt
interface is refined. Adaptive meshing has not been introduced here because the
complexities are formidable, but this procedure is worthy of consideration for
future work.
Representation of the cavity walls is achieved by setting a no-slip boundary
condition (u = v = w = 0) at nodes falling on a wall. The implementation does
not have a facility for boundary nodes to allow air past (venting), but not polymer
melt (i.e. discrimination). Since air already within the cavity is represented
the same way as gas which forms the bubble the convention of concentration
would have to take place at the boundary nodes and the boundary would then
become ineffective. Currently, the boundary at the far end of the cavity from
the flow source represents an open outlet where concentration and velocity are
unconstrained. Of course, a totally enclosed boundary system would lock the
flow altogether.
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Chapter 6
Simulation results and
comparison with experiment
6.1 Introduction
The method for simulating cavity filling, outlined in chapter 5, is implemented
in the form of a finite element model. This chapter details the form of the FE
mesh that is used to model the tensile test specimen cavity. The specimens
manufactured under an experimental framework to provide an empirical model
(chapter 4) are compared with the simulation results on the basis of wall thickness.
Early results for this work can be found in Johnson, Olley and Coates [72].
The accuracy of the wall thickness prediction is heavily dependent upon the
correct implementation of the FE model. Issues such as mesh density and time
step are shown to be influential in providing a stable and efficient result. Com-
putational resource, particularly for a 3D solution, restricts the mesh density and
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time step.
6.2 FE mesh and boundary conditions
The FE model aims to imitate the real process. Correct boundary conditions and
simulation control are essential to achieve this. The symmetry of the flow and
geometry are used to significantly reduce the computational requirements of the
model.
6.2.1 Flow symmetry and wall boundaries
The tensile test specimen is rectangular in cross section. A small draft angle of
1o exists on the side walls of the real specimen to assist with ejection from the
mould. This draft angle is not likely to significantly alter the symmetrical flow
assumption.
The symmetry of the model is not only governed by geometrical symmetry
of the specimen; the expected flow paths and boundary conditions must also be
symmetrical for symmetry to be valid. For instance, the mould wall temperature
is assumed to be constant throughout the model. Any difference in wall temper-
ature would immediately double the number of elements within the model. An
outline of the model is shown in figure 6.1, which is the geometry of the specimen
up to halfway along the gauge length. The cross section has two planes of sym-
metry along the centre lines in the xy and xz planes. The flow of melt and gas is
in the positive x direction noted by the coordinate system, shown in figure 6.1.
Flow symmetry is implemented within the model using the fact that flow will
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Figure 6.1: The planes of symmetry are along the xy and xz axes.
not cross the line of symmetry. Therefore, the boundary conditions are config-
ured to prevent “normal flow”, that is flow across the boundary. For example, to
indicate flow symmetry along the xz-plane, flow is prevented in the y-direction by
setting a v = 0 boundary condition over all the relevant nodes. A similar bound-
ary condition is set of w = 0 over the xy-plane. Flow in the x and y directions is
not restricted, so the symmetry boundaries are essentially free-slip conditions.
The mould walls are represented by nodes with a stationary boundary con-
dition, where u = v = w = 0. This prevents gas or polymer from crossing the
boundary that represents the mould wall. However, the solver discriminates be-
tween gas and polymer by allowing free-slip of the gas against the mould wall,
but imposes a non-slip condition for the polymer. The reason for this is that in
practice the mould is filled with gas (air) before the polymer is injected and the
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melt needs to displace the gas from the mould wall in order to make contact with
the wall and form the specimen shape. As the melt moves by convection alone,
non-slip boundary conditions would prevent melt from reaching the walls.
6.2.2 Mesh density
Linear quadrilateral elements (or brick elements) are used to mesh the specimen
geometry. A mesh generating code is run on an input file (journal file) containing
the meshing instructions. This includes the geometry of the specimen, elements
density and boundary conditions. The required density of finite elements is de-
termined by running a test for solution convergence, that indicates when the
solution does not change significantly with increasing elements. This will provide
an efficient mesh that is a compromise between solution accuracy and time for
solution. The measure used for the convergence test is predicted wall thickness.
A 2D model has been used to conduct an initial convergence test where the
ratio of element length to height is maintained to approximately 3. The results of
the convergence test are shown in figure 6.2. The test suggests that 12 elements
in the y-direction are a good compromise between solution accuracy and time for
solution. The change in wall thickness prediction is not great as the number of
elements increases to above 12. The change observed may be due to rounding
errors in the calculations resulting from an increase in the number of nodes in the
model, as well as the effects of discretisation on the rapidly changing concentration
values.
The mesh density in regions of high variable gradient is increased to resolve
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Figure 6.2: The number of nodes in the y-direction (see figure 6.1) are increased
and the wall thickness calculated. The aspect ratio of the x to y dimension is
maintained at approximately 3.
the changes. The mesh density is increased around the entry into the gauge
length, where the flow is developing. Elements against the wall of the cavity are
made smaller since the temperature gradient is generally highest in this region.
6.2.2.1 Numerical instabilities
Many simulation variables contribute to the simulation towards giving a reliable
result. However, limitations are imposed on the simulation in the form of com-
putational resources and the capabilities of the numerical solvers.
By far the greatest restriction on any simulation, particularly 3D, is the num-
ber of elements that can be used in the model. Mesh density influences the
accuracy of the solution and the time taken to solve the model. Clearly some
compromises have to be made in order the obtain simulation results that can be
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used for validation purposes.
Figures 6.3 and 6.4 show the residual wall thickness formation at a position
half way along the gauge length. Filled contours above the concentration of 0.5,
relating to melt, are displayed along with the FE mesh. At the top of the frame is
the residual wall thickness in the large dimension of 7.5mm (relating to the LHS
and RHS walls). The bottom of the frame shows the residual wall thickness in the
short cross section dimension of 5.0mm (relating to the FIXED and MOVING
walls).
It is clear from figure 6.3 that some flow instability exists along the wall in
the shorter dimension (z-direction that relates to the FIXED-MOVING wall).
The wavy formation maps onto the mesh in the x-direction, which would indicate
that the instability is linked to the form of the mesh. More elements along the
short dimension would improve the result and reduce the waviness of the gas/melt
interface. The mesh density in the short dimension is 1.2 elements per mm and in
the large dimension (y-direction that relates to the LHS-RHS wall) 1.5 elements
per mm. The flow along the plane of the larger dimension is therefore better
resolved spatially.
The numerical solver used to solve the linear equations places a restriction on
the number of elements in the mesh. The bandwidth of nodes that the solver can
accommodate limits the mesh density. The mesh shown in figures 6.3 and 6.4 is
at a limit of refinement for the computer and solver used.
However, the instability is more pronounced at higher flow rates; a reduction
in time step has been implemented, but to no avail. Also, an increase in delay
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Figure 6.3: The wall thickness prediction is affected by flow instability; the in-
stability appears to map onto the the FE mesh. The flow rate here is set to
25x10−6 m3s−1 and the delay time is set to 0.05 sec.
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Figure 6.4: The flow instability is reduced at higher delay times. The flow rate
here is set at 25x10−6 m3s−1 and the delay time is set to 2.0 sec.
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time tends to smooth the concentration surface as can be seen by comparing
figures 6.3 and 6.4. This is likely to be due to an increase in viscosity as the melt
cools near the wall, which reduces the velocity gradient near the wall.
6.2.3 Half and full geometry models
An important factor related to modelling is the time for solution. The length
of time to complete an iteration of the flow solution increases with the num-
ber of elements in the model. The time for solution is related to the following
parameters,
Time for solution = nb2 × m (6.1)
where, n is the number of degrees of freedom, b is the bandwidth and m is the
number of time steps [73]. Therefore, steps are taken to reduce the solution time
by minimising the number of elements used in the model.
Typically, the output of interest from the simulation is the predicted residual
wall thickness at a point of fully developed flow along the gauge length. The
testing of models that covers the whole length of the specimen have shown no
significant difference in the predicted wall thickness compared with models that
cover only half of the specimen length. The use of a half-model is only useful
for predicting wall thickness and not bubble penetration, but the saving in the
required number of elements is significant. In practice, the half model leaves room
for an increase in the mesh density in order to improve solution accuracy.
The half model that covers upto half way along the gauge length from the gas
and melt injection end of the specimen is shown in figure 6.1. The full model that
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Figure 6.5: The full specimen gauge length and end tab is modelled
is used to check the validity of the half model and covers all of the gauge length
and the end tab is shown in figure 6.5. The geometry of the model is defined in
SI units.
6.3 Flow modelling implementation
6.3.1 Initial flow conditions
The cavity modelled by the simulation can initially be filled either with polymer
melt or with gas. This is achieved by initialising the concentration value at each
node to be either 1.0 or 0.0 for polymer or gas respectively. In the real process
melt is injected into the cavity first and at some time later gas is injected to
complete the filling of the mould. The simulation provides scope to change this.
A simulation result from a simple 2D model is shown in figure 6.6. This result
replicates the real cavity filling sequence where polymer melt partially fills the
empty cavity (fig 6.6a), then some time later the melt flow ceases and gas is
injected (fig 6.6b) and finally the gas bubble advances enough to fill the mould
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(a) Melt flow into an empty cavity
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Figure 6.6: The progress of mould filling using results from a 2D simulation.
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extremities with melt (fig 6.6c).
In figure 6.6 the flow of polymer and gas is controlled by setting a velocity at
the nodes that lie along the left hand wall. The concentration value at the nodes
determine if melt or gas is convected through the mesh.
An alternative approach, valuable in 3D simulation, is to initialise nodes
within the model to a concentration of 1.0, to represent melt. This in essence
mean that the mould is already filled with melt and the injection of gas can begin
at any time. Results from a 3D analysis can be seen in figure 6.8. A saving on
computer time can be made if the solution to the melt filling the cavity is not
needed. This assumes that the flow of heat from the melt during the melt filling
stage is insignificant. Evidence for this is the continuity in wall thickness along
the gauge length observed experimentally that infers that the melt rheology does
not change significantly during bubble penetration. Also, the time scale of bubble
penetration is likely to be less that 0.5 seconds. Therefore, the most significant
time that melt cooling can effect the predicted wall thickness is during the delay
time between the end of melt injection and the start of gas injection and during
bubble penetration.
6.3.2 Exit flow
In the GAIM process the polymer melt is contained within the mould cavity. Air
that is in the cavity before melt filling is allowed to vent from the tool through
properly constructed air gaps. This situation is complex to simulate since some
provision for an air vent needs to be made within the mesh. Ideally, specific nodes
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at the end of flow need to discriminate between gas and polymer to allow gas to
escape, but prevent polymer from passing. The ideal situation of discrimination
nodes is not implemented, so material is either allowed to pass through the end
wall un-hindered or a vent hole is implemented through specific nodes on the end
wall that allow melt to pass through; the higher viscosity of the melt means that
the polymer flow encounters greater resistance than gas flow through the vent
hole.
The vent hole is implemented by specifying a non-slip boundary condition for
all surfaces that represent the cavity wall. The boundary condition files, generated
by the meshing application, are then manually edited to remove selected nodes
from the non-slip condition. This effectively forms a vent hole, the size of which
is determined by the distance to the nearest wall nodes.
Within this thesis the flow is not restricted at the exit of the mesh that forms
the half-length specimen. The bubble penetration is not meaningful in this half-
length model and melt fills the model initially. In the real process the flow of
melt to the end wall is unrestricted, so remains as such in the simulation.
The exit from the 3D half model is shown in figure 6.7. This is a point in the
simulation where the gas bubble is approaching the end of the flow length and
is indicated by the concentration contours. The small arrows show the velocity
field of the melt and the larger arrows indicate the gas flowing at higher velocity.
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Figure 6.7: Material flows out of the mesh at the cavity extremity
6.3.3 Methods for gas injection
In the actual GAIM process the gas is injected into the melt through either a
needle placed within the mould or through a specially adapted nozzle fitted to the
end of the machine barrel. The simulation can replicate gas injection in a number
of ways, from a simple flat velocity profile at an inlet wall to a small source placed
within the mesh to represent the gas needle placed within the mould.
The methods used in the simulation to represent gas injection into the polymer
melt are shown in figure 6.8. The filled contour shown represents concentration
values above 0.5, which represents polymer melt. This allows the gas/melt inter-
face to be seen clearly.
Figure 6.8a shows the simplest method of injecting gas, where a flat velocity
profile is set along the inlet wall. Clearly, a flat velocity profile across a section
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(a) Flat inlet profile (b) Parabolic inlet profile
(c) Element gas source (d) Gauss points gas source
Figure 6.8: Methods for injecting gas into the melt.
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is unrealistic and a higher velocity is expected at the centre of the flow. A
progression from the flat profile is the two-dimensional parabolic profile, shown
in figure 6.8b. The parabolic profile is fitted to a polynomial that is second-order
in two-dimensions and that relates the position on a plane to a velocity. The
parabolic gas injection profile provides a smoother gas melt interface, particularly
near the walls where the forced velocity gradient is less steep compared with the
flat profile (which must abruptly change to zero).
The flow of gas from the injection needle is more accurately represented by
using a “point” source. Figures 6.8c and 6.8d show a point source provided
by a single element and by Gauss points within a spherical region respectively.
The single element tends to provide a surface of concentration gradient that is
rectangular in shape due to the shape of the source element. In practice, this
tends to give velocity jets around the element that affects the shape of the flow
further downstream.
The sphere of Gauss points provides a much smoother surface of concentration
gradient emanating from the flow source. Therefore the effect on the flow further
downstream is minimised and the flow pattern from the gas injection needle is
approximated well.
6.3.3.1 Control of the gas injection rate
The strength of the gas source from a point source is specified directly in the
simulation control file that is read by the flow solver. The source strength is
specified in m3s−1, so the gas injection is driven by an increase in the volume of
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gas.
Since the fluid contained within the model is incompressible the volume of
fluid entering the system is equal to the volume of fluid leaving the system. This
principle is used to check that the flow rate setting for the gas source is accurate
after discretisation.
The volumetric flow rate of material flowing along the gauge length can be
determined by analysing the velocity vectors at the nodal positions over the cross
section. Figure 6.9a shows the velocity vectors over the end wall of the specimen
cross section. The velocity is averaged over the element bound by the 4 nodes
and the volumetric flow rate for that element is determined. Summing all element
flow rates over the section provides the total volumetric flow rate. Equation 6.2
describes the method used to check the volumetric flow rate,
Q˙ =
e∑
e
1
4
j=4∑
j=1
uj
∆xe∆ye (6.2)
where, u is the nodal velocity in the x-direction, j is one of four nodes bounding
the element i, ∆xe and ∆ye are the x and y dimensions respectively of the element
j. The method of equation 6.2 assumes the cross section lies normal to the x-axis.
The result of checking the flow rate is shown in figure 6.9b, where the simu-
lation runs through a delay time for 10 iterations before the flow of gas starts.
The source flow rate is set at 7x10−6 m3s−1, which is confirmed by the calculated
flow rate over the cross section.
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Figure 6.9: Checking of the volumetric flow rate setting for gas injection.
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6.3.4 Flow velocity profiles
The flow velocity profile at a point within the gauge length changes as the gas
bubble front passes. Figure 6.10 shows the change in velocity profile as the gas
bubble front passes through the frame of reference. The frame of reference is in
the centre of the flow on the xy-plane in a region of steady state along the gauge
length.
In figure 6.10a the gas bubble is seen approaching from the left and the velocity
profile through the melt is approximately parabolic. The velocity near the wall
at the top of the frame is relatively low and at the wall the velociy is zero, which
is a non-slip boundary condition. After the gas bubble has passed through the
frame of reference, which is shown in figure 6.10b, and a residual wall thickness
remains the velocity profile across the cavity changes. Flow velocity within the
wall is virtually zero and nearly all of the flow takes place within the gas bubble.
The change in velocity profile is quantified in more detail by plotting the nodal
values of velocity in the x-direction, which is u-velocity. Figure 6.11 shows the
bubble tip as it passes the nodes from which velocity values are taken. Velocity
profiles are plotted in figures 6.12, 6.13 and 6.14 that are relevent to the gas
bubble approaching, coinciding and passing the point of reference respectively.
Velocity profiles at the same gas source flow rate, but delay times of 1.0 and
10.0 seconds are compared.
As the gas bubble approaches the point of reference (fig 6.12) the velocity
profile shows that the flow in the centre of the melt for a delay time of 10 secs is
higher than for a delay time of 1.0 secs. The reason is that the flow near the wall
161
(a) Before bubble front passes
(b) After bubble front passes
Figure 6.10: Material velocity profiles before and after the gas/melt interface.
The interface is moving in the direction of the arrows that indicate the velocity
vector.
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Figure 6.11: As the bubble tip passes the velocity profile in the x-direction is
taken from node 3606 at the cavity wall down to the centre line of flow.
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Figure 6.12: Velocity profile across the cavity as the gas bubble approaches
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Figure 6.13: Velocity profile across the cavity at the gas bubble tip
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Figure 6.14: Velocity profile across the cavity when the gas bubble tip has passed.
is at a lower velocity because the delay time has reduced the melt temperature
and therefore has increased the resistance to flow.
As the gas bubble reaches the point of reference (fig 6.13) the flow velocity
profile changes. The lower viscosity fluid in the centre of flow forces and increase
in the velocity at the centre and sees a reduction in the velocity nearer to the
wall.
Finally, once the gas bubble has passed, the velocity profile takes on the form
shown in figure 6.14. Here, the flow velocity is dominant within the gas bubble.
There is a clear distinction between the two delay times as the velocity at the
centre line node is much higher for the longest delay time. This plot indicates
that once the residual wall is formed it does not move significantly compared to
the progress of the bubble front.
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The viscosity of the gas is at least 3 orders of maginitude less than the viscosity
of the melt. Therefore, the lower resistance to flow facilitates the higher flow rate
within the gas. The flow rate from the gas source is fixed and is driving the flow
in the system.
It will be seen in a later section that the residual wall thickness increases
as the delay time increases. This is reflected in the experimental results. The
velocity profile before and after the bubble is also influenced by the delay time.
Figure 6.15 shows the velocity at a node that lies on the centre line of flow, which
is at the bottom of the frame of reference seen in figure 6.10.
The velocity plotted in figure 6.15 is that of the melt before the approaching
gas bubble has passed. As the delay time increases the temperature of the melt
nearest to the wall decreases and this melt cooling causes the viscosity to increase.
The temperature profile is discussed further is section 6.3.6. The melt in the
centre of flow is forced to flow faster and as the higher viscosity layer of melt,
near the wall, increases in thickness.
6.3.5 Melt viscosity model
The viscosity of the melt within the simulation uses a modified Cross-WLF model.
The dynamics of the model are discussed in more detail in section 5.3.5. The
Cross-WLF model describes the viscosity of the melt under given temperature
and shear rate conditions. The model is commonly used by respected researchers
in polymer melt flow, e.g. Tucker et. al. [65, 66].
Rheological data for the melt has been generated off-line using a Rosand RH7
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Figure 6.15: These figures indicate the melt u-velocity just ahead of the bubble
front. The velocity increases with increasing delay time and increasing gas source
flow rate.
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Figure 6.16: BP HDPE 5050EA melt viscosity fitted to a modified Cross-WLF
model
off-line rheometer [74]. A modified Cross-WLF model is fitted to the rheological
data using the rheological model module within the Compuplast Flow 2000 soft-
ware. The values for the model parameters and a plot of the model fit is shown
in figure 6.16.
6.3.6 Thermal effects within the model
The modelling of melt cooling is driven by the temperature boundary condition
set on the mould wall. Over time, particularly during the delay time, the tem-
perature of the melt reduces. Figure 6.17b plots the temperature of the nodes in
the y-direction on the symmetry plane at a point 50mm along the gauge length,
where wall thickness measurements are taken. The nodal positions over which
the temperatures are noted are shown in figure 6.17a, which is taken from the
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Figure 6.17: The simulated temperature profile through the melt through a 10 sec
delay time. The wall temperature boundary condition (y=7.5mm) is fixed at
30oC . The initial melt temperature is 200oC
post processor and shows concentration lines that indicates the melt/gas bound-
ary. The temperature profile over the 12 nodes show a high thermal gradient
exists in regions near the mould wall. In the simulation the mould wall is set to
be 30oC and fixed by a boundary condition. The temperature of 30oC since it
is the lowest recommended tool temperature setting for the tool during process-
ing [59]. The lowest tool temperature setting is used in production, if possible, to
give the shortest cooling time and hence shortest cycle time. Within these tests
the wall temperature is one of the fixed parameters. The temperature profiles
in figure 6.17 are taken from a simulation that uses a 10 sec delay time between
the start of the simulation and the start of melt injection. The wall is at the y
position of 7.5mm in the simulation model.
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Figure 6.18: The nodal positions (metres) in the y direction from which nodal
values, such as temperature and concentration, are taken
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Figure 6.19: Melt temperature set to 200oC .
The temperature profile changes over time, such that the temperature near
the wall reduces as heat is removed from melt within the cavity. The effect of the
heat transfer is to increase the viscosity of the melt nearer to the wall. The effect
of temperature in the melt viscosity model is outlined in section 6.3.5. During
the delay time period, while a no-flow situation exists, the shear rate in the melt
viscosity model is zero.
A temperature profile for various stages of the cavity filling simulation at
set melt temperatures of 200oC , 210oC and 250oC are shown in figures 6.19,
6.20 and 6.21 respectively. The temperature profiles, for each melt temperature
setting, are taken 0.75 sec, 9.75 sec and 10.25 sec into the simulation. The tem-
perature profile is through the melt and gas bubble at the start of the simulation
(t=0.75s), at the end of delay time (t=9.75s) and after the gas bubble is passed
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Figure 6.20: Melt temperature set to 210oC .
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Figure 6.21: Melt temperature set to 250oC .
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through (t=10.25s). The gas temperature is set at 200oC in every case and the
gas/melt interface that represents the residual wall thickness after the bubble has
passed is shown.
The temperature profile progression during delay time seen in figure 6.17
is observed in figures 6.19 to 6.21 during the delay time period from 0.75 to
9.75 seconds. After the gas bubble has passed and formed the residual wall the
temperature profile within the gas bubble region switches to the gas bubble inlet
temperature indicating that there is relatively little heat exchange between gas
and polymer. So, where the melt temperature is set to 250oC , as in figure 6.21,
the temperatures at the nodes within the gas bubble switches to 200oC . However,
since the flow analysis is completed within a relatively short time scale the thermal
transfer from the gas bubble to the melt is negligible. The consistency in the
wall thickness along the gauge length, observed experimentally, is evidence that
significant heat transfer does not take place during the bubble penetration time.
If significant heat transfer did take place the wall thickness would be expected
to increase toward the end of bubble penetration as the frozen layer of polymer
increased in thickness.
Changes in predicted wall thickness are observed when a range of melt tem-
peratures are tested. Predicted wall thickness at melt temperatures of 200oC ,
210oC , 230oC and 250oC are plotted in figure 6.22. All other simulation variables
are constant, the flow rate at the gas source is 7x10−6 m3s−1 and the delay time
is 10s. The simulated wall thickness over the temperature range does not appear
to follow a definite pattern. The expected result would be for the wall thickness
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Figure 6.22: Wall thickness change with changes in the melt temperature setting.
to decrease as melt temperature increased; the temperature in the melt near the
wall would be higher which slows the thickening of the wall over time.
6.3.7 Time stepping
The criterion used to determine the time step between iterations is split between
the flow and delay time phases of the simulation. During the delay time the flow
equations are not solved since a no-flow condition exists.
The delay time iteration time step varies depending upon the delay setting.
The delay time is normally covered by 40 iterations, which gives time steps that
are much smaller than the characteristic time of heat transfer in the model. So a
delay time of 10s will use a time step of 0.25s to solve the temperature equation.
The time step used to solve the flow equations is determined by the smallest
element size along the gauge length and the speed of flow through that element.
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A useful heuristic is that the melt/gas boundary should take at least 5 iterations
to cross the smallest element. This allows the boundaries progress to be resolved.
In practice the dominant flow is in the x-direction along the specimen length
and the highest flow velocity is on the centre line. In order to determine the
appropriate time step an estimate is used and the simulation is run. The number
of iterations taken for the melt/gas interface to cross the smallest element on the
centre line is observed and the time step is adjusted up or down accordingly.
6.4 Comparison of simulation with experiment
6.4.1 Behaviour of the experimental models
An empirical model for residual wall thickness was developed in chapter 4, the
experimental results chapter. The model is in the form of regression equations
(equations 4.3 to 4.6) that correlate process variable settings to residual wall
thickness. The general behaviour of the regression equations, which are a contin-
uous function, for a range of variable settings are shown in figures 6.23 to 6.29.
The fixed and moving wall regression models have been tested and the re-
sults presented in figures 6.23 to 6.26. The processing variables present within
these regression models are tool temperature (STT), injection velocity (IV), gas
pressure (GP) and gas delay time (GD). The effects of the processing variables
are the same for both walls, which is to be expected, but the fixed wall (shown
dotted) is consistently thinner than the moving wall (shown solid). A possible
explanation for the difference in wall thickness is the mould wall temperature on
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Figure 6.23: The effect of tool temperature on the residual wall thickness at the
fixed and moving halves of the mould
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Figure 6.24: The effect of injection velocity on the residual wall thickness at the
fixed and moving halves of the mould
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Figure 6.25: The effect of gas pressure on the residual wall thickness at the fixed
and moving halves of the mould
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Figure 6.26: The effect of gas delay time on the residual wall thickness at the
fixed and moving halves of the mould
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Figure 6.27: The effect of melt temperature on the residual wall thickness over
the average LHS and RHS walls
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Figure 6.28: The effect of injection velocity on the residual wall thickness over
the average LHS and RHS walls
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Figure 6.29: The effect of gas delay time on the residual wall thickness over the
average LHS and RHS walls
the fixed side is likely to be higher than the moving side since the machine nozzle,
which is at 200+oC , is pressed against the fixed half of the mould. However,
the mould wall temperature during experimentation is not known so this cannot
be confirmed at present. It may be possible to fit thermocouples into a mould in
further work to confirm the mould wall temperature.
The regression model behaviour for the combined LHS and RHS walls is shown
in figures 6.27 to 6.29. Melt temperature (SMT), injection velocity (IV) and
gas delay (GD) are the processing variables present within this both regression
models.
The general effect on wall thickness of changing processing parameter settings
all regression models are consistent. The general effects for each of the processing
parameters, as the parameter value is increased, are summarised in table 6.1.
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Factor increasing in magnitude Abrv. Effect on wall thickness
Tool temperature STT Decrease
Melt temperature SMT Decrease
Injection velocity IV Decrease
Gas pressure GP Decrease
Gas delay time GD Increase
Table 6.1: The general effect on residual wall thickness of increasing the magni-
tude of processing variable appearing in the regression equations.
6.4.2 Material shrinkage
As the polymer melt cools and solidifies shrinkage, or an increases in density, takes
place. The amount of shrinkage is difficult to quantify and is dependent upon
the cooling rate of the material which affects the degree of crystallisation [75].
The measurements taken from the manufactured specimens represent the residual
wall thickness after the material has gone through shrinkage. The wall thickness
immediately after primary gas penetration is likely to have been greater than the
measured value from the specimen.
The polymer melt represented within the simulation is an incompressible fluid
that does not use a PVT model to account for density change during cooling.
Therefore, the predicted wall thickness from the simulation relates to the point
at which primary gas penetration has taken place. In order to compare the
simulation result directly with the specimen wall thickness some consideration
must be given to material shrinkage during cooling.
Data on the shrinkage of the material from the melt phase to the solid phase
is not freely available from the manufacturer of the material. However, data
regarding the density of the material in melt and solid states is available from
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Property Value Source
Melt density 844.0Kg/m3 VISDAT (Moldflow)
Solid density 950.0Kg/m3 Manufacturer (BP Chemicals)
Solid density 952.0Kg/m3 VISDAT (Moldflow)
Table 6.2: Values of melt and solid densities for BP HDPE 5050 EA
the Moldflow material database (VISDAT) and the manufacturer of the material.
The values available for density are shown in table 6.2.
An estimate of shrinkage can be made directly from the density figures in
table 6.2. Equation 6.3 estimates the material shrinkage by volume to be 11.2%,
using the combination of Moldflow and manufacturer data.
950− 844
950
= 11.2% (6.3)
The figure of 11.2% shrinkage by volume implies a shrinkage of 3.9% in any
single dimension. This can be shown by considering a cube of volume, V , and
dimensions x, y and z. A shrinkage in the volume of 11.2% requires that each of
the dimensions shrink by 3.9%, as shown in equation 6.4.
V = xyz
0.888V = (0.961)3xyz (6.4)
The accuracy of the figure for shrinkage of 3.9% in any one dimension is
arrived at by considering an unconstrained cube of material. In the real case the
melt along the gauge length is constrained from shrinking axially by the form of
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the specimen tabs at either end. More shrinkage is likely to take place in the wall
thickness direction in order to compensate.
The figure of shrinkage used here is a useful estimate in the absence of any
method for confirming experimentally the melt shrinkage in the wall thickness
direction.
6.4.3 Relationship between simulation and experimental
settings
The relationship between the process settings in a simulation and an experiment
are fundamental to the capability of the simulation to accurately replicate an ex-
perimental result. Some simulation variable settings are easily transferable from
the experimental conditions, such as delay time. Other settings, such as gas
source rate, are not easily transferable and must be inferred from other exper-
imental signals. The process variables investigated experimentally were mould
temperature, melt temperature, injection velocity, gas pressure, gas delay time
and gas trigger.
6.4.3.1 Melt temperature
The melt temperature settings are over the range 210–250 oC . For most simu-
lations the melt temperature setting is held at 200 oC since the stability of the
solution is better, possibly due to the more moderate range of viscosity across
the melt. Also, the change in wall thickness up to higher melt temperatures of
250 oC does not appear to follow a trend. This can be seen in figure 6.22, which
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justifies leaving the temperature at a constant setting. Clearly, the number of
simulations are also kept to a reasonable number.
6.4.3.2 Mould temperature
The wall temperature is a boundary condition and is set to 30 oC in all cases.
The effect of wall temperature changes on the residual wall thickness have not
been investigated in this work due to practical limits on simulation time.
The wall temperature is not measured experimentally, which means the actual
wall temperature during processing is not known, hence simulations with varying
wall temperature could not be validated directly.
6.4.3.3 Injection velocity
As an initial starting point for the simulation the cavity is filled with polymer
melt. The melt injection phase is not covered by the simulation due to solution
stability problems when melt is injected into the empty cavity. Therefore, the
link between melt injection rate on the machine and a melt injection rate within
the simulation cannot be made.
6.4.3.4 Gas pressure
The gas pressures used in the experiments do not translate easily to the sim-
ulation. The simulation requires a gas flow rate from the source region to be
specified. Therefore, bubble flow is forced by a mass increase within a region and
not the direct effect of a pressure.
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Figure 6.30: Gas pressure at the point of injection and a short time after. The
instability infers gas flow into the mould. The pressure settles when the pressure
in the mould is equal to the line pressure.
If the melt was made to be highly viscous the pressure in the simulation would
just increase to a level that is forced by the ingress of gas from the source. Clearly,
in the real system, a gas pressure that is too low may not form the bubble in the
melt before the melt cools sufficiently to prevent flow all together.
So, the setting for the gas source strength needs to be inferred from other
known processing phenomenon. The procedure followed to determine the gas
source strength is based on estimating the time taken for the gas bubble to form
in the real cavity. In order to arrive at a satisfactory estimate the gas pressure
signal is utilised.
The gas pressure either side of the needle are investigated off-line using a
closed volume chamber. Transducers measure chamber pressure and gas line
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pressure. The equipment is described and the details of the findings presented
in section 4.2.3. The findings highlighted that the gas pressure signal exhibited
instability while the chamber pressure was building to the line pressure. The
indication, therefore, is that instability occurs while gas is flowing through the
needle.
This use of gas pressure instability to indicate flow through the needle and into
the cavity has not been found within existing literature, despite a thorough search.
If gas flow is continuing into the cavity either the bubble is still penetrating the
melt or the bubble is fully formed, but the bubble pressure is still rising to the
line pressure.
Figure 6.30 shows the gas line pressure signal during the injection of gas into
manufactured specimens. Three gas pressure set points are shown in figure 6.30,
which are 30, 55 and 80 bar. The time scale over which the line gas pressure settles
appears to be approximately 0.6 seconds. This is worked out from the time of
initial gas injection to the point at which the gas signal becomes consistent with
the set value. The gas bubble may form in less than 0.6 seconds and over the
remaining time the gas pressure within the bubble is building to line pressure.
The exact ratio cannot be determined at present, but further work using a series
of pressure or ultra sound transducers along a flow path may provide necessary
data.
The approximate flow source strength is calculated on the basis that the
bubble front takes 0.6 seconds to travel the length of the specimen. The length
of the specimens is taken to be 200mm, since the bubble penetration into the
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end tabs is not significant. The mean velocity, u¯, of the bubble tip is therefore
calculated to be 0.333m/s. If the bubble penetration causes 50-60% of the melt to
flow during penetration in an isothermal system (i.e. no delay time effect) then
the area of the displaced melt over the quarter model of the 15x10mm gauge
section is given by,
A =
1
4
× (0.015× 0.010)× 55% = 2.05× 10−5m2.
The flow rate is calculated to be approximately 7x10−6 m3s−1, from Q = uA. The
simulation is run at other flow rates to investigate the effect on wall thickness,
the results are presented later.
6.4.3.5 Gas delay time
The gas delay time is easy to transfer from the experiment to the simulation.
The time between the gas trigger and the start of gas injection is entered directly
into the model fill control file.
6.4.3.6 Gas trigger
The gas trigger signal that originates from the injection moulding machine con-
troller, when the screw reaches a set position, is covered by the simulation soft-
ware. The trigger essentially signals the end of melt injection into the mould.
The simulation is not used to model the injection of melt before gas for reasons
outlined earlier under injection velocity.
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Gas delay time Gas flow rate
(sec) (x10−6 m3s−1)
7 15 25 35
0.05
0.10
0.20
0.50
1.00
2.00
5.00
10.00
Table 6.3: Each gas flow rate is tested at each of the gas delay times
6.4.4 Simulated wall thickness
Delay time and gas flow rate are key simulation variables tested to predict their
effects upon residual wall thickness. The effect of the delay time is investigated
by varying the time between the start of the simulation and the start of gas
injection.
6.4.4.1 Simulation setup
A series of simulations are completed under an array of gas flow rate and delay
time conditions. The conditions are listed in table 6.3, resulting in 32 separate
simulation runs.
Figure 6.31 shows the wall thickness prediction for the FIXED and MOVING
wall, which is the short dimension on the gauge length cross section. The series
of flow rates over the range of delay times are shown. As previously mentioned,
the flow instability (possibly due to thermal gradients giving a rapid variation
in viscosity) that causes a waviness in the concentration contour is affecting the
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Figure 6.31: Simulated wall thickness over the range of flow rates and delay times
in table 6.3.
wall prediction at low delay time and high flow rate. Lower time steps have
been tested, but the instability is still present. The solution is almost certainly
using more elements in the short section dimension that comprises the FIXED-
MOVING wall, probably combined with smaller time step. The higher mesh
density is not possible at present due to a limitation in the mesh bandwidth.
The wall thickness prediction over the delay time range of 0.05 to 0.2 sec at
a flow rate of 25x10−6m3s−1 is in excess of 46%. The induced flow stability from
the greater delay time brings the prediction back to around 30%.
In order to improve the simulation prediction the wall thickness is taken at
nodes positioned between the high points, noted previously in figure 6.3. The
resulting plot of wall thickness over the simulation conditions is shown in fig-
ure 6.32a, which is thought to be more accurate.
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(a) Simulated fixed and moving wall thickness
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(b) Simulated LHS and RHS wall thickness
Figure 6.32: Simulated wall thickness for a range of different gas source mag-
nitudes over a range of gas delay times. Mesh effects on the wall thickness are
allowed for and improve the consistency of the prediction at low delay times.
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Figures 6.32a and b present the LHS-RHS and FIXED-MOVING wall thick-
ness prediction results, respectively, for the conditions set out in table 6.3. The
predicted wall thickness is presented as a percentage of the centreline dimension.
So for the LHS-RHS wall, the residual wall thickness is translated to a percent-
age of the large dimension of 7.5mm. Similarly, the FIXED-MOVING wall is
translated to a percentage of the small dimension of 5.0mm.
6.4.4.2 Trends in the results
The wall thickness tends to decrease as the gas source flow rate increases in
strength. The same trend is observed in the experimental model of the FIXED
and MOVING wall, where an increase in the gas pressure causes a decrease in
the residual wall thickness.
An increase in gas delay time causes an increase in residual wall thickness
and the trend appears to approximate to a logarithmic function. The highest
gradient of wall thickness change with gas delay time occurs at the lowest delay
time settings, approximately below 1.0 seconds.
Again, the gas delay time trend of wall thickness from the simulation result
is in agreement with the experimentally obtained trend. The quadratic effect of
gas delay time on wall thickness is also observed in the experimentally obtained
model.
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6.4.5 Simulated and experimental wall comparison
The experimental results used for comparison with simulation are derived from
the regression equations developed in chapter 4. Experimental wall thickness on
the LHS-RHS (long dimension on cross section) is derived from the average LHS-
RHS regression equation, which is equation 4.5. Similarly, the FIXED-MOVING
wall thickness (short dimension on cross section) is derived from the average
FIXED-MOVING regression equation, which is equation 4.6.
The active process variables present in the respective regression equations are
listed in table 6.4. For clarity, the factor abbreviations are set melt temperature
(SMT), injection velocity (IV), gas pressure (GP) and gas delay time (GD).
Wall equation Active factors
LHS-RHS SMT, IV, GD
FIXED-MOVING STT, IV, GP, GD
Table 6.4: Active factors in experimental models of wall thickness
The minimum and maximum wall thicknesses for both the LHS-RHS and FIX-
MOV experimental models can be calculated by setting the factors to appropriate
levels. The effects plots are useful for indicating how each factor effects the wall
thickness and which settings to use.
6.4.5.1 General section formation
The general cross sectional form observed within the experimentally produced
specimens show a collection of polymer in the corners of the cavity. The bubble
formation is slightly elliptical. Figure 6.33 shows a qualitative comparison be-
tween the simulation result and the experimentally obtained section. The general
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(a) Simulated section (b) Actual section
Figure 6.33: The general cross section form of the gas bubble observed experi-
mentally is reflected with simulation results
form of the gas bubble is in good agreement. The collection of melt is evident
in the corner and the wall thickness along the axes of symmetry is the thinnest
point.
6.4.5.2 Thickest and thinnest residual wall
Setting
LHS-RHS wall SMT IV GD Wall (%)
Thinnest 250 80 0 31.9
Thickest 210 20 10 43.3
Table 6.5: Factor settings for the LHS-RHS empirical models that give thickest
and thinest residual wall
Setting
FIXED-MOVING wall STT IV GP GD Wall (%)
Thinnest 60 80 80 0 29.4
Thickest 30 20 30 10 45.2
Table 6.6: Factor settings for the FIXED-MOVING empirical models that give
thickest and thinest residual wall
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Parameter Value
Gas source flow rate 7, 15, 25, 35x10−6 m3s−1
Melt temperature 200 oC
Wall temperature 30 oC
Delay time 0− 10 sec
Table 6.7: Simulation conditions
The overall range of the empirical residual wall thickness models can be de-
termined. The factor settings for each of the LHS-RHS and FIXED-MOVING
empirical models are listed in tables 6.5 and 6.6 respectively. The range of the
LHS-RHS residual wall formation is 31.9% to 43.3% (11.4% difference) and the
range of the FIXED-MOVING wall formation is 29.4% to 45.2% (15.8% differ-
ence).
The range of residual wall thickness results from the FIXED-MOVING and
LHS-RHS models are plotted over the gas delay time range in figures 6.34a and
6.34b respectively. The simulated wall thickness over the respective gas delay
time range is over layed in each of the figures 6.34a and b. The conditions under
which the simulations were run are detailed in table 6.7.
With reference to figure 6.34 the the logarithmic form of the simulated wall
formation is apparent. The rate of change of wall thickness with delay time for
the simulation results is greater at the shorter gas delay values than at the longer
delay times, above 2.0 sec. The wall thickness result from the empirical model
does not show a sharp increase in wall thickness over delay time at the lower
delay times. The second order nature of the empirical model for describing wall
thickness change with delay time is fitted to three delay time values equally spaced
over 0–10 sec. Further specific experiments are needed to give better resolution
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(a) FIXED and MOVING comparison
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Figure 6.34: The thickest and thinest experimental residual wall is compared with
the simulation over the gas source flow rate range of 7− 35x10−6m3s−1.
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over the shorter gas delay times.
The wall thickness range plots shown in figure 6.34 indicates a difference in
matching experimental to simulation result between the LHS-RHS and FIXED-
MOVING walls. The simulation results for the FIXED-MOVING wall over the
gas flow rate range of 7− 35x10−6m3s−1 coincides with the maximum range of
experimentally obtained wall thickness results (fig 6.34a). The lowest gas flow
rate of 7x10−6m3s−1 provides a wall thickness prediction that is greater than the
thickest experimentally obtained wall at delay times greater than 1.0 sec. All
other simulation results are either within or below the experimentally obtained
wall thickness range.
The set of simulation results for the LHS-RHS wall over all gas flow rates are
below the experimental wall thickness range. The tendency for the LHS-RHS
simulation result to consistently under predict the experimentally obtained wall
thickness is not reflected in the FIXED-MOVING results. Only the higher flow
rate simulation results from the FIXED-MOVING wall will under predict the
experimentally obtained results.
6.4.5.3 Comparison based on closest variable conditions
A direct comparison for wall thickness prediction from the simulation can be
made with the experimental model based upon factor settings. The wall thick-
ness comparison for the case where factor settings are closely matched between
experiment and simulation is presented in figure 6.35.
In figure 6.35a two experimental predictions are shown, one each of 30 and
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(b) LHS and RHS comparison
Figure 6.35: Simulation and experimental settings are most closely matched
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60 bar gas pressure entered into the regression equation. This is useful because
the relationship is not clear between gas pressure in the experiment and the gas
source flow strength in the model. The gas pressure factor is not in the LHS-
RHS regression model, so figure 6.35b only contains one line for experimental
prediction.
The factor settings for the experimental wall thickness results in figure 6.35
are listed in table 6.8.
Setting
STT SMT IV GP GD
FIXED-MOVING 30 – 80 30, 80 0–10
LHS-RHS – 210 80 – 0–10
Table 6.8: Factor settings in the experimental models for direct comparison with
simulation results.
The simulated FIXED-MOVING wall thickness prediction could be forced to
match the experimental value more closely by increasing the gas source flow rate.
The wall thickness prediction would therefore reduce. However, increasing the
gas source flow rate would move the simulated LHS-RHS wall thickness further
away from the experimentally obtained wall thickness value.
6.4.5.4 Considering melt shrinkage during cooling
Melt shrinkage during cooling is taken into account. The value for shrinkage was
obtained from material data, which is outlined in more detail within section 6.4.2
and is taken to be 3.9%. The wall thickness prediction from the simulation is
relevant to the time immediately after gas injection in the real process, before
appreciable cooling has taken place. The wall thickness prediction results from the
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Figure 6.36: Simulation and experimental settings are more closely matched and
material shrinkage during cooling is accounted for.
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Figure 6.37: The relative error between simulation and experiment
simulation shown in figure 6.35 are re-presented with an 3.9% material shrinkage
factor applied in figure 6.36.
The shrinkage factor improves the simulation comparison with the experimen-
tal data for the FIXED-MOVING wall case since the simulation over-predicted
the actual wall thickness observed experimentally. However, the shrinkage factor
worsens the simulation comparison with experiment in the LHS-RHS case since
the simulation under-predicts wall thickness.
6.4.5.5 Simulation accuracy
A measure of the accuracy of the simulation relative to the experimental result
can be quantified by dividing the simulation result by the respective experimental
result. The relative accuracy is calculated over the delay time range for both the
LHS-RHS and FIXED-MOVING walls and presented in figure 6.37. An exact
199
match in wall thickness would provide a relative value of 1.0.
The dotted lines show the simulation accuracy with shrinkage applied to the
wall thickness result. The solid lines show the simulation accuracy without any
modification to the result for shrinkage.
Before shrinkage is applied the LHS-RHS simulation result is closer to the
experimental result. At low delay times and before shrinkage the simulation
predicts approximately 80% of the experimentally obtained wall thickness and
improves to 90% at a delay time of 10.0 sec.
Since the FIXED-MOVING wall simulation result is an over prediction of the
experimental wall the application of shrinkage improves the accuracy. The most
accurate prediction is at 0.0 sec delay time with shrinkage applied, which provides
an over-prediction of 46%.
The exact shrinkage in the material during cooling experienced experimentally
is not an easy quantity to measure. Therefore some flexibility in the applied
shrinkage factor must be assumed, which effects the simulation accuracy. Since
the gauge length is constrained axially, while inside the mould, by the end tabs
the shrinkage axially is constrained. Therefore to attain the volumetric shrinkage
outlined earlier (section 6.4.2) the shrinkage within the cross sectional plane may
need to increase to compensate.
6.5 Summary
The implementation of the two phase flow theory into a 3D finite element model
is applied, with some success, to the problem of forcing a gas bubble to penetrate
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polymer melt inside a cavity form. One of the key features of gas assisted injection
moulded products is the residual wall thickness formed by the passing bubble
front.
The finite element implementation is governed by a number of constraints.
Mesh density is restricted, particularly in the short dimension of the cross-section,
that relates to the FIXED-MOVING wall. This is believed to cause flow insta-
bility and effect the accuracy of the wall thickness prediction at high gas source
flow rates. The computer restrictions and solution time also limits the size of the
model to half of the specimen length. Flow and geometry symmetry is utilised
to further reduce the computational demand.
Restrictions prevent modelling of pre-filling of the cavity with melt. This
feature is important if the extent of bubble penetration into a fully meshed cavity
is desirable. A procedure to simulate air venting from the mould is needed for
the pre-filling stage to be modelled more accurately. In place of venting from the
cavity the flow is allowed to exit the mesh at the end of the flow path. Therefore,
the gas bubble can penetrate the melt un-hindered, other than by the expected
viscous stresses.
The shrinkage of the melt during cooling is dealt with, after simulation, in
the form of a simple shrinkage factor. Data for the shrinkage factor is obtained
from material databases and manufacturers data in the form of a density change
from melt to solid. The shrinkage in a single dimension of an unconstrained cube
is estimated to be 3.9%
The compromises on the modelling implementation are not thought to impinge
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too greatly on the formation of the bubble and the wall thickness prediction. The
agreement between the simulation and the experimentally obtained values is at
best within 10%. However, the general trends observed in wall thickness caused
by changes in processing parameter changes are reflected in the simulation.
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Chapter 7
Discussion
The discussion of the experimental and numerical investigations of the gas assisted
injection moulding process aims to summerise and comment on the important
issues highlighted within this thesis. The issues are split into those that relate to
experiment, those that relate to simulation and those that tie into both areas.
The major focus of this thesis is on the accurate prediction of the residual wall
thickness. An FE implementation, based upon a pseudo-concentration method,
is used to simulate the gas bubble formation through the melt and provide an
insight into the process physics.
Firstly, some global issues are discussed that relate to mesh geometry and the
extension of the simulation to more complex geometries. Later, specific issues are
presented that are pertinent to experimentation, simulation and validation.
Within this thesis a FE mesh has been used that describes half the test spec-
imen length for simulating gas bubble penetration through the melt. Flow and
geometry symmetry along the specimen length are utilised to reduce computa-
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tional requirements by the application of suitable boundary conditions. The mesh
extends to a position that is equivalent to half way along the gauge length.
The half specimen length model is used instead of a full length model because
it provides a number of advantages over the full model:-
1. the memory requirement and CPU time are much lower (<50%) for an
equivalent mesh density,
2. the mesh density can therefore be increased,
3. wall thickness predictions are equivalent to those from a full model (better
with higher mesh density),
4. results are normally available within two days.
The half specimen model does not have the scope to provide an estimation of
gas bubble penetration into the melt. The mesh would have to be extended to
the full geometry of the specimen. However, currently the simulation would not
provide a meaningful estimate of bubble penetration for the following reasons:-
1. the form of the residual wall is not sufficiently accurate with the current
mesh densities and thermal boundary conditions,
2. the melt flow boundary condition is not cancelled at a point when gas
injection begins,
3. the solution stability is poor when melt is injected into an empty cavity.
The GAIM process is applied to other geometries, typically ribbed plaque
products that connect a flat surface to a thick sectioned rib for the gas bubble
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Figure 7.1: Gas bubble formation within a ribbed plaque structure
to penetrate. The main issue with this type of geometry is the uncontrolled
penetration of gas from the channel to the flat section. Limited simulation has
been done on the ribbed plaque geometry because the validation capability lies
with the tensile test specimen. A result from a ribbed plaque geometry is shown
in figure 7.1 and shows the gas bubble penetration mainly contained within the
channel. Studies of the ratio between the channel and flat section thickness could
be investigated in further work.
The thickness of the residual wall is influenced by processing factors such
as gas delay time, melt injection velocity, melt and tool temperature and the
gas pressure used to form the bubble during primary gas penetration. The cor-
relations between key processing variables and the trend in wall thickness are
common between the simulation and the experiment. This is encouraging since
it indicates that key process physics are correctly described within the model.
205
7.1 Experimental issues
7.1.1 Choice of material
The BP grade of HDPE used within this thesis was primarily chosen because
it is a well characterised material and studied by many other colleagues in the
laboratory. The material is also in abundance in the laboratory, which is impor-
tant when running an industrial scale machine. Particularly as the cycle needs
to run uninterrupted for some hours, before experiments are conducted, to allow
the process to settle.
The manufacturers data sheets describe the applications for the material as
technical mouldings, bins, crates, boxes and household items [58]. These items
are likely to use gas to form strengthening channels, particularly the crates and
bins.
Time was not available to repeat experiments on specimens manufactured in
other materials.
7.1.2 Temperature measurement
During the manufacture of GAIM specimens no provision is made for melt tem-
perature measurement, either within the mould or machine barrel. The machine
barrel can be fitted with a rheometric nozzle equipped with ports that house melt
temperature sensors. However, a specially designed gas nozzle must be fitted in
place of a rheometric nozzle to prevent gas from entering the machine barrel.
New nozzles, specifically designed, are required to fulfil both requirements allow-
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ing existing melt measurement techniques to be used, such as thermocouples and
fast response infra-red devices.
Temperature sensors fitted into the mould would indicate more accurately
the mould wall temperature and possibly reveal the extent of changes in the
wall temperature during melt delivery, gas injection and the cooling phase. The
existing mould does not lend itself to modification since the steel is now case
hardened, which requires special forming techniques like Spark-Erosion.
7.1.3 Material shrinkage
The change in shape of the melt as it cools inside the mould is not known. Esti-
mates can be made based on data from manufacturers and materials databases,
but the estimates are difficult to confirm. An estimate of 3.9% has been obtained.
The shrinkage of the material is dependent upon the cooling rate and Moller [52]
has demonstrated this with experiments on specimens cooled at different rates
after ejection from the mould.
The residual wall thickness measured from the specimens is unlikely to be the
same as the wall thickness formed immediately after bubble penetration. The
polymer is molten immediately after bubble formation, but when measured from
the specimen, at least 24 hours later, the polymer is solid. The simulation provides
a wall thickness prediction for the time immediately after bubble formation. A
shrinkage factor can be later applied to the simulation result.
In order to measure wall thickness before shrinkage, which is the time imme-
diately after bubble penetration, an ultra sound based technique could be used.
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An ultrasonic probe placed at the mould wall will provide a signal indicating a
reflection from the gas/melt interface. The signal can be calibrated to estimate
the melt thickness through which the signal has travelled and therefore provide
a measure of wall thickness.
Measures of shrinkage on the external surface of specimens, such as the dis-
tance between ejector pin impressions, are not likely to be representative of the
shrinkage experienced by the residual wall. The pressure of the gas bubble allows
the specimen to shrink from the inside and maintains an external profile that is
faithful to the cavity shape.
7.1.4 Gas delay time
The gas delay time has proved to be an influential process variable for controlling
the residual wall thickness. The prevention of uncontrolled gas penetration from
gas channels into thin sections, often called “fingering”, can be achieved with a
delay time. However, when related to the production of real mouldings that are
subject to a customer specification, the gas delay time can effect aesthetical prop-
erties in the form of external “hesitation marks” and add time to the processing
cycle.
Hesitation marks are caused by the melt flow front becoming stationary during
the gas delay time. The hesitation mark is located on the outside surface of
the specimen at the point on the geometry where the melt flow front became
stationary. Clearly, the processing window for gas assist is subject to restrictions
that may conflict with desirable product features, such as no visual defects.
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Figure 7.2: Line pressure and chamber pressure development over time for line
set pressures of 40, 60, 80 and 100 bar. (Repeat of figure 4.7)
7.1.5 Gas injection needle
Gas pressure development inside the cavity can only be estimated with the help
of off-line tests (section 4.2.3) on the gas injection needle. A fixed volume gas
chamber fitted with pressure transducers before and after the needle monitors
the difference in pressure across the needle. The volume of the gas chamber is
around 1.4 times the volume of the entire tensile test cavity.
A pressure trace showing the rise in chamber pressure with respect to the
supply pressure is shown in figure 7.2, which is figure 4.7 repeated. The pres-
sure trace relates to the standard needle and clearly shows a time lag of around
1.5 seconds in the chamber pressure behind the line pressure. The pressure lag
raises the possibility that the gas bubble may penetrate the melt and initially
form under a pressure that is lower than the line pressure setting. The sensitivity
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of wall thickness to the gas pressure setting may well be reduced as a result.
A needle with a larger opening for the gas is not feasible since melt will push
into the needle, before gas injection takes place and cause a blockage. In fact,
the pressure in the chamber is found to follow the line pressure almost exactly if
the central gas pin is removed and is shown in figure 4.7a. The removal of the
central gas pin during processing is clearly not feasible.
Attempts have been made to measure the melt pressure at the mould wall
using a piezoelectric pressure transducer. However, faults developed with the
charge amplifier and time restrictions led to no clear results being obtained. The
piezoelectric transducer does not provide a steady pressure reading over time
since the charge providing the signal decays. The transducers are typically used
in conventional injection moulding to measure the changing pressure during melt
injection which is used to switch over from velocity control for mould filling to
pressure control for packing.
7.2 Issues relating to simulation
7.2.1 Computational requirements
The accuracy or acceptability of a numerical solution is often compromised by
the computational requirements of the solution. The 3D implementation of the
simulation is computationally intense and has forced some simplifications in the
modelling approach in order to obtain a solution.
Methods to reduce the number of elements required by a simulation are wel-
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come. The symmetry of the geometry and flow along the length of the tensile test
specimen is exploited to form a quarter section model. A further saving in the
number of elements necessary to describe the geometry is gained by modelling
only half of the specimen length.
Modelling up to the half way point along the actual tensile specimens is not
believed to effect the formation of the gas bubble. Full models are available and
wall thickness comparison are made with prediction from the half model. The
comparison indicates that wall thickness prediction and bubble formation over
the cross section is not significantly different. Indeed, experimental observation
notes that the variation of wall thickness along the gauge length is less than
±0.03mm (fig 4.10). There is a significant saving in solution time of at least 50%
along with higher mesh density associated with the specimen length model over
the full length model. Experimental results show a uniform wall thickness along
the gauge length and indicate a representative wall thickness measurement can
be taken anywhere within the middle 50% of gauge length.
The solution time is determined by the number of elements within the model.
Accuracy is generally improved as the mesh density increases, however, to avoid
the concentration gradient from crossing elements within one iteration the time
step must be reduced by a corresponding fraction. The number of iterations
required to model the bubble flow along the specimen is a function of the flow
velocity and the time step of each iteration.
The 3D simulation is initially filled with melt and gas injection starts after
the specified delay time has passed. Therefore, since no requirement exists to
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solve the flow of melt prior to gas injection a significant time saving is made. The
time step used during the gas delay is larger than that used for solving the flow
equations during gas injection. This is because the temperature changes over
time are slower than the change in flow conditions.
7.2.2 Wall temperature boundary condition
The temperature at the boundary representing the mould wall does not change
throughout the simulation. In most cases the wall temperature is fixed at 30oC .
The temperature at the melt/cavity interface almost certainly changes in the real
system as heat is conducted away from the polymer melt.
Additional elements could be defined beyond the wall boundary with a fixed
temperature boundary condition set at the extreme nodes. This would provide
a degree of freedom at the wall nodes for temperature and may show a more
realistic wall temperature profile. The added complexity for this approach comes
from the difference in coefficient of heat conduction between the steel of the cavity
and the polymer melt.
This approach also has implications for computational resource since more
elements would be required, particularly at the interface where the temperature
gradient in the steel would be significantly higher than in the polymer. The
element count and bandwidth would be increased significantly therfore demanding
more memory and solution time.
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7.2.3 Extent of bubble penetration
An issue that is important in the GAIM process and links closely to product
quality is the distance over which the bubble penetrates into the melt. This
phenomenon has not been addressed within this thesis.
Fundamental to an accurate prediction of bubble penetration is an accurate
prediction of the quantity of melt pre-filling the cavity before gas injection begins
and an accurate prediction of bubble formation. For example, if the wall is
made thinner the quantity of melt pushed ahead of the bubble increases and the
bubble penetration along the channel is reduced. This indicates, and is observed
experimentally, that the quantity of melt pre-filling the cavity before gas injection
influences bubble penetration.
Currently aspects of the implementation restrict the capability to achieve
a bubble penetration prediction; the stability of the model is poor during the
injection of melt into the empty (gas filled) mesh. Venting from nodes at the end
of flow needs to be implemented, allowing gas to exit and polymer to remain.
Finally, control of the boundary conditions that control melt injection must be
changed to replicate the cessation of melt injection before gas injection.
7.2.4 Secondary penetration
After the initial bubble formation, termed primary penetration, the melt cools
and shrinks allowing the bubble to further penetrate. The penetration of the
bubble during the cooling time is termed secondary penetration and requires an
extension to the current model. Work published by Chen et. al. [35, 41] has
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suggested an isotropic melt shrinkage model to handle the increase in polymer
density during cooling.
Secondary penetration can be very significant is some geometries, particularly
were the flow length to section ratio is very high. However, the position of
the bubble front after primary injection must be accurate before the extent of
secondary penetration can be predicted with any certainty.
7.3 Issues that relate to validation
Correlations are observed to exist experimentally between process settings and
residual wall thickness. For example, an increase in gas delay time will increase
the residual wall thickness. There is good agreement qualitatively between simu-
lation results and experimental observations. The issues influencing the accuracy
of the wall thickness prediction when compared with experimentally obtained
data will be discussed here.
A strength of the 3D implementation over typical commercial software is that
the true bubble geometry is predicted. Commercial software uses the Hele-shaw
approximation to reduce the computation time necessary to run solutions. This
is a valid reason, particularly since the majority of conventional mouldings are
thin walled and computation time is under pressure in industry.
7.3.1 Simulation and process variable settings
There are a number of issues arising from the correlation between process settings
and configuration of the simulation. Factors readily transferable are mould and
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melt temperatures along with gas delay time. These factors do not require any
interpretation to be of use.
The gas pressure used to form the bubble is not readily transferable to the
model since flow is induced from a source region with an assigned flow rate.
The flow rate setting can only be inferred from experimental observations. For
instance, instability in the gas pressure signal indicates that the pressure inside
the cavity is not at line pressure. The time over which this instability occurs
gives an estimate of the time taken for the bubble to form. The gas source flow
rate is adjusted to provide a filling time within a similar time frame. The time
frame is estimated to be 0.3 sec to fill half of the specimen gauge length and the
respective flow source strength came to approximately 7x10−6m3s−1.
Flow metering of the gas as it is injected into the cavity is not practical to
obtain data for the model. The response time of a flow meter to accurately
track the gas at high pressures is in excess of their capabilities. The flow meters
commonly supplied off the shelf would only respond to changes in flow over a few
seconds and are better suited to steady state flows.
7.3.2 Comparison of wall thickness
The wall thickness measured from the manufactured sample is compared with
the predicted wall thickness obtained from the simulation. The simulated wall
thickness is generated purely from the action of the gas bubble passing through
the melt. No further mechanisms influence the wall once the gas bubble front
has passed. In particular no shrinkage of the polymer takes place that would
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normally be expected to occur during cooling. The wall measurements made on
the manufactured specimens are taken at least 24 hours after ejection from the
mould after shrinkage has taken place.
Wall thickness comparison between real specimens and the simulation can be
made directly and some error is expected since shrinkage during cooling is not
accounted for. A shrinkage factor is applied to the simulation result to compare
the wall thicknesses on an equal basis.
In order to obtain a consistent wall thickness measurement from the man-
ufactured specimens an image analysis procedure is utilised on scanned cross
sections. An alternative method to obtain a measurement of wall thickness is
to use a vernier calliper, but this is subject to human error to a greater extent
than simply scanning cross sections. The scanned image provides an permanent
record of the section that could be used in future for other purposes, such as
bubble form comparisons. The position within the cross section from which sim-
ulated wall thickness is taken is always consistent since the node positions are
fixed.
7.3.3 The skin layer against the mould wall
A solid layer of polymer is expected to form against the mould wall due to the
cooling effect of the wall. This can be observed by cutting a specimen that has
not been “gassed” and is of solid section. A solid layer forms the section profile
and melt is present in the centre of the section.
Clearly, the gas bubble may penetrate the molten material, but probably will
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not move the solid material at the mould wall. The residual wall is formed on
top of the solid polymer layer that gets thicker over time, in particular delay
time. The simulation does not account for solid material at the wall to prevent
movement. In effect the non-slip condition would apply to nodes within the
polymer if a no-flow temperature were reached.
The anticipated result would be to provide a thicker wall prediction than is
currently obtained, particularly at extended delay times. The effect on experi-
mental comparison would be to move the LHS-RHS wall prediction higher and
further away from the experimental measurement, but the FIXED-MOVING wall
prediction would move closer to the experimentally obtained figure.
7.3.4 Moving the validation through time
The structure of experimental validation of the simulation result could be im-
proved if the formation of the gas bubble can be observed. Flow visualisation
may be possible through a transparent mould [40] to make possible the measure-
ment of the residual wall thickness immediately after the bubble front had passed.
Flow visualisation could be used in conjunction with the ultra sound technique.
7.3.5 Shear heating of the melt
The effect of shear heating on the melt during experiments has been minimised by
removing the very narrow tab gate between the runner system and the tensile test
specimen. Evidence for the effect of shear heating on the wall thickness across
the specimen section is presented in section 4.3.1. There has been shown to be
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a link between the melt temperature and the residual wall thickness. This link
could be used to indicate the extent of shear heating taking place through the
gate and the temperature of the melt when the wall was formed by the bubble.
Also, in terms of simulation, the shear heating of the melt during short shot is
purely a melt injection issue and is not linked to the injection of gas.
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Chapter 8
Summary and Conclusions
The objective of this thesis was to obtain process measurements from the gas
assisted injection moulding process and to evaluate the simulation of gas assisted
injection moulding cavity filling using an FE implementation of a pseudo concen-
tration method. The validation of the simulation results focuses on comparison of
wall thickness between specimens manufactured on an industrial GAIM machine
and the simulated wall thickness. The major conclusions resulting from this work
are as follows.
It is possible to measure wall thickness experimentally using the method out-
lined in chapter 3. These are suitable for direct comparison with simulation
results.
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8.1 Experimental conclusions
A model has been developed using a Design of Experiments approach to describe
wall thickness along the cross section lines of symmetry. The model correlates
process variable settings to the observed wall thickness. The model can be used
to predict wall thickness given process settings that may not have been tested
experimentally.
Of the major processing options, the processing variable that has the most
significant effect on wall thickness is gas delay time. The gas delay time was
tested over the range 0 to 10 seconds and wall thickness increased with increasing
delay time.
The injection velocity of the melt into the cavity is a significant processing
variable. The wall thickness increases with decreasing injection velocity. De-
creased injection velocity effectively increases the gas delay time by allowing melt
to sit against the cavity wall for some time before the gas trigger signal is activated
by screw position.
Instability in the gas pressure signal after initial injection of gas indicates that
the pressure on the cavity side of the needle is not at line pressure. This implies
that the bubble does not form entirely under line pressure and may in fact form
under a lower pressure that overcomes the resistance to bubble penetration. The
instability can last for up to 0.6 seconds after the line pressure first increases.
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8.2 Simulation conclusions
The pseudo-concentration method provides a means by which to identify the
gas/melt interface. The concentration of 0.5 contour indicates the position of the
boundary between the two fluids.
The geometry of the gas bubble can only be fully described by a 3D im-
plementation of a simulation methodology. The 21
2
D implementation employing
flow approximations in the thickness dimension only provide summary informa-
tion about the melt fraction within any given element. Summary information is
of little use when attempting to compare experimentally prepared wall thickness
formations in a non-trivial geometry such as a rectangle.
The mesh density influences the prediction of flow. A higher mesh density
is desired, but this conflicts with the desire for a timely solution and acceptable
computational resource.
The half-length specimen model efficiently provides information about the
cross sectional wall thickness. For the mesh densities and thermal model studied
the simulated cross-section was qualitatively, but not quantitatively accurate.
The gas bubble flow geometry from the region around the gas injection needle
can be simulated. A size and position of a single point of gas injection is described
and the strength of the flow source is specified.
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8.3 Validation conclusions
The formation of the simulated bubble geometry is qualitatively in good agree-
ment with the bubble geometry observed in the experimentally produced spec-
imens. The wall thickness is consistent along the gauge length and the bubble
shape is elliptical where melt collects in the corners of the rectangular section.
There is agreement between the simulation and experiment on the trend in
wall thickness with set changes in process variables. This indicates that the
process physics linked to key variables are captured within the simulation.
Both simulation and experiment show that gas delay time has a strong influ-
ence on the residual wall thickness. The trend in wall thickness against gas delay
time is logarithmic in both cases. The rate of change in wall thickness with delay
time decreases with increasing delay time.
For the mesh densities and thermal model used the simulated wall thickness
is at best within 10% of the wall thickness measured experimentally, given the
most closely matching process conditions and simulation control settings.
The simulated wall thickness along the LHS-RHS long section dimension is
generally lower that the actual wall thickness measured experimentally. Along
the FIXED-MOVING shorter dimension the simulated wall thickness is higher
than the thickness measured experimentally. The simulated wall thicknesses in
both dimensions reduce as the source flow rate is increased.
The gas pressure used in the experimental preparation of specimens cannot
be transferred to the simulation directly. A flow rate from a source used in the
simulation is difficult to calibrate against the set gas pressure.
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The extent of shrinkage in the residual wall thickness between formation im-
mediately after bubble penetration and ejection from the cavity after cooling has
not been measured. An estimate of linear shrinkage of 3.9% is obtained from a
material database and is based on a density change from melt to solid.
8.4 Further work
The simulation requires steps to be taken that will improve the accuracy of the
wall formation over the cross section. The numerical issues associated with the
simulation should be addressed. The bandwidth restriction imposed by the lin-
ear algebra library needs to be investigated and the solution code re-written
to include a replacement library if necessary. The increasing of the bandwidth
restriction would provide scope for greater mesh density and larger and more
complex geometries.
Simulation of bubble penetration requires a number of changes to the mod-
elling code. The boundary condition controlling the injection of melt into the
cavity must be configurable such that melt injection can cease before gas injec-
tion begins. Also, the development of a method to allow gas to escape from the
cavity walls to replicate venting, but retain polymer melt. Better accuracy in
the prediction of wall thickness and melt fraction formation is fundamental to an
accurate prediction of bubble penetration.
Other materials should be used for experimental investigations. Off-line rheom-
etry tests will provide the rheometric data necessary for the simulation. Popular
materials for gas assist applications are ABS, acetal and polyamide.
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The geometry used for experimental testing has so far been of simple cross
section. Other typical geometries need to be investigated, the most obvious being
the ribbed plaque configuration. Simulations of this type of geometry can be done
and validated against an experimentally observed bubble formation.
The machine barrel and mould should be instrumented further. A new rheo-
metric nozzle is necessary that can take melt pressure and temperature measure-
ments, but also incorporates a non-return valve to prevent gas penetration into
the barrel. The mould may have pressure and temperature transducers placed
against the mould wall. Ultra sound transducers within the mould could be used
to measure the wall thickness formation immediately after bubble penetration.
An array of such devices may be used to track bubble penetration through the
melt at discrete locations.
Further validation of the simulation could be achieved with a transparent
mould. The progress of the bubble through the melt could be observed and
recorded with a video camera. Image analysis techniques could be used to es-
timate bubble velocity and the residual wall thickness. Transparent materials
seeded with particles give scope to measure fluid velocity at the bubble tip, again
using image analysis.
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