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Abstract
In this paper, we propose a novel finite element-type Residual Distribution scheme for time-dependent hyperbolic systems of
conservation laws for the Euler system of gas dynamics for strong interacting discontinuities. The goal of our method is to allow
for high-order of accuracy in smooth regions of the flow, while ensuring robustness and a non-oscillatory behaviour in the regions
of steep gradients, in particular across shocks.
Following the Multidimensional Optimal Order Detection (MOOD) ([14, 16]) approach, a candidate solution is computed at a
next time level via a high-order accurate residual distribution scheme ([3, 5]). A so-called detector determines if the candidate
solution reveals any spurious oscillation or numerical issue and, if so, only the troubled cells are locally recomputed via a more
dissipative scheme. This allows to design a family of “a posteriori” limited, robust and positivity preserving, as well as high
accurate, non-oscillatory and effective residual distribution schemes. Among the detecting criteria of the novel MOOD strategy,
two different approaches from literature, based on the work of [14, 16] and on [30], are investigated. Numerical examples in
1D and 2D, on structured and unstructured meshes, are proposed to assess the effective order of accuracy for smooth flows, the
non-oscillatory behaviour on shocked flows, the robustness and positivity preservation on more extreme flows.
Key words: Residual Distribution scheme, A posteriori limiter, MOOD paradigm, High order of accuracy in space and time,
Hyperbolic conservation laws, Hydrodynamics
1. Introduction
In gas dynamics, a highly investigated topic is given by flows displaying strongly interacting discontinuities. To approx-
imate this physics, several models exist. The Euler equations in multi-dimensions, count among this models, and one of its
main features is to be a hyperbolic system, and as such, it allows to represent physical behaviours such as rarefactions, contact
discontinuities and shocks. Even though uncountable typologies of different approximation strategies exist to tackle the solution
to this problem, each method designed so far encounters some restrictions such as providing a highly accurate approximation
guaranteeing the robustness of the considered method, i.e. the capability to provide a solution even in case of extremely tough
initial conditions. Methods with this two features need, moreover, to face the requirement of not being excessively expensive,
both in terms of computational time and memory related issues. Indeed, to explain what is meant, we do have a vicious cycle, as
an accurate method might affect negatively the robustness and computational efficiency, while on the other hand, a robust and ef-
ficient approach might decrease the accuracy and, finally, an efficient one, is often impacting negatively on both the accuracy and
robustness. The proposed methodology, based on Residual Distribution schemes (see [1], [15]), represents a good compromise
between this three requirements, as it is designed for high order accuracy and guarantees at the same time an overall excellent
robustness. The efficiency of the method is not accounted in the present work, but, in general, due to its characterising traits,
Residual Distribution schemes can be rewritten in a parallelized form, as, for example, the way they are constructed allows to
split the domain in several parts easily for computation. Consequently, one retrieves an efficient computational time cost man-
agement. As for the memory efficiency, the design principle of this class of schemes guarantees a compact approximation stencil
even for high order of accuracy, which would also hold, for example, for Discontinuous Galerkin (DG) methods, but not for
Finite Volume methods. In [7, 12, 10] it has been shown how Residual Distribution schemes allow also, furthermore, to consider
overall less nodes w.r.t. DG methods.
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Although the construction of first-order, robust and stable Residual Distribution (RD) schemes has been achieved in the 80s,
the construction of very high accurate and robust RD schemes for unsteady problems is more recent (see [9, 4, 3, 5]). Within this
paper, we consider a RD formulation based on a finite element approximation of the solution as a globally continuous piecewise
polynomial. Further, we follow [4, 3], where we have shown how one can solve a scalar version of a hyperbolic system with
a method that approximates the spatial term using a RD approach, without having to solve a large linear system with a sparse
mass matrix and its extension to systems achieved within the work in [5]. This reformulation allows to avoid any mass matrix
”inversion” while solving an explicit scheme. This is achieved by first approximating the time operator in a consistent way with
the spatial term. A priori, this would lead either to an implicit method in case of a nonlinear approximation, as done in order
to avoid spurious oscillations in the case of discontinuous solutions, or at minima the inversion of a sparse but non diagonal
matrix. This apparent difficulty can be solved by applying a Deferred Correction-like time-stepping method ([3, 5]) inspired by
[22, 24] among others, but recast in a different way, and the use of proper basis functions. It has been demonstrated in [4, 3] that
Bernstein polynomials are a suitable choice, but this is not the only possible one. The idea to use as shape functions the Bernstein
polynomials, instead of the more typical Lagrange polynomials, has been discussed in [9, 3] applied to the context of high order
Residual Distribution schemes.
The essence of the present work is to apply to the high order explicit Residual Distribution approach, presented in [5], a
blending, which is designed as an “a posteriori” limiter, in order to ensure a highly accurate representation of the solution in the
areas of smooth flows, while ensuring a non-oscillatory behaviour across strong interacting discontinuities. The main features of
the designed scheme should also ensure the overall robustness and allow for a fail-safe numerical solution, in order to provide
for any studied condition a physically meaningful approximated solution.
The proposed “a posteriori” limiting strategy is obtained via a Multidimensional Optimal Order Detection (MOOD) Method by
considering a candidate solution for the next time iteration given by a non-dissipative scheme for the spatial terms, such as the
standard Galerkin method, which is characterized by highly accurate approximations in smooth regions of the flow, but is not
robust and displays numerical oscillations in case of strong interacting discontinuities. The “a posteriori” limiting detects then
the cells which display any physically non admissible solutions and those cells are locally re-approximated by discarding the
candidate solution and recomputing the solution via a more dissipating spatial numerical scheme.
In literature, the MOOD approach has first emerged in a finite volume context ([14, 16, 17]), with the main idea to approximate
solutions via high order polynomial reconstruction and in case the detecting criteria evidence any troubled cell, the polynomial
degree in the associated cell is decremented, and the solution is locally recomputed. In a second approach, the MOOD strategy
has been extended to the finite element discontinuous Galerkin schemes ([19, 18]), where the leading idea has been to apply un-
limited discontinuous Galerkin schemes with a high approximation degree for a candidate solution, and, detected troubled cells
are re-evaluated by discarding the candidate solution. In those cells, sub-cells are introduced and a more robust second order
total variation diminishing (TVD) finite volume scheme is applied to update to the next time-step the sub-cell averages within the
troubled DG cells. The new sub-grid data at the next time level are then gathered back into a valid cell-centred DG polynomial
of degree N by using a classical conservative and higher order accurate finite volume reconstruction technique. Recently, in
[30], a further method similar to this last one has been proposed, where the DG reconstructed flux on the sub-cell boundaries is
substituted locally, in case the detection criteria are activated, by a robust first-order or second-order TVD numerical flux.
The idea of the proposed method, while certainly inspired by these previous works, is, nevertheless on a different level. The
main difference, indeed, is given by two different traits, as for instance, the novel methodology consists in the re-computation of
the local troubled cell by taking the very same element typology, i.e. the polynomial degree of the considered shape functions is
kept the same, and, moreover, the cell is recomputed at a global level, in the sense that we do not recompute the sub-cell values
via a different approach, but simply compute the whole cell with a more dissipating scheme, and by the Lax-Wendroff theorem,
we have by construction the guarantee of conservation.
Concerning the detection criteria itself, we have, furthermore investigated two different approaches within this work: the first
one based on [14, 16, 17, 18], while the second has been taken after [30].
To this end, this manuscript has been organized as follows. In Section 2 we present briefly the considered model equations
and in Section 3 we recall the overall framework of the considered discretizations techniques. First, we recall the basics of the
RD schemes, where, in particular we summarize the leading traits of this approach for the steady case along its extension to the
unsteady case for high order of accuracy as in [5]. Section 4 describes the generic idea of the “a posteriori” Multidimensional
Optimal Order Detection Method. In this section we describe the detailed detection procedure, along with the two different
considered detection strategies inspired by [14] and [30]. Finally we provide in Section 5 several numerical benchmark problems,
both in one- and two-dimensions to assess the accuracy and overall robustness of the proposed methodology and to investigate
the major differences given by the two different detection criteria. The considered 2D test cases are both for structured and
unstructured meshes. Last, in the final section, we provide some conclusive remarks along with the perspectives of this work.
2
2. Hydrodynamics System of Conservation Laws
The model considered in this paper is the Euler system of equations for compressible gasdynamics in two space dimensions
that reads
∂
∂t
 ρρuE
 + ∇ ·
 ρuρu ⊗ u + PIu(E + P)
 =
 000
 , (1)
where ρ denotes the mass density, u = (u, v) the velocity vector, P the fluid pressure, E the total energy and I the 2 × 2 identity
matrix. u ⊗ u is the dyadic product of the velocity vector with itself. The system is closed using a perfect gas law (the equation
of state (EOS)) P = (γ − 1)
(
E − 12ρu2
)
, with γ the ratio of specific heats. The sound speed is defined as c =
√
γP/ρ.
Physically admissible states are those such that ρ > 0 and P > 0.
A general formulation of this nonlinear system of hyperbolic conservation laws is given by
∂U
∂t
+ ∇ · F(U) = 0, x ∈ Ω ⊂ R2, t ∈ R+0 , (2)
with appropriate initial and boundary conditions where x = (x, y) is the coordinate vector, U = (ρ, ρu, ρv, E) is the vector of 4
conserved variables, F = (f1, f2) is the conservative nonlinear flux tensor depending on U.
3. Discretization Strategy
3.1. Spatial Discretization: Residual Distribution Scheme
Following [26, 5], a brief overview on Finite Element Type Residual Distribution method for steady problems is hereafter
provided. The reader may refer to [28, 2, 15] for further details on the construction of generic residual distribution schemes.
The computational domain Ω is discretized with Ne conformal non-overlapping elements with characteristic length h. The set of
all the elements is denoted by Ωh, while the list of degrees of freedom (DoFs) is denoted by Σh, and the total number of DoFs in
one cell is NDoF . The generic element is called K and the volume of a cell |K|, which is for 1D the length of the cell, while in 2D
the area. For every vertex index σ we define Kσ the subset of elements containing σ as a node
Kσ =
⋃
K∈Ωh |σ∈K
K.
We denote by S σ the standard median dual cell obtained by joining the gravity centres of the elements in Kσ with the mid-points
of the edges emanating from σ whose area is given by
|S σ| = 1NDoF
∑
K,σ∈K
|K|. (3)
see figure 1 for an illustration. We denote by VK the set of all neighbour cells andWK the set of neighbour cells sharing one
edge. The time domain [0,T ] is approximated by a set of time intervals [tn, tn+1] and we denote by ∆t = tn+1 − tn the time step.
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Figure 1: Notation for domain Ωh, its boundary Γ, cells, dual cells and associated normals.
3
Following the Galerkin finite element method (FEM), the solution approximation space Vh is given by globally continuous
polynomials of degree k:
Vh =
{
U ∈ C0(Ωh), U|K ∈ Pk, ∀K ∈ Ωh
}
(4)
The numerical solution Unh ' U(x, tn) is represented by
Unh(x) =
∑
σ∈Ωh
Unσ ϕσ(x), x ∈ Ω, (5)
that corresponds, on each element, to a linear combination of the shape functions ϕσ ∈ Vh, which are assumed to be continuous
within the elements and on the faces of the elements with coefficients Unσ to be determined by a numerical method. In this work
we employ Bernstein basis functions
{
ϕσh
}
σh
of order k.
The drawback of using Bernstein polynomials is that not all degrees of freedom Unσ in the expansion (5) will represent the
solution values at certain nodes, however, the advantage of this family of shape functions is their positivity on K that will enforce,
the positivity of the mass matrix, as we shall see in the coming section.
On triangular elements, the expressions for the Bernstein shape functions are given by
• Order 1 (’B1’):
ϕ1 = x1, ϕ2 = x2, ϕ3 = x3.
• Order 2 (’B2’):
ϕ1 = x21, ϕ2 = x
2
2, ϕ3 = x
2
3,
ϕ4 = 2x1x2, ϕ5 = 2x2x3, ϕ6 = 2x1x3.
• Order 3 (’B3’):
ϕ1 = x31, ϕ2 = x
3
2, ϕ3 = x
3
3,
ϕ4 = 3x21x2, ϕ5 = 3x1x
2
2, ϕ6 = 3x
2
2x3,
ϕ7 = 3x2x23, ϕ8 = 3x1x
2
3, ϕ9 = 3x
2
1x3,
ϕ10 = 6x1x2x3.
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Figure 2: Nomenclature of the DoFs within a B2 (upper triangle) and a B3
(lower triangle) element.
Here, the barycentric coordinates are defined by x1, x2, x3. The location of the degrees of freedom for the third and fourth
order are, moreover, shown in Fig. 2.
The approximation of F(Uh) in cell K can be done in two possible ways, as explained and commented in [5], too. One can
either evaluate the values of the flux at the DoFs from the data Uh, defining F(Uh) as:
F(Unh) ≈
∑
σ∈K
Fσϕσ, (6)
which leads to a quadrature-free implementation since the integrals of the shape functions and/or gradients can be evaluated
explicitly. Alternatively, one can define F(Uh) as the flux evaluated for the local value of Uh at the quadrature point, since both
approaches are formally equivalent from the accuracy point of view.
3.2. Spatial Residual Distribution scheme
At the heart of a residual distribution scheme resides the notion of ’residual’ on each element which can be better illustrated
considering the simpler steady problem
∇ · F(U) = 0, x ∈ Ω ⊂ R2. (7)
The ’total residual’ in cell K ∈ Ωh of U is defined as
ΦK (U) =
∫
K
∇ · F(U) dx =
∫
∂K
F(U) · nds, (8)
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Figure 3: Illustration of the three steps of the residual distribution approach: Compute total residual, Distribute them amongst the degrees of freedom and finally
Gather them.
and the entity called ’fluctuation’ or ’residual’ on K as the contribution to ΦK from a degree of freedom σwithin element K. Here
to simplify we only consider degrees of freedom which coincide with the vertices of K. Note that the following conservation
property holds true
ΦK (Uh) =
∑
σ∈K
φKσ , ∀K ∈ Ωh. (9)
A RD numerical scheme is entirely determined by the strategy with which one distributes the the total residual amongst the
degrees of freedom σ . This strategy in (9) is defined by means of distribution coefficients βσ as
φKσ = βσΦ
K , ∀σ ∈ K. (10)
Hence one specific RD scheme is defined for each and every set of parameters βσ. The conservation property (9) enforces that∑
σ∈K
βσ = 1. (11)
The final RD scheme results from collecting the residuals φKσ from cells surrounding the point associated to the specific DoF σ,
that is ∑
K,σ∈K
φKσ = 0, ∀σ ∈ Ωh, (12)
which allows to compute the unknown coefficients of the polynomial solution Uσ in (5).
In figure 3 we illustrate the three steps of a RD scheme: the computation of the total residual, the distribution amongst the degrees
of freedom in the cell, and, at last the gathering of residuals around the DoF.
In case the σ belongs to the physical boundary Γ, (12) can be split into internal and boundary contributions as∑
K,σ∈K
φKσ +
∑
γ∈Γ,σ∈γ
φ
γ
σ = 0, ∀σ ∈ Γ, (13)
where γ is any edge on the boundary Γ of Ωh. If one assumes that U = g on Γ, then both residuals fulfil∑
σ∈K
φKσ =
∫
∂K
F(Uh) · nds ∀K, (14)∑
σ∈γ
φ
γ
σ =
∫
γ
(Fn(Uh, g) − F(Uh) · n) ds, ∀σ ∈ Γ, (15)
where Fn is a numerical flux in the normal direction to boundary edge γ.
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3.3. Time Discretization: Deferred Correction-like Method
To provide a complete frame within which the novel strategy of this paper is collocated, we briefly recall the construction
of the high-order accurate time discretisation for residual distribution schemes. Starting by considering the numerical solution
at a discrete time tn denoted by Un, we search for the solution at tn+1 denoted by Un+1. We split each interval [tn, tn+1] into
sub-timesteps tn ≡ tn,0 < tn,1 < . . . < tn,m < . . . < tn,M ≡ tn+1. For the m-th subinterval [tn,m, tn,m+1], we introduce the correction
indices r = 0, . . . ,R and further denote the solution at correction index r of the sub-timestep m by Un,m,r. In addition we denote
the solution vector of the r-th corrections by system (2) can be formally integrated on [tn, tn+1] as
U(r) =
(
Un,0,r, . . . ,Un,M,r
)
. (16)
The timestepping approach is similar but not identical to the Deferred Correction methodology of [20, 24, 22] and one proceeds
within the time step [tn, tn+1] as follows:
1. We initialize for m = 1, . . . ,M: Un,m,0 = Un;
2. for each correction r = 0, . . . ,R − 1, we iterate for m = 1, . . . ,M, such that,
knowing Un,m,r, we evaluate Un,m,r+1 as the solution of
L1(Un,m,r+1) = L1(Un,m,r) − L2(Un,m,r) (17)
3. set Un+1 = Un,M,R.
In [3] it has been proved that, under some assumption on the differential operators L1
∆
,L2
∆
depending on a parameter ∆, the
deferred correction-like method is convergent, and after R iterations the error is smaller than νR||U(0) − U?
∆
||, where ν = α2
α1
∆ < 1
is a real constant depending on the operators L1
∆
,L2
∆
.
The α1 and α2 are assumed to be the parameters of the operators such that L2∆ has a unique root U?∆ (such that L2∆(U?∆) = 0), L1∆
is coercive with coercivity constant α1, and L2∆ − L1∆ is uniformly Lipschitz continuous with Lipschitz constant α2∆.
Let us first recall the low order differential operator L1 then the high order differential operator L2. To do so the starting
point consists in recalling that system (2) can be formally integrated on [tn, tn+1] as
U(x, tn+1) = U(x, tn) +
∫ tn+1
tn
∇ · F(U(x, t)) dt, (18)
and the solution be approximated with a quadrature rule
U(x, tn+1) ' U(x, tn) + ∆t
r∑
l=0
ωl ∇ · F(U(x, tl)). (19)
3.3.1. Low Order Differential Operator L1
For any σ ∈ K, we define L1 as
L1σ(U(r)) = L1σ(Un,1,r, . . . ,Un,M,r) (20)
where in particular we have for a generic sub-timestep m at a correction r that
L1σ(Un,m,r) = |Cσ|
(
Un,m,rσ − Un,0,rσ
)
+
∑
K|σ∈K
∫ tn,m
tn,0
I0
(
φKσ(U
(r)), t
)
dt, (21)
where I0 represents any first order piecewise-constant interpolant under the following notation
φKσ(U
(r)) = φKσ(U
n,1,r), . . . , φKσ(U
n,M,r). (22)
As it stands, system (20) is a time implicit system. An explicit in time version is obtained by considering I0 as being a simple
approximation of Un,0 for all m, so that (20) becomes
L1σ(Un,m,r) = |Cσ|
(
Un,m,rσ − Un,0,rσ
)
+ ∆t ξm
∑
K|σ∈K
φKσ(U
(0)) (23)
with ξm satisfying for m = 1, . . . ,M tn,m = tn + ξm∆t and 0 = ξ0 < . . . < ξm < ξm+1 < . . . ξM = 1 within the considered time
interval [tn, tn+1].
The coefficients |Cσ| play the role of the dual cell measure and and in order for (20) to be solvable we have to satisfy the constraint
|Cσ| =
∫
K
ϕσ(x) dx > 0, (24)
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Figure 4: Loop highlighting the novel methodology with an ”a posteriori“ limiting on the RD scheme.
This requirement has a direct consequence on the choice of the polynomial basis {ϕσ}σ. For instance, the classical Lagrange
basis on simplex is disqualified as it does not verify (24) for k > 1, and this is the reason why we consider Bernstein polynomials
[11, 23] for high order approximations. Indeed, Bernstein basis functions verify ϕσ(x) ≥ 0 for all σ and x, and
∑
σ
ϕσ(x) = 1 for
all x, and it is easy to deduce that (24) is fulfilled.
The low order differential operator L1σ constructed this way is then of high accuracy in space and explicit in time.
3.3.2. High Order Differential Operator L2
The high order differential operator L2σ for a generic sub-timestep m at a correction r is defined as
L2σ(Un,m,r) =
∑
K|σ∈K
(∫
K
ϕσ(Un,m,r − Un,0,r) dx +
∫ tn,m
tn,0
IM
(
φKσ(U
(r)), s
)
ds
)
(25)
Once the coefficients of the interpolating polynomial IM of degree M are computed, we perform the exact integration to obtain
the approximation for every row of (25) in the form∫ tn,m
tn,0
IM
(
φKσ(U
n,0,r), . . . , φKσ(U
n,M,r), s
)
ds =
M∑
l=0
ζl,mφ
K
σ(U
n,l,r), (26)
where ζl,m are approximation coefficients. The high order differential operator L2 ensures a high order approximation of the
space-time term ∂tU + ∇ · F(U). Unfortunately, as it stands, the operator is implicit in time. Therefore to turn it into an explicit
one, the iterative time-stepping formulation depicted in the algorithm (17) is re-employed.
Remark 3.1. As a matter of completeness, one should note that both (20) and (25) make use of residuals φKσ(Un,m,r) for all
σ ∈ K, and all K, which are computed via any spatial residual distribution scheme as seen in the previous sections, and where
the boundary conditions are applied within the residual computation. More details on the actual spatial discretization scheme
will be specified in the forthcoming sections, as it is part of the main idea behind this work.
4. “A Posteriori” Multidimensional Optimal Order Detection (MOOD) Method
4.1. Basics: Detect, Decrement, Re-compute
The design of the residual φσ(Un,m,r) within (25) is the main goal of this manuscript. Let us illustrate the proposed method-
ology via figure 4. In a classical, “a priori” RD approach, as for example also done in [5], the limiting is comprised within the
chosen numerical scheme. The quality of the solution entirely depends on our ability to predict how the RD scheme behaves and
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when and where it fails to do so. If some inappropriate numerical data are generated in some cells, then the solution Un+1h will be
imprinted without any chance to go back in time to possibly cure this situation. This issue is tackled within our novel approach,
as follows.
In our “a posteriori” technique, we start at a given time step tn with a valid solution Unh and compute a candidate solution for
tn+1 as U?,n+1h = RD(U
n
h) with a certain chosen spatial scheme. If some bad numerical data is observed in some cells, then the
solution is discarded in those cells, and the solution is recomputed starting again from valid data at tn but using a more appropriate
scheme, for instance a more robust one. As such, some challenging situations like a lack of positivity, invalid data (NaN, Inf) or
more classical spurious oscillations, if detected, can be handled.
More specifically, the idea behind this, following figure 5, is to
1. start to compute a first a candidate solution with the least dissipative and most accurate scheme possible, which we denote
by s = smax, which corresponds to a scheme providing, for example, high-order of accuracy in case of smooth flows. In case
a cell is flagged as troubled, a more dissipative scheme s = smax − 1 is applied locally, in order to guarantee more robustness
at cost of some accuracy. If the forthcoming checks again outline troubled cells, the scheme is further “decremented” locally
until, a so-called parachute scheme with s = 0, which is first order accurate, and thus the most dissipative and more robust.
In this specific work, we consider for s = 2, i.e. the starting least dissipative scheme a Galerkin method with some stabilizing
terms φK, jumpσ,x (Uh):
φ
K,Galerkin+Jump
σ,x (Uh) =
∫
∂K
ϕσF(Uh) · n dΓ −
∫
K
∇ϕσ · F(Uh) dx + φK, jumpσ,x (Uh). (27)
As in [5], the jump stabilization term reads
φ
K, jump
σ,x (Uh) =
∑
edges of K
θ1h2e
∫
e
[∇Uh] · [∇ϕσ] dγ +
∑
edges of K
θ2h4e
∫
e
[∇2Uhn] · [∇2ϕσn] dγ (28)
where we denote
[∇ψ] = ∇ψ|K − ∇ψ|K′ with e = K ∩ K′ for any function ψ and where n is a normal to e.
2. In case the detection is activated, we keep the candidate solution for tn+1 obtained via (27) for all elements K except for
those flagged as troubled, where we take as s = 1 a Rusanov (i.e. a local Lax-Friedrichs) PSI scheme with some stabilizing
terms, which is exactly the same scheme adopted in [5] and reads
φ
K,Rus+Psi+Jump
i,x (Uh) = φ
K,Rus?
σ,x (Uh) + φ
K, jump
σ,x (Uh). (29)
Here, φK,Rus?σ,x (Uh) corresponds to a Rusanov (local Lax-Friedrichs) scheme with a psi-like blended, first designed in [6] and,
recalling the description in [5], is written in local characteristic variables by projecting the first order residuals onto a space
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of left eigenvalues, as
φˆK,Rusσ,x = L φ
K,Rus
σ,x . (30)
The distribution coefficients are
βKσ =
max
 φˆK,Rusσ,x
φˆKσ,x
, 0

∑
σ′∈K
max
(
φˆσ′,x jK,Rus
φˆKx
, 0
) , φˆKx = ∑
σ∈K
φˆK,Rusσ,x . (31)
and applying the blending scheme
φˆK,Rus?σ,x = (1 − Θ) βKσ φˆKx + Θ φˆK,Rusσ,x , (32)
where the blending coefficient Θ is defined by
Θ =
∣∣∣φˆKx ∣∣∣∑
σ′∈K
∣∣∣φˆK,Rusσ′,x ∣∣∣ . (33)
with 0 ≤ Θ ≤ 1, and Θ = O(h) for a smooth solution, thus ensuring accuracy and Θ = O(1) at the discontinuity, thus
ensuring monotonicity [2]. Finally, the high-order nodal residuals are projected back to the physical space:
φK,Rus?σ,x = R φˆ
K,Rus?
σ,x . (34)
This guarantees that the scheme is high-order in time and space and (formally) non-oscillatory, see [27, 2] for more details.
The local Lax-Friedrich scheme φK,Rusi,x (Uh) is defined as
φK,Rusσ,x (Uh) =
∫
∂K
ϕσF(Uh) · n dΓ −
∫
K
∇ϕσ · F(Uh) dx + α(Uσ − Uh). (35)
where Uh is the arithmetic average of all degrees of freedom defining Uh in K. The viscosity coefficient αK is connected to
the spectral radius
ρS ≡ ρS (A(U)) = max(|λ1|, . . . , |λm|), (36)
of the normal flux Jacobian matrix A(U) = ∇UF(U) · n and reads
αK = NDoF max
σ∈K
(ρS (∇UF(U) · ∇ϕσ) . (37)
Here we recall that NDoF corresponds to the number of DoFs in a cell K.
3. Finally, for s = 0, i.e. our parachute first order scheme, we consider locally the classical Rusanov scheme recast as (35).
Remark 4.1. Having explicitly outlined that the Rusanov-Psi-Jump scheme allows for an O(1) accuracy across discontinuities
might rise the question of the necessity of the parachute scheme. Indeed, the main reason behind this choice is the restrictive
applicability in case of arising singularities, due, for example, to pressures close to zero. While in [5] the authors have overcome
this issue by applying a different formulation of the limiting, which excludes the characteristic projection, we adopt the classical
Rusanov scheme locally.
4.1.1. Preservation of the Conservation
The main feature of Residual Distribution scheme is that they rely on the formulation (7)-(12) which has been shown in [8]
through the Lax-Wendroff theorem to provide an approximation that converges to the correct weak solutions. Since we verify
locally the conditions of distribution of the residual among a cell and we apply locally on each degree of freedom within a cell K
a numerical method, the conservation is guaranteed by construction even if the spatial discretization scheme differs between two
neighbouring cells.
4.1.2. Positivity Preservation
The question whether the designed Residual Distribution scheme with the “a posteriori” limiting guarantees, in case of the
Rusanov parachute scheme for the spatial discretization, the preservation of positivity is, formally, still an open issue and will
be the topic of a forthcoming work. Even though a formal proof has not been carried out, the performed numerical experiments
have widely confirmed this propriety (see cf. Section 5).
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For a formal proof for a generic time-stepping method, one might remark the henceforth considerations.
The first order scheme, using Rusanov residuals, writes:
Un+1σ = U
n
σ −
∆t
|S σ|
∑
K,σ∈K
φK,Rusσ,x (U
n). (38)
Using definition (3), Un+1σ is rewritten as
Un+1σ =
∑
K,σ∈K
|K|
NDoF
UK,?σ
UK,?σ = U
n
σ − ∆tφK,Rusσ,x (Un).
(39)
Let us note, that the Rusanov’s residual can be interpreted in two different ways
• Version 1
φK,Rusσ,x =
∫
K
ϕσ div F(U) dx + αK
(
Uσ − U)
• Version 2
φK,Rusσ,x =
1
NDoF
∫
K
div F(U) dx + αK
(
Uσ − U)
The U is the arithmetic average of the Uσ, as specified in the previous Subsection.
The purpose is to estimate a minimal value of αK which guarantees, for the compressible Euler system, that if the densities and
pressure are positive at tn, they will stay positive at the next time. Let us consider the Lagrange interpolation, so that Uσ = U(σ)
is the evaluation of the solution at the degree of freedom, and the case for Bernstein reconstruction in two separate ways, as for
the latter a slightly different consideration has to be taken into account.
One-dimensional Case
Rephrasing the proof of Perthame and Shu [25], we have
Un+1i = U
n
i −
∆t
∆x
[
F̂(Ui+1,Ui) − F̂(Ui,Ui−1)
]
. (40)
Introducing the splitting in the equation
Ut + F(U)x = 0
by
Ut +
(
F(U) + ηU
)
x = 0, and Ut +
(
F(U) − ηU)x = 0, (41)
we see that if η = maxK ||u + c||∞ (where u is the velocity and c is the sound speed), the Rusanov scheme is recast as combination
of the Godunov scheme and the downwind scheme, i.e. the left and right equations in (41) accordingly. Hence the value Un+1i
can be interpreted as the average of
U˜ = Uni −
∆t
∆x
[(
F̂(Uni ) + ηU
n
i
)
−
(
F(Uni−1) + ηU
n
i−1
)]
and ˜˜U = Uni − ∆t∆x [(F̂(Uni+1) − ηUni+1) − (F(Uni ) − ηUni )] .
If the states Uni , U
n
i+1 and U
n
i−1 belong to the convex Kth, then Un+1i will belong to the same convex Kth. This convex Kth for the
Euler system is defined, in [25], as
Kth =
{
(ρ, ρu, E), ρ ≥ 0, E − 1
2
ρu2 ≥ 0
}
,
i.e. the aim is to have positive densities ρ and positive internal energies e = E − 12ρu2. This set is convex under standard assump-
tions on the thermodynamics variables, which are not specified hereafter, but which hold for the equations of state for standard
perfect and stiffened gas.
One can observe that in case of Lagrangian polynomials, where one takes the nodal values, the positivity of the density and
of the internal energy are straightforward.
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In case of Bernstein polynomials Bσ, the positivity of the density is still straightforward as it is a polynomial in the form
ρ =
∑
σ ρσBσ. Here, the degrees of freedom correspond to the vertices of the simplex K, with ρσ , ρ(σ). However, it is easy to
see that
J = {ρ = (ρσ1 , . . . , ρσNDoF ) such that
∑
σ
ρσBσ ∈ Kth}
is convex. This means that if we take two different points, denoted here by σ and σ′, and define Uσ =
((
ρσ
)
,
(
mσ
)
,
(
Eσ
))
and
Uσ′ =
((
ρσ′
)
,
(
mσ′
)
,
(
Eσ′
))
we require that they belong to a convex set
K ′th = {(ρσ,mσ, Eσ)σ∈K s. t. ρ =
∑
σ∈K
ρσBσ ≥ 0 on K and E − 12
m2
ρ
≥ 0,
with E =
∑
σ
EσBσ and m =
∑
σ
mσBσ, },
(42)
where we have denoted the momentum by m = ρ u.
The proof is as follows.
The functions ρ =
∑
σ ρσBσ and ρσ′ defined similarly are positive, and hence for any λ ∈ [0, 1], the densities defined from
U = λUσ + (1 − λ)Uσ′ are positive on the simplex K.
For the internal energy one recasts a rational function, i.e. there is a division between two polynomials, and as such, some further
considerations need to be done. Let us consider the mapping (ρ,m, E) 7→ E − 1
2
m2
ρ
. The internal energy E − 1
2
m2
ρ
is a concave
function, as its Hessian is 
−m
2
ρ3
m2
ρ2
0
m
ρ2
−1
ρ
0
0 0 0
 ,
with eigenvalues 0 (twice) and −mσ + ρσ
ρσ
< 0.
However, it is difficult to characterize K ′th and we have a strong condition:
Taking into account the definition of the Bernstein polynomials ,that are Bσ ≥ 0 and fulfil ∑σ∈K Bσ = 1 (refer for details to (24)
and [5]) and due to the concavity of the internal energy, we can write that∑
σ∈K
EσBσ − 12
∑
σ∈K(mσBσ)2∑
σ∈K ρσBσ
≥
∑
σ∈K
(
Eσ − m
2
σ
2ρσ
)
Bσ ≥ 0. (43)
Here
(
Eσ − m
2
σ
2ρσ
)
≥ 0 as one can reinterpret it as the physical values at the degrees of freedom.
Remark 4.2. Hence, the internal energy is also positive on the element K and, therefore, U ∈ K ′th, such that
K ′th =
{
(ρσ,mσ, Eσ)eσ = Eσ − m
2
σ
2ρσ
≥ 0
}
$
{
(ρ, ρu, E), ρ ≥ 0, E − 1
2
ρu2 ≥ 0
}
= Kth.
(44)
One can conclude that, for both the Lagrangian interpolation and the Bernstein reconstruction, the Rusanov scheme (40) for
the one-dimensional case preserves the convex sets Kth for the Lagrange interpolation and K ′th for the Bernstein reconstruction.
Multi-dimensional Case
• Version 1:
The residuals can be written as:
φK,Rusσ,x =
∫
K
ϕσ div F dx =
∑
σ′∈K
[(∫
K
ϕσ∇ϕσ′dx
)
· Fσ + αNDoF (Uσ − Uσ′ )
]
=
∑
σ′∈K
[
2
(∫
K
ϕσ∇ϕσ′dx
)
· Fσ + Fσ′
2
+
αK
NDoF
(Uσ − Uσ′ )
] (45)
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so that (39) writes:
U?σ = U
n
σ − ∆t
∑
σ′∈K
[
2
(∫
K
ϕσ∇ϕσ′dx
)
· Fσ + Fσ′
2
+
α
NDoF
(Uσ − Uσ′ )
]
=
1
NDoF
[
Unσ − ∆t ωσσ′ ·
Fσ + Fσ′
2
+ αK (Uσ − Uσ′ )
]
where
ωσσ′ = 2
∫
K
ϕσ∇ϕσ′ dx.
Then one can interpret the vector ωσσ′ as a scaled normal, and the stability condition writes:
αK ≥ max
σ,σ′∈K
ρ(A · ωσσ′ ).
• Version 2:
The algebra is similar since ∫
K
div F dx =
∑
σ∈K
(∫
K
div ∇ϕσ dx
)
· Fσ,
and we get the same stability condition.
4.2. Detection Procedure
The key procedure in an “a posteriori” MOOD loop is the detection step. Given the candidate solution UK,?,n+1h in a cell K,
the detection procedure determines if the solution is valid and accepted to be UK,n+1h = U
K,?,n+1
h , or unvalid and the solution in
this bad cell K must be recomputed, i.e. we start again from Unh and apply a more dissipative scheme. The detection criteria in
this work are based on physical/modeling and numerical considerations. The underlying physics based on the system of PDEs
solved must be ensured. For instance in the case of the hydrodynamics system of equations, we check for the positivity of the
density at each degree of freedom in the cell, that is, if the cell K fulfils the
• Physical Admissibility Detection criteria
PADK =
{
1 if ∀σ ∈ K, ρ?,n+1σ < 0,
0 else
(46)
The numerical solution in K can not be any undefined or unrepresentable data value such as Not-A-Number (NaN)1 or Infinity
(Inf). In other words we test for
• Computational Admissibility Detection criteria
CADK =
{
1 if ∃σ ∈ K, U?,n+1σ = NaN or U?,n+1σ = Inf,
0 else
(47)
In case we are within a plateau area, we make sure to not break that area by applying a
• Plateau Detection criteria
PK =
{
0 if ∃σ ∈ K, |Mn − mn| ≥ µ3,
1 else (48)
where the neighbourhood V(K) is the set of cells surrounding K, and the relaxed parameter is given by µ = |K|1/d, with d the
size of the considered dimensions within our problem set. The bounds are defined by
Mn = max
K′∈V(K),σ∈K′
(
Unσ
)
, mn = min
K′∈V(K),σ∈K′
(
Unσ
)
. (49)
We then test the solution against oscillatory behaviour via a
1We define an approximation x to be NaN if x , x.
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• Numerical Admissibility Detection criteria
NADK =
{
1 if DMPK = 1 and SEK = 1
0 else. (50)
This criteria basically allows our solution for an essentially non-oscillatory behaviour and constitutes of two criteria, where, in
case the first one is activated, only the second one will allow to state whether the cell is troubled at all or not. The first one is a
so-called
A. Relaxed Discrete Maximum Principle (DMP) criteria
DMPK =
{
0 if mn −  < U?,n+1σ < Mn + 
1 else
(51)
with
 = max (1 (|Mn − mn|) , 2) . (52)
The value of 1 is chosen such that the candidate solution could possibly exceed the extrema but only by a small fraction of the
total jump, and will also be subject of analysis and discussion in the numerical section.
In case the cell is marked with DMPK = 1, we perform a further check through a
B. Smoothness Extrema Criteria (SE), in order to exclude the possibility of a mistakenly flagged cell, as, for example in case
of natural oscillations with a coarse mesh, this might occur.
To this end, we compare in this manuscript two different approaches for the SE criteria. The first one can be found in the classical
MOOD approaches, as for example in [14, 16]. The second considered approach is based on a recent work [30], which has
introduced the limiting of [32, 21] in the MOOD context. This criteria are summarized hereafter.
4.2.1. A Classical Smoothness Criteria
Following the idea of [14, 16, 17], a more classical Smoothness Extrema criteria (CSE), is generally recast as
CSEK =
 1 if χmaxσ · χminσ ≥ −µ OR
( ∣∣∣ χminσ
χmaxσ
∣∣∣ < 12 , AND max (|χmaxσ |, |χminσ |) ≥ µ )
0 else
(53)
where we define
χminσ = minK′∈V(K),σ∈K′
(χσ), χmaxσ = maxK′∈V(K),σ∈K′
(χσ)
with χσ the second order derivative χσ = ∇2ϕσU?,n+1σ .
4.2.2. A Linearised Smoothness Criteria
The second considered approach, the Linearized Smoothness Criteria (LSE), has been borrowed from [30], where the detec-
tion criterion has been inspired by a generalized moment limiter in [32] along the hierarchical slope limiting of D. Kuzmin [21].
This technique is based on a linearised version of the numerical spatial derivative and can be recast as
LSEK =
{
0 if minK′∈V(K),σ∈K′ (αˆσ) = 1
1 else (54)
where
αˆe j =

min
1, Umax,e j − ∂xU
?,n+1
σ
δU
?,n+1
e j − ∂xU
?,n+1
σ
 , if δU?,n+1e j > ∂xU?,n+1σ
min
1, Umin,e j − ∂xU
?,n+1
σ
δU
?,n+1
e j − ∂xU
?,n+1
σ
 , if δU?,n+1e j < ∂xU?,n+1σ
1 else
(55)
Here, e j denotes the edge in K, with j = 1, 2, 3.
δU
?,n+1
e j = ∂xU
?,n+1
σ +
(
x j − x0
)
∂xxU
?,n+1
σ ,
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which is basically a linearised version of the numerical spatial derivative U?,n+1h and where x0 corresponds to the physical
coordinate of the element center K, while x j corresponds to the physical coordinate of the midpoint of the edge j. Here, the
over-lined partial derivatives are defined as with
∂xU
?,n+1
σ =
1
NDoF
∑
σ∈K
∂xU?,n+1σ , ∂xxU
?,n+1
σ =
1
NDoF
∑
σ∈K
∂xxU?,n+1σ
and we have Umin \max,e j = min \max
(
∂xU
?,n+1
K′ , ∂xU
?,n+1
K
)
, where K is the element we are considering, and K′ the neighbour of
K sharing the edge e j.
In one-dimension, (54) reduces to finding the value of αˆσ = min(αˆL, αˆR), which will require the re-computation of the
candidate solution on K only in case αˆσ < 1 for σ ∈ K. In this case, we will have
αˆL =

min
1, Umax,L − ∂xU?,n+1σ
δU
?,n+1
L − ∂xU
?,n+1
σ
 , if δU?,n+1L > ∂xU?,n+1σ
min
1, Umin,L − ∂xU?,n+1σ
δU
?,n+1
L − ∂xU
?,n+1
σ
 , if δU?,n+1L < ∂xU?,n+1σ
1 else
(56)
and analogously with αR, where Umin \max,L = min \max
(
∂xU
?,n+1
σ−1 , ∂xU
?,n+1
σ
)
and Umin \max,R = min \max
(
∂xU
?,n+1
σ , ∂xU
?,n+1
σ+1
)
.
In one-dimension, further, we will have
δU
?,n+1
L = ∂xU
?,n+1
σ −
∆x
2
∂xxU
?,n+1
σ , δU
?,n+1
R = ∂xU
?,n+1
σ +
∆x
2
∂xxU
?,n+1
σ .
4.2.3. To Summarize the Detection Criteria
The cell will be thus flagged as ’good’ if its candidate solution fulfils all detection criteria and it is not a direct neighbour of
a bad cell, otherwise it is flagged as accepted. Therefore we have de facto a B, which is a list of cells to be sent back in time to
tn for re-computation and reads
B = {K ∈ Ωh, s.t. (PADKCADKPKNADK = 1) or (∃K′ ∈ V(K), K′ ∈ B)} . (57)
Remark 4.3. The iterative MOOD loop is driven by the ’detection procedure’ to pull apart good cells from bad ones. This
loop always converges because there is a finite number of cells and schemes in the cascade, and the solution provided by the
parachute scheme is always accepted. One may observe that the neighbouring cells of a bad one could be destabilized in the next
iterate as the fluxes in the bad cell are recomputed with a different scheme and contribute to the new candidate solution in the
previously detected good cell. As such one may fear that the correction of one bad cell may spread far away. Although there is no
mechanism to prevent this behaviour, we have not experimented such dramatic phenomena and this is subject to future research.
In general few percentages of the total number of cells demand a recomputation (see cf. section 5). Therefore the extra-cost of
recomputing the same cells several times is acceptable
Remark 4.4. Remark that within this relatively non-intrusive “a posteriori” MOOD paradigm, the need of using specific and
complex limiting procedure does vanish. The stabilization and robustness is gained by the use of a preferred low-order scheme
(’parachute’) where and when a (’detection’) calls it appropriate, while the high accuracy is reached on smooth parts of the flow
by the use of one high-order scheme (from the ’cascade’).
Remark 4.5. Whether the detection criteria are applied to all conserved variables, or only one, as for example the density, does
not play any role at all (see cf. Figure 21 of the numerical experiments section), and thus, in order to spare useless computational
costs, we advice to adopt the proposed detecting strategy on a single quantity. Of course, it seems almost pointless to remark,
that any local treatment of a cell has to be applied to all variables within at the marked area.
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5. Numerical Experiments
This section introduces and describes a list of representative test cases for the system of PDEs given by the Euler’s equations.
Numerical solutions given by the novel strategy are proposed to assess the gain brought by the use of the “a posteriori” blending
strategy.
We shall refer to the second order scheme obtained by using linear shape functions on each element as B1. Higher order
approximations are obtained by choosing quadratic (B2) or cubic (B3) Bernstein polynomials as shape functions. The numerical
benchmark problems have been run with the same parameters as in [5], i.e. for the B1 approximation we consider M = 2 and
R = 2, for B2 we input M = 3 and R = 3 and, finally, for B3 we take M = 4 and R = 4 in the algorithm presented in Section
3.3. All test cases are advanced in time using the Courant-Friedrichs-Lewy condition ∆t = CFL · ∆x which is then updated by
computing ∆t = CFL · minσ ( ∆xσ|uσ+cσ | ), where ∆xσ represents the volume of the cell corresponding to the considered degree of
freedom σ and |uσ + cσ| the spectral radius of the solution in σ. We have set for all the considered tests a fixed CFL = 0.1. The
parameters of (28) θ1 and θ2 depend on the order of accuracy and on the typology of considered system, i.e. they change from
1D to 2D and from the wave equation to the Euler system. In the following considered benchmark problems, we set empirically
the values of θ1 and θ2 that show a robust stabilization capability. In the one-dimensional case, we have set the parameters in (28)
as follows: B1 θ1 = 1 and θ2 = 0; B2 θ1 = 1 and θ2 = 0; B3 θ1 = 3 and θ2 = 10. Furthermore, we shall refer via “MOOD” to the
novel proposed strategy of this manuscript, which includes the three cycles for s = 0, 1, 2 chosen via the “a posteriori” detection
criteria. The label “no MOOD” will refer to those results obtained with a stabilized blended Rusanov scheme, i.e. we apply the
sole scheme given by equation (29)-(37) and it will not comprehend the subcell arrangement proposed in [5].
5.1. Numerical Results for 1D Test Cases
5.1.1. Convergence Study: Smooth Isentropic Flow
The first considered test case is performed to assess the accuracy of our scheme on a smooth isentropic flow problem on an
Euler system of equations in one dimension introduced in [13]. The initial data for this test problem is the following:
ρ0(x) = 1 + 0.9999995 sin(pix), u0(x) = 0, p0(x) = ργ(x, 0),
with x ∈ [−1, 1], γ = 3 and periodic boundary conditions. The exact density and velocity in this case can be obtained by the
method of characteristics and is explicitly given by
ρ(x, t) =
1
2
(
ρ0(x1) + ρ0(x2)
)
, u(x, t) =
√
3
(
ρ(x, t) − ρ0(x1)),
where for each coordinate x and time t the values x1 and x2 are solutions of the non-linear equations
x +
√
3ρ0(x1)t − x1 = 0,
x − √3ρ0(x2)t − x2 = 0.
The convergence of the second (B1), third (B2) and fourth (B3) order RD schemes is demonstrated in Figure 6. One can
observe, that comparing the novel strategy (“MOOD”), against the one obtained via the “no MOOD” approach, the sought order
of accuracy on a smooth problem is kept. The accuracy order is throughout guaranteed with the novel strategy: on a smooth
problem, none of the detection criteria is activated and the solution is approximated by the s = smax scheme.
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Figure 6: Smooth isentropic flow in 1D at T = 0.1. Left: Convergence plot for the MOOD method (LSE approach) and the one of [5] (denoted as ’no MOOD’)
on the density. Right: Comparison of the density on 10 nodes obtained by the exact solution w.r.t. the approximations obtained by B1, B2 and B3.
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Figure 7: Convergence plot for the MOOD method with two different NAD criteria on a smooth isentropic flow in 1D at T = 0.1.
Comparing in Figure 7 the convergence for an approximation given by the novel methodology, with the NAD criteria com-
posed by the DMP with 1 = 2 = 0 and the linearised smoothness extrema (LSE) criteria, together with the one given by the
MOOD methodology with the NAD given by a relaxed DMP with1 = 10−3 and 2 = 0 and the classical smoothness extrema
(CSE) criteria. We observe an overall good convergence rate for all the variables, which perfectly agrees with the results obtained
in [5]. This observation is extremly relevant, as it assesses the quality of the introduced “a posteriori” limiting within the high
order residual distribution method of [5].
5.1.2. Sod’s Shock Tube Problem
The Sod shock tube is a classical test problem for the assessment of numerical methods for solving the Euler equations. Its
solution consists of a left rarefaction, a contact and a right shock wave. The initial data for this problem is given as follows:
(ρ0, u0, p0) =
(1, 0, 1), x < 0,(0.125, 0, 0.1), x > 0.
The results of the simulations comparing the second, third and fourth order RD scheme obtained with the novel limiting
technique are illustrated in the following. In case not specified otherwise, the “a posteriori” limiting is designed with the detection
criteria described in the previous section, where, in particular, the numerical admissible detection (NAD) criteria constitutes of
the relaxed discrete maximum principle (DMP) and the linerized smoothness extrema criteria (LSE).
A first test considers the comparison of B1, B2 and B3 on a mesh of 100 cells with respect to the exact solution. In Figure 8,
the density of the complete solution (cf. Figure 8(a)) and a zoom between x = [0.45, 0.83] (cf. Figure 8(b)) show how increasing
the order, the solution gains in accuracy. This images, together with the ones of the velocity (cf. Figures 8(c)-8(d)) and the
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Figure 8: Comparison of the densities with zoom between the MOOD and non-MOOD schemes for the Sod 1D test at T = 0.16. Note: not all cells are marked
for increased readability.
pressure (cf. Figures 8(e)-8(f)) display under and overshoots of the solution in B1, as the second order does not allow to provide
an accurate approximation with such little nodes. Generally, this is due to the Galerkin scheme with the jump stabilization, as this
scheme, which we refer to also with s = 2 in reference to Figure 5, gives an approximation of the solution across the jump with
17
high numerical oscillations. These are mostly damped by the activated detection criteria which locally treat those oscillations
with more dissipating numerical schemes smoothing the solution. One can see that, increasing the order, these oscillations are
less evident and, thus, the approximation gains in quality.
Detecting Technique in Practice
To better understand how the detection technique works, we show in Figure 9 the very first iteration in time, i.e. n = 1 and the
n = 50-th iteration in time. Figures 9(a) and 9(b) show the approximated solution for each of the considered iterations along with
a flag that indicates which typology of scheme is applied. Here, when the flag is at 0.2 on the vertical axis, we adopt the standard
Galerkin with stabilizing jump terms, i.e. s = 2 or GJ, as spatial approximation. Further, this indicator is at 0.6 for the Rusanov
with PSI limiting and stabilizing jump terms (s = 1 or RPJ) and at 0 for the Rusanov (Rus) scheme. One can note how in the
very first iteration only nodes at the shock interface are being treated by the most dissipative scheme, while, at the 50th iteration,
the Rusanov scheme is applied left and right of the interface, where one would normally presume oscillations developing for non
damped schemes. Only one cell is locally flagged with the RPJ scheme. Moreover, to see what is actually happening behind
this decision of which flux is activated, we show in Figures 9(c) and 9(d) the detection criteria for the first cycle via crosses and
second cycle via squares, i.e. respectively when passing from GJ (s=2) to RPJ (s=1) and from RPJ (s=1) to Rusanov (s=0) in
the cascade (see Figure 5). Here the 0.1 vertical axis values of the indicator corresponds to the plateau detection, whereas 0.6
corresponds to NAD detection, 0.5 would correspond to the sole relaxed DMP activation without the LSE, allowing thus the
flux to be kept as from the candidate solution. The values of 0.2 would correspond to the CAD criteria, 0.3 to the PAD and 0 is
generally signalling that none of the detections has been considered.
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Figure 9: Detection Criteria activation and considered spatial scheme for the 1st (left) and 50th (right) iteration in time on B3 for the Sod 1D test.
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The Proposed Method Compared to an “A Priori Technique”
To validate the presented methodology, we consider in Figure 10 the comparison between our novel approach and the one
of [5] where we have a pure RPJ scheme. In the following, by referring to the pure RPJ scheme we are basically considering
the Rusanov PSI jump scheme without any MOOD and without the sub-cell implementation (cf. section 3.5 in [5]). This
juxtaposition allows to see the advantage which might bring the “a posteriori limiting”, taking the same quantity of cells, as here
for example 100.
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Figure 10: Comparison of the densities between the MOOD and no-MOOD schemes on 100 cells for the Sod 1D test at T = 0.16
Less DoFs for a Comparable Quality
Furthermore, to disclaim eventual remarks that it might be true that the “a posteriori” technique is more accurate w.r.t. an
“a posteriori” but at some efficiency cost in terms of velocity, we have compared in Figure 11 the approximations obtained by
the “a posteriori” technique on 50 and 100 cells and compared it to the pure RPJ scheme without MOOD on 100 cells. The
resulting observation is extremely interesting as we can obtain a more detailed result with the coarser mesh and the proposed
method compared to the extremly dissipative solution of the pure GPJ without the novel limiting strategy.
Convergence Towards the Exact Solution
To be able to see whether we do converge to the exact solution on shocking flows, Figure 12 compares the approximation of
our new method for B3 on 50, 100 and 200 cells. The results show perfect agreement with the expected behaviour.
Comparing Different Numerical Admissibility Detection Techniques
We have, finally, considered two more investigations within this benchmark problem. A first idea has been to compare the
results obtained by the complete cascade, i.e. going from s = 2 to s = 1, i.e. from the GJ to the parachute scheme, and a reduced
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Figure 11: Comparison of the densities with zoom for different mesh sizes for the MOOD and non-MOOD schemes. Sod 1D test at T = 0.16
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Figure 12: Mesh convergence for B3 for the Sod 1D test at T = 0.16.
version from s = 2 to s = 1, i.e. stopping before the parachute scheme. In Figure 13 we show the results of this juxtaposition with
some appropriate zooming of the areas of interest. We clearly see, as expected, how the solution results smoother for the complete
cascade, and how the parachute scheme, thus, allows for a more truth-some approximation. Our second and thus final remark
is on how different NAD criteria affect the solution, as shown in Figure 14. We consider here the pure DMP, with 1 = 2 = 0
in (52) without any smoothness extrema criteria. Along this approximation we compare the relaxed DMP with 1 = 10−3 and
2 = 0 with the CSE together with the DMP with 1 = 2 = 0 with the LSE criteria. What we deduce is that, apparently, in case of
strong interacting discontinuities, there is no remarkable difference between these strategies. This does not hold nevertheless in
case we are considering naturally oscillating solutions, as we shall see in the forthcoming section with the Shu-Osher problem.
5.1.3. Shu-Osher Problem
This test case, introduced in [29], is intended to demonstrate the advantages of high order schemes for problems involving
some structure in smooth regions. In this test, we solve the Euler equations with initial conditions containing a moving Mach 3
shock wave which later interacts with periodic perturbations in density. The initial data for this problem is defined as follows:
W = [ρ, u, p] =
[3.857143, 2.629369, 10.333333], −5 ≤ x ≤ −4,[1 + 0.2 sin(5x), 0, 1], −4 < x ≤ 5.
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Figure 13: Comparison of densities with zoom between a full (left) and reduced (right) cascade for 100 cells on B2 and B3 in the Sod 1D test at T = 0.16
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Figure 14: Comparison of densities with zoom between different NAD criteria for 100 cells on B3 in the Sod 1D test at T = 0.16
Comparison of Different Numerical Admissibility Detection Techniques
Following the observations of Figure 13, we have compared in Figure 15(b) for the Shu-Osher problem the same detection
criteria, i.e. the pure DMP witout the smoothness extrema detection and 1 = 2 = 0, the relaxed DMP with 1 = 10−3 and21
2 = 0 with the CSE, and moreover, the DMP with 1 = 2 = 0 with the LSE criteria. While not huge differences appear to
be between the pure DMP and the DMP with CSE, these two approaches are remarkably giving less accurate approximations
compared to the one provided by the DMP with LSE. Furthermore, we have investigated if the dissipative behaviour, caused
by an exceeding detection of areas which should indeed not be dissipated at all, might improve, in case of different relaxation
parameters 1 and 2 of (52). Figure 16(b) summarizes this study for the chosen parameters: ’DMP+CSE, v1’ corresponds to
1 = 2 = 0, ’DMP+CSE, v2’ to 1 = 10−3 and 2 = 0; ’DMP+CSE, v3’ to 1 = 10−3 and 2 = 10−4. The resulting differences
allow us to remark that there is apparently no choice that allows for a sharper solution within this test case and for our novel
approximating technique.
This motivates us to consider in the forthcoming tests the NAD criteria composed by the DMP with the LSE criteria.
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Figure 15: Comparison of densities with zoom between different NAD criteria for 200 cells on B3 for the Shu-Osher test case at T = 1.8.
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Figure 16: Comparison of different classical smoothness detection criteria on B3 for the Shu-Osher test case at T = 1.8.
Detecting Technique in practice
To be able to show the detection capabilities of the considered NAD and show the overall MOOD procedure for this class
of benchmark problems, we show the very first iteration in time, i.e. n = 1 and the n = 10-th iteration in time. In Figure 17,
we display the approximated density w.r.t the spatial scheme indicator, where this indicator is at 4.5 for the Rusanov with PSI
limiting and stabilizing jump terms (s = 1 or RPJ) and at 1.5 for the Rusanov (Rus) scheme and else 4 for the Galerkin with
jump. One can note how in the very first iteration only nodes at the very shock interface are being treated by a more dissipative
scheme. Here we can also appreciate the capability of the detection to ignore, indeed, natural oscillations within the solution.
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Figure 17: Considered spatial scheme for the 1st and 10th iteration in time on B3 with 200 cells for the Shu-Osher test case.
Comparison between different orders and mesh convergence
The more accurate approximation obtained by the fourth order scheme in comparison to the second and third order is clearly
visible in this benchmark problem in Figure 18, and increasing the number of mesh elements within the domain strongly increases
the quality of the solution, too.
The proposed method with respect to an “a priori technique”
Finally, comparing in Figure 19 the novel methodology for B3 with the pure RPJ without any “a posteriori limiting”, provides
us with the acknowledgement that, again, also in the case of problems with both natural oscillations and shocks, we are now able
to provide a more detailed approximation. This holds even when we increment considerably our mesh size, as in Figure 19(b).
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Figure 19: Comparison of the densities between the MOOD and non-MOOD schemes on B3 for the Shu-Osher test case at T = 1.8.
5.1.4. Woodward-Colella Problem
The interaction of blast waves is a standard low energy benchmark problem involving strong shocks reflecting from the walls
of the tube with further mutual interactions. The initial data is the following:
(ρ0, u0, p0) =

[1, 0, 103], 0 ≤ x ≤ 0.1,
[1, 0, 10−2], 0.1 < x < 0.9,
[1, 0, 102], 0.9 ≤ x ≤ 1.
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Figure 18: Comparison for the density between B1, B2, B3 for the Shu-Osher test case at T = 1.8.
The proposed method with respect to an “a priori technique”
Comparing the results of our novel method both for the reduced (i.e. with the cascade until s = 1) and the full cascade, with
the one of a pure RPJ without the MOOD strategy, we can observe in Figure 20 how the solution is well approximated already
on a 400 cell mesh with B3, and further mesh refinement shows the expected convergence to the exact solution. The plots show
a very good overall behaviour, of the numerical scheme even for this extremely demanding test case. Some wiggles are due
probably to an extreme flagging activity that locally activates the parachute scheme and are one topic of future research. We
remark that the expected solution has been computed via the pure RPJ on a mesh of 3200 cells, reasoning why the novel method
reaches and surpasses the so-called expected solution.
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Figure 20: Comparison between the MOOD and non-MOOD schemes on B3 for the Woodward-Colella test case at T = 0.038
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Figure 21: Comparison between the detection applied uniquely to the density variable and to all conserved primitive variables on B3 for two different test cases
at their final time.
A comment on the detection criteria
As a final comment to the numerical section for the one-dimensional test cases, we compare in Figure 21 the results obtained
on two different test cases for two different detection ideas. One idea carries out all detection criteria, i.e. the CAD, plateau and
NAD ones on the density only, while the other considers the CAD, plateau and NAD for all primitive variables. Following the
Remark 4.5, there is no evident difference, and as such, we have considered in all the previous and forthcoming computations,
the case of the sole density as parameter to be detected.
5.2. Numerical Results for 2D Test Cases
5.2.1. 2D Sod Problem - Structured Vs. Unstructured Meshes
Further, we have tested our high order RD scheme on a well-known 2D Sod benchmark problem. The initial conditions are
given by
(ρ0, u0, v0, p0) =
[1, 0, 0, 1], 0 ≤ r ≤ 0.5,[0.125, 0, 0, 0.1], 0.5 < r ≤ 1,
where r =
√
x2 + y2 is the distance of the point (x, y) from the origin. The stabilizing parameters have been set for B1, B2 to
θ1 = 0.01 and θ2 = 0 and for B3 θ1 = 0.02 and θ2 = 0.
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The idea behind this first test in 2D is to consider initially a structured mesh, which represents a straightforward extension
of the 1D. In particular, we show the results obtained with such a mesh for an arbitrary order of accuracy, such as B2 and then,
successively, compare the results obtained for an unstructured mesh on the same test case.
As such, let us start by considering the detection procedure for 2D. To this extent we take a structured fine grid, with
N = 16896 elements. As shown in Figure 22(b), at the final time step, the contour lines (black lines) perfectly match the areas
where there is a flux change. This allows to see, that the detection criteria work effectively also in this case, and the mostly
applied scheme throughout the computations is given, as expected, by the stabilized Galerkin (GJ) approach. Comparing in
Figure 23 the obtained results for the density for the proposed scheme (denoted as “MOOD”) and an approach without the “a
posteriori” limiting strategy (i.e. “no MOOD”), one can clearly see, that more structures appear to be outlined and, thus, allows
for less dissipation. Note, that the “no MOOD” approach corresponds to the sole RPJ scheme proposed in this chapter. The
improvement in accuracy, can also be seen in Figure 24, where we have compared the density scatter plots for the “MOOD” and
“no MOOD” approaches. Furthermore, to guarantee mesh convergence, we have compared in Figure 25 solutions obtained for
different mesh refinements, i.e. N1 = 1152, N2 = 4352 and N3 = 16896. As already observed for the 1D case, even for extremely
coarse meshes the approximation results to be of high quality.
(a) Structured grid, N3 = 16896 elements (b) Flux Indicator
Figure 22: 2D Sod. Mesh (left) and flux indicator (right) for B2 at final time. Orange corresponds to the GJ scheme (s = 2), red to RPJ (s = 1) and blue to the
Rusanov (s = 0) scheme; Contour lines for the solution of the density are in black.
(a) MOOD (b) no MOOD
Figure 23: 2D Sod. Results for the density on a structured grid with N3 = 16896 elements and third order of accuracy. Comparison between the “MOOD”
strategy (left) and the “N no MOOD” strategy (right).
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Figure 24: 2D Sod. Scatter plot of the density w.r.t. the radius on a structured grid with N3 = 16896 elements and third order of accuracy. Comparison between
the “MOOD” strategy (light blue) w.r.t. the “no MOOD” approximation (red).
Figure 25: 2D Sod. Scatter plot of the density w.r.t. the radius on a structured grid. Comparison of the “MOOD” strategy on different grid sizes, with N1 = 1152
(red), N2 = 4352 (blue) and N3 = 16896 (light blue) elements.
In Figure 26, the scatter for the density shows an excellent overlap for the solutions obtained with a “MOOD” strategy for
both structured and unstructured meshes, and, again, as in the previous tests in 2D, for B2. The grid size is in this test is of
comparable order, as the one for the structured grid counts 16896 elements, while the unstructured about 13548.
Figure 26: 2D Sod. Scatter plot of the density w.r.t. the radius for the “MOOD” strategy. Comparison of the scatter for different mesh types: structured with
16896 elements (red) and unstructured with 13548 elements (blue).
Having demonstrated the absence of any relevant difference between the structured and unstructured approach, we consider
in the following Figure 27 the comparison between different order of accuracy. In particular, the focus is set on the comparison
between the “MOOD” and “no MOOD” approaches, for a coarsed (N1 = 3576 elements) and finer (N2 = 13548 elements)
unstructured mesh.
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(a) B1 for N = 3576 (b) B1 for N = 13548
(c) B2 for N = 3576 (d) B2 for N = 13548
(e) B3 for N = 3576 (f) B3 for N = 13548
Figure 27: 2D Sod. Density scatter plot w.r.t. the radius at the final time step for unstructured grids. Comparison between the “MOOD (red) and “no MOOD”
(black) strategy, for coarse (left) and fine (right) meshes.
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5.2.2. Mach 3 channel with forward-facing step
To assess the robustness of the proposed scheme in multidimensional problems involving strong shock waves, the Mach
3 channel with a forward-facing step [31] test case has been used with B1, B2 and B3 elements on both coarse mesh having
N = 2848 cells2 and finer one having N = 11072 cells3) (see Fig. 29). The stabilizing parameters have been set as in Section
5.2.1. As expected, the quality of the solution increases when going from the second to fourth order scheme even on coarse
meshes. Indeed, while in B1 case in Fig. 29(c) it is not possible to recognize the structure forming at the triple point, in B2 and
B3 cases (Figs. 29(e) and 29(g), respectively) this structure is already very well represented. On finer mesh, see Figs. 29(d),29(f)
and 29(h), it is also possible to observe the gain in the quality of the approximation of shock waves when using a higher order
RD method.
(a) B2 for N0 - MOOD (b) B2 for N0 - no MOOD
(c) B2 for N1 - MOOD (d) B2 for N1 - no MOOD
Figure 28: Mach 3 channel with step. Results at T = 4.0. Comparison on a coarse (top) and fine (bottom) mesh for the approximations obtained for MOOD
(left) and non-MOOD (right) schemes.
2corresponds roughly to 30 × 100 grid points
3corresponds roughly to 60 × 200 grid points
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(a) Mesh with N0 = 2848 elements (b) Mesh with N1 = 11072 elements
(c) B1 with N0 (d) B1 with N1
(e) B2 with N0 (f) B2 with N1
(g) B3 with N0 (h) B3 with N1
Figure 29: Mach 3 channel with step. Results at T = 4.0.
5.2.3. Double Mach Reflection problem
Finally, we present a widely used benchmark problem of a double Mack reflection problem as described in [31]. In this case,
B1, B2 and B3 elements have been computed on a coarse mesh having N = 4908 cells4 and a finer one having N = 19248 cells5)
(see Fig. 30). The stabilizing parameters have been set as in Section 5.2.1. Also here, as expected, the quality of the solution
increases when going from the second to fourth order scheme on coarse meshes and more details are outlined on the finer mesh.
4corresponds roughly to 30 × 100 grid points
5corresponds roughly to 60 × 200 grid points
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(a) Mesh with N0 = 4908 elements (b) Mesh with N1 = 19248 elements
(c) B1 with N0 (d) B1 with N1
(e) B2 with N0 (f) B2 with N1
(g) B3 with N0 (h) B3 with N1
Figure 30: Double Mach Reflection problem. Results at T = 0.2
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6. Conclusion and Perspectives
A novel explicit high order residual distribution scheme with an “a posteriori” blending strategy has been designed in the
context of the Euler equations in gas dynamics. Our strategy has been to approximate with a high order scheme in time and a
least dissipative scheme in space a solution displaying strong interacting discontinuity, while guaranteeing through the design of
an “a posteriori” limiting strategy the detection of numerical/computational misbehaviour. This allows to locally intervene on
affected areas with a more dissipative scheme for the spatial discretization. The considered benchmark problems have thoroughly
validated the proposed methodology, assessing for its capability to provide an accurate and robust numerical method in 1D and
2D. For smooth solutions tested via the isentropic flow benchmark problem, we have seen that the effective optimal accuracy is
attained, while for non smooth flows, as in case of the considered shock tubes, double Mach reflection and forward facing step,
we have observe that the proposed method is able to provide non oscillatory and accurate numerical solutions. Moreover, we
have tested two different strategies found in literature, which consider two approaches to distinguish natural oscillations from
numerical ones, and have established that one strategy provides higher quality results within this novel designed approximation
strategy of residual distribution schemes. We have further shown, how the number of troubled cells detected by the considered
detection methods is monitored, with the aim to display the feature that not many cells flagged, and, as such, the number of
cascade iterations is limited, and as such the extra-cost. Overall, the “a posteriori” treatment renders the high order residual
distribution scheme robust and positivity preserving when notoriously difficult tests are simulated.
Extensions to other models, such as multiphase flows or Lagrangian hydrodynamics, and further investigations of high order
residual distribution schemes will be considered in forthcoming papers. Along this line, we are currently extending the proposed
approach to viscous problems by combining it with the discretisation technique as explained in [6]. This last extension might
require some modification in the time-stepping as the time step would be very small, and thus an implicit approach is needed
with the challenge to have, nevertheless, a diagonal ’mass matrix’.
Acknowledgments
P.B. has been funded by SNSF project 200021 153604 “High fidelity simulation for compressible materials”. R.A. has been
funded in part by the same project. The basis of this work has been set during the visit of Raphae¨l Loube`re (Universite´ de
Bordeaux, France) to UZH Zu¨rich, Switzerland. The authors would like to thank Franc¸ois Vilar (Universite´ de Montpellier,
France) for the helpful discussions for the LSE detection strategy of this paper.
References
[1] R. Abgrall. Toward the ultimate conservative scheme: Following the quest. Journal of Computational Physics, 167(2):277–315, 2001.
[2] R. Abgrall. Residual distribution schemes: Current status and future trends. Computers and Fluids, 35(7):641–669, 2006.
[3] R. Abgrall. High Order Schemes for Hyperbolic Problems Using Globally Continuous Approximation and Avoiding Mass Matrices. Journal of Scientific
Computing, 73(2):461–494, 2017.
[4] R. Abgrall, P. Bacigaluppi, and S. Tokareva. How to Avoid Mass Matrix for Linear Hyperbolic Problems. In Numerical Mathematics and Advanced
Applications ENUMATH 2015, volume 112 of Lecture Notes in Computational Science and Engineering, pages 75–86. Springer, Cham, 2016.
[5] R. Abgrall, P. Bacigaluppi, and S. Tokareva. High-order residual distribution scheme for the time-dependent Euler equations of fluid dynamics. Computers
& Mathematics with Applications, 2018. in press.
[6] R. Abgrall and D. De Santis. Linear and non-linear high order accurate residual distribution schemes for the discretization of the steady compressible
Navier-Stokes equations. Journal of Computational Physics, 283:329–359, 2015.
[7] R. Abgrall, A. Larat, and M. Ricchiuto. Construction of very high order residual distribution schemes for steady inviscid flow problems on hybrid
unstructured meshes. Journal of Computational Physics, 230(11):4103–4136, 2011.
[8] R. Abgrall, K. Mer, and B. Nkonga. A LaxWendroff type theorem for residual schemes. Innovative Methods for Numerical Solution of Partial Differential
Equations, pages 243–266, 2001.
[9] R. Abgrall and J. Trefilı´k. An Example of High Order Residual Distribution Scheme Using non-Lagrange Elements. Journal of Scientific Computing,
45(1):3–25, 2010.
[10] R. Abgrall, Q. Viville, H. Beaugendre, and C. Dobrzynski. Construction of a p-Adaptive Continuous Residual Distribution Scheme. Journal of Scientific
Computing, 72(3):1232–1268, September 2017.
[11] S. Bernstein. De´monstration du the´ore`me de weierstrass fonde´e sur le calcul des probabilite´s (demonstration of a theorem of weierstrass based on the
calculus of probabilities). Communications of the Kharkov Mathematical Society, 13:1–2, 1912.
[12] A. Cangiani, J. Chapman, E. H. Georgoulis, and M. Jensen. Implementation of the Continuous-Discontinuous Galerkin Finite Element Method. In
Andrea Cangiani, Ruslan L. Davidchack, Emmanuil Georgoulis, Alexander N. Gorban, Jeremy Levesley, and Michael V. Tretyakov, editors, Numerical
Mathematics and Advanced Applications 2011, pages 315–322, Berlin, Heidelberg, 2013. Springer Berlin Heidelberg.
[13] J. Cheng and C.W. Shu. Positivity-preserving Lagrangian scheme for multi-material compressible flow. Journal of Computational Physics, 257:143–168,
2014.
[14] S. Clain, S. Diot, and R. Loube`re. A high-order finite volume method for systems of conservation laws – Multi-dimensional Optimal Order detection
(MOOD). Journal of Computational Physics, 230(10):4028–4050, 2011.
[15] H. Deconinck and M. Ricchiuto. Residual Distribution Schemes: Foundations and Analysis. In Encyclopedia of Computational Mechanics. John Wiley &
Sons, Ltd, 2004.
[16] S. Diot, S. Clain, and R. Loube`re. Improved detection criteria for the Multi-dimensional Optimal Order Detection (MOOD) on unstructured meshes with
very high-order polynomials. Computer & Fluids, 64:43–63, 2012.
32
[17] S. Diot, R. Loube`re, and S. Clain. The multidimensional optimal order detection method in the three-dimensional case: very high-order finite volume
method for hyperbolic systems. International Journal for Numerical Methods in Fluids, 73(4):362–392, 2013.
[18] M. Dumbser and R. Loube`re. A simple robust and accurate a posteriori sub-cell finite volume limiter for the discontinuous Galerkin method on unstructured
meshes. Journal of Computational Physics, 319:163–199, 2016.
[19] M. Dumbser, O. Zanotti, R. Loube`re, and S. Diot. A posteriori subcell limiting of the discontinuous Galerkin finite element method for hyperbolic
conservation laws. Journal of Computational Physics, 278:47–75, 2014.
[20] A. Dutt, L. Greengard, and V. Rokhlin. Spectral deferred correction methods for ordinary differential equations. BIT Numerical Mathematics, 40(2):241–
266, 2000.
[21] D. Kuzmin. A vertex-based hierarchical slope limiter for p-adaptive discontinuous Galerkin methods. Journal of Computational and Applied Mathematics,
233(12):3077–3085, 2010. Finite Element Methods in Engineering and Science (FEMTEC 2009).
[22] Y. Liu, C.W. Shu, and M. Zhang. Strong stability preserving property of the deferred correction time discretisation. Journal of Computational Mathematics,
26(5):633–656, 2008.
[23] G.C. Lorentz. Bernstein polyomials. Mathematical expositions. University of Toronto press, 1953.
[24] M.L. Minion. Semi-implicit spectral deferred correction methods for ordinary differential equaions. Communication in Mathematical Physics, 1(3):471–
500, 2003.
[25] B. Perthame and C.W. Shu. On positivity preserving finite volume schemes for Euler equations. Numerische Mathematik, 73:119–130, 1996.
[26] M. Ricchiuto. Contributions to the development of residual discretizations for hyperbolic conservation laws with application to shallow water flows, 2011.
Habilitation a` Diriger des Recherches (HDR).
[27] M. Ricchiuto and R. Abgrall. Explicit Runge-Kutta residual distribution schemes for time dependent problems: Second order case. Journal of Computa-
tional Physics, 229(16):5653–5691, 2010.
[28] M. Ricchiuto, R. Abgrall, and H. Deconinck. Application of conservative residual distribution schemes to the solution of the shallow water equations on
unstructured meshes. Journal of Computational Physics, 222:287–331, 2007.
[29] C.W. Shu and S. Osher. Efficient implementation of essentially non-oscillatory shock-capturing schemes, II. Journal of Computational Physics, 83:32–78,
1989.
[30] F. Vilar. A Posteriori Correction of High-Order Discontinuous Galerkin Scheme through Subcell Finite Volume Formulation and Flux Reconstruction.
working paper or preprint, Jul 2018.
[31] P. Woodward and P. Colella. The numerical simulation of two-dimensional fluid flow with strong shocks. Journal of Computational Physics, 54:115–173,
1984.
[32] M. Yang and Z.J. Wang. A Parameter-Free Generalized Moment Limiter for High-Order Methods on Unstructured Grids. Aerospace Sciences Meetings.
American Institute of Aeronautics and Astronautics, 2009.
33
