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Abstract
The understanding of which degrees of freedom are relevant for the confinement of
quarks is a long standing problem. Since it is widely believed that the center of the
gauge group plays an important role, it is interesting to study a theory with a trivial
center. The simplest model to investigate this problem is provided by a theory in
an odd-dimensional representation of the gauge group SU(2).
Center-blind theories were studied long time ago in two different discretizations,
the adjoint Wilson and the Villain action, and they turned out to be problematic
for two reasons. In both cases a bulk phase transition was shown to overshadow the
physical finite temperature one. Another feature, pointed out in the Villain case,
was the presence of twist sectors, which could cause difficulties in the construction of
an ergodic algorithm. The lattice artifacts responsible for the bulk phase transition
were identified with Z2 monopoles and they could be suppressed by the use of an
appropriate chemical potential. A preliminary investigation of the finite temperature
phase transition by other authors was done only in the Villain case and without
taking care of the twist sectors.
In this thesis we perform a lattice study of the Wilson action in the adjoint rep-
resentation of the gauge group SU(2) with a chemical potential, which suppresses
the Z2 monopoles at zero and non-zero temperature. We investigate the effects of
the chemical potential λ on some observables. For large enough λ at vanishing tem-
perature the observables do not show any discontinuity in the adjoint coupling. In
this region we study the existence of a finite temperature phase transition restricting
ourselves mainly to the trivial twist sector. In order to detect this phase transition
we are able to define a new order parameter, which we successfully test also for the
case of the fundamental representation of SU(2). Furthermore we analyze the spa-
tial distribution of the fundamental Polyakov loop and the Pisa disorder operator
which detects the condensation of magnetic charges. These different tools provide
an indication for a finite temperature phase transition or crossover decoupled from
the bulk phase transition.
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Das Verständnis dafür, welche Freiheitsgrade für das Eingeschlossensein der Quarks
von Bedeutung sind, ist ein altbekanntes Problem. Da weithin angenommen wird,
dass das Zentrum der Eichgruppe eine bedeutende Rolle spielt, ist es interessant,
eine Theorie mit einem trivialen Zentrum zu untersuchen. Das einfachste Modell,
um dieses Problem zu untersuchen, ist eine Theorie mit ungeradzahliger Dimension
der Darstellung der Eichgruppe SU(2).
Theorien mit einem trivialen Zentrum werden schon seit langer Zeit in zwei
verschiedenen Diskretisierungen untersucht: die adjungierte Wilson-Wirkung und
die Villain-Wirkung. Es stellte sich heraus, dass sie aus zweierlei Gründen proble-
matisch sind. Zunächst zeigte sich, dass in beiden Fällen ein bulk-Phasenübergang
den physikalischen Phasenübergang bei endlicher Temperatur überschattet. Dar-
überhinaus erwies es sich im Falle der Villain-Theorie, dass die Anwesenheit von
Twist-Sektoren für die Konstruktion eines ergodischen Algorithmus problematisch
sein kann. Die Gitter-Artefakte, die den bulk-Phasenübergang verursachen, wurden
mit Z2 Monopolen identifiziert. Diese Monopole können mit Hilfe eines entsprechen-
den chemischen Potentials unterdrückt werden. Eine erste Untersuchung des Pha-
senübergangs bei endlicher Temperatur durch andere Autoren wurde nur im Falle
der Villain-Wirkung durchgeführt, wobei in dieser Untersuchung die Twist-Sektoren
ohne Berücksichtigung blieben.
In der vorliegenden Arbeit untersuchen wir nichtstörungstheoretisch die Wilson-
Wirkung in der adjungierten Darstellung der Eichgruppe SU(2) mit einem chemi-
schen Potential, welches die Z2-Monopole bei nicht verschwindender Temperatur
und bei Temperatur Null unterdrückt. Wir untersuchen hierbei die Auswirkungen
des chemischen Potentials λ auf einige Observable. Für hinreichend große λ zeigen
die Observablen keine Diskontinuität in der adjungierten Kopplung. In diesem Ge-
biet des Phasendiagramms untersuchen wir, meist eingeschränkt auf den trivialen
Twist-Sektor, die Existenz eines Phasenübergangs bei endlicher Temperatur. Um
diesen Phasenübergang zu identifizieren, gelingt es uns, einen neuen Ordungspara-
meter zu definieren, den wir erfolgreich auch in der fundamentalen Darstellung der
SU(2) testen. Ferner analysieren wir die räumliche Verteilung der fundamentalen
Polyakov-loop-Variable und des Pisaer Unordnungs-Operators, welcher die Konden-
sation magnetischer Ladungen beschreibt. Die Ergebnisse, die wir mit diesen Unter-
suchungsmethoden erhielten, lassen auf einen vom bulk-Phasenübergang entkoppel-
v
ten Phasenübergang bei endlicher Temperatur oder einen cross-over schließen.
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1 Introduction
Gauge theories are a key element of particle physics, since they provide a unified
description of the electromagnetic, the weak and the strong interaction. The gauge
symmetries originated by the gauge group dictate the form of the Lagrangian and,
in this way, the dynamics. Non Abelian gauge theories were introduced in 1954 by
Yang and Mills [1], but at the beginning [2] the reaction of the physical community
was quite cold; it was in fact clear that gauge invariance forbids massive terms for
the charged vector fields in the Lagrangian, thus implying a long range interaction
in contradiction with experiments. The problem was solved in models with a scalar
field via spontaneous symmetry breaking, which generates a mass for the vector
bosons [3]. These ideas paved the way for the Standard Model of particle physics
[4, 5, 6]; even if the Higgs boson must be still detected and possible extensions of
the SM will be checked in the next generation of accelerators, nowadays, thanks
to its extraordinary agreement with experimental results, it is the accepted model
for the fundamental forces of nature. The Lagrangian is invariant under the group
SU(3)c × SU(2)I × U(1)Y; the SU(2)I × U(1)Y symmetry associated with the weak
isospin I and the weak hypercharge Y describes the unified electroweak interactions
and the color SU(3) symmetry governs the strong interactions.
Several historical steps were needed in order to understand that the strong force
could be described by Quantum Chromodynamics (QCD). It was soon realized that
the hadrons could not be elementary particles, due to their proliferation. Gell-Mann
and Zweig proposed a model able to explain the occurrence of the hadrons in mul-
tiplets [7,8] by introducing elementary constituents called quarks, but these objects
were thought more as a useful tool to classify hadrons than as really physical ob-
jects. These early expectations were disattended by the experimental data obtained
in the deep inelastic electron-nucleon scattering. These data confirmed the Bjorken
hypothesis of scaling of the structure functions [9] and this behavior could be well
explained if the hadrons were made up of point-like particles, which were called
partons [10, 11]. Later on the partons were identified with the quarks on the basis
of their quantum numbers. New experiments pointed out that they should carry
a new degree of freedom. In fact the existence of states like the baryon ∆++ and
the discrepancy between the predicted and the observed ratio of total cross sections
for the processes e+e− → hadrons and e+e− → µ+µ−, posed some difficulties. It
was soon realized that they could be easily solved if the quarks carried a further
quantum number, called color. The same experimental data fixed also the color
group to be SU(N)c with Nc = 3. All these achievements led Fritzsch, Gell-Mann
and Leutwyler to propose a non Abelian SU(3) gauge theory with quarks as the
theory of the strong interactions [12] and nowadays it is widely believed that it is
1
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the correct one thanks to the agreement with several experimental data.
QCD describes the behavior of quarks and gluons; the hadrons are made up of
quarks and the gluons are the vector bosons which mediate the interaction. Both
quarks and gluons carry the quantum number of color and as a consequence a pure
non Abelian gauge theory, i.e. a theory with only gauge fields, is already interacting.
This constitutes a striking difference with QED where the photons, which are U(1)
neutral, do not self-interact. This characteristic of QCD is at the origin of a prop-
erty called asymptotic freedom [13, 14, 15]: the strength of the strong interactions
decreases as the momentum exchanged in a process increases and the partons behave
like free particles. In this regime a perturbative expansion in the coupling constant
is feasible; the theoretical computations give a nice agreement with experimental
data thus substantiating the idea that QCD is the theory of the strong interaction.
On the other hand, in the low-energy regime the strength of the coupling constant
increases and the quarks are strictly bound into hadrons, which are colorless objects.
This is another peculiarity of QCD with respect to QED; the Lagrangian is written
in terms of the fundamental fields, quarks and gluons, which are colored particles,
but in nature only colorless objects are detected. The strong experimental evidence
about the absence of colored sources in nature is so impressive that confinement is
believed to be a fundamental property of QCD at large distances. Moreover, the
hadronic spectrum is characterized by the Regge trajectories, which suggest that the
potential binding the quarks together should rise linearly at large distances. Another
relevant phenomenon in the infra-red regime of QCD is the spontaneous breaking of
the chiral symmetry; the vacuum is not invariant under chiral transformations and
an octet of Goldstone bosons is expected, which can be identified with the octet of
pseudoscalar mesons (π±, π0, K±, K0, K̄0, η).
At high temperatures or baryon densities the theory is supposed to undergo a
phase transition, with the linear potential substituted by a Debye screening one and
chiral symmetry restoration; the first effect could be signalled in experiments by
the J/ψ suppression [16] and the second via the enhancement in the production of
strange hadrons. The picture which arises from these considerations suggests the
existence of two different regimes. A low energy hadronic phase characterized by
confinement and chiral symmetry breaking and a high density quark-gluon plasma
phase in which deconfinement and chiral symmetry restoration take place. Unfor-
tunately the experiments about high energy heavy ion collisions still do not give
clear indications about the occurrence of the transition between the two phases. It
would be also interesting to understand whether chiral symmetry restoration and
confinement occur at the same temperature or not.
Since the pioneering work of ’t Hooft [17, 18] and Polyakov [19], the relevance
of topology and geometry in the comprehension of these problems were realized,
and the importance of topological solutions like instantons, monopoles and vortices
recognized. The instantons [20] are classical solutions of the equation of motions
of pure Yang-Mills theory in a 4d Euclidean space; the early expectations that
they could explain confinement were soon unfulfilled, but they provided a solution
for the U(1)A [21, 22] problem and there are good indications that they could be
useful in the chiral symmetry breaking problem [23, 24, 25, 26]. Many models of
the QCD vacuum were proposed in order to explain confinement and some of them
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exploited the properties of topological configurations. Two of the most famous
are the dual superconductivity [27, 28, 29, 18, 30] scenario and the vortex model of
the vacuum [31, 32, 33]. In the first case magnetic monopoles are considered to
be the relevant degrees of freedom; their condensation in the vacuum leads to the
formation of thin flux tubes of chromoelectric field between the quarks, which bind
them into hadrons; this picture resembles the situation in a superconductor, but with
electric and magnetic fields exchanged, hence the name dual superconductivity. In
the other model the relevant degrees of freedom are thought to be vortices and their
condensation should explain confinement. Topology plays a role since for a gauge
group SU(N) the Abelian magnetic monopoles are classified by the first homotopy
group of the Abelian subgroup U(1)(N−1), which corresponds to Π1(U(1)(N−1)) =
Z
(N−1), and vortices by the first homotopy group of the gauge group modulo its
center, i.e Π1(SU(N)/ZN) = ZN . Even if it is proved that in some toy-models
(Georgi-Glashow model in 2+1 dimensions [19], N=2 supersymmetric Yang-Mills
broken to N=1 in 3+1 dimensions [34,35]) confinement is due to the condensation of
magnetic monopoles, both the dual superconductor scenario and the vortex model
are unsatisfactory and an explanation is still missing.
The confinement and chiral symmetry breaking phenomena are difficult to un-
derstand also because they occur in the low-energy regime, where a perturbative
expansion of the coupling constant makes no sense, and adequate non-perturbative
methods must be developed. In 1974 Wilson introduced a non-perturbative approach
to the problem by discretizing 4d space-time on a Euclidean lattice [36]. The matter
fields live on the sites of the lattice and the gauge fields are the connections between
them. The quantization of this theory is performed in the path integral formalism.
In the Euclidean lattice formulation a quantum field theory looks like a classical sta-
tistical system thus allowing the use of common techniques. Wilson introduced this
approach to explain confinement and indeed he proved that, in the strong coupling
limit, which corresponds to a high temperature expansion in a statistical system, a
pure Yang-Mills theory confines static color charges in the fundamental representa-
tion. Anyway in a non Abelian gauge theory the continuum limit is obtained in the
weak coupling limit and in this region the result of Wilson does not apply. But the
lattice formulation allows also the use of Monte Carlo techniques, as Creutz showed
first in his seminal work about pure SU(2) gauge theory [37], and many useful infor-
mations can be obtained through numerical simulations. Monte Carlo simulations
showed that QCD is confining at zero temperature for all the values of the coupling
constant, so also in the weak coupling limit, and the string tension [38] and other
properties of the confining flux tubes were measured. Lattice simulations were essen-
tial also to study the properties of QCD at finite temperature. In pure SU(N) gauge
theories, through the use of appropriate order parameters, it was found evidence for
a deconfinement phase transition driven by the spontaneous breaking of the global
center symmetry ZN , as early theoretical expectations suggested [39,40]. When the
fermions are included the situation becomes more complicated and the nature of the
transition from a confined to a deconfined phase strongly depends on the numbers of
flavors and on the masses of the quarks [41]. In the case of 2 massless flavors there
is no indication for a discontinuous phase transition, but for Nf ≥ 3 the transition
is found to be first order. With 3 light quarks the phase diagram is quite complex
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and when the masses of the quarks assume values near to the physical ones, it is
no more so clear whether there is still a phase transition or rather a crossover. A
complete phase diagram of QCD with 3 quarks flavors can be found in [42].
Lattice simulations are however useful also to investigate the different models of
confinement, like the dual superconductor and the vortex vacuum. In recent years
much work has been done in order to elucidate these models. The mechanisms
underlying them are of course gauge independent, but both of them were mostly
studied with the help of particular gauges; on the lattice, as far as gauge invariant
observables are studied, there is no need to fix the gauge, but it turned out that
this procedure was useful to extract the degrees of freedom considered to be relevant
for confinement. In the dual superconductor picture the effective Lagrangian is
supposed to be a dual Abelian-Higgs model with a U(1) × U(1) symmetry and
magnetic monopoles; the relevant degrees of freedom are extracted through the use
of Abelian gauges, the most famous and used being the maximal Abelian gauge
(MAG). The observables can be computed in the Abelian projected theory, i.e.
in the theory first gauge fixed with MAG and then projected onto the Abelian
subspace; they numerically agree very well with the observables computed in the
original theory [43, 44]. This property is named Abelian dominance. The situation
for the vortex model is similar. There are some gauges, like the maximal Center
gauge (MCG), which are used to locate the center vortices and to reduce a non
Abelian SU(N) gauge theory to its center degrees of freedom by projection. The
observables computed in the center-projected and in the original theory almost agree
and one speaks of center dominance [45]. In both cases, anyway, there are problems
with the gauge fixing procedure because of the presence of Gribov copies.
It would be interesting to have a way to understand which are the relevant degrees
of freedom for confinement. As a simple toy-model one can consider the gauge group
SU(2) and compare it with the theory in the adjoint representation, i.e. an SO(3)
theory. These two different discretizations are believed to posses the same continuum
limit, but this expectation is based only on perturbative arguments; since recently
some doubts have been raised [46, 47], it is worth performing a non-perturbative
investigation of the SO(3) theory. Moreover this model is interesting because it has
no center, since SO(3) = SU(2)/Z2; for this reason not only the projection onto Z2
makes no sense, but the deconfinement phase transition, if there is any, cannot be so
easily associated with the breaking of the center symmetry, as it is usually done for a
SU(N) gauge theory in the fundamental representation. It has been shown anyway
that this model has non trivial twist sectors [48,49,50]; they are not associated to the
presence of a center but are defined by the first homotopy group, which for SU(2)
and SO(3) is the same, i.e. Π1(SU(2)) = Π1(SO(3)) = Z2. A non trivial twist sector
signals the presence of a center vortex and they could still play a role in the dynamics
of the theory. One could go further and study a group with trivial center and trivial
first homotopy group; the simplest group with these characteristics is G2, which is
anyway rather cumbersome to simulate on the lattice [51, 52]. The purpose of this
thesis is to make a non perturbative study of the SO(3) theory at finite temperature
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and to understand whether a finite temperature phase transition occurs and which
are the degrees of freedom responsible for that. A preliminary investigation was
already done, but only within a particular discretization, the Villain action, and
without taking care of the twist sectors [53].
In Chapter 2 we will introduce some basics notations about the discretization of
a continuum theory on a lattice and explain how to get the continuum limit of the
discretized theory. After having explained in more detail the problem of confinement
and chiral symmetry breaking, we will describe some techniques that can be used
to detect a phase transition, i.e. the study of thermodynamics and the definition
of appropriate order parameters. In Chapter 3, after a general introduction about
the relationship between confinement and topology, we will expose in detail the two
aforementioned models of the QCD vacuum: the dual superconductor and the vortex
model. We will explain how they are formulated in the continuum and how they
are then studied on the lattice. We will focus our attention in particular on two
order parameters which are commonly used for SU(N) theories in the fundamental
representation to study the deconfinement phase transition, i.e. the disorder operator
and the vortex free energy. In Chapter 4 we will review some old results about
theories in representations different from the fundamental one. We will show that
in all these cases bulk phase transitions at zero temperature occur and that they are
driven by lattice artifacts of some sort. With the help of a particular discretization,
the Villain action, the lattice artifacts are identified with Z2 monopoles and through
the introduction of twist sectors the connection with a theory in the fundamental
representation is clarified. In Chapter 5 we will describe our work. We focused
our attention not on the Villain discretization, but rather on the adjoint Wilson
action. This allows a numerical check of the ideas developed for the Villain case.
Also for the adjoint Wilson action Z2 monopoles and twist observables, which are
slightly different from the definitions given within the Villain discretization, can
be constructed. We investigated in particular the adjoint Wilson action with a λ
chemical potential which suppresses the Z2 monopoles. We studied the effect of
varying λ on various observables. We observed a change of order of the bulk phase
transition and tunneling between different twist sectors. We investigated then the
finite temperature phase transition in a fixed twist sector by using the distribution
of the Polyakov loop in the fundamental representation and the Polyakov loop in the
adjoint representation. In Chapter 6 we suggest a possible mechanism of symmetry
breaking in SO(3) and we define a corresponding order parameter able to detect
this symmetry breaking. We tested it in the SU(2) theory in the fundamental
representation and we investigated then the adjoint Wilson action with the monopole
suppression term in a fixed twist sector. In Chapter 7 we construct the disorder
operator, used before us by the Pisa group to investigate only the finite temperature
phase transition of a SU(N) theory in the fundamental representation, for a center-
blind theory. We studied both the case with λ = 0 and then with λ = 0. Finally,
in Chapter 8, we draw some conclusions. We relegated some technicalities in the
appendices. In Appendix A we explain some basics notions about the Monte Carlo
techniques and some details about the algorithm used. In Appendix B we introduce
the basics concepts and formulae for data analysis. In Appendix C we describe the
MAG gauge fixing procedure. In Appendix D we develop a decomposition of the
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gauge field motivated by the ideas explained in Chapter 6.
Chapter 2
Lattice QCD
The lattice formulation of QCD [36] was introduced long time ago in order to un-
derstand the confinement phenomenon and to carry out a non-perturbative analysis
of the theory.
In the first chapter we will give first of all an introduction to the lattice regular-
ization of Yang-Mills theories in the presence of matter fields [54]. We will analyze
in detail the different steps essential to discretize the theory, since in our work we
tried to understand what happens when a basic aspect, i.e. the representation of
the gauge action, is varied. After that, we will explain how to recover the contin-
uum limit of the theory, thus allowing the possibility of getting results which can be
compared with real-world observables.
Then we will go deeper into the problem of confinement and its characterization.
We will review the different tools, thermodynamics and order parameters, which
were used until now to describe the finite temperature phase transition, and we
will emphasize the differences between the adjoint representation, with a trivial
center, and the fundamental representation, with non-trivial center. The discussion
about the order parameters will be important because it will naturally bring us, in
the next chapter, to the description of two models of the QCD vacuum, the dual
superconductor and the vortex model.
2.1 Formulation of lattice gauge theories
The discretization of a continuum action on the lattice is not a unique procedure. It
is a construction made up of different steps and each of them can be implemented
in several ways. It is widely believed, anyway, that universality holds, i.e. that all
the differently discretized quantum theories have the same continuum limit.
First of all a lattice must be introduced in order to discretize space-time; there are
many possible choices like the hypercubic, which is the simplest and most commonly
used one, the body-centered cubic [55] and the random lattices [56,57]. Complicated
geometries will increase the computational effort but it is expected that the physics
will be unaffected in the continuum limit, if universality holds. For this reason the
hypercubic grid with lattice spacing a and size NDS ×NT (with D spatial dimensions)
is almost uniquely used.
The next step is the introduction of matter and gauge fields on the lattice. The
7
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matter fields, ψ(x) , are attached to each site and the gauge fields, Uµ(x), are
associated with the links; in this way the gauge field preserves its function of parallel
transporter and it is then represented as
U(x, x + µ̂) ≡ Uµ(x) = eiagAµ(x) , (2.1)
where Uµ(x) are SU(N) matrices and Aµ(x) ≡ Aaµ(x) ·T a/2, with the normalization
TrTaTb = δab/2. The definition of the link variable as a discretized path ordered
product implies that
U(x, x − µ̂) ≡ U−µ(x) = U †(x − µ̂, x) . (2.2)
The lattice gauge fields live in a definite representation of the gauge group and not of
the algebra like in the continuum theory. The quark fields are Grassmanian variables
which live in the fundamental representation of the algebra of the gauge group. The
gauge fields, in the absence of matter fields, can be chosen in any representation
of the gauge group. This is a non-trivial aspect which will turn out to be very
important for our work; anyway they are also commonly chosen in the fundamental
representation.
The next task is the definition of an action for the fields previously introduced
and the usual way is looking for the simplest object which possesses some important
symmetries, i.e. it must be Poincaré and gauge invariant. The first observation is
that the Poincaré symmetry group is reduced to a discrete subgroup as soon as a
discrete space-time is introduced; the continuous rotation group is replaced by the
discrete hypercubic group and translations must be integer multiples of the lattice
spacing a. Under local gauge transformations Ω(x) the fields transform as






†(x + µ̂) . (2.3)
Given the transformation laws it is easily understood that the only gauge invariant
objects are obtained by taking the trace over the color indices of a product of links
along a closed path (Wilson loop), or along a line which stretches across the lattice
and it is closed through periodic boundary conditions (Wilson/Polyakov line), or
along a path which begins with an antifermion and ends into a fermion. For SU(N)
with N ≥ 3 the trace is complex and the real part is taken in order to average the
loop and its charge conjugate. In a SU(N) gauge theory with fermions the minimal
choice to build a Lorentz scalar and color-singlet lattice action is to use for the







γµ[Uµ(x)ψ(x + µ̂) − U †µ(x − µ̂)ψ(x − µ̂)] , (2.4)
and for the gauge variables to sum over all the possible µ, ν orientations of the real
part of the trace in the fundamental representation of a 1 × 1 loop (plaquette)∑
1≤µ<ν≤4
Re TrF [Uµν(x)] ≡
∑
1≤µ<ν≤4
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The action is then given by summing over all the points of the lattice and it is
straightforward to show that it gives the familiar Yang-Mills continuum action with






































This lattice action, being gauge and Lorentz invariant by construction, is also in-
variant under P, C and T transformations.
Let us concentrate for a while on the pure gauge part of the action and emphasize
some aspects which will be important in the following. The choice of taking 1 × 1
loops is of course arbitrary and every bigger loop gives always the same leading order
in a, i.e. a4 TrF [Fµν(x)F
µν(x)]; usually bigger plaquettes, for instance 1 × 2, are
considered besides the minimal ones in improved actions, when one wants to suppress
O(a2) corrections and recover the continuum limit on coarser lattices. Moreover, as
already explained, the gauge fields must not necessarily live in the fundamental
representation; the choice of another representation, despite having the same näıve
continuum limit, has consequences that will be analyzed in detail in Chapter 3.
The key point is that all this modified (in the sense that differ from the minimal
prescription) actions must give the same continuum limit, if universality holds.
The main topic of this work is confinement and its characterization; since it is
believed to be a characteristic of a pure non Abelian gauge theory, in this thesis we
will not deal with fermions, but for sake of completeness some further comments
about the invariance of the fermionic action are worth. It possesses a global sym-
metry related to baryon number conservation and which leads to the conservation
of a vector current
ψ(x) → eiθψ(x) ,
ψ̄(x) → ψ̄(x)e−iθ , (2.7)
and in the limiting case mq = 0 is also invariant under
ψ(x) → eiθγ5ψ(x) ,
ψ̄(x) → ψ̄(x)eiθγ5 . (2.8)
The consequence of having both axial and vector symmetries in a hard-cutoff reg-
ularization scheme is the violation of the Adler-Jackiw-Bell theorem; this is due to
the fact that the näıve discretized Dirac action has the notorious fermion doubling
problem: in the continuum limit it gives 2d = 16 flavors instead of 1 and the chiral
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charges of these extra fermions cancel exactly the ABJ anomaly. The doubling prob-
lem leads to the Nielsen-Ninomiya no-go theorem [58]: it is not possible to define
a local, translationally invariant and hermitian lattice action that preserves chiral
symmetry and does not have doublers. Two remedies were usually adopted: Wilson
suggested to add an additional term which goes to 0 in the näıve continuum limit
and breaks explicitly chiral invariance but removes the doublers; the other approach
exploited the larger symmetry group of the discretized fermion action, U(4)⊗U(4),
to reduce the doubling problem from 2d = 16 → 16/4 and to maintain a remnant
chiral symmetry (staggered fermions). The basic step to solve the problem was the
rediscovery [59] of the Ginsparg-Wilson relation [60]
γ5D + Dγ5 = aDγ5D , (2.9)
and understanding that chiral symmetry can be realized in different ways [61, 62].
Eq. (2.9) implies in fact a novel continuous symmetry of the fermionic action, given















which can be interpreted as a lattice form of chiral symmetry. The Nielsen-Ninomiya
theorem is thus bypassed because the anticommutation relation between γ5 and the
Dirac operator D, which was usually assumed to guarantee the invariance of the
fermionic action under the old continuous chiral symmetry transformations (2.8), is
substituted by eq. (2.9) and fermions of definite chirality can be safely defined on
the lattice.
After having introduced the gauge and the matter fields and having defined an
action, the theory must be quantized by specifying the functional integral; in partic-
ular a measure must be chosen and a good choice should respect gauge invariance.
For the gauge group this is accomplished by using the Haar measure and the ex-
pectation value of an observable O({Uµ(x), ψ(x)}) (which depends on the gauge




(DU)(Dψ̄)(Dψ)O exp(−S(Uµ, ψ̄, ψ)) ,
Z =
∫
(DU)(Dψ̄)(Dψ) exp(−S(Uµ, ψ̄, ψ)) , (2.11)
where (DU) =
∏
x,µ dUµ(x), (Dψ) =
∏
x,α dψα(x) and (Dψ̄) =
∏
x,α dψ̄α(x). One
can show that the partition function Z for a field theory at finite temperature [63]
differs from the functional integral of the theory at zero temperature because of the
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and the expectation value of the observables is obtained through the modified inte-
gral. The fields must satisfy the necessary boundary conditions at t = 0 and t = 1
T
,
in particular boson fields satisfy periodic boundary conditions and fermions antiperi-
odic boundary conditions. Since on a finite lattice also NS is limited, to ensure that
the temporal direction results compactified with respect to the others, NT  NS
must be chosen.
Now that the basic aspects were introduced, we can go further describing how to
reach the continuum limit of lattice QCD and studying in more detail the problem
of confinement.
2.2 The physical continuum limit
Since one of the fundamental purposes of lattice QCD is to give quantitative pre-
dictions about physical observables, we must be able to recover its continuum limit.
The regularized theory in a finite volume has a physical temperature T and volume
V which are determined by the lattice spacing a and by the number of lattices sites




, V = (NSa(β))
3 , (2.13)
with the lattice spacing which depends on the bare coupling β ≡ 2N/g2. Moreover,
all the physical observables are measured on the lattice in terms of the cut-off a
ma = 1/ξ , (2.14)
where m indicates a mass and ξ a correlation length. In order to get the continuum
limit we must act on the bare parameters of the theory in such a way that we
can send a → 0, NT , NS → ∞ while keeping finite the physical mass m; it means
that the correlation length ξ has to diverge, such that the system is undergoing a
second order phase transition and reaching a critical hypersurface in the space of the
bare parameters. Any meaningful continuum limit must be taken by approaching
the critical hypersurface, but to establish whether a discretized theory possesses a
well defined and non-trivial continuum limit is not easy at all. The nature of the








which describes how the renormalized coupling gR varies with the cut-off a at fixed
bare coupling g0 and







which determines the change of g0 with the cut-off keeping gR fixed. If the value
of gR is such that the β(gR) equals zero, then it means that gR does not change
under variations of the cut-off and we have reached a fixed point. If the slope of
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β(gR) at zero is positive, then the renormalized coupling in the continuum limit is
driven towards the fixed point, called infrared fixed point; if the slope is negative,
then gR is driven away and the fixed point is called ultraviolet fixed point. For
βLAT , due to the minus sign, the situation is the opposite: its zeros with a positive
slope, i.e. the infrared fixed points, repel the bare coupling as we move towards the
continuum limit, the ultraviolet fixed points attract g0. Combining the informations
about the fixed points of the β−functions, the following picture is obtained: if one
starts with bare parameters in the basin of attraction of an ultraviolet fixed point,
then it is possible to reach different renormalized couplings gR within certain bounds
determined by the infrared fixed points; outside this basin, the renormalized coupling
will approach the infrared fixed point.
In QCD the bare parameters are the coupling constant g and the masses of
the quarks, but in the limit of infinite or zero quark masses the continuum limit is
controlled only through g. The β−function can be computed in perturbation theory:
βLAT (g) = −β0g3 − β1g5 + . . . (2.17)
























which are universal, i.e. gauge and regularization scheme invariant. It can be also
shown that these two terms coincide for βLAT (g0) and β(gR). Since Nf < 16, β0
is positive and this is a manifestation of a fundamental property of QCD, asymp-
totic freedom: the strength of the strong interactions decreases as the momentum
exchanged in a process increases; in other words g = 0 is an ultraviolet fixed point
of the theory and the continuum limit is reached sending g → 0, or equivalently
β = 2N/g2 → ∞, by keeping the renormalized coupling gR fixed. Asymptotic
freedom implies dimensional transmutation, i.e. the fact that QCD dynamically














which is a constant independent of g. This 2-loop definition of Λ is not unique, but
once it is known in one scheme, it can be related to the value in any other scheme. It
gives explicitly the perturbative relation between the lattice spacing a and the bare
coupling g. Close enough to the fixed point at g = 0 perturbation theory holds, the
system is in a regime of asymptotic scaling and every mass in lattice units varies as
a function of g according to








0){1 + O(g2)} . (2.20)
If two masses m1 and m2 are considered then both would scale according to (2.20)






{1 + O(a2m2)}. (2.21)
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Close enough to the continuum limit this ratio should be nearly constant and in this
case one speaks of scaling.
In the case of quark masses different from zero, one has to take care also that
the continuum limit is taken along lines of constant physics; it means that ratios of
hadron masses, one for each non degenerate quark mass mq, must be kept constant
as the couplings (β,mq) are varied.
2.3 Confinement and chiral symmetry
As already explained in the introduction, QCD is commonly believed to confine color
charges into hadrons at low energies. This idea is supported by experimental facts,
which put very strict bounds on the existence of free quarks.
In Millikan-like experiments, devoted to detect particles with fractional electric
charge, the observed number of events is much smaller than the number expected
from thermodynamical arguments applied to the evolution of the early Universe,
i.e. nobs/nexp ∼ 10−15; an upper bound on the ratio of the cross section for quark
production to the total cross section can be obtained from high energy collisions ex-
periments, i.e. σq/σtot ∼ 10−15. The strong experimental evidence about the absence
of free color charges in nature suggests that confinement should be a fundamental
property of QCD at large distances and it could be explained more naturally in
terms of a symmetry than with the fine tuning of some parameters.
Although reliable results from heavy ion collisions experiments are still lacking,
in recent years lattice simulations gave an interesting picture of the QCD phase
diagram, showing different behaviors by varying the temperature and the density.
At zero temperature confinement takes place and quarks are bound into hadrons.
The hadronic spectrum is characterized by Regge trajectories, which suggests a
linear rising potential at large distances. Moreover, the light pions in the spectrum
indicate the spontaneous breaking of the chiral symmetry, measured through the
chiral condensate 〈ψ̄ψ〉. At high temperature the picture changes and another phase
is supposed to occur, in which color charges are deconfined thus forming a quark-
gluon plasma. The linear confining potential is supposed to be substituted by a
Debye screening one and chiral symmetry should be restored; a possible experimental
signature of the change in the potential is the J/ψ suppression and the evidence
for the restoration of chiral symmetry would be given by the enhancement in the
production of strange hadrons.
Since there are several indications about the existence of different phases, it is
then interesting to understand whether they are separated by a phase transition or
rather a crossover and what kind of mechanism is responsible for that. In a pure
SU(N) gauge theory in the fundamental representation without matter fields lattice
simulations strongly indicate the presence of a finite temperature deconfinement
phase transition [64, 65]. Confinement is usually characterized by a non-vanishing
string tension and it is associated with a global ZN symmetry, whose spontaneous
breaking, signalling the deconfinement phase transition, is monitored by the vacuum
expectation value of an order parameter, the Polyakov loop [66,67]. In the vicinity of
the critical point an effective theory in terms of the order parameter can be written,
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with a potential which breaks the center symmetry. This conjecture leads to a
correspondence between the dynamics of the phase transition in a SU(N) Yang-
Mills theory in (d+1)-dimensions and a ZN spin system in d dimensions [39, 40].
The SU(2) theory in the fundamental representation exhibits a second order phase
transition and it belongs to the same universality class of the 3d Ising model, while
SU(3) shows a weak first order phase transition resembling the behavior of the 3-
state Potts model in 3 dimensions. So in this case, thanks to the presence of the
center ZN , the order of the phase transition and the critical exponents are obtained
with simple symmetry arguments.
It is then interesting to study what happens if another representation of the
gauge group without the center, like the adjoint one, is chosen and check whether
it shows also a finite temperature deconfinement phase transition and if the critical
exponents coincide with the exponents of the 3d Ising model, as one would naively
expect from universality arguments. This case is more cumbersome since the center
symmetry is always unbroken, so the Polyakov loop cannot be used as an order
parameter, and the string tension between static adjoint charges can vanish also in
the confining phase, since a gluon can screen an adjoint charge. We will analyze in
the next chapters what happens in this case.
With dynamical fermions the situation is more complicated. The center symme-
try is explicitly broken by the fermionic action and the string tension can vanish also
in the confined phase due to the formation of quark-antiquark pairs. In this case the
properties of the QCD phase transition depend on the number of quark flavors and
their masses [42]. In the limit of vanishing quark masses, as already stressed, the
classical Lagrangian possesses the chiral symmetry, a global one, monitored by the
chiral condensate 〈ψ̄ψ〉. Also in this case the critical dynamics is well described by
an effective Lagrangian for the order parameter with the same global symmetry for
the QCD Lagrangian [41]; it suggests a first order phase transition for Nf ≥ 3 and
a second order phase transition for Nf = 2 and indeed this pattern was observed in
lattice simulations [68].
The finite temperature phase transition on the lattice can be studied by using
different tools, thermodynamical quantities and suitable order parameters, which we
will review in the next sections.
2.4 Thermodynamics
The importance of lattice QCD at finite temperature is evident not only because it
can give a detailed analysis of the deconfinement phase transition, but also because
one can obtain the equation of state of QCD at high temperature [69]. As is well
known, the perturbative expansion, due to its infra-red problems [70], has a poor
convergence even at high temperatures (T  4Tc), suggesting that non-perturbative
effects are still present and relevant; lattice computations stimulated the refining of
these techniques [71], through the resummation of hard thermal loops, in order to
match the perturbative with the lattice results, thus assessing the key role played
by the lattice investigation even at high temperatures.
It must be anyway stressed that the study of thermodynamical observables on
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the lattice is a difficult task for different reasons. If the standard Wilson action is
used, in fact, one must remember that at fixed temperature T , due to the presence of
lattice artifacts, there are corrections to the field strength tensor from the continuum
form FµνFµν of the order O((aT )
2 ≡ N−2T ), so NT must be not too small in order to
avoid too strong corrections; but at the same time one must keep in mind that all the
physical observables are measured in units of the lattice spacing a, for instance the
energy density goes like εa4 ∼ N−4T , such that to have constant accuracy the statistics
required increases rapidly with NT . Moreover, near the critical temperature the low
momentum modes are dominant and the finite physical volume will influence the
value of the physical observables; on the other side at high temperatures the high
momentum modes will give the largest contribution to observables like the energy
density and pressure, resulting in a strong influence of the finite cut-off a.
All the relevant thermodynamical quantities can be calculated from the partition
function Z(T, V ). In the continuum the free energy density f is simply given by the
logarithm of the partition function
f = −T
V
ln Z(T, V ) , (2.22)
and the energy density ε and the pressure p are obtained by differentiating it with








∂ ln Z(T, V )
∂V
. (2.24)
For large and homogeneous systems p = −f , so the entropy density s = (ε + p)/T








ε − 3p = T 5 ∂
∂T
(p/T 4) . (2.26)
Unfortunately the partition function is very difficult to compute directly using lat-
tice techniques, but one can measure the expectation value of the action, which is
proportional to the derivative of the logarithm of the partition function with respect
to β; the free energy density is then obtained, up to a normalization constant, by








dβ′[S0 − ST ] , (2.27)
with S0 = 6P0 and ST = 3(Pτ +Pσ), P0 being the expectation value of the plaquette
on symmetric lattices and Pτ , Pσ respectively the expectation value of the space-time
and space-space plaquettes on asymmetric lattices. At zero temperature and more in
general below Tc, since in gluodynamics the only excitations are glueballs, expected
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to be rather heavy (mG  1 MeV), the free energy f , which drops exponentially






[S0 − ST ] , (2.28)
and hence the energy density ε. The derivative of the bare coupling β with respect
to T is connected to the renormalization group equation









In a pure SU(N) lattice gauge theory in the fundamental representation one can
define different order parameters useful to distinguish the confined phase from the
deconfined one. The first definition was given by Wilson in his seminal work [36],
but after that other order parameters were introduced by Polyakov [66] and ’t Hooft
[17,31]. These order parameters are important in lattice computations because they
can also give important indications about the order of the transition and its critical
indices. They can be also related to the non-trivial topological content of the theory,
thus giving some insight into the problem of confinement.
2.5.1 Wilson criterion
For large distance R the continuum potential V (R) between two infinitely heavy
quarks (qq̄) is of the form
V (R) = σR + C0 + αR
−1 + O(R−2) , (2.30)
where σ is the string tension and the coefficient α describes the coulombic correction.
At large distances the linear term will dominate, but at short distances the coulombic
term will become more important. This simple ansatz for the potential, called
Cornell potential, shows simultaneously confinement and the coulombic short range
behavior. String theory predicts the coefficient of the R−1 correction to be [72]
α = − π
12
. (2.31)
On the lattice rectangular R×T Wilson loops W (R, T ) in the fundamental represen-
tation can be used to extract the lattice potential. One can regard the expectation
value of a Wilson loop as the creation of a qq̄ pair at a time T = 0 at point R/2, sepa-
rated instantaneously to R and 0, allowed to evolve for time T and then annihilated.
For T sufficiently large we have




log〈W (R, T )〉 . (2.32)
If such large temporal Wilson loops obey an area law, then the theory is in the
confined phase; otherwise, if a perimeter law shows up, the phase is the deconfined
2.5 Order parameters 17
one. An important analytical result is the proof of Seiler that the potential cannot
increase more than linearly at large distances [73]. In strong coupling expansion,
i.e. small β or large g, it can be proven that SU(N) gauge theories confine, with a
string tension given by
σ = − log β
2N2
+ O(β) . (2.33)
As we already stressed, we are interested in the continuum limit, i.e. large β, but for
the fundamental representation no discontinuity is observed in physical observables
going to larger β, so the phase diagram is connected and confinement at zero tem-
perature is supposed to hold also in the continuum limit. In lattice computations





V W (R) , (2.34)
or from the asymptotic behavior of Creutz ratios [37]






〈W (R, T )〉〈W (R + 1, T + 1)〉
〈W (R + 1, T )〉〈W (R, T + 1)〉
)
. (2.35)
The limitations of this order parameter are clear: the string tension can vanish also
in the confined phase in presence of dynamical fermions because of the formation of
qq̄ pairs. In real world the matter fields live in the fundamental representation of
the algebra of the gauge group, but if one considers the possibility of having static
adjoint charges, they can be screened by a gluon and also in this case the string
tension should vanish. It is then evident that one has to look for something else.
2.5.2 Polyakov criterion
Another characterization of the different phases can be given by Polyakov loops,
which are Wilson loops closed by periodic boundary conditions. At finite tempera-
ture the paths along the temporal direction are particularly important










U4(x, x4)|〉 . (2.36)
The static quark potential can be extracted also from the correlators of the Polyakov
loop










V P (R) . (2.38)
The Polyakov loop correlators are well defined in the continuum limit and they can
be used to characterize confinement, but the string tension extracted from them
suffers from the same limitations outlined above.
18 Chapter 2 Lattice QCD
For large distances, thanks to cluster decomposition, one can obtain from the
correlators the free energy of a single static charge
lim
|x|→∞
〈L(x)L†(0)〉 = 〈L(x)〉2 . (2.39)
If the theory is in the deconfined phase, then the free energy required to put the
charge in the box is finite and 〈L(x)〉 = 0; on the other hand if the theory confines,
the energy required is infinite and 〈L(x)〉 vanishes. This behavior reflects the global
symmetry under ZN central conjugations that pure SU(N) gauge theories in the
fundamental representation possesses and the expectation value of the Polyakov
loop is an order parameter with respect to this symmetry. Suppose to multiply all
the temporal links at a fixed time slice by a non-trivial element z of the center
U4(x, x4) → zU4(x, x4) . (2.40)
It is straightforward to see that the space-time plaquettes are left unchanged, but
not the Polyakov loop, since a temporal link at a fixed time-slice occur only once.
So if this ZN symmetry is spontaneously broken, at the phase transition the expec-
tation value of the Polyakov loop should jump from zero to a non-zero value and
this is exactly what happens in lattice computations. This global symmetry is very
important because lead Svetitsky and Jaffe to the conjecture that (d+1) dimensional
SU(N) gauge theories are in the same universality class of d-dimensional ZN Ising
models and also this prevision was accurately verified on the lattice. Despite its suc-
cess, also this order parameter has some problems; the center symmetry is explicitly
broken with dynamical fermions and for gauge theories in the adjoint representation
is not a symmetry at all since the center is trivial. Moreover the corresponding
operator creates a single fundamental static color source, which does not belong to
the physical Hilbert space of the theory, and it is affected by ultra-violet divergences
in the continuum limit.
2.5.3 ’t Hooft criterion
Also ’t Hooft proposed an order parameter to distinguish the confined from the
deconfined phase. The so called ’t Hooft loop W̃ (C) was introduced originally in
the continuum and is an operator associated with a given closed contour C. Given
a Wilson loop W (C ′), associated with the closed contour C ′, the ’t Hooft loop is
defined by the following equal-time commutation relations
[W (C),W (C ′)] = [W̃ (C), W̃ (C ′)] = 0 , (2.41)
W̃ †(C)W (C ′)W̃ (C) = ei
2π
N
nCC′W (C ′) , (2.42)
where nCC′ is the linking number of C and C
′. The ’t Hooft loop is dual to the
Wilson loop in the sense that like the Wilson loop creates an elementary electric
flux along C ′, the ’t Hooft loop creates an elementary magnetic flux along the closed
path C which affects the Wilson loop pierced by C. This duality implies opposite
behaviors below and above the phase transition. At zero temperature this duality
has been proved and the ’t Hooft loop shows indeed a perimeter law. At T > 0
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a different behavior is expected for spatial and temporal loops; temporal ’t Hooft
loops should exhibit a perimeter law in both phases, just like spatial Wilson loops
an area law; spatial ’t Hooft loops should show a perimeter law below the phase
transition and an area law above, exactly dual to the Wilson loops. On the lattice
the ’t Hooft loop for a gauge theory in the fundamental representation is defined by
introducing by hand an elementary magnetic flux along a closed contour C defined
on the dual lattice; in order to do this one has to multiply by a non-trivial element
of the center all the plaquettes P dual to a given surface S supported by C. This
procedure is independent from the particular surface S chosen, so the simplest choice
is the minimal surface spanning C. Thus, if C is an Rx × Ry rectangle in the (x,y)
plane, one multiplies by a non-trivial element of the center the coupling of the (z,t)
plaquettes dual to the plaquettes belonging to the rectangular area. If one indicates
with ZC(β) the partition function modified with the introduction of a magnetic flux
along C and with Z(β) the usual partition function, then the ’t Hooft loop is given
by
〈W̃ (C)〉 = ZC(β)/Z(β) . (2.43)
In the deconfined phase an area law is expected and a dual string tension σ̃ can be
measured
〈W̃ (C)〉 ∼ exp{−σ̃RT} (2.44)
We will analyze the behavior of this order parameter in lattice simulations and how
it can be extended to study the case of a center-blind action more in detail in the
next chapters.
A relation between the different order parameters and the corresponding defi-
nitions of the string tension can be found. Rigorously it has indeed been proven
that [74]
σW ≥ σP and σP ≥ σH . (2.45)
This means that confinement in the sense of ’t Hooft implies confinement in the
sense of Polyakov and Wilson. Within the validity of the strong-coupling expansion
Münster has shown that σW = σH holds [75] and this equality is conjectured to
survive all the way to the continuum limit.
In the next chapter we will describe two models, among the many that are
suggested in the literature, of the QCD vacuum, which were intensively studied in
recent years, and explain how these models can be investigated through suitable
order parameters.
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Chapter 3
Models of QCD vacuum
As we showed before, important informations about the deconfinement phase transi-
tion, like its order and the critical exponents, can be obtained in some cases through
suitable order parameters. On the other hand, understanding the mechanism which
confines quarks into hadrons would be of course extremely important to gain more
insight into the strong interaction at low energies and could, in principle, provide
important tools to write an effective theory which describes QCD in the infra-red
sector. We will see in this chapter how some models of the QCD vacuum, which
thus offer some possible, although still incomplete, explanation of confinement, can
be investigated through order parameters.
In the following we will point out the relevance of topology for the description
of the QCD vacuum. We will then introduce the two models under study, the dual
superconductor and the vortex condensate, and the related order parameters, the
disorder operator and the vortex free energy, which should detect the condensation
of the topological excitations.
In the next chapters we will explain how these ideas and in particular the order
parameters can be extended to the adjoint representation.
3.1 Confinement and topology
Since the pioneering work of ’t Hooft [18] and Polyakov [19], it is widely believed that
topology could play a key role for confinement and in particular some topological
excitations of the theory could be related to this phenomenon. According to a
well known theorem, in pure Yang-Mills theories there can be finite energy classical
solutions of the equations of motion only in 4 spatial dimensions [76]. This solution
was indeed explicitly found in a 4d Euclidean space by Polyakov et al. [20] and it







TrFµνF̃µν = ν , (3.1)
which is related to the non-triviality of the maps from the space-time R4, com-
pactified to S3 through appropriate boundary conditions on the fields, to the group
manifold; according to a theorem due to Bott [77] any continuous mapping of S3
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into a simple Lie group G can be continuously deformed into a mapping to an SU(2)
subgroup of G; since the manifold of SU(2) has the topology of S3, the important
and non-trivial mappings are S3 → S3. This topological excitation was important
to solve the UA(1) problem in QCD [22] and it is believed to be essential also to ex-
plain chiral symmetry breaking, but the early expectations that it could provide the
mechanism which confines quarks into hadrons were unfulfilled. A way out to the
theorem about the existence of solutions is to introduce matter (scalar) fields into
the theory, thus dealing with toy-models which could anyway provide some insight
into QCD. One of these examples is the Georgi-Glashow model. It was proven by ’t
Hooft and Polyakov that the static solutions of the classical equation of motion in
3+1 dimensions are magnetic monopoles [78,79] and it was shown by Polyakov that
at zero temperature in 2+1 dimensions they provide the mechanism which confines
the static charges of the theory [19]. Another example is N = 2 supersymmetric
Yang-Mills theory, explicitly broken to N = 1 by a mass term. Also in this case
magnetic monopoles play an essential role and their condensation leads to confine-
ment [34, 35]. Duality is another important concept which is supposed to play a
prominent role in the game, since it is a property of many systems which possess
topological excitations [80]. Duality is a property of many statistical systems and
allows two different descriptions: in one case in terms of the canonical variables
which appear in the Hamiltonian, with solitonic solutions which are the topological
excitations of the theory; in the other case the elementary variables are the topo-
logical excitations, whose dynamics is described by a suitable Hamiltonian, and the
elementary fields of the original theory are the topological excitations. Duality maps
strong into weak coupling and vice versa, but unfortunately the transformation re-
lating the fields and the Hamiltonian in one description to the other is explicitly
known only in few systems and all of them are Abelian. There are many models of
the QCD vacuum and many attempts of explaining confinement in QCD, but until
now none of them turned out to be really satisfactory. In the following we will review
two of them which are particularly appealing, since they can explain some features
of the theory, and are widely investigated by the lattice community; they are the
dual superconductor and the vortex models of the QCD vacuum.
3.2 Dual superconductivity
The idea that the vacuum of QCD could be described in terms of a dual super-
conductor is very old and dates to the works of Nambu [27], ’t Hooft [30, 18] and
Mandelstam [28, 29]. Usual superconductivity can be understood as the breaking
à la Higgs of the electromagnetic symmetry. The effective Lagrangian is written




F 2 + |Dφ|2 + V (|φ|) . (3.2)
A non-vanishing vacuum expectation value for the scalar field signals the sponta-
neous breaking of the symmetry, through the condensation of electric charges. The
Meissner effect takes place: the magnetic fields are expelled from the material, which
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becomes thus superconductor, apart from thin flux tubes of constant energy density
which bind magnetic charges. The Nielsen-Olesen flux tubes [81] are obtained as
static solutions of the classical equations of motion in 2+1 dimensions. In the dual
superconductor the role of the magnetic and electric charges are exchanged. The
condensation of magnetic charges would lead to the formation of the Nielsen-Olesen
strings which should confine the electric charges into the hadrons.
Unfortunately in pure Yang-Mills theories the situation is more complicated.
There is no scalar field which could provide a symmetry breaking potential and
no finite energy solutions of the classical equations of motion are known in 3+1
dimensions. A possible way out was indicated by ’t Hooft, who suggested how
to identify the magnetic monopoles in a non-Abelian gauge theory and which are
the non-Abelian degrees of freedom which play the role of electromagnetism. His
prescription reads as follows:
• choose an operator X which transforms in the adjoint representation of the
gauge group, i.e. XΩ = ΩXΩ†, like the plaquette or the Polyakov loop;
• choose a gauge fixing in which the operator X is diagonal, thus reducing the
gauge symmetry from the full non-Abelian gauge group to its Cartan subalge-
bra, i.e. SU(N) → U(1)N−1 ;
• the procedure of gauge fixing can have some ambiguities and precisely at the
space-time point x0 where two eigenvalues λi and λi+1 of the operator X co-










where D1 and D2 indicate the diagonal part of the operator and ε1 is the
infinitesimal distance (x − x0)i from the singularity in the i direction. The
field around the point x0 has an hedgehog form, so a Wu-Yang monopole
[82] is present at x0 and there the gauge symmetry is enhanced U(1)
N−1 →
U(1)N−3 × U(2);
• in this way one obtains a theory with magnetic monopoles and with fields which
transform like photons and charged matter fields. The diagonal components of
the original non-Abelian gauge field play the role of the electromagnetic field
(Aµ)
Ω




and the off-diagonal components behave like the matter fields
(Aµ)
Ω
ij = exp(i(Λi − Λj))(Aµ)ij . (3.4)
Since the original work of ’t Hooft, there was no much analytical progress in un-
derstanding confinement in QCD, but this scenario was checked in many ways and
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for a long time in lattice simulations. It involves, like in the continuum case, a
gauge fixing procedure. In principle on the lattice gauge fixing, as far as one is
involved in the calculation of gauge invariant observables, is not mandatory like in
the continuum. Since on the lattice the domain of integration is compact, the func-
tional integral is well defined without gauge fixing. But in this case this procedure
is intended as necessary to extract the relevant degrees of freedom in the infra-red
sector. There are many different ways of fixing the gauge but the most important
for this scenario are of course the Abelian ones. Each Abelian gauge defines a proper
magnetic charge; it turns out that, even if the detailed properties of the monopoles,
like the position and density, strongly depend on the Abelian projection used, in
every Abelian gauge monopoles condense below a certain critical temperature and
are not condensed in the deconfined phase. We will clarify the procedure by taking
the maximal Abelian gauge [83] (MAG) as an example, since is very commonly used
and it will be important for our work. The basic steps are usually the following:









with respect to the gauge transformations Ω;
• project the complete links into their Abelian part





• identify the Abelian monopoles by computing the flux through 3d elementary
cubes;
Some further details about the maximal Abelian gauge fixing procedure can be found
in Appendix C. An important result is Abelian dominance [43, 44]; the numerical
value of observables, like the string tension, computed in the original theory and
in the gauge fixed and then projected theory almost agree, thus substantiating the
idea that the relevant degrees of freedom have been selected. Anyway it must be
mentioned that fixing the gauge on the lattice is a non-trivial procedure, which
suffers from the problem of Gribov copies. Fixing the gauge corresponds, as we have
seen, to the extremization of a functional; it usually happens that the system doesn’t
find the absolute extremum but gets stuck into a local one. As a consequence, the
value of the observable can strongly depend on the particular gauge copy used to
compute it. The problem can be overcome in some ways.
In order to check the dual superconductor picture one needs to define an operator
which detects the condensation of magnetic charges and this will done below.
3.3 The Pisa disorder operator
In order to understand which symmetry must be associated with the dual super-
conductor scenario, let us go deeper into the ideas of ’t Hooft. Take a field Φ(x) in
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the adjoint representation and call Φ̂(x) ≡ Φ(x)/|Φ(x)| its direction in color space,
which is well defined except at the zeros of Φ(x). Define then a gauge invariant field
strength Fµν(x)






· Φ̂ , (3.7)
where Gµν = ∂µ Aν − ∂ν Aµ + g Aµ ∧ Aµ is the gauge field strength and DµΦ̂ =
(∂µ +g Aµ∧)Φ̂ is the covariant derivative of Φ̂. After some algebra one can show that
Fµν = Φ̂ · (∂µ Aν − ∂ν Aµ) −
1
g
(∂µΦ̂ ∧ ∂νΦ̂) · Φ̂ . (3.8)
If we transform to a gauge such that Φ̂ has a fixed color direction for each space-
time point, then Fµν = ∂µ(Φ̂ · Aν) − ∂ν(Φ̂ · Aµ), i.e. it becomes Abelian; it must be
stressed that it is usually a singular gauge transformation which exposes monopoles




ρσ is the dual to Fµν , one can define a
magnetic current
jµ = ∂
νF ∗µν , (3.9)
which can be non-zero in the lattice formulation. It follows from the antisymmetry
of F ∗µν that
∂µjµ = 0 . (3.10)
In the dual superconductor scenario the symmetry (3.10) is expected to be realized
à la Wigner in the deconfined phase and to be broken à la Higgs in the confined
phase.
An operator µ gauge invariant and magnetic charged can characterize the dif-
ferent phases. It was introduced and studied by Di Giacomo and his collabora-
tors [84, 85, 86] for SU(N) gauge theories in the fundamental representation. The
operator µ is called disorder operator and is constructed in the following way. First
of all a time-independent external field must be introduced
Φi(n, y) = Ωe
iT bi(n−î,y)Ω† , i = 1, 2, 3 , (3.11)
where Ω is the gauge transformation which diagonalizes the operator X, T is a
generator of the Cartan subalgebra andb is the discretized transverse field generated
at the lattice spatial point n by a magnetic monopole sitting at y. The next step
is to modify the Wilson space-time plaquettes Ui4(n, 0) at a fixed time-slice t = 0
introducing a shift given by the insertion of the external field
Ui4(n, 0) → Ũi4(n, 0) = Ui(n, 0)Φi(n + î, y)(Ui(n, 1))†(U4(n, 0))† . (3.12)


















where Ũµν(x) is the modified plaquette (Eq. (3.12)) at t = 0 and the standard
Wilson plaquette elsewhere. It can be shown in fact, with a change of variables, that
a monopole is created at t + 1; this procedure can be iterated until the monopole is
annihilated by an antimonopole at t + T and the correlation function
D(T ) = 〈µ̄(y, t + T )µ(y, t)〉 (3.15)
describes indeed the creation of a monopole at y at time t and its propagation from
t to t + T . At large T , by cluster property
D(T )  A exp(−MT ) + 〈µ〉2 . (3.16)
〈µ〉 = 0 indicates spontaneous breaking of the U(1) magnetic symmetry and hence
dual superconductivity. In the thermodynamic limit one expects
〈µ〉
{
= 0 T < Tc
= 0 T > Tc
(3.17)
At finite temperature the functional integral of e−S is taken with periodic boundary
conditions and the integral of e−SM with C∗-periodic boundary conditions [87], [88]
Ui(n, t = NT ) = U
∗
i (n, t = 0) , (3.18)
where U∗i means complex conjugate of Ui. At finite temperature, in fact, there is
no way of putting a monopole and an antimonopole at large distance along the t
axis as it is done at T = 0, since at T ∼ Tc NT a is comparable to the correlation
length. C∗-periodic boundary conditions change the sign of the term proportional to
σ3 in the links, so they create a dislocation with magnetic charge -1 at the boundary
which annihilates the positive magnetic charge created by 〈µ〉. As a consequence
the magnetic charge is conserved and everything is consistent. Since 〈µ〉 is the
exponential of a sum over the physical volume it has large fluctuations and for this
reason it is very difficult to measure using lattice simulations. A way out is to





log〈µ〉 = 〈S〉S − 〈SM〉SM , (3.19)
which yields all the relevant informations on µ. It is the difference between the
Wilson action averaged with the usual measure and the modified action SM averaged
with the measure ((DU)e−SM )/(
∫







A sharp negative peak for ρ should signal a phase transition driven by the breaking of
a dual magnetic symmetry (see Fig. 3.1). The result should be of course independent
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Figure 3.1: ρ as a function of β for different spatial sizes at fixed NT = 4 for
SU(2) [84].



























Figure 3.2: Quality of scaling at fixed NT = 4 for SU(2) [86].
from the Abelian projection used and, in the case of SU(N) with N ≥ 3, from the
generator of the Cartan subalgebra used in the Abelian projection. To determine the
order of the phase transition and its critical exponents a finite size scaling study must
be performed. As a consequence of scaling arguments (for a pedagogical introduction
see [89]), the order parameter and its derivative obey
〈µ〉 = N−β̃/νS Φ′(N
1/ν





S (βc − β)) , (3.21)
where β̃ and ν are critical exponents and βc is the coupling corresponding to the
critical temperature. For NT = 4 lattices, the above analysis shows that the scaling
of the data is consistent for SU(2) with a second order phase transition at βc = 2.2986
with ν = 0.63 (see Fig. 3.2), i.e.in the same universality class of the 3d Ising model,
and for SU(3) with a first order phase transition at βc = 5.6925.
In the last chapter we will try to extend the definition of this order parameter to
the case of interest for us, i.e. a theory in the adjoint representation with a monopole
term.
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3.4 Vortex condensate scenario
The vortex model of QCD vacuum was initially proposed by ’t Hooft [31], Mack [32],
Nielsen and Olesen [33] to explain confinement. After some initial work it was quite
forgotten for many years until it was resurrected by the lattice community. This
model assumes that center vortices, i.e. vortices whose flux is quantized according
to the first homotopy group of the gauge group Π1(SU(N)/ZN), are the relevant
degrees of freedom which eventually condense in the vacuum and cause confinement.
These ideas were formalized by ’t Hooft [31], who observed that for a gauge theory
on a 4-dimensional torus T 4 new topological sectors, called twist sectors, arise. In
fact on T 4 the gauge potentials Aµ(x) of a gauge group SU(N) need to be periodic
at the boundary up to gauge transformations





where Ων(x) are elements of SU(N) which depends only on the transverse coordinate
ν = µ and are called twist eaters. Commutativity of displacements on the torus
demands that
Aµ(x + ν̂ + ρ̂) = [Ων(x + ρ̂)Ωρ(x)]Aµ(x) = [Ωρ(x + ν̂)Ων(x)]Aµ(x) , (3.23)
which implies
Ωρ(x + ν̂)Ων(x) = zρνΩν(x + ρ̂)Ωρ(x) . (3.24)
The phases zρν , since the twist eaters belong to SU(N), are elements of ZN and they








where nµν is an antisymmetric tensor modulo N. This tensor has 6 independent
components, which can be expressed in terms of two independent 3-vectors
nij ≡ εijkmk (3.26)
n4i ≡ ki . (3.27)
If nµν is different from zero, then one deals with the so-called twisted boundary
conditions; nµν is called twist tensor and n4i determines the temporal twist, nij the
spatial twist. As a consequence on the torus T 4 the bundles are classified not only
by the winding number, but also by the twist, thus allowing the possibility that
the Pontryagin index assumes non-integer values for non-orthogonal twists [90], i.e.










As an example for the creation of a center vortex through twisted boundary condi-
tions consider the following 2-dimensional slice of a static SU(2) lattice configuration.
Set all the links to I2, apart from those on two orthogonal directions, for instance
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Figure 3.3: Static SU(2) configuration with twisted boundary conditions.
the x and t directions; fix then the links along the x direction to σ1 and the ones
along the t direction to σ2 [91,92]. In this case the twist eaters are σ1 and σ2, which
satisfy the relation (3.24), i.e. σ1σ2 = −σ1σ2, and it is straightforward to see that
each Wilson loop around the plaquette P has non-trivial value TrF W = −1. A
center vortex has been created on the torus in the directions perpendicular to x and
t. The operator W̃ (C) which creates a magnetic flux along the path C was formally
introduced by ’t Hooft and it is defined through the commutation relation with a
Wilson loop W (C ′) at fixed time. The Wilson loop picks up a non-trivial phase
factor exp(2iπn/N) for each center vortex which pierces it.
A simple argument shows that these topological excitations, if they condense, can
provide a mechanism of confinement for fundamental static charges. Take SU(2) as a
toy model and suppose that center vortices are randomly distributed in the vacuum.
Put the system in a box and consider a 2-dimensional L×L slice with a Wilson loop
of area A on it; if n of the total number N of vortices pierce the Wilson loop, then
it will acquire a phase -1 for each intersection; assuming a binomial probability the





















In the limit N,L → ∞, such that ρ = n/L2 is kept constant, the Wilson loop
exhibits an area law with string tension σ = 2ρ
〈W 〉 = e−2ρA . (3.30)
Even if the original ideas about center vortices were formulated without any reference
to a gauge, these topological excitations can be detected on the lattice through a
gauge fixing procedure. Even if there are also in this case, like in the Abelian
projection for the Abelian degrees of freedom, several different possibilities of fixing
the gauge degrees of freedom to the center, we will consider as a well defined example
the maximal center gauge [45] (MCG), whose basics steps are the following:
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with respect to the gauge transformations Ω;
• project the links into their center degrees of freedom
Uµ(x) → UCPµ (x) ≡ signTr[Uµ(x)] ; (3.32)
• a P-vortex is located where the plaquette of the Z2 configuration takes value
-1;
An important result, which reminds Abelian dominance found after Abelian projec-
tion, is center dominance [45]; the observables, like the string tension, computed in
the full theory and in the center-projected one agree numerically quite well and one
can again think that the selected degrees of freedom are the relevant ones. Anyway
there are problems with the Gribov copies also in this case and one has to refine, in
some sense, the gauge fixing procedure.
As one can imagine, Abelian monopoles and center vortices are not completely
uncorrelated and at least in some gauges their relation is more evident. This is
realized, for instance, with the Laplacian gauge fixing [93,94,95].
In the following we will see in more detail the construction, already sketched
previously, of the ’t Hooft order parameter on the lattice [96,97,98,99] and show its
behavior at finite temperature [100].
3.5 Vortex free energy
In order to create a twist in the (µ, ν)-directions in a SU(2) lattice configuration in
the fundamental representation, one has to multiply one plaquette in every (µ, ν)-
plane for a non-trivial element of the center [101, 102], which in this case is −1.
This procedure, besides enforcing twisted boundary conditions, creates a ’t Hooft
loop of maximal size in the plane orthogonal to µ and ν. One can thus define a
plaquette-dependent coupling β(P )
β(P ) =
{
−β, P ∈ P (nµν)
β, P /∈ P (nµν)
(3.33)
with reversed sign for the coclosed stacks of plaquettes dual to the planes of the
maximal ’t Hooft loops, called P (nµν). In this way one can define and measure on
the lattice the partition functions of the twist sectors relative to the untwisted Zβ
(such that Zβ(0,0) = 1 )




[dU ] exp(−S(β,k, m)) . (3.34)
At finite temperature the temporal twists are the relevant ones; in fact the corre-
sponding partition function is related to the maximal spatial ’t Hooft loop, which
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behaves, as we have already stressed, like a good order parameter. So one can con-
centrate on the quantity Zk(k) ≡ Zβ(k, 0), with m = 0. From this quantity, which is
just the expectation value of maximal size ’t Hooft loops, one can compute the free
energies of electric vortices. In fact, while the magnetic flux mk through the box
in the k direction is directly related to the spatial twists nij, to obtain the electric
flux sectors one has to perform a ZN Fourier transform with respect to the temporal
twist, which is the generalization of the construction of θ-vacua as Bloch waves from
ν-vacua. The general expression for the free energy F (e, m, θ) in a sector of given













k·m/N)Z(k, m, ν) , (3.35)
where Z(k, m, ν) is the partition function for fixed twists and winding number. In the
particular case m = 0 and θ = 0, the free energies of the electric fluxes through the












with Ze(0) = Zk(0) = 1.
A relation between the electric-flux partition function and the Polyakov loops can
be found. In fact the partition function of the twisted sector is just the expectation
value of a maximal ’t Hooft loop, which is dual to a maximal Wilson loop; a maximal
temporal Wilson loop is nothing else than the correlator between Polyakov loops and
the remark that the partition functions in the electric-flux sector and in the twisted
sector are dual to each other by a Z2 Fourier transform complete the linking between
the different observables. This can be more formally proven starting from the gauge











where Ωt(x) is the twist matrix for twists in the temporal direction. Using the
relations (3.22) ,(3.24) one can prove
P (x)P †(x + Le) = e−2πie·
k/N
I . (3.38)
This shows that the expectation values of Polyakov loop correlators in the en-








Fe(e;L,T ) = 〈P (x)P †(x + Le)〉L,T . (3.39)
Thus a dual relation between Polyakov loop correlators and electric-flux partition
functions exists
〈P (x)P †(x + Le)〉 →
{
0, for Zk(k) → 1, T < Tc
1, for Zk(k) → 0, T > Tc
(3.40)
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This relation was proven recently via lattice simulations for different volumes (see
Fig. 3.4). A finite size scaling can be performed also in this case; by assuming
(a) temporal twist (b) electric flux
Figure 3.4: The partitions functions of one temporal twist (a) and one electric flux
(b) over T for various lattices in the SU(2) case [100].
Zk(i) = f
(i)
± (x) , i = 1, 2, 3 (3.41)
where the finite size scaling variable
x = ±NSTc|t|ν ∝ NS/ξ±(t) , (3.42)
is given in terms of the reduced temperature t = T/Tc − 1 and of the reduced
correlation length ξ±(t) = ξ0±(t)|t|ν . As can be seen from the plots, points coming
(a) temporal twist (b) electric flux
Figure 3.5: The free energies of one temporal twist (a) and one electric flux (b) over
the finite size scaling variable x (with x < 0 for T < Tc) in the SU(2) case [100].
from different volumes collapse on the same curve if for the critical exponent the
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value of the 3d Ising model ν = 0.63 is used (see Fig. 3.5). A dual string tension
can be extracted above Tc, according to
σ̃(T ) = R/ξ2+(t) , (3.43)
where the universal ratio R  0.104 is known from the 3d Ising model. The univer-
sality conjecture relates also the correlation lengths of the spins in the Ising model









+  1.96 . (3.44)















In the next chapter we will introduce actions in different representations of the
gauge group, stressing the differences with respect to the fundamental representation.
We will see also how the definitions of the order parameters introduced in this chapter
can be non-trivially extended in order to study a center-blind representation, i.e. the
Villain action and the adjoint Wilson actions.
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Chapter 4
Mixed actions
As already emphasized in the second chapter, the lattice discretization of a Yang-
Mills theory is far from being unique, since many aspects can be varied, like the
form of the action, the representation of the gauge group or the type of the lattice.
An essential point of the lattice formulation is to show that in the continuum limit,
when the lattice spacing a is sent to zero, all the different discretizations lead to the
same (continuum) theory.
In this chapter we will review some old and more recent results about representa-
tions of the gauge action different from the fundamental one. We will concentrate on
the adjoint, center-blind, representation, which was studied mainly in two different
lattice discretizations, the adjoint Wilson and the Villain action. As was already
shown, actions in different representations possess the same näıve continuum limit,
so it is interesting to see what happens with the quantum theory via Monte Carlo
simulations.
First of all we will discuss some old results about SU(N) theories, with N ≥ 2, in
representations different from the fundamental; it was shown long time ago that in
the SU(2) case for such representations first order bulk phase transitions are present
and for SU(N), with N ≥ 4 this happens also in the fundamental representation.
The situation becomes more complicate at finite temperature; the deconfinement
phase transition, according to universality, is expected to be second order for SU(2)
and first order for SU(3), independently from the chosen representation; but for
representations different from the fundamental the finite temperature phase transi-
tion is not observed, being overshadowed by the bulk one. As we will see these bulk
transitions are due to the presence of lattice artifacts.
We will then describe in more detail the Villain action, since it offers some insight
into the nature of the lattice artifacts which cause the bulk phase transition. Within
this discretization it is also possible to shed some light into the relationship between
different representations of the gauge action and into the topological content of the
theory, i.e. the presence of twist sectors. We will review also a qualitative study
about the deconfinement finite temperature phase transition done with the Villain
action improved with some terms in order to suppress the lattice artifacts. We
will explain in the next chapter how this ideas are mapped into the adjoint Wilson
discretization and why it is worth studying also this case.
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4.1 SU(2) fundamental-adjoint action
Two different discretizations of an SO(3) theory are commonly used. The first
and more direct one was introduced by Bhanot and Creutz [103] and Greensite
and Lautrup [104]; instead of dealing with SO(3) matrices, computationally more
expensive, they used the links in the fundamental representation and exploited the









)2 − 1)) , (4.1)
where UP stands for the plaquette previously indicated with Uµν . The second form
was used by Halliday and Schwimmer [105,106], who first recognized the importance
of the non-trivial topological properties of the group manifold, which presents an
additional Z2 compactification with respect to SU(2) since SO(3) = SU(2)/Z2;
they exploited the analogies with the Abelian case of a mixture of compact and
non-compact U(1) and simulated a so called Villain action (which was used also in










with the help of a Z2-valued auxiliary variable σP living on the plaquettes. It turned
out that in both cases there is a striking difference with the Wilson action in the
fundamental representation, i.e. the presence of a first order phase transition at
βA  2.5 in the adjoint discretization and βV  4.3 in the Villain formulation.
The weak coupling regime is well separated by the strong coupling regime, but this
problem can be overcome in different ways. Bhanot and Creutz circumvented this
difficulty by adding a coupling in the fundamental representation and studying this


























The same analysis can be done with the Villain formulation in the βV − βF plane.
In both cases the phase diagram is highly non-trivial and, although quantitative
different, it looks qualitative the same. In the limit βA → ∞ the (normalized)
adjoint trace of the plaquette is restricted to the value +1, so the fundamental trace
takes values ±1 and one obtains a Z2 gauge theory, which shows a first order phase





2) ≈ 0.44 [107]. The bulk phase transition along the
adjoint axis enters the βA −βF plane and merges with the previous one, thus ending
at the tricritical point βA = 1.25, βF = 1.22 [108], as Fig. 4.1 indicates.
Another coupling θ can be defined as tan θ = βA/βF and the corresponding



















(3 + 8 tan θ)
. (4.5)
This relation implies that the intrinsic scale parameter Λ can be varied with the
introduction of the adjoint coupling; it was found perturbatively that ΛF /ΛA  28.9.
The phase diagram of the mixed action turns out to be analytically disconnected,
with the top-left part of the diagram separated from the rest, but the continuum
limit can be reached also along the path βA(βV ) → ∞.
The signal given by these first order phase transition lines is quite strong and
can be detected in different ways; the easiest way is starting the simulations with
different initial conditions and observing that on top of the transitions the same
observable will thermalize on different values for different starts. One can also con-
struct observables which besides showing an abrupt change at the phase transition
can give some insight into its nature and elucidate the link with the topology of the
system: interesting observables in this sense are Z2 monopoles and charges, which
will be defined later, and the adjoint Polyakov loop LA, which below the SO(3)
phase transition stays zero and above can take two different values, one positive,
indicated in the following with L+A, which for large βA is approximately 1, and the












Figure 4.1: Qualitative phase diagram of the Bhanot-Creutz action at zero temper-
ature (left) and finite temperature (right).
that all the transitions appeared to be of bulk nature, that is independent of the
size of the lattice.
At finite temperature the situation, as already explained in the introduction of
this chapter, becomes more involved because the lines of the second order finite
temperature phase transition of the fundamental representation enter the βA(βV )−
βF plane and merge together at the end-point of the first order phase transitions
(see Fig. 4.1); this lead some people [111] to speculate that the phase transition
could change order, thus violating universality; as we will show this is wrong and to
see the decoupling of the two phase transitions one has either to increase the lattice
size (Nτ ≥ 8) [112] or to use an improved action.
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4.2 SU(2) action in higher representations
For the gauge group SU(2) other higher representations can be chosen, labelled by
the eigenvalue j = 3
2
, 2, . . . of the Casimir operator and whose dimension is given by
dR = 2j + 1 [113, 114, 115, 116]; one can study a more complicated phase diagram
in which each axis represent the coupling of a different representation of the Wilson
action. In particular the j = 3
2
and j = 2 representations of SU(2) were studied, both
with Monte Carlo simulations and analytical computations. It was found evidence,



























there is a line of first order phase transition starting from β 1
2
= 0.00, β 3
2
= 3.90±0.10
and ending at β 1
2
= 1.70±0.05, β 3
2
= 1.09±0.09. The phase diagram, as can be seen
in Fig. 4.2, is different from the fundamental-adjoint since there is no vertical bulk
phase transition; in the limit of large β 3
2
, in fact, the plaquette is constrained to be +1
and no more ±1, like in the adjoint case, so in that limit the theory is no more Z2 and







Figure 4.2: Qualitative phase diagram of a mixed action with couplings in the j = 12
and j = 32 representations of SU(2) at zero temperature.
were studied also in different dimensionalities, with the help of analytical tools based
on strong coupling expansion and Padé approximants. This analysis showed that the
first order phase transition occurs for lower space-time dimensionalities by increasing
the spin, as one can see from the following pattern:
3d 4d 5d 6d
j=1/2 no no yes yes
j=1 no yes yes yes
j=3/2 yes yes yes yes
j=2 yes yes yes yes
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Monte Carlo simulations and analytical studies show that the presence of a first
order bulk phase transition for d=4 dimensions is the rule for all the representation
of the Wilson action, with the only exception of the fundamental one.
4.3 SU(N) fundamental-adjoint action
The βA − βF phase diagram was studied also for SU(N) theories, 3 ≤ N ≤ 6. First
order phase transitions were found along the adjoint axis ∀N = 3, . . . , 6 [117]:
βA = 6.40(10) SU(3)/Z3
βA = 12.00(35) SU(4)/Z4
βA = 19.5(1.1) SU(5)/Z5
βA = 32.00(1.0) SU(6)/Z6
However bulk phase transitions were found also along the fundamental axis for SU(4)
[118,119], SU(5) [118,120], SU(6) [121]:
βF = 10.4 SU(4)
βF = 24.0(1.0) SU(6)
Indeed, it must be mentioned that a recent work raised doubts about the presence







Figure 4.3: Qualitative phase diagram of an action with couplings in the adjoint
and in the fundamental representations of different gauge groups at zero temperature.
The conclusion is anyway that the phase diagram is similar to the SU(2) case,
as Fig. 4.3 shows, with the only difference that the end point of the bulk phase
transitions moves closer to the fundamental axis for N = 3 and eventually it crosses
the fundamental axis for N = 4 (with the above remark about recent results).
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Estimates of the location of the end-point are [123,119,124,125]:
βF = 4.00(7) βA = 2.06(8) SU(3)
βF ∼ 12 − 15 βA ∼ (−1) − (−5) SU(4)
When the bulk transition meets the fundamental axis, a good strategy to reach the
continuum limit, if no particular improvement of the Wilson action is used, is to
circumvent it by going to negative βA.
4.4 Villain action
The formulation of a center-blind theory by using the Villain action is believed to
be more convenient from a theoretical point of view because it gives some insight
into the degrees of freedom involved into the bulk phase transition, but it does not
correspond to an irreducible representation of the SU(2) gauge theory. This fact





























From the last expression it is evident that it includes contributions from all the
integer representations and hence also this discretization is center-blind.
4.4.1 Z2 degrees of freedom and topology
The phase diagram obtained simulating this new action does not change qualitatively
but the scale along the βV axis changes quantitatively; the SO(3) phase transition
now occurs at βV = 4.3 instead of βA = 2.5. The nature of the bulk transition lines
is explained by introducing two kinds of Z2 objects, monopoles M and charges E,
defined by
















where the monopole is given by the product of the σP variables over a three-
dimensional cube c and a charge by the product over all the plaquettes with the link
l in common; since a monopole (charge) is present if σc = −1 (σl = −1), a phase
in which a condensation of monopoles (charges) occurs is characterized by M = 1
(E = 1), while the absence of them is signaled by M = 0 (E = 0).
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An intuitive picture, supported by perturbative analytical computations and non-
perturbative Monte Carlo simulations, in terms of monopoles and charges can help
to understand what happens in the phase diagram. Along the βV axis (βF = 0) the
gauge fields and the monopoles are the only relevant dynamical degrees of freedom
because the charges plays no role since they are trivially zero in a center-blind theory.
These Z2 monopoles are believed to be related in some sense to the topology of the
manifold of the gauge group SO(3); its first homotopy group, contrary to SU(2),
is non trivial, i.e. Π1(RP
3) = Z2: opposite points on the S
3 sphere are identified
on RP3 and hence paths connecting them cannot be shrunk to zero. A deeper
discussion about the topology of the group and space manifolds and their relevance
for physics will be done afterwards; here we must anyway stress that despite their
appealing and intuitive topological meaning, these Z2 monopoles and charges are
in no-way physical objects since they live on the scale of the lattice spacing and
are believed to be irrelevant in the continuum limit. At small βV entropy effects
dominate, monopoles are present and then these non-trivial loops are contributing
to the path integral; increasing βV entropy looses out to minimize the action and
the gauge degrees of freedom (in the fundamental representation) become closer
to ±I; paths connecting points nearby +I to −I would produce a large action so
they are not present and monopoles are suppressed, thus leading the first order
phase transition. In this phase, characterized by M = 0, the Villain action becomes
βV
∑
P (1 − 12TrF UP ), i.e. it is just a theory in the fundamental representation, so
the continuum limit of SO(3) without monopoles is expected to be the same as that
of SU(2). At finite but small βF the Z2 symmetry between states around +I and −I
is still at work but for larger βF it breaks, the system choose one of the two states
and the charges drive the occurring of the bulk phase transition indicated by the
vertical line in the phase diagram.
The observables M and E can be analytically computed in the corners of the
βV − βF plane. For βV , βF small:


















For βV → ∞,βF small:
M = 0, (exponential corrections),
E = 1 − β6F + O(β8F ).
For βV → ∞,βF → ∞:
M = 0, (exponential corrections),
E = 0.
The intuitive picture and the analytical computations can be further supported
by Monte Carlo simulations, which show the expected behavior for monopoles and
charges; the observables M and E are both equal to one for small βV and βF ; by
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increasing βV the monopole density M decreases and goes rapidly to zero around
the phase transition; for large βF also the charge density E shows an abrupt change












Figure 4.4: Qualitative phase diagram of the mixed Villain-fundamental action at
zero temperature.
In an analogous way other Z2 objects can be defined
















where ηP ≡ signTrF UP . They are more general in the sense that can be measured in
every representation of the theory, for instance along the βF or the βA axis; moreover,
despite being defined in terms of variables in the fundamental representation, they
are truly SO(3) observables because each link appears twice in each cube and its
sign drops:
Uµ(x) → −Uµ(x) ⇒ σc → σc .
The same is obviously not true for σl, which is a real SU(2) observable. The behavior
of the observables M̃ and Ẽ is expected to be the same as M and E in regions where
they can be both measured and indeed this is observed in lattice simulations, so both
can be used as order parameters for the phase transitions.
4.4.2 SU(2) − SO(3) connection
The problem of relating an SO(3) configuration to an SU(2) one was first addressed
by Halliday and Schwimmer, who added a chemical potential controlling the density
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In the limit λ = 0 one obtains a Villain action, but for λ → ∞, i.e. complete
suppression of monopoles, they suggested that one obtains an SU(2) theory. In the
case βV = 0 a Z2 gauge theory is recovered, dual to a 4-dimensional Ising model [127];
it means that it possesses a second order phase transition at λ  0.953 [126]; it is
also interesting to note that this theory defined in terms of 3-simplexes possesses
a gauge symmetry of a higher kind respect to a Z2 gauge theory defined in terms
of 2-simplexes, which closely relates it to a Kalb-Ramond theory [128]. The phase
diagram of this extended theory was studied by Halliday and Schwimmer and it
shows a line of first order phase transition terminating on a second order point.





















is self-dual [129]; in this limit σc is constrained to be 1, which can be solved as
σP =
∏
l∈P σl, where σl are Z2 variables defined on links; a transformation Ul → Ulσl
interchanges the role of the fundamental and of the adjoint terms, leaving the action
invariant; this self-duality is already manifest for rather small values of λ, i.e λ ≥ 1.
Kovacs and Tomboulis [130, 131], in a different context, rediscovered and made








P σP TrF UP
∏
c
δ(σc − 1) (4.14)
or, in other words, the partition function of an SU(2) theory in the fundamental
representation can be exactly rewritten à la Villain plus an additional constraint
for the suppression of the monopoles constructed by using the additional Z2 pla-
quette variables. This statement, correct in the infinite volume limit (R4), needs a
refinement on the torus (T4), as Alexandru and Haymaker [133] showed,
Nµν ≡
∏
P ∈ plane µν
σP = +1 . (4.15)
At this point the mapping between the theories in the two different representations
is complete: an SO(3) configuration generated with the action in the Villain form
and by imposing the two above constraints, one on the 3-dimensional cubes and the
other on 2-dimensional sheets, is equivalent to an SU(2) configuration with periodic
boundary conditions.
4.4.3 Twist sectors
A step further to understand the topology of an SO(3) theory on the torus was
done by Jahn and de Forcrand [48, 49, 50]. The absence of monopoles enforces
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∏
P ∈ plane µν σP to be the same in every parallel plane µν, so Eq. (4.15) defines only
6 constraints. They noticed that if one imposes Nµν = −1 for some µν orientation,
an SO(3) configuration is always mapped into an SU(2) one, but with twisted
boundary conditions; one can then remove the global constraint by summing over








P σP TrF UP
∏
c
δ(σc − 1) . (4.16)
A striking difference with the SU(2) case emerges: in the fundamental representation
the different twist sectors are taken into account by imposing “by hand” appropriate
boundary conditions, the so-called twisted boundary conditions:
ΩµΩν = −ΩνΩµ
with Ωµ, Ων transition functions. On the other hand the SO(3) theory without
monopoles, which is center-blind and so it would be insensible to the previous bound-
ary conditions, takes into account automatically the different twist sectors from the








P ∈ plane µν
signTrF UP , (ερσµν = 1) , (4.17)
which is again a truly SO(3) observable since the signs of the links in the fundamental
representation drops out in the product.
This observation about the twist sectors paves the way to understand how center
vortices come into play in a theory without the center and the appearance of the
value of the Polyakov loop LA = −13 . For clarity consider again the 2-dimensional
slice (for instance a x − t plane) of a lattice configuration in which all the links are
set to I2, apart from these on two orthogonal directions, x and t, which are fixed to
be σ1 and σ2 respectively [91,92]. It is straightforward to see that it corresponds to
an SU(2) configuration with twisted boundary conditions and it has the following
properties:
• zero action;
• non-trivial trace of every Wilson loop, i.e. TrF W = −1;
• non-trivial twist, i.e. zxt = −1;
• trace of a Polyakov loop in the fundamental representation equal 0, hence
LA = −13 .
In other words the presence of a center vortex, detected by TrF W = −1, is related to
a non-trivial twist sector and to the negative value of the Polyakov loop in the adjoint
representation. Even if the example above is just a static configuration and there is
no idea on how this kind of configurations are realized dynamically, de Forcrand and
Jahn guessed that a negative Polyakov loop state is a state with non-trivial twist
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Figure 4.5: Monte Carlo history of the adjoint Polyakov loop (bottom) and of the
3 electric twist variables (top). The trace of the adjoint Polyakov loop is negative
whenever twist is present (44 lattice, β = 4.5) [49].
They also realized that very huge barriers separate the different twist sectors, thus
explaining why tunneling between them occurs so seldom and emphasizing the dif-
ficulty to have a real ergodic simulation; they suggested to use a multicanonical
algorithm [134], but also in this way they could not simulate in volumes bigger than
4 × 83.
They were anyway able to measure the vortex free energy, believed to be a good
order parameter for the deconfining phase transition, in this center-blind theory,
thus showing that the presence of a center and its breaking are not relevant for this
phase transition and suggested instead the relevance of a non-trivial first homotopy
group. They also showed that in this theory the inverse lattice spacing is around
200 GeV, so the presence of lattice artifacts obliges to simulate the confined SO(3)
Villain theory on enormously big lattices, 7004. In the next section we will see how
one can avoid these lattice artifacts.
4.4.4 Suppression of lattice artifacts
An investigation of the βV − βF phase diagram avoiding the presence of lattice
artifacts was realized by Gavai an Datta [135]; they explicitly took into account the
suggestion of Halliday and Schwimmer of controlling the presence of monopoles and
charges, the lattice artifacts, by using chemical potentials. The first step was the




















(1 − σc) . (4.18)
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In this way they succeeded to suppress the bulk phase transition on the βV axis but
the phase diagram changed its structure; a line of first order bulk phase transitions
was found extending from βV → ∞ to βF → ∞, as one expects from the duality
arguments previously outlined. The lines of second order phase transition of the
fundamental representation are still present and they merge again into the bulk one
(see Fig. 4.6).
















Figure 4.6: The phase diagram of the mixed action with λ = 1 on a 4 × 83 lattice.
The filled circles show first order transition points. The triangles in the low βv
region show the locations of Ising-like second order deconfinement phase transitions
on NT = 4 and 6 lattices respectively [135].
To get rid also of this unwanted bulk transition they added γ, a chemical potential























(1 − σl) (4.19)
They indeed found for λ ≥ 1 and γ ≥ 5 that the bulk phase transitions disappeared
from the phase diagram and the lines of second order finite temperature crossed the
βV and βF axis. It must be stressed that the theory in this extended space of four
bare couplings is not at all center-blind and the second order phase transition line,
thanks to this property, was investigated with the help of the Polyakov line in the
fundamental representation.
In the particular case βF = 0, γ = 0 instead a thermodynamical approach was
used to understand the occurring of a deconfinement finite temperature phase tran-
sition [136]: it was found a steep rise in the energy density for asymmetric lattices
with NT = 2, 4 and a peak in the specific heat density only for NT = 2, since for
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NT = 4 the data were too noisy, showing all the difficulties of a thermodynamical
analysis.
It must be anyway stressed that the Villain action with the monopole suppression
term constructed with the auxiliary Z2 plaquette fields does not yield, in the limit
λV → ∞, a really center-blind theory, but rather an SU(2) theory in the fundamental
representation. Thus, such an action is not well suited to study a center-blind
theory. Moreover, in their analysis the twist sectors are not studied at all and it is
not completely clear their behavior in the presence of a chemical potential for the
suppression of the Z2 monopoles.
So it is clear that a deeper analysis is needed in order to shed some light into the
problem of a finite temperature phase transition for a center-blind action. We will
focus our attention, in the next chapter, not on the Villain formulation, but on the
adjoint action introduced by Bhanot and Creutz, and Greensite and Lautrup. In
this case, in fact, one can construct an extended action with a monopole suppression
term which ensures a center-blind formulation in the entire coupling-space βA − λ.
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Chapter 5
Phase structure of a modified
SO(3) theory
We learned in the last chapter, within the Villain discretization, the role played by
the lattice artifacts in the bulk phase transition and the importance of the twist
sectors. We will concentrate instead our attention on the adjoint Wilson action and
we will investigate how the ideas previously developed are extended to this case.
We are interested in the investigation of this theory for different reasons. In fact,
even if it is still a toy-model since the group involved is SU(2), it is the simplest
example of action which presents a first order bulk phase transition and understand-
ing it would pave the way to the study of larger groups, among which the physical
SU(3). Moreover this theory is center-blind, contrary to the fundamental represen-
tation; since a deconfinement phase transition is usually associated with the breaking
of the center ZN for SU(N) gauge theories, is interesting to study what happens
in a discretization where the center is absent and which degrees of freedom play a
leading role for confinement [46,47].
First of all we will study the effects of the lattice artifacts in this theory. A non-
perturbative study is particularly important here because for this action duality
arguments do not hold anymore and it can be handled less easily with respect to the
Villain formulation. In order to do this, we will use a definition of the Z2 monopoles
and of the twist observable which can be easily measured in every representation
and not only in the Villain discretization. We will then control the presence of these
artifacts through the use of a chemical potential, which can suppress or enhance
them. With this formulation we can study a theory which is center-blind in all the
coupling-space βA − λ, contrary to the discretization given by Gavai et al. In the
phase without Z2 monopoles we will study if a finite temperature phase transition
occurs or not. We will study in this chapter the spatial distribution of the Polyakov
loop in the fundamental representation; in the next chapters we will elaborate more
sophisticated tools to detect the phase transition.
5.1 Adjoint action with chemical potential
We study the SU(2) mixed adjoint-fundamental representation Wilson action which
is modified by a chemical potential suppressing or enhancing the influence of Z2
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(1 − σc) . (5.1)
Here we have σc =
∏
Pε∂c sign(TrF UP ). Although σc is constructed in terms of
fundamental representation quantities, it is a natural SO(3) quantity. In fact, for
every given SO(3) link variable, the corresponding SU(2) representative is always
determined up to a sign. But the latter is cancelled in the product over plaquettes
P , since each link occurs twice for two faces of the 3-cube. In other words
Uµ(x) → −Uµ(x) ⇒ σc → σc , ∀µ, x, c .
Although the suppression term in Eq. (5.1) looks formally identical with the one
used in connection with the Villain-type action, its realization is different and leads
to a different phase structure, as our data in Fig. 5.1 and the plots of Datta and












Figure 5.1: Phase diagram of the mixed fundamental-adjoint action with monopole
suppression term at λ = 1.0 and T = 0.
top of it some simple observables, like the plaquette, thermalize on different values
for different starts. The Z2 monopoles are suppressed in both phases but the Z2
charges undergo a phase transition, changing from one, in phase I, to zero, in phase
II (for comparison see the Fig. 4.4). In this case the bulk phase transition, at
λ = 1.0, intersects the fundamental axis, thus creating two disconnected regions in
the βA−βF plane. In the Villain discretization used by Datta and Gavai, instead, in
the limit λV → ∞, the theory in the fundamental and in the adjoint representation
are dual to each other and in the phase diagram the βA and βF axis are connected;
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in other words in such a limit a theory in the adjoint representation is equivalent
to the fundamental one and a real center-blind theory cannot be studied. In our
case such a duality is not evident and in fact we get a disconnected phase diagram.
This is why we should not identify the chemical potential λV with λ. Moreover this
kind of suppression term can be used with every representation of the gauge group
SU(2) and not only with the Villain discretization, so in this sense it is more general.
We can also define a twist observable zxt like in Eq. (4.17), which is again a truly
SO(3) observable, since zxt → zxt if Uµ(x) → −Uµ(x), and can be measured in every
representation.
Mostly we shall be interested in the pure adjoint case βF = 0. In this special
case we have analyzed the model with the link variables represented both by SO(3)
matrices and by the fundamental representation 2× 2 matrices, exploiting the prop-
erty TrA = Tr
2
F − 1. Nothing changes in the phase diagram but in the latter case
simulations become much simpler and faster. This is the reason why we favored the
2-dimensional representation. A standard Metropolis algorithm has been used to
update the links (for details see Appendix A).
5.2 The bulk transition
In this section we investigated the effect of a varying chemical potential (0.0 ≤ λ ≤
1.0) on some simple observables, like the adjoint plaquette P, the adjoint Polyakov
loop LA and the density of cubes M = (
∑
c σc)/Nc. We used rather small volumes
(V = 4 × 123) in order to understand what happens by varying λ from zero to one.
The volume is chosen asymmetric for convenience but the bulk effects are present



















Figure 5.2: Phase diagram in the βA − λ plane at zero temperature.
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As we will show more in detail in the next section, in the region of the phase
diagram called I in Fig. 5.2, the twist is not well defined since there are fluctuations
between the different twist sectors and it averages to zero. In region II the energy
barriers between the different twist sectors become higher and tunneling is strongly
suppressed. The system will stay in a fixed twist sector that can be chosen with
appropriate initial conditions, and in this section, for large enough λ and βA, we will
study the trivial twist sector.
The plaquette shows a clear gap, signalling the presence of a first order phase
transition, for λ ≤ 0.7. For λ > 0.7 such a signal is strongly suppressed. This is
indeed what we wanted and what we expected, since the chemical potential should
suppress the lattice artifacts which produce the bulk phase transition and as a con-
sequence the transition, by varying smoothly λ, should slowly become weaker and
for large enough λ eventually disappear. For such values of the chemical potential
(λ > 0.7) the observables seem quite smooth, but a second order bulk phase tran-
sition could still be present, as the analysis of the twist in the next section seems
to suggest. At βA = 0.0 and λ = 0.953 it is in fact expected a second order phase
transition, being the theory dual to Ising 4d; this transition could eventually enter
the βA −λ plane and join the first order one. A more detailed analysis must be per-
formed to understand if the bulk phase transition is always there and in the positive
case its order. At λ = 1.0 the bulk phase transition seems instead to be completely
absent for βA ≥ 0.0, thus suggesting that the bulk phase transition crosses the λ
axis around λ = 0.953.
The Z2 cube density shows a behavior similar to the plaquette, with a jump for
0.0 ≤ λ ≤ 0.7, clear signal of a first order phase transition. Above λ = 0.7 it goes to
1, thus signalling the absence of Z2 monopoles, but in a smooth way, without any
discontinuity. It is worth saying that the region in the βA − λ plane where the cube
density goes to one coincide with the region where the twist becomes non-zero and
eventually reaches one. At λ = 1.0 for each value of βA the cube density is fixed to
one and there is no presence of any bulk phase transition.
The Polyakov loop shows again an abrupt jump for 0.0 ≤ λ ≤ 0.7. In such a
range the Polyakov loop averages to zero below the bulk transition and becomes
different from zero above it. The non-zero value of the Polyakov loop is always
positive since we are fixed in the trivial twist sector; in the non-trivial twist sector
the jump would be again present, but then the Polyakov loop would be negative. It
is essential to note its behavior for λ > 0.7. At λ = 0.8, 0.85, 1.0 it takes a non-zero
value no more above the bulk phase transition, but in a different region in the βA−λ
plane. It means that above a certain λ its behavior is completely decoupled from the
dynamics of the lattice artifacts. If we can interpret 〈LA〉 as the free energy of a static
adjoint source, then 〈LA〉 = 0 should be interpreted as a signal for confinement. It
is of course true, in principle, that an adjoint static charge could always be screened
by a gluon, but this effect of string breaking is expected to occur, in practice, only
for for very large volumes [137, 138], so we can safely take the Polyakov loop as a
signature of the presence of two phases, characterized respectively by 〈LA〉 = 0 and
〈LA〉 = 0. Whether these two phases are separated by a real phase transition or
rather a cross-over is not easy to understand and we will address the question later
on.
























































































































(h) λ = 1.0
Figure 5.3: Plaquette as a function of βA for different values of λ (V = 4 × 123).








































































































(h) λ = 1.0
Figure 5.4: Adjoint Polyakov loop as a function of βA for different values of λ
(V = 4 × 123).
































































































(h) λ = 1.0
Figure 5.5: Cube density as a function of βA for different values of λ (V = 4×123).
56 Chapter 5 Phase structure of a modified SO(3) theory
5.3 Twist sectors and tunneling
We checked whether also in the theory we studied we can find the same behavior of
the twist sectors and of the Polyakov loop that de Forcrand and Jahn found in the
Villain case. We indeed observed for small volumes (V = 44) and on top of the bulk
phase transition (λ = 0.0) tunneling between different twist sectors, as can be seen
from Fig. 5.6. The same plot indicates the dynamical relation between the Polyakov
loop and the twist observable, whose non-trivial value signals also in this case the

















Figure 5.6: Monte Carlo history of the adjoint Polyakov loop and of the 3 electric
twist variables (V = 44, βA = 2.519, λ = 0.0)
occurrence of tunneling on top of the bulk phase transition at λ = 0 and for small λ

































(b) λ = 0.85, βA = 0.65
Figure 5.7: Monte Carlo history of the adjoint Polyakov loop and of the 3 electric
twist variables (V = 4× 123) at λ = 0.80, βA = 0.90 (a) and λ = 0.85, βA = 0.65 (b).
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For λ > 0.7 there are still strong fluctuations between the different twist sectors
below the bulk phase transition (region I in Fig. 5.2), but on top of the phase
transition tunneling becomes more evident, as Fig. 5.7 shows, and the twists begin to
oscillate between -1 and +1. The value of the Polyakov loop is probably too small to
observe tunneling between L+A and L
−
A, although the data are more compatible with
0. The behavior of the twists, which reminds closely the behavior of the fundamental
Polyakov loop in the SU(2) theory in the fundamental representation, suggests the
definition of an order parameter z̃, such that
z̃ ≡ 1
3





















Figure 5.8: Ensemble average of the order parameter z̃ for different values of λ and
volumes at βA = 0.65.
In this way the new observable z̃ and its susceptibility, defined as

















Figure 5.9: Susceptibility of the order parameter z̃ for different values of λ and
volumes at βA = 0.65.
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can be monitored at fixed λ by varying βA and for different volumes, as Fig. 5.8
and Fig. 5.9 show. A preliminary finite size scaling analysis shows that the peaks
of the susceptibility do not increase with the lattice size according to a first order
transition, but rather with the exponents of the same universality class of Ising
4d. For larger chemical potential (λ ≥ 1.0) and positive βA tunneling is no more
observed, away from the bulk transition (phase II).
The occurrence of tunneling below and on top of the bulk phase transition is a
clear signal of ergodicity, but only in a subspace of the phase diagram. One should
construct an improved code that implements tunneling in the entire βA − λ plane
and investigate the theory with this new algorithm. An attempt in this direction
was done by de Forcrand and Jahn by using a multicanonical algorithm [134] and
another possibility would be parallel tempering [139]. On the other hand, without
such an algorithm, we have the opportunity to study the theory in a sector with the
suppression of center vortices and it is then interesting to study what happens in
this trivial twist sector.
The simplest thing one can do is to study the theory in a fixed twist sector for
large enuogh λ and βA, i.e. in phase II; we performed this analysis in Section 5.4,
with the distribution of the Polyakov loop in the fundamental representation, and
in Chapter 7, with the Pisa disorder operator. The other way, i.e. the construction
of an algorithm which implements tunneling is highly non trivial. We will discuss
an attempt in this direction in Chapter 6. It is worth anyway saying that we found
a way to map the trivial into the non-trivial twist sectors, but unfortunately it
cannot be used to build an ergodic algorithm. It can be realized by multiplying
all the temporal links at a fixed time-slice t = t1 with iσ3. In this case, after a
reasonable transient, the negative state becomes stable (Fig. 5.10) since a non-
trivial twist has been created. In the following example we used a rather small
volume, V = 4 × 103, and the values of the couplings are βA = 2.5 and λ = 1.0.
















Figure 5.10: Monte Carlo history of the adjoint Polyakov loop and of the twist in
the x-t, y-t, z-t planes transformed at iteration 1000 by iσ3 (V = 4 × 103, βA =
2.5,λ = 1.0).
transformation does not correspond, anyway, to a symmetry of the action, since it
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produces a peak in the plaquette and for this reason it cannot be used to construct
an ergodic algorithm. In Fig.5.11 P1 indicates the average plaquette, P2 the average
of the temporal plaquettes and P3 the average of the temporal plaquettes living at














Figure 5.11: Effect of the transformation by iσ3 on the Monte Carlo history of
the average plaquette (bottom), of the average temporal plaquette (middle), of the
average temporal plaquette at NT = 1 (top) (V = 4 × 103, βA = 2.5,λ = 1.0).
The change of the action is rather high and thus the transformed configuration would
be always rejected in a Metropolis accept-reject step.
5.4 Indication for a finite temperature phase tran-
sition
In the following we will study the theory at finite temperature in fixed twist-sectors,
both trivial and non-trivial, with particular emphasis for the trivial one. In order to
start the simulations in the desired twist sector, we used particular initial conditions
and we checked during the runs that the system did not move to twist sectors
different from the initial one. We used as initial condition a normal cold start, with
all the links along the identity, to perform simulations in the trivial twist sector. We
used instead the configurations already introduced to explain the relation between
Polyakov loop and twist sectors as initial conditions for a non-trivial twist sector. In
particular for the 1-twist sector we put all the links to the identity, except the ones
at a fixed value of the temporal direction and at a fixed value of a spatial direction,
which were fixed to two different Pauli matrices; for instance we aligned the links
at t = tn along iσ1 and the links at x = xm along iσ2; we of course checked that
the results are independent from the Pauli matrices and the spatial direction chosen
to implement the 1-twist sector. For the other twist sectors we imposed similar
initial conditions, taking care that we do not create any spatial twist, since at finite
temperature we are interested only into the temporal ones. In fact a 2-twist sector
can be generated by aligning the links along Pauli matrices at fixed time and at
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(a) Twist observable (b) Adjoint Polyakov loop
(c) 0-twists sector (d) 1-twist sector
(e) 2-twists sector (f) 3-twists sector
Figure 5.12: Monte Carlo history of the twist observable (a) and of the adjoint
Polyakov loop (b); spatial distribution of the fundamental Polyakov loop in the 0 (c),
1 (d), 2 (e), 3 (f) twist sectors (V = 4 × 163,λ = 1.0,βA = 0.9).
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(a) Twist observable (b) Adjoint Polyakov loop
(c) 0-twists sector (d) 1-twist sector
(e) 2-twists sector (f) 3-twists sector
Figure 5.13: Monte Carlo history of the twist observable (a) and of the adjoint
Polyakov loop (b); spatial distribution of the fundamental Polyakov loop in the 0 (c),
1 (d), 2 (e), 3 (f) twist sectors (V = 4 × 163,λ = 1.0,βA = 1.1).
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(a) Twist observable (b) Adjoint Polyakov loop
(c) 0-twists sector (d) 1-twist sector
(e) 2-twists sector (f) 3-twists sector
Figure 5.14: Monte Carlo history of the twist observable (a) and of the adjoint
Polyakov loop (b); spatial distribution of the fundamental Polyakov loop in the 0 (c),
1 (d), 2 (e), 3 (f) twist sectors (V = 4 × 163,λ = 1.0,βA = 1.2).
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(a) Twist observable (b) Adjoint Polyakov loop
(c) 0-twists sector (d) 1-twist sector
(e) 2-twists sector (f) 3-twists sector
Figure 5.15: Monte Carlo history of the twist observable (a) and of the adjoint
Polyakov loop (b); spatial distribution of the fundamental Polyakov loop in the 0 (c),
1 (d), 2 (e), 3 (f) twist sectors (V = 4 × 163,λ = 1.0,βA = 1.4).
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(a) Twist observable (b) Adjoint Polyakov loop
(c) 0-twists sector (d) 1-twist sector
(e) 2-twists sector (f) 3-twists sector
Figure 5.16: Monte Carlo history of the twist observable (a) and of the adjoint
Polyakov loop (b); spatial distribution of the fundamental Polyakov loop in the 0 (c),
1 (d), 2 (e), 3 (f) twist sectors (V = 4 × 163,λ = 1.0,βA = 2.5).
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two fixed spatial directions, for instance x = xm and y = yr. But if at xm and yr
the Pauli matrices are different, a spatial twist is created in the x − y plane; so the
recipe is to use always the same Pauli matrix at xm and yr, but different from the
one used at fixed time. For the 3-twist sector it is exactly the same, with the same
Pauli matrix at xm,yr and zs and another at tn.
In order to check whether we can find some signal of a finite temperature phase
transition, we monitored also other observables, besides the Polyakov loop LA, like
the spatial distribution of the Polyakov loop both in the fundamental and in the
adjoint representation. In particular the spatial distribution of LF turned out to be
very interesting. The average of LF (x) over the spatial volume must be zero, like the
other fundamental observables, due to the fact that the action is center-blind, but
its spatial distribution need only to be symmetric, just to ensure that LF = 0. We
monitored, for different values of βA ranging from 0.9 to 2.5 and at fixed λ = 1.0, LA
and the spatial distribution of LF , in the trivial and in the various non-trivial twist
sectors (with 1,2 and 3 temporal twists). The volume in these runs is V = 4 × 163.
As can be seen from the following plots, there is a sharp change of the spatial
distribution of LF around βA ∼ 1.2 in all the twist sectors, but it is particularly
evident in the trivial twist sector. At βA = 0.9 and βA = 1.1 the spatial distribution
is peaked at 0, as one expects for the distribution of an observable whose volume
average must vanish, and quite broad; at the same couplings LA ∼ 0. At βA = 1.2
the distribution shows a change that could have begun also for smaller couplings: it
seems to be flat, mainly in the trivial twist sector. Above this coupling, at βA = 1.4
it is now evident that something happened. In the 0 twist sector LA oscillates around
a positive value and the spatial distribution of LF , being always symmetric around
0, shows now a well defined two peak structure. In the non-trivial twist sectors,
where LA fluctuates around negative values, the distribution has instead a one peak
structure centered on 0, but narrower with respect to lower βA. At βA = 2.5 the
picture is even more clear, with a two peak structure in one case and a narrow one
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Figure 5.17: Second derivative of the fitting polynomial for the fundamental
Polyakov loop distributions at various βA in the trivial twist sector (V = 4×163, λ =
1.0).
for large βA the Polyakov loop LA ∼ −13 corresponds to LF ∼ 0 and LA ∼ 1 to
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LF ∼ ±1. A more quantitative analysis of these distributions could give some useful
informations about the searched finite temperature phase transition, like the critical
coupling for instance. One could in fact try to measure the derivatives at LF = 0
and conclude that a phase transition really takes place when the second derivative is
zero, within the statistical errors (the odd derivatives being zero by definition since
it is a symmetric distribution). As a first attempt, we tried to fit such distributions
with some high order polynomials (up to 12th order) with a statistics of O(105)
configurations. We verified that the odd derivatives are all zero within the errors
and the sign of the second derivative, important to distinguish if we are below or
above the phase transition, changes from negative to positive going from βA = 1.1
to βA = 1.2 (see Fig. 5.17).
Putting aside for the moment a more quantitative determination of the critical
coupling, we checked whether this picture is coherent. We increased the temporal
direction from NT = 4 to NT = 6 and we monitored if the “critical” βA increases
correspondently. We indeed observed that the value around which the distribution
is flat and above which shows a two peak structure in the trivial twist sectors goes
to larger βA by increasing the length of the lattice in the temporal direction. This is
indeed what we expect for a finite temperature phase transition. The data collected
suggest that at least for λ = 1.0 we were able to completely suppress the effects of
the bulk phase transition. There is moreover the evidence of a finite temperature
phase transition around βA ∼ 1.15. A more precise determination of the critical
coupling and of the order of the transition was difficult by looking at the spatial
density of the Polyakov loop in the fundamental representation.
(a) βA = 1.4 (b) βA = 1.5 (c) βA = 1.6
(d) βA = 1.7 (e) βA = 1.8 (f) βA = 1.9
Figure 5.18: Spatial distribution of LF for different values of βA in the trivial twist
sector (V = 6 × 163, λ = 1.0).
From this first analysis of the phase diagram in the βA − λ plane, we can conclude
that it is characterized by the bulk phase transition which connects the βA with the
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λ axis, changing presumably order around λ = 0.7 − 0.8. The finite temperature
phase transition joins the bulk line and then extends for larger λ. We will try in
























Figure 5.19: Phase diagram in the βA − λ plane at NT = 4 with the bulk and the
finite T transitions.
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Chapter 6
A new order parameter
As we have stressed in the previous chapters, in a pure SU(N) gauge theory in the
fundamental representation, the deconfinement phase transition is usually associated
with the breaking of a global ZN symmetry. This characterization is peculiar of the
lattice formulation and it is possible since the fundamental representation of SU(N)
possesses a non-trivial ZN center. But confinement should be independent of the
lattice representation chosen and a characterization of this basic property should
be possible also in representations different from the fundamental. In particular it
could be interesting to understand how this symmetry and its breaking are realized
in a representation with a trivial center.
After some initial topological considerations, we will suggest, under precise as-
sumptions, a possible symmetry breaking mechanism and a related order parameter
in SO(3). The original idea was to find a “symmetry” operator P which connects
the positive Polyakov loop state, L+A, with the negative one, L
−
A. In this way one
could define a suitable order parameter and also a way to switch from the trivial
to the non-trivial twist sectors. We will show some indications that this mapping
is indeed possible but still some problems must be solved. We will then elucidate
these ideas in the cases of interest, SU(2) in the fundamental representation, SO(3)
with chemical potential and Abelian projected SO(3).
6.1 Symmetry breaking in SO(3)
It is well known that the adjoint representation of SU(2), even if it has trivial center,
possesses other global topological properties, which could play a very important
role for the comprehension of the problem. As we already discussed in Chapter 4,
topology offers indeed an interesting insight into the confinement problem. It is well
known, in fact, that the SU(2) group elements u live on the 3-sphere S3 and they
can be parametrized as
u(θ, φ, ψ) = cos θ I2 + i sin θ n̂(φ, ψ) · σ ,
where σ are the Pauli matrices and 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π, 0 ≤ ψ ≤ π. A theorem




= 0 n < m
= Z n = m
(6.1)
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In our case one obtains that Π1(S
3) = 0 and Π3(S
3) = Z. The non-triviality of
the third homotopy group of S3 suggests the idea that the elements of the SU(2)
group can be collected in different homotopy classes, each labelled by an integer.
This is true, in the continuum formulation, for the gauge transformations, which
are elements of the group. This topological argument leads to a classification of the
gauge transformations into “large”, un(x), and “small”, u0(x). Also the gauge fields
can be classified through these integers and in particular at spatial infinity a gauge






The small gauge transformations are topologically trivial and they connect gauge
fields which live in the same homotopy class; on the other side the large ones are
topologically non-trivial and they bring from one homotopy class to another. The
first homotopy group, which is usually related to U(1) monopoles, is instead trivial
in this case and it means that each closed line on S3 can be contracted to a point and
thus a topological classification is not possible. In the dual superconductor scenario
the relevant gauge group of the effective theory is U(1), so a topological classification
in homotopy classes is again possible since Π1(S
1) = Z, showing the importance of
topological configurations, i.e. Abelian magnetic monopoles.
For the adjoint representation the situation is different, since the manifold of the
group SO(3) = SU(2)/Z2 is RP
3. A generic SO(3) element can be written as
I3 + sin 2θ(n̂(φ, ψ) · T ) + (1 − cos 2θ)(n̂(φ, ψ) · T )2 , (6.2)
where 0 ≤ θ ≤ π, 0 ≤ φ ≤ 2π, 0 ≤ ψ ≤ π and T are the 3 × 3 generators
T1 =
⎛⎝ 0 0 00 0 1
0 −1 0
⎞⎠ T2 =
⎛⎝ 0 0 −10 0 0
1 0 0
⎞⎠ T3 =
⎛⎝ 0 1 0−1 0 0
0 0 0
⎞⎠ .
In this case both its first and its third homotopy group are non-trivial, in fact
Π1(RP
3) = Z2 , Π3(RP
3) = Z . (6.3)
The non-triviality of the first homotopy group can be understood heuristically from
the definition of RP3, which corresponds to S3 with opposite points identified. It
means that not all the closed paths on RP3 are contractible. The loops which are
closed also on S3 are trivial; instead the loops which connect opposite points on
S3 are closed in RP3 but not in S3, so they are not contractible to a point. The
closed paths in RP3 can then be classified in two different homotopy classes, or
Π1(SO(3)) = Z2. In such a theory then Z2 monopoles and vortices can exist ab
initio, without the need of any gauge fixing or of any dynamical symmetry breaking.
Moreover, also in this case, thanks to the above topological arguments, one could







6.2 Order parameter 71
This is completely analog to the characterization of center vortices within the fun-
damental representation of SU(2), by which the gauge field of a center vortex at






with u(0) = −u(2π), i.e. the gauge transformations, wrapping around the vortex,
pick up a phase. The counterpart of these gauge transformations in SO(3), where the
center is trivial, are just the non-trivial elements of Π1(SO(3)). The only difference
with respect to Π3(S
3) is that here there is only one non-trivial class. It would be
then interesting to find how these two states can be related and we will address this
question in the next section.
6.2 Order parameter
Consider again the well known result that above a certain coupling the Polyakov
loop in the adjoint representation, LA, can take two values, one positive, indicated
via L+A, and the other negative, L
−
A, such that approximately L
+
A  −3 · L−A holds.
In the limiting case βA → ∞ the Polyakov loop can assume two values, L+A = 1 and
L−A = −1/3; if we call W± the 3×3 matrices whose normalized trace gives the above
values of L±A, it is straightforward to see that they are
W+ =
⎛⎝ 1 0 00 1 0
0 0 1
⎞⎠ W− =
⎛⎝ −1 0 00 −1 0
0 0 1
⎞⎠ , (6.4)
with the possibility of making cyclic permutations of the eigenvalues for W−. If we
are looking for a SO(3) element which transforms L+A = 1 into L
−
A = −1/3 and vice
versa, the solution is trivially given by I3 + 2T
2
3 , which is just W
− itself. These
considerations can be further generalized [140].
We are looking in general for a symmetry operator P (x) ∈ SO(3) such that it
acts on the temporal links at a fixed time-slice t1
Ũ4(x, t1) = P (x)U4(x, t1) ∀x (6.5)
and leave the action invariant, but not the Polyakov loop: a state with positive
Polyakov loop L+A must be mapped into the corresponding negative state L
−
A. How-
ever, a simple calculation shows that for the most general choice of the link variables
Uµ(x, x4) ∈ SO(3) only P ≡ I3 is consistent with the invariance of the adjoint pla-
quette action.
But, if one can restrict the form of the SO(3) links to a suitable subset, e.g.
generated by the Cartan subalgebra, then one can find other solutions, as we shall
demonstrate below. Such a restriction is really suggested in the context of the dual
superconductor picture of confinement, where at least the long-distance behavior of
the theory should be dominated by the Abelian degrees of freedom. On the lattice
this picture has been realized through Abelian projection after fixing the gauge of
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the link variables to the maximally Abelian one. The restriction to the projected
Abelian variables then allows to approximate many physical observables very well,
in particular the string tension [141]. The approximation seems even to improve in
the continuum limit [142].
The requirement that the symmetry operator to be found maps a negative into
a positive state and vice versa implies that it behaves like a “parity” operator, i.e.
P 2(x) = I3; the only solutions of this equation are
P (x) =
{
I3, I3 + 2(n̂(x) · T )2 in SO(3),
±I2, ±in̂(x) · σ in SU(2).
(6.6)
In the following we will express our results both in the fundamental and in the adjoint
representation for a twofold reason; first of all working with Pauli matrices is easier
from an analytical point of view and an element in the fundamental representation
can be always uniquely mapped into an element in the adjoint representation (the
opposite is not true due to a sign ambiguity); the second reason is that we will check
our ideas and our order parameter also in the fundamental representation of SU(2).
The operator P (x) = I3 + 2(n̂(x) · T )2 is a realization of the Z2 center of SU(2)
in the subgroup generated by the Cartan subalgebra n̂(x) · τ in the adjoint repre-
sentation. It does not commute with the general element of SO(3) but it obviously
commutes with all the elements generated by the same Cartan subalgebra. This ob-
servation is straightforwardly extended to SU(3), where one can take, for example,
the subgroup generated by the Cartan subalgebra generated by λ3 and λ8 in the
adjoint representation, usually denoted as H3 and H8,
αH3 + β/
√
3H8, Hjab = −ifajb
and construct an explicit realization of the Z3 center of the group with the choice
α = (2/3)π, β = (2/3)π + (4/3)kπ, with k integer.
When P (x) is non-trivial, i.e. P (x) = I3 + 2(n̂(x) · T )2 in SO(3) and P (x) =
±in̂(x) · σ in SU(2), it can always be decomposed as follows
P (x) =
{
Ω†(x) · (I3 + 2T 23 ) · Ω(x) in SO(3),
Ω†(x) · iσ3 · Ω(x) in SU(2).
(6.7)
The requirement that the P (x) given in Eq. (6.6) generates a symmetry for the action
reads as follows (the lattice spacing is put a = 1 for simplicity and R indicates the
representation):
TrR [Ui(x, t1) U4(x + î, t1) U
†
i (x + 4̂, t2) U
†
4(x, t1)] ≡
TrR [Ui(x, t1) P (x + î) U4(x + î, t1) U
†




∀ x , i = 1, 2, 3 , t1 fixed , t2 = t1 + 1 . (6.8)
A sufficient condition for (6.8) to hold is
P †(x) Ui(x, t) P (x + î) = Ui(x, t) , ∀x , i , (6.9)
or
P (x) = Ui(x, t) P (x + î) U
†
i (x, t) , ∀x , i . (6.10)
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This equation can be read as a constraint on the functional form of the gauge fields
such that, given P (x), the symmetry is realized; we will not develop here such idea,
but more details on this point of view can be found in Appendix D. On the other






[Ui(x, t) P (x + î) U
†
i (x, t)
+U †i (x − î, t) P (x − î) Ui(x − î, t)] , ∀x (6.11)
which is a solution of the generalized maximally Abelian gauge (GMAG) condition
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†
i (x, t) + U
†

















But this gauge fixing condition is equivalent, up to gauge transformations (see Eq.













where J3 is just (I3 + 2T
2
3 ) for SO(3) and iσ3 in SU(2). The operator J3 is then
used to transform all temporal links at a fixed time-slice t1 as
Ũ4(x, t1) ≡ J3U4(x, t1) , ∀x (6.13)
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†



















where P ′ are the temporal plaquettes living at t = t1, P are all the other plaquettes
and dR indicates the dimensionality of the representation. If all the links were pure
Abelian fields, then one expects that S = S̃ and the symmetry to be exact; in
practice, after 3d MAG, the links are not exactly Abelian and the symmetry is
expected to be realized only approximately. In Section 6.4 we will check how well
is this symmetry realized in the SO(3) theory with Z2 monopole suppression. The











Ũ4(x, t1) . . . U4(x, tNτ )
]∣∣∣∣∣ .
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The Polyakov loop, instead, is expected not to be invariant under the transformation
by J3, but L
+
A should be mapped into L
−
A and vice versa. In this way an order




∣∣∣L − L̃∣∣∣ , (6.14)
and it interpolates between 0 (βA = 0) and 1 (βA → ∞). As a first test of our ideas,
we will check the order parameter defined above in the fundamental representation
of SU(2), for which the critical coupling of the finite temperature phase transition
and its order are well known.
6.3 SU(2) theory in the fundamental representa-
tion
As previously stated, the prescription to define the order parameter is representation
independent and the easiest task is to apply our ideas to the fundamental represen-
tation in order to reproduce the known results. In this case P (x) = in̂(x) · σ and
the operator J3 = iσ3 is used to transform the Polyakov loop in the fundamental
representation. The definition of the order parameter reads as













Figure 6.1: Order parameter as a function of βF for different spatial volumes at
NT = 4
As can be seen from Fig. 6.1, the order parameter, computed in 3d MAG, increases
for larger βF and becomes steeper for βF  2.32 as the spatial volume is increased.
In order to check whether it reproduces the known results, we measured also its
susceptibility χ and the Binder cumulant b, defined as
χ = N3S · (〈∆2〉 − 〈∆〉2) (6.16)
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b = 1 − 〈∆
4〉
3 + 〈∆2〉2 (6.17)
The susceptibility (Fig. 6.2) shows a peak which becomes higher and narrower by













Figure 6.2: Susceptibility of the order parameter as a function of βF for different
















Figure 6.3: Binder cumulant of the order parameter as a function of βF for different
spatial volumes at NT = 4
The Binder cumulant (Fig. 6.3) shows the typical behavior for a second order phase
transition; it goes to zero below the critical coupling and approaches the value 2/3
asymptotically for large βF . The cumulants for different volumes intersect at the
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phase transition point, with the higher volume lines which become steeper as the
critical coupling is reached.
The fact that this order parameter works in this case can be understood in the




A and in the large
βA limit L
+
A = 1 and L
−
A = −1/3. In the large βF limit, instead, LF = ±1, which
correspond both to L+A = 1, while L
−
A = −1/3 means LF = 0 (due to the well known
trace properties). In conclusion the ensemble average of L̃F is very small and in
practice ∆ reduces to |LF |.
6.4 SO(3) theory with monopole suppression term
We will now discuss the more interesting case of the adjoint Wilson action with
the chemical potential which suppresses the Z2 monopoles. In this case P (x) =
I3 + 2(n̂(x) · T )2 and J3 = I3 + 2T 23 . As a preliminary test we can check whether the
operator generates really a symmetry of the action. It was found indeed numerically
that the symmetry, within 3d MAG, is approximately realized at the level of 1÷2%.
〈(S − S̃)/S〉 = 0.011 (V = 4 × 103, βA = 0.9, λ = 1.0) ,
〈(S − S̃)/S〉 = 0.018 (V = 4 × 103, βA = 1.6, λ = 1.0) .
This result is of course independent from the gauge fixing algorithm; it must be
anyway stressed that a better local minimum of the gauge functional ensures a better
realization of the symmetry and since we used a standard gauge fixing algorithm, by
refining it we expect an improvement of the numerical realization of the symmetry.
One can also check whether after spatial MAG the operator J3 flips the positive
state L+A into the negative one L
−
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Figure 6.4: Monte Carlo history of LA transformed by J3 after 400 and 700 itera-
tions (V = 4 × 103,βA = 2.5,λ = 1.0)
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After N iterations in our Monte Carlo history, we transformed the configuration
accordingly to the given recipe, substituted in the Metropolis algorithm the old
configuration with the transformed one and let the system evolve for a number M
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Figure 6.5: Monte Carlo history of LA transformed by J3 after 200 (V = 4 ×
103,βA = 2.5,λ = 1.0)
As one can see from Fig. 6.4, L+A was indeed mapped into L
−
A and vice versa. But
unfortunately the “flipped” state is not stable, as Fig. 6.5 shows.
Figure 6.6: Order parameter as a function of βA for different spatial volumes at
NT = 4 (λ = 1.0)
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This is due to the fact that, even if we are able to reach a state (unstable) with
the desired value of LA, we cannot really change the twist sector in this way. Thus
we cannot build a proper “ergodic” algorithm which tunnels between different twist
sectors using this technique, but we can anyway define an order parameter. The




|LA − L̃A| , (6.18)
As one can see from Fig. 6.6, the order parameter increases by increasing the
coupling βA and for bigger spatial volumes the raising becomes slightly steeper, as
one would expect for the behavior of an order parameter and in a very similar way
to the behavior of 〈∆〉 in the fundamental representation. Its susceptibility shows a
peak around βA = 1.1.
6.5 Abelian projected theory
As a further test of our ideas, we analyzed also the behavior of the same SO(3)
theory with the monopole term after MAG (in 4 dimensions) and Abelian projection
[145]. This check can be understood heuristically in the following way. After MAG
the links are maximally gauge transformed along iσ3; if Abelian dominance holds,
then physical quantities are quite well approximated by projecting the links along
the third direction in color space. In such Abelian projected theory in the adjoint
representation every link Uµ(x) can be replaced by
UAPµ (x) = I3 + sin 2θµ(x)T3 + (1 − cos 2θµ(x))T 23 , (6.19)
since we have chosen T3 as the generator of the Abelian algebra. It can be seen
by inspection that an operator P exists such that it generates a symmetry for the
action but not for the Polyakov loop. Also in this case P = I3 + 2T
2
3 and it acts at
a fixed time-slice on the temporal links:
PUAP4 (x) = I3 − sin 2θ4(x)T3 + (1 − cos 2θ4(x))T 23 . (6.20)
At the same time it is straightforward to show that
PUAPµ (x) = U
AP
µ (x)P and P
2 = I3 . (6.21)
As a consequence the temporal plaquettes, which are the ones involved in this
transformation, are left invariant and thus the action in the Abelian projected theory.
This line of reasoning is of course heuristic, because in the partition function there
is not only the term representing the Abelian projected theory but also the original
non Abelian action and the gauge fixing term are present. Bearing in mind this
remark, it is anyway interesting to go further. The Polyakov loop, in fact, is not
invariant under the action of P since it contains only one temporal link at a fixed




θ4(x + na4̂) (6.22)
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(c) 〈cos 2ΘL〉−  −1
Figure 6.7: Spatial ΘL(x) distribution below (βA = 0.5) (a) and above the transition
(βA = 2.5) (b),(c) (λ = 1.0,V = 4 × 103).
it is again easy to show that the Abelian projected Polyakov loop
LAPA = (1 + 2 cos 2ΘL)/3 (6.23)
is mapped by J3 = I3 + 2T
2
3 into
L̃APA = (1 − 2 cos 2ΘL)/3 . (6.24)
If this symmetry is broken at the phase transition, then we expect
LAPA =
{
1/3 T < Tc
(1 ± 2∆)/3 T > Tc
(6.25)
with in the latter case ∆ = |cos 2ΘL| (the bar means average over the spatial volume).
Part (a) of Fig. 6.7 shows the ensemble average of the spatial distribution of the
Polyakov line angle below the phase transition; above the phase transition we took
the ensemble average in the trivial twist sector, indicated with 〈 〉+ and showed in
(b), and in the non trivial twist sector, indicated in (c) with 〈 〉−.










Figure 6.8: Ensemble average of ∆ vs. βA.
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Although a sharp change can be observed also for the full SU(2) TrLA(x) distribu-
tion, in the latter case a quantitative analysis is more difficult and higher statistics
is required. In the Abelian projected case, after MAG, ΘL(x) is clearly flat below
the phase transition, peaking around 0(π) and π
2
above. In Fig. 6.8 the proposed
order parameter is plotted as a function of βA for λ = 1 and Nτ = 4. A singular
behavior around βA  1 is starting to show at Ns = 16. At Nτ = 6 the critical βA
increases by roughly 25%.
In the next chapter we will try to detect the finite temperature phase transition
in the SO(3) theory with the monopole suppression term by using another tool, the
Pisa disorder operator.
Chapter 7
The Pisa disorder operator
The dual superconductor scenario is, as we have already stressed, one of the most
popular and studied models of QCD vacuum. There are many hints, both in the
continuum and in the lattice formulation of Yang-Mills theories, that it could be
a good candidate for the mechanism of confinement, through the condensation of
magnetic charges.
In Chapter 2 it has been showed how a suitable defined order parameter, called
disorder operator in analogy with statistical mechanics, could distinguish between
the confined and deconfined phase. In particular it was studied in the fundamental
representation of SU(2) and SU(3) groups. It turned out that it describes with very
good accuracy the critical region, giving results in agreement with the known critical
couplings and critical exponents.
It is then natural trying to extend this definition to the adjoint representation
and to the action with the monopole suppression term. The original ideas of ’t
Hooft, which constitute the basis for the dual superconductor model and the asso-
ciated order parameter, are in fact proper of the continuum formulation and thus
independent of the representation chosen in the lattice discretization.
We extended the definition of the disorder operator to the adjoint theory with the
monopole suppression term and tried a preliminary study of the phase diagram of
this center-blind theory. We investigated first the bulk phase transition, i.e. the case
with λ = 0.0. Then we increased the chemical potential to see how the negative peak
of ρ, which signals the bulk phase transition varies; eventually the negative peak due
to the lattice artifacts should disappear, for large enough λ, and the true physical
finite temperature phase transition should occur. This study is anyway preliminary
because we used not too large volumes; moreover, for λ ≥ 1, i.e. when tunneling
between different twist sectors is frozen, we performed the simulations only in the
trivial twist sector, without any attempt to test the non-trivial twist sectors.
7.1 Adjoint action
The construction of a gauge invariant and magnetically charged operator µ, which
can distinguish between the confined phase, characterized by a condensation of mag-
netic charges, from the deconfined phase, will be similar to what was done in the
fundamental case. This is due to the fact that SO(3) possesses also, obviously, a
81
82 Chapter 7 The Pisa disorder operator
Cartan subalgebra; moreover, as we have explained at the beginning, even if every-
thing can be exactly translated for matrices in the adjoint representation, we use
links in the fundamental representation to speed up our simulations.
A time-independent external field, like in Eq. (3.11), is again introduced. The
next step is to modify the Wilson space-time plaquettes Ui4(n, 0) at a fixed time-slice
t = 0 introducing a shift given by the insertion of the external field, similar to Eq.
(3.12). It must be stressed that only the adjoint Wilson action is modified with the
insertion of the external field and not the chemical potential. The disorder operator

















At finite temperature the functional integral of e−S is taken with periodic boundary
conditions and the integral of e−SM with C∗-periodic boundary conditions
Ui(n, t = NT ) = U
∗
i (n, t = 0) , (7.3)
where U∗i means complex conjugate of Ui. This is exactly the condition that we
implemented for the fields. Since in the adjoint representation the matrices are
real, one would naively say that the adjoint links are not affected by this boundary
condition. This is obviously not true, because
UCi = U
∗
i = iσ2Ui(−iσ2) , (7.4)
which translated in the language of SO(3) matrices means
UCi = (I3 + 2T
2
2 )Ui(I3 + 2T
2
2 ) . (7.5)
Charge conjugation is thus realized in both the representations through rotations of
a π angle around the y-axis, expressed in the fundamental representation by iσ2 and
in the fundamental by I3 + 2T
2
2 . What is measured in lattice simulations is again




log〈µ〉 = 〈S〉S − 〈SM〉SM , (7.6)
which yields all the relevant informations on µ.
7.2 SO(3) case
First we investigated the adjoint Wilson action without chemical potential with
three different volumes, V = 124, 164, 204. The lattices were chosen symmetric
because with λ = 0 we expect to observe only the bulk phase transition, the finite
temperature one being overshadowed. We will study asymmetric lattices, i.e. the
finite temperature case, when λ = 0. In the zero temperature case, of course, the
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transition is not of the confinement-deconfinement type. As we have seen by the
analysis of various observables, the presence of the bulk transition is signalled by a
jump of these observables, and in particular of the plaquette, at βcA; the effect of the
external field is the shift of this jump along βA and so a peak in ρ is expected.
At low βA the derivative of the disorder operator, ρ, begins to decrease towards
its minimum and we checked in particular that at βA = 0 it is consistent with zero
independently from the volume size:
ρ = 0.12(46) V = 124
ρ = 0.16(75) V = 164
ρ = −0.79(1.00) V = 204
(The jackknife error analysis is our method for estimating statistical errors). By
increasing βA the bulk phase transition occurs and it is signalled by a deep negative











Figure 7.1: ρ as a function of βA for different volumes at T = 0 and λ = 0.0
We checked also, with the aid of a finite size scaling analysis, if the bulk phase
transition is really first order like the literature states and in particular we in-
vestigated whether the negative peak scales accordingly to the critical exponent
ν = 1/d = 0.25. For values below βcA = 2.5, we plotted the rescaled value of ρ,
i.e. ρ/N4S, against the shifted values of βA, i.e. N
4
S × (2.5 − βA). As one can see
the points collapse quite nicely on the same curve, even if there are some deviations
away from the critical region and above all for the smallest volume, 124.






















Figure 7.2: Quality of scaling of ρ for different volumes at T = 0 and λ = 0.0
7.3 SO(3) with chemical potential
We studied also the case with non-zero chemical potential, which is the most in-
teresting for us. We used always asymmetric lattices, in order to detect the finite
temperature phase transition. The lattice used, since it is a preliminary study, was
only V = 4 × 123.
For small λ the dip of ρ due to the lattice artifacts is expected to be present in
the phase diagram, but by increasing λ it should soften and move to smaller βA. For
a certain range in the chemical potential, it is likely that two peaks, one for the bulk
and the other for the finite temperature phase transition, occur. For large λ, with
the lattice artifacts suppressed, only one peak, the physical one, is expected.
As one can see from Fig. 7.3, 7.4, 7.5, as the chemical potential is increased
from λ = 0.0 to λ = 0.7, the negative peak decreases and moves to smaller βA; the
negative peak is evident and above the critical coupling ρ reaches a plateau which is
approximately the same for the 3 values of λ quoted, i.e ρ  −153 ± 1. For λ > 0.7
the situation changes. In Fig. 7.6, at λ = 0.8, still one negative peak is present,
but it is no more so huge and, above all, it reaches a relative minimum, since the
absolute minimum is obtained only for larger βA. The negative peak is a remnant of
the bulk phase transition and it occurs where the Z2 monopoles, still present even
if suppressed, suddenly decrease and where the twist shows tunneling. The fact
that at the plateau ρ has approximately the same value it had for smaller λ ensures
us about the validity of the simulation; for large βA, in fact, all the plaquettes are
constrained to be 1 and for this reason also the 3-dimensional cubes will be all 1;


































Figure 7.3: ρ as a function of βA at λ = 0.0 and for a volume V = 4 × 123.






























Figure 7.4: ρ as a function of βA at λ = 0.4 and for a volume V = 4 × 123.



























Figure 7.5: ρ as a function of βA at λ = 0.7 and for a volume V = 4 × 123.




























Figure 7.6: ρ as a function of βA at λ = 0.8 and for a volume V = 4 × 123.




























Figure 7.7: ρ as a function of βA at λ = 0.85 and for a volume V = 4 × 123.




























Figure 7.8: ρ as a function of βA at λ = 1.0 and for a volume V = 4 × 123.
7.3 SO(3) with chemical potential 91
the Z2 monopoles are naturally suppressed in this regime and every observable,
included ρ, should assume roughly the same value independently of the value of λ.
At λ = 0.85 two small peaks appears, one approximately around βA = 0.65 and the
other around βA = 1.0. The one which occurs for smaller βA is in agreement with the
results obtained for the density of magnetic monopoles and for the twist observable.
The negative peak at βA = 1.0, even if very noisy, is in roughly agreement with the
data about the Polyakov loop in the fundamental representation and with the spatial
distribution of the fundamental Polyakov loop. Finally at λ = 1.0 only one small
and noisy peak occurs, always approximately at βA = 1.0. The remnant of the bulk
phase transition is disappeared, as one expects from the behavior of the magnetic
monopoles and of the other observables. As one can see from Fig. 7.7 and 7.8, also
in this case for large βA the value of ρ is always roughly the same, independently
from λ.
This investigation is of course only preliminary. In fact larger spatial volumes
should be studied and observe the scaling of the negative peak with the volume size.
With our study we selected the interesting areas in the βA − λ plane which deserve
further study.
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Chapter 8
Conclusions and outlook
The aim of this thesis was the investigation of the role of the center of the gauge
group in the non-perturbative regime of Yang-Mills theories and in particular for
confinement.
We restricted ourselves to the simplest non Abelian group, SU(2), and we em-
ployed the lattice discretization. We studied the adjoint representation, which has a
trivial center. Since both the fundamental and the adjoint representations share the
same perturbative continuum limit, they are believed to behave universal. However,
the corresponding quantized theories undergo (bulk) phase transitions making the
proof (or disproof) of universality highly non-trivial.
Here, we have presented a detailed investigation of the phase diagram of a lattice
SO(3) theory with Wilson action and center-blind Z2 monopole suppression term
for T = 0 and for T = 0 using various methods.
On one hand, these methods rely partly on the U(1) dominance observation
within the maximally Abelian gauge and partly on the Pisa Abelian monopole order
parameter. In the first case we have introduced a new order parameter based on
a (weakly broken) global symmetry replacing the global and spontaneously broken
center symmetry in SU(N). Our observations underline the role of U(1) degrees of
freedom and/or monopole condensation in the center blind theory.
On the other hand we confirm the observation of de Forcrand and Jahn that
twist variables play an important role, pointing to the importance of center vortices
also in a theory with a trivial center.
We have investigated the well-known bulk transition. We showed that it weakens
from first to probably second order and that tunnelling between different twist sectors
is enhanced along it, by increasing the strength of the Z2 monopole suppression.
Whether the phase transition line ends could not been answered. If the answer were
positive, then the different phases would be smoothly connected, and the confinement
phenomenon should be universal.
Our main observation is that we have found some evidence for the existence
of a finite temperature transition. We take this as an indication for universality
between the SU(2) and SO(3) lattice theories. However, more evidence is necessary
in order to draw final conclusions. In particular more simulations at larger lattice
volumes are required to prove whether there is a continuum limit, i.e. whether the
critical temperature scales according to the renormalization group and the critical
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exponents allow the identification of the universality class of the 3d Ising model. In
any case the occurence of a finite temperature transition shows that in our lattice
model with sufficiently strong monopole suppression the lattice spacing becomes
reasonably small for physical investigations. This differs drastically from the Villain
model at the bulk phase transition; in that case the presence of the lattice artifacts
caused the lattice spacing to be extremely fine, such that only temperatures above
the deconfinement transition could be investigated.
Assuming that there is really universality, it is still not clear how to prove that
fermions (i.e. quarks), which couple to the gauge fields within the fundamental
representation, are confined. In fact in a center-blind theory all the observables in the
fundamental representation are trivially zero. As a consequence the string tension
between two fundamental static charges, usually extracted from large Wilson loops
in the fundamental representation, cannot be measured. Another way of measuring
the string tension or another criterion for confinement should be considered.
Most of our investigations have been done within fixed twist sectors because
of strongly suppressed tunneling above the bulk phase transition. A final answer
requires the use of an algorithm allowing to tunnel between these sectors. A multi-
canonical algorithm could be useful but it turned out to give satisfactory results
only for rather small volumes. The implementation of such an algorithm was a task
going beyond the scope of this work.
Appendix A
Monte Carlo method and
updating algorithm
In this appendix we will briefly review some basic aspects about Monte Carlo tech-
niques and we will also explain the algorithm used in this work. In order to calculate





has to be computed. On the lattice it reduces to a multiple integral, but the number
of integration variables is normally so large that only statistical methods can be used.
In fact the high number of variables involved forbids a direct numerical evaluation of
the integral but, at the same time, the majority of the field configurations give a large
contribution to the action; in this way, thanks to the weight factor exp(−S(Uµ)),
the integral receives a contribution only from a limited number of configurations and
importance sampling allows to apply Monte Carlo techniques.
A.1 Monte Carlo method
According to this method a set of N configurations {Ui} is generated in such a way
that they are representative of the configuration space, i.e. distributed with the





The statistical ensemble is generated through a Markov chain of configurations
U0, U1, . . . Ui, where Ui is obtained from Ui−1 through an update algorithm char-
acterized by the transition probability P (Ui−1 → Ui). P has to be chosen such that
the distribution for the {Ui} always converges to the equilibrium distribution. A
necessary condition to fulfill this requirement is∫
dUWeq[U ]P (U → U ′) = Weq[U ′] , (A.3)
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with Weq[U ] ∝ e−S[U ]. By using the normalization condition
∫
dU ′P (U → U ′) = 1,
it can be easily proven that a sufficient condition for (A.3) is
Weq[U ]P (U → U ′) = Weq[U ′]P (U ′ → U) , (A.4)
which is known as the detailed balance principle. The configurations generated
in this way are of course correlated to each other. The necessary iterations to
obtain independent configurations depend very much on the algorithm used and
on the observable computed. It is useful then to make the measurements every a
certain number of Monte Carlo steps, in order to obtain decorrelated configurations.
Statistical methods in data analysis which permit to take properly into account the
autocorrelations will be explained in detail in Appendix B.
A.2 Algorithm
We will now describe the algorithm used for the Monte Carlo simulation of the mixed
fundamental-adjoint Wilson action with chemical potential for the suppression of the


















λ(1 − σc) , (A.5)
which, due to the well-known trace property
TrA = Tr
2
F − 1 , (A.6)




























ηP = signTrF UP , (A.9)





In other words we used always links in the fundamental representation, i.e. 2 × 2
matrices, which require a smaller computational effort compared with the 3 × 3
adjoint matrices, and to compute the adjoint observables we always used the property
(A.6).









− λ sign{TrF [Uµ(x)Vµ(x)]} sign{TrF [Uµ(x)V ′µ(x)]} W , (A.11)
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where Vµ(x) and V
′
µ(x) are the sum of the products of the links over the six staples




{Uν (x + µ̂)U †µ(x + ν̂)U †ν(x) +




{Uα (x + µ̂)U †µ(x + α̂)U †α(x) +
U †α (x + µ̂ − α̂)U †µ(x − α̂)Uα(x − α̂) , α = ν = µ , (A.12)
and W is the products of the signs of the plaquette in the fundamental representation
of the four remaining faces of the 3-dimensional cube c.
Since the action is quadratic in the link Uµ(x), we used a Metropolis algorithm
[146] to update the gauge field. The procedure can be summarized in the following
steps:
• generate a random SU(2) matrix close to the identity, where closeness is con-
trolled by a parameter ε;
• obtain a trial link U trialµ (x) by multiplying the old link with the previously
generated random matrix;
• compute the new action with the trial link and then the difference ∆S =
S[U trialµ (x)] − S[Uµ(x)];
• if ∆S < 0 then accept always the change;
• if ∆S > 0 accept the change with probability exp(−∆S).
The parameter ε was tuned in such a way to have always an acceptance rate greater
than 60%.
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Appendix B
Statistical error analysis
An essential part of the Monte Carlo simulations is the analysis of the errors of the
observables computed. In this short review we will closely follow [147].
The observables measured in a Monte Carlo simulation are usually distinguished
into primary and secondary quantities, which are functions of primary quantities.
Besides the naive statistical error, associated with the finite number of measurements
N and proportional to 1/
√
N , there are other fundamental sources of errors:
• Initialization bias. The algorithm needs a number of thermalization steps
before it “forgets” the arbitrary initial configuration and reaches the thermal
equilibrium where the field configurations are distributed according to the
Boltzmann factor exp(−S).
• Autocorrelation in equilibrium. When thermal equilibrium is reached, the field
configurations generated by the updating algorithm are correlated. This causes
the statistical error of 〈O〉 to be a factor 2τint(O) larger than in an ensemble
of independent configurations. The quantity τint(O) is called the integrated
autocorrelation time for the observable O.
The dependency on the initial (arbitrary) configuration can be avoided by wait-
ing a large enough number of updating steps before starting the measurements. By
measurements we mean the evaluation of the observables on the field configurations
generated by the algorithm. What is large enough can be estimated from the in-
tegrated autocorrelation times of the observables. They can be very different for
different observables. In practice, the observed autocorrelation times have almost
the same order of magnitude and a number of thermalization steps equal 20 to 100
times the maximum observed autocorrelation time τint,max is a sensible choice.
The central role in the determination of the statistical errors is played by the
integrated autocorrelation times. How to estimate them is the subject of this ap-
pendix.
B.1 Primary quantities
We consider a sequence of measurements Oi ≡ O[Ui], i = 1, ..., N of the observable
O ≡ O[U ] performed on a large ensemble of field configurations {[Ui], i = 1, ..., N}
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the ensemble average of O. The exact path integral expectation value of O is denoted
by 〈O〉E. If the measurements are statistically independent the value of 〈O〉 is
normally distributed around the expectation value 〈O〉E with variance
var(〈O〉) = 〈O2〉 − 〈O〉2 = 〈(O − 〈O〉)2〉 . (B.2)
The (naive) statistical error is then given by
(∆naive(〈O〉))2 =
var(O)
N − 1 . (B.3)
In general, there are correlations in the sequence of generated field configurations
(and hence in the measurements), called autocorrelations and (B.3) underestimates
the statistical error.
The (unnormalized) autocorrelation function is defined as
ΓO(i − j) = 〈(Oi − 〈O〉E)(Oj − 〈O〉E)〉MC = ΓO(j − i) , (B.4)
where 〈· · ·〉MC denotes the average over infinitely many independent ensembles of
configurations in thermal equilibrium. The autocorrelation function ΓO depends
only on the distance between the measurements |t| = i − j. Typically, it decays
exponentially
ΓO(t) ∼ exp(−|t|/τ) for large t . (B.5)









where ΓO(0) = 〈(O−〈O〉E)2〉E = var(O) is the variance1 of the observable O. Here,
time refers to the Monte Carlo time of the simulation and labels the measurements.
The goal is to estimate the effects of the autocorrelations based on a finite (but
large) sequence of measurements Oi, i = 1, ..., N . The ensemble average 〈O〉 in


















(2τint(O))ΓO(0) for N  τ . (B.7)
1 We note that 〈Oi〉MC = 〈O〉E .
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Comparing with (B.3), we see that the statistical error is a factor
√
2τint(O) larger
than for independent measurements. Stated differently, the number of effectively
independent measurements in a run of length N is roughly N/(2τint(O)). The natural






(Oi − 〈O〉)(Oi+|t| − 〈O〉) . (B.8)
In order to get a good estimator of τint(O), one sums the terms in (B.6) (with ΓO
computed according to (B.8)) up to |t| ≤ M , where M is a suitably chosen cut-off.
This cut-off is necessary since the signal for ΓO(t)/ΓO(0) gets lost in the noise for
|t|  τ .
In the following subsection, we describe an alternative method for estimating the
error, the binning method. Knowing ∆(〈O〉) one can use (B.7) together with (B.3)










An easy method to analyze the data of a Monte Carlo simulation is the binning







Oi , b = 1, ..., NB = [N/B] . (B.10)
If N is divisible by B, the average over the blocked measurements is the same as the
average 〈O〉 in (B.1). The variance computed from the blocked measurements is













The blocked measurements still suffer from autocorrelations. The error ∆(〈O〉, B)
of the average 〈O〉, estimated through the variance (B.11), is
(∆(〈O〉, B))2 = var(〈O〉, B)
NB − 1
. (B.12)
It increases with the bin length B: if the integrated autocorrelation time τint(O) is
small with respect to B, the systematic effect due to autocorrelations is proportional
to τint(O)/B. The relative statistical uncertainty of the error estimate (B.12) is
approximately given by (2NB)
−1/2. Increasing the value of B the error (B.12) flattens
and oscillates around its correct value ∆(〈O〉), if the number of measurements is large
enough to see this. The integrated autocorrelation time can then be estimated as in
(B.9), with ∆naive(〈O〉) ≡ ∆(〈O〉, B = 1). The error of this estimate is dominated
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B.3 Secondary quantities: jackknife binning
Secondary quantities are defined as
y = f(O(1), O(2), · · ·) , (B.14)
where f is an arbitrary function of the primary quantities O(1), O(2), · · ·. The best
estimate of a secondary quantity is
〈y〉 = f(〈O(1)〉, 〈O(2)〉, · · ·) . (B.15)
To estimate the statistical error of 〈y〉 one can in principle use the binning method




b,B, · · ·) are inserted in (B.11) and
(B.12) at the place of Ob,B. The problem in practice, is often that the bins are too
small (because of the time costs of the measurements) and they fluctuate too much
around 〈y〉. This problem can be overcome with the method of jackknife binning.







Ob′,B , b = 1, ..., NB , (B.16)
obtained by omitting a single bin in all possible ways. The index B̄ means that Ob,B̄
is the complement of the bin Ob,B. Evaluating the secondary quantity y with the















The error estimate for 〈y〉 can be obtained from









For a primary quantity y ≡ O, (B.19) reproduces (B.12). The error estimate (B.19)
can be studied under variation of the bin length B. Increasing B, the error estimate
flattens and oscillates around the correct error. The integrated autocorrelation time
for the secondary quantity y can then be estimated as in (B.9), the naive error being
the error (B.19) for B = 1.
The jackknife error analysis is our standard method for estimating statistical
errors.
Appendix C
Procedure of Maximally Abelian
Gauge Fixing
The maximally Abelian gauge (MAG) [83] is the special Abelian gauge exhibiting
infrared Abelian dominance in the lattice QCD. In this appendix we will review this
procedure following [148].


















1 − 2{U1µ(x)2 + U2µ(x)2}
]
(C.1)






Tr{Uµ(x)σ3U †µ(x)σ3} with U−µ(x) = U †µ(x − µ̂). (C.2)
Here, R(x) is manifestly invariant under the lattice rotation and the reflection. In







is diagonalized. In this appendix, we show the procedure of the MAG fixing on the
lattice.
To begin with, we introduce a local gauge transformation, whose gauge function
Ωx0(x) is not unity at the site x0 only,{
Ωx0(x) = Ω(x0) for x = x0
Ωx0(x) = 1 for x = x0.
(C.4)
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In order to maximize the value RMAG[Uµ], one may consider to maximize the local
variables R(x) at each site x by the local gauge transformation Ωx. However, since
R(x0) at the site x0 is changed not only by the gauge transformation Ωx0(x) but
also by the gauge transformation Ωx0−µ̂(x) with neighboring sites x0− µ̂, one cannot
obtain the MAG gauge configuration Uµ(x0)
MAG only by simple local gauge trans-
formation Ωx0(x). After the local gauge transformation at all sites on the whole
lattice, one has to repeat this procedure until RMAG is maximized.
Now, let us derive the gauge transformation Ωx0(x) to maximize R(x0). After









{Uµ(x0)σ3U †(x0) + U †µ(x0 − µ̂)σ3Uµ(x0 − µ̂)} · Ω†(x0)σ3Ω(x0)]
≡ Tr[Φ(x0)S(x0)]. (C.5)
Here, we define
S(x) ≡ Sa(x)σa ≡ S · σ ≡ Ω†(x)σ3Ω(x) ∈ su(2), (C.6)





µ(x) ∈ su(2), (C.7)
which are both elements of Lie algebra and satisfy relations Tr(Φ) = Tr(S) = 0
and S2 = 1. To maximize R(x0) by this gauge transformation, S(x0) is taken to
be the same direction as Φ(x0) in the SU(2)  O(3) parameter space, S//Φ. After
this gauge transformation, Φ(x0) is diagonalized as Φ
Ω(x0) = Ω(x0)Φ(x0)Ω
†(x0) =
ΦΩ3 (x0)σ3, and S(x0) becomes σ3. Here, Φ plays a similar role as the Higgs field in
the ’t Hooft-Polyakov monopole.
In the Abelian gauge, the gauge function Ω(x) is an element of the coset space
SU(2)/U(1)3 using the residual U(1)3 degrees of freedom. We take the representative
element of Ω(x) so as to satisfy Ω3(x) = 0, or
Ω(x) = Ω0(x) + i{Ω1(x)σ1 + Ω2(x)σ2}. (C.8)
Because of (Ω1)2 + (Ω2)2 + (Ω3)2 = 1, we can parameterize Ω(x) as⎧⎨⎩
Ω0(x) = cos θ(x)
Ω1(x) = sin θ(x) cos φ(x)
Ω2(x) = sin θ(x) sin φ(x),
(C.9)
and then S(x) is expressed as
S ≡ Saσa ≡ Ω†σ3Ω = sin 2θ cos φσ1 + sin 2θ sin φσ2 + cos 2θσ3. (C.10)
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Figure C.1: The gauge function Ωover used in the over-relaxation method. The
vector Ωtarget corresponds to the gauge function which maximizes R(x0).
Since Φ(x0) ≡ Φa(x0)σa is obtained from the original gauge configuration Uµ(x), we















Thus, the gauge function Ω(x) which maximizes R(x0) is obtained so as to obey
S(x0)//Φ(x0). This procedure makes R(x0) defined in (C.5) maximum by Ωx0(x).
This gauge transformation, however, influences R(x) of the neighboring sites, x =
x0 ± µ̂, and in fact does not make them maximum. Therefore, we have to perform
this procedure to the neighboring sites. By doing this, however, the original R(x0)
gets some change and hence R(x0) is no more in its maximum. This fact forces us
to repeat the local-gauge transformation many times.
To optimize the convergence, in the practical simulation, we take an over-relax-
ation method. We show the vector (cos θ, sin θ cos φ, sin θ sin φ) in Fig.C.1, corre-
sponding to the gauge function Ω(x0) in Eq.(C.9). In the over-relaxation method,
we take the angle value ξθ instead of θ obtained in Eq.(C.9),⎧⎨⎩
Ω0over(x0) = cos(ξθ)
Ω1over(x0) = sin(ξθ) cos φ
Ω2over(x0) = sin(ξθ) sin φ.
(C.12)
This overrelaxation parameter ξ is taken as 1 ∼ 2.




In Chapter 6 we exposed our ideas to define a new order parameter and we showed
the results obtained. We can summarize our strategy as follows; given a thermalized
lattice configuration, we want to find a symmetry operator P such that it generates
a symmetry for the action and it maps L+A into L
−
A. We have already shown that a













= Extremum , (D.1)












= Extremum , (D.2)
which at fixed x and i reduces to
P †(x)Ui(x, t)P (x + î) = Ui(x, t) . (D.3)
This equation can be read as a constraint on the functional form of the gauge fields
such that, given P (x), the symmetry is realized. This condition can be solved in Aµ
by using the form of the links Uµ = e
iag Aµ(x)·σ2 . In the following we will show some
analytical computations done in the fundamental representation for simplicity, but
they can be easily generalized to the adjoint representation. By defining


























The last equation shows explicitly that the sufficient condition (D.3) at first
order in a is equivalent to the requirement that the gauge connection is invariant
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under particular gauge transformations, i.e. under rotations of π
2
around n̂(x). A
step forward shows that it gives a restriction to the functional form of the gauge
connection
Ai(x) · σ = Cin̂(x) · σ +
1
g
(n̂(x) × ∂in̂(x)) · σ (D.6)
with n̂(x) · Ai(x) = Ci. This decomposition can be generalized to all orders in a.
Defining
∂̂in̂(x) · σ =
1
a
(n̂(x + î) · σ − n̂(x) · σ) ,




n̂(x) · ∂̂in̂(x) = −v sin θ ,
one obtains
Ai · σ =
1
cos θ
Cin̂(x) · σ +
tan θ
v
Ci∂̂in̂(x) · σ + B(n̂(x) × ∂̂in̂(x)) · σ (D.7)
with ‖ Ai‖ =
√
C2i + B
2v2 cos2 θ, or
Ai · σ = Cin̂(x) · σ +
sin θ
v
Ci∂̂in̂(x) · σ + B(n̂(x) × ∂̂in̂(x)) · σ (D.8)
with ‖ Ai‖ = | cos θ|
√
C2i + B






























The decomposition of the connection that we obtained is similar to the decomposition
given by Cho [149,150], Faddeev-Niemi [151] and Shabanov [152], but in our case it
was motivated by the request for a symmetry which is broken at the deconfinement
phase transition and we solved the constraint (D.3) not only in the continuum limit
a → 0, but at finite lattice spacing a.
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