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We give an inequality which bounds the product of the Lp norms of the linear factors of
a polynomial by a multiple of the Lp norm of that polynomial. This result generalizes two
inequalities of Króo and Pritsker.
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1. Introduction
The Lp spaces considered in the paper are Lp(T) where T is the unit circle in the complex plane with the standard
probability measure and hence ‖ f ‖p = ( 12π
∫ 2π
0 | f (eiθ )|p dθ)1/p for 0< p < ∞.
The inequality
∏n
k=1 ‖z− rk‖∞  Cn‖
∏n
k=1(z− rk)‖∞ ﬁrst appears in [4] with the constant Cn = en . Mahler [7] improved
this to Cn = 2n . Króo and Pritsker [6] proved the optimal bound Cn = 2n−1; they also proved a sharp L2 version of this
inequality in the same paper:
∏n
k=1 ‖z− rk‖2  2(n−1)/2‖
∏n
k=1(z− rk)‖2. In Section 3, we will prove the sharp Lp version of
these inequalities for all p ∈ (0,∞] which is
n∏
k=1
‖z − rk‖p 
(‖z − 1‖p
)n−1
∥∥∥∥∥
n∏
k=1
(z − rk)
∥∥∥∥∥
p
.
We note that ‖z − 1‖∞ = 2 and ‖z − 1‖2 =
√
2, hence our results reduce to those of Króo and Pritsker when p = 2 or
p = ∞.
2. Background results
In this section we will review some results from the literature. We start with a useful variant of convexity.
Deﬁnition 2.1. Let 0< a < b and g : (a,b) → (0,∞). Then we say that log(g(r)) is a convex function of log(r) if for any s, t ∈
(a,b) and any λ ∈ (0,1), we have g(sλt1−λ)  g(s)λg(t)1−λ . (This is equivalent to stating that log(g(eλ log(s)+(1−λ) log(t))) 
λ log(g(elog(s))) + (1− λ) log(g(elog(t))); hence the terminology.) If equality only occurs when s = t , we say that log(g(r)) is
a strictly convex function of log(r). We note that if equality occurs for s, t with s < t then g(r) = crk on [s, t] since log(g(r))
is a linear function of log(r) in this case.
The condition that log(g(r)) is a convex function of log(r) is sometimes stated as g is multiplicatively convex [9] or g is
geometrically convex [3]. The next theorem shows that such functions arise in a natural way in complex analysis.
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R. Pereira / J. Math. Anal. Appl. 356 (2009) 208–210 209Theorem 2.2. Let 0 < p ∞ and let f be an analytic function on the annulus {z: a < |z| < b}, then the function log(‖ f (rz)‖p) is
convex as a function of log(r) for all r ∈ (a,b). log(‖ f (rz)‖p) is strictly convex as a function of log(r) unless f (z) = czk for some c ∈ C,
k ∈ Z.
For p = ∞, this is the well-known Hadamard three circles theorem (see [8] for instance). For 0 < p < ∞, the ﬁrst
sentence of the theorem is due to Hardy [5]. We can prove the strictness condition from Collingwood’s proof of Hardy’s
theorem [2]. Suppose there is some subinterval I of (a,b) on which log(‖ f (rz)‖p) is a linear function of log(r). Then we
must have equality in Holder’s inequality near the bottom of page 165 of [2]. Hence for any r1, r2 ∈ I , | f (r1eiθ )| must be
a scalar multiple of | f (r2eiθ )| which means that f (reiθ ) = g(r)h(θ) for all r ∈ I . Since log |g(r)| must be a linear function
of log(r) on I , we have g(r) = crk . A simple Cauchy–Riemann argument shows that h(θ) = eikθ . Since f is analytic on the
annulus, k must be an integer and f (z) = czk .
We will also need the following result which is a multiplicative version of Petrovic´’s inequality [10] due to Finol and
Wójtowicz [3].
Lemma 2.3. Suppose that log(g(r)) is a convex function of log(r) on [1,∞) and {rk} are real numbers in [1,∞); then∏nj=1 g(r j)
g(1)n−1g(
∏n
k=1 rk).
For the sake of completeness, we provide a direct proof.
Proof. For all j, there exists a λ j ∈ [0,1] such that r j = (∏nk=1 rk)λ j11−λ j . Therefore g(r j)  g(
∏n
k=1 rk)λ j g(1)1−λ j . Noting
that
∑n
j=1 λ j = 1, we can multiply the equations together to obtain
∏n
j=1 g(r j) g(1)n−1g(
∏n
k=1 rk). 
Finally, we will use the following theorem of Arestov [1]. If f (z) =∑nk=0 akzk and g(z) =
∑n
k=0
(n
k
)
bkzk , then Λg f (z) =∑n
k=0 akbkzk .
Theorem 2.4. Let ψ : R → R be an increasing strictly convex function and let φ(x) = ψ(log x). Let g(z) be a monic nth degree
polynomial all of whose roots lie on the unit circle. Then for any nth degree polynomial f (z), we have
∫ 2π
0 φ(|Λg f (eiθ )|)dθ ∫ 2π
0 φ(| f (eiθ )|)dθ with equality if and only if f is of the form anzn + a0 .
If we take φ(x) = xp and g(z) = zn + 1 in Arestov’s theorem, we get the following corollary.
Corollary 2.5. Let 0< p ∞ and f (z) =∑nk=0 akzk. Then ‖anzn + a0‖p  ‖ f ‖p with equality if and only if f (z) = anzn + a0 .
We note that ‖anz+ a0‖p = ‖anzn + a0‖p and hence the above inequality can also be written as ‖anz+ a0‖p  ‖ f ‖p . We
are now ready to prove our main theorem.
3. Main result
Theorem 3.1. Let 0 < p  ∞ and f (z) = ∏nk=1(z − rk) be a complex monic nth degree polynomial. Then
∏n
k=1 ‖z − rk‖p 
(‖z − 1‖p)n−1‖ f (z)‖p with equality if and only if f (z) = zn − eiθ for some θ ∈ [0,2π).
Proof. Let g be the function from (0,∞) → (0,∞) deﬁned as follows: g(r) = ‖1 − rz‖p = ‖z − ζ‖p where ζ = reit , t ∈ R.
By Theorem 2.2, log(g(r)) is a strictly convex function of log(r).
Now suppose f has no roots in the open unit disc {z: |z| < 1}. Then ∏nk=1 ‖z − rk‖p  (‖z − 1‖p)n−1‖z −
∏n
k=1 rk‖p 
(‖z − 1‖p)n−1‖ f (z)‖p where the ﬁrst inequality follows from Lemma 2.3 applied to g and the second inequality follows
from Corollary 2.5. The second inequality is not strict if and only if f (z) = zn −∏nk=1 rk , which would mean that all of the
roots have equal modulus. When all roots have equal modulus, we have equality in the ﬁrst inequality if and only if all
roots have modulus one because log(g(r)) is a strictly convex function of log(r).
Now we remove the restriction on the roots of f . Suppose the roots {rk}mk=1 lie in the open unit disc and the remaining
roots {rk}nk=m+1 lie outside the open unit disc. Let φr(z) = r¯z−1z−r . It is easy to verify that when |r| = 1, |φr(eiθ )| = 1 for
all θ and hence ‖φr f ‖p = ‖ f ‖p . Now let q(z) = (∏mk=1 r¯k z−1z−rk ) f (z). Since q(z) has no roots at all in the open unit disc, we
therefore have
∏n
k=1 ‖z − rk‖p =
∏m
k=1 ‖r¯kz − 1‖p
∏n
k=m+1 ‖z − rk‖p  (‖z − 1‖p)n−1‖q(z)‖p = (‖z − 1‖p)n−1‖ f (z)‖p . 
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