ABSTRACT. We show that the critical set generated by the Mountain Pass Theorem of Ambrosetti and Rabinowitz must have a well-defined structure. In particular, if the underlying Banach space is infinite dimensional then either the critical set contains a saddle point of mountain-pass type, or the set of local minima intersects at least two components of the set of saddle points. Related conclusions are also established for the finite dimensional case, and when other special conditions are assumed. Throughout the paper, no hypotheses of nondegeneracy are required on the critical set.
Introduction.
The existence of critical points of a real-valued C 1 functional I defined on a real Banach space X has been studied extensively in recent years. Naturally some kind of compactness is required in such problems, the assumption employed here usually being the Palais-Smale condition or some variation of it. A remarkable result in this setting is the following theorem due to Ambrosetti and Rabinowitz [1] . The structure of the critical set Kb has been the subject of recent papers by Hofer and by the present authors. This interest stems from the natural desire to understand the structure of the critical set (e.g. does Kb contain a saddle point, as would be expected from its construction), and from the emergence of applications depending on the nature of Kb rather than on its mere existence (see [3] ).
In [4] Hofer showed that the critical set Kb possesses either a point of mountainpass type, or a local minimum. On the other hand, in [7] we have shown that when X is infinite dimensional there must be a saddle point in K b . Nevertheless the situation still allows considerable refinement, without making any additional hypotheses on the basic functional I.
More precisely, the main result of this paper for the infinite dimensional case asserts that either the critical set Kb contains a point which is simultaneously of saddle and mountain-pass type, or the set of local minima in Kb is nonempty and its closure intersects at least two components of the set of saddle points.
This result can be viewed as a Morse theorem which is applicable to degenerate critical points as well as to functionals merely of class C1.
Roughly speaking, the first case of the main result says that the "mountain"
surrounding ° possesses a "realistic" mountain pass. That is, at this point the gradient is zero, in each neighborhood of this point there are higher as well as lower points, and the set of lower points is not path-connected. In other words, the pass must be crossed in going from one set of lower values to another, and at the crossing one can see higher points. Of course, this is not the only conceivable situation, and the second alternative of the theorem gives the other possibility, namely, the mountain pass consists of a saddle point, then of a passage at fixed level through a set of local minima and finally of a second saddle point which is disconnected from the first. The finite dimensional case, rather remarkably, involves a more subtle discussion. Indeed here, without some additional mild assumptions, the main result no longer holds and must be replaced by a weaker version. More precisely, in this case either the critical set contains a point of mountain-pass type or the set of local minima of I in Kb is nonempty and its closure intersects at least two components of the set of saddle points and proper local maxima.
To obtain for the finite dimensional case a result corresponding to that stated earlier for the infinite dimensional case it is necessary to add the hypothesis that the critical set Kb does not separate the primary points ° and e in the Mountain Pass
Theorem. That such a hypothesis is not necessary in the infinite dimensional case arises from the underlying strength of the Palais-Smale condition, which implies, among other things, that Kb is compact. Since in an infinite dimensional space a compact set cannot separate two different points in its complement, no matter where they may be, there is accordingly no need to invoke the separation hypothesis required for the finite dimensional case.
These results are best possible. Indeed, Rabinowitz has remarked in [8] that, for the finite dimensional case, Kb need not contain any saddle point, while in [4] Hofer has given an example where Kb contains no points of mountain-pass type. On the other hand, it might be thought that, at least when Kb consists of a single point or of isolated points, it should contain a saddle point y not only of mountain-pass type but also having the property that for each sufficiently small neighborhood N of y both sets {x E N: lex) > b} and {x E N: lex) < b} are nonempty and not path-connected. Such a generalization, however, is not valid. For example, when lex, y, z) = x 2 +y2 +z2(3-z) the Mountain Pass Theorem applies with e = (0,0,3) and a = R = 1. The critical value b is 4 and the critical set K4 consists only of the point (0,0,2), which is saddle point of mountain-pass type for which the sets {(x,y,z) E R3: X2 + y2 + (Z -2)2 < r2 and I(x,y,z) > 4}, r > 0, are nonempty and path-connected. Similar examples are possible in any finite dimensional space whose dimension n is greater than two and in suitable infinite dimensional spaces.
When n = 2 and the critical set Kb consists of a single point it appears likely that both the sets {x EN: I(x) > b} and {x E N: I(x) < b} are nonempty and not path-connected, but we shall not pursue this. Precise statements of the results in question, together with their proofs, are given in §3, following an important preliminary lemma which we establish in §2. In §4 we give two further results. The first is essentially a generalization of the theorems of §3, but with an additional and somewhat special hypothesis. The second concerns the structure of the critical set when Kb possibly separates ° and e.
Finally it is worthwhile noting two simple corollaries which follow immediately from the main results. The first part of Corollary 1 was established earlier by the present authors (see Theorem 7 of [7] ), while Hofer's Theorem given in [4] is included in Corollaries 1 and 2.
A final remark may be added here. Our principal result shows that the "typical" critical point obtained from the Mountain Pass Theorem is a saddle point of mountain-pass type, as one would expect from the nature of the construction. For illustrative purposes, the functional I may be thought of as having the asymptotic behavior
near such a point. On the other hand, additional types of asymptotic behavior are possible near a saddle point, for example 
PROOF. Assume first that Kc i= 0. Then since Kc is compact and E closed we
so that A8 is closed and contains E.
By the Palais-Smale condition there exists a positive real number a depending on 8 and having the property that
Given p > 0, we set (2) The mapping V:
is then well defined. Indeed by (1) and (2) We shall show that a satisfies properties (i), (ii), and (iii).
Since IIV(x)11 spit follows at once that (i) holds. Also in view of
To this end, put Wx (t) = [(ax (t) ) and observe that
where we have used both properties of the pseudogradient v as well as the fact that [' (x) =i-0 when g( x )g( x) =i-O. This inequality entails two conclusions: first, for all
and second, for all x, t such that ax(t)
by virtue of (1)- (4).
In this case, suppose for contradiction that [(a(x) ) > c -c:. Then by (6) we
There are now two situations to be considered.
Then from (7) and (2) we obtain
a contradiction. 
oAt)
we have by (2) If Kc = 0 the same proof applies, except that the number 8 need not be introduced, we can simply take A8 = A8/2 = A8/4 = X, and ?J == 1. Moreover the second case above does not now occur since obviously a x (t) E X for all t E R.
REMARK. From the proof above it is apparent that for each x E X there is a continuous map ax:
and I(ax(t)) :::;
In the remaining part of the paper we shall suppose that I satisfies the hypotheses of the Mountain Pass Theorem, as given in the Introduction. The following notation will be useful throughout the paper:
is a local maximum of I and x E h}, Sb = {x E Kb: x is a saddle point of I, namely in each neighborhood of x there exist two points y and z
where b denotes the critical value of I given in the Mountain Pass Theorem.
It is easily seen that Kb is the disjoint union of the sets Mb, Pb and Sb. Moreover, in view of the Palais-Smale condition, Kb as well as Sb and Pb U Sb is compact. License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use of mountain-pass type then for any neighborhood N of x the set N n h must be nonempty and not path-connected (Hofer's definition). Conversely, it is easy to see that if x is not of mountain-pass type then for all suitably small neighborhoods N of x the set N n h must be a subcomponent of h.
We say that a path 9 intersects a nonempty subset U of X if there exists some
Two paths 9 and h with the property that there exist two parameters to and tl in [0, 1] Our goal is to modify g to obtain another path y such that (14)
This will contradict the definition of b and complete the proof. Consider the mapping a: X --+ X given by the lemma in §2, depending on b, p, E and c. By the definition of c and property (ii) in the lemma it is evident that the path aog is in G. Moreover for all t such that aog(t) E UC we have I(aog(t)) :s: b-c.
Indeed the condition a 0 g(t) E UC together with property (i) of the lemma shows that g(t) E E. But then I(a 0 g(t)) :s: b -c in view of (13), property (iii) of the lemma, and the fact that c :s: d.
We may assume without loss of generality, therefore, that the path g itself satisfies the condition
and a fortiori that 
In the same manner, the first component Uj intersected by g for some t > tt can be supposed to be U2 . Again there exists a unique pair of parameters tg, t~ such that t~ < tg < t~ < 1; In the following, to simplify the notation, we shall denote the closed balls B(Xi' iPi)
by Bi and the sets B(Xi' Pi) n h by It. For later use, recall that each of the sets It is a nonempty subcomponent of h. It will be convenient also to refer to the closure of any ball listed in (9) as a closed ball of type (9) , and similarly for the closures of balls listed in (10), (11), and (12). Here and in the following the parameters l' which we introduce depend on the path hll but for simplicity we do not indicate this dependence explicitly. In both cases (a) and (b) we have c < I(h1(1'P)) < b, and so h1(1'P) E fl. Let C1 be the component of the compact set f1 Uf2 containing h1(1'P) and 1'[ the maximum value ofr such that h1(1') E C1. If h by the argument of the previous paragraph.
If x E f3, then x E 8B(ys, !rs
Next suppose {h1(rp),h1(rl)} ~ IV, say, for instance, hdrp) tf-IV. We shall show then that Ole f 1, so that the situation reduces to the case discussed in (*).
Thus assume for contradiction that 0 1 n f2 =I-0. Hence there exists some index S = 1, ... , m such that 0 1 naB(y", !r,,) =I-0. Consequently, since 0 1 is connected, there must be a chain joining hI (rp) and B(y", !r,,) consisting of closed balls of type (9) or (10) or (11). The first ball in the chain must be of type (9) or (10) since hI (rp) E lb. Hence without loss of generality we may assume that all balls B in the chain before B(YB' !r,,) are of type (9) or (10). By the definition of IV and the fact that hI (rp) tf-IV, it now follows that the balls B cannot intersect IV and so a fortiori cannot intersect N. In particular, each ball B is of type (10). But this cannot occur since closed balls of type (10) do not intersect closed balls of type (11), by construction and the fact that 8 :S 82. Thus, 0 1 c f1 as required.
The treatment of the case hI (rI) tf-IV is exactly the same. PROOF. Since X is infinite dimensional and 0 and e do not belong to the compact set Kb, they both are in the same component C of (Kb)c. Thus we may follow the main argument introduced for the finite dimensional case. For this reason, there will be no confusion if we do not repeat word for word the previous preliminary construction. Indeed, no changes are necessary in the selection of the number 
and take
We now fix a path g satisfying (13) and shall show that it can be modified in order to obtain (14). To see this, we proceed word for word until formula (17).
Thus, it remains to show that there exists a bridge Vj corresponding to each pair of points zJ, zJ, J. = 1, ... ,II. To begin with, we modify the path g joining 0 and e into a piecewise linear path, still from 0 to e and nowhere intersecting V, which we continue to call g for simplicity. Then we approximate the parts of g joining zJ From the open cover {By(x, rx): x E U'} of the compact set U' of Y we select a finite subcover, whose union will be called V. We denote by ~. the component of
For uniformity and simplicity of notation we still call zJ the first point of intersection of g)-1 with a~· and zJ the last point of intersection of g) with a~, j = 1, ... , J-l. The argument already used for the finite dimensional case implies that zJ, zJ are in the same component L) of Y\~·. Hence, by the lemma in §7 of [7] , there is a path h J from zJ to zJ entirely contained in aL J for each j = 1, ... ,J-l.
We start by constructing a bridge VI joining z~ to z}. If Define rp E [0,1) as in the proof of Theorem 1. As before, hI (rp) is in ri but not in r~ or r~. Let C1 be the component of the compact set ri u r~ containing h1 (rp) and rl the maximum value of r such that hl(r) E C1 . Arguing as in the finite dimensional case, we see at once that hI (rf) E r~ when rl < 1. In this case hl(rf) E (ri u r~) n r~ c ri n h. Also as before rp < rf. When rl = 1, the definition ofrf shows that h1(rf) = h 1(1) = Zf E C1 n h c r~ n h. In both cases h1 (rp), h1 (rf) E C1 n r~ n h and so in particular C1 n r~ is nonempty.
For convenience at this stage we separate the treatment of assumptions (*) and (** ). ASSUMPTION (*). We recall that k = 0 here. Moreover r~ n r~ = 0, for if not then there must exist a point y such that y E B(Xi' !Pi) for some i = 1, ... , I and y E B(ys, ~rs) for some s = 1, ... , m. Hence Ilys -xiii < 8 :::; 82 = dist(Mb , Sb), which is absurd. Thus we have C1 n r~ = 0 by the usual connectedness argument, and so C1 c r~. Therefore there exist I' saddle points, I' :::; I, which we may still call X1,X2, ... ,XI', such that U~~=lB(xj,!pj) is connected and contains C1. We ( 0) (1) 
Further related results.
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