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Το αντικείµενο αυτής της ∆ιπλωµατικής Εργασίας είναι η µελέτη µεθόδων εκπαίδευσης
Τεχνητών Νευρωνικών ∆ικτύων ανά πρότυπο εισόδου. Κατά τη διάρκεια της συγκεκριµένης
εργασίας έχουν µελετηθεί οι ϐασικές αρχιτεκτονικές των Τεχνητών Νευρωνικών ∆ικτύων και
οι διάφοροι µέθοδοι εκπαίδευσης αυτών. ΄Εχει δοθεί έµφαση στη µαθηµατική ανάλυση των
δικτύων, τις τεχνικές εκπαίδευσης και στις εφαρµογές αυτών σε πραγµατικά προβλήµατα.
Ακόµη έχει γίνει µελέτη της απόδοσης ενός δικτύου. Μελετούνται οι διάφορες τεχνικές
προκειµένου ένα δίκτυο να ϐελτιστοποιήσει την απόδοσή του µε τη χρήση αλγορίθµων οι
οποίοι εντοπίζουν το ϐέλτιστο σύνολο ϐαρών που επιτρέπει στο δίκτυο να µάθει το σύνολο
εκπαίδευσης και έτσι ϐελτιώνουν την αποδοτικότητα της διαδικασίας εκπαίδευσης.
Σε προγραµµατιστικό επίπεδο έχει χρησιµοποιηθεί το λογισµικό Matlab για τη δηµιουρ-
γία ενός αλγορίθµου εκπαίδευσης. Ο αλγόριθµος αυτός πραγµατοποιεί εκπαίδευση ενός
Τεχνητού Νευρωνικού ∆ικτύου µε τη µέθοδο της όπισθεν διάδοσης σφάλµατος (Backpropa-
gation) και δίνει χρήσιµα συµπεράσµατα για το ποσοστό επιτυχίας στην εκπαίδευση συγκε-
κριµένων προβληµάτων καθώς και το ποσοστό του µέσου τετραγωνικού σφάλµατος. Επίσης
έχουν εξαχθεί συγκριτικά αποτελέσµατα όταν χρησιµοποιούµε εκπαίδευση ανά πρότυπο ει-
σόδου και εκπαίδευση ανά οµάδα προτύπων εισόδου.
Στο Κεφάλαιο 1 παρέχονται κάποιες ϐασικές έννοιες που αφορούν τη δοµή και λειτουργία
των ϐιολογικών νευρώνων και τον τρόπο µε τον οποίο η µελέτη αυτή ενέπνευσε τη δηµιουργία
υπολογιστικών δοµών που η οργάνωσή τους είναι ϐασιµένη στο ϐιολογικό µοντέλο.
Στο Κεφάλαιο 2 περιγράφεται η δοµή των Τεχνητών Νευρωνικών ∆ικτύων και παρέχον-
ται οι ϐασικοί ορισµοί. Επίσης αναλύουµε τους τρόπους εκπαίδευσης ενός Νευρωνικού
∆ικτύου και περιγράφουµε τις ιδιότητες αυτών των ∆ικτύων. Τέλος, δίνεται µια σύντοµη ι-
στορική αναδροµή και παρουσιάζονται οι διαφορές των Τεχνητών Νευρωνικών ∆ικτύων από
τα παραδοσιακά υπολογιστικά συστήµατα και τα ΄Εµπειρα Συστήµατα.
Στα επόµενα δύο κεφάλαια παρουσιάζεται η δοµή ενός απλού νευρωνικού δικτύου που
ονοµάζεται Perceptron και ο κανόνας εκπαίδευσης του δικτύου αυτού, καθώς και ο κανόνας
εκπαίδευσης του Hebb.
Στο Κεφάλαιο 5 παρουσιάζονται τρεις ϐασικές µέθοδοι ϐελτιστοποίησης και δίνονται κά-
ποια ϐασικά παραδείγµατα για την κατανόηση αυτών των µεθόδων.
Στο Κεφάλαιο 6 αναλύουµε τη δοµή των πολυστρωµατικών δικτύων και περιγράφεται ο
αλγόριθµος της όπισθεν διάδοσης σφάλµατος. Στο Κεφάλαιο 7 παρουσιάζουµε το δίκτυο
Adaline, ενώ στο επόµενο κεφάλαιο παρουσιάζονται κάποιες παραλλαγές του αλγορίθµου
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της όπισθεν διάδοση σφάλµατος.
Τέλος στο Κεφάλαιο 9 εφαρµόζουµε τις διάφορες µεθόδους εκπαίδευσης σε πραγµατικά
προβλήµατα και συγκρίνουµε την απόδοση του δικτύου όταν χρησιµοποιείται εκπαίδευση
ανά οµάδα προτύπων εισόδου και εκπαίδευση ανά πρότυπο εισόδου.
Για την εκπόνηση αυτής της διπλωµατικής χρησιµοποιήθηκε το λογισµικό Matlab για
την ανάπτυξη του πρακτικού µέρους της εργασίας. Η συγγραφή πραγµατοποιήθηκε σε TEX
µορφή µε τη χρήση του προγράµµατος Kile, ενώ η δηµιουργία των σχηµάτων έγινε µε τη
ϐοήθεια του προγράµµατος OpenOffice Drawing και του προγράµµατος GIMP.
Abstract
The subject of this dissertation is the study of artificial neural network architectures
and learning rules. Emphasis is placed in the mathematical analysis of these networks,
on methods of training them and on their applications in practical engineering problems.
In addition, we introduce the basic concepts of a class of learning called the perfor-
mance learning, in witch a network is trained to optimize its performance.
We have also developed a training algorithm using Matlab software witch trains feed-
forward neural networks using the backpropagation algorithm. We give useful informa-
tion about the performance and the accuracy of the network and give the basic differences
between on-line and batch mode learning.
Chapter 1 covers the basic concepts of the biological neuron model and how they
inspired the development of artificial neurons.
Chapter 2 describes the basic neural network architectures, the different methods
of training a neural network and gives a brief historical background. In the next two
chapters we present the perceptron learning rule and the Hebb rule.
In Chapter 5 we present three basic optimization methods and we give some examples
for better understanding.
Chapter 6 describes the architecture of multilayer perceptrons and present a learning
rule called backpropagation. Next we present the Adaline network and different variations
of the backpropagation algorithm.
Finally, in Chapter 9 we perform different learning methods in practical problems and
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Η πορεία προς τα Τεχνητά
Νευρωνικά ∆ίκτυα
1.1 Εισαγωγή
Η Τεχνητή Νοηµοσύνη (ΤΝ) αποτελεί ένα πεδίο της Επιστήµης Υπολογιστών που επιχειρεί
να δώσει ανθρώπινες ικανότητες όπως είναι για παράδειγµα η αναγνώριση προτύπων και η
ταξινόµησή τους σε κατηγορίες στα υπολογιστικά συστήµατα. Μία από τις κύριες τεχνικές
µέσω της οποίας µπορούν να αποδοθούν ανθρώπινες ιδιότητες σε έναν υπολογιστή είναι η
χρησιµοποίηση των Τεχνητών Νευρωνικών ∆ικτύων.
Οι άνθρωποι δεν είναι πιο γρήγοροι ούτε πιο ακριβείς από τους υπολογιστές. Οι σηµε-
ϱινοί υπολογιστές ϕαίνονται πολύ πιο ικανοί στο να εκτελούν πολύπλοκες αριθµητικές και
λογικές πράξεις. Σε πολλούς όµως τοµείς η ανθρώπινη ικανότητα υπερτερεί κατά πολύ των
δυνατοτήτων των µηχανών. Για παράδειγµα οι άνθρωποι αναγνωρίζουν πολύ πιο εύκολα
αντικείµενα και κατανοούν τις σχέσεις µεταξύ τους µέσα στο ϕυσικό περιβάλλον, έστω κι
αν αυτά είναι παραµορφωµένα ή δεν είναι ορατά εξ’ολοκλήρου. Η ικανότητα της µάθησης
µέσω εµπειρίας είναι ένα από τα κύρια χαρακτηριστικά της ανθρώπινης νοηµοσύνης. Ε-
πιπλέον η ανθρώπινη µνήµη µπορεί να αποθηκεύσει µεγάλη ποσότητα πληροφοριών και
έχει την δυνατότητα να ϐρίσκει συσχετιζόµενες πληροφορίες µέσα σε αυτή χωρίς µεγάλη
προσπάθεια. Αντίθετα οι υπολογιστές έχουν την δυνατότητα να αποµνηµονεύουν τεράστιες
ποσότητες πληροφοριών, αλλά είναι δύσκολο να κάνουν αυτή την γνώση ένα αποτελεσµατικό
µέρος των δραστηριοτήτων τους [36].
Για παράδειγµα ένας υπολογιστής ο οποίος έχει προγραµµατιστεί έτσι ώστε να αναγνωρί-
Ϲει το χειρόγραφο κεφαλαίο Α ϑα αποτύχει να αναγνωρίσει το γράµµα αν δοθεί όπως ϕαίνεται
στο Σχήµα 1.1.
Αντίθετα ο άνθρωπος µπορεί εύκολα να αναγνωρίσει το γράµµα χωρίς να έχει δει την
εικόνα ξανά στο παρελθόν. Αυτό συµβαίνει επειδή ο ανθρώπινος εγκέφαλος αναγνωρίζει τα
χαρακτηριστικά στοιχεία ενός κεφαλαίου Α και η αντίληψή του δεν επηρεάζεται από καλλι-
γραφίες στην εικόνα. Σε ένα υπολογιστικό σύστηµα όµως που είναι προγραµµατισµένο να
αναγνωρίζει την εικόνα ϐάση συγκεκριµένων ϐασικών χαρακτηριστικών τα επιπλέον καλλι-
17
18 Κεφάλαιο 1. Η πορεία προς τα Τεχνητά Νευρωνικά ∆ίκτυα
Σχήµα 1.1: ΄Ενα χειρόγραφο κεφαλαίο Α.
γραφικά στοιχεία ϑα αποτρέψουν την κατηγοριοποίηση της.
Επιπλέον η αναγνώριση προσώπων ανάµεσα στο πλήθος είναι µια διαδικασία εύκολη για
τον ανθρώπινο εγκέφαλο. Ο άνθρωπος δηλαδή έχει την ικανότητα να αναγνωρίζει εύκολα και
γρήγορα γνώριµα πρόσωπα και αντικείµενα. Επίσης ένας οικονοµολόγος µπορεί εύκολα να
προβλέψει τις τάσεις και πού ϑα στραφεί το ενδιαφέρον. Ο τρόπος µε τον οποίο οι άνθρωποι
έχουν αναπτύξει την ικανότητα να αναγνωρίζουν εικόνες και να επεξεργάζονται δεδοµένα
είναι µέσω της δοκιµής και της επανάληψης, η µάθηση δηλαδή γίνεται µέσω της εµπειρίας.
Αντίθετα τα προβλήµατα αυτά είναι πολύπλοκα για ένα υπολογιστικό σύστηµα καθώς δεν
είναι δυνατή η εύρεση ενός απλού ϐήµα προς ϐήµα αλγορίθµου για την επίλυσή τους. Μια
πιθανή εξήγηση είναι ότι ο ανθρώπινος εγκέφαλος και οι υπολογιστές λειτουργούν εντελώς
διαφορετικά. Οι άνθρωποι είναι πιο ‘έξυπνοι’ από τους υπολογιστές επειδή ο εγκέφαλος τους
χρησιµοποιεί µια ϐασική υπολογιστική αρχιτεκτονική η οποία είναι πιο κατάλληλη για την
αντιµετώπιση της ϕυσικής επεξεργασίας πληροφοριών.
Για να αντιµετωπίσει αυτά τα προβλήµατα ο ανθρώπινος εγκέφαλος και να επεξεργάζεται
τις πληροφορίες χρησιµοποιεί ένα δίκτυο διασυνδεδεµένων στοιχείων που ονοµάζονται νευ-
ϱώνες. Ο εγκέφαλος είναι ένας απίστευτα δυνατός υπολογιστής. Μόνο ο ϕλοιός του περιέχει
εκατοµµύρια νευρώνες. Από κάθε νευρώνα ξεκινούν χιλιάδες ίνες οι οποίες συναντούν ίνες α-
πό άλλους νευρώνες σε σηµεία που αποκαλούνται συνάψεις. Κάθε νευρώνας στέλνει σήµατα
διέγερσης ή αποδιέγερσης σε άλλους νευρώνες. Η κατάσταση ενεργοποίησης ενός νευρώνα
εξαρτάται από τα σήµατα διέγερσης ή αποδιέργεσης που λαµβάνει από τους νευρώνες µε
τους οποίους συνδέεται. Ο συνδυασµός του τεράστιου αυτού αριθµού απλών υπολογιστικών
στοιχείων (νευρώνες) δίνει ένα πολύ ισχυρό επακόλουθο.
Η µελέτη των ϐιολογικών νευρωνικών δικτύων είναι σχετικά πρόσφατη και δύσκολη λόγω
της πολυπλοκότητας του εγκεφάλου και οι λειτουργίες του δεν έχουν ακόµη πλήρως ανακα-
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λυφθεί. ΄Ολες οι ϐιολογικές νευρωνικές λειτουργίες, συµπεριλαµβανοµένου και της µνήµης,
αποθηκεύονται στους νευρώνες και στις συνδέσεις µεταξύ αυτών. Η διαδικασία της µάθησης
ϑεωρείται ως η δηµιουργία νέων συνδέσεων µεταξύ των νευρώνων ή την τροποποίηση των
ήδη υπάρχοντων συνδέσεων. Υπάρχουν περίπου 1011 διασυνδεδεµένοι νευρώνες, ο κάθε
νευρώνας είναι αυτόνοµος και ανεξάρτητος και η λειτουργία του είναι ασύγχρονη, δηλαδή
δεν απαιτείται ο συγχρονισµός άλλων γεγονότων.
Η δυνατότητες αυτές του εγκεφάλου ενέπνευσαν την περεταίρω µελέτη της δοµής των
νευρώνων και τη δηµιουργία υπολογιστικών δοµών που η οργάνωσή τους είναι εµπνευσµένη
από το ϐιολογικό µοντέλο. Η προσοµοίωση της λειτουργίας των ϐιολογικών νευρώνων έγινε
µε τη δηµιουργία των Τεχνητών Νευρωνικών ∆ικτύων. Τα δίκτυα αυτά των τεχνητών νευρώνων
δεν έχουν την πολυπλοκότητα και την υπολογιστική δύναµη του ανθρώπινου εγκεφάλου,
µπορούν όµως να εκπαιδευτούν για να εκτελούν χρήσιµες διεργασίες.
Το Τεχνητό Νευρωνικό ∆ίκτυο σχεδιάστηκε ώστε να αντιγράψει τα χαρακτηριστικά και
τις λειτουργίες των ϐιολογικών νευρώνων του ανθρώπινου εγκεφάλου. Πρόκειται για ένα
σύστηµα επεξεργασίας πληροφορίας σχεδιασµένο µε ϐάση την λογική συνδεσµολογία των
νευρώνων του ανθρώπινου εγκεφάλου. Αποτελείται από ένα µεγάλο αριθµό πολλαπλά δια-
συνδεόµενων επεξεργαστών (νευρώνες) που εργάζονται σε πλήρη συµφωνία µεταξύ τους και
εκτελούν διάφορους υπολογισµούς πάνω σε δεδοµένα εισόδου, τα τµήµατα αυτά συνδέονται
µεταξύ τους µε αµφίδροµα κανάλια επεξεργασίας που µεταφέρουν κωδικοποιηµένες πληρο-
ϕορίες µε την µορφή αριθµών.
Τα Τεχνητά Νευρωνικά ∆ίκτυα διέπονται από κανόνες εκπαίδευσης που προσαρµόζονται
µε ϐάση τα πρότυπα των τιµών εισόδου και έχουν την δυνατότητα µάθησης µέσα από τα
παραδείγµατα (καταχώρηση εµπειρικής γνώσης) και παρέχουν λύσεις στα προβλήµατα που
απαιτούν την ανθρώπινη παρατήρηση και σκέψη (διαθέσιµη γνώση για χρήση).
1.2 Στόχος της Εργασίας
Τα νευρωνικά δίκτυα αποτελούν µια σχετικά νέα περιοχή στις ϕυσικές επιστήµες, καθό-
σον έχουν γίνει γνωστά και έχουν αναπτυχθεί σε διεθνές επίπεδο µόνο κατά τις τελευταίες
δεκαετίες. Αποτελούν εποµένως ένα ϑέµα µε µεγάλο ενδιαφέρον στις τεχνολογικές επιστή-
µες. Το κύριο χαρακτηριστικό τους είναι ότι οι πρώτες αρχές και λειτουργίες τους ϐασίζονται
και εµπνέονται από το νευρικό σύστηµα των Ϲώντων οργανισµών, αλλά η µελέτη και η χρήση
τους έχει προχωρήσει πολύ πέρα από τους ϐιολογικούς οργανισµούς. Σήµερα τα νευρωνικά
δίκτυα χρησιµοποιούνται για να λύσουν κάθε είδους προβλήµατα µε ηλεκτρονικό υπολογι-
στή.
Ο στόχος της παρούσας διπλωµατικής εργασίας είναι αφ’ενός η ϑεωρητική προσέγγιση
των µεθόδων εκπαίδευσης των Τεχνητών Νευρωνικών ∆ικτύων και αφετέρου η προσπάθεια
επίλυσης προβληµάτων µε τη ϐοήθεια του αλγορίθµου της όπισθεν διάδοσης σφάλµατος.
Η µέθοδος της όπισθεν διάδοσης σφάλµατος αναπτύσσεται σε ϐάθος και επιλέχθηκε για
την επίλυση των προβληµάτων επειδή το πρότυπο αυτό δεσπόζει σήµερα ανάµεσα σε όλες
τις τεχνικές που χρησιµοποιούνται και µπορεί να επιλύσει οποιοδήποτε γραµµικό ή µη
20 Κεφάλαιο 1. Η πορεία προς τα Τεχνητά Νευρωνικά ∆ίκτυα
γραµµικό πρόβληµα.
Βασικός σκοπός της εργασίας είναι η κατανόηση των νευρωνικών δικτύων. Αρχικά µελε-
τούνται τα ιδιαίτερα χαρακτηριστικά τους, η διαδικασία εκπαίδευσης που ακολουθούν και
ο τρόπος λειτουργίας τους. Μετά τη ϑεωρητική ενασχόληση µε τα Τεχνητά Νευρωνικά ∆ί-
κτυα γίνεται εφαρµογή αυτών για την επίλυση συγκεκριµένων προβληµάτων. Αναλύονται τα
νευρωνικά δίκτυα που χρησιµοποιούν τον αλγόριθµο της όπισθεν διάδοσης σφάλµατος και
γίνεται σύγκριση δύο ϐασικών µεθόδων εκπαίδευσης, της εκπαίδευσης ανά οµάδα προτύ-
πων εισόδου και της εκπαίδευσης ανά πρότυπο εισόδου. Οι δύο µέθοδοι εκπαίδευσης των
νευρωνικών δίκτυων σχολιάζονται ως προς την απόδοση και την αποτελεσµατικότητα τους
προκειµένου να αποτελέσουν ένα χρήσιµο εργαλείο για την επιλογή του κατάλληλου τύπου
εκπαίδευσης. Σε κάθε πρόβληµα λοιπόν σταθµίζονται τα πλεονεκτήµατα και µειονεκτήµατα
και επιλέγεται µια εκ των δύο µεθόδων εκπαίδευσης.
1.3 Προσοµοίωση του ϐιολογικού µοντέλου
Η έµπνευση για τα νευρωνικά δίκτυα, όπως αναφέρθηκε παραπάνω, ξεκινά από την
ϐιολογία. Οι Ϲώντες οργανισµοί, από τους πιο απλούς µέχρι τον άνθρωπο, έχουν ένα νευρικό
σύστηµα το οποίο είναι υπεύθυνο για µια πλειάδα από διεργασίες, όπως είναι η επαφή µε
τον εξωτερικό κόσµο, η µάθηση και η µνήµη. Για την κατανόηση των Τεχνητών Νευρωνικών
∆ικτύων είναι χρήσιµο αρχικά να µελετήσουµε αυτά τα χαρακτηριστικά της εγκεφαλικής
λειτουργίας που ενέπνευσαν την ανάπτυξη αυτών των δικτύων.
Ο ανθρώπινος εγκέφαλος αποτελείται από ένα µεγάλο αριθµό (1011) διασυνδεδεµένων
στοιχείων (104 συνδέσεις ανά στοιχείο) που αποκαλούνται νευρώνες. Ο νευρώνας αποτελεί τη
ϐασική λειτουργική και ανατοµική µονάδα του νευρικού συστήµατος. Οι νευρώνες συνεχώς
και ασταµάτητα επεξεργάζονται πληροφορίες, παίρνοντας και στέλνοντας ηλεκτρικά σήµατα
σε άλλους νευρώνες. Κάθε νευρώνας αποτελείται από το κυτταρικό σώµα και από τις προε-
κτάσεις ή αποφυάδες αυτού (δενδρίτες και άξων) που ποικίλλουν σε µέγεθος και ονοµάζονται
νευρικές ίνες. Οι δενδρίτες είναι ϐραχείες διακλαδιζόµενες ίνες οι οποίες ϕυσιολογικά δέ-
χονται ώσεις από τα τελικά περιφερικά τους άκρα και τις µεταφέρουν στο κυρίως σώµα του
κυττάρου. Ο άξων είναι µια µακρά ίνα του νευρικού κυττάρου και µεταφέρει ώσεις από αυτό
προς άλλα κύτταρα. Η δοµή που έχουν οι συνδεδεµένοι νευρώνες καθορίζεται µερικώς από
τη γέννηση. Συνδέσεις όµως δηµιουργούνται ή καταστρέφονται και κατά τη διάρκεια της
Ϲωής του ανθρώπου κατά τη διαδικασία της µάθησης [29].
Η µεταφορά των ώσεων από νευρώνα σε νευρώνα πραγµατοποιείται στη «σύναψη», το
σηµείο όπου ο άξονας ενός κυττάρου έρχεται σε επαφή µε το σώµα ενός άλλου κυττάρου ή
µε τους δενδρίτες του. Τα νευρικά κύτταρα ϕυσιολογικά διεγείρονται µόνο από µια οµάδα
περιφερικών διακλαδώσεων και µεταφέρουν την ώση µόνο προς µια κατεύθυνση αντίθετα
από την περιοχή της διέγερσης. Οι «προσαγωγές ίνες» (δενδρίτες) µεταφέρουν την ώση προς
το κυτταρικό σώµα, οι «απαγωγές ίνες» (άξων) µεταφέρουν την ώση από το κυτταρικό σώµα.
Στο άκρο κάθε άξονα υπάρχει µεγάλος αριθµός τελικών κοµβίων (πάχυνση του τελικού
άκρου) τα οποία έρχονται σχεδόν σε επαφή µε την µεµβράνη ενός επόµενου νευρώνα και
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Σχήµα 1.2: Σχηµατική απεικόνιση νευρωνικού κυττάρου.
αποτελούν µαζί τις συνάψεις, µέσω των οποίων µεταβιβάζεται η διέγερση από το ένα νευρικό
κύτταρο στο άλλο. Ειδικότερα η σύναψη αποτελείται από το τελικό κοµβίο, την προσυναπτική
µεµβράνη του κοµβίου, το συναπτικό διάστηµα και την µετασυναπτική µεµβράνη που ανήκει
στον επόµενο νευρώνα (Σχήµα 1.3).
Υπάρχουν διεγερτικές και ανασταλτικές συνάψεις. Οι ανασταλτικές συνάψεις είναι το ίδιο
σηµαντικές µε τις διεγερτικές γιατί έχουν την ικανότητα να περιορίζουν ή και να επιλέγουν
την συνεχή ϱοή των νευρικών ώσεων. ΄Ετσι τα σηµαντικά σήµατα µεταβιβάζονται ενώ τα µη
σηµαντικά καταστέλλονται. Η διέγερση µεταβιβάζεται µε χηµικές ουσίες, οι οποίες εκκρί-
νονται από τα κυστίδια, από τις οποίες η πλέον συχνή είναι η ακετυλοχολίνη (Ach), αλλά
και οι κατεχολαµίνες καθώς και η ντοπαµίνη και η σεροτονίνη δρουν ως νευροµεταβιβαστές.
Η δραστική ουσία στις ανασταλτικές συνάψεις ϑεωρείται ότι είναι το γ-αµινο-ϐουτυρικό οξύ
(GABA). Στο συναπτικό διάστηµα αυτές οι ουσίες προκαλούν εκπόλωση της µετασυναπτικής
µεµβράνης και έτσι γίνεται η µεταβίβαση της διέγερσης. Μετά τη διέγερση αυτές οι νευρο-
µεταβιβαστικές ουσίες πρέπει να εξουδετερωθούν για να µη συνεχίζεται η εκπόλωση, αυτό
επιτυγχάνεται αµέσως µε ενζυµικά συστήµατα.
Το πλάτος της σύναψης, η απόστασή της από τον δενδρίτη και η πυκνότητα του η-
λεκτροχηµικού υλικού επηρεάζουν την ευκολία µε την οποία η ηλεκτρική δραστηριότητα
µεταδίδεται από τον άξονα στο δενδρίτη. Το ποσοστό της ηλεκτρικής δραστηριότητας που
µεταδίδεται τελικά στο δενδρίτη λέγεται συναπτικό ϐάρος.
Οι τελικοί κλάδοι ενός νευρικού άξονα ονοµάζονται τελικά δενδρύλλια και µπορεί να
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Σχήµα 1.3: Σχηµατική απεικόνιση της σύναψης µεταξύ 2 νευρικών κυττάρων.
έρχονται σε επαφή µε περισσότερους µετασυναπτικούς νευρώνες, έτσι ώστε µια ώση να µε-
ταδίδεται ταυτόχρονα σε πολλά νευρικά κύτταρα. ΄Αλλοτε πάλι η διέγερση ενός νευρώνα
προκαλεί ταυτόχρονη αναστολή σε όλα τα γειτονικά νευρικά κύτταρα.
1.3.1 Σύγκριση ϐιολογικών και των Τεχνητών Νευρωνικών δικτύων.
Αν και οι ϐιολογικοί νευρώνες είναι πιο αργοί σε σύγκριση µε τα ηλεκτρικά κυκλώµατα
(10−3 s σε σύγκριση µε 10−9 s), ο εγκέφαλος έχει την ικανότητα να εκτελεί διεργασίες πολύ
πιο γρήγορα από οποιονδήποτε υπολογιστή. Αυτό οφείλεται εν µέρη από τη µαζική παράλ-
ληλη δοµή των ϐιολογικών νευρωνικών δικτύων. ΄Ολοι οι νευρώνες µπορούν να λειτουργούν
ταυτόχρονα και τα τεχνητά νευρωνικά δίκτυα αντιγράφουν αυτή την παράλληλη δοµή.
Τα Τεχνητά Νευρωνικά ∆ίκτυα αποτελούνται από στοιχεία (τεχνητοί νευρώνες) τα οποία
συµπεριφέρονται κατά τρόπο ανάλογο των πιο στοιχειωδών λειτουργιών των ϐιολογικών κυτ-
τάρων. Οι τεχνητοί νευρώνες είναι οργανωµένοι κατά τέτοιο τρόπο ώστε να προσοµοιώνουν
την ανατοµία του ανθρώπινου εγκεφάλου. Παρά την όχι όµως και τόσο µεγάλη οµοιότητα
τους µε τον εγκέφαλο επιτυγχάνουν να προσεγγίσουν ένα µεγάλο αριθµό χαρακτηριστικών
της δοµής αλλά και της λειτουργίας του εγκεφάλου. Για παράδειγµα µαθαίνουν χρησι-
µοποιώντας εµπειρία την οποία έχουν συσσωρεύσει, έχουν την ικανότητα γενίκευσης από
προηγούµενα παραδείγµατα σε νέα, µπορούν να επεξεργαστούν µια οµάδα δεδοµένων και
να ξεχωρίσουν από αυτή τα πιο ουσιώδη χαρακτηριστικά.
Οι πρώτες έρευνες σχετικά µε τη λειτουργία και την πρακτική εφαρµογή σε ηλεκτρονικό
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Σχήµα 1.4: Μηχανισµός εκπόλωσης µιας νευρικής ίνας.
υπολογιστή µεθόδων που προσοµοιώνουν τη λειτουργία του νευρικού συστήµατος και του
εγκεφάλου Ϲωντανών οργανισµών ξεκινά ουσιαστικά µε την εργασία των McCulloch και Pitts
το 1943 [26], όπου προτάθηκε για πρώτη ϕορά η δοµή του νευρώνα. Η ϐασική δοµή του νευ-
ϱώνα περιελάµβανε ένα σύνολο παραµέτρων που χρησιµοποιούνταν για την υλοποίηση µιας
δυαδικής συσκευής κατωφλίου. Λαµβάνοντας ως είσοδο ένα σύνολο ερεθισµάτων, υπολογίζε-
ται το σταθµισµένο άθροισµα των εισόδων µε τις αντίστοιχες παραµέτρους (ϐάρη) και η τελική
έξοδος του νευρώνα είναι η τιµή +1 ή -1, ανάλογα µε το όριο κατωφλίου που χρησιµοποιείται
(συνήθως την αρχή των αξόνων). Η συνάρτηση αυτή ονοµάζεται συνάρτηση ενεργοποίησης ή
συνάρτηση µεταφοράς. ΄Εκτοτε πολλές εναλλακτικές µορφές νευρώνων έχουν προταθεί, όπως
η χρήση σιγµοειδούς συνάρτησης, υπερβολικών τριγωνοµετρικών συναρτήσεων ή συναρτή-
σεων πιθανοτικών κατανοµών στη ϑέση της απλής συνάρτησης κατωφλίου, όµως η ϐασική
δοµή των νευρώνων παραµένει η ίδια.
Συνοπτικά, ένας ϐιολογικός νευρώνας λαµβάνει σήµατα από άλλους νευρώνες µέσω των
δενδριτών. Το άθροισµα των διεγέρσεων σε όλους τους δενδρίτες αποτελεί τη συνολική διέ-
γερση του νευρώνα. Στο σώµα του νευρώνα πραγµατοποιείται η επεξεργασία αυτών των
σηµάτων, τα οποία συνδυάζει µε κάποιον τρόπο και εκτελεί µια µη γραµµική διεργασία για
την απόκριση της εξόδου. Το σήµα εξόδου µεταφέρεται µέσω του άξονα και τελικά µέσω των
συνάψεων σε άλλους νευρώνες (Σχήµα 1.5).
Αντίστοιχα ένας τεχνητός νευρώνας δέχεται ένα διάνυσµα εισόδων p(n). Κάθε είσοδος
πολλαπλασιάζεται µε έναν πραγµατικό αριθµό που ονοµάζεται συντελεστής ϐάρους. Τα
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συναπτικά ϐάρη w χρησιµοποιούνται για την τροποποίηση των εισόδων του νευρώνα και
αντιστοιχούν στη δύναµη µιας σύναψης. Οι τροποποιηµένες είσοδοι αθροίζονται και στο
αποτέλεσµα που συχνά χαρακτηρίζεται ως είσοδος του δικτύου εφαρµόζεται µια συνάρτη-
ση γνωστή ως συνάρτηση ενεργοποίησης. Το κυτταρικό σώµα του νευρώνα αναπαρίσταται
από τον αθροιστή και τη συνάρτηση ενεργοποίησης και η έξοδος του τεχνητού νευρώνα y
αναπαριστά το σήµα στον άξονα του νευρώνα (Σχήµα 1.6).
Σχήµα 1.5: Μοντέλο ϐιολογικού νευρώνα.
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Τα Τεχνητά Νευρωνικά ∆ίκτυα (Τ.Ν.∆) είναι µαζικά παράλληλοι κατανεµηµένοι επεξερ-
γαστές αποτελούµενοι από απλές µονάδες επεξεργασίας, που έχουν τη δυνατότητα αποθή-
κευσης «γνώσης» προερχόµενης από την εµπειρία, µέσω της διαδικασίας εκπαίδευσης. Σε
ένα δίκτυο µια επεξεργαστική µονάδα είναι ένας τεχνητός νευρώνας µε περιορισµένη µνήµη
και επεξεργαστική ισχύ. Κάθε τεχνητός νευρώνας δέχεται εισόδους από νευρώνες µε τους
οποίους συνδέεται και υπολογίζει µια τιµή εξόδου (σαν συνάρτηση των εισόδων του), την
οποία την διοχετεύει µε την σειρά του σε άλλους νευρώνες µε τους οποίους επικοινωνεί. Το
σύστηµα λειτουργεί παράλληλα και πολλές µονάδες έχουν δυνατότητα να πραγµατοποιούν
ταυτόχρονα τους υπολογισµούς τους. Υπάρχουν τρεις κατηγορίες µονάδων: µονάδες εισόδου
οι οποίες λαµβάνουν τα δεδοµένα εισόδου από εξωτερικές πηγές, µονάδες εξόδου οι οποίες
στέλνουν τα αποτελέσµατα εκτός συστήµατος και κρυφές µονάδες. Οι κρυφές µονάδες δεν
είναι ορατές στον εξωτερικό κόσµο και οι είσοδοι τους καθώς και οι έξοδοι τους ϐρίσκονται
εντός του Τ.Ν.∆.
2.1 Στοιχεία ενός Τεχνητού Νευρώνα
΄Ενας νευρώνας λαµβάνει συνήθως πολλές ταυτόχρονες εισόδους. Κάθε είσοδος έχει το
αντίστοιχο ϐάρος της. Αυτά τα ϐάρη εκτελούν τον ίδιο τύπο λειτουργίας όπως οι ποικίλες
συναπτικές δυνάµεις των ϐιολογικών νευρώνων. Και στις δύο περιπτώσεις, κάποια σήµατα
εισόδου είναι σηµαντικότερα από άλλα έτσι ώστε να έχουν µεγαλύτερη επίδραση στο νευρώνα
καθώς συνδυάζονται για να παραγάγουν µια απάντηση.
Τα ϐάρη είναι προσαρµοστικοί συντελεστές µέσα στο δίκτυο που καθορίζουν την ένταση
του σήµατος εισόδου καθώς εισάγεται στον τεχνητό νευρώνα. Αποτελούν ένα µέτρο της
συνδετικής δύναµης της εισόδου. Αυτές οι δυνάµεις µπορούν να τροποποιηθούν ανάλογα
µε τα διάφορα πρότυπα εκπαίδευση και σύµφωνα µε τη συγκεκριµένη τοπολογία του δικτύου
ή µέσω των κανόνων εκπαίδευσης.
Το πρώτο ϐήµα της λειτουργίας ενός τεχνητού νευρώνα είναι να υπολογιστεί το ϐεβα-
ϱηµένο άθροισµα όλων των εισόδων. Από µαθηµατική άποψη, οι είσοδοι και τα αντί-
στοιχα ϐάρη είναι διανύσµατα που µπορούν να αντιπροσωπευθούν ως (p1, p2, . . . , pn) και
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(w1, w2, . . . , wn). Το συνολικό σήµα εισόδου είναι το εσωτερικό γινόµενο αυτών των δύο
διανυσµάτων.
Στο Σχήµα 2.1 παρουσιάζεται το µοντέλο ενός απλού νευρώνα που δέχεται µια είσοδο.
Η είσοδος p πολλαπλασιάζεται µε το συντελεστή ϐάρους w και το αποτέλεσµα στέλνεται στον
αθροιστή. Το αποτέλεσµα του αθροιστή περνάει από µια συνάρτηση ενεργοποίησης f η
οποία παράγει την έξοδο του νευρώνα a. Η έξοδος του νευρώνα δηλαδή υπολογίζεται από
τη συνάρτηση a = f(wp + b). Ο νευρώνας διαθέτει ακόµη µια σύνδεση την πόλωση b. Η
πόλωση είναι ουσιαστικά ένα συναπτικό ϐάρος µε τη διαφορά ότι η είσοδος που αντιστοιχεί
σε αυτή έχει πάντα την τιµή 1. Η πόλωση είναι µια επιπλέον είσοδος που χρησιµοποιείται
προκειµένου να αυξήσει ή να µειώσει το σταθµισµένο άθροισµα ανάλογα µε το αν αυτό είναι
ϑετικό ή αρνητικό. Η πόλωση δεν είναι απαραίτητο στοιχείο του νευρώνα και µπορεί να
παραλειφθεί.
Η συνάρτηση ενεργοποίησης f επιλέγεται από τον κατασκευαστή του δικτύου και ανάλο-
γα µε τις απαιτήσεις του προβλήµατος και οι παράµετροι w και b προσαρµόζονται ανάλογα
µε τη χρήση ενός κανόνα εκπαίδευσης έτσι ώστε η σχέση µεταξύ της εισόδου και της εξόδου
του νευρώνα να ικανοποιεί τον επιθυµητό στόχο του προβλήµατος.
Σχήµα 2.1: Τεχνητός Νευρώνας µε µία είσοδο.
Πριν την εφαρµογή της συνάρτησης ενεργοποίησης µπορεί να προστεθεί στο δίκτυο ο-
µοιόµορφα κατανεµηµένος τυχαίος ϑόρυβος. Η πηγή και το ποσοστό αυτού του ϑορύβου
καθορίζονται από τον τρόπο εκµάθησης ενός δεδοµένου παραδείγµατος δικτύων. Αυτός ο
ϑόρυβος αναφέρεται συνήθως ως «ϑερµοκρασία» των τεχνητών νευρώνων. Το όνοµα αυτό
προσδιορίζεται από το ϕυσικό ϕαινόµενο ότι καθώς οι άνθρωποι γίνονται πάρα πολύ Ϲε-
στοί ή κρύοι η δυνατότητά τους να σκεφτούν επηρεάζεται. Ηλεκτρονικά, αυτή η διαδικασία
προσοµοιώνεται µε την προσθήκη του ϑορύβου. Για να µιµηθούν περισσότερο τα χαρακτη-
ϱιστικά της ϕύσης, µερικοί επιστήµονες χρησιµοποιούν γκαουσιανό ϑόρυβο. Η χρήση της
ϑερµοκρασίας ανήκει στον πρόσφατο ερευνητικό τοµέα και δεν χρησιµοποιείται σε πολλές
πρακτικές εφαρµογές.
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2.2 Συναρτήσεις ενεργοποίησης
Η συνάρτηση ενεργοποίησης ή συνάρτηση µεταφοράς είναι µια γραµµική ή µη γραµµι-
κή συνεχής συνάρτηση η οποία επιλέγεται έτσι ώστε να περιορίσει την έξοδο του συστήµατος
σε ένα επιθυµητό διάστηµα. Με τη συνάρτηση ενεργοποίησης η έξοδος του αθροιστή συγκρί-
νεται µε ένα κατώφλι για να υπολογιστεί η έξοδος του νευρώνα. Οι πιο γνωστές συναρτήσεις
ενεργοποίησης είναι η ϐηµατική ή δυαδική συνάρτηση, η συνάρτηση προσήµου, η γραµµική
συνάρτηση και η σιγµοειδής ή λογιστική συνάρτηση.
Η δυαδική συνάρτηση ϑέτει την έξοδο του νευρώνα ίση µε το 0 αν το όρισµα της συ-
νάρτησης είναι µικρότερο ή ίσο του 0 και ίση µε 1 αν το όρισµα είναι µεγαλύτερο του 0.
Η έξοδος δηλαδή του νευρώνα περιορίζεται στις δυαδικές τιµές {0,1}. Η συνάρτηση αυτή
χρησιµοποιείται για τη δηµιουργία νευρώνων που διαχωρίζουν τις εισόδους σε δύο διαφο-
ϱετικές κατηγορίες. Παρόµοια η συνάρτηση προσήµου έχει σαν αποτέλεσµα η έξοδος του
νευρώνα να παίρνει τις τιµές {-1,1} και η λογιστική συνάρτηση περιορίζει το πεδίο τιµών της
εξόδου του νευρώνα στο διάστηµα (0,1). Η λογιστική συνάρτηση χρησιµοποιείται συνήθως σε
πολυστρωµατικά νευρωνικά δίκτυα τα οποία εκπαιδεύονται µε τη µέθοδο back-propagation.
Σχήµα 2.2: Αναπαράσταση των ϐασικών συναρτήσεων
Στον πίνακα 2.1 ϕαίνονται συνοπτικά όλες οι συναρτήσεις ενεργοποίησης που αναφέραµε
και ο συµβολισµός τους.
2.3 Τοπολογία νευρωνικών δικτύων
Η µορφή του δικτύου και ο ακριβής τρόπος διασύνδεσης των νευρώνων µεταξύ τους
αποτελούν την τοπολογία του νευρωνικού δικτύου. Συνήθως οι µονάδες του δικτύου διατάσ-
σονται σε ξεχωριστές δοµές οι οποίες καλούνται «στρώµατα» ή «επίπεδα» (layer). Το πρώτο
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Πίνακας 2.1: Συναρτήσεις ενεργοποίησης
΄Ονοµα Συνάρτησης Ορισµός
Βηµατική συνάρτηση
f(s) = 0, αν s ≤ 0
f(s) = 1, αν s > 0
Συνάρτηση προσήµου
f(s) = −1, αν s ≤ 0
f(s) = 1, αν s > 0
Γραµµική συνάρτηση f(s) = x
Σιγµοειδής συνάρτηση f(s) = 11+es




f(s) = 0, αν s < 0
f(s) = s, αν s ≥ 0
Ανταγωνιστική συνάρτηση
f(s) = 1 για τους νευρώνες µε µέγιστο s
f(s) = 0 για όλους του άλλους νευρώνες
από αυτά τα επίπεδα ονοµάζεται επίπεδο εισόδου και χρησιµοποιείται για την εισαγωγή δε-
δοµένων. Τα στοιχεία του δηλαδή δεν είναι ουσιαστικά νευρώνες, γιατί δεν εκτελούν κάποιο
υπολογισµό, δεν έχουν ϐάρη εισόδου ούτε συνάρτηση ενεργοποίησης. Οι νευρώνες του κά-
ϑε στρώµατος συνήθως έχουν την ίδια συνάρτηση ενεργοποίησης. Στα δίκτυα πολλαπλών
στρωµάτων τα µεσαία στρώµατα ονοµάζονται κρυφά (hidden layers) και αποτελούνται από
κρυφές µονάδες, ενώ στο τέλος υπάρχει το επίπεδο εξόδου.
Οι νευρώνες στα Τεχνητά Νευρωνικά ∆ίκτυα µπορεί να είναι πλήρως ή µερικώς συνδεδε-
µένοι. Πλήρως συνδεδεµένοι (fully connected) είναι εκείνοι οι οποίοι συνδέονται µε όλους
τους υπόλοιπους νευρώνες. Σε κάθε άλλη περίπτωση οι νευρώνες είναι µερικώς συνδεδεµένοι
(partially connected).
Τα πρωταρχικά µοντέλα αποτελούνται από ένα απλό στρώµα όπου κάθε είσοδος του δι-
κτύου συνδέεται µε όλες τις µονάδες του στρώµατος αυτού. Οι πληροφορίες ϱέουν δια µέσω
του στρώµατος από τις εισόδους στις εξόδους χωρίς ανάδραση των εξόδων. Τα µοντέλα αυτής
της κλάσης ονοµάζονται δίκτυα πρόσθιας τροφοδότησης ή feed-forward µοντέλα. ΄Εχουν
εισαχθεί επίσης µοντέλα τα οποία χρησιµοποιούν την έννοια των feed-backward συνδέσεων.
Τα δίκτυα αυτά ϐελτιώνουν την διαδικασία εκπαίδευσης και µάθησης του δικτύου τροφοδο-
τώντας προς τα πίσω αποτελέσµατα (σφάλµατα) από το επόµενο στρώµα σε ένα προηγούµενο
και ονοµάζονται δίκτυα ανατροφοδότησης.
Τοπολογίες πολλαπλών επιπέδων προσφέρουν την απαιτούµενη µη γραµµικότητα για
την επίλυση πολύπλοκων προβληµάτων αναγνώρισης προτύπων .
2.4 Εκπαίδευση Τεχνητών Νευρωνικών ∆ικτύων
Ο κανόνας µάθησης ή αλλιώς αλγόριθµος εκπαίδευσης ενός Τ.Ν.∆. είναι µια διαδικασία
για τον καθορισµό ή τη µεταβολή των συντελεστών ϐαρών και των πολώσεων του δικτύου έτσι
ώστε δοθέντος συγκεκριµένου διανύσµατος εισόδου να παραχθεί ένα συγκεκριµένο διάνυσµα
2.4 Εκπαίδευση Τεχνητών Νευρωνικών ∆ικτύων 31
Σχήµα 2.3: Πλήρως συνδεδεµένο ΤΝ∆ πρόσθιας τροφοδότησης 3-4-2.
32 Κεφάλαιο 2. Τεχνητά Νευρωνικά ∆ίκτυα
εξόδου. Σκοπός του είναι να εκπαιδεύσει το δίκτυο ώστε αυτό να εκτελεί ένα ϱόλο. Πρόκειται
για την διαδικασία διά µέσου της οποίας το ΤΝ∆ αποκρίνεται σε µία διέγερση ώστε αφού
τροποποιήσει καταλλήλως τις µεταβλητές που το χαρακτηρίζουν να παράξει το επιθυµητό
αποτέλεσµα.
Για να αλλάξουµε την δοµή της επεξεργασίας ή της γνώσης σε ένα ΤΝ∆ χρειάζεται να
τροποποιήσουµε την αρχιτεκτονική του. Οι αλλαγές αυτές µπορούν να γίνουν είτε µε την
ανάπτυξη καινούργιων συνδέσµων ή την αφαίρεση παλιών συνδέσµων. Η εκπαίδευση απο-
τελεί επίσης µιά διαδικασία συνεχούς ταξινοµήσεως των σηµάτων εισόδου. Οταν ένα σήµα
εµφανίζεται στην είσοδο, τότε το Νευρωνικό ∆ίκτυο είτε το αναγνωρίζει, είτε δηµιουργεί µια
νέα κατηγορία στην οποία και το κατατάσει. Κατά την ολοκλήρωση της εκπαιδεύσεως, το
Νευρωνικό ∆ίκτυο έχει ενσωµατώσει «γνώση».
Η εκπαίδευση χωρίζεται σε τρεις κύριες κατηγορίες : στη µάθηση µε επίβλεψη, στη
µάθηση χωρίς επίβλεψη και στη ϐαθµολογηµένη µάθηση.
1. Η πλειοψηφία των προβληµάτων που λύνονται µε Τεχνητά Νευρωνικά ∆ίκτυα χρησιµο-
ποιούν ως τρόπο εκπαίδευσης την µάθηση µε επίβλεψη. Στη µάθηση µε επίβλεψη το
δίκτυο τροφοδοτείται µε ένα σύνολο δεδοµένων εισόδου και τις αντίστοιχες εξόδους. Το
δίκτυο επεξεργάζεται τις εισόδους και συγκρίνει τα αποτελέσµατα εξόδου µε τις επιθυ-
µητές εξόδους. ∆ίνεται δηλαδή ένα σύνολο δεδοµένων από παραδείγµατα της µορφής
{p1, t1}, {p2, t2},. . . ,{pn, tn}, όπου p είναι οι είσοδοι στο δίκτυο και t οι επιθυµητές
έξοδοι, είναι δηλαδή οι στόχοι του δικτύου. Τα δεδοµένα αυτά αποκαλούνται δεδο-
µένα εκπαίδευσης. Καθώς οι είσοδοι εφαρµόζονται στο δίκτυο, οι έξοδοι του δικτύου
συγκρίνονται µε τους στόχους. Η διαφορά που προκύπτει από τη σύγκριση αποτελεί
το σφάλµα του δικτύου. Ο κανόνας εκπαίδευσης χρησιµοποιείται για να προσαρµο-
στούν τα ϐάρη προκειµένου να συγκλίνουν οι έξοδοι του δικτύου µε τους επιθυµητούς
στόχους. Η διαδικασία αυτή επαναλαµβάνεται έως ότου το σφάλµα που προκύπτει
να είναι αποδεκτό. Κατά τη διάρκεια της εκπαίδευσης του δικτύου τα ίδια δεδοµένα
επεξεργάζονται πολλές ϕορές καθώς προσαρµόζονται τα ϐάρη.
2. Στη µάθηση χωρίς επίβλεψη τα ϐάρη και οι πολώσεις καθορίζονται σύµφωνα µε τα
δεδοµένα εισόδου µόνο καθώς δεν υπάρχουν διαθέσιµες έξοδοι στόχοι. Απλώς δίνουµε
την πληροφορία στο δίκτυο, αλλά δεν δίνουµε αντίστοιχους στόχους όπως προηγουµέ-
νως και έτσι δεν γίνεται κανένας έλεγχος ή σύγκριση για την πορεία του σφάλµατος.
Το δίκτυο από µόνο του ϑα πρέπει να αποφασίσει ποια χαρακτηριστικά των δεδοµένων
εκπαίδευσης ϑα χρησιµοποιήσει για να κατηγοριοποιήσει τα δεδοµένα εισόδου. Αυτά
τα δίκτυα δεν χρησιµοποιούν καµία εξωτερική επιρροή για να ϱυθµίσουν τα ϐάρη τους
αλλά ελέγχουν εσωτερικά την απόδοσή τους, ψάχνουν τις κανονικότητες ή τις τάσεις
στα σήµατα εισαγωγής, και κάνουν τις προσαρµογές σύµφωνα µε τη λειτουργία του
δικτύου. Οι περισσότεροι από αυτούς του αλγόριθµους εκτελούν ένα είδος ταξινόµη-
σης, δηλαδή µαθαίνουν να κατηγοριοποιούν τα πρότυπα εισόδου σε ένα πεπερασµένο
αριθµό κλάσεων. Ο τρόπος αυτός δεν συναντάται τόσο συχνά όσο η εκπαίδευση µε
επίβλεψη και δεν είναι απόλυτα κατανοητός, αλλά είναι πολύ χρήσιµος σε ορισµένες
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καταστάσεις που δεν υπάρχουν δεδοµένα στο πρόβληµα.
3. Στη ϐαθµολογηµένη µάθηση αντί να παρέχεται η σωστή έξοδος για κάθε είσοδο δίνεται
µόνο ένας ϐαθµός. Ο ϐαθµός αυτός είναι ένα µέτρο της απόδοση του δικτύου µετά
από µία ακολουθία δεδοµένων εισόδου.
Σε όλες τις περιπτώσεις όταν το δίκτυο σταµατάει να αλλάζει τις τιµές των ϐαρών, τότε
ϑεωρούµε ότι η εκπαίδευση έχει επιτευχθεί. Αυτό συµβαίνει επειδή το σφάλµα στην έξο-
δο γίνεται µηδέν ή είναι πολύ κοντά (τείνει) στο µηδέν. Σε ορισµένες περιπτώσεις όµως η
εκπαίδευση του νευρωνικού δικτύου δεν είναι δυνατή. Αυτό πιθανόν συµβαίνει επειδή τα
δεδοµένα εισόδου δεν περιέχουν ακριβή πληροφορία από την οποία προκύπτουν οι επιθυ-
µητοί στόχοι. ΄Ενα δίκτυο επίσης µπορεί να µη συγκλίνει αν δεν υπάρχουν αρκετά δεδοµένα
που να επιτρέπουν την πλήρη εκπαίδευση.
Με τη µάθηση µε επίβλεψη το δίκτυο πρέπει να εκπαίδευτεί προτού χρησιµοποιηθεί. Τα
δεδοµένα εκπαίδευσης πρέπει να είναι αρκετά για να περιέχουν όλες τις αναγκαίες πληρο-
ϕορίες ώστε το δίκτυο να µπορεί να µάθει τα χαρακτηριστικά γνωρίσµατα και τις σχέσεις που
είναι σηµαντικά. Αφού εκπαιδευτεί καλά ένα δίκτυο µε τα στοιχεία εκπαίδευσης, κατόπιν
είναι σηµαντικό να δούµε τι µπορεί να κάνει µε τα στοιχεία που δεν έχει δει πριν. Εάν ένα
σύστηµα δεν δίνει τα λογικά αποτελέσµατα για αυτό το σύνολο δοκιµής, η περίοδος εκπαί-
δευσης δεν τελειώνει. Αυτή η δοκιµή είναι κρίσιµη για να εξασφαλίσει ότι το δίκτυο δεν έχει
αποµνηµονεύσει απλά ένα δεδοµένο σύνολο στοιχείων αλλά έχει µάθει τα γενικά πρότυπα
που περιλαµβάνονται µέσα σε µια εφαρµογή.
Ο συνηθέστερος τρόπος χρήσης των δεδοµένων εκπαίδευσης είναι σε κύκλους εκπαίδευ-
σης. Στη διάρκεια κάθε κύκλου το δίκτυο δέχεται ως είσοδο, ένα ένα, όλα τα διανύσµατα
εκπαίδευσης, αθροίζει τη µεταβολή στην τιµή των ϐαρών που προκύπτει από κάθε διάνυσµα
και αναπροσαρµόζει τα ϐάρη στο τέλος κάθε κύκλου, χρησιµοποιώντας τη συσσωρευµένη µε-
ταβολή. Στην περίπτωση αυτή έχουµε εκπαίδευση ανά οµάδα προτύπων εισόδου. Η µέθοδος
αυτή είναι γνωστή µε το όνοµα µάθηση δέσµης (batch training). Εναλλακτικά, η προσαρ-
µογή των ϐαρών µπορεί να γίνεται µετά τη χρήση ενός από τα διανύσµατα εκπαίδευσης
οπότε µιλάµε για εκπαίδευση ανά πρότυπο εισόδου ή επαυξητική µάθηση (online training
ή incremental training). Οι κύκλοι εκπαίδευσης ονοµάζονται εποχές (epochs) αν και ο ό-
ϱος αυτός είναι περισσότερο συνδεδεµένος µε τη µάθηση δέσµης η οποία δίνει γρηγορότερα
αποτελέσµατα αλλά έχει µεγαλύτερες απαιτήσεις µνήµης.
Η έρευνα στους διαφορετικούς τρόπους εκπαίδευσης των Τεχνητών Νευρωνικών ∆ικτύ-
ων συνεχίζεται καθώς νέες ιδέες παρουσιάζονται συνεχώς. Εδώ παρουσιάζουµε συνοπτικά
µερικούς από τους πιο σηµαντικούς κανόνες µάθησης οι οποίοι αναλύονται περισσότερο σε
επόµενα κεφάλαια της εργασίας.
Ο πρώτος, και αναµφισβήτητα πιο γνωστός κανόνας εκµάθησης εισήχθη από τον Donald
Hebb [17]. Η περιγραφή εµφανίστηκε στο ϐιβλίο του ‘Η οργάνωση της συµπεριφοράς’ το
1949. Ο ϐασικός κανόνας του λέει ότι εάν ένας νευρώνας λαµβάνει ένα σήµα εισόδου από
έναν άλλο νευρώνα, και εάν και οι δύο είναι ιδιαίτερα ενεργοί (από µαθηµατική άποψη έχουν
το ίδιο πρόσηµο), το ϐάρος µεταξύ των νευρώνων πρέπει να ενισχυθεί.
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Παρόµοιος µε τον κανόνα Hebb είναι ο κανόνας του Hopfield [20] µε εξαίρεση ότι διευ-
κρινίζει το µέγεθος της ενίσχυσης ή της αποδυνάµωσης. Σύµφωνα µε τον κανόνα αυτό εάν η
επιθυµητή έξοδος και είσοδος του νευρώνα είναι και οι δύο ενεργές ή και οι δύο ανενεργές,
αυξάνεται το συναπτικό ϐάρος σύµφωνα µε το ποσοστό εκµάθησης, διαφορετικά µειώνεται
το ϐάρος σύµφωνα µε το ποσοστό εκµάθησης.
΄Ενας άλλος κανόνας που αποτελεί περαιτέρω παραλλαγή του κανόνα Hebb είναι ο κα-
νόνας ∆έλτα. Αυτός ο κανόνας είναι ϐασισµένος στην ιδέα της συνεχούς τροποποίησης των
ϐαρών του δικτύου έτσι ώστε να µειωθεί η διαφορά (το δέλτα) µεταξύ της επιθυµητής εξόδου
και της πραγµατικής. Αυτός ο κανόνας αλλάζει τα συναπτικά ϐάρη µε τρόπο ώστε να ελαχι-
στοποιεί το µέσο τετραγωνικό σφάλµα του δικτύου. Αυτός ο κανόνας είναι επίσης γνωστός ως
κανόνας εκµάθησης Widrow-Hoff και ο αλγόριθµος που τον υλοποιεί ονοµάζεται και LMS.
Επίσης γνωστός είναι ο κανόνας της πιο απότοµης καθόδου ο οποίος είναι παρόµοιος µε
τον ∆έλτα κανόνα δεδοµένου ότι η παράγωγος της συνάρτησης µεταφοράς χρησιµοποιείται
κι εδώ για να τροποποιήσει το σφάλµα προτού να εφαρµοστεί στα ϐάρη σύνδεσης. Εδώ όµως
µια πρόσθετη σταθερά υπάρχει στον παράγοντα που τροποποιεί το ϐάρος. Αυτός ο κανόνας
χρησιµοποιείται συχνά, ακόµα κι αν συγκλίνει σε ένα σηµείο σταθερότητας πολύ αργά.
΄Εχει αποδειχθεί ότι τα διαφορετικά ποσοστά εκµάθησης για τα διαφορετικά στρώµατα ενός
δικτύου ϐοηθούν τη διαδικασία εκµάθησης να συγκλίνει γρηγορότερα. Σε αυτές τις δοκιµές,
τα ποσοστά εκµάθησης για εκείνα τα στρώµατα που ϐρίσκονταν κοντά στην έξοδο τέθηκαν
χαµηλότερα από εκείνα τα στρώµατα κοντά στην είσοδο. Αυτό είναι ιδιαίτερα σηµαντικό για
τις εφαρµογές όπου το δεδοµένο εισόδου δεν προκύπτει από ένα ισχυρό πρότυπο.
Τέλος υπάρχει ο κανόνας εκµάθησης Kohonen [21]. Αυτός ο νόµος, αναπτύχτηκε από
τον Teuvo Kohonen, και είναι εµπνευσµένος από τη µάθηση στα ϐιολογικά συστήµατα. Σε
αυτήν την διαδικασία, τα στοιχεία επεξεργασίας του δικτύου ανταγωνίζονται για να µάθουν,
ή να ενηµερώσουν τα ϐάρη τους. Το στοιχείο επεξεργασίας µε τη µεγαλύτερη έξοδο είναι ο
νικητής και έχει την ικανότητα να παρεµποδίζει τους ανταγωνιστές του καθώς επίσης και να
διεγείρει τους γείτονές του. Μόνο ο νικητής παράγει έξοδο και µόνο αυτός και οι γείτονές
του επιτρέπεται για να ϱυθµίσουν τα ϐάρη σύνδεσής τους.
2.5 Ιδιότητες των Νευρωνικών ∆ικτύων
Τα νευρωνικά δίκτυα µε την δυνατότητα τους να εξάγουν έννοιες και αποτελέσµατα από
περίπλοκα ή ανακριβή στοιχεία µπορούν να χρησιµοποιηθούν για να αναγνωρίσουν πρότυπα
και να ανιχνεύσουν τάσεις που είναι σύνθετες για να παρατηρηθούν από άλλα υπολογιστικά
συστήµατα.
Τα Τεχνητά Νευρωνικά ∆ίκτυα έχουν την ικανότητα να µαθαίνουν µέσω παραδειγµάτων.
Αν και δεν είναι τα µόνα συστήµατα µε αυτήν την δυνατότητα µάθησης εντούτοις διακρίνονται
για την ικανότητά τους να οργανώνουν την πληροφορία των δεδοµένων εισόδου σε χρήσιµες
µορφές. Αυτές οι µορφές αποτελούν στην ουσία ένα µοντέλο που αναπαριστά τη σχέση που
ισχύει µεταξύ των δεδοµένων εισόδου και εξόδου.
Επίσης µπορούν να ϑεωρηθούν ως κατανεµηµένη µνήµη και ως µνήµη συσχέτισης.
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Ο χαρακτηρισµός τους ως κατανεµηµένη µνήµη πηγάζει από το ότι η κωδικοποίηση που
δηµιουργούν είναι κατανεµηµένη σε όλα τα ϐάρη της συνδεσµολογίας τους. Για τον ίδιο
λόγο τα Τεχνητά Νευρωνικά ∆ίκτυα χαρακτηρίζονται και ως µνήµες συσχέτισης. Μια µνήµη
συσχέτισης δεν αποθηκεύει πληροφορία µε τον παραδοσιακό τρόπο αλλά µέσω κατάλληλων
συσχετίσεων που δηµιουργεί από τα δεδοµένα εκπαίδευσης. Η ανάκληση της πληροφορίας
γίνεται µε ϐάση το περιεχόµενο και όχι τη διεύθυνση, όπως δηλαδή συµβαίνει και µε τον
ανθρώπινο εγκέφαλο. Η παραπάνω οργάνωση κάνει ορισµένα είδη νευρωνικών δικτύων
να είναι πολύ ανεκτικά σε µικρές αλλαγές στα σήµατα εισόδου, δηλαδή είναι σε ϑέση να
παράγουν τη σωστή έξοδο ακόµη κι αν τα δεδοµένα εισόδου είναι λίγο διαφορετικά ή ελλιπή,
για παράδειγµα λόγω ϑορύβου.
Οι υπολογισµοί ενός νευρωνικού δικτύου µπορούν να εκτελεστούν παράλληλα, ενώ συγ-
χρόνως παρουσιάζουν ανοχή στην διαστρέβλωση εικόνων-προτύπων. Επίσης έχουν δυνατό-
τητα γενίκευσης.
Τα Τεχνητά Νευρωνικά ∆ίκτυα όπως και τα ϐιολογικά έχουν µεγάλη ανοχή σε δοµικά
σφάλµατα. Αυτό σηµαίνει ότι η κακή λειτουργία ή η καταστροφή ενός νευρώνα ή κάποιων
συνδέσµων δεν είναι ικανή να διαταράξει σηµαντικά τη λειτουργία τους καθώς η πληροφο-
ϱία που εσωκλείουν δεν είναι εντοπισµένη σε συγκεκριµένο σηµείο αλλά διάχυτη σε όλο το
δίκτυο. Γενικά, το µέγεθος του σφάλµατος λόγω δοµικών λαθών είναι ανάλογο του ποσο-
στού των κατεστραµµένων συνδέσεων. Από τη στιγµή που ένα Τεχνητό Νευρωνικό ∆ίκτυο
εκπαιδευτεί στο να αναγνωρίζει συνθήκες και καταστάσεις, απαιτείται ένας µόνο κύκλος
λειτουργίας τους για να προσδιορίσουν µια συγκεκριµένη κατάσταση.
Το µειονέκτηµα των Τεχνητών Νευρωνικών ∆ικτύων είναι ότι η χρήση τους δεν ενδείκνυται
σε περιπτώσεις, στις οποίες υπάρχουν αποδοτικές µαθηµατικές ή αλγοριθµικές µέθοδοι
επίλυσης, µιας και ο χρόνος που απαιτείται για το σχεδιασµό και την εκπαίδευση ενός ΤΝ∆
είναι πιθανά αυξηµένος. Επίσης, υπάρχει δυσκολία εξήγησης της αιτίας για την οποία το
ΤΝ∆ ϕτάνει σε µία συγκεκριµένη λύση και όχι σε κάποια άλλη.
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Η ιστορία των Τεχνητών Νευρωνικών ∆ικτύων καλύπτεται από την προσπάθεια επιστηµό-
νων που προέρχονται από πολλά διαφορετικά επιστηµονικά πεδία.
Στο τέλος του 19ου και αρχή του 20ου αιώνα υπήρξαν διάφορες µελέτες στη ϕυσική, τη
ϕυσιολογία και τη νευροφυσιολογία από επιστήµονες όπως ο Hermann von Helmholtz, ο
Ernst Mach και ο Ivan Pavlov. Οι µελέτες αυτές έδιναν έµφαση κυρίως σε γενικές ϑεωρίες
µάθησης, όρασης και συνθηκών και δεν περιελάµβαναν συγκεκριµένα µαθηµατικά µοντέλα
για τη λειτουργία των νευρωνικών δικτύων.
Το 1943 οι Warren McCulloch και Walter Pitts [26] παρουσίασαν ένα από τα πρώτα
τεχνητά νευρωνικά δίκτυα. Το ϐασικό χαρακτηριστικό αυτού του µοντέλου είναι ότι ένα
ϐεβαρηµένο άθροισµα σηµάτων εισόδου συγκρίνεται µε ένα κατώφλι για τον καθορισµό της
εξόδου του νευρωνικού. ΄Οταν το άθροισµα είναι µεγαλύτερο ή ίσο µε το κατώφλι τότε η
έξοδος είναι ίση µε 1. Αντίθετα, όταν το άθροισµα είναι µικρότερο τότε η έξοδος είναι 0.
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Αυτό που προσπάθησαν ήταν να δείξουν ότι τα δίκτυα αυτών των νευρώνων µπορούσαν να
υπολογίσουν οποιαδήποτε αριθµητική ή λογική συνάρτηση. Σε αντίθεση µε τα ϐιολογικά
δίκτυα, οι παράµετροι αυτών των δικτύων έπρεπε να σχεδιαστούν καθώς καµία µέθοδος
εκπαίδευσης δεν ήταν διαθέσιµη. Παρόλα αυτά ο συνδυασµός ανάµεσα στη ϐιολογία και
τους ψηφιακούς υπολογιστές δηµιούργησε ένα µεγάλο ενδιαφέρον.
Τους Warren McCulloch και Walter Pitts ακολούθησε ο Donald Hebb [17] ο οποίος το
1949 υποστήριξε ότι η συµπεριφορά του ανθρώπου µπορεί να εξηγηθεί από τη συµπεριφορά
των νευρώνων. Η ϑέση του ήταν ότι όταν ο άξονας ενός νευρώνα Α είναι αρκετά κοντά ώστε
να διεγείρει το νευρώνα Β και συστηµατικά συµµετέχει στην ενεργοποίησή του, τότε κάποια
µεταβολική αλλαγή συµβαίνει είτε στο ένα απ’τα δύο είτε και στα δύο κύτταρα έτσι ώστε η
αποτελεσµατικότητα µε την οποία ο Α διεγείρει τον Β αυξάνεται. Η ϑέση αυτή πρότεινε έναν
ϕυσικό µηχανισµό µάθησης των ϐιολογικών νευρώνων και ονοµάστηκε κανόνας Hebbian.
Στα τέλη του 1950 ο Frank Rosenblatt [31] και µερικοί ακόµη ερευνητές ανέπτυξαν µία
κλάση νευρωνικών δικτύων που ονοµάζονται Perceptrons. Οι νευρώνες αυτών των δικτύων
ήταν παρόµοιοι µε αυτούς των McCulloch και Pitts. Η συνεισφορά του Rosenblatt όµως
αφορά στην ανάπτυξη ενός κανόνα εκµάθησης για την εκπαίδευση δικτύων Perceptron για
τη λύση προβληµάτων αναγνώρισης προτύπων. Απέδειξε ότι ο κανόνας του ϑα συγκλίνει
πάντα στις σωστές τιµές ϐαρών για το δίκτυο, αν υπάρχουν τέτοιες τιµές που να δίνουν λύση
στο πρόβληµα. Η εκµάθηση ήταν απλή και αυτόµατη, χρησιµοποιώντας παραδείγµατα
σωστής συµπεριφοράς τα οποία παρουσιάζονταν στο δίκτυο το οποίο µάθαινε από τα λάθη
του. Το δίκτυο Perceptron µπορούσε ακόµη να µάθει όταν γινόταν η αρχικοποίηση µε
τυχαίες τιµές για τα ϐάρη και τις πολώσεις. Σήµερα τα δίκτυα Perceptron ϑεωρούνται
ακόµη σηµαντικά. Παραµένουν µία γρήγορη και αξιόπιστη µέθοδος για την κλάση των
προβληµάτων που µπορούν να λύσουν.
Την ίδια περίπου χρονική περίοδο οι Bernerd Widrow και Ted Hoff [39] παρουσία-
σαν έναν καινούργιο αλγόριθµο εκπαίδευσης και τον χρησιµοποίησαν για να εκπαιδεύσουν
γραµµικά Τεχνητά Νευρωνικά ∆ίκτυα τα οποία είναι παρόµοια σε δοµή και ικανότητες µε
το δίκτυο Perceptron του Rosenblatt και ονοµάστηκαν Adaline και Madaline. Το δίκτυο
Madaline ήταν το πρώτο Τεχνητό Νευρωνικό ∆ίκτυο που χρησιµοποιήθηκε σε πραγµατικό
πρόβληµα. Πρόκειται για ένα προσαρµοστικό ϕίλτρο το οποίο χρησιµοποιείται για να µειώσει
την ηχώ στις τηλεφωνικές γραµµές. Ο αλγόριθµος αυτός χρησιµοποιείται µέχρι σήµερα.
Τα δίκτυα Perceptron χρησιµοποιήθηκαν µε επιτυχία σε αρκετές εφαρµογές ταξινόµη-
σης, όµως ϑεωρητικές και πειραµατικές έρευνες κατέληξαν στο συµπέρασµα ότι παρουσιά-
Ϲουν σηµαντικά προβλήµατα σε περιπτώσεις όπου οι κλάσεις δεν είναι γραµµικά διαχωρίσι-
µες. Τους περιορισµούς αυτούς γνώριζαν ο Rosanblatt και ο Widrow και για το λόγο αυτό
πρότειναν νέα πιο πολύπλοκα πολυστρωµατικά δίκτυα. Πιο συγκεκριµένα για την αντιµε-
τώπιση του συγκεκριµένου Ϲητήµατος προτάθηκε η ιδέα της χρησιµοποίησης αλλεπάλληλων
νευρωνικών επιπέδων Perceptron. Η ϐασική ιδέα είναι η διασύνδεση πολλαπλών επιπέδων
τύπου Perceptron διαδοχικά, έτσι ώστε η έξοδος του ενός επιπέδου να αποτελεί είσοδο για
το επόµενο επίπεδο, δεν κατάφεραν όµως να τροποποιήσουν τους αλγόριθµους εκπαίδευσης
έτσι ώστε να εκπαιδεύσουν επιτυχώς τα δίκτυα αυτά. Οι περιορισµοί αυτοί δηµοσιεύτηκαν
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στο ϐιβλίο των Marvin Minsky και Seymour Papert [27] και επηρέασαν πολλούς ερευνητές
οι οποίοι πίστεψαν ότι δεν ήταν δυνατή η περαιτέρω έρευνα για να ξεπεραστούν τα προβήµα-
τα αυτά. ΄Ετσι για περίπου µια δεκαετία δεν υπήρξε καµία σηµαντική πρόοδος στην έρευνα
των νευρωνικών δικτύων.
Το 1972 ο Teuvo Kohonen [21] και ο James Anderson [1] ανεξάρτητα ο ένας από τον
άλλο ανέπτυξαν ένα καινούργιο τύπο νευρωνικών δικτύων τα οποία µπορούσαν να συµπε-
ϱιφέρονται σαν µνήµες. Την ίδια χρονική περίοδο ο Stephen Grossberg [14] ανέπτυξε µη
γραµµικά συνεχούς χρόνου συσχετιζόµενα δίκτυα.
Στη συνέχεια ακολουθεί µια περίοδος αναγέννησης των νευρωνικών δικτύων. Εµφανίζον-
ται νέες ιδέες και σε συνδυασµό µε την ανάπτυξη των σύγχρονων υπολογιστών η έρευνα των
Τεχνητών Νευρωνικών ∆ικτύων αναπτύσσεται δραµατικά γρήγορα. Η αναγέννηση αυτή στις
αρχές του 1980 οφείλεται σε µεγάλο ϐαθµό στη συµβολή του ϕυσικού John Hopfield [20].
Ο Hopfield συνδύασε τη χρήση της στατιστικής µηχανικής µε τη λειτουργία συγκεκριµένων
κλάσεων αναδροµικών δικτύων τα οποία ϑα µπορούσαν να χρησιµοποιηθούν σαν συσχετιζό-
µενη µνήµη.
Κλειδί στην ανάπτυξη των νευρωνικών δικτύων υπήρξε η ανακάλυψη του αλγορίθµου
της όπισθεν διάδοσης σφάλµατος (Backpropagation) για την εκπαίδευση πολυστρωµατικών
δικτύων Perceptron. Η πρώτη περιγραφή ενός αλγορίθµου για την εκπαίδευση πολυστρω-
µατικών δικτύων έγινε από τον Paul Werbos το 1974. Η ϑέση του όµως δεν αναγνωρίστηκε
από την κοινότητα που ασχολούταν µε τα νευρωνικά δίκτυα. ΄Ετσι είχαµε την επάνοδο της
ανακάλυψης του αλγορίθµου Backpropagation στα µέσα του 1980 από πολλούς ερευνητές
ανεξάρτητα, τους David Rumelhart, Geoffrey Hinton, Ronald Willliams, David Parker και
Yann Le Cun. Η εργασία που επηρέασε περισσότερο ήταν αυτή των David Rumelhart και
James McClelland [32]. Ο αλγόριθµος αυτός ήταν απάντηση στις κριτικές των Minsky και
Papert και άνοιξε νέους δρόµους στην έρευνα των Τεχνητών Νευρωνικών ∆ικτύων.
Από το 1985 και µετά αρχίζουν τα πρώτα συνέδρια που είναι αφιερωµένα αποκλειστι-
κά σε νευρωνικά δίκτυα, από την American Physical Society και από την IEEE(Institute
of Electrical and Electronics Engineers). Παρακολουθούνται από περισσότερους από χί-
λιους συνέδρους. Ταυτόχρονα δηµιουργούνται ειδικές επαγγελµατικές εταιρίες νευρωνικών
δικτύων µε χιλιάδες µέλη, όπως η International Neural Network Society µε τρεις πόλους :
Αµερική (µε διευθυντή τον Grossberg), Ευρώπη (Kohonen) και Ιαπωνία (Amari).
Τα τελευταία χρόνια έχουν γίνει πολλές µελέτες και τα Τεχνητά Νευρωνικά ∆ίκτυα έχουν
ϐρει πολλές εφαρµογές. Αν και είναι δύσκολο να προβλέψουµε το µέλλον της επιτυχίας
των νευρωνικών δικτύων, ο µεγάλος αριθµός και η ποικιλία των εφαρµογών αυτής της νέας
τεχνολογίας δίνει πολλές υποσχέσεις.
2.7 ∆ιαφορές των Τεχνητών Νευρωνικών ∆ικτύων από άλλα
συστήµατα Τεχνητής Νοηµοσύνης
Η αρχιτεκτονική των νευρωνικών δικτύων είναι πολύ διαφορετική από αυτήν των παραδο-
σιακών υπολογιστών που περιέχουν έναν επεξεργαστή. Οι γνωστοί υπολογιστές δουλεύουν
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σειριακά, σύµφωνα µε τις πρώτες ιδέες του von Neumann1, και έχουν την ικανότητα να
επιτελούν µερικές εκατοντάδες εντολών που είναι πολύ γνωστές, όπως είναι οι αριθµητικές
πράξεις. Στην διαδικασία εκτέλεσης των εντολών ακολουθούν πιστά ένα εσωτερικό ϱολόι [2].
Από τη ϕύση τους τα νευρωνικά δίκτυα δεν λειτουργούν σειριακά, αλλά µε τρόπο που
µοιάζει πιο πολύ σε παράλληλο τρόπο λειτουργίας, διότι µία εργασία µοιράζεται στα διά-
ϕορα τµήµατα του δικτύου, µοιράζεται σε όλους τους επί µέρους νευρώνες. ΄Ετσι λέµε ότι
τα νευρωνικά δίκτυα είναι συστήµατα «παράλληλων κατανεµηµένων διεργασιών» (parallel
distributed processing). Αυτό µας παρέχει µεγάλες ταχύτητες, διότι είναι σαν να έχουµε
ταυτόχρονα πολλούς επεξεργαστές στη διάθεσή µας.
Τα νευρωνικά δίκτυα προσφέρουν έναν διαφορετικό τρόπο ανάλυσης των δεδοµένων και
αναγνώρισης προτύπων από τις παραδοσιακές µεθόδους υπολογισµού. Παρόλα αυτά, δεν
αποτελούν λύση για όλα τα υπολογιστικά προβλήµατα. Με τις διάφορες γλώσσες και µεθό-
δους προγραµµατισµού µπορούν να επιλυθούν προβλήµατα τα οποία είναι καλά ορισµένα.
Για παράδειγµα η επεξεργασία λογιστικών δεδοµένων, οι υπηρεσίες καταλόγου ή η προ-
στασία εξοπλισµού αποτελούν καλά ορισµένα προβλήµατα και δεν απαιτούν τα πρόσθετα
χαρακτηριστικά των νευρικών δικτύων.
΄Οµως η αρχιτεκτονική των νευρωνικών δικτύων διαφέρει από αυτήν των παράλληλων
επεξεργαστών, για το λόγο ότι οι απλοί επεξεργαστές των νευρωνικών δικτύων (δηλαδή οι
νευρώνες) έχουν µεγάλο αριθµό διασυνδέσεων, ο οποίος συνολικά είναι πολύ µεγαλύτερος
από τον αριθµό των νευρώνων. Και αυτό ϐέβαια γιατί κάθε νευρώνας έχει πολλές συνδέσεις.
Αντίθετα, στους παράλληλους υπολογιστές, οι επεξεργαστές είναι συνήθως περισσότεροι από
τις διασυνδέσεις µεταξύ τους και ως προς την πολυπλοκότητα τους ακολουθούν την µηχανή
von Neumann.
Τα νευρωνικά δίκτυα διαφέρουν από αυτό, διότι οι µονάδες τους είναι πολύ πιο απλές
και επιτελούν πολύ απλούστερες λειτουργίες, δηλαδή ξέρουν µόνο να αθροίζουν τα σήµατα
εισόδου και να τροποποιούν τα ϐάρη των διασυνδέσεων. Επίσης, οι νευρώνες λειτουργούν
ανεξάρτητα ο ένας από τον άλλο και δεν χρειάζονται συγχρονισµό. Αυτό δίνει στα νευρωνικά
δίκτυα την ευρωστία και ανοχή σε σφάλµατα. Ο Πίνακας 2.2 προσδιορίζει τις ϐασικές
διαφορές µεταξύ αυτών των δύο προσεγγίσεων υπολογισµού.
Επίσης οι πληροφορίες που αποθηκεύονται σε ένα νευρωνικό δίκτυο µοιράζονται σε
ένα µεγάλο αριθµό µονάδων, δηλαδή σε πολλούς νευρώνες. Αντίθετα, όταν αποθηκεύουµε
στοιχεία στην µνήµη του υπολογιστή, κάθε πληροφορία σε δυαδική µορφή τοποθετείται σε
µια συγκεκριµένη τοποθεσία.
1Η von Neumann αρχιτεκτονική υπολογιστών προτάθηκε από τον John von Neumann ο οποίος ήταν ο
πρώτος που κατέγραψε τις απαιτήσεις στην δοµή ενός ηλεκτρονικού υπολογιστή. Πρόκειται για την ϐασική
αρχιτεκτονική δοµή των υπολογιστών που χρησιµοποιούµε σήµερα και η οποία συνίσταται από 4 ϐασικά µέρη.
Την µονάδα αριθµητικής λογικής, την µονάδα ελέγχου, την µνήµη και τις µονάδες εισόδου-εξόδου. Οι ικανότητες
ενός συστήµατος που ακολουθεί αυτή την αρχιτεκτονική περιορίζονται στην αποθήκευση των δεδοµένων και των
αποτελεσµάτων που προκύπτουν µετά από υπολογισµούς και την αποθήκευση οδηγιών και εντολών για την
εκτέλεση των υπολογισµών.
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Μια άλλη νέα ιδιότητα στα νευρωνικά δίκτυα είναι αυτή της ανοχής σφάλµατος. Αυτό
σηµαίνει ότι αν ένα µικρό τµήµα του δικτύου χαλάσει, το υπόλοιπο δίκτυο συνεχίζει να λει-
τουργεί, έστω και µε ένα µικρό σφάλµα. ∆ιαφορετικά σηµαίνει ότι, αν τα δεδοµένα ενός
προβλήµατος σε ένα µικρό µέρος τους είναι εσφαλµένα, το δίκτυο δίδει τη σωστή απάντη-
ση και πάλι όµως µε ένα µικρό σφάλµα κάτι που δε συµβαίνει µε τα άλλα υπολογιστικά
συστήµατα.
Τα έµπειρα συστήµατα αποτελούν επέκταση των παραδοσιακών υπολογιστών και συ-
χνά αποκαλούνται ως η πέµπτη γενιά των υπολογιστικών συστηµάτων. Στην πρώτη γενιά
ανήκουν οι υπολογιστές που λειτουργούσαν χρησιµοποιώντας διακόπτες και καλώδια. Η
δεύτερη γενιά εµφανίστηκε λόγω της ανάπτυξης της κρυσταλλολυχνίας (τρανζίστορ). Η τρίτη
γενιά περιελάµβανε τη χρήση των ολοκληρωµένων κυκλωµάτων και των υψηλότερου επιπέ-
δου γλωσσών προγραµµατισµού όπως COBOL, FORTRAN, και C. Τέλος, τα εργαλεία που
ϐοηθούν το χρήστη στην ανάπτυξη εφαρµογών, γνωστά ως «γεννήτριες κώδικα» αποτελούν
την τέταρτη γενιά υπολογιστικών συστηµάτων. Η πέµπτη γενιά περιλαµβάνει την τεχνητή
νοηµοσύνη.
Τυπικά, ένα ΄Εµπειρο Σύστηµα αποτελείται από δύο µέρη, µια µηχανή συµπεράσµατος
και µια ϐάση γνώσης. Η µηχανή συµπεράσµατος είναι γενική και χειρίζεται τη διεπαφή
µε τον χρήστη, τα εξωτερικά αρχεία, την πρόσβαση του προγράµµατος, και το σχεδιασµό.
Η ϐάση γνώσης περιέχει όλες τις πληροφορίες που είναι απαραίτητες για τη λύση ενός
συγκεκριµένου προβλήµατος. Αυτή η ϐάση γνώσης επιτρέπει σε έναν εµπειρογνώµονα να
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καθορίσει τους κανόνες µε τους οποίους ϑα εκτελεστεί µια διαδικασία. Αυτός ο εµπειρο-
γνώµονας δεν είναι απαραίτητο να καταλαβαίνει προγραµµατισµό. Εκείνο που πρέπει είναι
απλά να καθορίσει τι ϑέλει ο υπολογιστής να κάνει και πώς ο µηχανισµός του έµπειρου
συστήµατος λειτουργεί.
Καθώς η πολυπλοκότητα του συστήµατος αυξάνεται, το σύστηµα απαιτεί περισσότερους
υπολογιστικούς πόρους οπότε γίνεται πάρα πολύ αργό. Γι΄ αυτό το λόγο η εφαρµογή έµπει-
ϱων συστηµάτων είναι εφικτή µόνο όταν περιορίζονται λεπτοµερώς.
Τα τεχνητά νευρωνικά δίκτυα προσφέρουν µια διαφορετική προσέγγιση στην επίλυση των
προβληµάτων. Προσπαθούν να παρέχουν ένα εργαλείο το οποίο µπορεί να προγραµµατίζεται
αυτόµατα και να µαθαίνει µόνο του από τα δεδοµένα. Τα νευρωνικά δίκτυα είναι δοµηµένα
για να παρέχουν την ικανότητα να λύνουν προβλήµατα χωρίς τα οφέλη ενός εµπειρογνώµονα
και χωρίς την ανάγκη προγραµµατισµού.
Τα έµπειρα συστήµατα έχουν σηµαντικές επιτυχίες σε πολλές εφαρµογές. Εντούτοις,
η τεχνητή νοηµοσύνη έχει αντιµετωπίσει προβλήµατα σε πεδία όπως η όραση, η συνεχής
αναγνώριση ϕωνής και η σύνθεση και η εκµάθηση µηχανών. ∆ιάφορα πολύ περίπλοκα
προβλήµατα δεν µπορούν να λυθούν µε τα παραδοσιακά υπολογιστικά περιβάλλοντα. Πα-
ϱαδείγµατος χάριν, η οµιλία είναι κάτι που όλοι οι άνθρωποι µπορούν εύκολα να αναλύσουν
και να καταλάβουν. ΄Ενα πρόσωπο µπορεί να καταλάβει µια νότια προφορά ή λέξεις ενός
µωρού. Χωρίς τη µαζικά παράλληλη δύναµη επεξεργασίας ενός νευρωνικού δικτύου, αυτή
η διαδικασία είναι ουσιαστικά αδύνατη για έναν υπολογιστή. Η αναγνώριση εικόνας είναι
ένας άλλος στόχος που ένας άνθρωπος µπορεί εύκολα να κάνει αλλά που δυσκολεύεται α-
κόµα και ο µεγαλύτερος υπολογιστής. ΄Ενα πρόσωπο µπορεί να αναγνωρίσει ένα αεροπλάνο
καθώς γυρίζει, πετά από πάνω, και εξαφανίζεται σε ένα σηµείο. ΄Ενας παραδοσιακός υπολο-
γιστής από την άλλη πλευρά µπορεί να προσπαθήσει να συγκρίνει τις µεταβαλλόµενες αυτές
εικόνες µε διάφορα πολύ διαφορετικά αποθηκευµένα σχέδια κι έτσι να καταλήξει σε λάθος
συµπέρασµα.
΄Οµως, παρά τα πλεονεκτήµατα των νευρωνικών δικτύων σε σύγκριση µε τα έµπειρα
συστήµατα και τον παραδοσιακό τρόπο προγραµµατισµού, τα νευρωνικά δίκτυα δεν είναι
πλήρεις λύσεις. Ακόµα και όταν έχει αναπτυχθεί ένα δίκτυο, δεν υπάρχει κανένας τρόπος
να εξασφαλιστεί ότι το δίκτυο αυτό είναι το ϐέλτιστο. Θα αναφέρουµε µερικές µεθοδολογίες
για το ϐέλτιστο σχεδιασµό νευρωνικών δικτύων σε επόµενη παράγραφο.
Κεφάλαιο 3
Το δίκτυο Perceptron
Το µοντέλο Perceptron είναι από τα πρώτα µοντέλα νευρωνικών δικτύων που αναπτύ-
χθηκαν την δεκαετία του πενήντα και έδωσαν στην περιοχή αυτή µεγάλη ώθηση χάριν στις
επιτυχίες που είχε από την αρχή. Πολλά δίκτυα που αναπτύχθηκαν αργότερα, κατά πολύ
πιο περίπλοκα, ξεκίνησαν από τη ϐάση του Perceptron. Προτάθηκε το 1958 από τον Rosen-
blatt, ο οποίος ήταν ψυχολόγος [31]. Βέβαια καθόσον οι γνώσεις µας για το νευρικό σύστηµα
του ανθρώπου προόδευαν, οι πρώτες αυτές προσπάθειες ϕαίνονται τώρα πια ότι ήταν πολύ
απλοϊκές. Οι Minsky και Papert έδειξαν το 1969 ότι το πρώτο αυτό πρότυπο έχει πολλούς
περιορισµούς. Σήµερα, υπάρχουν πολλές παραλλαγές νευρωνικών δικτύων που ϐασίζονται
στο Perceptron και έχουν διαφορετικές δοµές, άλλες απλές και άλλες πιο περίπλοκες. Η
πιο απλή µορφή είναι το λεγόµενο στοιχειώδες Perceptron (elementary perceptron) και α-
ποτελείται από ένα µόνο νευρώνα. Είναι το πιο απλό, αυτοδύναµο σύστηµα που υπάρχει
και επιτελεί µία ορισµένη διεργασία. Ανεβαίνοντας ως προς την πολυπλοκότητα, έχουµε
νευρωνικά δίκτυα τα οποία έχουν πολλούς νευρώνες οι οποίοι είναι οργανωµένοι σε δύο επί-
πεδα, ένα επίπεδο στο οποίο εισέρχονται τα σήµατα (επίπεδο εισόδου) και ένα επίπεδο όπου
ϐγαίνει το αποτέλεσµα του νευρωνικού δικτύου (επίπεδο εξόδου) [15].
΄Ενα µονοστρωµατικό δίκτυο Perceptron αποτελείται από έναν ή περισσότερους νευρώνες
εισόδου ο καθένας από τους οποίους συνδέεται µε έναν παράγοντα ϐάρους wi για όλες τις
εισόδους i. Το γενικό δίκτυο Perceptron ϕαίνεται στο Σχήµα 3.1.
Η έξοδος του δικτύου δίνεται από τη σχέση y = f(Wp + b). Το δίκτυο αποτελείται από
τα εξής στοιχεία :
τον πίνακα ϐαρών του δικτύου W =

w1,1 w1,2 . . . w1,R





ws,1 ws,2 . . . ws,R
 ,
το διάνυσµα των εισόδων p =
(
p1 p2 . . . pR
)
και τη συνάρτηση µεταφοράς f(s) =
{
1 αν s > 0
0 αλλιώς
.
Αν το εσωτερικό γινόµενο µιας γραµµής του πίνακα ϐαρών µε διάνυσµα εισόδου είναι
µεγαλύτερο ή ίσο µε το −b τότε η έξοδος του δικτύου ϑα είναι ίση µε 1 αλλιώς η έξοδος ϑα
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Σχήµα 3.1: ∆ίκτυο Perceptron
είναι 0. Με τον τρόπο αυτό κάθε νευρώνας του δικτύου χωρίζει τα δεδοµένα εισόδου σε δύο
κατηγορίες.
Στην πιο απλή περίπτωση το δίκτυο αποτελείται από δύο µόνο εισόδους και µια µονα-
δική έξοδο, εποµένως από ένα µόνο νευρώνα. Η είσοδος του νευρώνα είναι το ϐεβαρηµένο
άθροισµα των εισόδων συν την πόλωση. Η έξοδος του δικτύου διαµορφώνεται από την ενερ-




Το δίκτυο αυτό ϕαίνεται στο Σχήµα 3.2.
Σχήµα 3.2: ΄Ενα απλό δίκτυο Perceptron.
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Η έξοδος του δικτύου ϑα είναι ίση µε 1 ή 0 ανάλογα µε την είσοδο. Το δίκτυο µπορεί
να χρησιµοποιηθεί για κατηγοριοποίηση των εισόδων σε δύο κατηγορίες. Ο διαχωρισµός
µεταξύ των δύο κλάσεων στην περίπτωση αυτή είναι µια ευθεία γραµµή ή οποία δίνεται από
τις τιµές της εισόδου για τις οποίες η είσοδος του δικτύου ν είναι ίση µε 0. ∆ηλαδή,
n = w1p1 + w2p2 + b = 0.
Το δίκτυο αυτό χρησιµοποιείται για τη λύση γραµµικά διαχωρίσιµων προβληµάτων.
Αν δώσουµε τυχαία τιµές στα ϐάρη και την πόλωση του δικτύου, έστω w1 = 1, w2 = 2
και b = −1, τότε η διαχωριστική γραµµή ϑα είναι
n = p1 + p2 − 1 = 0.
Η εξίσωση αυτή καθορίζει µια ευθεία γραµµή. Στη µία πλευρά της γραµµής η έξοδος του
δικτύου ϑα είναι ίση µε 1, ενώ στην άλλη πλευρά ϑα είναι ίση µε 0. Για να σχεδιάσουµε την
ευθεία αρκεί να ϐρούµε δύο σηµεία αυτής. Τα σηµεία αυτά µπορεί είναι η τοµή της ευθείας
µε τους άξονες x και y, δηλαδή τα σηµεία που ϐρίσκουµε αν ϑέσουµε τις εισόδους p1 και p2
ίσες µε 0. Οπότε ϑα έχουµε για













Η ευθεία που προκύπτει ϕαίνεται στο Σχήµα 3.3.
Σχήµα 3.3: ∆ιαχωριστική γραµµή για ένα δίκτυο Perceptron δύο εισόδων.
Για να ϐρούµε σε ποια πλευρά της ευθείας η έξοδος του δικτύου είναι ίση µε 1 αρκεί να
δοκιµάσουµε ένα τυχαίο σηµείο. Για p = [ 2 0 ] η έξοδος του δικτύου ϑα είναι
y = f(wp+ b) = f([ 1 1 ][ 2 0 ]T − 1) = 1.
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Εποµένως για όλες τις εισόδους που αντιστοιχούν στα σηµεία δεξιά της ευθείας η έξοδος του
δικτύου ϑα είναι ίση µε 1.
Παρατηρούµε ότι το διάνυσµα των ϐαρών είναι πάντα κάθετο στη διαχωριστική γραµµή.
Για όλα τα σηµεία της διαχωριστικής γραµµής το εσωτερικό γινόµενο του διανύσµατος των
εισόδων µε το διάνυσµα των ϐαρών είναι το ίδιο. Αυτό προϋποθέτει ότι αυτά τα διανύσµατα
εισόδων ϑα έχουν την ίδια προβολή στο διάνυσµα των ϐαρών κι έτσι ϑα πρέπει να ϐρίσκονται
σε µια γραµµή ορθογώνια στο διάνυσµα ϐαρών. Εποµένως το διάνυσµα των ϐαρών ϑα δείχνει
πάντα προς την περιοχή όπου η έξοδος του νευρώνα είναι ίση µε 1.
Για δίκτυα Perceptron µε πολλαπλούς νευρώνες ϑα υπάρχει µια διαχωριστική γραµµή
για κάθε νευρώνα. ΄Ενα δίκτυο µε ένα νευρώνα κατηγοριοποιεί τις εισόδους σε δύο κατηγο-
ϱίες καθώς η έξοδος που παράγει το δίκτυο είναι είτε 0 ή 1. ΄Ενα Perceptron µε πολλούς
νευρώνες µπορεί να ταξινοµήσει τα διανύσµατα εισόδου σε πολλές κατηγορίες. Κάθε κα-
τηγορία αναπαρίσταται από ένα διαφορετικό διάνυσµα εξόδου. Αφού κάθε στοιχείο του
διανύσµατος εξόδου µπορεί να είναι µόνο 0 ή 1, ϑα υπάρχουν συνολικά το πολύ 2S πιθανές
κατηγορίες, όπου S είναι ο αριθµός των νευρώνων του δικτύου.
3.1 Κανόνας εκπαίδευσης Perceptron
Η εκπαίδευση του δικτύου συνίσταται στο να µπορέσουµε να ϐρούµε τις κατάλληλες
τιµές των w και b και τότε το δίκτυο ϑα µπορεί να αναγνωρίζει τα πρότυπα στα οποία έχει
εκπαιδευθεί.
Ο κανόνας εκπαίδευσης Perceptron αποτελεί ένα παράδειγµα µάθησης µε επίβλεψη.
Στην αρχή της µάθησης το σύστηµα δεν έχει καµία προηγούµενη γνώση. Τα ϐάρη wi
πρέπει να έχουν τυχαίες τιµές, για παράδειγµα έχουν τιµές οι οποίες δίνονται από µία
κατανοµή ψευδοτυχαίων αριθµών, και είναι όλα στο διάστηµα [0,1]. Το δίκτυο τροφοδοτείται
µε ένα σύνολο προτύπων εκπαίδευσης { p1, t1 }, { p2, t2 },. . . , { pn, tn }, όπου pn
είναι η είσοδος που ϑα εφαρµοστεί στο δίκτυο και tn είναι η επιθυµητή έξοδος ή στόχος που
αντιστοιχεί στην είσοδο αυτή. Καθώς κάθε είσοδος τροφοδοτείται στο δίκτυο, η έξοδος που
προκύπτει συγκρίνεται µε τον επιθυµητό στόχο. Ο κανόνας εκπαίδευσης τότε προσαρµόζει
τα ϐάρη και τις πολώσεις του δικτύου έτσι ώστε η έξοδος του δικτύου να συγκλίνει µε το
στόχο. ΄Οταν παρουσιάζουµε τα πρότυπα στο νευρωνικό δίκτυο, τότε το σύστηµα µαθαίνει
την πληροφορία κάθε προτύπου µε το να µεταβάλει τα ϐάρη του προς την σωστή κατεύθυνση.
Η διαδικασία αυτή είναι ανάλογη µε την εξάσκηση που υφίσταται ένα ϐιολογικό σύστηµα
όταν µαθαίνει µια διεργασία. Η µεταβολή των ϐαρών συνεχίζεται µέχρις ότου το σύστηµα
µάθει το σήµα που του δόθηκε. ΄Οταν συµβεί αυτό τότε σταµατάει η µεταβολή των w και οι
τελικές τιµές τους αποθηκεύονται και χρησιµοποιούνται περαιτέρω. Στο σηµείο αυτό λέµε
ότι το δίκτυο έχει εκπαιδευθεί και έχει µάθει τα πρότυπα που του διδάξαµε.
Ο αλγόριθµος Perceptron αποτελείται από τα ακόλουθα ϐήµατα:
1. Αρχικοποίησε όλα τα ϐάρη και τις πολώσεις του δικτύου µε τυχαίες τιµές.
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2. Εισήγαγε τα πρότυπα µε τη σειρά. Μόλις τελειώσουν ξανάρχισε από την αρχή.
3. Για κάθε είσοδο i επανέλαβε τα παρακάτω ϐήµατα:
• Αν ti = 1 και yi = 0 τότε w′i = wi + pi
• Αν ti = 0 και yi = 1 τότε w′i = wi − pi
• Αν ti = yi τότε w′i = wi
4. Ο αλγόριθµος τερµατίζεται όταν δεν γίνεται πλέον καµία διόρθωση σε κανένα πρότυπο.
Αυτό σηµαίνει ότι όλοι οι στόχοι είναι ίσοι µε όλες τις εξόδους.
΄Οταν παρουσιάσουµε στο δίκτυο όλα τα πρότυπα παρατηρούµε ότι το δίκτυο αρχίζει να
εκπαιδεύεται και λέµε ότι το δίκτυο µαθαίνει σταδιακά τα πρότυπα τα οποία του παρου-
σιάζονται. Χρησιµοποιούµε τον όρο «µαθαίνει» ως συνώνυµο του «εκπαιδεύεται», εννοώντας
ότι το δίκτυο αποκτά την ικανότητα να λύνει κάποιο πρόβληµα. Η εκπαίδευση αυτή δεν
γίνεται σε ένα ϐήµα, αλλά ακολουθεί µία διαδικασία πολλών κύκλων, µια διαδικασία η ο-
ποία επαναλαµβάνεται πολλές ϕορές και κατά την οποία το δίκτυο καλυτερεύει συνεχώς τις
τιµές των ϐαρών του. Μια κυκλική επανάληψη όλων των προτύπων ονοµάζεται εποχή. Μετά
από µερικούς κύκλους, που µπορεί και να είναι πολλές χιλιάδες, το δίκτυο έχει ήδη ϐρεί
τις κατάλληλες τιµές των w και έτσι έχει αναπτύξει τις ικανότητες του. Ακολούθως όµως η
πρόοδος αυτή σταµατάει και λέµε ότι το δίκτυο έχει πλέον συγκλίνει. Αυτό σηµαίνει ότι οι
τιµές των w δεν αλλάζουν πλέον και το δίκτυο έχει εκπαιδευθεί σωστά.
3.1.1 Παράδειγµα
΄Εστω ότι έχουµε το ακόλουθο σύνολο δεδοµένων εισόδου και τους επιθυµητούς στόχους
για κάθε είσοδο:
{p1 = [ 1 2 ]T , t1 = 1}, {p2 = [ −1 2 ]T , t2 = 0}, {p3 = [ 0 −1 ]T , t3 = 0}.
Στο Σχήµα 3.4 ϕαίνεται η γραφική αναπαράσταση των δεδοµένων εκπαίδευσης. Τα σηµεία
που έχουν στόχο t ίσο µε 0 αναπαρίστανται µε µπλε κύκλο, ενώ αυτά που έχουν στόχο 1
αναπαρίστανται µε µαύρο κύκλο.
Το δίκτυο αυτού του προβλήµατος ϑα έχει δύο εισόδους και µία έξοδο ενώ για απλότητα
ϑεωρούµε ότι δεν έχει πόλωση. Το δίκτυο αυτό ϕαίνεται στο Σχήµα 3.5
Αφού έχουµε αφαιρέσει την πόλωση η διαχωριστική γραµµή των δεδοµένων εισόδου ϑα
είναι µια ευθεία η οποία περνάει από την αρχή των αξόνων. Η γραµµή αυτή ϑα πρέπει να δια-
χωρίζει τα διανύσµατα εισόδου p2, p3 από το διάνυσµα p1. Από το Σχήµα 3.6 αποδεικνύεται
ότι υπάρχει άπειρος αριθµός γραµµών που να ικανοποιούν αυτές τις προϋποθέσεις.
Τα διανύσµατα ϐαρών που αντιστοιχούν στις διαθέσιµες διαχωριστικές ευθείες είναι ορ-
ϑογώνια προς αυτές. Αυτό που ϑέλουµε είναι ένας κανόνας εκπαίδευσης που ϑα ϐρίσκει ένα
διάνυσµα ϐαρών το οποίο έχει µια από αυτές τις κατευθύνσεις. Το µήκος του διανύσµατος
αυτού είναι αδιάφορο, σηµαντικός είναι µόνο ο προσανατολισµός.
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Σχήµα 3.4: Γραφική αναπαράσταση εισόδων.
Σχήµα 3.5: ∆ίκτυο Perceptron του προβλήµατος.
Σχήµα 3.6: Γραµµική διαχωρισιµότητα των δεδοµένων του προβλήµατος.
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Ξεκινάµε αρχικοποιώντας το διάνυσµα των ϐαρών µε τυχαίες τιµές. ΄Εστω
w = [ 1 −0.8 ].
Αν τώρα τροφοδοτήσουµε το δίκτυο µε το διάνυσµα p1 ϑα έχουµε
y = f(wp1) = f([ 1 −0.8 ][ 1 2 ]T ) = f(−0.6) = 0.
Παρατηρούµε ότι η έξοδος του δικτύου δεν είναι η επιθυµητή. Αυτό ϕαίνεται και από το
Σχήµα 3.7.
Σχήµα 3.7: Αποτέλεσµα µετά από τυχαία αρχικοποίηση των ϐαρών του δικτύου.
Για την επίλυση του προβλήµατος ϑα πρέπει να προσαρµόσουµε τα ϐάρη σύµφωνα µε
τον κανόνα εκπαίδευσης Perceptron που είδαµε :
w′ = w + p1 = [ 1 −0.8 ]T + [ 1 2 ]T = [ 2 1.2 ]T .
Για το επόµενο πρότυπο εισόδου p2 έχουµε ως έξοδο
y = f(wp2) = f([ 2 1.2 ][ −1 2 ]T ) = f(0.4) = 1.
Ο στόχος t2 που αντιστοιχεί στο πρότυπο p2 είναι 0 ενώ το δίκτυο µας δίνει έξοδο 1. Εποµένως
w′ = w − p2 = [ 2 1.2 ]T − [ −1 2 ]T = [ 3 −0.8 ]T .
Οµοίως για το διάνυσµα p3 έχουµε έξοδο
y = f(wp3) = f([ 3 −0.8 ][ 0 −1 ]T ) = f(0.8) = 1,
οπότε
w′ = w − p3 = [ 3 −0.8 ]T − [ 0 −1 ]T = [ 3 0.2 ]T .
΄Οπως ϐλέπουµε στο Σχήµα 3.8 το δίκτυο έχει τελικά µάθει να διαχωρίζει τα τρία πρότυπα.
Αν τροφοδοτήσουµε οποιοδήποτε από αυτά στο δίκτυο ϑα έχουµε σαν έξοδο τη σωστή κλάση
για την κάθε είσοδο.
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Σχήµα 3.8: Αναπαράσταση των δεδοµένων µετά την εκπαίδευση του δικτύου.
3.2 Τροποποίηση του κανόνα Perceptron
Ο κανόνας εκπαίδευσης που αναφέραµε προηγουµένως µπορεί να τροποποιηθεί ώστε να
έχουµε µία µόνο έκφραση. Αρχικά ϑα εισάγουµε µια καινούργια µεταβλητή που ονοµάζεται
σφάλµα του δικτύου. Το σφάλµα υπολογίζεται από τη σχέση e = t − y. Οπότε οι κανόνες
τροποποιούνται ως εξής :
1. Αρχικοποίησε όλα τα ϐάρη και τις πολώσεις του δικτύου µε τυχαίες τιµές.
2. Εισήγαγε τα πρότυπα µε τη σειρά. Μόλις τελειώσουν ξανάρχισε από την αρχή.
3. Για κάθε είσοδο i επανέλαβε τα παρακάτω ϐήµατα:
• Αν e = 1 τότε w′i = wi + pi
• Αν e = −1 τότε w′i = wi − pi
• Αν e = 0 τότε w′i = wi
4. Ο αλγόριθµος τερµατίζεται όταν δεν γίνεται πλέον καµία διόρθωση σε κανένα πρότυπο.
Αυτό σηµαίνει ότι όλοι οι στόχοι είναι ίσοι µε όλες τις εξόδους.
Παρατηρώντας ότι το πρόσηµο του p είναι ίδιο µε το πρόσηµο του e για κάθε κανόνα,
µπορούµε να ενοποιήσουµε τους τρεις αυτούς κανόνες σε έναν. Οπότε έχουµε:
w′ = w + ep = w + (t− y)p.
Η πόλωση αν υπάρχει πρέπει να τροποποιηθεί κι αυτή. Λαµβάνοντας υπόψη ότι η πόλωση
είναι απλά ένα ϐάρος του οποίου η είσοδος είναι πάντα 1 έχουµε ότι
b′ = b+ e.
Κεφάλαιο 4
Ο κανόνας εκπαίδευσης του Hebb
Το 1949 ο Donald O. Hebb στο ϐιβλίο του ‘ Η Οργάνωση της Συµπεριφοράς ’ [17]
παρουσίασε ένα µοντέλο εκπαίδευσης των ϐιολογικών νευρώνων. Σύµφωνα µε τον Hebb όταν
ο άξονας ενός νευρώνα Α είναι αρκετά κοντά ώστε να διεγείρει το νευρώνα Β και συστηµατικά
συµµετέχει στην ενεργοποίησή του, τότε κάποια µεταβολική αλλαγή συµβαίνει είτε στο ένα
απ΄ τα δύο είτε και στα δύο κύτταρα έτσι ώστε η αποτελεσµατικότητα µε την οποία ο Α
διεγείρει τον Β αυξάνεται. Αν και ο Hebb δεν κατάφερε να αποδείξει επιστηµονικά τη ϑεωρία
του, αργότερα αποδείχτηκε ότι κάποιοι νευρώνες έχουν πράγµατι αυτή τη συµπεριφορά και
οι ϑεωρίες του επηρέασαν την έρευνα της Νευροεπιστήµης.
Ο κανόνας εκπαίδευσης του Hebb µπορεί να χρησιµοποιηθεί σε συνδυασµό µε διάφορες
αρχιτεκτονικές νευρωνικών δικτύων. Στην ενότητα αυτή ϑα χρησιµοποιήσουµε µια απλή
αρχιτεκτονική δικτύου για την ευκολότερη κατανόηση του κανόνα εκπαίδευσης, το γραµµικό
συσχετιστή. Το δίκτυο αυτό παρουσίασαν οι James Anderson [1] και Teuvo Kohonen [21]
και ϕαίνεται στο Σχήµα 4.1. Η έξοδος του δικτύου y καθορίζεται από το διάνυσµα εισόδου
p σύµφωνα µε τη σχέση:






Σχήµα 4.1: Γραµµικός Συσχετιστής
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Ο γραµµικός συσχετιστής αποτελεί παράδειγµα ενός τύπου νευρωνικών δικτύων που
ονοµάζονται µνήµες συσχέτισης. Ο ϱόλος µιας µνήµης συσχέτισης είναι να µάθει ένα σύνολο
από N Ϲεύγη διανυσµάτων εισόδου/εξόδου
{p1, t1}, {p2, t2}, . . . , {pN , tN}.
∆ηλαδή αν το δίκτυο δεχτεί µια είσοδο p = pn τότε ϑα πρέπει να παράγει µια έξοδο y = tn για
n = 1, 2, . . . , N . Αν η είσοδος αυτή αλλάξει κατά ένα πολύ µικρό ποσοστό για παράδειγµα
p = pn + s τότε η έξοδος ϑα πρέπει επίσης να αλλάξει το ίδιο, δηλαδή y = tn + s.
Σύµφωνα µε τον κανόνα του Hebb αν µια ϑετική είσοδος pj παράγει µια ϑετική έξοδο yi
τότε το ϐάρος wij ϑα πρέπει να αυξηθεί. Αυτό µπορεί να αναπαρασταθεί µαθηµατικά ως
wnewij = w
old
ij + afi(yin)gj(pjn), (4.3)
όπου pjn είναι το j στοιχείο της n εισόδου του διανύσµατος pn, yin είναι το i στοιχείο
της εξόδου του δικτύου όταν η n είσοδος παρουσιάζεται στο δίκτυο και a είναι µια ϑετική




ij + ayinpjn. (4.4)
Η εξίσωση 4.4 επεκτείνει τον κανόνα εκπαίδευσης του Hebb ως εξής :
1. Αν δύο νευρώνες στα άκρα µιας σύναψης (σύνδεσης) ενεργοποιούνται ταυτόχρονα, η
είσοδος δηλαδή και η έξοδος του δικτύου έχουν και οι δυο ϑετική τιµή ή και οι δυο
αρνητική τιµή τότε η ισχύς της σύναψης αυτής αυξάνεται.
2. Αντίθετα αν δύο νευρώνες στα άκρα µιας σύναψης (σύνδεσης) ενεργοποιούνται ξεχω-
ϱιστά, δηλαδή η είσοδος του δικτύου και η έξοδος έχουν διαφορετικά πρόσηµα τότε η
ισχύς της σύναψης αυτής µειώνεται.
Ο κανόνας του Hebb όπως ορίζεται από την εξίσωση 4.4 αποτελεί έναν κανόνα εκπαίδευσης
χωρίς επίβλεψη καθώς δεν απαιτεί καµία πληροφορία για το στόχο εξόδου. Η εκπαίδευση
µε επίβλεψη σύµφωνα µε τον κανόνα του Hebb δίνεται από την εξίσωση
wnewij = w
old
ij + tinpjn. (4.5)
Η εξίσωση 4.5 µπορεί να γραφεί σε µορφή πινάκων ως
Wnew = Wold + tnpTn . (4.6)
Αν υποθέσουµε ότι οι τιµές του πίνακα των ϐαρών αρχικοποιούνται έτσι ώστε να έχουν µηδε-
νική τιµή και στη συνέχεια κάθε Ϲευγάρι εισόδου/εξόδου από τα N Ϲευγάρια εφαρµόζονται
µία ϕορά στην εξίσωση 4.6, τότε µπορούµε να γράψουµε
W = t1pT1 + t2p
T







Η εξίσωση 4.7 µπορεί να αναπαρασταθεί σε µορφή πίνακα ως






 = TP T , (4.8)
όπου T = [ t1 t2 . . . tN ] και P = [ p1 p2 . . . pN ].
Αν τα διανύσµατα εισόδου pn είναι ορθοκανονικά, τότε αν pk είναι µια είσοδος του δικτύ-
ου, η έξοδος υπολογίζεται από την εξίσωση









Αφού τα διανύσµατα pn είναι ορθοκανονικά ισχύει ότι
(pTnpk) =
{
1 για n = k
0 για n 6= k
(4.10)
Οπότε η εξίσωση 4.9 µπορεί να γραφεί
y = Wpk = tk. (4.11)
∆ηλαδή η έξοδος του δικτύου ισούται µε το στόχο. Αυτό µας δείχνει ότι αν τα διανύσµατα
εισόδου είναι ορθοκανονικά τότε ο κανόνας του Hebb παράγει τη σωστή έξοδο για κάθε
είσοδο. Αν όµως τα διανύσµατα δεν είναι ορθογώνια τότε ο κανόνας του Hebb παράγει
κάποια λάθη. Η έξοδος του δικτύου δίνεται τότε από την εξίσωση




Υπάρχουν µέθοδοι οι οποίες µπορούν να χρησιµοποιηθούν ώστε να µειώνονται αυτά τα λάθη.
Μία από αυτές τις µεθόδους είναι ο ψευδοανάστροφος κανόνας.
Είπαµε ότι ο στόχος του γραµµικού συσχετιστή είναι η παραγωγή µιας εξόδου tn για µία
είσοδο pn. Αυτό εκφράζεται από τη σχέση
Wpn = tn
για q = 1, 2, . . . , N . Ο ψευδοανάστροφος κανόνας επιλέγει έναν πίνακα ϐαρών W ο οποίος
ελαχιστοποιεί τον ακόλουθο δείκτη απόδοσης




Αν τα διανύσµατα εισόδου είναι ορθοκανονικά τότε χρησιµοποιούµε τον κανόνα του Hebb
για να ϐρούµε τον πίνακα των ϐαρών W , ενώ ο δείκτης απόδοσης F (W ) είναι 0. Αν όµως
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τα διανύσµατα δεν είναι ορθοκανονικά τότε επιλέγουµε τον πίνακαW που ελαχιστοποιεί την
εξίσωση 4.13 σύµφωνα µε τον κανόνα
W = TP+, (4.14)
όπου P+ είναι ένας πίνακας ο οποίος ονοµάζεται ψευδοανάστροφος Moore-Penrose και
πρέπει να ικανοποιεί τις παρακάτω ιδιότητες
• PP+P = P,
• P+PP+ = P+,
• P+P = (P+P)T,
• PP+ = (PP+)T
΄Οταν ο αριθµός, R, των γραµµών του πίνακα P είναι µεγαλύτερος από τον αριθµό των
στηλών, Q, του P , και οι στήλες του πίνακα P είναι ανεξάρτητες, τότε ο ψευδοανάστροφος
πίνακας υπολογίζεται από τη σχέση
P+ = (PTP)−1PT. (4.15)
Παράδειγµα 4.1
΄Εστω ότι έχουµε τα παρακάτω δεδοµένα εισόδου και επιθυµητών στόχωνp1 =
 1−1
−1





 , t1 = [−1]
 .
Το δίκτυο του προβλήµατος έχει τρεις εισόδους και µία έξοδο και ϕαίνεται στο Σχήµα 4.2.
Αν κανονικοποιήσουµε τις εισόδους τότε έχουµε









 , t1 = [−1]
 .
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Τότε αν χρησιµοποιήσουµε τον κανόνα του Hebb για να ϐρούµε τον πίνακα των ϐαρών έχουµε





= [ 0 1.1548 0 ].
Αφού έχουµε ϐρει τον πίνακα των ϐαρών του συστήµατος αν τροφοδοτήσουµε το δίκτυο µε
τις πρότυπες εισόδους τότε ϑα πάρουµε








Παρατηρούµε ότι οι έξοδοι είναι κοντά αλλά δεν είναι ίσες µε τις επιθυµητές εξόδους.
Αν όµως χρησιµοποιήσουµε τον ψευδοανάστροφο κανόνα τότε δε χρειάζεται να κανονι-
κοποιήσουµε τις εισόδους. Στην περίπτωση αυτή ο πίνακας των ϐαρών υπολογίζεται από την
εξίσωση 4.14:
W = TP+ = [ −1 1 ]







όπου ο ψευδοανάστροφος πίνακας υπολογίζεται από τη σχέση 4.15:














Οπότε ο πίνακας των ϐαρών είναι





= [ 0 1 0 ].
Αν τώρα τροφοδοτήσουµε το δίκτυο µε τις πρότυπες εισόδους τότε ϑα πάρουµε








Βλέπουµε ότι οι έξοδοι του δικτύου ταιριάζουν ακριβώς µε τις επιθυµητές εξόδους.
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Εφαρµογή
΄Εστω ότι ϑέλουµε να εφαρµόσουµε τον κανόνα του Hebb σε ένα απλό πραγµατικό πρό-
ϐληµα αναγνώρισης προτύπων. Για αυτό το παράδειγµα χρησιµοποιούµε µια µνήµη αυτο-
συσχέτισης, όπου η επιθυµητή έξοδος ισούται µε την είσοδο έτσι ώστε να αποθηκεύσουµε
ένα σύνολο προτύπων και στη συνέχεια να ανακαλέσουµε αυτά τα πρότυπα. Τα πρότυπα
τα οποία ϑέλουµε να αποθηκεύσουµε παρουσιάζονται στην εικόνα 4.3 και αναπαριστούν τα
ψηφία 0,1 και 2 αντίστοιχα.
Σχήµα 4.3: Αναπαράσταση ψηφίων
Για να εισάγουµε αυτά τα πρότυπα σαν είσοδο στο δίκτυο ϑα πρέπει να µετατρέψουµε τα
ψηφία αυτά σε πίνακες. Κάθε κίτρινο τετράγωνο ϑα αναπαρίσταται ως -1 ενώ κάθε πράσινο
τετράγωνο ως 1. Τότε για να δηµιουργήσουµε κάθε διάνυσµα εισόδου σκανάρουµε κάθε
τετράγωνο παίρνοντας µία στήλη κάθε ϕορά. Για παράδειγµα το πρώτο διάνυσµα εισόδου
ϑα είναι
p1 = [ −1 1 1 1 1 −1 1 −1 −1 −1 −1 1 1 −1 . . . 1 −1 ]T .
Το διάνυσµα p1 αντιστοιχεί στο ψηφίο 0, το p2 στο ψηφίο 1 και το p3 στο ψηφίο 2. Οπότε
σύµφωνα µε τον κανόνα του Hebb ο πίνακας των ϐαρών υπολογίζεται από τη σχέση





Επειδή υπάρχουν µόνο δύο επιτρεπόµενες τιµές για τα στοιχεία των διανυσµάτων εισό-
δου µπορούµε να αντικαταστήσουµε τη γραµµική συνάρτηση ενεργοποίησης στο γραµµικό
συσχετιστή µε τη ϐηµατική συνάρτηση. Το δίκτυο του προβλήµατος ϕαίνεται στο Σχήµα 4.4.
Στη συνέχεια αν παρουσιάσουµε στο δίκτυο εσφαλµένα πρότυπα εισόδου, αν για παρά-
δειγµα το κάτω µισό των προτύπων απουσιάζει τότε όπως παρατηρούµε στο Σχήµα 4.5 το
δίκτυο παράγει τη σωστή έξοδο για κάθε είσοδο. Αν αφαιρέσουµε τα δύο τρίτα των προ-
τύπων εισόδου όπως ϕαίνεται στο Σχήµα 4.6 τότε στην περίπτωση αυτή µόνο το ψηφίο 1
ανακτάται σωστά από το δίκτυο, ενώ τα άλλα δύο πρότυπα παράγουν αποτελέσµατα που δεν
αντιστοιχούν σε κανένα από τα πρότυπα εκπαίδευσης. Τέλος παρατηρούµε την έξοδο του
δικτύου για δεδοµένα εισόδου τα οποία περιέχουν ϑόρυβο. Για να δηµιουργήσουµε αυτά τα
δεδοµένα αλλάζουµε τυχαία 7 στοιχεία από κάθε πρότυπο. Τα αποτελέσµατα ϕαίνονται στο
Σχήµα 4.7. Παρατηρούµε ότι το δίκτυο ανακτά σωστά όλα τα πρότυπα.
55
Σχήµα 4.4: ∆ίκτυο αυτοσυσχέτισης για αναγνώριση προτύπων.
Σχήµα 4.5: Ανάκτηση των εισόδων για 50% εσφαλµένα πρότυπα.
Σχήµα 4.6: Ανάκτηση των εισόδων για 67% εσφαλµένα πρότυπα.
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Σχήµα 4.7: Ανάκτηση προτύπων στα οποία έχει εισαχθεί ϑόρυβος
Κεφάλαιο 5
Μέθοδοι Βελτιστοποίησης
Οι ϐασικές αρχές της ϐελτιστοποίησης ανακαλύφθηκαν κατά τη διάρκεια του 17ου αιώ-
να από επιστήµονες και µαθηµατικούς όπως ο Kepler, o Fermat, o Newton και ο Leibniz.
Ο χώρος της ϐελτιστοποίησης αναφέρεται στην αναζήτηση ϐέλτιστων παραµέτρων ενός συ-
στήµατος. Στα µαθηµατικά ένα πρόβληµα ϐελτιστοποίησης διατυπώνεται σαν πρόβληµα
ελαχιστοποίησης ή µεγιστοποίησης µιας συνάρτησης µιας µεταβλητής ή πολλών µεταβλη-
τών. Η γενική µορφή ενός προβλήµατος ϐελτιστοποίησης ορίζεται µαθηµατικά ως η εύρεση
ενός διανύσµατος
x = [ x1 x2 . . . xn ]
το οποίο ελαχιστοποιεί τη συνάρτηση
F (x).
∆εδοµένου ότι η µεγιστοποίηση µια συνάρτησης F (x) ισοδυναµεί µε ελαχιστοποίηση της
συνάρτησης −F (x), ο παραπάνω ορισµός καλύπτει όλα τα δυνατά προβλήµατα ϐελτιστοποί-
ησης. Οι µέθοδοι ϐελτιστοποίησης αναφέρονται και ως Τεχνικές Μαθηµατικού Προγραµµα-
τισµού και αποτελούν αντικείµενο µελέτης ξεχωριστού κλάδου των Μαθηµατικών. Η ύπαρξη
πολλών διαφορετικών κατηγοριών προβληµάτων έχει οδηγήσει στην ανάπτυξη µιας πλειάδας
µεθόδων ϐελτιστοποίησης.
Οι αλγόριθµοι ϐελτιστοποίησης γενικά είναι αλγόριθµοι οι οποίοι εντοπίζουν τα ϐέλτιστα
σηµεία. Μπορούν να χρησιµοποιηθούν στα Τεχνητά Νευρωνικά ∆ίκτυα και αποτελούν µια
διαφορετική κατηγορία κανόνων εκπαίδευσης. Οι κανόνες αυτοί ξεχωρίζουν από το γεγονός
ότι κατά τη διάρκεια της εκπαίδευσης οι παράµετροι του δικτύου, δηλαδή τα ϐάρη και οι
πολώσεις, προσαρµόζονται έτσι ώστε να ϐελτιστοποιείται η απόδοση του δικτύου.
Η διαδικασία ϐελτιστοποίησης πραγµατοποιείται σε δύο ϐήµατα. Αρχικά καθορίζεται η
απόδοση του δικτύου χρησιµοποιώντας ένα µέτρο το οποίο αποκαλούµε δείκτη απόδοσης. Ο
δείκτης απόδοσης είναι µικρός όταν το δίκτυο εκπαιδεύει σωστά και µεγάλος όταν το δίκτυο
δεν αποδίδει µε το ϐέλτιστο τρόπο. Στη συνέχεια γίνεται προσαρµογή των παραµέτρων του
δικτύου, ψάχνοντας στο χώρο των ϐαρών, έτσι ώστε να µειωθεί ο δείκτης απόδοσης.
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5.1 Το διάνυσµα των µερικών παραγώγων και ο Εσσιανός πί-
νακας
Θεωρούµε ότι ο δείκτης απόδοσης που ϑέλουµε να ελαχιστοποιήσουµε αναπαρίσταται
από µια συνάρτηση F (x) όπου x είναι η µεταβλητή που ϑέλουµε να προσαρµόσουµε. Υ-
ποθέτουµε ότι ο δείκτης απόδοσης είναι µια αναλυτική συνάρτηση τέτοια ώστε να υπάρχουν
όλες οι παράγωγοί της. Τότε µπορεί να αναπαρασταθεί από τις σειρές Taylor για κάποιο
αρχικό σηµείο. Η αναπαράσταση µίας συνάρτησης µε τη µορφή σειράς Taylor γράφεται ως
ανάπτυγµα των παραγώγων της για κάποιο αρχικό σηµείο x∗, το οποίο έχει την ακόλουθη
µορφή:
F (x) = F (x∗) +
d
dx












F (x)|x=x∗(x− x∗) + · · · (5.1)
Αν για παράδειγµα η συνάρτηση η οποία ϑέλουµε να προσεγγίσουµε είναι η
F (x) = cos(x), (5.2)
τότε αυτή µπορεί να αναλυθεί χρησιµοποιώντας τις σειρές Taylor για x∗ = 0 ως
F (x) = cos(x)
= cos(0)− sin(0)(x− 0)− 1
2
cos(0)(x− 0)2 + 1
6






x4 + · · · . (5.3)
Η συνάρτηση F (x) και η ανάλυσή της µε σειρά Taylor για τις τέσσερις πρώτες συνιστώσες
ϕαίνεται στο Σχήµα 5.1.
Χρησιµοποιούµε τις σειρές Taylor έτσι ώστε να υπολογίσουµε την απόδοση του δικτύου
µειώνοντας την παραπάνω έκφραση σε έναν πεπερασµένο αριθµό όρων. Ο δείκτης απόδοσης
του νευρωνικού δικτύου όµως ϑα είναι µια συνάρτηση όλων των παραµέτρων του δικτύου.
Για το λόγο αυτό η εξίσωση 5.5 επεκτείνεται για πολλές µεταβλητές :
F (x) = F (x1, x2, . . . , xn) (5.4)
Εποµένως για κάποιο σηµείο x∗ έχουµε
F (x) = F (x∗) +
d
dx1
F (x)|x=x∗(x1 − x∗1) +
d
dx2















F (x)|x=x∗(x1 − x∗1)(x2 − x∗2) + · · · (5.5)
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Σχήµα 5.1: Συνάρτηση συνηµιτόνου και η προσέγγιση της µε σειρές Taylor
Η οποία σε µορφή πίνακα γράφεται
F (x) = F (x∗) +∇F (x)T |x=x∗(x− x∗) +
1
2
(x− x∗)∇2F (x)|x=x∗(x− x∗) + . . . (5.6)
όπου ∇F (x) είναι το διάνυσµα των µερικών παραγώγων και ορίζεται ως
∇F (x) = [ d
dx1
F (x) ddx2F (x) . . .
d
dxn
F (x) ]T (5.7)



































Ενώ στην ελαχιστοποίηση συναρτήσεων µίας µεταβλητής µπορούν να χρησιµοποιηθούν
αναλυτικές και αλγεβρικές µέθοδοι για τον ακριβή ορισµό ελάχιστων, στη µελέτη συναρτή-
σεων πολλών µεταβλητών χρησιµοποιούνται κυρίως αριθµητικές µέθοδοι για έναν προσεγγι-
στικό ορισµό ελάχιστων σηµείων.
5.2 Βέλτιστο σηµείο
Σε ένα πρόβληµα ϐελτιστοποίησης µε τον όρο ϐέλτιστο σηµείο εννοούµε ένα ελάχιστο
σηµείο της συνάρτησης που ϑέλουµε να ελαχιστοποιήσουµε. Σε ένα νευρωνικό δίκτυο ϑεω-
ϱούµε ότι ένα ϐέλτιστο σηµείο είναι ένα ελάχιστο του δείκτη απόδοσης. ∆ιακρίνουµε τρεις
κατηγορίες ελάχιστων σηµείων :
• Ισχυρό ελάχιστο : Το σηµείο x∗ είναι ένα ισχυρό ελάχιστο του F (x) αν υπάρχει µια
µεταβλητή d > 0 τέτοια ώστε F (x∗) < F (x∗+Dx) για όλα τα Dx ώστε d > ||Dx|| > 0.
Με άλλα λόγια αν µετακινηθούµε σε µια µικρή περιοχή γύρω από ένα ισχυρό ελάχιστο
προς οποιαδήποτε κατεύθυνση τότε η συνάρτηση ϑα αυξηθεί.
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• Ολικό ελάχιστο : Το σηµείο x∗ είναι ένα µοναδικό ολικό ελάχιστο του F (x) αν F (x∗) <
F (x∗+Dx) για όλα ταDx 6= 0. Για ένα απλό ισχυρό ελάχιστο, x∗, η συνάρτηση µπορεί
να είναι µικρότερη από την F (x∗) σε µερικά σηµεία έξω από µια µικρή περιοχή του
x∗. Για το λόγο αυτό µερικές ϕορές λέγεται τοπικό ελάχιστο. Για ένα ολικό ελάχιστο
η συνάρτηση ϑα είναι µεγαλύτερη από το ελάχιστο σηµείο για κάθε σηµείο στον χώρο
των παραµέτρων.
• Ασθενές ελάχιστο : Το σηµείο x∗ είναι ένα ασθενές ελάχιστο του F (x) αν δεν είναι ισχυ-
ϱό ελάχιστο και υπάρχει µια µεταβλητή d > 0 έτσι ώστε F (x∗) <= F (x∗+Dx) για όλα
τα Dx ώστε d > ||Dx|| > 0. Προς οποιαδήποτε κατεύθυνση κι αν µετακινηθούµε από
ένα ασθενές ελάχιστο η συνάρτηση δεν µπορεί να µειωθεί, αν και µπορεί να υπάρχουν
κάποιες κατευθύνσεις όπου αν µετακινηθούµε η συνάρτηση παραµένει σταθερή.
Για παράδειγµα η συνάρτηση
F (x) = 3x4 − 7x2 − 1
2
x+ 6
έχει δύο ισχυρά ελάχιστα σηµεία τα οποία είναι κατά προσέγγιση για x = −1.1 και x =
1.1. ΄Οπως παρατηρούµε στο Σχήµα 5.2 για µια τοπική γειτονική περιοχή αυτών των δύο
σηµείων η συνάρτηση αυξάνεται. Το σηµείο για x = 1.1 είναι ολικό ελάχιστο καθώς δεν
υπάρχει κανένα άλλο σηµείο στο οποίο η συνάρτηση έχει µικρότερη τιµή και για x = −1.1
η συνάρτηση έχει ένα τοπικό ελάχιστο ενώ δεν υπάρχει κανένα ασθενές ελάχιστο.
Σχήµα 5.2: Παράδειγµα τοπικού και ολικού ελάχιστου
Επίσης στο Σχήµα 5.3 στο διάγραµµα (b) ϕαίνεται η τρισδιάστατη αναπαράσταση της
συνάρτησης
F (x) = (x2 − x1)4 + 8x1x2 − x1 + x2 + 3
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και στο διάγραµµα (a) το διάγραµµα ισοϋψών το οποίο είναι µια σειρά από καµπύλες κατά
τις οποίες η τιµή της συνάρτησης παραµένει σταθερή. Παρατηρούµε ότι η συνάρτηση έχει
ένα τοπικό ελάχιστο στο σηµείο (-0.42,0.42) και ένα ολικό στο (0.55,-0.55).
Υπάρχει ένα ακόµη ενδιαφέρον χαρακτηριστικό αυτής της συνάρτησης στο σηµείο (−0.13, 0.13).
Το σηµείο αυτό ονοµάζεται σελοειδές (saddle point) λόγω του σχήµατος που έχει η επιφάνεια
στη γειτονική περιοχή και ϕαίνεται στα διαγράµµατα (c) και (d). Το σηµείο αυτό χαρακτηρί-
Ϲεται από το γεγονός ότι κατά µήκος της γραµµής x1 = −x2 είναι τοπικό µέγιστο, ενώ κατά
µήκος µιας γραµµής ορθογώνιας σε αυτή είναι τοπικό ελάχιστο.
Σχήµα 5.3: Παράδειγµα τοπικού και ολικού ελάχιστου
5.3 Απαραίτητες συνθήκες ϐελτιστοποίησης
Ως συνθήκες ϐελτιστοποίησης ορίζουµε τις συνθήκες που ικανοποιούνται από ένα ϐέλτι-
στο σηµείο. Αυτές διακρίνονται σε 1ης τάξης και 2ης τάξης.
Η συνθήκη 1ης τάξης ορίζει ότι σε ένα ελάχιστο σηµείο το διάνυσµα µερικών παραγώγων
είναι ίσο µε 0
∇F (x)|x=x∗ = 0. (5.9)
΄Ολα τα σηµεία τα οποία ικανοποιούν την εξίσωση 5.9 ονοµάζονται στάσιµα σηµεία (station-
ary points). Η συνθήκη αυτή είναι απαραίτητη αλλά δεν επαρκεί έτσι ώστε να πούµε ότι το
x∗ είναι τοπικό ελάχιστο.
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Από την άλλη για να ορίσουµε τη συνθήκη 2ης τάξης είναι απαραίτητο να δώσουµε τον
ορισµό για τον ϑετικά ορισµένο και ηµιορισµένο πίνακα.
΄Ενας πίνακας A είναι ϑετικά ορισµένος αν
zTAz > 0
για οποιοδήποτε διάνυσµα z 6= 0 και ϑετικά ηµιορισµένος αν
zTAz ≥ 0.
Συγκεκριµένα αν όλες οι ιδιοτιµές του πίνακα A είναι ϑετικές τότε ο πίνακας είναι ϑετικά
ορισµένος, ενώ αν όλες οι ιδιοτιµές του A είναι µη αρνητικές τότε ο πίνακας είναι ϑετικά
ηµιορισµένος.
Αν ο Εσσιανός πίνακας είναι ϑετικά ορισµένος έχουµε µια επαρκή συνθήκη που ορίζει
την ύπαρξη ενός ισχυρού ελάχιστου. Η συνθήκη αυτή δεν είναι απαραίτητη καθώς ένα
ελάχιστο µπορεί επίσης να είναι ισχυρό αν ο όρος δεύτερης τάξης των σειρών Taylor είναι
µηδενικός αλλά ο όρος τρίτης τάξης είναι ϑετικός. Για το λόγο αυτό η απαραίτητη συνθήκη
που ορίζει ένα ισχυρό ελάχιστο προϋποθέτει ο Εσσιανός πίνακας να είναι ένας πίνακας ϑετικά
ηµιορισµένος.
Συνοψίζοντας, οι απαραίτητες συνθήκες για να είναι το x∗ ισχυρό ή ασθενές ελάχιστο
είναι
∇F (x)|x=x∗ = 0
και
∇2F (x)|x=x∗ ϑετικά ηµιορισµένος.
Οι επαρκείς συνθήκες για να είναι το x∗ ισχυρό ελάχιστο της F (x) είναι
∇F (x)|x=x∗ = 0
και
∇2F (x)|x=x∗ ϑετικά ορισµένος.
Για παράδειγµα ϑεωρούµε την παρακάτω συνάρτηση δύο µεταβλητών
F (x) = x41 + x
2
2. (5.10)
Αρχικά εντοπίζουµε αν υπάρχουν στάσιµα σηµεία, οπότε υπολογίζουµε την πρώτη παράγωγο







Παρατηρούµε ότι το µόνο στάσιµο σηµείο είναι το x∗ = 0. Στη συνέχεια εξετάζουµε τη












Ο πίνακας είναι ϑετικά ηµιορισµένος, απαραίτητη συνθήκη για να είναι το x∗ = 0 ισχυρό
ελάχιστο. Οι δύο αυτές συνθήκες που εξετάσαµε δεν επαρκούν για να πούµε ότι το x∗ = 0
είναι ένα ελάχιστο σηµείο, δεν το έχουµε απορρίψει όµως ως πιθανότητα.
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5.4 Ιδιότητες τετραγωνικών συναρτήσεων
Οι τετραγωνικές συναρτήσεις αποδεικνύονται ιδιαίτερα χρήσιµες καθώς εµφανίζονται σε
πληθώρα εφαρµογών και αποτελούν έναν καθολικό τύπο του δείκτη απόδοσης. Επίσης πολ-
λές συναρτήσεις µπορούν ϑεωρηθούν ως τετραγωνικές συναρτήσεις σε µία µικρή γειτονική
περιοχή, ειδικότερα κοντά σε σηµεία που είναι τοπικά ελάχιστα.




xTAx + dTx + c, (5.11)
όπου A είναι ένας συµµετρικός πίνακας.
Το διάνυσµα των µερικών παραγώγων αυτής της εξίσωσης είναι
∇F (x) = Ax + d, (5.12)
και ο Εσσιανός πίνακας ορίζεται ως
∇2F (x) = A. (5.13)
Η συνάρτηση αυτή µπορεί να αναπαρασταθεί µε σειρά Taylor µε τις τρεις πρώτες συνιστώσες
καθώς όλες οι παράγωγοι της συνάρτησης για τάξη µεγαλύτερη του 2 είναι 0.
Οι τετραγωνικές συναρτήσεις έχουν κάποια σηµαντικά χαρακτηριστικά τα οποία συνοψί-
Ϲονται παρακάτω:
• Αν όλες οι ιδιοτιµές του Εσσιανού πίνακα είναι ϑετικές, τότε η συνάρτηση ϑα έχει ένα
µοναδικό ισχυρό ελάχιστο.
• Αν όλες οι ιδιοτιµές είναι αρνητικές, τότε η συνάρτηση ϑα έχει ένα µοναδικό ισχυρό
µέγιστο.
• Αν κάποιες ιδιοτιµές είναι ϑετικές ενώ άλλες είναι αρνητικές, τότε η συνάρτηση ϑα έχει
ένα µοναδικό σελοειδές σηµείο.
• Αν οι ιδιοτιµές είναι όλες µη αρνητικές, αλλά κάποιες από αυτές είναι µηδενικές, τότε
η συνάρτηση είτε έχει ένα ασθενές ελάχιστο ή δεν έχει κανένα στάσιµο σηµείο.
• Αν όλες οι ιδιοτιµές είναι µη ϑετικές, αλλά κάποιες από αυτές είναι µηδενικές, τότε η
συνάρτηση είτε έχει ένα ασθενές µέγιστο ή δεν έχει κανένα στάσιµο σηµείο.
Παράδειγµα 6.1 ΄Εστω ότι έχουµε ένα γραµµικό νευρωνικό δίκτυο µιας εισόδου όπως
ϕαίνεται στο Σχήµα 5.4. Υποθέτουµε ότι οι είσοδοι του δικτύου και οι επιθυµητές έξοδοι
είναι
{(p1 = 2), (t1 = 0.5)}, {(p2 = −1), (t2 = 0)}
και έστω ότι ο δείκτης απόδοσης του δικτύου περιγράφεται από την εξίσωση
F (x) = (t1 − y1(x))2 + (t2 − y2(x))2. (5.14)
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Σχήµα 5.4: Γραµµικό Νευρωνικό ∆ίκτυο








Αυτό που ϑέλουµε είναι να σχεδιάσουµε τη συνάρτηση που ορίζει το δείκτη απόδοσης F (x).
Αρχικά ϑα δείξουµε ότι ο δείκτης απόδοσης είναι µια τετραγωνική συνάρτηση και στη συ-
νέχεια ϑα υπολογίσουµε τις ιδιοτιµές και τα ιδιοδιανύσµατα του Εσσιανού πίνακα για να
σχεδιάσουµε το διάγραµµα ισοϋψών της συνάρτησης.
Η συνάρτηση F (x) µπορεί να γραφεί ως
F (x) = e21 + e
2
2,
όπου e1 = t1 − (wp1 + b) και e2 = t2 − (wp2 + b). Η συνάρτηση αυτή µπορεί να γραφεί σε
µορφή πίνακα ως εξής








Εποµένως ο δείκτης απόδοσης έχει τώρα την ακόλουθη µορφή
F (x) = [t−Gx]T [t−Gx] = tTt− 2tTGx + xTGTGx.





xTAx + dTx + c,
µε
c = tT t, d = −2GT t,A = 2GTG.
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Ξέρουµε ότι το διάνυσµα των µερικών παραγώγων µιας τετραγωνικής συνάρτησης δίνεται
από τη σχέση ∇F (x) = Ax + d άρα
∇F (x) = 2GTGx− 2GTt.
Για να ϐρούµε τα στάσιµα σηµεία ϑέτουµε το διάνυσµα των µερικών παραγώγων ίσο µε το
0,δηλαδή
Ax + d = 0.
΄Αρα το στάσιµο σηµείο ϑα είναι ίσο µε
































Εποµένως οι ϐέλτιστες παράµετροι του δικτύου είναι w = 0.167 και b = 0.167.
΄Επειτα υπολογίζουµε τον Εσσιανό πίνακα ο οποίος δίνεται από την εξίσωση
























Παρατηρούµε ότι όλες οι ιδιοτιµές του Εσσιανού πίνακα είναι ϑετικές άρα το x∗ είναι ένα
ισχυρό ελάχιστο. Επίσης επειδή η ιδιοτιµή λ1 είναι µεγαλύτερη από την ιδιοτιµή λ2, γνω-
ϱίζουµε ότι οι καµπύλες στο διάγραµµα ισοϋψών ϑα έχουν ελλειπτική µορφή και ότι ο ένας
από τους δύο άξονες των ελλείψεων ϑα έχει την κατεύθυνση του ιδιοδιανύσµατος z2. Επίσης
οι στο κέντρο του διαγράµµατος ϑα ϐρίσκεται το σηµείο x∗. Η τρισδιάστατη αναπαράσταση
αυτής της συνάρτησης και το διάγραµµα ισοϋψών ϕαίνεται στο Σχήµα 5.5.
5.5 Αλγόριθµοι ϐελτιστοποίησης
Στην ενότητα αυτή ϑα εξετάσουµε αλγορίθµους οι οποίοι ϐελτιστοποιούν το δείκτη από-
δοσης F (x). Οι αλγόριθµοι ϐελτιστοποίησης που ϑα αναλύσουµε είναι όλοι επαναληπτικοί,
δηλαδή ξεκινάµε από µια τυχαία αρχική τιµή x0 και στη συνέχεια προσαρµόζουµε την τιµή
αυτή ανάλογα µε την εξίσωση
xk+j = xk + akpk (5.15)
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Σχήµα 5.5: Τρισδιάστατη αναπαράσταση και διάγραµµα ισοϋψών της συνάρτησης F (x)
ή
∆xk = (xk+1 − xk) = akpk, (5.16)
όπου pk είναι ένα διάνυσµα το οποίο αναπαριστά µια κατεύθυνση και ονοµάζεται διάνυσµα
κλίσης και ak είναι µια ϑετική µεταβλητή που ονοµάζεται ϱυθµός εκπαίδευσης και καθορίζει
το µέγεθος του ϐήµατος σε κάθε επανάληψη.
5.5.1 Η µέθοδος της πιο απότοµης καθόδου
΄Ενας από τους πιο γνωστούς αλγορίθµους ϐελτιστοποίησης είναι η µέθοδος της πιο
απότοµης καθόδου. Η µέθοδος αυτή έχει σαν στόχο τη συνεχή αναζήτηση καλύτερων λύσεων.
Χρησιµοποιώντας την εξίσωση 5.15 για να ϐρούµε το ελάχιστο σηµείο ϑέλουµε η συνάρτηση
που ορίζει το δείκτη απόδοσης να µειώνεται σε κάθε επανάληψη. ∆ηλαδή, ϑέλουµε να
ϐρούµε το διάνυσµα κλίσης pk έτσι ώστε για ένα µικρό ϱυθµό εκπαίδευσης να ικανοποιείται
η εξίσωση
F (xk+1) < F (xk). (5.17)
Η πρώτη συνιστώσα της σειράς Taylor για την αρχική µας υπόθεση xk δίνεται από τη σχέση
F (xk+1) = F (xk + ∆xk) = F (xk) + gkT ∆xk,
όπου gk είναι το διάνυσµα των µερικών παραγώγων για την αρχική υπόθεση xk
gk = ∇F (x)|x=xk .
Για να ισχύει η εξίσωση 5.17 πρέπει
gkT ∆xk = akgkTpk < 0,
όπου η τιµή του ϱυθµού εκπαίδευσης ak επιλέγεται να είναι µικρή αλλά µεγαλύτερη από το
0 έτσι ώστε
gkTpk < 0. (5.18)
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Οποιοδήποτε διάνυσµα pk ικανοποιεί την εξίσωση 5.18 ονοµάζεται κλίση καθόδου. Αν
επιλέξουµε ένα κοντινό σηµείο προς αυτή την κατεύθυνση τότε η συνάρτηση ϑα πρέπει να
ελαττωθεί. Για να έχουµε την πιο απότοµη κάθοδο, δηλαδή για να ϐρούµε την κατεύθυνση
προς την οποία η συνάρτηση ελαττώνεται πιο γρήγορα πρέπει η σχέση
gkTpk (5.19)
να έχει τη µεγαλύτερη αρνητική τιµή. Η σχέση 5.19 είναι ένα εσωτερικό γινόµενο µεταξύ του
διανύσµατος µερικών παραγώγων και του διανύσµατος κλίσης και έχει τη µεγαλύτερη αρνη-
τική τιµή όταν το διάνυσµα κλίσης ισούται µε την αρνητική τιµή του διανύσµατος µερικών
παραγώγων, δηλαδή
pk = −gk.
Εποµένως η µέθοδος της πιο απότοµης καθόδου υπολογίζεται από την εξίσωση
xk+1 = xk − akgk. (5.20)
Υπάρχουν δύο µέθοδοι για τον καθορισµό του ϱυθµού εκπαίδευσης ak τις οποίες ϑα
αναλύσουµε στη συνέχεια. Σύµφωνα µε τη πρώτη µέθοδο επιλέγουµε το ϱυθµό εκπαίδευσης
έτσι ώστε να ελαχιστοποιείται ο δείκτης απόδοσης F (x), ενώ ένας δεύτερος τρόπος είναι η
επιλογή µιας προκαθορισµένης τιµής για το ϱυθµό εκπαίδευσης.
Σχήµα 5.6: Η µέθοδος της πιο απότοµης καθόδου
Στο Σχήµα 5.6 ϕαίνεται το διάγραµµα ισοϋψών µιας συνάρτησης και η µέθοδος της πιο
απότοµης καθόδου όπως υπολογίζεται από ένα σηµείο x0. Το κόκκινο τόξο µας δείχνει την
κατεύθυνση του αντίθετου του διανύσµατος των µερικών παραγώγων σε κάθε σηµείο. Το
διάνυσµα αυτό σε κάθε σηµείο είναι κάθετο στις καµπύλες που ορίζουν τη συνάρτηση στο
διάγραµµα ισοϋψών. Παρατηρούµε ότι η µέθοδος της πιο απότοµης καθόδου µας οδηγεί σε
ένα ελάχιστο, δηλαδή στο σηµείο στο οποίο τη τιµή της συνάρτησης είναι η ελάχιστη.
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Σταθερός ϱυθµός εκπαίδευσης





xTAx + dTx + c.
Γνωρίζουµε από την εξίσωση 5.12 ότι η το διάνυσµα των µερικών παραγώγων της συνάρτησης
δίνεται από την εξίσωση
∇F (x) = Ax + d.
Αν κάνουµε αντικατάσταση του gk στη σχέση 5.20 σύµφωνα µε αυτή την εξίσωση τότε έχουµε
xk+1 = xk − agk = xk − a(Axk + d)
ή
xk+1 = [I− aA]xk − ad. (5.21)
Η εξίσωση 5.21 ορίζει ένα γραµµικό δυναµικό σύστηµα το οποίο ϑα είναι σταθερό αν οι
ιδιοτιµές του πίνακα [I − aA] είναι µικρότερες κατά απόλυτη τιµή από τη µονάδα. Αν
{λ1, λ2, . . . , λn} και {z1, z2, . . . , zn} είναι οι ιδιοτιµές και τα ιδιοδιανύσµατα αντίστοιχα του
Εσσιανού πίνακα, τότε
[I− aA]zi = zi − aAzi = zi − aλizi = (1− aλi)zi.
Αυτό συνεπάγεται ότι τα ιδιοδιανύσµατα του πίνακα [I− aA] ϑα είναι τα ίδια µε τα ιδιοδια-
νύσµατα του πίνακα A και οι ιδιοτιµές του [I − aA] ϑα είναι (1 − aλi). Εποµένως για να
είναι σταθερό το σύστηµα 5.21 πρέπει να ισχύει η σχέση
|(1− aλi)| < 1.
Αν τώρα υποθέσουµε ότι η τετραγωνική συνάρτηση έχει ένα ισχυρό ελάχιστο, τότε σύµφωνα











Ρυθµός εκπαίδευσης που ελαχιστοποιεί το δείκτη απόδοσης
Μία διαφορετική µέθοδος για την προσέγγιση του ϱυθµού εκπαίδευσης είναι η κατάλ-
ληλη επιλογή µιας τιµής τέτοια ώστε να ελαχιστοποιείται ο δείκτης απόδοσης σε κάθε επα-
νάληψη. ∆ηλαδή η επιλογή ενός ϱυθµού εκπαίδευσης ak που ελαχιστοποιεί τη συνάρτηση
F (xk + akpk). (5.23)
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F (xk + akpk) = ∇F (x)T |x=xkpk + akpk
T∇2F (x)|x=xkpk.








όπου Ak είναι ο Εσσιανός πίνακας ο οποίος υπολογίζεται για x = xk
Ak = ∇2F (x)|x=xk .
Παράδειγµα 6.2 ΄Εστω ότι ϑέλουµε να εφαρµόσουµε τον αλγόριθµο της πιο απότοµης
καθόδου στη συνάρτηση
F (x) = x21 + 25x
2
2.























Αν υπολογίσουµε το διάνυσµα των µερικών παραγώγων για το αρχικό σηµείο x0 έχουµε






Αν υποθέσουµε ότι χρησιµοποιούµε ένα ϱυθµό εκπαίδευσης a = 0.01, τότε η πρώτη επανά-
ληψη του αλγορίθµου της πιο απότοµης καθόδου ϑα είναι
















Με τον ίδιο τρόπο στη δεύτερη επανάληψη ϑα έχουµε
















Αν συνεχίσουµε τις επαναλήψεις τότε ϑα έχουµε τη πορεία που ϕαίνεται στο Σχήµα 5.7
Αν τώρα αλλάξουµε το ϱυθµό εκπαίδευσης, έστω a = 0.035, παρατηρούµε όπως ϕαίνεται
στο Σχήµα 5.8 ότι αλγόριθµος γίνεται πιο ασταθής. Μεγαλώνοντας το ϱυθµός εκπαίδευσης
ϑα περιµέναµε αφού κάνουµε µεγαλύτερα ϐήµατα, ο αλγόριθµος να συγκλίνει και γρη-
γορότερα. ΄Οπως ϐλέπουµε όµως και από το παράδειγµα αυτό δε συµβαίνει. Αντίθετα, ο
αλγόριθµος γίνεται πιο ασταθής, γι’αυτό είναι απαραίτητο να εκτιµούµε το µέγιστη αποδε-
κτή τιµή για το ϱυθµό εκπαίδευσης.
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Σχήµα 5.7: Η µέθοδος της πιο απότοµης καθόδου για ϱυθµό εκπαίδευσης a = 0.01
Σχήµα 5.8: Η µέθοδος της πιο απότοµης καθόδου για ϱυθµό εκπαίδευσης a = 0.035
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Επειδή η συνάρτηση F (x) είναι τετραγωνική συνάρτηση µπορούµε να ϐρούµε το µέγιστο
αποδεκτό ϱυθµό εκπαίδευσης σύµφωνα µε την εξίσωση 5.22. Αρχικά υπολογίζουµε τον

































Στο Σχήµα 5.9 ϐλέπουµε την πορεία του αλγορίθµου για ϱυθµό εκπαίδευσης a = 0.039,
µε τιµή λίγο µικρότερη από τη µέγιστη σταθερή τιµή. Στην περίπτωση αυτή ο αλγόριθµος
ϐρήσκει το ελάχιστο σηµείο. Αντίθετα στο Σχήµα 5.10 έχουµε ϱυθµό εκπαίδευσης a = 0.041,
δηλαδή λίγο µελαλύτερο από τη µέγιστη τιµή, όπου ϐλέπουµε ότι ο αλγόριθµος ξεπερνάει
το ελάχιστο σηµείο και δε συγκλίνει.
Σχήµα 5.9: Η µέθοδος της πιο απότοµης καθόδου για a = 0.039
Σχήµα 5.10: Η µέθοδος της πιο απότοµης καθόδου για a = 0.041
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Επίσης ο αλγόριθµος τείνει να συγκλίνει πιο γρήγορα στην κατεύθυνση του ιδιοδια-
νύσµατος που αντιστοιχεί στη µεγαλύτερη ιδιοτιµή, ενώ αντίθετα συγκλίνει πιο αργά στην
κατεύθυνση του ιδιοδιανύσµατος που αντιστοιχεί στη µικρότερη ιδιοτιµή. Εποµένως όταν
υπάρχει µεγάλη διαφορά ανάµεσα στις απόλυτες τιµές της µεγαλύτερης και της µικρότερης
ιδιοτιµής τότε ο αλγόριθµος ϑα συγκλίνει σχετικά αργά.
5.5.2 Η µέθοδος του Newton
Η µέθοδος του Newton σε αντίθεση µε τη µέθοδο της πιο απότοµης καθόδου, ϐασίζεται
στις δύο πρώτες συνιστώσες της σειράς Taylor




Η ϐασική ιδέα αυτής της µεθόδου είναι να εντοπιστεί το στάσιµο σηµείο αυτής της τετραγω-
νικής συνάρτησης. Αν χρησιµοποιήσουµε την εξίσωση 5.12 για να ϐρούµε το διάνυσµα των
µερικών παραγώγων αυτής της συνάρτησης ως προς ∆xk και ϑέσουµε την τιµή του ίση µε 0
ϐρίσκουµε
gk + Ak∆xk = 0.
Αν λύσουµε ως προς ∆xk τότε έχουµε
∆xk = −Ak−1gk.
Συνεπώς η µέθοδος του Newton ορίζεται από την εξίσωση
xk+1 = xk −Ak−1gk.
Η µέθοδος αυτή ϐρίσκει πάντα το ελάχιστο µιας τετραγωνικής συνάρτησης σε ένα µόνο ϐήµα.
Αυτό συµβαίνει επειδή η µέθοδος του Newton είναι σχεδιασµένη έτσι ώστε να προσεγγίζει
µια οποιαδήποτε συνάρτηση σαν τετραγωνική συνάρτηση και στη συνέχεια να εντοπίζει το
στάσιµο σηµείο αυτής της προσέγγισης. Αν η αρχική συνάρτηση είναι τετραγωνική µε ένα
ισχυρό ελάχιστο, τότε ϑα ελαχιστοποιείται σε ένα ϐήµα. Αν η συνάρτηση F (x) δεν είναι
τετραγωνική, τότε η µέθοδος του Newton δε ϑα συγκλίνει γενικά σε ένα ϐήµα, ενώ µπορεί
και να µη συγκλίνει ποτέ καθώς αυτό εξαρτάται από τη συνάρτηση και την αρχική τιµή που
επιλέξαµε. Επίσης η µέθοδος αυτή δεν µπορεί να διαχωρίσει ένα τοπικό ελάχιστο από ένα
ολικό γιατί προσεγγίζει κάθε συνάρτηση σαν τετραγωνική συνάρτηση η οποία µπορεί να έχει
ένα µόνο ελάχιστο.
΄Εστω η συνάρτηση
F (x) = (x2 − x1)4 + 8x1x2 − x1 + x2 + 3.
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Το x1 είναι ισχυρό τοπικό ελάχιστο, το x2 είναι ένα σελοειδές σηµείο ενώ το x3 είναι ισχυρό
ολικό ελάχιστο. Αν εφαρµόσουµε το µέθοδο του Newton σε αυτό το πρόβληµα ξεκινώντας από




τότε η πορεία του αλγορίθµου ϕαίνεται στο Σχήµα 5.11.
Το διάγραµµα στα αριστερά είναι το διάγραµµα ισοϋψών της συνάρτησης, ενώ στο διάγραµµα
στα δεξία είναι το διάγραµµα ισοϋψών της προσεγγιστικής τετραγωνικής συνάρτησης στο
αρχικό σηµείο.
Σχήµα 5.11: Η µέθοδος του Newton για ένα αρχικό σηµείο x0 =[1.5 0]T
Προφανώς η συνάρτηση δεν ελαχιστοποιείται σε ένα ϐήµα καθώς δεν είναι τετραγωνι-
κή συνάρτηση, όµως από την πρώτη κιόλας επανάληψη η µέθοδος προσεγγίζει το ολικό
ελάχιστο. Η µέθοδος του Newton συγκλίνει γρήγορα για πολλές εφαρµογές επειδή οι α-
ναλυτικές συναρτήσεις µπορούν να προσεγγιστούν ακριβώς από τετραγωνικές συναρτήσεις
σε µια µικρή γειτονική περιοχή ενός ισχυρού ελάχιστου. Μπορούµε να παρατηρήσουµε ότι
το διάγραµµα ισοϋψών της προσεγγιστικής τετραγωνικής συνάρτησης είναι παρόµοιο µε το
διάγραµµα ισοϋψών της αρχικής συνάρτησης κοντά στο αρχικό σηµείο που επιλέγουµε.




σαν αρχικό σηµείο, τότε τα ϐήµατα
του αλγορίθµου ϕαίνονται στο Σχήµα 5.12. Στην περίπτωση αυτή ο αλγόριθµος συγκλίνει
προς το τοπικό ελάχιστο. Η µέθοδος του Newton όπως και η µέθοδος της πιο απότοµης
καθόδου ϐασίζεται στα τοπικά χαρακτηριστικά της επιφάνειας και δεν µπορεί να γνωρίζει





, ο αλγόριθµος συγκλίνει στο σελοειδές σηµείο της συνάρτησης όπως
ϕαίνεται και στο Σχήµα 5.13. Εποµένως, παρατηρούµε ότι η µέθοδος του Newton µπορεί
να εντοπίζει τα στάσιµα σηµεία µιας συνάρτησης ανάλογα µε την αρχική υπόθεση, αλλά δεν
µπορεί να κάνει διαχωρισµό ανάµεσα στα ελάχιστα, µέγιστα και σελοειδή σηµεία.
Σύγκριση της µεθόδου της πιο απότοµης καθόδου και της µεθόδου του Newton
Στο σηµείο αυτό µπορούµε να διακρίνουµε κάποιες σηµαντικές διαφορές µεταξύ της
µεθόδου του Newton και της πιο απότοµης καθόδου. Η µέθοδος του Newton συνήθως
συγκλίνει πολύ πιο γρήγορα από τη µέθοδο της πιο απότοµης καθόδου και για τετραγωνικές
συναρτήσεις εντοπίζει το στάσιµο σηµείο σε µία µόνο επανάληψη. Από την άλλη πλευρά
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Σχήµα 5.12: Η µέθοδος του Newton για ένα αρχικό σηµείο x0 =[-1.5 0]T
Σχήµα 5.13: Η µέθοδος του Newton για ένα αρχικό σηµείο x0 =[0.75 0.75]T
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όµως οι ιδιότητες σύγκλισης της µεθόδου του Newton είναι αρκετά πολύπλοκες. Εκτός από
το πρόβληµα της σύγκλισης σε σελοειδή σηµεία, γεγονός που δε συµβαίνει µε τον αλγόριθµο
της πιο απότοµης καθόδου, επιπρόσθετα ο αλγόριθµος του Newton µπορεί να ταλαντεύεται
ή να αποκλίνει. Αντίθετα, µε τη µέθοδο της πιο απότοµης καθόδου ο αλγόριθµος εγγυάται
ότι ϑα συγκλίνει σε ένα στάσιµο σηµείο σηµείο αν ο ϱυθµός εκπαίδευσης δεν είναι πολύ
µεγάλος ή αν εφαρµόσουµε γραµµική ελαχιστοποίηση σε κάθε ϐήµα.
΄Ενα ακόµη µειονέκτηµα της µεθόδου του Newton είναι ότι απαιτεί τον υπολογισµό και
την αποθήκευση του Εσσιανού πίνακα και του αντίστροφού του. Αντίθετα η µέθοδος της
πιο απότοµης καθόδου είναι πολύ απλή και απαιτεί µόνο τον υπολογισµό του διανύσµατος
των µερικών παραγώγων. Υπάρχουν διάφορες παραλλαγές της µεθόδου του Newton µε τις
οποίες µπορούν να ξεπεραστούν αυτά τα προβλήµατα. Μία από αυτές είναι ο συνδυασµός
των δύο µεθόδων την οποία ϑα δούµε σε επόµενη ενότητα.
5.5.3 Η µέθοδος των συζυγών κλίσεων
Η µέθοδος του Newton έχει την ιδιότητα να ελαχιστοποιεί µια τετραγωνική συνάρτηση σε
έναν πεπερασµένο αριθµό επαναλήψεων, απαιτεί όµως τον υπολογισµό και την αποθήκευση
του Εσσιανού πίνακα κάτι που µπορεί να µην είναι πρακτικό αν ο αριθµός των αγνώστων είναι
πολύ µεγάλος. Ειδικά σε πρακτικές εφαρµογές των Τεχνητών Νευρωνικών ∆ικτύων µπορεί
να απαιτούνται χιλιάδες ϐάρη. Σε αυτήν την περίπτωση ϑέλουµε µια µέθοδο για την οποία να
απαιτείται ο υπολογισµός µόνο των πρώτων παραγώγων αλλά ταυτόχρονα να έχει την ιδιότητα
να ελαχιστοποιεί µια τετραγωνική συνάρτηση σε έναν πεπερασµένο αριθµό επαναλήψεων.
Μια τέτοια µέθοδος είναι η µέθοδος των συζυγών κλίσεων (Conjugate Gradient).
Η µέθοδος των συζυγών κλίσεων συνοψίζεται στα παρακάτω ϐήµατα:
1. Επιλέγουµε την κατεύθυνση προς την οποία ϑα αναζητήσουµε το ελάχιστο σηµείο. Η
κατεύθυνση αυτή ορίζεται ως το αντίθετο του διανύσµατος των µερικών παραγώγων.
p0 = −g0 (5.24)
2. Κάνουµε ένα ϐήµα σύµφωνα µε την εξίσωση
∆xk = akpk, (5.25)
όπου ak είναι ο ϱυθµός εκπαίδευσης ο οποίος επιλέγεται έτσι ώστε να ελαχιστοποιεί τη
συνάρτηση κατά µήκος της κατεύθυνσης αναζήτησης
xk+1 = xk + akpk. (5.26)
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3. Στη συνέχεια επιλέγουµε την επόµενη κατεύθυνσης της αναζήτησης µε την εξίσωση
pk = −gk + βkpk−1. (5.28)
Υπολογίζουµε τη µεταβλητή βk µε κάποια µέθοδο, όπως οι τρείς που ακολουθούν:















4. Αν ο αλγόριθµος δεν έχει συγκλίνει τότε επιστρέφουµε στο ϐήµα 2.
Κεφάλαιο 6
Το δίκτυο ADALINE
Ο Bernard Widrow άρχισε την έρευνα πάνω στα νευρωνικά δίκτυα στα τέλη του 1950, την
ίδια χρονική περίοδο που ο Frank Rosenblatt ανέπτυξε τον κανόνα εκπαίδευσης Perceptron.
Το 1960 ο Widrow και ένας τελειόφοιτος µαθητής του ο Marcian Hoff παρουσίασαν το δίκτυο
ADALINE (ADAptive Linear Neuron) και έναν κανόνα εκπαίδευσης τον οποίο ονόµασαν
αλγόριθµο LMS (Least Mean Square) [39]. Το δίκτυο αυτό έχει πολλές οµοιότητες µε το
Perceptron µε τη διαφορά ότι η συνάρτηση µεταφοράς του δικτύου είναι η γραµµική. Το
δίκτυο ADALINE έχει τους ίδιους περιορισµούς µε το Perceptron, δεν µπορεί δηλαδή να
λύσει µη γραµµικά διαχωρίσιµα προβλήµατα.
Παρόλα αυτά ο αλγόριθµος LMS είναι πιο ισχυρός από τον κανόνα Perceptron. Ενώ το
Perceptron εγγυάται ότι ϑα συγκλίνει σε µία λύση που κατηγοριοποιεί σωστά τα δεδοµένα
εκπαίδευσης, το δίκτυο που προκύπτει µπορεί να είναι ευαίσθητο στο ϑόρυβο καθώς τα
πρότυπα συχνά είναι πολύ κοντά στη γραµµή που διαχωρίζει τα πρότυπα. Ο αλγόριθµος LMS
ελαχιστοποιεί το µέσο τετραγωνικό σφάλµα και µε αυτό τον τρόπο προσπαθεί να µετακινήσει
τη διαχωριστική γραµµή όσο το δυνατόν πιο µακριά από τα πρότυπα εκπαίδευσης.
Ο αλγόριθµος LMS έχει ϐρει πολλές εφαρµογές ειδικότερα στο πεδίο της ψηφιακής επε-
ξεργασίας σηµάτων. Για παράδειγµα οι περισσότερες τηλεφωνικές γραµµές χρησιµοποιούν
δίκτυα ADALINE για τη µείωση της ηχούς.
Το δίκτυο ADALINE ϕαίνεται στο Σχήµα 6.1. Η έξοδος του δικτύου δίνεται από τη σχέση
y = f(Wp+ b) = Wp+ b,
όπου f είναι η γραµµική συνάρτηση η οποία δίνεται από τον τύπο f(s) = s.
΄Οπως και πριν για το Perceptron για να µελετήσουµε το δίκτυο ADALINE ϑεωρούµε την
απλή περίπτωση ενός δικτύου µε 2 εισόδους όπως ϕαίνεται στο Σχήµα 6.2. Η έξοδος του
δικτύου δίνεται από τη σχέση:
y = w1p1 + w2p2 + b.
Αν ϑέσουµε την είσοδο του δικτύου n = 0 τότε η σχέση w1p1 + w2p2 + b = 0 ορίζει µια
διαχωριστική γραµµή όπως ϕαίνεται στο Σχήµα 6.3.
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Σχήµα 6.1: ∆ίκτυο ADALINE.
Σχήµα 6.2: Απλό δίκτυο ADALINE µε δύο εισόδους.
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Σχήµα 6.3: ∆ιαχωριστική γραµµή για ένα δίκτυο ADALINE δύο εισόδων.
Στη σκιασµένη περιοχή η έξοδος του δικτύου είναι µεγαλύτερη από το 0, ενώ για την
υπόλοιπη περιοχή η έξοδος είναι µικρότερη του 0. ΄Οµοια µε το Perceptron το δίκτυο
ADALINE χρησιµοποιείται για να ταξινοµήσει αντικείµενα σε δύο διαφορετικές κατηγορίες
µε την προϋπόθεση ότι τα αντικείµενα αυτά είναι γραµµικά διαχωρίσιµα.
6.1 Αλγόριθµος LMS
Ο αλγόριθµος LMS αποτελεί κι αυτός παράδειγµα εκπαίδευσης µε επίβλεψη. Το δίκτυο
τροφοδοτείται µε ένα σύνολο προτύπων εκπαίδευσης { p1, t1 }, { p2, t2 },. . . , { pn, tn },
όπου pn είναι η είσοδος που ϑα εφαρµοστεί στο δίκτυο και tn είναι η επιθυµητή έξοδος ή
στόχος που αντιστοιχεί στην είσοδο αυτή. Κάθε ϕορά που ένα διάνυσµα εισόδου από τα
δεδοµένα εκπαίδευσης τροφοδοτείται στο δίκτυο, η έξοδος του δικτύου συγκρίνεται µε τον
επιθυµητό στόχο. Ο αλγόριθµος LMS χρησιµοποιείται για να προσαρµόσει τα ϐάρη και
τις πολώσεις του δικτύου έτσι ώστε να ελαχιστοποιεί το µέσο τετραγωνικό σφάλµα, όπου το
σφάλµα υπολογίζεται από τη διαφορά της εξόδου του δικτύου από τον επιθυµητό στόχο.
Το µέσο τετραγωνικό σφάλµα υπολογίζεται από τη σχέση
F (x) = E[e2] = E[(t− y)2] = E[t−
∑
(wipi + b)] (6.1)
Για να απλοποιήσουµε τη συνάρτηση ϑεωρούµε ότι η πόλωση συµπεριλαµβάνεται στο διά-
νυσµα των ϐαρών δηλαδή
r =

w1,1 w1,2 . . . w1,R b1






ws,1 ws,2 . . . ws,R bs
 .
Οµοίως συµπεριλαµβάνουµε την είσοδο που αντιστοιχεί στην πόλωση και είναι ίση µε 1, στο
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διάνυσµα των εισόδων οπότε έχουµε
zT =
[




F (x) = E[(t− rT z)2]
= E[t2 − 2trT z + rT zzT p]
= E[t2]− 2rTE[tz] + rTE[zzT ]r. (6.2)
Η εξίσωση 6.2 µπορεί να γραφεί στη µορφή
F (x) = c− 2rTh+ rTRp, (6.3)
όπου c = E[t2], h = E[tz] και R = E[zzT ]r.
Ο πίνακας R ονοµάζεται πίνακας συσχέτισης εισόδου. Τα διαγώνια στοιχεία αυτού του
πίνακα είναι ίσα µε τις µέσες τετραγωνικές τιµές των στοιχείων των διανυσµάτων εισόδου.
Αν ϑεωρήσουµε ότι η συνάρτηση 6.3 είναι µια τετραγωνική συνάρτηση, τότε γράφεται µε
τη µορφή
F (x) = c+ dTx+
1
2
xTAx.x∗ = R−1h. (6.4)
Εποµένως ο δείκτης απόδοσης για το µέσο τετραγωνικό σφάλµα για το δίκτυο ADALINE είναι
µια τετραγωνική συνάρτηση µε d = −2h και A = 2R. Στην περίπτωση αυτή ο Εσσιανός
πίνακας είναι ίσος µε το διπλάσιο του πίνακα συσχέτισης. Γνωρίζουµε ότι όλοι οι πίνακες
συσχέτισης είναι ϑετικά ορισµένοι ή ϑετικά ηµιορισµένοι. Αν ο πίνακας συσχέτισης έχει µόνο
ϑετικές ιδιοτιµές, ο δείκτης απόδοσης ϑα έχει ένα µοναδικό ολικό ελάχιστο, ενώ αν έχει και
µηδενικές ιδιοτιµές, τότε ο δείκτης απόδοσης είτε ϑα έχει ένα ασθενές ελάχιστο ή δεν ϑα έχει
κανένα ελάχιστο (ανάλογα µε τον πίνακα d = −2h).
Αν υπολογίσουµε το διάνυσµα των µερικών παραγώγων για το δείκτη απόδοσης έχουµε
∇F (x) = ∇(c+ dTx+ 1
2
xTAx) = d+Ax = −2h+ 2Rx. (6.5)
Για να ϐρούµε το στάσιµο σηµείο του δείκτη απόδοσης ϑέτουµε το διάνυσµα των µερικών
παραγώγων ίσο µε 0.
−2h+ 2Rx = 0. (6.6)
΄Ετσι αποδεικνύεται ότι αν ο πίνακας R είναι ϑετικά ορισµένος ϑα υπάρχει ένα µοναδικό
σηµείο το οποίο ϑα είναι ισχυρό ελάχιστο και υπολογίζεται από τη σχέση
x∗ = R−1h. (6.7)
Ο αλγόριθµος LMS είναι ένας αλγόριθµος ο οποίος υπολογίζει το ελάχιστο σηµείο. Αν
µπορούµε να υπολογίσουµε τους πίνακες h και R, τότε µπορούµε να ϐρούµε απευθείας το
ελάχιστο σηµείο από την εξίσωση 6.7. Αν όµως δε ϑέλουµε να υπολογίσουµε τον αντίστροφο
του πίνακα R, τότε η εύρεση του ελαχίστου µπορεί να γίνει µε τη µέθοδο της πιο απότοµης
καθόδου.
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Γνωρίζουµε από την εξίσωση 5.20 ότι ο αλγόριθµος της πιο απότοµης καθόδου µε σταθερό
ϱυθµό εκπαίδευσης είναι
xk+1 = xk − a∇F (x)|x=xk . (6.8)
Το διάνυσµα των µερικών παραγώγων ∇F (x) δίνεται από την εξίσωση
∇F (x) = ∇e2(k) = −2e(k)z(k), (6.9)
όπου e(k) είναι το σφάλµα της εξόδου στην επανάληψη k, δηλαδή e(k) = t(k)− a(k). ΄Αρα
είναι :
w(k + 1) = w(k) + 2ae(k)p(k), (6.10)
και
b(k + 1) = b(k) + 2ae(k). (6.11)
Οι εξισώσεις 6.10 και 6.11 αποτελούν τον αλγόριθµο του ελάχιστου µέσου τετραγωνικού
σφάλµατος (LMS) ο οποίος αποκαλείται επίσης κανόνας δέλτα ή αλγόριθµος εκπαίδευσης
των Widrow-Hoff.
Αν έχουµε i νευρώνες εξόδου τότε ϑα είναι :
wi(k + 1) = wi(k) + 2aei(k)p(k), (6.12)
και
bi(k + 1) = bi(k) + 2aei(k), (6.13)
όπου ei(k) είναι το i στοιχείο του σφάλµατος στην επανάληψη k. Εποµένως ο αλγόριθµος
LMS µπορεί να γραφεί σε µορφή πίνακα ως εξής :
W(k + 1) = W(k) + 2ae(k)pT (k), (6.14)
και





Τα πολυστρωµατικά δίκτυα χαρακτηρίζονται από την ύπαρξη τουλάχιστον ενός κρυφού
επιπέδου του οποίου οι κόµβοι υπολογισµών, δηλαδή οι νευρώνες του, ονοµάζονται αντί-
στοιχα κρυφοί νευρώνες. Οι κρυφοί νευρώνες παρεµβάλλονται µεταξύ της εισόδου και της
εξόδου του δικτύου. Προσθέτοντας ένα ή περισσότερα κρυφά επίπεδα το δίκτυο είναι ικανό
να εκτελεί υψηλότερης τάξης υπολογισµούς και να εξάγει πιο σύνθετα στατιστικά αποτελέ-
σµατα.
΄Ενα τέτοιο δίκτυο πολλαπλών επιπέδων ϕαίνεται στο Σχήµα 7.1. Ως συντοµογραφία ενός
πολυστρωµατικού νευρωνικού δικτύου συχνά χρησιµοποιείται η εξής : R−S1−S2−. . .−Sm,
όπου p είναι ο αριθµός των εισόδων καιm ο αριθµός των επιπέδων του δικτύου µε S1 κόµβους
το πρώτο, S2 κόµβους το δεύτερο και Sm το τελευταίο.
Σχήµα 7.1: ΄Ενα πλήρως συνδεδεµένο πολυστρωµατικό δίκτυο πρόσθιας τροφοδότησης.
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Πρώτα, υπάρχει ένα επίπεδο εισόδου το οποίο αποτελείται από µία οµάδα νευρώνων οι
οποίοι δεν κάνουν ουσιαστικά τίποτα άλλο παρά να δέχονται το σήµα εισόδου. Κατόπιν
υπάρχει ένας αριθµός κρυφών επιπέδων, καθένα από τα οποία έχει έναν αριθµό νευρώνων,
και τα οποία δέχονται το σήµα από το επίπεδο εισόδου, το επεξεργάζονται και κατόπιν το
προωθούν προς την έξοδο. Στο Σχήµα 7.1 υπάρχουν δύο κρυφά επίπεδα, αλλά ϑα µπορούσε
να ήταν οποιοσδήποτε άλλος αριθµός επιπέδων. Τέλος, υπάρχει ένα επίπεδο εξόδου που
έχει επίσης έναν αριθµό νευρώνων, οι οποίοι δέχονται σήµα από τα εσωτερικά επίπεδα και
το προωθούν προς την έξοδο του δικτύου. Η έξοδος του δικτύου του Σχήµατος 7.1 δίνεται
από την εξίσωση
y3 = f3(W 3f2(W 2f1(W 1p+ b1) + b2) + b3).
Προφανώς, η πολυπλοκότητα ενός τέτοιου δικτύου µπορεί να µεταβληθεί ϱαγδαία µετα-
ϐάλλοντας τόσο τον αριθµό των επιπέδων, όσο και τον αριθµό των νευρώνων σε κάθε επίπεδο.
Γενικά, δεν υπάρχει κανόνας ως προς τον αριθµό τόσο των κρυφών επιπέδων όσο και ως προς
τον αριθµό των νευρώνων που περιλαµβάνει κάθε επίπεδο. Το πλήθος των επιπέδων και των
νευρώνων διαφέρει σε κάθε πρόβληµα. Ο αριθµός των νευρώνων στην είσοδο και την έξοδο
παρέχεται έµεσα από τα δεδοµένα του προβλήµατος. ΄Εχει αποδειχθεί ότι τέτοια νευρωνικά
δίκτυα, δοθέντος ενός ικανοποιητικού αριθµού κρυφών νευρώνων και δεδοµένων εκπαίδευ-
σης, µπορούν να προσεγγίσουν οποιαδήποτε συνάρτηση σε οποιοδήποτε ϐαθµό ακρίβειας.
∆ηµιουργούν µε αυτόν τον τρόπο µία συσχέτιση µεταξύ εισόδου και εξόδου.
Τα πολυστρωµατικά νευρωνικά δίκτυα Perceptron χρησιµοποιούνται σε ποικίλες, αλ-
λά και δύσκολες εφαρµογές και συνήθως εκπαιδεύονται ϐάσει του αλγορίθµου της όπισθεν
διάδοσης σφάλµατος (Error Back-Propagation). Η διαδικασία ενός κύκλου εκπαίδευσης
περιλαµβάνει δύο στάδια. Αρχικά εισάγονται στην είσοδο δεδοµένα από κάποιο διάνυσµα
εκπαίδευσης, οπότε οι νευρώνες στο επίπεδο εισόδου παράγουν αποτέλεσµα το οποίο µε τη
σειρά του αποτελεί είσοδο για το επόµενο, κρυφό επίπεδο. Η διαδικασία αυτή, επαναλαµβά-
νεται διαδοχικά για τα επόµενα επίπεδα, µέχρι το επίπεδο εξόδου και συνολικά ονοµάζεται
πρόσθιο πέρασµα. Το δίκτυο ξεκινά υπολογισµούς µε τυχαίες τιµές ϐαρών οι οποίες α-
ναπροσαρµόζονται έτσι ώστε να περιοριστεί το σφάλµα στην έξοδο του δικτύου. Αρχικά
υπολογίζονται οι νέες τιµές των ϐαρών που συνδέουν το επίπεδο εξόδου µε το προηγούµενο
κρυφό επίπεδο, στη συνέχεια υπολογίζονται τα ϐάρη που συνδέουν αυτό το κρυφό επίπεδο
µε το προηγούµενο µέχρι να υπολογιστούν και τα ϐάρη µεταξύ επιπέδου εισόδου και πρώ-
του κρυφού επιπέδου. Αυτό το στάδιο αναπροσαρµογής των ϐαρών ονοµάζεται ανάστροφο
πέρασµα ή ανάστροφη µετάδοση.
7.1 Το πρόβληµα της αποκλειστικής διάζευξης
΄Ενα από τα πιο γνωστά προβλήµατα που επιλύονται µε νευρωνικά δίκτυα είναι αυτό της
εκµάθησης της συνάρτησης X-OR (eXclusive-OR), δηλαδή της συνάρτησης της αποκλειστι-
κής διάζευξης. Η συνάρτηση αυτή δέχεται δύο εισόδους και δίνει µία έξοδο. Οι είσοδοι και
η έξοδος µπορεί να είναι 0 ή 1 µόνον και ισχύει ο εξής περιορισµός : Εάν και οι δύο είσοδοι
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είναι ίδιες, τότε η έξοδος είναι 0, εάν είναι διαφορετικές, τότε η έξοδος είναι 1. Οι όροι αυτοί
συνοψίζονται στον Πίνακα 7.1, που ονοµάζεται και «πίνακας αληθείας» της συνάρτησης.
Πίνακας 7.1: Πίνακας αληθείας της συνάρτησης XOR






































, t4 = 0
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Το πρόβληµα αυτό χρησιµοποιήθηκε από τους Minsky και Papert το 1969 για να αναδείξουν
τους περιορισµούς ενός µονοστρωµατικού δικτύου perceptron και αναπαρίσταται γραφικά
στο Σχήµα 7.2.
Σχήµα 7.2: Γραφική αναπαράσταση του προβλήµατος XOR
΄Εστω ότι χρησιµοποιούµε ένα απλό νευρωνικό δίκτυο perceptron µε δύο εισόδους. Αρ-
χικά αναγνωρίζουµε ότι η χρήση ενός απλού νευρώνα µε δυο εισόδους έχει ως αποτέλεσµα
µια ευθεία γραµµή για όριο απόφασης στον χώρο εισόδου. Για όλα τα σηµεία στη µια πλευ-
ϱά αυτής της γραµµής ο νευρώνας δίνει έξοδο 1, ενώ για όλα τα σηµεία στην άλλη πλευρά
της γραµµής δίνει έξοδο 0. Η ϑέση και ο προσανατολισµός της γραµµής στον χώρο εισόδου
καθορίζονται από τα συναπτικά ϐάρη του νευρώνα µε τα οποία είναι συνδεδεµένος µε τους
κόµβους εισόδου, και το κατώφλι που εφαρµόζεται στο νευρώνα. Με τα πρότυπα εισόδου
(0,0) και (1,1) τοποθετηµένα σε αντίθετες γωνίες του µοναδιαίου τετραγώνου και παροµοί-
ως για τα άλλα δυο πρότυπα εισόδου (0,1) και (1,0), είναι προφανές ότι δεν µπορούµε να
κατασκευάσουµε µια ευθεία γραµµή για ένα όριο απόφασης έτσι ώστε (0,0) και (1,1) να
ϐρίσκονται στην µια περιοχή απόφασης και (0,1) και (1,0) να ϐρίσκονται στην άλλη περιοχή
απόφασης. Με άλλα λόγια ένα στοιχειώδες δίκτυο perceptron δεν µπορεί να επιλύσει το
πρόβληµα της αποκλειστικής διάζευξης.
Υπάρχουν πολλές συναρτήσεις, παρόµοιες µε την συνάρτηση XOR, οι οποίες δεν µπο-
ϱούν να παρασταθούν µε ένα δίκτυο perceptron. Για όλες αυτές τις συναρτήσεις λέµε ότι
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είναι γραµµικά µη διαχωρίσιµες. Είδαµε ότι στην περίπτωση που έχουµε δύο εισόδους, τότε
ο διαχωρισµός γίνεται από µία ευθεία γραµµή. Αν το πρόβληµά µας είχε τρείς εισόδους, τότε
ο διαχωρισµός ϑα γινόταν από ένα επίπεδο που ϑα έτεµνε τον τρισδιάστατο χώρο. Για την
περίπτωση τεσσάρων και πάνω εισόδων, πρέπει να δηµιουργήσουµε έναν υπερχώρο n δια-
στάσεων που ϑα τέµνεται από ένα υπερεπίπεδο, όπου υπερεπίπεδο ϑεωρούµε ένα γεωµετρικό
σχήµα που διαιρεί τον χώρο σε τέσσερις ή παραπάνω διαστάσεις. ∆εν υπάρχει κανένας απλός
τρόπος να ξέρουµε εκ των προτέρων εάν η συνάρτηση που µας παρουσιάζεται είναι γραµµικά
διαχωρίσιµη, ειδικά όταν ο αριθµός των µεταβλητών είναι µεγάλος. ΄Ενας νευρώνας µε n ει-
σόδους µπορεί να έχει 2n διαφορετικούς συνδυασµούς από 0 και 1. Αφού κάθε συνδυασµός
µπορεί να δώσει δύο διαφορετικές εξόδους (0 ή 1), υπάρχουν 22
n
διαφορετικές συναρτήσεις
n µεταβλητών. Καταλαβαίνουµε, λοιπόν, ότι η πιθανότητα να είναι µία συνάρτηση γραµµικά
διαχωρίσιµη είναι πολύ µικρή, όταν µάλιστα υπάρχουν πολλές είσοδοι.
Το πρόβληµα της αποκλειστικής διάζευξης µπορεί να λυθεί αν χρησιµοποιήσουµε ένα
νευρωνικό δίκτυο δύο στρωµάτων. Με τη χρήση πολυστρωµατικών δικτύων το πρόβληµα
µπορεί να λυθεί µε πολλούς διαφορετικούς τρόπους. Μία προσέγγιση είναι να χρησιµο-
ποιήσουµε δύο νευρώνες στο πρώτο επίπεδο για τη δηµιουργία δύο ορίων απόφασης. Το
πρώτο όρο χωρίζει το πρότυπο p1 από τα υπόλοιπα πρότυπα, ενώ το δεύτερο όριο χωρίζει το
πρότυπο p4. Το δεύτερο επίπεδο του δικτύου µπορεί να συνδυάσει τα δύο όρια απόφασης
χρησιµοποιώντας τη λειτουργία της σύζευξης (AND). Τα όρια απόφασης για κάθε νευρώνα
του πρώτου επιπέδου ϕαίνονται στο Σχήµα 7.3.
Σχήµα 7.3: ΄Ορια απόφασης για κάθε νευρώνα του πρώτου επιπέδου στο πρόβληµα XOR
Το δίκτυο που χρησιµοποιούµε ϕαίνεται στο Σχήµα 7.4. Η συνάρτηση ενεργοποίησης του
δικτύου αυτού σε κάθε επίπεδο, f1 και f2 είναι η ϐηµατική συνάρτηση και τα όρια απόφασης
που προκύπτουν από αυτό το δίκτυο παρουσιάζονται στο Σχήµα 7.5. Η σκιασµένη περιοχή
δείχνει εκείνες τις εισόδου που παράγουν έξοδο 1 όταν τροφοδοτηθούν στο δίκτυο.
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Σχήµα 7.4: Πολυστρωµατικό νευρωνικό δίκτυο για το πρόβληµα XOR
Σχήµα 7.5: Τα όρια απόφασης έτσι όπως διαµορφώνονται τελικά για το πρόβληµα XOR
7.2 Η µέθοδος της όπισθεν διάδοσης σφάλµατος
Για πολλά χρόνια δεν υπήρχε τρόπος εκπαίδευσης δικτύων µε πολλά επίπεδα και οι
γνώσεις µας περιορίζονταν σε δίκτυα µε ένα ή δύο επίπεδα µόνο. Φυσικά, τα προβλήµατα
που µπορούσαν να λύσουν τα απλά δίκτυα ήταν λίγα και οι περιορισµοί που υπεισέρχονταν
τα καθιστούσαν όχι και τόσο χρήσιµα. ΄Ετσι, έγινε γρήγορα αντιληπτό ότι ήταν απαραίτητο να
ϐρούµε ένα τρόπο να εκπαιδεύσουµε νευρωνικά δίκτυα που µπορούν να αναπαραστήσουν
πιο περίπλοκες διεργασίες.
Το κενό αυτό ήρθε να καλύψει η µέθοδος εκπαίδευσης της όπισθεν διάδοσης σφάλµατος
που αναπτύχθηκε και έγινε ευρύτατα γνωστή. Ως τεχνική η µέθοδος αυτή ϐασίζεται σε κα-
ϑαρά µαθηµατική ϑεώρηση µε αυστηρά τεκµηριωµένες αποδείξεις. Το νευρωνικό δίκτυο στο
οποίο εφαρµόζεται είναι αρκετά πιο περίπλοκο από το µοντέλο του απλού Perceptron. Είναι
ένα δίκτυο πολλαπλών επιπέδων και κάθε επίπεδο µπορεί να έχει πολλούς νευρώνες. Οι
νευρώνες µέσα στο ίδιο επίπεδο δεν συνδέονται µεταξύ τους, αλλά οι νευρώνες που ανήκουν
σε διαφορετικά επίπεδα συνδέονται ως συνήθως µε τις γνωστές συνάψεις.
Η κεντρική ιδέα της δοµής και λειτουργίας τέτοιων δικτύων είναι σχετικά απλή. Το δίκτυο
ξεκινά την διαδικασία µάθησης από τυχαίες τιµές των ϐαρών του. Εάν δώσει λάθος απάντηση,
τότε τα ϐάρη διορθώνονται έτσι ώστε το σφάλµα να γίνει µικρότερο. Η ίδια διαδικασία
επαναλαµβάνεται πολλές ϕορές έτσι ώστε σταδιακά το σφάλµα ελαττώνεται µέχρις ότου γίνει
πολύ µικρό και ανεκτό. Στο σηµείο αυτό λέµε ότι το δίκτυο έχει µάθει τα παραδείγµατα που
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του διδάξαµε µε την ακρίβεια που ϑέλαµε να µάθει.
Η διαδικασία εκπαίδευσης κατά τον αλγόριθµο της όπισθεν διάδοσης σφάλµατος λαµβά-
νει χώρα µε την παρουσίαση και εφαρµογή στο νευρωνικό δίκτυο ενός συνόλου παραδειγµά-
των εκπαίδευσης. Η παρουσίαση όλων των προτύπων εκπαίδευσης µια ϕορά το καθένα στο
δίκτυο ονοµάζεται εποχή (epoch). Κατά τη συνολική διαδικασία εκπαίδευσης εκτελούνται
επαναλήψεις των εποχών, ώσπου τα ϐάρη του δικτύου να σταθεροποιηθούν σε συγκεκριµέ-
νες τιµές που ϑα προκαλούν σύγκλιση της µέσης τιµής των σφαλµάτων, για όλα τα πρότυπα
εκπαίδευσης, στην ελάχιστη δυνατή τιµή της.
΄Οπως αναφέραµε στα πολυστρωµατικά δίκτυα η έξοδος ενός επιπέδου γίνεται είσοδος
στο επόµενο επίπεδο. Η διαδικασία αυτή περιγράφεται µε την εξίσωση
ym+1 = fm+1(Wm+1ym + bm+1) για m = 0, 1, . . . ,M − 1,
όπου M είναι ο αριθµός των στρωµάτων του δικτύου. Οι νευρώνες στο πρώτο επίπεδο
δέχονται εξωτερικές εισόδους
y0 = p.
Οι έξοδοι των νευρώνων του τελευταίου επιπέδου αποτελούν τις εξόδους του νευρωνικού
δικτύου. Αρχικά ο αλγόριθµος τροφοδοτείται µε ένα σύνολο προτύπων εκπαίδευσης
{p1, t1}, {p2, t2}, . . . , {pN, tN},
όπου pn είναι η είσοδος που τροφοδοτείται στο δίκτυο και tn ο επιθυµητός στόχος εξόδου για
τη συγκεκριµένη είσοδο. Καθώς κάθε είσοδος τροφοδοτείται στο δίκτυο η έξοδος του δικτύου
συγκρίνεται µε το στόχο. Ο αλγόριθµος της όπισθεν διάδοσης σφάλµατος προσαρµόζει τα
ϐάρη του δικτύου έτσι ώστε να ελαχιστοποιείται το µέσο τετραγωνικό σφάλµα
F (x) = E[e2] = E[(t− y)2], (7.1)
όπου x είναι το διάνυσµα των ϐαρών και των πολώσεων του δικτύου. Αν το δίκτυο έχει
πολλαπλές εξόδους η εξίσωση 7.1 γίνεται
F (x) = E[eTe] = E[(t− y)T (t− y)]. (7.2)
΄Οπως και µε τον αλγόριθµο LMS προσεγγίζουµε το µέσο τετραγωνικό σφάλµα από την
εξίσωση
F (x) = (t(k)− y(k))T (t(k)− y(k)) = eT(k)e(k). (7.3)
Σύµφωνα µε την εξίσωση 7.3 χρησιµοποιούµε τον αλγόριθµο της πιο απότοµης καθόδου για
να υπολογίσουµε τα ϐάρη και τις πολώσεις του δικτύου ο οποίος δίνεται από τη σχέση:












όπου a είναι ο ϱυθµός εκπαίδευσης.
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Επειδή το σφάλµα δεν είναι µια άµεση συνάρτηση των ϐαρών του δικτύου στα κρυφά
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αλυσίδας. Αν υποθέσουµε ότι έχουµε µια αναλυτική συνάρτηση f µε παράµετρο µια µετα-
ϐλητή n τότε η παράγωγος της συνάρτησης αυτής ως προς µια άλλη µεταβλητή w σύµφωνα






















. Η µεταβλητή nmi αναπαριστά την είσοδο του δικτύου στο επίπεδο m και









Εποµένως, οι εξισώσεις 7.4 και 7.5 τώρα γίνονται
wmi,j(k + 1) = w
m
i,j(k)− asmi ym−1j ,
bmi (k + 1) = b
m
i (k)− asmi ,
οι οποίες σε µορφή πινάκων γράφονται ως
Wm(k + 1) = Wm(k)− asm(ym−1)T ,
















7.2.1 Ανάστροφη µετάδοση των σηµάτων σφάλµατος διαµέσου του δικτύου
Προκειµένου να υπολογίσουµε το διάνυσµα sm στο επίπεδο m χρειάζεται να υπολογί-
σουµε το s στο επίπεδο m + 1. Για να το κάνουµε αυτό χρησιµοποιούµε τον παρακάτω





































































fm(nm1 ) 0 · · · 0




0 0 · · · fm(nmSm)
 . (7.8)















Σύµφωνα λοιπόν µε τον αλγόριθµο της όπισθεν διάδοσης σφάλµατος έχουµε ένα ανάστροφο
πέρασµα από το τελευταίο επίπεδο του δικτύου στο πρώτο, υπολογίζουµε δηλαδή τα σήµατα
του σφάλµατος
sM → sM−1 → · · · → s2 → s1.

























= fM (nMi ),
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η εξίσωση 7.10 γράφεται ως
sMi = −2(ti − yi)fM (nMi ),
ή αλλιώς
sM = −2FM(nM)(t− y).
7.2.2 Ο αλγόριθµος BackPropagation
Ο αλγόριθµος της όπισθεν διάδοσης σφάλµατος συνοψίζεται στα παρακάτω ϐήµατα:
• Το πρώτο ϐήµα είναι να τροφοδοτήσουµε το δίκτυο µε τις εισόδους
y0 = p,
ym+1 = fm+1(Wm+1ym + bm+1), για m = 0, 1, . . . ,M − 1
και
y = yM.
• Το δεύτερο ϐήµα είναι να µεταδώσουµε προς τα πίσω τα σήµατα σφάλµατος εξόδου
του δικτύου
sM = −2FM(nM)(t− y)
sm = Fm(nm)(Wm+1)Tsm+1, για m = M − 1, . . . , 2, 1.
• Τέλος υπολογίζονται τα ϐάρη και οι πολώσεις του δικτύου σύµφωνα µε τις σχέσεις
Wm(k + 1) = Wm(k)− asm(ym−1)T ,
bm(k + 1) = bm(k)− asm.
Η συνολική διαδικασία εκπαίδευσης µέσω της όπισθεν διάδοσης σφάλµατος, δίνεται
διαγραµµατικά στο Σχήµα 7.6.
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΄Οπως αναφέρθηκε η διαδικασία εκπαίδευσης µε τον αλγόριθµο της όπισθεν διάδοσης
σφάλµατος λαµβάνει χώρα µε την παρουσίαση και εφαρµογή στο νευρωνικό δίκτυο ενός
συνόλου παραδειγµάτων εκπαίδευσης. Η παρουσίαση όλων των προτύπων εκπαίδευσης µια
ϕορά το καθένα στο δίκτυο ονοµάζεται εποχή. Η συνήθης διαδικασία εκπαίδευσης αναφέρε-
ται στη µεταβολή των ϐαρών για κάθε διάνυσµα εκπαίδευσης και όταν παρουσιαστούν όλα τα
διανύσµατα ελέγχεται αν το µέσο τετραγωνικό σφάλµα µειώθηκε σε κάποια προκαθορισµένη,
αποδεκτή τιµή.
Εδώ αξίζει να αναφερθεί ότι σε κάθε εποχή υπάρχει ο τυχαίος και ο σειριακός τρόπος
παρουσίασης των προτύπων εκπαίδευσης. Ο πρώτος τρόπος έχει το πλεονέκτηµα της εξα-
σφάλισης του στοχαστικού χαρακτήρα της µάθησης και το µειονέκτηµα των συνεχών και µη
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Σχήµα 7.6: Η διαδικασία εκπαίδευσης της όπισθεν διάδοσης σφάλµατος.
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αµελητέων ταλαντώσεων των σφαλµάτων εκπαίδευσης και αξιολόγησης, ώσπου να ϕτάσουµε
στο τελικό αποτέλεσµα. Από την άλλη ο δεύτερος τρόπος, της εν σειρά παρουσίασης προτύ-
πων, δίνει συνήθως χαµηλότερο σφάλµα εκπαίδευσης και µεγαλύτερη δυνατότητα ελέγχου
αυτού του σφάλµατος, αλλά εµπεριέχει τον κίνδυνο της λεγόµενης υπερπροσαρµογής του
δικτύου της συγκεκριµένης σειράς παρουσίασης των προτύπων, µε αποτέλεσµα το τελικό
σφάλµα αξιολόγησης να είναι κάποιες ϕορές υψηλότερο σε σχέση µε εκείνο του τυχαίου
τρόπου παρουσίασης.
Για ένα δεδοµένο σύνολο εκπαίδευσης η διαδικασία εκπαίδευσης µπορεί να εκτελεστεί µε
δύο τρόπους. Η πρώτος αναφέρεται στην εκπαίδευσης ανά οµάδα προτύπων εισόδου ή batch-
training ενώ ο δεύτερος αφορά την εκπαίδευση ανά πρότυπο εισόδου ή online-training. Οι
τεχνικές εκπαίδευσης ανά πρότυπο εισόδου απαιτούν λίγοτερη ικανότητα αποθήκευσης από
την εκπαίδευση ανά οµάδα προτύπων εισόδου. Παρόλα αυτά, λόγω της αυθαίρετης επιλο-
γής της σειράς των προτύπων εκπαίδευσης, η εκπαίδευση ανά πρότυπο εισόδου αποτελεί
µια στοχαστική διαδικασία, ενώ η εκπαίδευση ανά οµάδα προτύπων είναι µια αιτιοκρατική
διαδικασία.
7.3.1 Εκπαίδευση ανά οµάδα προτύπων εισόδου
Στην εκπαίδευση ανά οµάδα προτύπων εισόδου αρχικά τροφοδοτούµε το δίκτυο µε όλα
τα πρότυπα εκπαίδευσης και στη συνέχεια προσαρµόζουµε τα ϐάρη. Τα ϐάρη ενηµερώνον-
ται έπειτα από την παρουσίαση στο δίκτυο όλου του συνόλου προτύπων της εποχής. Για
µια τέτοια εποχή ορίζουµε τη µέση τιµή των τετραγωνικών σφαλµάτων. Εδώ λοιπόν η α-
ναπροσαρµογή όλων των ϐαρών γίνεται µια ϕορά µετά το τέλος κάθε εποχής. Μια ιδανική
συµπεριφορά ϑα πρέπει να οδηγήσει τα ϐάρη του δικτύου σε ένα ελάχιστο σηµείο.
Η εκπαίδευση ανά οµάδα προτύπων εισόδου αντιµετωπίζεται µε την ελαχιστοποίηση του
µέσου τετραγωνικού σφάλµατος για καθε είσοδο και είναι µια αποκλειστικά αιτιοκρατική
µέθοδος που απαιτεί όµως επιπλέον χώρο για την αποθήκευση κάθε ϐάρους, κάτι που
µπορεί να είναι δύσκολο για εφαρµογές υλικού.
7.3.2 Εκπαίδευση ανά πρότυπο εισόδου
Στην περίπτωση της εκπαίδευση ανά πρότυπο εισόδου τα ϐάρη αναπροσαρµόζονται έ-
πειτα από την παρουσίαση κάθε πρότυπου εκπαίδευσης στο δίκτυο. Για να γίνει αυτό πιο
κατανοητό έστω ότι έχουµε µια εποχή που αποτελείται από N πρότυπα εκπαίδευσης
{x1, t1}, {x2, t2}, . . . , {xn, tn},
όπου xi είναι ένα διάνυσµα εισόδου για i = 1, . . . , N , και ti η επιθυµητή έξοδος του δι-
κτύου που αντιστοιχεί στην είσοδο αυτή. Το πρώτο πρότυπο εφαρµόζεται στο δίκτυο και
εκτελούνται τόσο το ευθύ, όσο και το ανάστροφο πέρασµα που περιγράψαµε προηγουµένως,
µε αποτέλεσµα να µεταβάλλονται τα ϐάρη. Στη συνέχεια παρουσιάζεται το δεύτερο στη σειρά
πρότυπο και εκτελείται η ίδια διαδικασία που οδηγεί σε νέα µεταβολή των ϐαρών. Η εποχή
τελειώνει µε την παρουσίαση του Ν-οστού προτύπου.
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Η εκπαίδευση ανά πρότυπο εισόδου µπορεί να γίνει είτε επιλέγοντας τυχαία κάθε ϕορά
ένα πρότυπο από το σύνολο των δεδοµένων εκπαίδευσης και τροφοδοτώντας το πρότυπο αυτό
στο δίκτυο ή µε κυκλική εκπαίδευση η οποία προϋποθέτει την ύπαρξη κύκλων εκπαίδευ-
σης στους οποίους κάθε πρότυπο εµφανίζεται µόνο µια ϕορά. Η τυχαία επιλογή προτύπων
οδηγεί σε ένα ξεχωριστό είδος ϑορύβου που ϐοηθά να ξεφύγουµε από τοπικά ελάχιστα της
συνάρτησης σφάλµατος. Αυτός ο τύπος εκπαίδευσης ϑεωρείται κατάλληλος για µεγάλα σύνο-
λα προτύπων, όπου η εκπαίδευση ανά οµάδα προτύπων εισόδου ϑα απαιτούσε περισσότερο
χρόνο και µεγαλύτερο αποθηκευτικό χώρο.
Στην πράξη η µέθοδος που προτιµάται είναι η εκπαίδευση ανά πρότυπο, καθώς ενισχύει
τον στοχαστικό χαρακτήρα και είναι πιο ικανή στην αποτροπή παγίδευσης του αλγορίθµου
σε τοπικά ελάχιστα. Βέβαια η εκπαίδευση ανά εποχή, υπολογίζει µε πιο ακριβή τρόπο το διά-
νυσµα κλίσης. Σε κάθε πρόβληµα λοιπόν σταθµίζονται τα πλεονεκτήµατα και µειονεκτήµατα
και επιλέγεται µια εκ των δύο µεθόδων εκπαίδευσης.
7.4 Σχεδίαση νευρωνικών δικτύων
Η πλήρης σχεδίαση ενός νευρωνικού δικτύου συνίσταται στον καθορισµό της τοπολογίας
και στην διαδικασία εκπαίδευσης. Αν και ο αλγόριθµος εκπαίδευσης ασχολείται µε όλες τις
λεπτοµέρειες της διαδικασίας σύγκλισης, δεν σχετίζεται µε κανένα τρόπο µε την τοπολογία,
δηλαδή τη µορφή του δικτύου. Το πρόβληµα του καθορισµού της ϐέλτιστης τοπολογίας είναι
ίσως το δυσκολότερο στον τοµέα της σχεδίασης νευρωνικών δικτύων.
Γενικά, το νευρωνικό δίκτυο µπορεί να περιλαµβάνει αυθαίρετο αριθµό επιπέδων µε αυ-
ϑαίρετο πλήθος νευρώνων στο καθένα από αυτά. Η ϑεωρία αποδεικνύει ότι τρία το πολύ
επίπεδα είναι αρκετά για την επίλυση οποιουδήποτε προβλήµατος, όµως ο αριθµός των ε-
πιπέδων σχετίζεται άµεσα µε το µέγεθος του κάθε ενός από αυτά. Για πολυεπίπεδα δίκτυα
τύπου perceptron που χρησιµοποιούν αλγόριθµο εκπαίδευσης Back-Propagation, µελέτες
σε επίπεδο περισσότερο πειραµατικό παρά ϑεωρητικό, έχουν προτείνει διάφορες µεθοδολο-
γίες για τον καθορισµό του ϐέλτιστου αριθµού επιπέδων και νευρώνων στο δίκτυο.
Το νευρωνικό δίκτυο µπορεί να ϑεωρηθεί ως ένας γενικής µορφής µη γραµµικός ταξι-
νοµητής ικανός να υλοποιήσει αυθαίρετες απεικονίσεις µεταξύ εισόδου και εξόδου. ΄Οπως
κάθε παρόµοιο σύστηµα, οι ϐαθµοί ελευθερίας καθορίζονται από το πλήθος των ελεύθερων
παραµέτρων που πρόκειται να καθοριστούν µέσα από τη διαδικασία της εκπαίδευσης. Στην
περίπτωση των γραµµικών συστηµάτων ο καθορισµός των παραµέτρων γίνεται µε µονοσή-
µαντο τρόπο µέσω κάποιας άµεσης ή έµµεσης µεθόδου ανάδειξης των εξαρτήσεων µεταξύ
εισόδου και επιθυµητής εξόδου. Το ίδιο µπορεί ϑεωρητικά να εφαρµοστεί και στην περίπτω-
ση των µη γραµµικών συστηµάτων, µε την εφαρµογή περισσότερο πολύπλοκων µεθόδων για
τον καθορισµό των παραµέτρων.
Παρόλα αυτά, η περίπτωση των µη γραµµικών συστηµάτων είναι στην πραγµατικότη-
τα πολύ πιο σύνθετη από ότι αρχικά ϕαίνεται. Επειδή τα µη γραµµικά συστήµατα είναι
συχνά δύσκολο να επιλυθούν άµεσα, για τον καθορισµό των παραµέτρων χρησιµοποιούν-
ται σχεδόν πάντοτε έµµεσες µέθοδοι και διάφορα επαναληπτικά σχήµατα, όπως η µορφή
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του αλγορίθµου Back-Propagation. Επιπλέον, συνήθως εφαρµόζονται σε προβλήµατα όπου,
είτε λόγω πολυπλοκότητας, είτε λόγω υψηλού ϐαθµού µη γραµµικότητας, είναι δύσκολο
να καθοριστούν σύνολα εκπαίδευσης που να καλύπτουν όλο το εύρος του χώρου των προ-
τύπων. ΄Ετσι ο αλγόριθµος εκπαίδευσης ϑα πρέπει, από τη µια πλευρά να εκτελεστεί µε
ϐάση ελλιπή πληροφορία σχετικά µε το χώρο, ενώ παράλληλα απαιτείται η σχεδίαση ενός
συστήµατος µε ικανοποιητική απόδοση για κάθε συνδυασµό εισόδου/εξόδου. Ακόµα, είναι
απαραίτητο το δίκτυο να λειτουργεί µε υψηλό ποσοστό επιτυχίας και στην περίπτωση που
τα δεδοµένα εισόδου είναι ελλιπή ή περιέχουν ϑόρυβο. Τα χαρακτηριστικά αυτά καθορίζουν
την ιδιότητα που ονοµάζεται ικανότητα γενίκευσης του δικτύου και αποτελεί έναν από τους
σηµαντικότερους παράγοντες στη σχεδίασή του. Ο υψηλός ϐαθµός ικανότητας γενίκευσης
και η ανθεκτικότητα σε ϑόρυβο ή ελλιπή δεδοµένα, καθώς επίσης η προσαρµοστικότητα και
ο υψηλός ϐαθµός παραλληλίας, είναι µερικά από τα σηµαντικότερα στοιχεία επιτυχίας των
νευρωνικών δικτύων σε µεγάλο εύρος εφαρµογών.
Για την επίτευξη υψηλής ικανότητας γενίκευσης του νευρωνικού δικτύου, ϑα πρέπει,
εκτός από την πληρότητα του συνόλου εκπαιδευτικών προτύπων, η δοµή και τοπολογία να
επιτρέπει την κατασκευή µιας επαρκούς περιγραφής του χώρου µέσω των τιµών των ϐαρών
του. Αν και ϑεωρητικά για τον καθορισµό της τιµής N ελεύθερων παραµέτρων απαιτούνται
επίσης N πρότυπα εκπαίδευσης, παρόλα αυτά για την επίτευξη υψηλού ϐαθµού ικανότητας
γενίκευσης απαιτούνται πολύ περισσότερα πρότυπα. Συχνά το απαιτούµενο µέγεθος του
συνόλου εκπαίδευσης υπολογίζεται ως ακέραια πολλαπλάσια του συνολικού αριθµού των
ϐαρών του δικτύου, συνήθως µεταξύ 3 και 10. Η ίδια τεχνική µπορεί να εφαρµοστεί και µε
αντίστροφη λογική, δηλαδή µε ϐάση το µέγεθος του διαθέσιµου συνόλου εκπαίδευσης, να
καθοριστεί το µέγιστο πλήθος συνολικά των ϐαρών του δικτύου, έτσι ώστε να επιτυγχάνεται
αρκετά καλή ικανότητα γενίκευσης.
Στην περίπτωση που το σύνολο των εκπαιδευτικών προτύπων δεν επαρκεί για την ικανο-
ποιητική εκπαίδευση του δικτύου, είναι δυνατό να δηµιουργηθούν προβλήµατα στην συµπε-
ϱιφορά του τελικού δικτύου. Αν και η εκπαίδευση µπορεί να ολοκληρωθεί µε επιτυχία µετά
από κάποιο αριθµό επαναλήψεων, η απόδοση του δικτύου για άγνωστα (πρωτοεµφανιζόµενα)
πρότυπα µπορεί να είναι απογοητευτική λόγω της µη αντιπροσωπευτικής αναπαράστασης
του χώρου από τη δοµή και το σύνολο των ϐαρών. Το ίδιο συµβαίνει επίσης στην περί-
πτωση όπου η διαδικασία εκπαίδευσης συνεχίζεται πέρα από το όριο όπου έχει επιτευχθεί
επαρκής αναπαράσταση του χώρου και από εκεί και πέρα το δίκτυο εκπαιδεύεται µε ϐάση
τα λεπτοµερειακά χαρακτηριστικά των συγκεκριµένων προτύπων του συνόλου εκπαίδευσης,
σε αντίστοιχο κόστος στην ικανότητα γενίκευσης και στην γενική απόδοση του δικτύου. Η
κατάσταση αυτή είναι σαφώς µη επιθυµητή και χαρακτηρίζεται ως υπερ-εκπαίδευση (over-
training).
Για την αποφυγή ϕαινοµένων υπερ-εκπαίδευσης, καθώς επίσης και την παρακολούθηση
της ικανότητας γενίκευσης του νευρωνικού δικτύου, έχουν προταθεί διάφορες τεχνικές που α-
ποτελούν ουσιαστικά παραλλαγές της γενικότερης µεθοδολογίας διαχωρισµού του διαθέσιµο
συνόλου προτύπων σε σύνολα εκπαίδευσης και σύνολα αξιολόγησης. Μια αποτελεσµατική
τεχνική που χρησιµοποιείται ευρύτατα στην εκπαίδευση νευρωνικών δικτύων είναι η µέθοδος
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Leave-Half-Out (LHO) ή Cross- Validation. Σύµφωνα µε την τεχνική αυτή, το σύνολο των
διαθέσιµων προτύπων διαµερίζεται µε τυχαίο τρόπο σε δύο ίσα σύνολα. Το πρώτο ονοµάζεται
σύνολο εκπαίδευσης και χρησιµοποιείται για τη σχεδίαση του δικτύου και το δεύτερο ονο-
µάζεται σύνολο αξιολόγησης και χρησιµοποιείται για τη µέτρηση της απόδοσης του δικτύου
σε άγνωστα πρότυπα. Η ϐασική ιδέα είναι η διαδικασία εκπαίδευσης να ακολουθείται από
µια ϕάση αξιολόγησης µε άγνωστα πρότυπα, έτσι ώστε να µετρηθεί η ικανότητα γενίκευσης
και η πραγµατική απόδοση του δικτύου.
Εναλλακτικά, κάθε κύκλος εκπαίδευσης µπορεί να ακολουθείται από ένα κύκλο αξιο-
λόγησης για την µέτρηση της τρέχουσας απόδοσης του δικτύου. Με τον τρόπο αυτό είναι
εύκολος ο έλεγχος και η διακοπή της διαδικασίας εκπαίδευσης όταν έχει επιτευχθεί ο µέγι-
στος ϐαθµός γενίκευσης, και παράλληλα εξάλειψη του κινδύνου της υπερπροσαρµογής του
δικτύου. Ακόµα καλύτερα αποτελέσµατα επιτυγχάνονται όταν υπάρχει ϕάση αξιολόγησης,
τόσο κατά τη διάρκεια, όσο και µετά την ολοκλήρωση της εκπαίδευσης. Συχνά για να πε-
ϱιοριστεί ο απαιτούµενος χρόνος ολοκλήρωσης της εκπαίδευσης, χρησιµοποιείται ένα µικρό
σύνολο αξιολόγησης σε κάθε κύκλο εκπαίδευσης, το οποίο ονοµάζεται σύνολο επικύρωσης,
ενώ η τελική αξιολόγηση γίνεται µε άλλο µεγαλύτερο σύνολο που δίνει µια καλή εκτίµηση
για το ϐαθµό αξιοπιστίας του δικτύου. Τεχνικές αυτού του τύπου εφαρµόζονται κατά κόρο
σε εφαρµογές όπου τα στατιστικά χαρακτηριστικά του χώρου των προτύπων είναι άγνωστα ή
όταν τα διαθέσιµα σύνολα εκπαίδευσης είναι σχετικά περιορισµένα σε µέγεθος και ανεπαρκή
για την πλήρη περιγραφή του.
Αξίζει να σηµειωθεί πως ο συνδυασµός ϕάσεων τροποποίησης και αξιολόγησης του νευ-
ϱωνικού δικτύου κατά τη διαδικασία εκπαίδευσης δίνει τη δυνατότητα συνεχούς παρακο-
λούθησης της απόδοσης του δικτύου, καλύτερου ελέγχου της διαδικασίας και περισσότερο
ϐέλτιστη επιλογή της τελικής διαµόρφωσης. Συχνά η διαδικασία εκπαίδευσης ενσωµατώ-
νει αυτόµατους µηχανισµούς καταγραφής και διατήρησης της ϐέλτιστης διαµόρφωσης του
δικτύου, καθώς διαµορφώνεται διαµέσου των εκπαιδευτικών κύκλων. ΄Ετσι µετά την ολο-
κλήρωση της εκπαίδευσης είναι εύκολη η επιλογή της διαµόρφωσης που δίνει την ϐέλτιστη
απόδοση.
Αν και οι όλες οι παραπάνω τεχνικές είναι ιδιαίτερα χρήσιµες για τη ϐελτίωση της ποιό-
τητας της διαδικασίας εκπαίδευσης, παρόλα αυτά παραµένει το πρόβληµα του καθορισµού
της τοπολογίας του δικτύου. Για την αντιµετώπιση του συγκεκριµένου Ϲητήµατος έχουν δη-
µοσιευτεί αναρίθµητα άρθρα και εργασίες µε σκοπό την διατύπωση κάποιας µεθοδολογίας
αυτόµατης επιλογής του πλήθους και του µεγέθους των νευρωνικών επιπέδων στο δίκτυο.
Το στοιχείο που αξίζει να σηµειωθεί εδώ είναι ότι, αν και ο συνολικός αριθµός ϐαρών στο
δίκτυο σχετίζεται έµµεσα µε το πλήθος των προτύπων εκπαίδευσης, η ακριβής διάταξη και
διασύνδεση των νευρώνων στο δίκτυο αποτελούν επιπλέον ελεύθερες παραµέτρους για το
σύστηµα, που δεν σχετίζονται µε κανένα τρόπο ούτε µε το σύνολο εκπαίδευσης, ούτε µε τη
δοµή και τη λειτουργία του αλγορίθµου εκπαίδευσης. Σε κάθε περίπτωση όµως η τοπολογία
και η δοµή του δικτύου επηρεάζει δραµατικά την πολυπλοκότητα και το ϐαθµό σύγκλισης
της διαδικασίας εκπαίδευσης.
Στις περισσότερες περιπτώσεις η επιλογή της τοπολογίας του δικτύου αποτελεί έναν από
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τους δυσκολότερους και ταυτόχρονα πιο κρίσιµους παράγοντες για την επιτυχία του νευ-
ϱωνικού δικτύου. Για πολυστρωµατικά δίκτυα τύπου perceptron που εκπαιδεύονται µε τον
αλγόριθµο εκπαίδευσης Back-Propagation έχουν διατυπωθεί κάποιοι εµπειρικοί κανόνες
που συνδέουν το µέγεθος των ακραίων επιπέδων (εισόδου, εξόδου) µε το µέγεθος των κρυ-
ϕών επιπέδων. Το µέγεθος των ακραίων επιπέδων µπορεί να καθοριστεί εν µέρει από τη
ϕύση του προβλήµατος και συγκεκριµένα από τη διάσταση των διανυσµάτων εισόδου και
εξόδου. Για δίκτυα µε τρία συνολικά νευρωνικά επίπεδα, το µέγεθος του µοναδικού κρυφού
επιπέδου συχνά καθορίζεται είτε ως η µέση τιµή των δύο µεγεθών, είτε ως η τετραγωνική
ϱίζα του συνολικού πλήθους των ϐαρών στο δίκτυο. Τα επίπεδα σχεδόν πάντα ϑεωρούνται
πλήρως διασυνδεδεµένα, δηλαδή όλες οι έξοδοι του ενός επιπέδου οδηγούνται ως είσοδοι σε
όλους τους νευρώνες του επόµενου επιπέδου.
Η απενεργοποίηση κάποιας διασύνδεσης πραγµατοποιείται απλά µε το µηδενισµό της
τιµής του αντίστοιχου ϐάρους. Σε µια προσπάθεια αυτοµατοποίησης της διαδικασίας καθο-
ϱισµού της τοπολογίας του νευρωνικού δικτύου έχουν προταθεί διάφορες τεχνικές, οι οποίες
µπορούν γενικά να κατηγοριοποιηθούν σε µεθόδους αύξησης και µεθόδους µείωσης της
τοπολογίας. Στην πρώτη περίπτωση ο αλγόριθµος ξεκινά από µια ελάχιστη τοπολογία και
προχωρά αυξάνοντας διαδοχικά την έκταση και την πολυπλοκότητά της. Αντίθετα, στη δεύ-
τερη περίπτωση ο αλγόριθµος ξεκινά από µια µέγιστη τοπολογία και προχωρά µειώνοντας
διαδοχικά την έκταση και την πολυπλοκότητά της. Η καταλληλότητα κάθε µιας από αυ-
τές εξαρτάται από το εκάστοτε πρόβληµα και τις απαιτήσεις σε ότι αφορά την απόδοση του
τελικού δικτύου.
Η αύξηση ή η µείωση της τοπολογίας του δικτύου µπορεί να γίνεται σε επίπεδο πλήθους
ϐαρών (διασυνδέσεων), πλήθους νευρώνων ή πλήθους νευρωνικών επιπέδων. Η δυσκολία
έγκειται κυρίως στο γεγονός ότι η επιµέρους εκτέλεση της διαδικασίας επιλογής τοπολογίας
και της διαδικασίας εκπαίδευσης δηµιουργεί πρακτικά µεγάλο κόστος ως προς το συνολικό
χρόνο και την πολυπλοκότητα της σχεδίασης του δικτύου. Συχνά ο καθορισµός της τοπολο-
γίας συνδυάζεται µε την εκπαίδευση του δικτύου για λόγους οικονοµίας, κάτι που οδηγεί σε
υποβέλτιστες λύσεις. Σε εφαρµογές όµως όπου δεν µπορεί να γίνει καλή αρχική εκτίµηση
της τοπολογίας, οποιαδήποτε αυτόµατη µέθοδος είναι ιδιαίτερα χρήσιµη.
Μια από τις πιο γνωστές µεθόδους αναζήτησης µιας ελάχιστης τοπολογίας είναι η επι-
λεκτική καταστροφή τµηµάτων του δικτύου (pruning). Μετά την ολοκλήρωση της εκπαί-
δευσης, η µέθοδος αναζητά ϐάρη των οποίων οι τιµές είναι σχετικά κοντά στο µηδέν, κάτι
που υποδεικνύει ότι οι συγκεκριµένες συνδέσεις είναι ασήµαντες για την απόδοση του δι-
κτύου. Ανάλογα µε την ανοχή σφάλµατος στην έξοδο, καταστρέφονται επιλεκτικά µε αυτό
τον τρόπο διασυνδέσεις νευρώνων, δίνοντας τελικά µια απλούστερη δοµή για την τοπολογία
του δικτύου. Ακριβώς το αντίθετο µπορεί να εφαρµοστεί µε αυξητικές µεθόδους, ξεκινώντας
από µικρές τοπολογίες και προσθέτοντας συνεχώς ϐάρη ή ολόκληρους νευρώνες µε σκοπό
τη ϐελτίωση της απόδοσης του δικτύου. Οι πιο σύγχρονες τεχνικές χρησιµοποιούν γενετι-
κούς αλγορίθµους για τη σταδιακή ανάπτυξη και ϐελτιστοποίηση της τοπολογίας. Αν και
συχνά αποδεικνύονται χρήσιµες σε πρακτική χρήση, παρόλα αυτά το ϐασικό µειονέκτηµα
των αυτοµατοποιηµένων µεθόδων είναι το γεγονός ότι δύσκολα αποσυνδέονται από τον ί-
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διο τον αλγόριθµο εκπαίδευσης και κατά συνέπεια η εφαρµογή τους σε ευρεία κλίµακα
αρχιτεκτονικών νευρωνικών δικτύων παραµένει µέχρι σήµερα προβληµατική.
Κεφάλαιο 8
Παραλλαγές του αλγορίθµου της
όπισθεν διάδοσης σφάλµατος
΄Οταν ο ϐασικός αλγόριθµος της όπισθεν διάδοσης σφάλµατος εφαρµόζεται σε ένα πρακτι-
κό πρόβληµα, η εκπαίδευση µπορεί να διαρκέσει µέρες ή εβδοµάδες υπολογιστικού χρόνου.
Για το λόγο αυτό έχουν γίνει έρευνες για νέες µεθόδους που επιταχύνουν τη σύγκλιση του αλ-
γορίθµου και οι οποίες χωρίζονται σε δύο κατηγορίες. Η πρώτη περιλαµβάνει την ανάπτυξη
ευρετικών τεχνικών όπως είναι η τεχνική της µεταβολής του ϱυθµού εκπαίδευσης. Η δεύτερη
κατηγορία επικεντρώνεται σε τεχνικές αριθµητικής ϐελτιστοποίησης [33], [6]. Στην ενότητα
αυτή ϑα αναφερθούµε σε δύο τεχνικές αριθµητικής ϐελτιστοποίησης που εφαρµόζονται στην
εκπαίδευση πολυστρωµατικών δικτύων perceptron, τη µέθοδο των συζυγών κλίσεων και τον
αλγόριθµο Levenberg-Marquardt.
8.1 Εκπαίδευση µε τη µέθοδο των συζυγών κλίσεων
΄Οπως περιγράψαµε σε προηγούµενη ενότητα η µέθοδος της πιο απότοµης καθόδου είναι
ο πιο απλός αλγόριθµος για την εύρεση του ελαχίστου µιας συνάρτησης όµως συγκλίνει
σχετικά αργά. Η µέθδος του Newton είναι πολύ γρηγορότερη, όµως απαιτεί τον υπολογισµό
του Εσσιανού πίνακα και του αντίστροφού του. Αντίθετα, η µέθοδος των συζυγών κλίσεων
δεν απαιτεί τον υπολογισµό των δεύτερων παραγώγων και έχει την ιδιότητα να συγκλίνει
στο ελάχιστο σηµείο µιας τετραγωνικής συνάρτησης σε πεπερασµένο αριθµό ϐηµάτων [10].
Η µέθοδος αυτή µπορεί να χρησιµοποιηθεί εξίσου για την εκπαίδευση πολυστρωµατικών
δικτύων χρησιµοποιώντας µια παραλλαγή του αλγορίθµου της όπισθεν διάδοσης σφάλµατος.
΄Οπως είδαµε ο αλγόριθµος των συζυγών κλίσεων συνοψίζεται στα παρακάτω ϐήµατα:
1. Επιλέγουµε την κατεύθυνση προς την οποία ϑα αναζητήσουµε το ελάχιστο σηµείο. Η
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2. Κάνουµε ένα ϐήµα σύµφωνα µε την εξίσωση
∆xk = akpk,
όπου ak είναι ο ϱυθµός εκπαίδευσης ο οποίος επιλέγεται έτσι ώστε να ελαχιστοποιεί τη
συνάρτηση κατά µήκος της κατεύθυνσης αναζήτησης
xk+1 = xk + akpk.
3. Στη συνέχεια επιλέγουµε την επόµενη κατεύθυνσης της αναζήτησης µε την εξίσωση













4. Αν ο αλγόριθµος δεν έχει συγκλίνει τότε επιστρέφουµε στο ϐήµα 2.
Αυτό ο αλγόριθµος δεν µπορεί να εφαρµοστεί απευθείας στην εκπαίδευση ενός πολυ-
στρωµατικού νευρωνικού δικτύου επειδή ο δείκτης απόδοσης δεν είναι µια τετραγωνική
συνάρτηση. Αυτό έχει σαν αποτέλεσµα να µην µπορούµε την εξίσωση 5.27 για ελαχιστοποί-
ηση του δείκτη απόδοσης όπως περιγράφεται στο ϐήµα 2. Επιπλέον, η ακριβής ϑέση του
ελάχιστου σηµείου δεν µπορεί να ϐρεθεί συνήθως σε πεπερασµένο αριθµό ϐηµάτων και ο
αλγόριθµος χρειάζεται να σταµατήσει µετά από κάποιον αριθµό επαναλήψεων.
Αρχικά απαιτείται µια διαδικασία για τον εντοπισµό του ελαχίστου µίας συνάρτησης προς
µια συγκεκριµένη κατεύθυνση. Η διαδικασία αυτή αποτελείται από δύο ϐήµατα. Εντοπίζεται
µια εσωτερική περιοχή η οποία περιέχει ένα τοπικό ελάχιστο. Στη συνέχεια µειώνουµε το
µέγεθος αυτής της αρχικής περιοχής έτσι ώστε να εντοπιστεί το ελάχιστο µε την επιθυµητή
ακρίβεια.
Για τον καθορισµό της εσωτερικής περιοχής ξεκινάµε υπολογίζοντας το δείκτη απόδοσης
σε ένα αρχικό σηµείο, a1. Το σηµείο αυτό αντιστοιχεί στις τιµές των ϐαρών του δικτύου,
υπολογίζουµε δηλαδή το
F (x0).
Το επόµενο ϐήµα είναι να υπολογιστεί η συνάρτηση σε ένα δεύτερο σηµείο, b1, το οποίο απέ-
χει απόσταση e από το αρχικό σηµείο κατά µήκος µιας διεύθυνσης p0. ∆ηλαδή υπολογίζουµε
το
F (x0 + ep0).
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Η διαδικασία συνεχίζεται υπολογίζοντας το δείκτη απόδοσης σε νέα σηµεία bl, διπλασιάζον-
τας σταδιακά την απόσταση µεταξύ των σηµείων. Η διαδικασία σταµατάει όταν η συνάρτηση
µεταξύ δύο διαδοχικών σηµείων που υπολογίσαµε, αρχίζει να αυξάνεται. ΄Οπως παρατηρού-
µε στο Σχήµα 8.1 γνωρίζουµε ότι το ελάχιστο σηµείο ϑα ϐρίσκεται µεταξύ των δύο σηµείων a5
και b5. Το ελάχιστο µπορεί να ϐρίσκεται είτε ανάµεσα στα a4 και b4, ή ανάµεσα στα a3 και b3
Σχήµα 8.1: Περιοχή εντοπισµού του ελάχιστου σηµείου.
όπως ϕαίνεται στο Σχήµα 8.2. Για να µειώσουµε αυτήν την περιοχή προκειµένου να ϐρούµε
το ελάχιστο πρέπει να υπολογίσουµε την τιµή της συνάρτησης F (x) για σηµεία µεταξύ του
διαστήµατος [a5,b5]. Θα χρειαστεί να υπολογίσουµε την τιµή της F (x) σε τουλάχιστον δύο
Σχήµα 8.2: Μείωση της περιοχής εντοπισµού του ελάχιστου σηµείου.
εσωτερικά σηµεία έτσι ώστε να µειώσουµε το µέγεθος της περιοχής όπου υπάρχει αβεβαιότη-
τα. Ο υπολογισµός της συνάρτησης σε ένα µόνο σηµείο δε µας παρέχει καµία πληροφορία
σχετικά µε την τοποθεσία του ελαχίστου. Αν όµως υπολογίσουµε τη συνάρτηση σε δύο ση-
µεία c και d όπως ϕαίνεται στο Σχήµα 8.2, µπορούµε να µειώσουµε αυτήν την περιοχή. Αν
F (c) > F (d), τότε το ελάχιστο σηµείο ϑα ϐρίσκεται στην περιοχή ανάµεσα στο διάστηµα
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[c, b], ενώ αν F (c) < F (d) τότε το ελάχιστο ϐρίσκεται στην περιοχή [a, b]. Στην περίπτωση
αυτή υποθέτουµε ότι υπάρχει ένα µόνο ελάχιστο σηµείο στην περιοχή που εντοπίσαµε.
Για να καθορίσουµε τα σηµεία c και d χρησιµοποιούµε µια µέθοδο η οποία µειώνει τον
αριθµό των υπολογισµών που απαιτούνται της συνάρτησης F (x) και ονοµάζεται Αναζήτηση
Χρυσής Περιοχής (Golden Section Search). Σύµφωνα µε τη µέθοδο αυτή σε κάθε επανάληψη
απαιτείται ένας νέος υπολογισµός της συνάρτησης. Για παράδειγµα στην περίπτωση του
Σχήµατος 8.2(ϐ) η συνάρτηση για το σηµείο a δεν υπολογίζεται και το σηµείο c ϑεωρείται ως
εξωτερικό σηµείο αυτής της περιοχής. ΄Ενα καινούργιο σηµείο c′ υπολογίζεται µεταξύ των
αρχικών σηµείων c και d. ΄Ετσι έχουµε µείωση αυτής της περιοχής.
Ο αλγόριθµος που κάνει αυτήν την αναζήτηση παρουσιάζεται παρακάτω:
• τ = 0.618, που ονοµάζεται χρυσή τοµή
• Θέτουµε
c1 = a1 + (1− τ)(b1 − a), Fc = F (c1)
και
d1 = b1 − (1− τ)(b1 − a1), Fd = F (d1)
• Για k = 1, 2, . . .
- Αν Fc < Fd τότε ϑέσε
ak+1 = ak; bk+1 = dk; dk+1 = ck
ck+1 = ak+1 + (1− τ)(bk+1 − ak+1)
Fd = Fc;Fc = F (ck+1)
- Αλλιώς ϑέσε
ak+1 = ck; bk+1 = bk; ck+1 = dk
dk+1 = bk+1 + (1− τ)(bk+1 − ak+1
Fc = Fd;Fd = F (dk+1)
• Ο αλγόριθµος σταµατάει όταν bk+1 − ak+1 < tol, όπου tol είναι η ακρίβεια που έχει
δοθεί από το χρήστη.
Τέλος υπάρχει άλλη µία µετατροπή που πρέπει να γίνει στον αλγόριθµο των συζυγών
κλίσεων πριν εφαρµοστεί στην εκπαίδευση ενός νευρωνικού δικτύου. Για τετραγωνικές συ-
ναρτήσεις ο αλγόριθµος συγκλίνει στο ελάχιστο σηµείο το πολύ σε n επαναλήψεις, όπου n
είναι ο αριθµός των ϐαρών και των πολώσεων του δικτύου που ϐελτιστοποιούνται. Ο δείκτης
απόδοσης για τα πολυστρωµατικά δίκτυα όµως δεν είναι µια τετραγωνική συνάρτηση. Η
ανάπτυξη του αλγορίθµου των συζυγών κλίσεων δεν υποδεικνύει ποια κατεύθυνση αναζήτη-
σης ϑα πρέπει να χρησιµοποιηθεί αφού έχει ολοκληρωθεί ένα κύκλος n επαναλήψεων. Η
πιο απλή µέθοδος είναι να ορίσουµε σαν κατεύθυνση αναζήτησης µετά από n επαναλήψεις
την κατεύθυνση που ορίζεται από τη µέθοδο της πιο απότοµης καθόδου.
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Στο Σχήµα 8.3 ϕαίνεται η σύγκλιση του αλγορίθµου στο ϐέλτιστο σύνολο των ϐαρών του
δικτύου, ενώ το Σχήµα 8.4 µας δείχνει τα ϐήµατα που ακολούθησε ο αλγόριθµος. Κάθε µπλε
κύκλος παριστάνει τα σηµεία στα οποία υπολογίζεται η συνάρτηση για την εύρεση της εσω-
τερικής περιοχής, ενώ οι κόκκινοι κύκλοι µας δείχνουν τα σηµεία τα οποία υπολογίστηκαν
για κάθε επανάληψη της µεθόδου Αναζήτησης Χρυσής Περιοχής.
Σχήµα 8.3: Σύγκλιση µε τη µέθοδο των συζυγών κλίσεων.
Σχήµα 8.4: Τα ϐήµατα του αλγορίθµου των συζυγών κλίσεων.
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8.2 Ο αλγόριθµος Levenberg-Marquardt
Ο αλγόριθµος Levenberg-Marquardt αποτελεί µια παραλλαγή της µεθόδου του New-
ton ο οποίος έχει σχεδιαστεί έτσι ώστε να ελαχιστοποιεί συναρτήσεις οι οποίες αποτελούν
αθροίσµατα τετραγώνων άλλων µη γραµµικών συναρτήσεων.
Αν υποθέσουµε ότι ο δείκτης απόδοσης είναι ένα άθροισµα τετραγώνων τότε η µέθοδος
του Newton για τη ϐελτιστοποίηση του δείκτη απόδοσης F (x) είναι
xk+1 = xk −A−1k gk, (8.1)




v2i (x) = v
T(x)v(x).











Ο πίνακας των µερικών παραγώγων γράφεται ως
∇F (x) = 2JT(x)v(x), (8.2)









































η οποία σε µορφή πινάκων γίνεται






Αν υποθέσουµε ότι το S(x) είναι µικρό τότε ο Εσσιανός πίνακας προσεγγιστικά υπολογίζεται
από την εξίσωση
∇2F (x) = 2JT(x)J(x). (8.3)
8.2 Ο αλγόριθµος Levenberg-Marquardt 105
Με αντικατάσταση στην εξίσωση 8.3 των εξισώσεων 8.1 και 8.7 έχουµε µια παραλλαγή της
µεθόδου του Newton η οποία ονοµάζεται µέθοδος Gauss-Newton [7]
xk+1 = xk − [2JT(xk)J(xk)]−12JT(xk)v(xk)
= xk − [JT(xk)J(xk)]−1JT(xk)v(xk) (8.4)
Το πλεονέκτηµα αυτής της µεθόδου είναι ότι δεν απαιτεί τον υπολογισµό των δεύτερων πα-
ϱαγώγων, όµως αντιµετωπίζει πρόβληµα αν ο πίνακας H = JTJ είναι µη αντιστρέψιµος.
Αυτό αντιµετωπίζεται χρησιµοποιώντας την ακόλουθη µετατροπή για την προσέγγιση του
Εσσιανού πίνακα
G = H + µI.
΄Ετσι ο αλγόριθµος Levenberg-Marquardt γίνεται
xk+1 = xk − [JT(xk)J(xk) + µkI]−1JT(xk)v(xk), (8.5)
ή
∆xk = −[JT(xk)J(xk) + µkI]−1JT(xk)v(xk). (8.6)
Ο αλγόριθµος αυτός έχει το χαρακτηριστικό ότι καθώς το µk αυξάνεται προσεγγίζει τον
αλγόριθµος της πιο απότοµης καθόδου για µικρό ϱυθµό εκπαίδευσης :
xk+1 = xk −
1
µk




ενώ καθώς το µk πλησιάζει το 0 ο αλγόριθµος συµπεριφέρεται όπως η µεθοδος Gauss-
Newton. Πιο αναλυτικά, ο αλγόριθµος ξεκινάει για µια µικρή τιµή του µk. Αν σε ένα ϐήµα
του αλγορίθµου η τιµή που παίρνουµε για το δείκτη απόδοσης F (x) είναι µικρότερη από
αυτή του προηγούµενου ϐήµατος, τότε το µk πολλαπλασιάζεται µε έναν παράγοντα θ > 1
και το ϐήµα αυτό επαναλαµβάνεται. Τότε ο δείκτης απόδοσης ϑα πρέπει να µειωθεί αφού ϑα
έχουµε κάνει ένα ϐήµα προς την κατεύθυνση που ορίζεται από τη µέθοδο της πιο απότοµης
καθόδου. Αν σε ένα επόµενο ϐήµα δεν πάρουµε µικρότερη τιµή του δείκτη απόδοσης τότε το
µk διαιρείται µε το θ για το επόµενο ϐήµα έτσι ώστε ο αλγόριθµος να προσεγγίζει τη µέθοδο
Gauss-Newton, η οποία ϑα πρέπει να παρέχει γρηγορότερη σύγκλιση. Ο αλγόριθµος αυτός
αποτελεί έναν συµβιβασµό ανάµεσα στην ταχύτητα που προσφέρει η µέθοδος του Newton
και στη ϐέβαιη σύγκλιση της µεθόδου της πιο απότοµης καθόδου.
Στη συνέχεια ϑέλουµε να εφαρµόσουµε τον αλγόριθµο Levenberg-Marquardt σε προβλή-
µατα εκπαίδευσης πολυστρωµατικών νευρωνικών δικτύων. Από την εξίσωση 7.2 ο δείκτης
απόδοσης για την εκπαίδευση πολυστρωµατικών δικτύων είναι το µέσο τετραγωνικό σφάλµα.
Αν κάθε επιθυµητή έξοδος έχει ίση πιθανότητα, το µέσο τετραγωνικό σφάλµα είναι ανάλογο
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όπου ej,q είναι το j στοιχείο του σφάλµατος για το q Ϲεύγος εισόδου και επιθυµητής εξόδου.
Στη συνέχεια πρέπει να υπολογίσουµε τον Ιακωβιανό πίνακα. Για τον υπολογισµού
αυτού του πίνακα χρησιµοποιείται µια παραλλαγή του αλγορίθµου της όπισθεν διάδοσης
σφάλµατος. Αρχικά πρέπει να υπολογίσουµε τις παραγώγους των σφαλµάτων. Το διάνυσµα
των σφαλµάτων δίνεται από τη σχέση
vT = [ v1 v1 . . . vN ] = [ e1,1 e2,1 . . . eSM ,1 e1,2 . . . eSM ,Q ],
και το διάνυσµα των ϐαρών είναι
xT = [ x1 x1 . . . xN ] = [ w11,1 w
1












N = Q · SM
και
n = S1(R+ 1) + S2(S1 + 1) + . . .+ SM (SM−1 + 1).






















































Στη συνέχεια ο αλγόριθµος Levenberg-Marquardt συνοψίζεται στα παρακάτω ϐήµατα:
1. Τροφοδότησε όλες τις εισόδους στο δίκτυο και υπολόγισε τις αντίστοιχες εξόδους σύµ-
ϕωνα µε τις εξισώσεις
y0 = p,
ym+1 = fm+1(Wm+1ym + bm+1), για m = 0, 1, . . . ,M − 1,
όπως στον αλγόριθµο της όπισθεν διάδοσης σφάλµατος. Υπολόγισε επίσης τα σφάλµα-
τα
eq = tq − yMq
και το άθροισµα των τετραγώνων των σφαλµάτων για όλες τις εισόδους χρησιµοποιώντας
την εξίσωση 8.7.
2. Υπολόγισε τον Ιακωβιανό πίνακα J(x). Ο αλγόριθµος Levenberg-Marquardt αρχικο-
ποιείται σύµφωνα µε την εξίσωση
SMq = F
M(nMq ),
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όπου το FM(nm) ορίζεται από την εξίσωση 7.8. Κάθε στήλη του πίνακα SMq τροφο-
δοτείται ανάστροφα στο δίκτυο σύµφωνα µε την εξίσωση 7.9 και παράγει µια γραµµή




Οι συνολικοί πίνακες για κάθε επίπεδο δηµιουργούνται χωρίζοντας τους πίνακες που
υπολογίστηκαν για κάθε είσοδο σύµφωνα µε τη σχέση
Sm = [Sm1 |Sm2 | · · · |SmQ ].










































, όπου h = (q− 1)SM + k.
3. ΄Επειτα λύσε την εξίσωση 8.6 για να υπολογιστεί το ∆xk.
4. Τέλος υπολόγισε ξανά το άθροισµα των τετραγωνικών σφαλµάτων χρησιµοποιώντας τη
σχέση xk + ∆xk. Αν το καινούργιο άθροισµα είναι µικρότερο από αυτό που υπολογί-
στηκε στο ϐήµα 1, τότε διαίρεσε το µ µε θ και επέστρεψε στο ϐήµα 1. Αν το άθροισµα
δεν ελαττώνεται τότε πολλαπλασίασε το µε µ µε θ και επέστρεψε στο ϐήµα 3.
Ο αλγόριθµος συγκλίνει όταν η νόρµα του διανύσµατος των µερικών παραγώγων έτσι όπως
υπολογίζεται από την εξίσωση 8.7 είναι µικρότερη από κάποια προκαθορισµένη τιµή, ή όταν







Πρακτική εφαρµογή των Τεχνητών
Νευρωνικών ∆ικτύων
Στην ενότητα αυτή ϑα παρουσιάσουµε µερικά ϐασικά προβλήµατα εκπαίδευσης Τεχνη-
τών Νευρωνικών ∆ικτύων και ϑα συγκρίνουµε τα αποτελέσµατα του αλγορίθµου της όπισθεν
διάδοσης σφάλµατος σε αυτά τα προβλήµατα όταν χρησιµοποιούµε εκπαίδευση ανά οµάδα
προτύπων εισόδου και εκπαίδευση ανά πρότυπο εισόδου. Σε όλα τα προβλήµατα χρησι-
µοποιήσαµε Νευρωνικά ∆ίτυα µε ένα κρυφό επίπεδο. Αρχικά έγιναν δοκιµές προκειµένου
να ϐρούµε το ϐέλτιστο αριθµό των κρυφών νευρώνων που απαιτούνται για την εκπαίδευση
του δικτύου έτσι ώστε να ελαχιστοποιείται το µέσο τετραγωνικό σφάλµα. ∆ιατηρήσαµε µια
σταθερή τιµή για το ϱυθµό εκπαίδευσης και σταθερό αριθµό εποχών.
9.1 Παραδείγµατα και Αποτελέσµατα
9.1.1 Προσέγγιση µιας συνεχούς συνάρτησης
Αρχικά ϑα εκπαιδεύσουµε ένα πολυστρωµατικό δίκτυο Perceptron έτσι ώστε να προσαρ-
µόζεται στα δεδοµένα µιας συνάρτησης η οποία περιγράφεται από την εξίσωση
y = sin(x) ∗ cos(4πx).
Η γραφική αναπαράσταση αυτής της συνάρτησης ϕαίνεται στο Σχήµα 9.1. Για την εκπαίδευ-
ση του νευρωνικού δικτύου χρησιµοποιήθηκαν ως δεδοµένα εκπαίδευσης 20 ισαπέχουσες
τιµές της συνάρτησης στο διάστηµα [-1,1]. Αρχικά εκπαιδεύσαµε ένα δίκτυο τριών επιπέ-
δων για διαφορετικό αριθµό κρυφών νευρώνων κάθε ϕορά χρησιµοποιώντας τον αλγόριθµο
Levenberg-Marquardt. Το αποδεκτό σφάλµα του δικτύου επιλέχθηκε να είναι ίσο µε 0.01.
Τα αποτελέσµατα παρουσιάζονται στον πίνακα 9.1. Η απόδοση του δικτύου ορίζεται ως το
µέσο τετραγωνικό σφάλµα της εξόδου του δικτύου.
Παρατηρούµε ότι όσο αυξάνεται ο αριθµός των νευρώνων, το µέσο τετραγωνικό σφάλµα
µειώνεται. Για 2 και 4 κρυφούς νευρώνες το δίκτυο δε συγκλίνει στον επιθυµητό στόχο.
΄Οταν χρησιµοποιήσαµε 5 κρυφούς νευρώνες, το δίκτυο εκπαιδεύτηκε σύµφωνα µε το στόχο
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112 Κεφάλαιο 9. Πρακτική εφαρµογή των Τεχνητών Νευρωνικών ∆ικτύων
Σχήµα 9.1: Γραφική αναπαράσταση της συνάρτησης y = sin(x) ∗ cos(4πx).
που του είχαµε δώσει, δηλαδή να έχουµε µικρότερο τετραγωνικό σφάλµα από 0.01. Στο
Σχήµα 9.2 µε µπλε γραµµή αναπαρίσταται η έξοδος του δικτύου όταν χρησιµοποιήθηκαν 5
νευρώνες στο κρυφό επίπεδο, ενώ µε κόκκινη γραµµή αναπαρίσταται η επιθυµητή έξοδος
που προσεγγίζει τη συνάρτηση. Παρατηρούµε ότι η προσαρµογή της συνάρτησης δεν είναι
ακριβής, δηλαδή για κάποια δεδοµένα εισόδου το δίκτυο αυτό δεν παράγει τον επιθυµητό
στόχο. Η προσαρµογή είναι πιο καλή όταν χρησιµοποιούµε 10 νευρώνες στο κρυφό επίπεδο
όπως ϕαίνεται στο Σχήµα 9.3, ενώ όταν χρησιµοποιήθηκαν 15 κρυφοί νευρώνες η έξοδος
του δικτύου προσαρµόζεται ακριβώς στα δεδοµένα της συνάρτησης όπως παρατηρούµε στο
Σχήµα 9.4 Στο Σχήµα 9.5 ϐλέπουµε πώς µεταβάλλεται το µέσο τετραγωνικό σφάλµα ανάλογα
µε τον αριθµό των νευρώνων στο κρυφό επίπεδο.
Εποµένως χρησιµοποιούµε σαν ϐέλτιστη τοπολογία ένα Τεχνητό Νευρωνικό ∆ίκτυο 1-
15-1. Στη συνέχεια εκτελέσαµε 100 επαναλήψεις για την εκπαίδευση του δικτύου χρησι-
µοποιώντας τέσσερις διαφορετικές µεθόδους εκπαίδευσης, τις traingd, trainlm, trainr και
trainc. Οι δύο πρώτες µέθοδοι traingd και trainlm πραγµατοποιούν εκπαίδευση ανά οµά-
δα προτύπων εισόδου σύµφωνα µε τον ϐασικό αλγόριθµο της όπισθεν διάδοσης σφάλµατος
και τον αλγόριθµο Levenberg-Marquardt αντίστοιχα. Η µέθοδος trainr πραγµατοποιεί εκ-
παίδευση ανά πρότυπο εισόδου, επιλέγοντας τυχαία κάθε ϕορά το πρότυπο το οποίο ϑα
τροφοδοτηθεί στο δίκτυο, ενώ η µέθοδος trainc πραγµατοποιεί εκπαίδευση ανά πρότυπο
εισόδου χρησιµοποιώντας όµως κύκλους εκπαίδευσης στους οποίους κάθε πρότυπο παρου-
σιάζεται µία µόνο ϕορά. Στην περίπτωση αυτή µειώσαµε το αποδεκτό σφάλµα από 0.01 σε
0.001. Για κάθε µέθοδο µετράµε την επιτυχία εκπαίδευσης του δικτύου, η οποία ορίζεται ως
ο αριθµός των επιτυχιών εκπαίδευσης του δικτύου σύµφωνα µε τα κριτήρια που του έχουµε
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Σχήµα 9.2: ΄Εξοδος του δικτύου για 5 κρυφούς νευρώνες.
Σχήµα 9.3: ΄Εξοδος του δικτύου για 10 κρυφούς νευρώνες.
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Σχήµα 9.4: ΄Εξοδος του δικτύου για 15 κρυφούς νευρώνες.
Σχήµα 9.5: Μέσο τετραγωνικό σφάλµα συναρτήσει του αριθµού των κρυφών νευρώνων.
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Πίνακας 9.1: Αποτελέσµατα εκπαίδευσης για τη συνάρτηση y χρησιµοποιώντας διαφορετικό
αριθµό κρυφών νευρώνων
Αριθµός κρυφών Ρυθµός Αποδεκτό Απόδοση
νευρώνων εκπαίδευσης σφάλµα
2 0.01 0.01 0.0921
4 0.01 0.01 0.0151
5 0.01 0.01 0.0082
6 0.01 0.01 0.0095
8 0.01 0.01 0.0076
10 0.01 0.01 0.0077
12 0.01 0.01 0.0045
15 0.01 0.01 0.0040
δώσει, µετά από 100 δοκιµές. Στον πίνακα 9.2 παρουσιάζονται τα συγκριτικά αποτελέσµα-
τα των µεθόδων. Ως M ορίζεται η µέση τιµή του τετραγωνικού σφάλµατος και σ η τυπική
απόκλιση για 100 επαναλήψεις.
Πίνακας 9.2: Συγκριτικά αποτελέσµατα των διαφόρων µεθόδων εκπαίδευσης για µια συνεχή
συνάρτηση
Αλγόριθµος M σ Επιτυχία
traingd 0.0275 0.0094 -
trainlm 0.0279 0.1033 85%
trainr 0.00092149 0.000068194 100%
trainc 0.00099915 0.000000551 100%
Παρατηρούµε ότι όταν πραγµατοποιήθηκε εκπαίδευση ανά πρότυπο εισόδου µε τη µέθο-
δο trainr, το δίκτυο είχε 100% επιτυχία, ενώ όταν η εκπαίδευση έγινε ανά οµάδα προτύπων
η επιτυχία εκπαίδευσης του δικτύου ήταν µικρότερη, 85% όταν χρησιµοποιήθηκε ο αλγό-
ϱιθµος Levenberg-Marquardt, ενώ όταν χρησιµοποιήσαµε το ϐασικό αλγόριθµο της όπισθεν
διάδοσης σφάλµατος το δίκτυο απέτυχε να εκπαιδευτεί. Αυτό συµβαίνει επειδή η εκπαί-
δευση ανά τυχαίο πρότυπο εισόδου έχει το πλεονέκτηµα να ξεφεύγει από τοπικά ελάχιστα
κατά τη διαδικασία εκπαίδευσης. Για την εκπαίδευση µε τον κλασικό αλγόριθµο όπισθεν
διάδοσης σφάλµατος όταν χρησιµοποιήθηκε µεγαλύτερος ϱυθµός εκπαίδευσης, 0.12, η εκ-
παίδευση είχε 100% επιτυχία. Στον πίνακα 9.3 παρουσιάζεται η απόδοση του αλγορίθµου
για διαφορετικές τιµές του ϱυθµού εκπαίδευσης.
Στα επόµενα παραδείγµατα δε ϑα χρησιµοποιήσουµε τον κλασικό αλγόριθµο της όπισθεν
διάδοσης σφάλµατος, καθώς αυτός είναι σχετικά αργός και υπερκαλύπτεται από τη χρήση
του αλγορίθµου Levenberg-Marquardt.
Στο Σχήµα 9.6 ϕαίνεται η απόδοση του αλγορίθµου όταν χρησιµοποιείται εκπαίδευση
ανά οµάδα προτύπων εισόδου για 1000 εποχές, ενώ στο Σχήµα 9.7 παρουσιάζεται η απόδοση
116 Κεφάλαιο 9. Πρακτική εφαρµογή των Τεχνητών Νευρωνικών ∆ικτύων
Πίνακας 9.3: Απόδοση του κλασικού αλγορίθµου όπισθεν διάδοση σφάλµατος για διαφορε-









του αλγορίθµου όταν έχουµε εκπαίδευση ανά πρότυπο εισόδου. Παρατηρούµε ότι όταν
έχουµε εκπαίδευση ανά οµάδα προτύπων το µέσο τετραγωνικό σφάλµα µειώνεται σε κάθε
εποχή µέχρι να συγκλίνει στο επιθυµητό αποτέλεσµα, γι’αυτό αναπαρίσταται συνήθως ως
µία καµπύλη η οποία µειώνεται συνεχώς µε το χρόνο. Αντίθετα όταν έχουµε εκπαίδευση
ανά πρότυπο εισόδου, το µέσο τετραγωνικό σφάλµα διαφέρει σε κάθε εποχή και µπορεί
να είναι µικρότερο ή µεγαλύτερο από την προηγούµενη εποχή, όµως συνολικά το σφάλµα
µειώνεται µε το χρόνο. Αυτό συµβαίνει επειδή το µέσο τετραγωνικό σφάλµα υπολογίζεται για
ένα πρότυπο που τροφοδοτείται στο δίκτυο σε κάθε εποχή. Η αναπροσαρµογή των ϐαρών
γίνεται µετά την τροφοδότηση του κάθε προτύπου στο δίκτυο, εποµένως µε την παρουσίαση
του επόµενου προτύπου το µέσο τετραγωνικό σφάλµα της εξόδου µπορεί να είναι µεγαλύτερο
ή και µικρότερο από την προηγούµενη τιµή του. Καθώς όµως τα πρότυπα παρουσιάζονται
στο δίκτυο και γίνεται η αναπροσαρµογή των ϐαρών, το συνολικό σφάλµα του δικτύου τείνει
να συγκλίνει προς το ελάχιστο.
9.1.2 Το πρόβληµα της περιττής ισοτιµίας
Το πρόβληµα της περιττής ισοτιµίας είναι παρόµοιο µε το πρόβληµα της αποκλειστικής
διάζευξης, αλλά η διαδικασία εκπαίδευσης ενός νευρωνικού δικτύου το οποίο επιλύει το
πρόβληµα αυτό είναι πιο δύσκολη. Η συνάρτηση αυτή δέχεται τρεις εισόδους και δίνει µία
έξοδο. Οι είσοδοι και η έξοδος µπορεί να είναι 0 ή 1 µόνον και ισχύει ο εξής περιορισµός :
Εάν οι είσοδοι αποτελούνται από άρτιο πλήθος 1, τότε η έξοδος είναι 0, ενώ εάν το πλήθος
των 1 είναι περιττό, τότε η έξοδος είναι 1. Οι όροι αυτοί συνοψίζονται στον Πίνακα 9.4.
Στην περίπτωση αυτή χρησιµοποιήσαµε ένα Τεχνητό Νευρωνικό ∆ίκτυο µε 5 κρυφούς
νευρώνες. Στη συνέχεια εκτελέσαµε 100 επαναλήψεις για την εκπαίδευση του δικτύου χρη-
σιµοποιώντας τις µεθόδους εκπαίδευσης trainlm, trainr και trainc. Ο ϱυθµός εκπαίδευσης
για κάθε επανάληψη τίθεται ίσος µε 0.01, ενώ ο αλγόριθµος εκπαίδευσης συγκλίνει όταν
το µέσο τετραγωνικό σφάλµα γίνει µικρότερο ή ίσο από 0.01. Τα αποτελέσµατα αυτών των
µεθόδων ϕαίνονται στον πίνακα 9.5.
΄Οπως παρατηρούµε οι µέθοδοι trainlm και trainr έχουν σχεδόν το ίδιο ποσοστό επιτυ-
9.1 Παραδείγµατα και Αποτελέσµατα 117
Σχήµα 9.6: Μέσο τετραγωνικό σφάλµα κατά τη διάρκεια εκπαίδευσης ανά οµάδα προτύπων
εισόδου.
Σχήµα 9.7: Μέσο τετραγωνικό σφάλµα κατά τη διάρκεια εκπαίδευσης ανά πρότυπο εισόδου.
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Πίνακας 9.4: Πίνακας αληθείας του προβλήµατος της περιττής ισοτιµίας
Είσοδος 1 Είσοδος 2 Είσοδος 3 ΄Εξοδος
0 0 0 0
0 0 1 1
0 1 0 1
0 1 1 0
1 0 0 1
1 0 1 0
1 1 0 0
1 1 1 1
Πίνακας 9.5: Συγκριτικά αποτελέσµατα των διαφόρων µεθόδων εκπαίδευσης για το πρόβλη-
µα της περιττής ισοτιµίας
Αλγόριθµος M σ Επιτυχία
trainlm 0.0968 0.2146 76%
trainr 0.0219 0.0240 75%
trainc 0.0199 0.0240 80%
χίας µε ελαφρύ προβάδισµα της πρώτης. Αντίθετα η µέθοδος trainc παρουσιάζει καλύτερα
αποτελέσµατα µε ποσοστό επιτυχίας εκπαίδευσης 80%.
9.1.3 Αναγνώριση προτύπων
Στη συνέχεια εξετάζουµε ένα πρόβληµα εκπαίδευσης ενός πολυστρωµατικού δικτύου το
οποίο αναγνωρίζει τους αριθµούς από 0 ως 9. Για την εκπαίδευση χρησιµοποιήθηκε νευ-
ϱωνικό δίκτυο µε 9 κρυφούς νευρώνες. Ο ϱυθµός εκπαίδευσης σε κάθε περίπτωση όπως
και πρίν είναι ίσος µε 0.01 και ο αλγόριθµος εκπαίδευσης τερµατίζεται όταν το µέσο τετρα-
γωνικό σφάλµα γίνει µικρότερο ή ίσο από 0.01. Στην περίπτωση αυτή όπως ϕαίνεται στον
πίνακα 9.6 ο αλγόριθµος Levenberg-Marquardt έχει ποσοστό επιτυχίας εκπαίδευσης 98%
ενώ όταν χρησιµοποιήσαµε εκπαίδευση ανά πρότυπο εισόδου, ο αλγόριθµος δεν κατάφερε
να συγκλίνει σε καµία περίπτωση.
Πίνακας 9.6: Συγκριτικά αποτελέσµατα των διαφόρων µεθόδων εκπαίδευσης για το πρόβλη-
µα της αναγνώρισης αριθµών
Αλγόριθµος M σ Επιτυχία
trainlm 0.0078 0.0031 98%
trainr 0.0283 0.0069 -
trainc 0.0298 0.0097 -
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9.1.4 Το πρόβληµα Sonar
Είναι πρακτικό να εφαρµόσουµε ακόµη ένα πρόβληµα εκπαίδευσης έτσι ώστε να συγ-
κρίνουµε τη συµπεριφορά των διαφόρων αλγορίθµων εκπαίδευσης που εξετάσαµε. Στο πρό-
ϐληµα Sonar τα δεδοµένα εκπαίδευσης προκύπτουν από τη χρήση αισθητήρων σε ένα ειδικό
ϱοµπότ. Το ϱοµπότ αυτό προσπαθεί να αποφασίσει αν ένα εµπόδιο είναι ϐράχος ή νάρκη. Το
δίκτυο το οποίο χρησιµοποιήθηκε για την επίλυση αυτού του προβλήµατος είναι ένα πολυ-
στρωµατικό δίκτυο τριών επιπέδων µε 8 κρυφούς νευρώνες. Επειδή το σύνολο των δεδοµένων
εκπαίδευσης είναι αρκετά µεγάλο για την πιο αποτελεσµατική και γρήγορη εκπαίδευση του
δικτύου χρησιµοποιήσαµε σύνολα αξιολόγησης και δοκιµής.
Τα αποτελέσµατα της εκπαίδευσης όταν χρησιµοποιήσαµε εκπαίδευση ανά οµάδα προ-
τύπων εισόδου και εκπαίδευση ανά πρότυπο εισόδου ϕαίνονται στον πίνακα 9.7. Στην πε-
ϱίπτωση αυτή ο αλγόριθµος που πραγµατοποιεί την εκπαίδευση ανά οµάδα προτύπων έχει
µεγαλύτερη επιτυχία από την εκπαίδευση ανά πρότυπο εισόδου. Παρόλα αυτά παρατηρούµε
ότι η διακύµανση του σφάλµατος στη περίπτωση που έχουµε εκπαίδευση ανά οµάδα προ-
τύπων εισόδου είναι πολύ µεγαλύτερη, ενώ στην εκπαίδευση ανά πρότυπο εισόδου το µέσο
τετραγωνικό σφάλµα παίρνει τιµές κοντά στο 0.01.
Πίνακας 9.7: Συγκριτικά αποτελέσµατα των µεθόδων εκπαίδευσης για το πρόβληµα Sonar
Αλγόριθµος M σ Επιτυχία
trainlm 0.1076 0.1659 62%
trainr 0.0112 0.0015 13%
Χρησιµοποιώντας όλο το σύνολο των δεδοµένων για την εκπαίδευση δεν µπορούµε να
έχουµε άποψη σχετικά µε το αν συµβαίνει υπερπροσαρµογή του δικτύου. Για το λόγο αυτό
µπορούµε να χωρίσουµε το σύνολο των δεδοµένων εκπαίδευσης σε τρία υποσύνολα. Το πρώ-
το υποσύνολο αποτελείται από τα δεδοµένα που ϑα χρησιµοποιηθούν για την εκπαίδευση
του δικτύου. Το δεύτερο υποσύνολο αποτελεί το σύνολο αξιολόγησης του δικτύου και το µέ-
γεθός του είναι το ένα τέταρτο από το αρχικό σύνολο των δεδοµένων. Το τρίτο υποσύνολο, το
σύνολο δοκιµής, το οποίο αποτελεί επίσης το ένα τέταρτο του αρχικού συνόλου, δε χρησιµο-
ποιείται στην εκπαίδευση αλλά τροφοδοτείται στο δίκτυο µετά από αυτήν για να αξιολογηθεί
η αποδοτικότητα του δικτύου. ΄Οταν έχουµε τέτοια σύνολα η εκπαίδευση µπορεί επίσης να
τερµατιστεί όταν το σφάλµα του συνόλου αξιολόγησης αυξηθεί πολύ.
Τα αποτελέσµατα της εκπαίδευσης όταν χρησιµοποιούµε σύνολα αξιολόγησης και δο-
κιµής συνοψίζονται στον πίνακα 9.8. Εδώ η εκπαίδευση ανά πρότυπο εισόδου έχει σαφώς
καλύτερα αποτελέσµατα µε ποσοστό επιτυχίας 99%. Στο σηµείο αυτό µπορούµε να υπολογί-
σουµε την ακρίβεια µε την οποία το δίκτυο αναγνωρίζει τα δεδοµένα εισόδου αφού αυτό έχει
εκπαιδευτεί. ΄Οταν λοιπόν τροφοδοτούµε το δίκτυο µε ολόκληρο το σύνολο των δεδοµένων
εκπαίδευσης, τότε η ακρίβεια του δικτύου δηλαδή το ποσοστό των προτύπων που έχουν την
επιθυµητή έξοδο είναι 5% στην περίπτωση που η εκπαίδευση ήταν ανά οµάδα προτύπων,
και 52% όταν έγινε εκπαίδευση ανά πρότυπο εισόδου. Το ποσοστό στην πρώτη περίπτωση
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Πίνακας 9.8: Συγκριτικά αποτελέσµατα των µεθόδων εκπαίδευσης µε σύνολα αξιολόγησης
και δοκιµής για το πρόβληµα Sonar
Αλγόριθµος M σ Επιτυχία
trainlm 0.2347 0.2628 34%
trainr 0.0096 0.00047 99%
είναι απογοητευτικό, το δίκτυο δεν έχει καταφέρει να αναγνωρίσει τα πρότυπα. Η συµπε-
ϱιφορά αυτή µπορεί να εξηγηθεί αν παρατηρήσουµε το Σχήµα 9.8, το οποίο µας δείχνει τη
συµπεριφορά του αλγορίθµου κατά την εκπαίδευση ανά οµάδα προτύπων εισόδου. Με µπλε
γραµµή απεικονίζεται το µέσο τετραγωνικό σφάλµα του συνόλου εκπαίδευσης, µε πράσινη
του συνόλου αξιολόγησης και µε κόκκινη του συνόλου δοκιµής κατά τη διάρκεια της εκπαί-
δευσης του δικτύου. Στο Σχήµα αυτό το σφάλµα του συνόλου αξιολόγησης παρουσιάζεται
να έχει µεγάλη απόκλιση από το σφάλµα του συνόλου δοκιµής. Αντίθετα το Σχήµα 9.9
µας δείχνει τη συµπεριφορά του αλγορίθµου κατά την εκπαίδευση ανά πρότυπο εισόδου.
Το αποτέλεσµα εδώ είναι λογικό, καθώς το σφάλµα του συνόλου αξιολόγησης και του συ-
νόλου δοκιµής έχουν παρόµοια χαρακτηριστικά και δεν παρουσιάζεται κάποια σηµαντική
υπερπροσαρµογή στο δίκτυο. ΄Οταν χρησιµοποιήθηκε εκπαίδευση ανά πρότυπο εισόδου, το
δίκτυο κατάφερε να αναγνωρίσει όλα τα πρότυπα τα οποία χρησιµοποιήθηκαν για την εκ-
παίδευση του δικτύου, δηλαδή το 50% του αρχικού συνόλου των δεδοµένων. Παρόλα αυτά
δεν καταφέρνει να αναγνωρίσει άγνωστα πρότυπα που τροφοδοτούνται για πρώτη ϕορά στο
δίκτυο.
Σχήµα 9.8: Μέσο τετραγωνικό σφάλµα κατά τη διάρκεια εκπαίδευσης ανά οµάδα προτύπων
εισόδου για το πρόβληµα Sonar.
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Σχήµα 9.9: Μέσο τετραγωνικό σφάλµα κατά τη διάρκεια εκπαίδευσης ανά πρότυπο εισόδου
για το πρόβληµα Sonar.
9.2 Συµπεράσµατα
Τα πολυστρωµατικά νευρωνικά δίκτυα είναι ικανά να εκτελέσουν σχεδόν οποιοδήποτε
γραµµικό ή µη γραµµικό υπολογισµό και µπορούν να προσοµοιώσουν οποιαδήποτε τυχαία
συνάρτηση αρκετά καλά.
Ο κλασικός αλγόριθµος της όπισθεν διάδοσης σφάλµατος είναι γενικά πολύ αργός γιατί
απαιτεί µικρές τιµές του ϱυθµού εκπαίδευσης έτσι ώστε να έχουµε σταθερή εκπαίδευση.
Ο αλγόριθµος Levenberg-Marquardt µπορεί να χρησιµοποιηθεί µόνο για µικρά ή µεσαίου
µεγέθους δίκτυα γιατί έχει µεγάλες απαιτήσεις σε µνήµη. Οι αλγόριθµοι εκπαίδευσης ανά
πρότυπο εισόδου µπορούν να εκπαιδεύσουν αποδοτικά µεγάλου µεγέθους τεχνητά νευρω-
νικά δίκτυα. Επίσης παρέχουν τη δυνατότητα συνεχούς εκπαίδευσης µε νέα δεδοµένα µετά
από την πρώτη εκπαίδευση του δικτύου.
Στα προβλήµατα που είδαµε οι τεχνικές εκπαίδευσης ανά πρότυπο εισόδου στις περισσό-
τερες περιπτώσεις ήταν πιο αποτελεσµατικές όµως η εκπαίδευση ήταν πιο αργή σε σύγκριση
µε τις τεχνικές εκπαίδευσης ανά οµάδα προτύπων εισόδου. Επίσης η επιφάνεια σφάλµατος
ενός µη γραµµικού νευρωνικού δικτύου είναι περισσότερο πολύπλοκη από την επιφάνεια
σφάλµατος ενός γραµµικού δικτύου καθώς µπορεί να περιέχει πολλά τοπικά ελάχιστα. Οι
τεχνικές εκπαίδευσης ανά πρότυπο εισόδου λόγω της στοχαστικότητας που τις διακρίνουν
µπορούν να ξεφύγουν από τοπικά ακρότατα.
Σε κάθε περίπτωση, η επιλογή το κατάλληλου αλγορίθµου εκπαίδευσης εξαρτάται απο-







Για την εφαρµογή του πρακτικού µέρους αυτής της εργασίας χρησιµοποιήθηκε το λο-
γισµικό Matlab. Παρακάτω δίνεται ο κώδικας που υλοποιήθηκε για την εκπαίδευση ενός
Τεχνητού Νευρωνικού ∆ικτύου µε τον αλγόριθµο Levenberg-Marquardt:
function [apodosi,success,net1,accuracy1]=nnt_lm(P,T,hidden,tp)
if nargin < 3
error(’Not enough arguments.Arguments: P(input),T(target),
hidden(number of neurons in the hidden layer),
tp(vector of network parmeters)’)
elseif nargin == 3
tp=[];






df = tp(1); % Display frequency
lr = tp(2); % Learning rate
me = tp(3); % Maximum epochs
eg = tp(4); % Error goal
iterations = tp(5); % Number of iterations
end










[net1,tr]=train(net,P,T); %Train the network
[k l] = size(tr.perf);
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apodosi(i)=tr.perf(l);
if apodosi(i) <= eg




accuracy1=accuracy(a,T); %Give the accuracy of the network
Στη συνέχεια παρατίθεται ο κώδικας που χρησιµοποιήθηκε για την εκπαίδευση µε τον
κλασικό αλγόριθµο της όπισθεν διάδοσης σφάλµατος:
function [apodosi,success,net1,accuracy1]=nnt_gd(P,T,hidden,tp)
if nargin < 3
error(’Not enough arguments.Arguments: P(input),T(target),
hidden(number of neurons in the hidden layer),
tp(vector of network parmeters)’)
elseif nargin == 3
tp=[];






df = tp(1); % Display frequency
lr = tp(2); % Learning rate
me = tp(3); % Maximum epochs
eg = tp(4); % Error goal
iterations = tp(5); % Number of iterations
end











[net1,tr]=train(net,P,T); %Train the network
[k l] = size(tr.perf);
apodosi(i)=tr.perf(l);
if apodosi(i) <= eg




accuracy1=accuracy(a,T); %Give the accuracy of the network
Οµοίως δίνεται ο κώδικας που χρησιµοποιήθηκε για την εκπαίδευση ανά πρότυπο εισόδου
µε τη µέθοδο trainr:
function [apodosi,success,net1,accuracy1]=nnt_on(P,T,hidden,tp)
if nargin < 3
error(’Not enough arguments.Arguments: P(input),T(target),
hidden(number of neurons in the hidden layer),
tp(vector of network parmeters)’)
elseif nargin == 3
tp=[];







df = tp(1); % Display frequency
lr = tp(2); % Learning rate
me = tp(3); % Maximum epochs
eg = tp(4); % Error goal
iterations = tp(5); % Number of iterations
end










[net1,tr]=train(net,P,T); %Train the network
[k l] = size(tr.perf);
apodosi(i)=tr.perf(l);
if apodosi(i) <= eg




accuracy1=accuracy(a,T); %Give the accuracy of the network
Ο κώδικας που χρησιµοποιήθηκε για την εκπαίδευση ανά πρότυπο εισόδου µε τη µέθοδο
trainc είναι ο εξής:
function [apodosi,success,net1,accuracy1]=nnt_on2(P,T,hidden,tp)
if nargin < 3
error(’Not enough arguments.Arguments: P(input),T(target),
hidden(number of neurons in the hidden layer),
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tp(vector of network parmeters)’)
elseif nargin == 3
tp=[];






df = tp(1); % Display frequency
lr = tp(2); % Learning rate
me = tp(3); % Maximum epochs
eg = tp(4); % Error goal
iterations = tp(5); % Number of iterations
end










[net1,tr]=train(net,P,T); %Train the network
[k l] = size(tr.perf);
apodosi(i)=tr.perf(l);
if apodosi(i) <= eg





accuracy1=accuracy(a,T); %Give the accuracy of the network
Και τέλος δίνεται ο κώδικας που υλοποιήθηκε για εκπαίδευση µε τον αλγόριθµο Levenberg-
Marquardt και τη µέθοδο εκπαίδευσης ανά πρότυπο εισόδου trainr όταν χρησιµοποιήθηκαν
σύνολα αξιολόγησης και δοκιµής:
function [net1,net2,success1,success2,apodosi1,apodosi2,accuracy1,accuracy2]=
nnt(P,T,hidden,tp)
if nargin < 3
error(’Not enough arguments.Arguments: P(input),T(target),
hidden(number of neurons in the hidden layer),
tp(vector of network parmeters)’)
elseif nargin == 3
tp=[];






df = tp(1); % Display frequency
lr = tp(2); % Learning rate
me = tp(3); % Maximum epochs
eg = tp(4); % Error goal
iterations = tp(5); % Number of iterations
end




iitr = [1:4:Q 3:4:Q];
val.P = P(:,iival); val.T = T(:,iival);
test.P = P(:,iitst); test.T = T(:,iitst);

























[k l] = size(tr.perf);
apodosi1(i)=tr.perf(l);
if apodosi(i) <= eg
success1 = success1+1;
end
[k2 l2] = size(tr3.perf);
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apodosi2(i)=tr3.perf(l2);
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