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We introduce mapping-variable ring polymer molecular dynamics (MV-RPMD), a model dynamics for the
direct simulation of multi-electron processes. An extension of the RPMD idea, this method is based on
an exact, imaginary time path-integral representation of the quantum Boltzmann operator using continuous
Cartesian variables for both electronic states and nuclear degrees of freedom. We demonstrate the accuracy
of the MV-RPMD approach in calculations of real-time, thermal correlation functions for a range of two-state
single-mode model systems with different coupling strengths and asymmetries. Further, we show that the
ensemble of classical trajectories employed in these simulations preserves the Boltzmann distribution and
provides a direct probe into real-time coupling between electronic state transitions and nuclear dynamics.
I. INTRODUCTION
Understanding the mechanisms of thermal and photo-
chemical charge and energy transfer reactions is a key
step towards the rational design of energy-efficient de-
vices including organic photovoltaics, transition metal
catalysts for water-splitting, and molecular motors.1–6
The development of novel theoretical methods to perform
large-scale simulations of coupled electronic and nuclear
dynamics in the condensed phase, therefore, remains an
important challenge.
Exact quantum methods are numerically intractable
for large systems, necessitating the development of ap-
proximate methods that exhibit favorable scaling in com-
putational effort with system size. An additional chal-
lenge in the case of nonadiabatic charge and energy
transfer is the accurate simulation of coupled electronic
and nuclear motion, a challenge best met by using a
consistent dynamic framework for all system degrees
of freedom.7–10 In contrast to mixed quantum-classical
approaches,11–24 semiclassical methods9,25–28 provide an
even-handed treatment of coupled nuclear and electronic
dynamics but are numerically demanding, and their ap-
plications, thus far, have been limited to small systems.
Ring polymer molecular dynamics (RPMD)29,30 pro-
vides an attractive alternative: both electronic and nu-
clear degrees of freedom are described using a position-
space path-integral (PI) representation, and real-time dy-
namic information is obtained from classical MD trajec-
tories. RPMD has been used extensively to character-
ize nuclear quantum effects in the condensed phase;31–34
more recent applications to electron transfer and proton-
coupled electron transfer demonstrate the success of
RPMD in large-scale, atomistic simulations of nonadi-
abatic processes.35–38 However, the absence of discrete
electronic state variables in the RPMD formulation re-
stricts its application to single-electron processes. It is
clear that new methods are required for atomistic simu-
lations of nonadiabatic reactions in photochemistry and,
more generally, for multi-electron chemistry.
In this paper, we present mapping-variable (MV)-
RPMD, a novel method that preserves the desirable char-
acteristics of RPMD while explicitly including quantized
electronic state dynamics. The first step towards this
RPMD-like dynamics is the construction of an exact,
phase-space PI representation for the quantum Boltz-
mann distribution (QBD) of an N -level system, using
continuous variables to represent both electronic and nu-
clear degrees of freedom. We map discrete electronic
state variables to continuous Cartesian variables follow-
ing the Stock-Thoss (ST) protocol.40,41 In earlier work,
Ananth and Miller39 described PI discretization of the
Boltzmann operator for an N -level system in the map-
ping framework using a projection operator that con-
strains the electronic position variables to the mapping
subspace. Here, we construct an exact, phase-space
PI representation for the QBD by properly constraining
both electronic position and momentum variables to the
mapping subspace. This is accomplished by performing
a Wigner transform of the trace over electronic variables
that includes the projection operator. Classical equations
of motion for the MV-RPMD trajectories are generated
from the resulting expression for the QBD, and these tra-
jectories are used in the calculation of exact equilibrium
properties and approximate real-time dynamic correla-
tion functions.
We numerically demonstrate the accuracy of MV-
RPMD in calculations of thermal correlation functions
(TCFs) for a series of two-state systems coupled to a sin-
gle nuclear mode with different coupling strengths and
asymmetries. We show that our method is consistently
better than a mean-field approximation to RPMD in de-
scribing nonadiabatic dynamics for systems with weak
and intermediate coupling strengths. Further, we show
that MV-RPMD trajectories can be used as a direct
probe into real-time changes in electronic state popula-
tions and nuclear positions.
2II. THEORY
A. Position-space PI discretization in the mapping
framework
The Hamiltonian for a general, N -level system is writ-
ten as
H =
PT ·P
2M
+ V0(R) +
1
2
N∑
n,m=1
|ψn〉Vnm(R)〈ψm|, (1)
where (R,P) represent nuclear positions and momenta,
M is the nuclear mass, V0(R) is the electronic state-
independent potential energy, and Vnm(R) are elements
of the diabatic potential energy matrix. Following the
ST mapping protocol,41 N discrete electronic states
are mapped to N independent, singly excited oscillator
(SEO) states,
|ψn〉〈ψm| → a+n am (2)
|ψn〉 → |01, · · · , 1n, · · · 0N〉, (3)
where an, a
+
n are boson creation and annihilation oper-
ators that obey the commutation rules [a+n , am] = δnm.
In the rest of this paper we use the notation
|n〉 ≡ |01, · · · , 1n, · · · 0N〉 to represent the SEO states
that are the product of N independent harmonic oscil-
lators, with (N − 1) in the ground state and the nth
oscillator in the first excited state.
The canonical partition function for this system is writ-
ten as
Z = Tr
[
e−βH
]
, (4)
where β = 1/kT . PI discretization of the Boltzmann op-
erator in the mapping framework is performed by insert-
ing P copies of an identity that preserves the mapping
subspace,39
I =
∫
dR
∫
dx|x,R〉〈x,R|P , (5)
where P = ∑n |n〉〈n| is the projection operator in the
SEO basis, and x represents electronic position variables.
Using the identity in Eq. (5), we obtain a PI expression
for the canonical partition function,
Z =
∫
d{Rα}
∫
d{xα}
P∏
α=1
〈xα,Rα|Pe−βPHP|xα+1,Rα+1〉, (6)
where βP = β/P , and we have introduced the no-
tation
∫
d{xα} =
∫
dx1 · · ·
∫
dxP . Using the Trot-
ter approximation,42 electronic-state independent nu-
clear matrix elements can be evaluated to yield
Z ∝ lim
P→∞
∫
d{Rα}
(
P∏
α=1
Aα
)
×
∫
d{xα}
P∏
α=1
〈xα|P e−βPV(Rα)P|xα+1〉, (7)
where
Aα = e−βP V0(Rα)e−
MP
2β
(Rα−Rα+1)
T ·(Rα−Rα+1) , (8)
V(Rα) is the diabatic potential energy matrix, and
we set ~ = 1 throughout this paper. The propor-
tionality sign in Eq. (7) indicates that we neglect pre-
multiplicative constants. Electronic matrix elements are
evaluated using the SEO wavefunction,
〈x|n〉 =
√
2
piN/4
[x]n e
− 1
2
xT ·x, (9)
where [·]n indicates the nth component of the enclosed
vector, and the Boltzmann matrix elements in SEO states
are evaluated using a high-temperature approximation,43
〈n|e−βPV(R)|m〉 =Mnm(R), (10)
where
Mnm(R) =
{
e−βPVnn(R) , n = m.
−βPVnm(R) e−βPVnn(R) , n 6= m. (11)
The resulting expression is the previously derived PI-ST
representation39 for the canonical partition function,
Z ∝ lim
P→∞
∫
d {Rα}
∫
d {xα}
×
P∏
α=1
Aα Fα Gα, (12)
where
Fα = xTα M(Rα) xα+1, (13)
Gα = e−x
T
α ·xα , (14)
and Aα is defined in Eq. (8).
Thus far, we have reviewed the PI discretization ap-
proach used to derive the PI-ST representation;39 go-
ing forward, we start with Eq. (7) and construct a
phase-space PI expression for the QBD by introducing
momentum-space integrals in both the nuclear and elec-
tronic variables.
B. Phase-space PI representation using mapping variables
We introduce nuclear momentum variables using nor-
malized Gaussian integrals44
IN =
(
2piM ′
βP
) fP
2
∫
d{Pα}e−
βP
2M′
∑P
α=1
PTα .Pα , (15)
where f is the number of nuclear degrees of freedom. In
keeping with the RPMD formalism,29 the fictitious mass
term in Eq. (15) is chosen to be the physical mass of the
nuclei, M ′ = M . Unfortunately, introducing electronic
momentum integrals is not as straightforward – both elec-
tronic position and momentum variables must be con-
strained simultaneously to the mapping subspace. We
3achieve this by replacing the trace over electronic path-
variables with the corresponding Wigner transforms.
Consider the integral over electronic path-variables in
Eq. (7),
IE =
∫
dx1 · · ·
∫
dxP 〈x1|Pe−βPV(R1)P|x2〉 (16)
× 〈x2|Pe−βPV(R2)P|x3〉 · · · 〈xP |Pe−βPV(RP )P|x1〉,
where the integral over x1 can be replaced by a trace,
IE =
∫
dx2 · · ·
∫
dxP Tr
[
Sˆ
]
1
. (17)
The composite operator Sˆ in Eq. (17) is introduced to
represent a product of operators,
Sˆ = Pe−βPV(R1)P|x2〉 (18)
× 〈x2|Pe−βPV(R2)P|x3〉 · · · 〈xP |Pe−βPV(RP )P ,
and we use the notation Tr [·]α to indicate a trace over
the αth electronic path-variable.
In the phase-space formulation of quantum
mechanics,45–48 the trace over an operator Oˆ is ex-
pressed as a phase-space integral of the corresponding
Wigner function,
Tr[Oˆ] =
1
(2pi)N
∫
dx
∫
dp O(x,p), (19)
where the Wigner function is obtained from the expres-
sion
O(x,p) =
∫
d∆x〈x − ∆x
2
|Oˆ|x+ ∆x
2
〉eipT ·∆x. (20)
Using Eq. (19) and Eq. (20) the trace in Eq. (17) can
be written as a phase-space integral of the form
Tr
[
Sˆ
]
1
=
1
(2pi)N
∫
dx1
∫
dp1
∫
d∆x1
〈x1 − ∆x1
2
|Sˆ|x1 + ∆x1
2
〉 eipT1 ·∆x1. (21)
Substituting Eq. (21) back into Eq. (17), we obtain
IE =
1
(2pi)N
∫
dx1
∫
dp1
∫
d∆x1
∫
dx2 · · ·
∫
dxP
〈x1 − ∆x1
2
|Sˆ|x1 + ∆x1
2
〉 eipT1 ·∆x1. (22)
We use the definition of operator Sˆ in Eq .(18) to rewrite
the integral over x2 as a trace, replace the trace by a
phase-space integral over the corresponding Wigner dis-
tribution, and repeat this procedure until all P position-
space integrals have been replaced by phase-space inte-
grals and P additional {∆xα} integrals,
IE =
1
(2pi)PN
∫
d{xα}
∫
d{pα}
∫
d{∆xα} (23)
P∏
α=1
〈xα − ∆xα
2
|PeβPV(Rα)P|xα+1 + ∆xα+1
2
〉 eipTα ·∆xα .
We analytically integrate over the variables {∆xα}, de-
scribed in detail in the Appendix, to reduce Eq. (23) to
an integral over electronic phase-space variables only,
IE =
1
(2pi)PN
∫
d{xα}
∫
d{pα}
× Tr [ Γ] e−
∑
P
α=1(x
T
α ·xα+p
T
α ·pα), (24)
where
Γ =
P∏
α=1
(
Cα − 1
2
I
)
M(Rα). (25)
In Eq. (25), the complex matrix
Cα = (xα + ipα)⊗ (xα − ipα)T , (26)
I is the identity matrix, andM(R) is previously defined
in Eq. (11).
Replacing the electronic integral in Eq. (7) with
Eq. (24) and introducing the nuclear momentum vari-
ables with Eq. (15), we obtain an exact, phase-space PI
representation for the QBD of an N -level system,
Z ∝ lim
P→∞
∫
d {Rα}
∫
d {Pα}
∫
d {xα}
∫
d {pα}
× e−βPHP ({Rα},{Pα},{xα},{pα})sgn (Θ) . (27)
In Eq. (27), HP is the MV-RPMD Hamiltonian,
HP =
P∑
α=1
(
A¯α + P
β
G¯α
)
− P
β
ln|Θ|, (28)
where
A¯α = MP
2
2β2
(Rα −Rα+1)T · (Rα −Rα+1)
+ V0(Rα) +
1
2M
PTα ·Pα (29)
and
G¯α = xTα · xα + pTα · pα. (30)
Recognizing that the canonical partition function is real-
valued, the function Θ in Eq. (27) includes only the real
part of the complex pre-exponential function in Eq. (24),
Θ = Re (Tr [ Γ ]) . (31)
C. MV-RPMD trajectories and correlation functions
The effective MV-RPMD Hamiltonian in Eq. (28) is
used to generate classical, real-space trajectories that
preserve the QBD for an N -level system. The equations
4of motion for the nuclear and electronic variables are
R˙α =
Pα
M
, (32)
P˙α = −MP
β2
(2Rα −Rα+1 −Rα−1)
−
(
∂V0
∂Rα
)
+
P
βΘ
(
∂Θ
∂Rα
)
, (33)
˙[xα]j =
2P
β
[pα]j −
P
βΘ
(
∂Θ
∂ [pα]j
)
, (34)
˙[pα]j = −
2P
β
[xα]j +
P
βΘ
(
∂Θ
∂ [xα]j
)
, (35)
where, as before, [·]j refers to the jth component of the
enclosed electronic variable.
Real-time TCFs in the RPMD framework are identi-
cal at time zero to the corresponding quantum mechani-
cal Kubo-transformed correlation functions,29 as are MV-
RPMD TCFs. Consider the Kubo-transformed nuclear
position-position TCF,
CKTRR(t) =
1
βZ
∫ β
0
dλ
× Tr
[
e−(β−λ)HRˆe−λHeiHtRˆe−iHt
]
. (36)
The corresponding MV-RPMD correlation function is
written as
CMVRRR (t) =
1
Z
∫
d{xα}
∫
d{pα}
∫
d{Rα}
∫
d{Pα} (37)
× e−βPHP ({xα},{pα},{Rα},{Pα})R¯(0)R¯(t)sgn (Θ)
where R¯ = 1P
∑P
α=1Rα is the nuclear center-of-mass co-
ordinate. In our simulations, the initial distribution is ob-
tained from standard path-integral Monte Carlo (PIMC)
importance sampling using the function W = e−βPHP .
We can write the expression for the real-time TCF in
Eq.(37) as
CMVRRR (t) =
〈
R¯(0)R¯(t)sgn(Θ)
〉
W
〈sgn(Θ)〉W
, (38)
where the angular brackets indicate the ensemble aver-
age is obtained with respect to the function W . The
nuclear center-of-mass coordinate, R¯(t), is time-evolved
using the equations of motion provided in Eqs. (32)-(35).
The function sgn (Θ) that appears in both the numera-
tor and denominator of Eq. (38) is constant along a given
trajectory.
Instantaneous values of the nuclear center-of-mass and
electronic state populations along a single MV-RPMD
trajectory provide insight into their relative timescales
of motion. The average electronic state population in
the MV-RPMD framework is obtained from
〈Pn〉 = 1
Z
∫
d {Rα}
∫
d {Pα}
∫
d {xα}
∫
d {pα}
× e−βPHP ({Rα},{Pα})({xα},{pα})sgn(Θ)
×
(
Γnn
Γ
)
, (39)
where the Γ matrix is defined in Eq. (25), and the ratio
on the last line is used to calculate instantaneous state
populations.
D. Mean-field RPMD
The mean-field (MF) approximation to RPMD is de-
rived by integrating over the electronic variables to ob-
tain an effective potential energy surface for nuclear dy-
namics. This approximate treatment of nonadiabatic
dynamics is increasingly valid as we move towards the
strong coupling or adiabatic-limit. Here we present a
derivation starting with the PI-ST expression for the
QBD in Eq. (12); however, it is possible to obtain
an identical formulation using discrete electronic state
variables.49
The integral over electronic matrix elements in Eq. (12)
can be evaluated exactly, yielding
Z ∝
∫
d{Rα}
(
P∏
α=1
Aα
)
Θ′ ({Rα}) (40)
where Aα is defined in Eq. (8), M(R) is defined in
Eq. (11), and
Θ′ ({Rα}) = Tr
[
P∏
α=1
M (Rα)
]
. (41)
As before, nuclear momenta are inserted using normal-
ized Gaussian integrals resulting in an exact, phase-space
PI representation of the QBD,
Z ∝
∫
d{Rα}
∫
d{Pα}
× e−βPHMFP ({Rα},{Pα}) sgn (Θ′) , (42)
where
HMFP = A¯α −
P
β
ln |Θ′| , (43)
and A¯α is defined in Eq. (29). We note that the function
Θ′ in Eq. (41) is always positive for a two-state system.
However, for a generalN -level system, (N > 2), it is posi-
tive only if the off-diagonal coupling terms in the diabatic
potential matrix are all positive.
5Nuclear dynamics in the MF-RPMD method are gen-
erated by the Hamiltonian in Eq. (43),
R˙α =
Pα
M
, (44)
P˙α = −MP
β2
(2Rα −Rα+1 −Rα−1)
−
(
∂V0
∂Rα
)
+
P
βΘ′
(
∂Θ′
∂Rα
)
, (45)
and the corresponding real-time TCF is written as
CMFRR (t) =
1
Z
∫
d{Rα}
∫
d{Pα} (46)
× e−βPHMFP ({Rα},{Pα})R¯(0)R¯(t)sgn (Θ′) .
III. RESULTS AND DISCUSSION
We calculate real-time, nuclear position-position TCFs
for a two-level system coupled to a single nuclear mode.
This benchmark system was used previously to character-
ize semiclassical dynamics initialized to an exact QBD.39
The Hamiltonian for our series of models is
H =
P 2
2M
+ V0(R) +V(R), (47)
where the state-independent potential is V0(R) =
1
2kR
2.
The diagonal elements of the diabatic potential matrix,
V(R), are
V11(R) = aR+ c,
V22(R) = −aR, (48)
and the off-diagonal elements V12 = V21 = ∆.
We construct a series of four models, three of which are
symmetric and differ only in the strength of the nona-
diabatic coupling. The fourth model is an asymmetric
system where one diabatic state is significantly higher in
energy than the other. All simulations are performed at
a temperature β = 1 a.u., with nuclear mass M = 1 a.u.
and potential parameters k = a = 1 a.u. The coupling
strength and asymmetry for each model are provided in
Table I. The potential energy curves for the symmetric
and asymmetric models are shown in Fig. 1.
Model c ∆
I 0.0 0.10
II 0.0 1.00
III 0.0 10.0
IV 3.0 0.10
TABLE I. Parameters for Models I-IV. All parameters are
specified in atomic units.
We calculate the nuclear position TCFs for all four
model systems. The MV-RPMD results are obtained by
evaluating Eq. (38). The initial distribution in electronic
-4 -3 -2 -1 0 1 2 3 4
R (a.u.)
0
2
4
6
V
(R
)
FIG. 1. The diagonal elements of the potential energy matrix,
Vnn(R) + V0(R), are shown in red (solid line) for electronic
state 1 and in blue (dashed line) for electronic state 2. The
green curve (dot-dashed line) corresponds to electronic state
1 for the asymmetric model.
and nuclear positions and momenta for all simulations
is sampled using PIMC, and a total of 105 points are
generated for each model system. MV-RPMD trajecto-
ries are initialized from this initial distribution and the
equations of motion are integrated for 20 a.u. using a
4th order Adams-Bashforth-Moulton predictor-corrector
integrator. The initial distribution in the MF-RPMD
simulations are sampled using PIMC, and a total of 103
points are generated for each model system. Trajectories
initialized from this distribution are time evolved for 20
a.u., and the TCFs are calculated using Eq. (46). We re-
port convergence parameters for both MV-RPMD and
MF-RPMD simulations in Table II for all four model
systems. The Kubo-transformed TCF in Eq. (36) for
each model is obtained from a numerically exact discrete-
variable representation (DVR) grid calculation.50
Model I lies in the weak-coupling regime where
∆ << kT . This is the most physically relevant regime
for nonadiabatic electron transfer, proton-coupled elec-
tron transfer and exciton dynamics, and it is also where
the mean-field approximation breaks down. In Fig. 2,
we compare the TCFs obtained from MV-RPMD and
MF-RPMD simulations with the exact quantum result.
While both simulations are exact at time zero, the MF
approximation does not hold in this regime, and even at
very short times the TCF is dramatically different from
the exact result. In contrast, MV-RPMD performs re-
markably well: the TCF is identical to the quantum re-
sult at short times and starts to deviate only at longer
times.
Model II describes a symmetric two-level system with
intermediate coupling strength, ∆ ≈ kT . The nu-
clear position TCFs for this model are shown in Fig. 3.
The MF-RPMD result is much improved for this model
and correctly captures the timescales of oscillation in the
nuclear positions. MV-RPMD outperforms MF-RPMD
again in this regime, being nearly identical at short times
60 5 10 15 20
t (a.u.)
-2
-1
0
1
2
C R
R
(t)
FIG. 2. The nuclear position-position TCF for Model I ob-
tained using MV-RPMD is shown in red (solid line with
squares), the TCF using MF-RPMD is shown in blue (dashed
line), and the exact DVR grid calculation is shown in black
(solid line).
and deviating slightly at longer times from the exact re-
sult.
0 5 10 15 20
t (a.u.)
-2
-1
0
1
2
C R
R
(t)
FIG. 3. The nuclear position-position TCF for Model II
obtained using MV-RPMD is shown in red (solid line with
squares), the TCF using MF-RPMD is shown in blue (dashed
line), and the exact DVR grid calculation is shown in black
(solid line).
To confirm that the MV-RPMD trajectories preserve
the Boltzmann distribution, we calculate averages over
the ensemble of trajectories used in the P = 5 bead sim-
ulation for Model II. The average nuclear center-of-mass
coordinate and electronic state populations are found to
stay constant as a function of time for the length of
our simulation, as expected. We demonstrate the po-
tential utility of MV-RPMD for direct dynamics by cal-
culating instantaneous values of electronic state popula-
tions from Eq. (39) and nuclear center-of-mass coordi-
nate along a single, representative trajectory. In Fig. 4
we show that for this intermediate coupling regime elec-
tronic state populations oscillate on the timescale of the
nuclear vibrational motion.
Model III represents the strong coupling regime where
∆ >> kT . The mean-field approximation works well in
0 5 10 15 20
t (a.u.)
0
0.5
1
1.5
R
(t)
, P
n
(t)
FIG. 4. The instantaneous values of electronic state popula-
tions for Model II are shown in blue (with squares) for state 1
and in green (with circles) for state 2, and the nuclear center-
of-mass coordinate is shown in red (solid line) along a single
MV-RPMD trajectory. The nuclear coordinate is scaled and
shifted such that the diabatic potentials appear to cross at
R = 0.5 rather than R = 0 for clarity.
this regime; the results from our simulation were identical
to the exact quantum result and are not shown here. In
Fig. 5, we compare the MV-RPMD correlation function
with the exact quantum results, and find that it is nearly
identical at all times.
0 5 10 15 20
t (a.u.)
-2
-1
0
1
2
C R
R
(t)
FIG. 5. The nuclear position-position TCF for Model III
obtained using MV-RPMD is shown in red (solid line with
squares) and the exact DVR grid calculation is shown in black
(solid line). The MF-RPMD TCF is not plotted, as it is also
nearly identical with the exact quantum TCF.
In Fig. 6, we present the instantaneous values of elec-
tronic state populations and nuclear center-of-mass coor-
dinate for Model III along a representative trajectory. In
this strong coupling regime, we observe the clear separa-
tion between the fast timescales on which electronic state
populations oscillate about the equilibrium value of 0.5
and the slower timescale associated with nuclear vibra-
tional motion. Comparing Fig. 4 with Fig. 6 we observe
the change in mechanism from a regime where nonadia-
batic transitions between electronic states are coupled to
nuclear vibrations to the mean-field regime where nuclear
motion occurs on an average electronic potential surface.
70 2 4 6 8 10
t (a.u.)
0
0.3
0.6
0.9
1.2
R
(t)
, P
n
(t)
FIG. 6. The instantaneous values of the electronic state pop-
ulations for Model III are shown in blue (solid line) for state 1
and in green (solid line) for state 2, and the nuclear center-of-
mass coordinate is shown in red (dashed line) along a single
MV-RPMD trajectory. The nuclear coordinate is scaled and
shifted such that the diabatic potentials appear to cross at
R = 0.5 rather than R = 0, and we only show the first 10 a.u.
of the trajectory for clarity.
Our asymmetric system, Model IV, has potential en-
ergy diabats as shown in Fig. 1 and is in the weak-
coupling regime. The system is deliberately chosen to
resemble the inverted regime in a system-bath model for
electron transfer, a case known to challenge the accuracy
of the position-space, nonadiabatic RPMD approach37.
In Fig. 7 we show the remarkable agreement between the
MV-RPMD TCF and the exact quantum result. MF-
RPMD performs reasonably well, but agrees with the
exact results only at very short times and fails to cap-
ture the correct timescale for nuclear motion.
The number of trajectories, NT, required to converge
the TCF calculations for all four models described here
are recorded in Table II. We note that although the com-
putational expense is comparable to a low-cost linearized
semiclassical implementation,39 the resulting TCFs are
expected to be numerically more accurate since MV-
RPMD avoids the problem of zero-point energy leakage
by employing trajectories that preserve the QBD. Fur-
ther, we find the sign function, sgn(Θ), in the Eq. (38)
does not give rise to a numerical sign problem in the
calculations presented here, which we attribute to the
Model MV-RPMD MF-RPMD
P NT P NT
I 4 5000 4 1000
II 5 8000 5 1000
III 10 20000 10 2000
IV 5 8000 5 1000
TABLE II. Convergence parameters for MF-RPMD and MV-
RPMD calculations of the nuclear TCFs for Models I-IV. We
report the number of path beads, P , and the number of tra-
jectories, NT, used for each simulation.
0 5 10 15 20
t (a.u.)
0
0.5
1
1.5
2
2.5
C R
R
(t)
FIG. 7. The nuclear position-position TCFs for Model IV
obtained using MV-RPMD is shown in red (solid line with
squares), the TCF using MF-RPMD is shown in blue (dashed
line), and the exact DVR grid calculation is shown in black
(solid line).
non-oscillatory structure of the QBD from which our dy-
namics is derived. We also report the number of path-
beads, P , required to converge the TCF calculations in
Table II. The validity of the short-time approximation
for the electronic state matrix elements in Eq. (10) is
related to the coupling strength, as evidenced by an in-
crease in the number of path-beads required as we go
from the weak-coupling to the strong-coupling regime.
The MV-RPMD approach is thus particularly suited for
simulating chemistry in the weak-coupling limit. It is no-
table that the MV-RPMD method is able to accurately
describe nonadiabatic dynamics over a wide range of cou-
pling strengths and also correctly describes asymmetric
tunneling.
Looking forward, for the calculation of chemical reac-
tion rates in general nonadiabatic systems, it will be de-
sirable to identify good order parameters in the electronic
state variables as well as in nuclear coordinates. In addi-
tion, while the MV-RPMD method is very promising for
applications to photochemical processes, the fundamen-
tal success of RPMD in describing quantum dynamics,
despite recent progress,30,51 is not fully understoond and
requires further theoretical investigation.
IV. CONCLUSION
In this paper we derive a novel imaginary-time PI
based dynamics, MV-RPMD, that extends the applica-
bility of RPMD to multi-electron processes. Using stan-
dard benchmark models for nonadiabatic systems, we
demonstrate that the MV-RPMD dynamics are capable
of accurately simulating TCFs for model systems with
coupling strengths that range over two orders of magni-
tude. We also demonstrate that the method is robust to
asymmetries in the diabatic electronic states.
We expect this model dynamics to open the door to
large-scale simulations of photo-induced charge and en-
8ergy transfer in the condensed phase. Future applica-
tions include exciton dynamics in photovoltaic materials
as well as mechanistic studies of multi-electron transfer
reactions in transition-metal catalysts.
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VI. APPENDIX: WIGNER TRANSFORM OF THE
ELECTRONIC INTEGRAL
We start with Eq. (23) for the electronic integral,
IE =
1
(2pi~)PN
∫
d{xα}
∫
d{pα}
∫
d{∆xα}
P∏
α=1
〈xα − ∆xα
2
|PeβPV(Rα)P|xα+1 + ∆xα+1
2
〉 eipTα ·∆xα ,
and substitute Eq. (9) and Eq. (10) to obtain
IE =
1
(2pi~)PN
∫
d{xα}
∫
d{pα}
∫
d{∆xα}
×
P∏
α=1
(
xα − ∆xα
2
)T
· M(Rα) ·
(
xα+1 +
∆xα+1
2
)
× e−
∑
P
α=1( 14∆x
T
α ·∆xα+x
T
α ·xα+p
T
α ·pα−ip
T
α ·∆xα). (49)
The pre-exponential function in Eq. (49) can be re-
arranged to group like terms in {∆xα},
IE =
1
(2pi~)PN
∫
d{xα}
∫
d{pα}
∫
d{∆xα}
× Tr
[
P∏
α=1
(
xα +
∆xα
2
)
⊗
(
xα − ∆xα
2
)T
M(Rα)
]
× e−
∑
P
α=1 −( 14∆x
T
α ·∆xα+x
T
α ·xα+p
T
α ·pα−ip
T
α ·∆xα). (50)
The resulting integral over {∆xα} is of Gaussian form
and can be analytically evaluated to obtain Eq. (24).
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