Abstract Effective behaviors optimized for various situations are enabled by various sensory information. How does the brain deal simultaneously with information from different sensory systems? Investigation of multisensory processing began from neuroanatomical and neurophysiological studies at the level of single neurons. Accumulation of knowledge concerning neurons and progress in recording techniques of human brain activity have led to a massive expansion in recent neuroscientific studies using various combinations of brain activity recording and cognitive tasks. In this paper, we briefly review recent neuroscientific studies related to multisensory convergence and interaction, focusing on electrophysiological and imaging studies in humans.
Introduction
In various daily situations, using information from different sensory systems comprehensively enables us to perform appropriate behaviors. If the brain is likened to a big company, each sensory system represents a department with a different role. In a productive big company, each department plays their role and communicates essential information interactively and appropriately. Good communication will lead to appropriate judgments by the manager and an effective and efficient company. In addition, key sections or people may overlap and work across different departments. Similarly, our brain efficiently processes simultaneous information from different sensory systems to effectively control behavior. Previous studies targeting brain functions in physical fitness and sports science have examined the brain and spinal activities as well as the relevant perceptual, cognitive, and motor aspects at the behavior level, mainly in individual sensory modalities, and have assessed these activities separately in different sensory modalities. However, our daily life, including sports activities, takes part in a multisensory environment. Thanks to dramatic progress in scientific techniques and accumulated findings during this decade, we can now non-invasively assess human brain activity and behavioral metrics in response to multisensory or unisensory stimulation. Thus, a paradigm shift from unisensory to multisensory experiments has taken place in the study of physical fitness and sports activity. Here we review neuroscientific research on multisensory processing including animal anatomy and physiology studies, and human neuroimaging.
Neuroscientific research on multisensory processing began to increase from the late 1970s with single neuron recording studies [1] [2] [3] [4] , which consolidated the principles of multisensory processing [5] [6] [7] [8] [9] [10] [11] . Event-related potentials (ERPs), used to investigate human neural processing and cognitive mechanisms for over half a century, have been applied to the study of multisensory processing since the end of the 1990s. Due to the emergence and continuing development of functional neuroimaging techniques during this time, investigation of the relationship between multisensory neural activities and their behavioral, perceptual, and cognitive aspects in humans have continued to increase. In this paper we review human neuroscientific studies concerning multisensory processing, and discuss multisensory "convergence" and "interaction", which play a role in the integration of multisensory information. These have been critical concepts since the early period of the study of multisensory integration in experimental animals, right up to the present, where neuroimaging studies of multisensory integration have dramatically advanced.
We will describe what convergence and interaction are, the difference between them, the difference in each concept between animal physiology and human neuroimaging, pros and cons of the use of these two concepts, and *Correspondence: tanaka.emi@i.mbox.nagoya-u.ac.jp the new generation of scientific strategies in neuroimaging studies of multisensory integration.
Convergence in animal anatomical and physiological studies
Traditionally, the areas of the brain suggested to process multimodal inputs are the subcortical areas and higher multisensory cortical areas. This is largely based on data from non-human primates. At the cortical level in monkeys, there is anatomical evidence that multisensory sites include areas within the superior temporal sulcus (STS), intraparietal lobe (IPL), parieto-preoccipital cortex, posterior insula, and frontal regions such as the premotor, prefrontal, and anterior cingulate cortices [2] [3] [4] 12) . Electrophysiological studies in primates have shown that these anatomically defined multisensory cortical regions have neurons responsive to stimulation of different sensory modalities [6] [7] [8] [9] [10] [11] . Also in the subcortical region, the superior colliculus (SC) is well known as a multisensory area that has multisensory neurons responsive to visual, auditory, and tactile stimuli 5, 6, 8) . A functional link between multisensory integration in individual SC neurons and cross-modality attentive and orientation behaviors has been demonstrated using experiments in alert and anesthetized cats 7) . Thus, anatomical and electrophysiological studies have demonstrated single-neuronal multisensory convergence. Furthermore, a suppressive interaction exists in SC neurons 13) and the higher-order somatosensory area IV 14) . Indeed, the response to the simultaneous presentation of different sensory stimuli is increased or decreased, compared to a linear sum of unisensory responses to separate presentations of the stimuli, providing evidence for multisensory integration. This non-linear interactive effect between stimuli from different sensory modalities has been extensively looked at in human neuroimaging studies and will be described later in more detail.
Basic evidence for multisensory integration in humans
In humans, population-level methods are commonly used for non-invasively recording neuronal activity and related signals, because it is impossible to non-invasively record single-neuronal activity in healthy subjects (although one patient study reported multisensory properties of single neurons in the medial temporal lobe). These techniques include functional magnetic resonance imaging (fMRI), positron emission tomography (PET), electroencephalography (EEG), and magnetoencephalography (MEG). Using these neuroimaging methods, voxel-wise or regional multisensory convergence has been extensively examined during the last decade. First, this type of multisensory convergence has been evidenced by the finding that sensory stimuli from different sensory modalities activate a common brain region or voxel. For example, in their fMRI study, Downar et al. found that both unimodal and multimodal activation were elicited by an abrupt change of a unimodal stimulus during continuous multisensory stimulation. The multimodal responses occurred in the temporo-parietal junction (TPJ), middle temporal gyrus (MTG), inferior frontal gyrus (IFG), and insula 15) . They suggested that the multimodal activations in response to unimodal changes during continuous multimodal stimulation reflect the detection of changes in the sensory environment. Their experimental procedure enabled examination of the response to a common factor related to change elicited by different unimodal changes 15) . The fMRI signal is a hemodynamic signal and therefore lacks temporal information, whereas EEG and MEG noninvasively record neuronal activity with high temporal resolution in the order of milliseconds. Concerning temporal aspects of multisensory convergence in humans, we previously recorded EEG responses to four different stimuli; visual, auditory, tactile, and pain. We found multisensory responses in the anterior cingulate cortex (ACC) and hippocampus, which are suggested to be regions important for high-level multisensory convergence, to all visual, auditory, tactile and pain stimuli. These responses were preceded at the same time interval by unisensory responses in modality-specific areas, including the middle occipital gyrus (MOG), superior temporal gyrus (STG), and second somatosensory cortex (S2), after each sensory stimulation ( Fig. 1)  16 ) . An important finding of this study was the multisensory and unisensory responses to manipulation of the interstimulus interval, which was an experimental factor common to all sensory modalities tested here (vision, audition, touch, and pain). Another MEG study from our laboratory also showed the temporal dynamics of change-driven cortical responses in multisensory areas, such as the TPJ and middle and inferior frontal gyri (MFG, IFG), regardless of the sensory modalities where the change occurred. These multisensory activations were preceded by unisensory activations, both of which, in general, had peaks within 300 ms after the changes (Fig. 2 ). This result indicates that neural processes responsive to unimodal changes in the multisensory environment are distributed at different timings in these cortical areas 17) . In addition, another MEG study from our laboratory found similar cue-invariant activation of the TPJ, common to the onset, offset, and change in stimulation using faces, which was preceded by unisensory activation in the MOG and fusiform gyrus ( Fig. 3 ) 18) . Considering this result and our previous multisensory MEG study 17) , this TPJ response appears to be related to higher-order processing irrespective of changes to the mean luminance and the sensory modality, and is evidence of regional multisensory convergence. A recent combined study of fMRI and DTI tractography in humans identified white matter tracts connecting the regions of modality-specific functional activation with the angular gyrus, a subregion of the TPJ 19) . This study provides a human anatomofunctional basis for multisensory con- vergence, consistent with our MEG findings in the TPJ. Thus, these fMRI, EEG, and MEG studies indicate that the TPJ, MTG, MFG, IFG, ACC, insula, hippocampus, and other regions respond to inputs from various sensory modalities. Consequently, these areas may be the loci of multisensory integration.
Very early multisensory integration
As mentioned above, it has traditionally been believed that inputs from different sensory modalities are separately processed at the early stage for each sensory modality, and then converge at several stages, including the primary sensory cortices and association or heteromodal multisensory regions, via higher-order sensory cortices. However, extensive studies in both animals and humans during the last decade have revealed that multisensory convergence and interaction start in the primary or near the primary cortical regions at a very early stage after sensory input. Schroeder and colleagues have found neuronal activities of a multisensory nature in and around the auditory cortex, which has been considered to be a primary modality-specific region. They recorded and analyzed multiunit activities and current source density to examine the laminar profile and timing of activities 11, [20] [21] [22] . They also found that rhythmic activities in the auditory cortex are modulated by tactile stimuli, suggesting it plays a modulatory role rather than a driving role 23) . It has even been suggested that neocortical operations are essentially multisensory 24) . Based on a number of anatomical findings, a recent review paper suggested different levels of multisensory convergence along sensory pathways from the early sensory cortices to sensory-specific association cortices and multisensory association cortices, culminating in maximally integrated regions such as the medial temporal lobe cortices and both lateral and medial prefrontal cortices 25) . The authors also suggested different levels of multisensory divergence in the opposite direction to information flow. Other researchers have considered several possible neural mechanisms for multisensory interaction in sensory-specific cortices 24, 26, 27) . The first is feedback effects from multisensory convergence zones in higher association regions to sensory specific regions. The second is feedback effects from multisensory conver- based on the comparison between the activation evoked by a multimodal input and the sum of the activation evoked by unimodal inputs from different senses. If there are differences between these activities, then it indicates the existence of non-linear interactive processing between the different signals from different sensory modalities at or before the stage reflected by this activation. EEG or MEG activations are appropriate for the use of this additive model because a scalp-recorded potential (or magnetic field) caused by two sources within the brain is the algebraic sum of potentials (or magnetic fields) resulting from each source. When a sum of unisensory responses subtracted from a multisensory response is a positive value, the interaction is called a "supra-additive" interaction. Inversely, when the difference is a negative value, it is called a "sub-additive" interaction. As described below, most evidence of multisensory interactive effects has been provided by using the additive model. Giard and Peronnet first reported the audio-visual interactive effect at 40-90 ms and 155-200 ms in the visual cortical area, 90-110 ms in the auditory area, and 140-165 ms in the right frontal cortical area after stimulus onset gence zones at the border of two sensory-specific cortices that have recently been found. The third is direct corticocortical projections between low-level modality-specific regions including primary sensory-specific regions. The final mechanism is that different sensory-specific signals are integrated at subcortical levels, including in sensoryspecific thalamic nuclei, and then fed forward to the sensory-specific cortices.
Electromagnetic measures of multisensory interaction
In animals and humans, brain regions that receive sensory inputs from different modalities have been revealed, as discussed earlier. However, it is still unclear whether these regions really contribute to multisensory integration and how? An answer to these questions may come from examination of changes in neuronal activities and relevant behaviors when these regions receive inputs simultaneously from different sensory modalities compared to when they receive separate inputs from individual modalities. The additive model is a popular method used to verify the interactive effect of multisensory inputs, and is activation of the right temporo-ocipito-parietal junction reflected a perceptual classification function, and activation of the frontal cortex reflected a general attentional function. Using the same strategy, several MEG studies have identified neural correlates of audiotactile interaction at 130-220 ms poststimulus onset 40) and 75-85 and 105-130 ms poststimulus onset 41) . Furthermore, Raij and colleagues reported that audiovisual interaction started at 85 ms in the left auditory cortex, 80 ms in the right auditory cortex, and 74 ms in the visual cortex, i.e., 3-21 ms after inputs from the two sensory modalities converged in the sensory cortex 42) . Another MEG study of audiovisual interaction from another laboratory used a different strategy to show that the posterior parietal region responded greatest at 100 ms after multisensory stimulus onset, whereas activities in the superior temporal and posterior cingulate regions increased between 200 and 400 ms, and activities in the parahippocampal, dorsomedial, and orbitofrontal cortices increased between 100 and 400 ms poststimulus onset according to different task instructions 43) . In sum, EEG and MEG interaction studies have consistently found that middle-and long-latency interactive effects at 100 ms poststimulus onset are generally observed for several sensory modalities, several tasks, both recording techniques (MEG and EEG), and their combination, whereas the early effect within 100 ms remains a matter of debate regarding the virtual effect of the stimuluspreceding slow potential that has been reported in EEG studies. Most of the interactive effects were suppressive or sub-additive.
Oscillations in multisensory integration
The merit of EEG and MEG is their high temporal resolution. This advantage also enables examinations at a wide range of frequencies from near-DC to more than 100 Hz by transforming time-dimension data to frequencydimension data. Thus, effective methods of analysis include evoked response analysis, as described above, and frequency analysis, which is used to examine periodic oscillatory activities decomposed from a MEG/EEG waveform. Oscillatory activities in different frequencies are associated with different neural mechanisms and functions, and thus provide essential information about multisensory integration. However, the additive method described above cannot be simply applied to the examination of oscillations 44) . Time-frequency analysis employed to investigate oscillatory activities is generally performed using short-time Fourier or wavelet transformations. However, these are non-linear transformations, and thus the linear additive method causes an undesirable result. Therefore, several strategies are taken to examine the involvement of oscillatory activities in multisensory integration; e.g., the use of bootstrapping as a statistical analysis of the effect of simultaneous presentation from different sensory modalities 44) and examination of multisensory integration in a behavioral and electrophysiological experiment 28) . While several studies have replicated these interactive effects 29, 30) , some studies have reported a long-lasting slow potential preceding the eliciting stimuli in the early interactive effect. If subjects perform a task (e.g., buttonpressing the presentation of the eliciting stimulus), a slow potential might precede the eliciting stimulus. When using the additive model, the responses to two unisensory stimuli are summed and then compared with the response to a multisensory stimulus. Consequently, the slow potentials preceding unisensory stimuli are summed, but not for the multisensory stimulus. Thus, the waveform may be distorted by the duplication of stimulus-preceding slow potential only for the sum of the unisensory responses. In fact, the early interactive effect disappeared when the slow potential was removed by high-pass filtering, and thus the authors suggested that the early interactive effect is a virtual effect caused by the slow potential preceding the eliciting stimuli 31, 32) . In contrast, the audio-somatosensory early interactive effect was observed even in a passive condition, where subjects had no task to perform and thus there was little slow potential preceding the eliciting stimuli 33) . Also studies have reported that interactive effects starting at ~ 100 ms after stimulus onset were still present even when the virtual effect of the stimuluspreceding slow potential was removed 31, 32, 34) . Subsequent studies have consistently found interactive effects starting at ~100 ms poststimulus onset using motion stimuli in vision and audition 35, 36) . Thus, the discrepancy of the early interactive effect indicates a need for consideration of the experimental paradigm and analysis parameters when the additive model is adopted to examine multisensory interaction in EEG.
MEG is also a non-invasive method to record cortical activity from the surface of the scalp and accurately measure its temporal dynamics, which has the advantage of spatial resolution over EEG. Sams and colleagues reported that MEG responses in the supra-temporal auditory cortex were affected by visual information 37) . In an early study, Lam and colleagues reported the effect of continuous auditory stimulation on responses in the ipsilateral SII to median nerve stimulation 38) . Using the additive model, Raij et al. reported the convergence and interactions of brain activities related to the audio-visual integration mechanisms for letters 39) . Letters of the alphabet have phonemic and graphic aspects, which is useful to investigate audio-visual integration. They reported convergence in the lateral middle temporal areas around 225 ms, and suggested that this neural activity reflects free access multisensory processing, which occurs regardless of whether the letter is recognized or not. Their main result was a suppressive interaction in the frontal cortex, right temporo-ocipito-parietal junction (280-345 ms), and STS (380-540 ms). Also, these interactions were stronger for letters than for controls. They suggested that left STS indicated audio-visual encoding and transformation of single letters, using non-simultaneous presentations (i.e., no need to use the additive model) 45) . Additionally, recent studies have highlighted the effect of prestimulus oscillatory activities on the McGurk effect 46) , the sound-induced flash illusion 47) , and multisensory bistable integration 48) . Another line of oscillation studies have emphasized the involvement of different oscillatory activities in bottom-up and top-down prediction errors generated in multisensory processing in terms of the prediction coding theory 49) . Thus, oscillatory activities are associated with multisensory integration, but more relevant studies are warranted.
fMRI activation studies of multisensory integration in humans
In their early fMRI study, Calvert and colleagues examined the activation of the bilateral auditory cortex (Brodmann areas 41, 42, and 22) during silent lip-reading 50) . They found that linguistic facial movements activated bilateral auditory cortices, but meaningless speech-like lip movements did not. Thus, they suggested that seen speech influences the perception of heard speech at a pre-lexical stage. Subsequently, they reported fMRI activation in the left STS (Broadman areas 22/21) showing supra-and subadditive response properties to congruent and incongruent audio-visual inputs, respectively 51) . Their suggestion was that these activation changes reflect the integration of modality-specific inputs and upstream multimodal areas such as the middle temporal gyrus (MTG). Calvert and colleagues suggest several criteria that provide evidence for multisensory integration in human fMRI studies; (1) responsive to stimuli from two different sensory modalities, (2) respond more to the multimodal stimulus than to either of the unisensory stimuli, (3) responsive to a multimodal stimulus, but not to either unisensory stimulus, and (4) respond more to a congruent multisensory stimulus compared to an incongruent stimulus. They also employed an additive model, which has been used in human and animal electrophysiological studies, as explained earlier, to provide evidence for multisensory integration 51, 52) . Beauchamp and colleagues showed the importance of the posterior STS and MTG in integrating auditory and visual information about complex objects 53) . Their experimental procedures were devised to extract activations related to multimodal processing from activations related to the subject's task, like movement. In this experiment, they showed activation mapping on individual brain surfaces. In another study, high resolution fMRI showed the patchy distribution of inputs in the human superior temporal sulcus 54) . Although we could not describe all of the relevant fMRI studies here, a large number of studies have demonstrated the involvement of the pSTS, STG, TPJ, IFG, and surrounding regions, as well as modality-specific cortical regions, in multisensory convergence and interaction.
Multisensory single-neuronal convergence vs. regional convergence
As we have described above, a number of fMRI studies have reported multisensory regional or voxel-wise convergence in modality-specific, multisensory, and maximally integrative regions, but regional convergence revealed by human neuroimaging does not necessarily prove singleneuronal convergence in animal physiology. A single multisensory area, such as the pSTS, and even a single voxel in a multisensory region, have unisensory neurons as well as multisensory neurons, and the fMRI signal from these includes the composite activity from large neuronal ensembles. Therefore, the criteria above, used as evidence for multisensory integration in fMRI studies, do not prove single-neuron convergence. This is crucial in considering a translation from single-neuron level physiology to population-level physiology, and thus was extensively assessed using a modelling study of SC neurons and fMRI BOLD signals by Stein's group 55) , which is one of the most successful research groups of multisensory integration in the SC. This modeling study showed no evidence for supra-additive activation in the modeled fMRI BOLD signal, and rather showed a tendency for sub-additive activation. The situation regarding the relationship between the BOLD signal and single-neuron action potentials in multisensory convergence is more complex, given that the BOLD signal better reflects the local field potential (LFP) than action potentials, i.e., synaptic inputs rather than outputs. Consequently, single-neuron studies and populationlevel studies may provide complementary information in the investigation of the neural mechanisms underlying multisensory integration. In this regard, MEG/EEG has a unique property that enables one to assess changes in neuronal activities at different frequencies, as described earlier. Thus, various directions of studies are undoubtedly necessary for further progress in the scientific study of multisensory integration. Integrative use of different techniques might reveal different actions of synaptic inputs and outputs in multisensory integration.
Decoding of multisensory object representations
As seen above, early fMRI studies of audiovisual integration have used various strategies, such as the additive model and comparison between congruent vs incongruent audiovisual stimuli, and consistently identified the involvement of the pSTS, STG, and IFG in multisensory regional convergence. In contrast, a series of recent studies have used machine-learning algorithms in multivoxel pattern analysis of fMRI. Using this decoding technique, researchers have successfully demonstrated that soundimplying silent movies were reliably distinguished or decoded based on activity in the primary auditory cortex 56) , that touch-implying movies were decoded based on activity in the primary somatosensory cortex 57) , and that the pSTS contained modality-invariant object representations across vision and audition 58) . These studies imply that the primary sensory cortices can use information that should be primarily processed in the other primary cortical regions.
Brain stimulation study
Another line of studies of multisensory integration is not based on the recording aspect of multisensory processing, but on artificial stimulation techniques such as transcranial magnetic stimulation (TMS) and transcranial direct current stimulation (tDCS). Convento and colleagues reported that the cross-modal influences on phosphine perception elicited by TMS over the occipital cortex were facilitated by auditory and/or tactile inputs. They also added tDCS on occipital, temporal, and parietal areas to the experiment described above and confirmed the influence of excitability in other sensory cortical areas 59) . These perceptual enhancements induced by facilitation of another sensory area are evidence of integration of multisensory inputs.
Summary
We have reviewed neuroscientific non-human primate anatomy and electrophysiology, as well as human neuroimaging, studies of multisensory integration. Multisensory convergence and interaction play critical roles in multisensory integration, but convergence in human neuroimaging studies and primate single-neuron recordings must be cautiously interpreted and might be associated with different neural substrates underlying multisensory integration. The new generation of stimulation and analysis techniques, such as oscillation, connectivity, network, decoding, and brain stimulation techniques, will likely increase our understanding of the neural mechanisms underlying multisensory interplay in complex environments.
