We prove that for any two quasi-Banach spaces X and Y and any α > 0 there exists a constant γ α > 0 such that
Introduction
The theory of s-numbers [7, 30, 32] (sometimes also called n-widths) emerged from the studies of geometry of Banach spaces and of operators between them but found many applications in numerical analysis as well as linear and non-linear approximation theory [9, 10, 11, 29, 27] . It turned out to be also useful in estimates of eigenvalues of operators [5, 8, 25, 31] .
One of the most useful tools in the study of s-numbers is Carl's inequality [5] , which relates the behavior of several of the most important scales of s-numbers to their entropy numbers (see below for the exact definitions). If X and Y are Banach spaces and if T : X → Y is a bounded linear operator between them, then Carl's inequality states that for every natural number n ∈ N we define the Gelfand numbers c n (T ), the Kolmogorov numbers d n (T ), the approximation numbers a n (T ) and the entropy numbers e n (T ), respectively, by In the last definition, B X can denote either the open or the closed unit ball in X. While usually the closed unit ball is used, for technical reasons we prefer to work with the open unit ball B X = {x ∈ X : x X < 1}.
The main result of this note is that Carl's inequality holds also for quasi-Banach spaces and Gelfand numbers. holds for all linear and bounded operators T : X → Y .
Moreover, it was observed already in [2, 17] or [13, Section 1.3.3 ] that Carl's inequality extends easily to quasi-Banach spaces and Kolmogorov numbers or approximation numbers with only minor modifications necessary. Consequently, (1.1) is true also for quasi-Banach spaces with s k (T ) standing again for any of the scales of approximation, Gelfand, or Kolmogorov numbers, respectively. There is nevertheless one difference between (1.1) and (1.2). The constant γ α > 0 in (1.1) depends indeed only on α > 0 and is universal for all pairs of Banach spaces X and Y . But in (1.2), the constant γ α > 0 may depend on the quasi-Banach spaces X and Y . We give more details in Remark 3.4.
We now explain the original proof of Carl's inequality (1.2) for Gelfand numbers in the case that X and Y are Banach spaces (cf. [5] , [7, Theorem 3.1.1] , or [34, Theorem 5.2] ). It will become clear, that this approach relies heavily on the Hahn-Banach Theorem applied to both Banach spaces X and Y . As this fundamental technique fails for general quasi-Banach spaces [21] , this approach cannot be easily transferred. We refer also to [19] and [22] for an overview of other results on quasi-Banach spaces and their geometry.
The proof proceeds in the following way. First, (1.2) is shown for approximation numbers a k (T ) instead of Gelfand numbers. As noted before, this is easily extended to the quasi-Banach case. Afterwards, an isometric embedding j : Y → ℓ ∞ (S) for some set S is used. Such an embedding exists for any Banach space Y and can be constructed with the Hahn-Banach theorem, e.g. with S being the unit sphere or the unit ball in the dual space Y * . Already such an isometric embedding obviously does not exist if Y is not a Banach space. Now, making use of the isometric embedding j, the following two properties of entropy and Gelfand numbers, namely (i) e n (T ) ≤ 2e n (j • T ) for every n ∈ N, and (ii) c n (T ) = a n (j • T ) for every n ∈ N are essential. Equipped with these tools, (1.2) then follows simply by
(1.3) Let us comment on (i) and (ii) -and point out, why (ii) fails completely in the quasiBanach case.
The proof of (i) is easy. Let (j •T )(B X ) be covered by 2 n−1 balls of radius ε in ℓ ∞ (S). Then (by just the triangle inequality) it can be covered by 2 n−1 balls of radius 2ε in the same space with centers in (j • T )(X). Finally, as j is isometric, this can be translated into a covering of T (B X ) by 2 n−1 balls of radius 2ε in Y .
The proof of (ii) is more involved -and makes heavy use of the Hahn-Banach theorem. We will only comment on the more difficult inequality a n (j • T ) ≤ c n (T ), which was used in (1.3). The essential property of the space ℓ ∞ (S) here is the extension property: any linear bounded operator U : M → ℓ ∞ (S) from a closed linear subspace M of a Banach space X can be extended to an operatorŨ : X → ℓ ∞ (S) with Ũ = U . Again, the proof of this extension property needs the Hahn-Banach theorem now for the Banach space X. So, this step is in general not possible if X is not a Banach space.
With the extension property the proof of (ii) is finished as follows. Given a subspace M of X with codim M < n, we can extend
Finally, (ii) follows by taking the infimum over all such M . This discussion makes clear, that in this approach to Carl's inequality via the approximation numbers, the property that both X and Y are Banach spaces (and not merely quasi-Banach spaces) is essential.
From the numerous applications of Carl's inequality available in the literature we will comment on its role in the area of sparse recovery and compressed sensing [4, 12] . It was observed already in the seminal paper of Donoho [12] that lower bounds on the Gelfand numbers of the embedding id : ℓ N p → ℓ N 2 with 0 < p < 1 can be directly transferred into statements on optimality of sparse recovery methods. When deriving these lower bounds, Donoho combined Carl's inequality with the known results on entropy numbers of this embedding, overlooking that Carl's inequality is not available for Gelfand numbers and quasi-Banach spaces. This flaw was corrected only later in [14] using completely different methods. Using Theorem 1.1, we give an alternative proof of the lower bound of c n (id : ℓ N p → ℓ N 2 ) in the last section. The structure of the paper is as follows. In Section 2 we collect some notation and basic facts about quasi-Banach spaces. Section 3 gives the proof of our main result, Theorem 1.1. With standard arguments, we derive the version of Carl's inequality for Lorentz norms, Theorem 3.5. Finally, in Section 4 we show how to use Theorem 1.1 to obtain lower estimates of Gelfand numbers of id : ℓ N p → ℓ N q with implications to optimal recovery of sparse vectors.
Quasi-Banach spaces
This section collects some basic facts about quasi-Banach spaces. We restrict ourselves to the minimum needed later on and refer to [22] and the references therein for an extensive overview. If X is a (real) vector space, we say that
By the fundamental Aoki-Rolewicz theorem [1, 35] , every quasi-norm is equivalent to some p-norm, i.e. there exists a mapping |||·||| X : X → [0, ∞) and 0 < p ≤ 1, such that |||·||| X satisfies (i) and (ii) as above, (iii) gets replaced by |||x + y||| p X ≤ |||x||| p X + |||y||| p X and |||·||| X is equivalent to · X on X. The expression |||·||| X is then called a p-norm and X is a p-Banach space. If a quasi-normed vector space X is complete with respect to the metric induced by |||·||| p X , it is called a quasi-Banach space. As the validity of Carl's inequality does not change if we replace the quasi-norms on X and Y by equivalent quasi-norms, we shall always assume that X and Y are equipped with a p-norm and a q-norm, respectively.
Quotients of quasi-Banach spaces
If X and Y are quasi-Banach spaces and T is a bounded linear operator between them, we can still define Gelfand numbers c n (T ) as before, as the notion of codimension is algebraic. Furthermore, if X is a p-Banach space and M ⊂ X is a subspace, we can also define the quotient space X/M and the usual definition makes it again a p-Banach space.
We then obtain
and the statement follows by letting ε → 0.
Entropy numbers of identity mappings
We give an analogue of [30, (12.1.13) ] for quasi-Banach spaces.
Lemma 2.1. Let X be a real m-dimensional p-Banach space, where m ∈ N and 0 < p ≤ 1. Then e n (id :
Proof. The inequality e 1 (id : X → X) ≤ 1 holds also for quasi-Banach spaces. If (n − 1) ≤ 2m/p, then 2 n−1 m ≤ 4 1/p and (2.1) follows. We assume therefore that (n − 1) > 2m/p. We choose ε > 0 by
Let now x 1 , . . . , x N ∈ B X be a maximal subset of B X with mutual distances x i − x j X ≥ ε. Then B X can be covered by the balls x i + εB X and the balls
are mutually disjoint. Indeed, if there would be a z ∈ X with x i − z X < ε/2 1/p and
Hence,
Comparing the volumes (with respect to any translation invariant normalized measure on X), we get
We therefore obtain that
and (2.1) follows again.
Proof of Carl's inequality
In this section we prove our main result, Theorem 1.1, as well as its Lorentz space counterpart, Theorem 3.5.
Proof of Theorem 1.1
Let X be a p-Banach space and let Y be a q-Banach space. We fix a sequence (M n ) n∈N of finite codimensional subspaces of X and let τ n = T | Mn . We also fix a sequence (ε n ) n∈N of positive numbers with ε n ≤ 1. Let M n ⊂ X/M n be an ε n -net of the unit ball of X/M n , i.e. for any [x] ∈ B X/Mn there exist [x n ] ∈ M n such that
As a byproduct of (3.1), we also get
, we may assume (just by the definition of the quotient quasi-norm) that x n ∈ X was chosen with x n X < 2 1/p . Let N n ⊂ 2 1/p B X be a lifting of M n , which collects for each class [x n ] ∈ M n the representative with quasinorm smaller than 2 1/p . Using (3.1), we see that for any x ∈ B X there exist x n ∈ N n and z n ∈ M n with x − (x n + z n ) X < ε n .
Finally, let δ 0 = 1 and
The proof of Theorem 1.1 relies on an iterative construction. The single steps are based on the lifting just described and the details are given in Lemma 3.1. Its inductive use is then the subject of Lemma 3.2. 
∈ N n and z n ∈ M n such that
Proof. Since x/δ X < 1, we find x n ∈ N n and z n ∈ M n such that
This shows the second inequality. The bound on z n follows from the p-triangle inequality
Lemma 3.2. For any x ∈ B X , there exist sequences (x n ) n∈N , (z n ) n∈N with x n ∈ N n and z n ∈ M n such that
Proof. The existence of sequences (x n ) n∈N , (z n ) n∈N with x n ∈ N n and z n ∈ M n satisfying (i) and (ii) follows inductively from Lemma 3.1. It remains to prove (iii). We use the q-triangle inequality, (i),(ii) and τ n = T | Mn to conclude that
The next theorem now follows using the optimal subspaces M n and the inequality (2.1) for entropy numbers for the m n -dimensional p-Banach space X/M mn . Theorem 3.3. Let T : X → Y be a bounded linear operator from the p-Banach space X to the q-Banach space Y , where 0 < p, q ≤ 1. Let (k n ) n∈N and (m n ) n∈N be sequences of positive integers. Then
Proof. We apply Lemma 3.2 to a sequence (M m j ) j∈N of finite codimensional subspaces of X with codimM m j = m j . Moreover, by (2.1), we may and do choose the ε m j -nets M m j ⊂ 2 1/p B X/Mm j and the lifting N m j ⊂ 2 1/p B X such that
We then have
For the net
Now (iii) in Lemma 3.2 shows that for any x ∈ B X there exists y ∈ N such that
Hence, using (3.2) and (3.3), we obtain We are now ready to prove Theorem 1.1. It is enough to show
for every n ∈ N and some constant γ α . By homogeneity, we may assume that c k (T ) ≤ k −α for 1 ≤ k ≤ n, in particular c 1 (T ) = T ≤ 1. By monotonicity, it is also enough to prove the statement for n = C 2 N , where N ∈ N and C is a universal natural number. Choose β > α > 0, m j = 2 N −j , j = 1, . . . , N , and
where ⌈a⌉ is the smallest integer not less than a.
Then (k j − 1)/m j ≥ 2/p + β and ε j := 4 1/p 2
Furthermore, let C ≥ 1 be a natural number with C ≥ 2/p + β + 1. Then
Putting these estimates together, we obtain
which gives the desired statement.
Remark 3.4.
A detailed inspection of the proof allows to estimate the dependence of γ α in (1.2) on α > 0 and 0 < p, q ≤ 1, leading to
In contrary to (1.1), the constant γ α > 0 now depends also on the p-Banach space X and q-Banach space Y . Let us remark, that we did not make any efforts to optimize (3.4) and its optimality is left open.
Lorentz space version
Using standard techniques, cf. [7, Theorem 3.1.2], Carl's inequality can be easily extended to compare the Lorentz quasi-norms of (e k (T )) k∈N and (c k (T )) k∈N . 
Applications to optimality of sparse recovery
Recently, the s-numbers were used in the area of compressed sensing [4, 12] , cf. also [3, 15] , to provide general lower bounds for the performance of sparse recovery methods.
In its basic setting, compressed sensing studies pairs (A, ∆) of linear measurement maps A ∈ R n×N and (non-linear) recovery maps ∆ : R n → R N , such that the recovery error x−∆(Ax) is small (or even null) for k-sparse vectors x ∈ Σ k = {x ∈ R N : #{i : x i = 0} ≤ k}. To allow for stability needed in applications, it is also necessary that the methods of compressed sensing are extendable to compressible vectors, i.e. to vectors which can be very well approximated by sparse vectors. The performance of a pair (A, ∆) in recovery of vectors from some set K ⊂ R N is measured in the worst case by
where Y is a (quasi-)norm on R N . The search for the optimal recovery pair is then expressed in the so-called compressive n-widths
Based on previous work in approximation theory and information based complexity [28, 29, 33] it was observed in [9, 12, 24] that the compressive n-widths of a symmetric and subadditive set K (i.e. a set K with K = −K and K + K ⊂ aK for some a > 0) are equivalent to Gelfand numbers of K, which are defined as
Here, the infimum is taken over all linear subspaces M of R N with codimension smaller than n. Any lower bound on Gelfand numbers of K therefore immediately translates into lower bounds on recovery errors of vectors from K. Especially, if an algorithm achieves the same recovery rate as the corresponding lower bound obtained by estimates of Gelfand numbers, we know that this algorithm is asymptotically optimal.
In the frame of compressed sensing, the unit balls of ℓ N p for 0 < p ≤ 1 are typically used as a good model for compressible vectors and the error of recovery is mostly measured in the Euclidean norm of ℓ N 2 . Consequently, Donoho [12] investigated the decay of E n (B N p , ℓ N 2 ) and, consequently, the decay of Gelfand numbers of B N p in ℓ N 2 , which will be denoted by c n (id : ℓ N p → ℓ N 2 ) later on. The first estimates of these quantities for p = 1 were obtained by Garnaev, Gluskin, and Kashin [16, 18, 23] . For p < 1, the estimate from above appeared first in [12] and using the approach of [27] it was proved also in [37] .
By applying (1.1) to T = id : ℓ N p → ℓ N 2 and using the known results (cf. [20, 26, 36] or [13, Section 3.2.2]) on entropy numbers e n (id : ℓ N p → ℓ N 2 ), Donoho obtained a lower bound for c n (id : ℓ N p → ℓ N 2 ) and, consequently, also for E n (B N p , ℓ N 2 ). The results obtained can be summarized as
1) where 1 ≤ n ≤ N are natural numbers and the positive numbers c p , C p do not depend on n and N . The use of (1.1) in the proof of the lower estimate of (4.1) appeared for the first time in [6] and we give a sketch of this argument in Section 4.1 for readers convenience.
Unfortunately, the argument just presented contains one crucial flaw, which was overlooked by Donoho. Carl's inequality (1.1) is proven in [5] only when X and Y are Banach spaces. This gap was observed by H. Rauhut and T. Ullrich and the lower bound in (4.1) became an open problem. While attending a lecture of A. Pajor, S. Foucart saw a simple way to get the lower bound for c n (id : ℓ N 1 → ℓ N 2 ). The proof avoided the use of Carl's inequality and invoked some techniques from compressed sensing. Furthermore, the argument could be carried over to all p ≤ 1 and was then published in [14] , where the authors prove the lower bound in (4.1) for all 0 < p < 2, cf. also [15] .
Although (4.1) was proved, the question if Carl's inequality allows for an extension to quasi-Banach spaces and Gelfand numbers remained open. Indeed, the authors of [14] expressed their belief that "Carl's theorem actually fails for Gelfand widths of general quasi-norm balls".
Lower bound on Gelfand numbers from Carl's inequality
In this section, we sketch the use of Carl's inequality (1.2) in the proof of the lower bound in (4.1). This argument appeared first in [6] and we reproduce it (with only minor modifications) here for reader's convenience.
2) for some constants c p,q , C p,q not depending on n and N .
Proof. The upper bound of this inequality was already provided in [37] , so it only remains to prove the lower bound. We follow the ideas of [6, Corollary 2.6]. By [26, 36] , it is known that for 0 < p ≤ q ≤ ∞ e n (id :
where the constants of equivalence do not depend on the natural numbers n and N . Using Carl's inequality (1.2), the results on entropy numbers (4.3) and the upper bound in (4.1), we can deduce the lower bound in (4.1) as detailed below. For p = q, (4.2) follows from c n (id : ℓ N p → ℓ N p ) = 1 in this case. We shall therefore assume that p < q and for brevity let us set α = 1/p − 1/q > 0. Using Carl's inequality we obtain for any natural number n with log N ≤ n ≤ N
for some constant C from (4.3). For some λ > 1, which we shall fix later on, let us split up this supremum into two parts to get
We estimate the first summand on the right hand side by the upper bound in (4.2) holds for all n ∈ N with log N ≤ n ≤ N and some constant C ′ > 0 independent of n and N . In case of n < λ 0 , (4.8) remains true with only minor modification of the argument. The first supremum in (4.5) becomes empty and (4.5) is not needed. Finally, (4.8) follows simply by (4.4) and (4.7). Next we prove the lower bound in (4.2) for all k ∈ N with log N ≤ k ≤ N/λ 0 (if such k exist). We put n = ⌊λ 0 (k − 1) + 1⌋ such that n ≤ λ 0 k ≤ N and ⌈n/λ 0 ⌉ = k. By monotonicity of the function x → (1 + log(N/x))/x we therefore obtain c k (id : ℓ x q = inf
