Abstract. Recent R-matrix calculations of electron impact excitation rates in O iii are used to calculate electron temperature and density-dependent emission line ratios R 1 = I(4363Å)/I(4960Å + 5007Å), R 2 = I(1661Å + 1667Å)/I(4960Å + 5007Å) and R 3 = I(2322Å)/I(1661Å + 1667Å), for a range of electron temperatures (7500 ≤ T e ≤ 30 000 K) and densities (10 4 ≤ N e ≤ 10 7 cm −3 ) applicable to gaseous nebulae. The ratio-ratio diagrams (R 1 , R 2 ) and (R 1 , R 3 ) should, in principle, allow the simultaneous determination of T e and N e from measurements of the O iii features in a spectrum. Plasma parameters derived for a sample of mid-to high-excitation planetary nebulae from (R 1 , R 2 ) and (R 1 , R 3 ) measurements, produced using a combination of ultraviolet spectra obtained with the International Ultraviolet Explorer (IUE) and optical data from a number of observing runs, are found to show excellent internal consistency. They also show, in general, good agreement with the values of T e and N e estimated from other line ratios in the nebulae, therefore providing observational support for the accuracy of the theoretical ratios and hence the atomic data adopted in their derivation.
Introduction
Emission lines arising from transitions in O iii are frequently observed in the optical (Keenan & Aggarwal 1987; McKenna et al. 1996) and ultraviolet (Clegg et al. 1987 ) spectra of highexcitation planetary nebulae (PNe). Under normal PNe conditions, where N e ≤ 10 5 cm −3 (Barlow 1987) , the [O iii] λλ 4363, 4960 and 5007Å transitions are in the 'coronal approximation' (Elwert 1952) , so that their intensities depend almost exclusively on the magnitude of the electron impact excitation rates for the lines (Keenan & Aggarwal 1989 ). Therefore, the ratio R 1 = I(4363Å)/(I(4960Å+5007Å) has tradiSend offprint requests to: F.L. Crawford tionally been employed as an electron temperature diagnostic for the emitting plasma, since the pioneering work of Hebb & Menzel (1940) . However, this early work (Menzel et al. 1941 ) gave values of T e that were too low. The matter was clarified by Seaton (1953 Seaton ( , 1954 who obtained greatly improved crosssections. From these, new T e estimates in the neighbourhood of 10 000 to 12 000 K (e.g., Aller 1956 ) have been buttressed by more recent work (see e.g., Osterbrock 1974) .
However, Nussbaumer & Storey (1981) have demonstrated that the ultraviolet intercombination lines at λλ 1661 and 1667Å and the forbidden λ 2322Å transition, which became readily observable with the launch of the International Ultraviolet Explorer (IUE) satellite, should allow the simultaneous derivation of the electron temperature and density of the O iii region, when combined with optical data.
In this paper we use new O iii atomic data to calculate optical and ultraviolet emission line ratios in O iii applicable to gaseous nebulae, and compare these with optical observations and UV spectra from the IUE archives. Specifically, we investigate if the O iii measurements allow us to simultaneously derive reliable estimates of electron temperature and density for PNe.
Theoretical line ratios
The model ion for O iii consisted of the 9 energetically lowest LS states, i.e. 2s 2 2p 2 3 P ,
1 P , making a total of 15 fine-structure levels. Energies for all of these were taken from Bashkin & Stoner (1975) .
Electron impact collision rates in O iii were obtained from the recent R-matrix calculations of Aggarwal & Keenan (1999) , while for Einstein A-coefficients the theoretical results of Aggarwal et al. (1997) , Fleming & Brage (1997) and Froese Fischer & Saha (1985) were adopted. Proton impact excitation rates, which are only important for transitions within the 2s 2 2p 2 3 P ground state, were taken from Ryans et al. (1999) .
Using the above atomic data in conjunction with the computer code of Dufton (1977) , relative O iii level populations and hence emission line strengths were derived for a range of electron temperatures and densities. Details of the procedures involved and approximations made may be found in Dufton (1977) and Dufton et al. (1978) .
In Fig. 1 we plot (log R 1 ) vs. (log R 2 ), where
for values of electron temperature T e = 7500 − 30 000 K and density N e = 10 4 − 10 7 cm −3 . Fig. 2 shows the plot of (log R 1 ) vs. (log R 3 ), where
.
Given uncertainties of typically ± 10 % in the adopted atomic data, we estimate that the theoretical line ratios in Figs. 1 and 2 should be accurate to approximately ± 15 %.
Observational data

Optical observations
Existing optical measurements of the [O iii] λλ 4363, 4960 and 5007Å forbidden transitions have been compiled for a number of nebulae. Most of the spectra were taken at the Lick Observatory, either as photographic plates or photoelectrically. Recently, all measurements have been made with the Hamilton Echelle Spectrograph at the Coudé focus of the Shane 3 m telescope.
The references are listed in Table 1 and all line intensities are listed in Table 2 .
IUE observations
For each nebula we chose two high resolution IUE spectra (where available), one short wavelength and one long wavelength, from the IUE archive at Villafranca in Spain. These exposures were all taken using the large (10 × 23 ) aperture on the IUE and are listed in Table 1 . The O iii λλ 1661, 1667 and 2322Å emission line fluxes have been measured from these exposures using the spectrum analysis program DIPSO (Howarth et al. 1996) . Good quality, high dispersion IUE images could not be found for CD-23, but Aller et al. (1981) list the ratios R 1 and R 2 for this object. We did not search for IUE spectra of NGC 6818, as line intensities for this object are listed by Hyung et al. (1999) .
In Table 2 we list the UV and optical line intensities for each nebula, relative to Hβ = 100. These intensities have been corrected for interstellar extinction using the extinction curve of Seaton (1979) in conjunction with the logarithmic extinction at Hβ, C = 1.47E(B − V ) = log [I(Hβ)/F (Hβ)], where I(Hβ) and F (Hβ) are the intrinsic and observed Hβ line intensities respectively. Values of C are listed in Table 2 and have been derived through a comparison of the theoretical He ii 1640Å/4686Å and hydrogen recombination line ratios (e.g., Hummer & Storey 1987 ) with those measured from optical and/or IUE observations of our PNe (for details, see Feibelman et al. 1996) . Aller et al. (1970) SWP 10732, LWR 14149 NGC 6572 Hyung et al. (1994) SWP 42059, LWP 20789 NGC 6818 Hyung et al. (1999) -NGC 7027 Keyes et al. (1990) SWP 04716 NGC 7662 Hyung & Aller (1997) SWP 04106, LWR 06805
1 R1 and R2 are given for CD-23 by Aller et al. (1981) , while Hyung et al. (1999) list O iii line strengths for NGC 6818 (see text). To illustrate the quality of the IUE spectra, we plot in Figs. 3 and 4 sections of the high resolution exposures of NGC 6572 in the wavelength range 1655 − 1675Å and NGC 3242 in the wavelength range 2318 − 2328Å, respectively. The O iii] intercombination lines at λλ 1661 and 1667Å and the [O iii] forbidden line at λ 2322Å are clearly visible in these spectra.
Line ratios and estimated accuracies
The observed values of R 1 , R 2 and R 3 derived from Table 2 are listed in Table 3 . We estimate that the uncertainties in the optical line intensities should be approximately ± 10 %, implying that the optical ratio R 1 should be accurate to typically ± 15 %. However, the accuracy in general of the UV line intensities in the IUE images will be lower than this, around ± 20 %. Hence the observed R 2 and R 3 ratios are probably only reliable to ± 25 %.
Results and discussion
In Table 4 we summarise the electron temperatures and logarithmic electron densities (T e , log N e ), derived from measurements of (R 1 , R 2 ) and (R 1 , R 3 ) in conjunction with the theoretical results in Figs. 1 and 2 , respectively, along with their mean values 1 From the optical measurement reference, listed in Table 1 . 2 Indicates that (Te, log Ne) are indeterminate owing to the observed line ratios lying outside the grid of values in Fig. 1 or 2. (T e , log N e ) mean . We also list plasma parameters, denoted (T e , log N e ) other , found for our objects by other studies using different ions which have similar ionisation potentials and therefore spatial distributions to O iii, such as I(4711Å)/I(4740Å) and I(7238Å)/I(4711 + 4740Å) in Ar iv . It can be seen from Table 4 that plasma parameters could not be derived from (R 1 , R 2 ) for NGC 3242 and NGC 6210 and, for IC 2165, T e and N e could not be obtained from (R 1 , R 3 ). This is because the measured ratios for these PNe were found to lie outside the grids plotted in Figs. 1 and 2 . For NGC 3242 and 6210, this may be due to the fact that the optical data employed came from observations which are of lower quality than those obtained with the Hamilton Echelle Spectrograph. NGC 6210 was observed using photographic plates supplemented with data from Oke's photoelectric scanner at Mount Wilson (Aller et al. 1970) , while the resolution of the NGC 3242 observations was limited to about 10Å FWHM (Barker 1985) . We also note that the largest discrepancy between (T e , log N e ) mean and (T e , log N e ) other occurs for IC 3568, where the observational techniques employed were similar to those for NGC 6210 (Lee et al. 1969 ). However, this does not explain why we were unable to obtain plasma parameters from both (R 1 , R 2 ) and (R 1 , R 3 ) for IC 2165.
The three PNe (NGC 6572, 6818 and 7662) for which we were able to derive values of T e and log N e from both (R 1 , R 2 ) and (R 1 , R 3 ) show extremely good internal consistency, with T e and log N e differing on average by only 330 K and 0.2 dex, respectively. Furthermore, we find our results to be in good agreement with those determined from other line ratios, with discrepancies in T e averaging less than 850 K. With reference to Sect. 3.3, it can be seen that our derived electron temperatures should be in error by about ± 1000 K at T e = 10 000 K and ± 3000 K at T e = 15 000 K, meaning that all our measurements are in excellent agreement with those from other studies. These results provide good observational support for the accuracy of the theoretical O iii line ratio diagnostics, and hence the atomic data used in their derivation.
Our values of log N e are generally in good agreement with those derived from other diagnostics, with the exceptions of IC 3568, NGC 3242 and NGC 7662. In the first two of these cases the resolution of the optical spectra was low, as described above, and so the errors in measuring the O iii line strengths were more pronounced. In the case of NGC 7662 it should be noted that, within errors, we can easily reconcile our measurement of log N e with the comparison value quoted in Table 4 . We also note that densities given as log N e = 4.0 could be over-estimated due to bunching of the diagnostics at densities lower than this (see Figs. 1 and 2) . Hyung et al. (1999) found that T e tends to be low for lowexcitation ions and high for high-excitation ions. For example, in their study of NGC 6818, they derived T e ∼ 9500 K for [N ii] and T e ∼ 13 000 K for [Cl iv]. However, Keenan et al. (1999) found an [O ii] electron temperature for NGC 6818 of T e = 19 000 K, while Keenan et al. (1997) , found an [Ar iv] electron temperature of T e = 16 000 K. Liller & Aller (1954) found that high-excitation nebulae tend, in general, to have higher T e than their low-excitation counterparts, but the correlation was weak. We find that PNe with a higher excitation class demonstrate a higher [O iii] electron temperature -IC 3568, NGC 6210 and NGC 6572 are all medium-excitation nebulae and all have derived temperatures below 10 000 K, whereas the other PNe under investigation are all high-excitation nebulae and all have derived temperatures above 11 000 K.
Over the last few decades, standard formulae have been employed for the derivation of electron temperatures and densities from the R 1 line ratio, the coefficients of which have slowly evolved as the atomic parameters have improved. We were unable to fit our data to a formula of the form used by Kaler (1986) , as our theoretical line ratios have been derived from a complete solution of the statistical equilibrium equation for a 15 level model ion, rather than from a simplification of the p 2 equilibrium solution (Seaton 1960) . Hence, using Mathematica (Wolfram 1996) and the methods described in Keenan et al. (1997) , we have produced an expression to directly estimate plasma parameters from R 1 . We note that the function used to estimate (T e , log N e ) from R 1 is too extensive to reproduce here. However it is available from one of the authors (a.wickstead@qub.ac.uk) on request.
Finally, in Fig. 5 we plot the IR ratio, R 4 , against log N e , where R 4 = I(2s 2 2p 2 3 P 2 − 2s 2 2p 2 3 P 1 )
I(2s 2 2p 2 3 P 1 − 2s 2 2p 2 3 P 0 ) =
I(52 µm) I(88 µm)
We note that R 4 is density dependent over the range N e = 10 2 −10 5 cm −3 , but shows very little variation with temperature. However, this ratio neglects any effects due to the Bowen mechanism, in which a He ii resonance line photoexcites a wavelengthincident transition (Bhatia & Kastner 1987) . In our case, Bowen pumping can significantly deplete the 2p 2 3 P 2 level in O iii, which is the upper level of the 52µm line. As can be seen from Fig. 2 of Bhatia & Kastner, this could lead to the underestimation of electron density by more than an order of magnitude for high excitation nebulae.
