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Introduction
Prédire l'activité d'une enzyme à partir de sa séquence en acides aminés est une tâche
d'une importance majeure pour la compréhension des réactions biochimiques avec de nom-
breuses retombées dans le domaine des biotechnologies. Cette thèse considère le problème
de l'apprentissage de signatures caractéristiques de familles d'enzymes. Les enzymes sont
des protéines particulières et on dispose déjà d'un certain nombre d'outils pour caractériser
des familles de protéines et découvrir de nouveaux membres à ces familles. Le problème
général est celui de l'inférence de modèles à partir d'un ensemble de séquences partageant
une fonction commune. Parmi les modèles les plus utilisés, on trouve les modèles de Mar-
kov cachés ou encore les langages réguliers. Dans cette thèse nous nous intéressons à des
modèles algébriques plus expressifs qui sont capables de capturer des interactions entre
éléments éloignés sur la séquence de la protéine.
Dans ce but, nous nous sommes intéressés dans un premier temps à l'inférence de
grammaires hors-contexte. Il s'agit d'un problème pour lequel il existe un certain nombre
d'algorithmes heuristiques pour le traitement automatique des langues. Tous sont basés
sur le principe de substituabilité de Harris pour lequel le travail de A. Clark [CE07] oﬀre
un cadre théorique et des résultats d'apprenabilité en introduisant la classe des langages
hors-contexte substituables. Nous avons étendu ce principe en introduisant de nouvelles
classes de langages et de nouveaux critères de généralisation basés sur des classes de sub-
stituabilité locales et/ou contextuelles. Ces nouveaux critères permettent ainsi de traiter
des ensembles de séquences de protéines pour lesquels les exemples sont moins nombreux
et les séquences beaucoup plus longues que pour les langues naturelles.
Aﬁn de pouvoir utiliser ce modèle en pratique sur des ensembles de données réels, nous
proposons un algorithme d'apprentissage eﬃcace permettant de réduire la grammaire tout
au long de l'apprentissage jusqu'à l'obtention d'une grammaire canonique non redondante
du langage substituable cible. Nous avons ainsi obtenu de bons résultats sur des données
réelles avec une haute spéciﬁcité et une bonne sensibilité grâce à une généralisation basée
sur la substituabilité locale.
En pratique, la disponibilité des familles d'enzymes n'est pas immédiate. Il existe des
groupes de séquences phylogénétiquement liées, appelés superfamilles, qui possèdent des
motifs communs pour les repérer. Au sein de ces superfamilles, il existe un certain nombre
de familles avec des activités diverses déterminées expérimentalement. Le coût et la dif-
ﬁculté des expérimentations ne permettent pas actuellement d'avoir des séquences d'ap-
prentissage pour chaque famille existante.
Nous avons donc abordé le problème de la prédiction de l'appartenance d'une séquence
à une famille. Nous présentons un classiﬁeur basé sur l'identiﬁcation de blocs de sous-
séquences communes entre des séquences de familles connues et inconnues appartenant
à la même superfamille. Nous nous appuyons pour cela sur la recherche de concepts
formels construits sur le produit des blocs et des séquences. Contrairement à la plupart des
classiﬁeurs dans ce domaine, nous avons introduit les classes (familles) comme des objets
à part entière. Nous traitons le problème non supervisé de la détection de nouvelles familles
dans les séquences non étiquetées comme un problème d'optimisation en minimisant le
nombre de nouvelles familles tout en maximisant le support d'une nouvelle famille en terme
de blocs caractéristiques. Nous avons utilisé ce classiﬁeur sur des données provenant du
génome d'une algue brune récemment séquencée, Ectocarpus siliculosus, relativement
éloignée des espèces habituellement étudiées.
La dernière étape de l'étude est la création de grammaires hors-contexte pour chaque
famille repérée au sein d'une superfamille. Ces caractérisations expressives permettent po-
tentiellement de repérer des interactions intéressantes au sein des protéines.
Dans un premier temps, le chapitre 1 est consacré à l'introduction des concepts biolo-
giques nécessaires à la compréhension de cette thèse. Il présentera les notions d'enzymes
et de familles de séquences, ainsi que certaines méthodes utilisées pour caractériser un
ensemble de séquences protéiques. Nous verrons ainsi les limites des approches utilisées
actuellement.
puis, le chapitre 2 introduit les concepts mathématiques et informatiques utilisés pour
modéliser les familles d'enzymes. Nous présentons dans ce but la théorie des langages et
l'inférence grammaticale, et insistons sur l'état de l'art utilisant des langages réguliers.
Dans le chapitre 3, nous cherchons à obtenir des grammaires de la classe des gram-
maires hors-contexte, plus expressives que les grammaires régulières classiquement utili-
sées. Dans ce but, nous introduisons les concepts de substituabilités locale et contextuelle
comme critères sur lesquels s'appuiera la généralisation des séquences d'apprentissage.
Le chapitre 4 est consacré à l'apprentissage supervisé et non supervisé des propriétés
des diﬀérentes sous-familles présentes dans l'échantillon d'apprentissage grâce à l'analyse
de concepts formels. Il sera ainsi possible de discriminer des ensembles de séquences
présentant des activités inconnues. Cela permettra d'introduire une phase de sélection
dans la méthode présentée au chapitre 2.




Modélisation de familles d’enzymes
Cette thèse étudie le problème de la reconnaissance de familles d'enzymes par des
méthodes formelles. Il s'agit d'un problème important en bioinformatique à la fois d'un
point de vue applicatif (les enzymes jouent un rôle dans la plupart des réactions biologiques
et ont des implications en biotechnologie) et fondamental (comment caractériser des
ensembles de séquences ?).
Nous commençons par introduire le problème biologique et ses diﬀérentes probléma-
tiques, puis nous présentons les limites des représentations existantes.
1.1 Problème biologique : reconnaissance de classes d'enzymes
1.1.1 Un peu d'histoire
Depuis la découverte de l'ADN par Watson et Crick en 1953 [WC+53] et la première
technique de séquençage développée en 1975 [SC75], l'Homme a cherché à décrypter les
informations contenues dans cet ADN pour mieux comprendre le fonctionnement de la vie
[GK10]. De grands projets de séquençage de génomes, notamment celui de l'espèce hu-
maine, ont alors vu le jour et les premières bases de données de connaissances génomiques
cherchant à répertorier les connaissances acquises sont apparues.
C'est également dans les années 1970 que l'on voit apparaître le terme de bioinfor-
matique. La bioinformatique peut être vue comme l'ensemble des concepts et des tech-
niques nécessaires à l'interprétation informatique de l'information biologique. En eﬀet,
les données générées par le séquençage ne peuvent pas toutes être interprétées expéri-
mentalement, et il devient nécessaire de trouver des techniques automatisées pour les
annoter.
Alors que pour obtenir une esquisse du génome humain comprenant une séquence
de 3 milliards de nucléotides, il a fallu plus de 11 ans de travail dans des centaines de
laboratoires à travers le monde et 3 milliards de dollars [L+91], aujourd'hui, grâce aux
connaissances accumulées et à de nouvelles techniques de séquençage, il est possible de
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séquencer un génome en quelques jours, voire quelques heures seulement pour quelques
milliers d'euros.
Cette avancée technologique a donné lieu à une explosion de données et à de nouveaux
enjeux au niveau informatique. Il faut notamment trouver de nouvelles méthodes pour sto-
cker, trier, répertorier, annoter de telles données et automatiser ces processus. [ZCBZ11]
apporte une vue d'ensemble sur ces problématiques liées à l'apparition du séquençage
haut-débit.
L'annotation de séquences, qui va donner un sens à toute cette information, ne peut
plus se pratiquer de manière manuelle. Même la vériﬁcation des annotations automatiques
(curation) devient diﬃcile manuellement et il est indispensable de mettre en place des
algorithmes d'apprentissage de plus en plus sophistiqués permettant de tirer parti au
mieux des données déjà annotées aﬁn de traiter celles qui ne le sont pas encore. On
trouvera dans le livre [BB01] une très bonne introduction aux problèmes d'apprentissage
en bioinformatique. Celui qui nous intéresse ici, c'est à dire l'annotation fonctionnelle
de protéines à partir de leurs séquences y est décrit comme un problème diﬃcile. Nous
nous intéressons ici particulièrement aux protéines possédant une fonction catalytique :
les enzymes, dont la première a été caractérisée en 1933 [PP33].
1.1.2 Qu'est-ce qu'une enzyme ?
Dans ce manuscrit, nous nous intéressons à un ensemble de macro-molécules essen-
tielles pour les cellules vivantes : les enzymes. Nous commençons donc par présenter ces
objets d'étude. Une enzyme est une protéine qui joue un rôle de catalyseur biologique
(ou biocatalyseur), c'est-à-dire de composé qui facilite une réaction biochimique sans en
modiﬁer les produits.
Du point de vue informatique, nous considérerons une enzyme comme un triplet, de la
même manière que pour toute autre protéine. En eﬀet, une protéine peut être considérée
à plusieurs niveaux :
1. une séquence d'acides aminés (structure primaire) ;
2. une structure formée par cette séquence repliée dans l'espace (structure spatiale) ;
3. une fonction associée.
Les protéines résultent de la transcription d'une séquence d'ADN en séquence d'ARN
puis de la traduction de cet ARN en séquence d'acides aminés qui constitue la protéine.
Les protéines sont des éléments essentiels de la vie de la cellule : elles peuvent jouer un
rôle structurel, un rôle dans la mobilité, un rôle catalytique, un rôle de régulation de la
compaction de l'ADN ou d'expression des gènes, etc. En somme, l'immense majorité des
fonctions cellulaires est assurée par des protéines.
Chimiquement, il s'agit d'une macromolécule composée d'une ou plusieurs chaînes
d'acides aminés liés entre eux par des liaisons peptidiques (chaîne polypeptidique). L'ordre
dans lequel les acides aminés s'enchaînent est codé dans le génome et constitue la struc-
ture primaire de la protéine. La protéine se replie sur elle-même pour former des structures,
dont les plus importantes quantitativement sont l'hélice alpha et le feuillet bêta. Elles sont
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stabilisées par des liaisons hydrogènes entre les atomes de carbone et d'azote ce qui in-
troduit alors des corrélations, courte et longue distance, entre les chaînes d'acides aminés
et forme la structure 3D appelée structure tertiaire.
L'enzyme se distingue des autres protéines par sa fonction de catalyseur.












elle permet à certaines bactéries de dégrader l'agar comme source de carbone
La réaction qu'elle catalyse dans la bactérie Zobellia galactanovorans
est la suivante :
agorose+H2O−→ neoagarotetraose
La fonction d'une enzyme est déﬁnie par la réaction chimique qu'elle facilite. Chaque
enzyme est associée à un substrat, molécule sur laquelle elle agit. L'interaction est pos-
sible grâce à la forme (structure 3D) de l'enzyme qui permettra au substrat et à l'enzyme
de s'emboîter comme les deux pièces d'un puzzle aﬁn de former un complexe transitoire
enzyme-substrat. Ce mécanisme initialement décrit dans [KJ58] a fait l'objet de nom-
breuses études depuis et nous présentons brièvement la vision actuelle issue de [SH08].
L'enzyme ne prend sa forme active qu'en présence de son substrat. La zone d'accroche au
niveau de l'enzyme est appelée site actif. En général, il n'y a que quelques acides aminés
de la séquence de l'enzyme qui interagissent avec le substrat, ils sont appelés résidus ca-
talytiques. Une fois ce complexe formé, l'enzyme peut agir sur son substrat, par exemple
permettre sa dissociation en deux composés. La forme particulière d'une enzyme est dé-
ﬁnie en grande partie par sa séquence et les diﬀérentes propriétés physico-chimiques des
acides aminés la composant (hydrophobicité, charge, ...).
Un des problèmes majeurs est de réussir à prédire la fonction d'une enzyme (type de
réaction catalysée et substrat) grâce à sa séquence d'acides aminés. Malgré le dévelop-
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pement d'un grand nombre de méthodes, cela reste encore un problème diﬃcile de par la
grande variabilité des mécanismes impliqués [DV00, RCO+13].
1.1.3 Des familles de séquences
L'un des principes permettant l'annotation fonctionnelle de séquences de protéines
repose sur le fait que, dans la grande majorité des cas, deux séquences similaires avec un
fort pourcentage d'identité de séquences auront probablement la même structure et par-
tageront alors la même fonction [CL86b, WP99]. En eﬀet, on suppose que les mutations
gardées au ﬁl du temps sur une séquence tendent à conserver sa structure et sa fonc-
tion. On parle alors de séquences homologues. Celles-ci dérivent d'un ancêtre commun et
partagent des séquences, des structures et fonctions similaires . Les familles de protéines
sont alors souvent déﬁnies comme un ensemble de séquences homologues.
Il existe de nombreuses bases de données qui tirent partie de l'homologie de séquences,
à partir de la présence de certains motifs ou domaines, pour classiﬁer les séquences de
protéines [C+14, HJM+12, JHH96].
Une famille ainsi déﬁnie par similarité de séquence possède-elle une unique fonction ? Si
l'on est capable de déﬁnir la famille à laquelle appartient une nouvelle séquence, pourra-t-
on lui assigner la même fonction que ses parents ? Ce n'est malheureusement pas si simple
...
Un grand nombre d'articles traite du lien existant entre séquence-structure-fonction
[KG02, BTB00, Gu03, FW03, WKG00] et les résultats de multiples expériences montrent,
même s'il ne s'agit pas de la majorité des cas, que certaines séquences tendent à diverger
fonctionnellement avec le temps. En eﬀet, au ﬁl des mutations et adaptations, les protéines
se sont spécialisées pour une meilleure interaction avec leur environnement.
Il peut ainsi être diﬃcile de déterminer les limites de chaque famille possédant une
même fonction, et ce d'autant plus que le pourcentage d'identité à considérer diﬀère pour
chaque famille. Deux enzymes possédant 40% d'identité peuvent posséder des fonctions
diﬀérentes alors que d'autres avec 25% d'identité peuvent partager la même fonction. Un
exemple d'arbre phylogénique se trouve en ﬁgure 1.1 qui montrent que certaines séquences
très proches ne possèdent pas la même fonction.
Pour palier ces diﬃcultés, les protéines peuvent être regroupées en familles à diﬀérents
niveaux : séquentiel comme un groupe de séquences homologues mais aussi structural et
fonctionnel.
Il existe ainsi des bases de données de familles structurales, déﬁnies hiérarchiquement
([AV12] [FBC14], [OMJ+97]) selon la structure des protéines, le nombre et la forme
des structures secondaires, la forme du repliement ... Il est à noter que dans ces fa-
milles, les membres peuvent ne pas être similaires en terme de séquences. Ainsi une même
structure peut être partagée par deux séquences très diﬀérentes non homologues. Une
structure/fonction peut en eﬀet être recréée plusieurs fois indépendamment au cours du
temps. Il s'agit d'un mécanisme de convergence évolutive (GH16 et GH12).



















Fig. 1.1  Exemple d'arbre phylogénétique sur la superfamille des Glycosides Hydrolases.
Sur la droite on trouve les diﬀérentes fonctions qui peuvent être rencontrées dans cette
superfamille avec les pourcentages d'identité de séquences retrouvées entre diﬀérentes
familles fonctionnelles. Par exemple, on trouve 60% d'identité de séquence entre deux
séquences de fonction diﬀérentes (xyloglucanase et xyloglucosyltranférase dérivant des
GH12)
alors qu'il n'y a que 9% d'identité entre deux séquences de même fonctions mais dérivant
de deux branches évolutives diﬀérentes.
Enﬁn, on peut déﬁnir des familles de protéines fonctionnelles. Il existe diﬀérentes hié-
rarchies pour déﬁnir ce type de familles toutes basées sur diﬀérents critères. La hiérarchie
la plus utilisée pour caractériser les enzymes est celle de la classiﬁcation EC, sur laquelle
nous reviendrons un peu plus loin, qui déﬁnit le type de réaction et le substrat de l'en-
zyme. Mais il existe d'autres classiﬁcations fonctionnelles concernant les protéines dans
leur globalité basées par exemple sur la localisation de la protéine dans la cellule, son
action, ...[MHK+99, RZM+04, SCD+13, EPS+05]. Encore une fois, certaines enzymes
montrent des fonctions similaires sans pour autant être homologues.
Une des diﬃcultés majeures des biologistes confrontés à une nouvelle séquence enzy-
matique est d'identiﬁer sa fonction, c'est pourquoi nous avons choisi de traiter le problème
de la modélisation et la reconnaissance de familles fonctionnelles. Pour se rendre compte
de l'ampleur du problème, la table 1.1 fournit quelques chiﬀres concernant l'annotation
des séquences protéiques de la base UniprotKB [C+14] qui possède deux bases distinctes,
l'une qui annote les nouvelles séquences de manière totalement automatique, sans inter-
vention humaine et l'autre où les annotations sont vériﬁées par des biologistes experts.
On remarque que les séquences prédites expérimentalement sont bien moins nombreuses
que celles annotées par similarité, même dans une base vériﬁée manuellement, ce qui pose
des problèmes pour repérer des divergences de fonctions ou de nouvelles fonctions non
encore caractérisées [DV00].
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TrEMBL SwissProt
(automatique) (manuel)






n expérimentale 1,24% 27%
par homologie 23,69% 70,6%
prédite 75,07% 2,1%
incertaine 0% 0.3%
Tab. 1.1  L'annotation fonctionnelle des protéines en quelques chiﬀres (1er octobre 2014)
Un aspect essentiel de notre travail sera d'utiliser des modèles expressifs aﬁn de pouvoir
déterminer les séquences de diﬀérentes fonctions au sein d'une famille phylogénétiquement
liée.
Dans la suite, nous utiliserons les déﬁnitions de [GB00] qui évoque ce problème. Un en-
semble de séquences homologues possédant les mêmes mécanismes enzymatiques (mêmes
résidus catalytiques et même fonctionnement) mais diﬀérentes fonctions (en particulier
diﬀérents substrats) est appelée une superfamille mécaniquement divergente, que nous
abrégeons dans la suite en superfamille. Un ensemble de séquences homologues avec une
même fonction est appelé une famille.
1.1.4 Le problème de l'annotation d'enzymes à partir de séquences
Aﬁn de répertorier les diﬀérentes réactions pouvant être catalysées par une enzyme,
la classiﬁcation la plus utilisée est la classiﬁcation EC. A l'origine, elle a été mise en place
en 1955 par l'IUBMB (International Union of Biochemistry and Molecular Biology), EC
est le sigle de Enzyme Commission.
C'est une classiﬁcation numérique des enzymes, basée sur la réaction chimique qu'elles
catalysent. En tant que système de nomenclature des enzymes, chaque numéro EC est
associé à un nom recommandé pour l'enzyme correspondante.
Un numéro EC est de la forme A.B.C.D où A,B,C et D sont des entiers. Ces nombres
représentent chacun une étape dans la précision de la classiﬁcation de l'enzyme. Les
quatre nombres de la nomenclature EC des enzymes désignent chacun une caractéristique
de l'enzyme qui permet de l'identiﬁer. Le premier nombre de la nomenclature EC indique
le type de réaction catalysée, le second le substrat général impliqué lors de la réaction, le
troisième le substrat spéciﬁque impliqué et le quatrième le numéro de série de l'enzyme.
Le niveau de généralité des diﬀérents niveaux peut varier suivant le type de réaction. Par
exemple, l'enzyme β -agarase a le code EC 3.2.1.81 qui est construit comme suit : 3 dénote
une hydrolase qui catalyse la réaction R−R′+H2O R−OH+R′−H, où R−R′, R et R′
dénotent des molécules. L'enzyme permet de rompre la liaison existante entre R et R′ à
l'aide d'une molécule d'eau. Le groupe 3.2 regroupe les glycosylases, hydrolases agissant
sur des liaisons glycosidiques (R se termine alors par ce type de liaison dans l'équation
ci-dessus). 3.2.1 indique plus précisément les glycosidases, enzymes qui agissent sur des
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EC 1 EC2 EC3 EC4 EC 5 EC 6 Total
Nombre de sous-classes 1550 1644 1302 580 251 182 5509
Nombre de séquences annotées 12127 28549 17198 7940 4837 9393 80044
Tab. 1.2  Répartition des classes et nombres de séquences d'enzymes selon le premier
niveau de la hiérarchie EC au 1er octobre 2014
liaisons S-glycosyl ou O-glycosyl et 3.2.1.81 indique qu'elle permet de cliver une liaison
spéciﬁque au substrat de l'agar (qui possède une liaison 0-glycosyl).
Le niveau supérieur de cette classiﬁcation est le suivant :
 EC 1 Oxydo-réductases : catalysent les réactions d'oxydo-réduction ;
 EC 2 Transférases : transfèrent un groupement fonctionnel (par exemple un groupe
méthyle ou phosphate) ;
 EC 3 Hydrolases : catalysent l'hydrolyse de diverses liaisons ;
 EC 4 Lyases : brisent diverses liaisons par d'autres procédés que l'hydrolyse et
l'oxydation ;
 EC 5 Isomérases : catalysent les réactions d'isomérisation dans une simple molécule ;
 EC 6 Ligases : joignent deux molécules par des liaisons covalentes.
La nomenclature complète est disponible à l'adresse http://www.chem.qmul.ac.uk/
iubmb/enzyme/.
La classiﬁcation est régulièrement mise à jour au fur et à mesure des découvertes
[TB00], et même si elle possède quelques limites [Web64, Web93], comme pour les en-
zymes multi-fonctionnelles, ou une hiérarchie trop peu profonde pour certaines fonctions,
elle reste la plus utilisée à travers le monde.
Pour donner une idée du nombre de réactions connues et de l'évolution au ﬁl des ans,
la classiﬁcation EC possédait à ses débuts, en 1962, 712 classes à 4 chiﬀres, en 1992,
elle en possédait déjà 3196 et aujourd'hui en 2014, le nombre de classes connues est de
5509.
La répartition des diﬀérentes classes selon le premier niveau de la hiérarchie est montrée
en table 1.2. On peut aussi constater que le nombre de séquences de SwissProt qui ont
été annotées par un numéro EC, soit 80000 sur 546000, représente une grande partie des
séquences protéiques (une sur sept).
Au sens strict du terme, la nomenclature EC ne spéciﬁe pas d'enzymes, mais des
réactions catalysées par des enzymes. Des enzymes provenant de diﬀérents organismes et
catalysant la même réaction reçoivent le même code EC. Pour identiﬁer de manière unique
une protéine par sa séquence d'acides aminés, on peut utiliser les identiﬁants SwissProt
et la base ENZYME [Bai00] (http ://www.expasy.org/enzyme) qui regroupe codes EC,
identiﬁants SwissProt, liens vers d'autres bases et références bibliographiques.
Il existe d'autres bases de données possédant ces informations commeMacie [HAB+07]
ou Brenda [SCP+13].
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Il existe également un grand nombre d'outils permettant de scanner une séquence et
qui donnent en résultat la classe présumée de cette séquence. Aﬁn de pouvoir annoter une
séquence avec un numéro EC, il est nécessaire de pouvoir la comparer avec les séquences
de la base et de mettre au point un score qui permettra de discriminer la famille à laquelle
elle appartient. Il existe plusieurs méthodes pour arriver à un tel résultat. L'une consiste à
comparer la séquence avec toutes les séquences de la base et à sélectionner celle qui s'en
rapproche le plus. La deuxième consiste à créer une base de signatures communes à un
ensemble de séquences partageant une fonction et ensuite chercher ces signatures dans
la séquence à classer [BHKM06]. Nous nous situons dans cette dernière approche.
Nous avons vu précédemment que les méthodes de recherche d'homologie de sé-
quences seules risquent de générer des faux positifs lors de l'annotation, en particulier
lors de la caractérisation d'une nouvelle fonction au sein d'une surperfamille d'enzymes
où nous avons vu que seuls quelques acides aminés entraient en jeu lors de la catalyse.
De plus, nous voulons essayer de caractériser une fonction par un modèle explicite aﬁn
de comprendre le fonctionnement d'une classe d'enzymes à partir de ses séquences. La
section suivante discute des méthodes couramment employées d'apprentissage de modèles
à partir de séquences protéiques.
1.2 Modélisation d'une famille à partir d'un ensemble de sé-
quences
Nous nous intéressons ici aux méthodes les plus courantes pour modéliser un ensemble
de séquences homologues appartenant à une même famille. Nous présenterons en parti-
culier celles (dites "boites blanches") conduisant à un modèle explicite. En eﬀet, nous
souhaitons nous focaliser sur celles permettant aux biologistes de comprendre la décision
de classer une séquence dans une certaine famille. Pour cela il est indispensable que le
modèle soit compréhensible et lisible. Au vu des connaissances limitées dont dispose un
système de classement automatique, celui-ci doit avoir pour objectif une aide à la décision
argumentée plutôt qu'un rôle décisionnaire strict.
Dans la littérature, diﬀérents moyens existent pour détecter les caractéristiques des
séquences appartenant à une même famille. Nous nous intéressons ici aux méthodes basées
sur des techniques d'alignement des séquences.
1.2.1 Alignement de séquences
L'alignement de séquences est une manière de disposer en vis à vis les acides aminés
de chaque séquence considérée pour maximiser les zones de concordance qui traduisent
des similarités ou dissemblances. Un alignement est constitué d'un ensemble de séquences
de même longueurs, obtenues en introduisant des blancs (gaps) dans le texte de chaque
séquence d'origine, de façon à comparer les caractères position par position.
Les méthodes peuvent soit essayer d'aligner les séquences sur la totalité de leur
longueur, on parle alors d'alignement global, soit se restreindre à des régions limitées
dans lesquelles la similarité est forte, à l'exclusion du reste des séquences, on parle alors
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d'alignement local. En eﬀet, lorsque les séquences d'une même famille sont trop diver-
gentes, il devient utile de s'intéresser uniquement aux fragments de séquence à forte
similarité. Nous présentons d'abord ces méthodes pour l'alignement d'une paire de sé-
quences.
 Alignement global (sur toute la longueur des séquences)
Les alignements globaux sont plus souvent utilisés quand les séquences considérées
sont similaires et de tailles comparables. Une technique générale, proposée par de Needleman-
Wunsch [NW70] par programmation dynamique, permet de réaliser des alignements opti-
maux en temps quadratique par rapport à la taille des séquences. Le score associé à chaque
alignement est basé sur le nombre d'acides aminés communs à chaque position et prend
également en compte la probabilité qu'un acide aminé à une position soit remplacé par
un autre suivant ses propriétés physico-chimiques. Par exemple deux acides aminés ayant
tous les deux une charge positive auront une probabilité plus forte d'avoir été substitués
au cours de l'évolution sur deux séquences possédant une fonction commune.
Il existe plusieurs matrices permettant d'obtenir un score de similarité entre deux acides
aminés donnés. Les plus utilisées sont les matrices de Dayhoﬀ [Day73] basées sur des
distances évolutives entre espèces et les matrices de Henikoﬀ [HH92], appelées BLOSUM,
basées sur le contenu en information des substitutions. Diﬀérents articles traitent des
avantages et inconvénients d'utiliser l'une ou l'autre [Mou08].
 Alignement local Il arrive fréquemment que la région homologue soit limitée à une
partie des séquences. C'est le cas lorsque deux protéines partagent un domaine homologue,
associé à une fonction commune, mais que le reste de leurs séquences est dissemblable. On
utilise alors une méthode d'alignement local, comme l'algorithme de [SW81] basé aussi
sur la programmation dynamique. Le programme BLAST [AGM+90] est une méthode
heuristique rapide permettant d'eﬀectuer des recherches dans les bases de données à
partir d'une séquence requête que le programme segmente en sous-séquences de longueur
ﬁxée. Chacune des sous-séquences est ensuite comparée aux séquences de la base. Les
méthodes locales utilisent un calcul de score adapté qui évite de pénaliser les régions
non-homologues et ne calculent le score que sur la région conservée.
Avec des séquences très voisines, les résultats obtenus par les méthodes d'alignement
local ou global sont très proches. Pour cette raison, les méthodes d'alignement local, plus
ﬂexibles, sont plus souvent utilisées aujourd'hui.
Alignement multiple Pour découvrir des modèles de familles, il est nécessaire d'aligner
l'ensemble des séquences connues d'une famille.
On parle d'alignement multiple quand il s'agit d'aligner plus de deux séquences. Celui-
ci peut être global comme celui utilisé dans ClustalW [THG94]. Un exemple d'alignement
obtenu par cette méthode est donné en ﬁgure 1.2, où l'on peut voir que les séquences
partagent une similarité importante même si elles contiennent des mutations ponctuelles.
ClustalW recherche l'alignement de façon progressive. Il commence par aligner globale-
ment toutes les séquences deux à deux pour obtenir une matrice de similarité entre les
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séquences. L'algorithme eﬀectue ensuite une classiﬁcation hiérarchique ascendante des
séquences en se basant sur cette matrice. Il commence par aligner les séquences les plus
similaires entre elles, puis suit l'ordre de branchement dans l'arbre pour aligner les diﬀérents
ensembles de séquences, sur la base d'un algorithme glouton.
D'autres méthodes permettent de calculer un ensemble d'alignements locaux, pre-
nant en compte tout ou partie des séquences considérées, comme le programme Dialign2
[Mor99]. Chaque bloc est lui-même fait d'un ensemble de facteurs de même taille prove-
nant d'un sous-ensemble des séquences d'apprentissage (avec seulement un facteur par
séquence impliqué dans un bloc). Un bloc aligne implicitement ses facteurs par leurs po-
sitions relatives, c'est à dire que chaque position d'un bloc correspond à des caractères
alignés des séquences impliquées. Dialign2 cherche à déﬁnir l'ensemble optimal des blocs
qui composent l'alignement, et le score qu'il utilise a pour eﬀet de maximiser la couverture
en termes de séquences de ces blocs.
Ce type d'alignement est consistant [AM01], c'est à dire que les diﬀérents blocs ne
peuvent pas se chevaucher pour une séquence donnée et qu'il conserve l'ordre d'apparition
des blocs le long des séquences. Il n'est pas uniforme dans le sens où certains blocs ne
couvrent pas l'ensemble des séquences.
Dans les diﬀérentes méthodes, l'ensemble des blocs découverts est trié selon un ordre
déﬁni par un score prenant en compte la similarité et le nombre de séquences impliquées.
Le choix des blocs composant l'alignement est alors fait de manière itérative dans l'ordre
des blocs déﬁnis et de façon à conserver un alignement consistant. Ainsi, on commence
par intégrer dans l'alignement ﬁnal le bloc possédant le score le plus haut. Puis, si les
fragments de séquences impliqués dans le deuxième bloc ne sont pas déjà couverts par le
premier, il est lui aussi intégré, et ainsi de suite jusqu'à épuisement des blocs.
D'autres programmes, comme [LNL95] ou BlockMaker [HHAP95] ne cherchent pas à
satisfaire la contrainte de consistance et obtiennent donc des alignements multiples locaux
permettant aux blocs ne pas apparaître dans le même ordre sur l'ensemble des séquences.
Ces diﬀérents types d'alignements sont présentés et comparés plus en détail dans
[DA+00].
Un dernier type d'alignement existant est celui d'alignement multiple local et partiel
(PLMA) développé dans [Ker08] et que nous utilisons par la suite.
Comme Dialign2, un PLMA est formé par un ensemble de blocs consistants, non
chevauchants et non croisés. Mais contrairement aux choix eﬀectués dans Dialign2, un
PLMA ne cherche pas à maximiser le nombre de séquences impliquées dans un bloc et se
base sur un score privilégiant les blocs très similaires, prenant souvent en compte un petit
nombre de séquences. Le score déﬁnissant l'ordre dans lequel les blocs sont choisis pour
déﬁnir un alignement consistant tend alors à trouver un alignement partiel des séquences,
privilégiant la détection de divergence au sein d'un ensemble de séquences. Un exemple
est montré en ﬁgure 1.3.
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1.2.2 Découverte de modèles réguliers à partir d'un alignement multiple
A partir de ces alignements obtenus depuis un ensemble de séquences, il est possible,
automatiquement ou manuellement, d'en retirer des modèles de séquences.
Ces modèles représentant une famille de séquences ont deux fonctions :
 ils servent d'une part à pouvoir reconnaître/générer de nouvelles séquences appar-
tenant à la famille qu'ils représentent ;
 et d'autre part, ils peuvent permettre de mieux comprendre le fonctionnement de
cette famille en exhibant ses particularités au niveau séquentiel.
Il existe un grand nombre de méthodes permettant la découverte de modèles à partir
d'un alignement de séquences.
Diﬀérents types de modèles Parmi les modèles largement utilisés, on peut citer les
matrices de scores position spéciﬁques (PSSM) [GME87]. La construction de ces matrices
est basée sur le calcul de la fréquence de chaque acide aminé à une position donnée d'un
alignement multiple. Elles sont facilement représentables graphiquement sous la forme
d'un logo [SS90] comme sur la ﬁgure 1.4.
Parmi les modèles les plus eﬃcaces, les proﬁls HMM, basés sur une version simpliﬁée
des modèles de Markov cachés [Edd98]. Ils fournissent un schéma analogue à celui des
PSSM mais permettent en plus de prendre en compte des probabilités d'insertion et
délétion pour chaque position. Ce type de représentation est par exemple utilisé dans la
base de données PFAM [BCD+04] ou pour représenter des familles d'enzymes dans PRIAM
[CRCFK03]. Eﬁcaz est un autre programme permettant de calculer des proﬁls HMM à
partir d"un ensemble de séquences S d'enzymes possédant le même numéro EC [AHS09].
L'avantage de cette méthode est qu'elle utilise également un ensemble d'apprentissage
négatif représenté par les séquences homologues à S mais ayant un numéro EC diﬀérent.
Elle procède alors à deux alignements multiples de ces deux jeux de données et inclut
dans son HMM les positions alignées des séquences positives, en excluant les positions
alignées également dans l'échantillon négatif (indiquant un alignement dû à l'homologie
de séquences uniquement, et non discriminant pour la fonction de l'enzyme).
La limitation majeure de ces méthodes est qu'elles ne tiennent compte que des infor-
mations statistiques sur la fréquence d'apparition des acides aminés à certaines positions
et n'ont pas la possibilité de représenter une famille comme un enchaînement d'acides
aminés se structurant dans l'espace. Elles ne tiennent pas compte de corrélations qui
pourraient exister entre les positions.
Du fait de la nature hiérarchique de la numérotation EC pour les enzymes, il existe
un certain nombre de méthodes construisant à partir d'un ensemble d'attributs carac-
téristiques hiérarchiques comme des arbres de décision [SY09, dKK+97] ou des SVMs
hiérarchiques [WYD10]. La plupart de ces méthodes utilisent des attributs comme la pro-
portion en acides aminés, la longueur des séquences ou le pourcentage d'acides aminés hy-
drophobes. Elles utilisent généralement des informations pouvant être extraites facilement
mais sans réel pouvoir explicatif ou discriminant. EzyPred [SC07], semble plus intéressant
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dans son choix d'attributs, et utilise des vecteurs renseignant sur la présence/absence de
certains domaines fonctionnels connus en se servant de la base PFAM.
Il existe un autre type de modèle de signatures de familles de protéines plus explicite
consistant à décrire les familles par un ensemble d'expressions régulières.
Les signatures les plus utilisées sont sans doute les motifs de la base de données Prosite
[HBB+06]. Par exemple, le motif Prosite représentant les GH16, dont une séquence a été
présentée plus haut est : E − [LIV ]−D− [LIVF ]− x(0,1)−E − x(2)− [GQ]− [KRNF ]−
x− [PSTA]. Les diﬀérentes positions sont séparées par des −, les crochets permettent
de déﬁnir plusieurs alternatives à une position et les gaps de m à n acides aminés sont
représentés par l'expression x(m,n).
Les motifs de la base Prosite sont en général mis au point manuellement à partir d'ali-
gnements multiples mais il existe des programmes pour les générer à partir de séquences
[JHH96, BBB+09], basés sur des techniques de découverte de motifs.
[BJEG98] présente une vue d'ensemble de ce type de techniques et propose un schéma
général permettant la découverte de modèles :
1. choix d'un espace d'hypothèses : c'est le type de modèle à découvrir (expression
régulière,...) ;
2. déﬁnition d'une fonction de score : elle reﬂète l'adéquation entre le modèle appris
et les séquences d'entrée ;
3. développement d'un algorithme qui, depuis les données d'entrée (séquences ou ali-
gnement) retourne l'hypothèse possédant le score le plus élevé.
Le type de signatures présentées jusqu'ici permet d'exprimer facilement la succes-
sion d'acides aminés mais aussi les notions de gaps, substitutions, délétions et insertions
possibles au sein des diﬀérentes séquences de la famille représentée.
Cependant, il reste encore diﬃcile à ce stade de caractériser des relations entre les
acides aminés à plus ou moins longue distance. Pourtant, plusieurs références [GSSV94]
ont démontré qu'une mutation d'un acide aminé au cours de l'évolution peut entraîner des
mutations des acides aminés en contact au niveau de la structure 3D. Il semble donc judi-
cieux d'utiliser des modèles capables de représenter ces relations dans les langages appris.
Pour cela, on s'intéresse dans le chapitre suivant à l'inférence de modèles grammaticaux
plus généraux.
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Fig. 1.2  Alignement de séquences de protéines à l'aide de ClustalW. Chaque ligne re-
présente une séquence d'acides aminés et chaque colonne représente une position alignée.
Les diﬀérentes couleurs utilisées pour les acides aminés reﬂètent leurs propriétés physico-
chimiques. Les tirets représentent les gaps insérés pour obtenir l'alignement.














Fig. 1.3  Représentation d'un alignement de séquences multiple local et partiel. Chaque
ligne représente une séquence. L'alignement est composé de plusieurs blocs d'alignements
locaux composés de fragments de séquences, chaque fragment impliqué dans un bloc est
surligné, et chaque bloc est représenté ici par une couleur diﬀérente. Par exemple, le bloc
3 (représenté en rose ici) aligne des positions des séquences S2, S3 et S4.
Fig. 1.4  Logo obtenu après alignement multiple de séquences de la famille des GH16
et pondération des positions. Chaque position de l'alignement est représentée par une
colonne. Sur chaque colonne, on trouve les acides aminés présents à cette position, la
taille de l'acide aminé est en relation avec sa probabilité d'apparition à cette position.
Ainsi, sur cet exemple, on remarque que certaines positions (où se trouvent seuls les
acides aminés E et D sur une colonne) sont caractéristiques de cette famille.
Chapitre 2
Inférence grammaticale sur des séquences biologiques
Comme nous l'avons vu dans le chapitre précédent, la connaissance des séquences
biologiques (ADN, ARN, Protéine) permet de déterminer l'ensemble des réactions biochi-
miques se déroulant au niveau de la cellule. On peut ainsi voir les séquences biologiques
comme le  langage de la vie . C'est donc tout naturellement qu'on a tenté d'appliquer
les outils de l'analyse linguistique à ces séquences.
A l'image de l'apprentissage d'une langue naturelle, il faut extraire de ces séquences
des mots, des phrases, des structures, des grammaires aﬁn d'être capable d'en comprendre
le sens. Cette métaphore linguistique a notamment été décrite par Searls [Sea02].
Les signatures évoquées dans le chapitre précédent sont des représentations possibles
de langages. De nombreux travaux utilisent la notion de grammaire aﬁn de représenter
tout ou partie des séquences ou structures macromoléculaires [Hea87, CJS06, SBU+94,
AM97, SB02]. Nos propres travaux se rattachent à cette approche et nous nous sommes
tournés vers des modèles de grammaires suﬃsamment expressifs pour représenter des
interactions à distance.
Dans ce chapitre, nous commençons par déﬁnir les notions de langages et grammaires
avant de présenter les diﬃcultés et le cadre théorique de l'apprentissage de ceux-ci. Puis,
nous présentons un bref état de l'art des techniques utilisées pour l'apprentissage de
grammaires régulières modélisant des familles de protéines, ainsi que les limites de telles
représentations.
2.1 Apprendre un langage
Le concept d'inférence grammaticale est apparu dès les années 50-60, c'est-à-dire à
l'époque où Chomsky a formalisé la notion de langage [Cho57]. L'inférence grammaticale
consiste à apprendre, à partir de données séquentielles ou structurées, une grammaire qui
explique ces données, autrement dit qui permet de générer le langage auquel appartient
ces données. Nous présentons ici les déﬁnitions et concepts liés à l'apprentissage d'un
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langage à partir d'exemples.
2.1.1 Langages et grammaires, quelques déﬁnitions
On peut déﬁnir un langage comme un ensemble de mots sur un alphabet donné. Nous
introduisons ici les déﬁnitions précises de ces concepts et les notations utilisées au travers
des diﬀérentes représentations de la théorie des langages.
Déﬁnition 2.1 (Alphabet, mots et langages) Un alphabet Σ est un ensemble ﬁni
non-vide de symboles. La taille de Σ , notée |Σ| est le cardinal de l'ensemble.
Un mot w sur un alphabet Σ est une suite x1...xn ﬁnie de lettres xi de Σ . Un mot est
aussi nommé séquence ou chaîne. Le mot vide (déﬁni par l'absence de symbole) est noté
λ . L'ensemble des mots possibles sur Σ est noté Σ∗. Sa taille est notée |w|.
Un langage (formel) est un ensemble de mots.
Nous introduisons maintenant les déﬁnitions de facteurs (déﬁnition 2.2) et de contextes
(déﬁnition 2.3) d'un langage, qui seront au c÷ur de nos travaux.
Déﬁnition 2.2 (Facteur) Soit un alphabet Σ et un langage L, on nommera facteur
(séquence de symboles), un élément w ∈ Σ∗ tel que l,r ∈ Σ∗ et lwr ∈ L.
Déﬁnition 2.3 (Contexte) Soit un alphabet Σ et un langage L, on nommera contexte
une paire de facteurs (l,r) ∈ Σ∗×Σ∗. Un contexte appartient au langage L s'il existe un
facteur w tel que lwr ∈ L. On notera que (l,r)◦w le facteur lwr.
La théorie des langages s'est particulièrement intéressée aux modèles permettant de
représenter et déﬁnir un langage. Nous introduisons ici les représentations par grammaires.
Déﬁnition 2.4 (Grammaire formelle) La grammaire d'un langage est constituée d'un
quadruplet (Σ,N,R,S) où Σ est l'ensemble des symboles terminaux (alphabet), N l'en-
semble des symboles non terminaux, R l'ensemble des règles de la forme (N∪ Σ)∗→ (N∪ Σ)∗
et S (S ∈ N) l'axiome de départ. Le langage généré par une grammaire G est dénoté
L (G).
Chomsky[Cho57] déﬁnit quatre types principaux de grammaires hiérarchiquement im-
briquées. On trouve, de la plus expressive à la moins expressive :
 les grammaires générales qui représentent des langages récursivement énumérables.
Il n'existe pas d'algorithme général permettant de décider en temps ﬁni à partir
d'une telle grammaire si un mot quelconque appartient ou non au langage ;
 les grammaires contextuelles qui sont telles que le remplacement d'un élément non-
terminal peut dépendre des éléments autour de lui : son contexte. Ses règles sont
de la forme sXt → swt où s,w, t ∈ (N ∪Σ)∗, X ∈ N et w ∈ (N ∪Σ)+. Le problème
de l'appartenance d'un mot au langage à partir d'une grammaire contextuelle est
NP-complet ;
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 les grammaires hors-contexte (dites aussi algébriques) qui traitent les éléments non-
terminaux individuellement (sans dépendance contextuelle). Ses règles sont de la
forme X → w où X ∈ N et w ∈ (N ∪Σ)∗. L'appartenance d'un mot w à un langage
à partir d'une grammaire algébrique peut-être calculée en un temps polynomial par
rapport à |w| ;
 les grammaires régulières où les règles sont de la forme : X→ Aa, X→ a où X ,A∈N
et a ∈ Σ (grammaire linéaire gauche). Une grammaire régulière décrit la reconnais-
sance des mots caractère par caractère. La reconnaissance d'un mot w se fait en
temps linéaire par rapport à |w|.
Nous nous interessons dans cette thèse plus particulièrement aux grammaires hors-
contexte. Une séquence δAγ de (N∪Σ)+ peut être dérivée en δαγ, noté δAγ⇒G δαγ s'il
existe une règle de production A→α dans R. La fermeture transitive de⇒G est notée +⇒G
et sa fermeture réﬂexive transitive ∗⇒G. L'ensemble des chaînes qui peuvent être dérivées
de S est l'ensemble des formes sententielles {α ∈ (N ∪Σ)∗ : S ∗⇒G α} et le langage déﬁni
par une grammaire hors-contexte G est l'ensemble des formes sententielles composées
uniquement de symboles terminaux L(G) = {w ∈ Σ∗ : S ∗⇒G w}.
Un mot m appartient à L (G) s'il est dérivable par G, autrement dit s'il existe une
suite de règles applicables à partir de l'axiome qui permettent de générer m. L'analyse
d'un mot m par par une grammaire hors-contexte G est représentable sous la forme d'un
arbre de dérivation dont les n÷uds sont des non terminaux et les feuilles des symbole de Σ.
Exemple de grammaire hors-contexte
S → Subject Verb Complement
Subject → Mr Smith | He
Verb → was | went | will be | will be gone
Complement → Place Date | Date
Place → there | here
Date → yesterday morning | tomorrow morning | tomorrow evening
La séquence "He was here yesterday morning" peut être dérivée par cette grammaire











L'ensemble des mots pouvant être dérivés par un non terminal A est dénoté yield(A).
Ainsi, pour une grammaire G= (Σ,N,R,S), yield(S) =L (G).
Il est à noter qu'il existe une formale normale permettant de représenter une grammaire
hors-contexte : la forme normale de Chomsky (CNF). Une grammaire hors-contexte est
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dite sous CNF ssi toutes ses règles de production sont de la forme A→ BC, A→ a, A−> λ
où A,B,C ∈ N et a ∈ Σ.
2.1.2 Cadre théorique de l'apprentissage d'un langage
Aﬁn d'apprendre le langage de l'ensemble des séquences d'une même famille fonc-
tionnelle, il faut extraire les caractéristiques au niveau séquentiel de cette fonction. On
généralise ainsi l'ensemble d'apprentissage ce qui permet de reconnaître des séquences qui
n'ont encore jamais été associées à la fonction cible. La généralisation est un mode de rai-
sonnement très naturel à la base de l'apprentissage. Elle permet de déduire des structures,
des règles de comportements à partir d'exemples (et parfois de contre exemples).
Dans le cas de nos familles de séquences protéiques, le principe de généralisation
choisi devrait nous permettre, en théorie, de découvrir toutes les séquences appartenant
au langage d'une famille.
Soit S0 l'ensemble des séquences d'apprentissage (validées expérimentalement comme
possédant une certaine fonction), L l'ensemble des séquences possédant la même fonc-
tion que S0 et α un principe de généralisation, on peut déﬁnir l'ensemble des séquences
atteignables par ce principe comme Sn = α(S0). Dans un monde idéal, Sn = L. Mais com-
ment savoir si Sn est bien le langage qu'on souhaitait obtenir au départ : le langage cible ?
Comment juger de la qualité du langage appris quand on ne le connaît pas au départ ? Le
langage cible est-il même apprenable à partir d'exemples positifs ?
Par exemple, la découverte d'un motif identique dans deux séquences d'enzymes pos-
sédant la même fonction ou la détermination d'une proportion commune de certains acides
aminés sont deux principes de généralisation. Ils produiront alors un langage diﬀérent. Quel
principe choisir ? La réponse à cette question dépendra de la complexité des données à
modéliser. Pour nos séquences d'enzymes, nous avons cherché un principe permettant de
prendre en compte des corrélations entre diﬀérentes parties d'une séquence.
2.1.3 La généralisation comme recherche dans un espace d'hypothèses
Le choix du principe d'induction est lié à la représentation du langage utilisée 2.1.
Dans le cas des motifs Prosite [HBB+06], le langage généré par ces motifs est une sous
classe des langages réguliers facilement représentable par des expressions régulières. Pour
les langages, il existe essentiellement trois types de représentations : les grammaires, les
machines et les expressions.
Dans le cadre de l'inférence grammaticale, les hypothèses sont généralement représen-
tées par des grammaires (dans le cas des langages réguliers, automates et grammaires sont
très proches) que l'on peut ordonner selon un ordre partiel de généralité et se représente
sous forme d'un treillis comme sur la ﬁgure 2.1.
Dans notre cas, chaque n÷ud représente une hypothèse composé d'un ensemble de
grammaires équivalentes, générant le même langage. Une hypothèse H1 est dite plus
générale que H2 si le langage généré par H1 est un sous-ensemble du langage généré par
H2.
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Fig. 2.1  Représentation de l'espace d'hypothèses comme ordre partiel basé sur l'inclusion
des langages générés par chaque concept
On verra qu'il est plus diﬃcile de naviguer dans cet espace d'hypothèses dans le cas de
grammaires algébriques étant donné l'indécidabilité de l'équivalence de deux grammaires.
On cherche alors l'ensemble des grammaires consistantes dans cet espace. Dans le
cadre d'une inférence avec exemples positifs seulement, une hypothèse consistante est
une hypothèse qui contient les données d'apprentissage.
Dans le cas où on ne possède pas d'exemples négatifs, rien n'empêche d'obtenir une
grammaire qui reconnaîtrait le langage universel et le problème majeur est d'éviter la
surgénéralisation. Pour cela, il existe plusieurs méthodes qui permettent de limiter cet
eﬀet : proposer une heuristique permettant de limiter la généralisation, structurer les
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données a priori ou encore limiter l'apprentissage à une sous-classe de langages avec de
bonnes propriétés.
On peut encore se demander comment choisir une solution optimale qui reconnaît le
langage cible, c'est à dire comment choisir entre deux grammaires équivalentes apparte-
nant au même concept ?
Pour sélectionner les solutions de manière eﬃcace, il est nécessaire de posséder un
ordre sur l'ensemble des hypothèses aﬁn de déterminer la meilleure grammaire. Pour cela,
on utilise souvent un biais d'induction [Mit80, GD95] qui permet de déﬁnir une fonction
permettant de mesurer le caractère optimal d'une solution (au sens du biais introduit)
aﬁn d'obtenir un ordre total sur l'espace d'hypothèses et d'être capable de sélectionner la
meilleure par rapport à ce principe.
Il existe plusieurs biais d'induction, la plupart sont basés sur le principe de simplicité du
Rasoir d'Ockham qui pose que les hypothèses les plus simples sont les plus vraisemblables.
[CV03] présente un résumé des diﬀérents biais utilisés découlant de ce principe. La
simplicité peut alors être vu comme une fonction mathématique qui vise à optimiser un
critère donné.
Dans le cadre de l'inférence grammaticale, ce critère peut être basé sur le fait d'obtenir
une grammaire de taille minimale ou encore sur un principe de déterminisation des règles
évitant la production d'un mot par plusieurs arbres de dérivation.
Un principe fréquemment utilisé est le principe MDL (Minimum Description Length)
[Ris78] basé sur le fait que la représentation qui permet la meilleure compression des don-
nées sera la solution optimale. Le principe MDL postule qu'il existe souvent une structure
sous-jacente pouvant être utilisée pour compresser l'ensemble de données d'apprentissage.
Il permet alors de découvrir cette structure [Grü94].
Une autre méthode est de choisir la solution qui minimise l'erreur empirique (ERM)
[Vap92]. Pour cela il faut être capable de tester les solutions obtenues sur un autre en-
semble appartenant ou non au langage cible, aﬁn de déterminer le taux d'erreur de classi-
ﬁcation sur cet ensemble. L'hypothèse qui minimise l'erreur obtenue est alors considérée
comme la solution optimale.
Ces approches se veulent plutôt empiriques.
Nous déﬁnissons ci-après les cadres d'apprentissage plus formels les plus utilisés per-
mettant de déﬁnir si une classe de langages est apprenable à partir d'exemples, et s'il
existe une grammaire minimale (ou canonique) permettant de représenter les langages de
cette classe.
2.1.4 Apprenabilité : le cadre de l'identiﬁcation à la limite
Il existe plusieurs cadres d'apprentissage qui ont permis de progresser dans la notion de
convergence vers une cible d'apprentissage comme le cadre PAC [Val84] ou celui de l'ap-
prentissage actif [Ang87]. Nous focaliserons ce travail sur les paradigmes d'identiﬁcation
à la limite. Ce cadre d'apprentissage fut développé en premier lieu dans [Gol67].
Le protocole d'identiﬁcation à la limite est déﬁni comme suit. Soit α une méthode
d'inférence et S = {x1,x2, ...} un ensemble d'exemples d'un langage L. La méthode α
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considère les exemples dans l'ordre des indices et on note Si le sous-ensemble ﬁni des i
premiers éléments de S. Elle propose à chaque étape une hypothèseL (α(Si)). La méthode
α identiﬁe à la limite le langage L s'il existe un indice ﬁni j tel que L (α(Si)) =L (α(S j))
pour tout i≥ j et que L (α(S j)) = L.
Ce paradigme, incrémental, est très éloigné de la pratique où on dispose d'un échan-
tillon de données, c'est-à-dire un ensemble ﬁni de données d'apprentissage, et non une
séquence inﬁnie. C'est pourquoi le cadre de l'identiﬁcation à la limite par données ﬁxées
a été introduit [Gol78]. Il repose sur la déﬁnition d'un échantillon caractéristique.
S est un échantillon caractéristique d'un langage L, s'il illustre une méthode d'inférence
α telle que, pour tout ensemble de données S0 tel que S⊆ S0, L (α(S0)) = L.
Autrement dit, un échantillon caractéristique est un échantillon suﬃsant pour assurer
la convergence de l'apprentissage vers la solution. Il est essentiel d'avoir les bonnes données
d'apprentissage pour arriver au modèle espéré.
Cette déﬁnition d'échantillon caractéristique permet alors de déﬁnir l'identiﬁcation à
la limite par données ﬁxées. Une classe de langages est identiﬁable à la limite par données
ﬁxées si pour tous ses langages L, pour une méthode d'inférence α, il existe un échantillon
caractéristique S⊆ L tel que L (α(S)) = L.
Le problème de cette déﬁnition, c'est qu'elle n'exige rien sur la taille des données
d'entrée, de la représentation ou sur le temps de convergence de l'algorithme qui mène
à la solution. Pour une convergence pratique, il est nécessaire de préciser d'avantage le
cadre.
La première déﬁnition d'identiﬁcation polynomiale à la limite a été donnée dans [Pit89].
La plus récente [dlH97] dit qu'une classe de langages L est identiﬁable en temps et
données polynomiaux si pour tout langage L∈L et à partir d'une classe de représentation
R, à partir d'un ensemble d'apprentissage S0 de taille m, il existe un algorithme α et deux
polynômes p() et q() tel que α retourne une solution correcte H dans R en un temps
O(p(m)) et que pour toute représentation R ∈R de taille k d'un langage L ∈L , il existe
un échantillon caractéristique de taille O(q(k)).
2.1.5 Validation du langage appris
Les déﬁnitions précédentes permettent de démontrer formellement l'apprenabilité théo-
rique du langage et de sa représentation que nous chercherons à apprendre via un principe
de généralisation particulier.
En pratique, il n'est pas certain que la classe de langages considérée et/ou les choix
d'induction dans l'espace de recherche soit suﬃsante pour permettre l'identiﬁcation du
langage cible sous-jacent au exemples positifs. Le langage appris de cette façon permettra-
t-il réellement de discriminer les diﬀérentes classes enzymatiques ? Pour le savoir, il faut
recourir à une évaluation sur des données réelles aﬁn de vériﬁer que le langage identiﬁé a
un certain pouvoir prédictif par rapport aux séquences observées.
On peut ainsi déﬁnir plusieurs étapes à l'apprentissage d'un langage puis à sa validation.
Les diﬀérentes étapes du processus à partir d'un ensemble de séquences consisteront à :
déﬁnir une représentation et un principe d'induction, vériﬁer formellement que le langage
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appris est consistant et converge vers un langage solution, et enﬁn, vériﬁer empiriquement
que le langage appris est adéquat pour représenter nos données.
Dans la section suivante, nous nous intéressons aux travaux d'apprentissage de gram-
maires régulières pour modéliser des séquences de protéines.
2.2 Inférence de grammaires régulières
L'inférence grammaticale a pour but d'apprendre une grammaire qui constitue une
représentation possible d'un langage, à partir d'exemples, et parfois de contre-exemples, de
ce langage. Dans le cas qui nous concerne, les séquences de protéines d'une même famille
déjà annotées sont les exemples appartenant à un langage inconnu et la généralisation
doit produire le langage complet de cette famille, représenté par la grammaire.
2.2.1 État de l'art
Un des problèmes les plus étudiés en inférence grammaticale est l'apprentissage d'au-
tomates déterministes à états ﬁnis à partir de données positives et négatives.
Les automates (déﬁnition 2.5 et 2.6) sont des représentations graphiques équivalentes
à la classe des langages réguliers qui est la plus haute dans la classiﬁcation de Chomsky
qui soit polynomialement identiﬁable à partir de données ﬁxées [dlH97].
Déﬁnition 2.5 (NFA) Un automate ﬁni non déterministe(NFA), est un quintuplet
A= (Σ,Q, I,δ ,F) tel que :
 Σ est l'alphabet d'entrée
 Q est l'ensemble ﬁni d'états
 I ∈ Q est l'ensemble des états initiaux
 δ est la fonction de transition de l'automate déﬁnie de Q×Σ vers 2Q, un triplet
(q,a,q′) avec δ (q,a) ∈ Q′ est appelé transition
 F est l'ensemble des états ﬁnals
Déﬁnition 2.6 (DFA) Un automate ﬁni déterministe(DFA), est un quintuplet A =
(Σ,Q, I,δ ,F) tel que :
 Σ est l'alphabet d'entrée
 Q est l'ensemble ﬁni d'états
 I ∈ Q est l'ensemble des états initiaux
 δ est la fonction de transition de l'automate déﬁnie de Q×Σ vers Q, un triplet
(q,a,q′) avec Q′ ∈ δ (q,a) est appelé transition
 F est l'ensemble des états ﬁnals
Une famille d'algorithmes classiques a pour opérateur de généralisation les fusions
d'états à partir d'un automate canonique maximal, noté MCA. Le MCA est simplement
l'union des automates canoniques représentant chaque mot de l'échantillon d'apprentis-
sage. Le MCA des séquences positives représente exactement le langage des exemples
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donnés. L'idée de l'apprentissage par fusion d'états est de généraliser le langage (aug-
menter le nombre de séquences acceptés). En eﬀet, les fusions d'état génèrent de nou-
veaux automates introduisant de nouveaux chemins et donc de nouvelles séquences dans
le langage, à partir du MCA. Les diﬀérents algorithmes diﬀèrent ensuite par leur straté-
gie de choix d'états à fusionner et leur critère d'arrêt. Les algorithmes utilisant la fusion
d'état tel que l'algorithme RPNI, dans [OG92] ou [Lan92], sont capables de généraliser et
d'identiﬁer polynomialement la classe des langages réguliers à la limite. Un espace d'hy-
pothèses en treillis a été présenté dans [DMV94] : les n÷uds du treillis correspondent aux
diﬀérents automates qui peuvent être obtenus en fusionnant les états de l'automate cano-
nique maximal. Le nombre de n÷uds, et par conséquent la taille de l'espace d'hypothèses,
est exponentielle par rapport à la taille initiale du MCA. Cette représentation de l'espace
d'hypothèses fournit des moyens de prouver la convergence de certains algorithmes.
Le problème de l'apprentissage à partir de données positives seulement est probable-
ment le problème d'inférence grammaticale le plus intéressant en pratique. Comme nous
l'avons vu, il existe deux types de méthodes : celles utilisant des heuristiques et celles per-
mettant une identiﬁcation à la limite. Cette deuxième méthode est néanmoins freinée par
le résultat de Gold [Gol67] qui dit qu'aucune classe de langages au delà des langages ﬁnis
n'est identiﬁable à la limite à partir de données positives seulement à cause du problème
de surgénéralisation.
Plusieurs approches ont alors été adoptées pour controler la généralisation : limiter la
représentation des langages à une sous-classe, utiliser un critère statistique pour stopper
les fusions ou utiliser des contre-exemples.
Angluin [Ang82] déﬁnit la classes des langages réversibles et propose un algorithme
pour cette sous-classe des langages réguliers. Angluin donne d'autres résultats théoriques
généraux permettant d'identiﬁer des sous-classes de langages réguliers à partir d'exemples
positifs seulement [Ang80].
[GVO90] propose lui un algorithme pour la classe des langages k-testables. Dans la
même ligne de recherche, [KMT97] propose un algorithme permettant l'identiﬁcation des
langages linéaires équilibrés et [DLT02] présente des sous-classes de langages réguliers
pouvant être identiﬁés par des automates ﬁnis non-déterministes à partir d'exemples po-
sitifs seulement.
2.2.2 Application aux séquences de protéines
On peut appliquer les principes de la théorie des langages aux séquences d'acides
aminés en faisant les choix suivants :
 L'alphabet est composé de 20 lettres (acides aminés) : A, R, N, D, C, E, Q, G, H,
I, L, K, M, F, P, S, T, W, Y, V.
 Les mots sont les séquences composées à partir de cet alphabet.
Lorsqu'il s'agit de séquences de protéines, il est important de tenir compte des simi-
litudes entre les 20 acides aminés (l'alphabet σa des protéines) découlant des propriétés
physico-chimiques partagées par ceux-ci : certains remplacements d'acides aminés n'ont
pas d'impact tandis que d'autres ont un eﬀet sur la fonction ou la structure de la protéine.
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Pour tenir compte de cette connaissance directement dans les séquences d'apprentissage,
une approche standard consiste à recoder les protéines sur un alphabet plus petit fondé
sur leurs propriétés, tels que l'indice d'hydropathie ou le codage de Dayhoﬀ ([YIK94],
[PLCS06] et [PLC08]).
On trouve plusieurs références concernant l'application de l'inférence grammaticale à
des séquences de protéines qui permettent de découvrir certaines structures spéciﬁques
en utilisant des connaissances a priori sur les structures 3D [YIK94, DN09, PLCS06,
PLC08, DN09].
Ainsi, une famille de séquences d'enzymes peut-être vue comme un langage. On peut
déﬁnir un langage L qui contient l'ensemble des séquences possédant une fonction com-
mune f et déterminer si une nouvelle séquence possède la fonction f selon qu'elle appar-
tienne ou non au langage L. Le problème est d'identiﬁer ce langage à partir d'exemples
positifs, c'est-à-dire d'un échantillon de séquences connues possédant la fonction f .
L'apprentissage d'automate à états ﬁnis dans ce but a fait l'objet de plusieurs re-
cherches [Fre03, Ler05]
Ces travaux ont notamment montré que l'emploi d'une représentation non-déterministe
est plus adapté à cette tâche. [Ler05] a montré que les principales heuristiques concer-
nant le choix et l'ordre des états à fusionner dans la plupart des algorithmes mentionnés
ci-dessus n'étaient pas adaptés à la généralisation de séquences de protéines. Cela est
dû au fait que ces heuristiques fusionnent en priorité les états initiaux, ou terminaux, du
MCA. Cette écriture introduit une heuristique de fusion intéressante dirigée par la simila-
rité des sous-séquences de l'échantillon d'apprentissage mais semble obtenir des modèles
trop spéciﬁques.
Dans la même lignée, [Ker08] présente une méthode d'inférence grammaticale basée
sur les algorithmes à fusions d'états et sur une heuristique biologique de conservation
de séquences. Une famille est alors représentée par un automate ﬁni non déterministe.
Nous terminons cette section en présentant cette méthode dont nous sommes partis pour
réaliser nos travaux.
2.2.3 Protomata-Learner
L'algorithme Protomata-Learner commence par une phase d'alignement multiple lo-
cal partiel que nous avons décrit au chapitre 1. La fusion des états lors de la création de
l'automate est alors guidée par les alignements découverts pour obtenir une généralisa-
tion de l'automate canonique maximal prenant en compte les zones caractéristiques des
séquences.
Alignement multiple local et partiel Cette méthode commence par aligner l'ensemble
des séquences d'apprentissage dans un alignement multiple local et partiel.
Un ensemble de sous-séquences similaires est appelé un bloc PLMA. Une fois l'aligne-
ment produit, on peut produire un automate maximal canonique correspondant (exemple
ﬁgure 2.2).
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M K S S S I
M A S K P K
M G R S S V
M Q P S K M
M S D E Q I
M W E V I M
M V Q E H F
Fig. 2.2  Représentation du MCA généré à partir des séquences sur lesquelles nous avons
projeté un alignement multiple local partiel
Généralisation par fusion d'états Ensuite, aﬁn de généraliser le MCA, on procède à
la fusion des séquences d'états correspondant aux blocs PLMA, ce qui crée de nouveaux
chemins dans l'automate qui accepte ainsi de nouvelles séquences.
Les états entre les zones reconnues comme caractéristiques sont fusionnés en un seul
état acceptant une séquence quelconque. En eﬀet, ces zones étant peu informatives, il
est possible d'y trouver des sous-séquences très diﬀérentes les unes des autres. Ces états
sont appelés des états de gap.
L'algorithme détecte aussi les zones dites d'exception. En eﬀet, certaines séquences
exceptions forment des chemins permettant de court-circuiter les blocs et la fusion de
ceux-ci comme états de gap entraînerait une généralisation à l'excès. Les états corres-
pondant à ces zones ne sont donc pas fusionnés.
La généralisation de l'automate de la ﬁgure 2.2 est présentée en ﬁgure 2.3.
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Fig. 2.3  Automate après fusions d'états
Généralisation des transitions Enﬁn, il est également possible de généraliser certaines
transitions selon les propriétés physico-chimiques des acides aminées présents sur cette
transition. En eﬀet, si les transitions possibles d'un état à l'autre sont multiples et font
parties d'un même groupe physico-chimique (cf ﬁgure 2.4), on peut généraliser ces transi-
tions au groupe d'acides aminés auquel elles appartiennent . Au contraire, si les transitions
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Fig. 2.4  Propriétés physico-chimiques des acides aminés
sont nombreuses et n'appartiennent pas à un groupe précis, on généralise pour autoriser
la transition par n'importe quelle lettre de l'alphabet.
L'automate obtenu déﬁnit alors les séquences d'une famille de protéines comme un
enchaînement de blocs de conservation. Il autorise des chemins de gaps, permettant de dé-
crire des zones peu similaires acceptant des séquences quelconques, ainsi que des chemins
d'exceptions.
2.2.4 Discussion
L'inférence de langages réguliers permet de représenter la structure linéaire de la pro-
téine comme enchainement de motifs séparés par des gaps. Cependant, il a été établi
que les repliements spatiaux des protéines seraient apparemment mieux conservés au sein
d'une même famille que la séquence elle même [CL86a]. De plus, c'est la structure qui
porte la fonction de la protéine. Ainsi, il serait intéressant de pouvoir aussi apprendre des
interactions entre diﬀérentes zones d'une séquence en découvrant des motifs liés plus ou
moins éloignés. Sur la ﬁgure 2.5, on peut ainsi voir que des interactions peuvent exister
entre des parties de séquences a priori éloignées dans la structure primaire mais proches
en trois dimensions.
Deux types de corrélations doivent être repérées :
 à courte distance (ﬁgure 2.5(b)), à l'intérieur d'un même bloc, comme dans les
hélices alpha.
 à longue distance (ﬁgure 2.5(a)), dans des blocs diﬀérents, comme par exemple
l'hélice rouge et l'hélice verte qui sont éloignées dans la structure primaire mais
proche en trois dimensions.
Les langages réguliers ne peuvent pas représenter ces types de corrélations à cause de
leur linéarité. Pour cette raison, nous nous sommes intéressés à l'extension des techniques
d'inférence à la classe des langages algébriques.
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(a) Une séquence protéique en
3D
(b) Quelques repliements fréquents (hélice
alpha et feuillet béta)
Fig. 2.5  Exemples de structures d'une protéine
Nous illustrons l'intérêt,en terme de gain d'expressivité, de passer du régulier à l'algé-
brique sur un exemple (ﬁgure 2.6).
On remarque dans cet exemple que la modélisation des séquences par une grammaire
linéaire droite produit un eﬀet reset. Il est impossible de décrire des corrélations entre les
blocs 1,2,3 et 4 puisqu'une fois l'état commun dépassé la grammaire ne garde pas en
mémoire le chemin suivi. En réalité, il serait possible de le représenter avec une gram-
maire régulière mais on perdrait alors en compacité de représentation et la généralisation
reviendrait au mieux à la première grammaire ou sera inexistante. Avec une grammaire
algébrique, nous serons par exemple facilement capables d'exprimer que le bloc 1 et le bloc
4 vont de paire. On voit sur sur la ﬁgure 2.6 qu'une grammaire de ce type est capable
d'exprimer les interactions entre les blocs de façon compacte, sans perdre en expressivité.
La question est maintenant de savoir si le langage généré par cette représentation peut
être généralisé. C'est ce que nous allons essayer de déterminer dans les chapitres suivants.






(a) Séquences ayant un bloc de conservation commun
S −→ Bloc1 S1 | Bloc2 S1 S −→ Bloc1 S1 | Bloc2 S2
S1 −→ Bloc3 S2 S1 −→ Bloc3 S3
S2 −→ Bloc4 | Bloc5 S2 −→ Bloc3 S4
S3 −→ Bloc4
S4 −→ Bloc5
(b) Modélisation avec une grammaire régulière
compacte (eﬀet reset)
(c) Modélisation avec une grammaire régulière
plus expressive
S −→ Bloc1 S1 Bloc4 | Bloc2 S1 Bloc5
S1 −→ Bloc3
(d) Modélisation avec une grammaire algébrique compacte et expressive
Fig. 2.6  Compacité vs Expressivité
Chapitre 3
Apprentissage de grammaires par substituabilité
Les grammaires algébriques ont un pouvoir d'expressivité supérieur à celui des langages
réguliers. L'espace de recherche correspondant en apprentissage est également beaucoup
plus complexe. Il faut alors restreindre la recherche à des sous-classes de langages algé-
briques ou utiliser des heuristiques tout en conservant un bon pouvoir prédictif sur des
applications pratiques par l'utilisation d'un principe de généralisation naturel.
Dans ce chapitre, après avoir présenté les principaux algorithmes traitant ce problème,
nous nous intéressons au principe de généralisation qu'est la substituabilité et qui semble
être sous-jacent à toutes les méthodes eﬃcaces. Nous étudions plus particulièrement
le problème de l'inférence de la sous-classe des langages substituables développée par
[CE07] et adaptons ce procédé pour le cas des séquences protéiques. Nous introduisons
de nouvelles classes de langages substituables, de nouveaux critères de généralisation
associés ainsi qu'un algorithme capable de générer une grammaire réduite conservant la
structuration des exemples de l'échantillon d'apprentissage. Nous terminons en présentant
les expériences que nous avons eﬀectuées sur des ensembles de séquences protéiques.
3.1 Apprentissage de grammaires algébriques
Dans cette section, nous présentons les diﬃcultés liées à l'inférence grammaticale de
langages algébriques, lié au fait qu'il faut non seulement apprendre la grammaire générant
le langage voulu mais aussi la structuration de celui-ci.
Nous avons alors cherché dans l'état de l'art de l'inférence de grammaires algébriques
des algorithmes non supervisés, fonctionnant à partir d'exemples positifs seulement et à
visée applicative. Le traitement automatique des langues est un domaine où il y a eu des
avancées signiﬁcatives en apprentissage ces dernières années. Nous présentons les princi-
paux travaux de ce domaine dont le principe de généralisation semble lié à la découverte
de la structuration des exemples par substituabilité. Ces approches semblent être les plus
intéressantes pour notre problème bien qu'elles doivent être adaptées pour le traitement
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de séquences protéiques. Elles ont montré en particulier des résultats encourageants sur
des corpus réels.
3.1.1 Les diﬃcultés de l'apprentissage de grammaires algébriques
Dans un premier temps, nous expliquons quelles sont les diﬃcultés principales de
l'apprentissage d'une grammaire algébrique en nous inspirant de la thèse de R. Eyraud
[Eyr06]. Nous mettrons l'accent sur quatre des diﬃcultés évoquées.
Opérabilité
Un des premiers problèmes rencontrés dans l'inférence de grammaires algébriques,
comparée à l'inférence régulière, découle de la faiblesse des propriétés liées à la classe de
langages apprise. Ainsi, l'union, la concaténation et l'intersection de langages réguliers,
ou le complémentaire d'un langage régulier sont des langages réguliers. Ces propriétés
fortes permettent d'utiliser certaines opérations lors de l'inférence sans sortir de la classe
de langages visée.
Cependant, pour la classe des langages hors-contexte, la stabilité de ces opérations
n'est pas toujours assurée. En eﬀet, si l'union et la concaténation de deux langages hors-
contexte forment un langage hors-contexte, ce n'est pas le cas de leur intersection ou du
complémentaire.
Cet état de fait rend diﬃcile l'introduction d'exemples négatifs, qui ne délimitent pas
forcément un langage hors-contexte et conduit à inférer le langage à partir d'exemples
positifs seulement, alors que le résultat de Gold a montré l'impossibilité de l'identiﬁcation
à la limite de langages hors-contexte à partir d'exemples positifs seulement [Gol78].
Indécidabilité
Un second problème provient de l'indécidabilité de l'équivalence de deux grammaires
algébriques. En eﬀet, il est dans la plupart des cas impossible de savoir si deux grammaires
hors-contexte génèrent le même langage ce qui rend diﬃcile la recherche d'une grammaire
dans un espace d'hypothèses ordonné partiellement par rapport à l'inclusion des langages
générés par ces grammaires.
Dans le cas de l'inférence de langages réguliers à l'aide d'automates, il existe un repré-
sentant canonique calculable pour chaque langage. On peut donc réduire cet apprentissage
à l'identiﬁcation de ce représentant. Dans le cas des grammaires hors-contexte, lorsqu'il
existe un nombre inﬁni de représentations, il est diﬃcile de les élaguer puisque l'équivalence
ne peut être prouvée dans le cas général.
L'identiﬁcation doit donc être basée sur le langage lui-même et non sur sa représen-
tation, ce qui rend dans le même temps impossible l'identiﬁcation à la limite en temps et
données polynomiaux de langages algébriques à partir d'exemples [dlH97].
Cependant, on peut noter que certaines sous-classes peuvent néanmoins être apprises
s'il existe une grammaire canonique pour tous les langages de ces sous-classes et un








(b) Une autre dérivation possible de abc
Fig. 3.1  Dérivations ambiguës du mot abc générées par une grammaire représentant le
langage algébrique {anbncm | n,m≥ 0}∪{anbmcm | n,m≥ 0}. 3.1(a) privilégie la structure
du sous langage anbncm alors que 3.1(b) privilégie le sous langage anbmcm.
algorithme capable d'apprendre cette dernière. De récents résultats de [Cla14] introduisent
ainsi la notion de strong learning pour certaines sous-classes des langages algébriques.
Ambiguïté
Un autre problème majeur dans l'inférence de grammaires algébriques est l'ambiguïté
inhérente à certains de ces langages. Des langages possèdent alors à plusieurs arbres de
dérivation possibles.
Un exemple de langage inhéremment ambigu est par exemple le langage {anbncm |
n,m ≥ 0}∪{anbmcm | n,m ≥ 0}. Les mots de la forme anbncn ont alors deux dérivations
diﬀérentes [Ogd68]. Un exemple de dérivations du mot abc est montré en ﬁgure 3.1.
La déterminisation supprimerait une partie des arbres de dérivation possibles et cer-
taines structures du langage, et au ﬁnal certains mots du langage cible. Quand on sait
que la déterminisation est un principe largement utilisé dans l'inférence d'automates, on
conçoit que l'abandon de celui-ci dans le cas des grammaires algébriques ne permet pas
la réalisation des algorithmes eﬃcaces développés dans le cadre régulier.
Structuralité
Le dernier problème sur lequel nous mettrons l'accent est celui de la structuralité du
langage appris par une grammaire algébrique. En eﬀet, l'intérêt d'apprendre une représen-
tation du langage, plutôt qu'un classiﬁeur répondant à la question "ce mot appartient-il au
langage ?" est que cette représentation apporte une information sur le langage lui-même.
Ainsi, alors que la représentation sous forme d'expressions ou d'automates pour les
réguliers conserve l'information sur la structuration des exemples, les formes normales
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souvent employées pour représenter les grammaires algébriques font perdre cette notion
de structure induite par le langage cible.
Lorsque qu'on apprend un langage algébrique, il faut donc apprendre non seulement
les mots acceptés par ce langage mais aussi les structures d'analyse associées, ce qui est
une double diﬃculté.
Ce dernier point a fondé la plupart des approches d'apprentissage des langages algé-
briques.
3.1.2 Apprentissage de la structure d'un langage
Dans le cadre de l'apprentissage de langues naturelles, Chomsky [Cho64] propose
une organisation du langage en deux niveaux. La structure de surface, qui correspond
à la séquence elle-même, à l'énoncé produit. Selon la théorie générative, ce niveau qui
détermine l'interprétation sémantique, est le résultat d'opérations complexes à partir de
la structure profonde, un ensemble de règles qui déﬁnit l'agencement des constituants du
langage. Un constituant est alors déﬁni comme un élément fonctionnel dans une hiérarchie
grammaticale.
Dans cette théorie, comprendre la structure profonde d'un langage à partir d'exemples
permet d'en comprendre le sens. Ainsi, la grammaire générative se veut explicative dans
le sens où elle doit chercher à comprendre l'organisation d'un langage aﬁn de pouvoir
formuler un ensemble inﬁni de phrases. L'apprentissage porte alors non sur la production
de séquences sémantiquement correctes en tant que telles, mais sur les mécanismes per-
mettant la construction de ces séquences. La grammaire tente d'expliquer les règles que
chacun applique de façon intuitive pour construire un discours cohérent.
A partir des années 1930, Bloomﬁeld et Harris [Blo33, Har54] proposent d'apprendre
la structure d'un langage grâce à l'analyse distributionnelle. Le distributionalisme est fondé
sur une certaine hiérarchie entre les séquences de facteurs qui déﬁnissent une structure
distributionnelle et sur la possibilité de substituer certains facteurs entre eux. On appelle
ces facteurs des constituants du langage. Tous les constituants qui occupent le même
environnement linguistique (le même contexte) sont en situation d'équivalence distribu-
tionnelle et appartiennent à la même catégorie grammaticale.
D'après [CRA76, Wol80], on distingue alors deux groupe de constituants : les consti-
tuants dit paradigmatiques et ceux dit syntagmatiques. Les premiers sont déﬁnis comme
des groupes de mots dont la nature syntaxique est équivalente : ils peuvent être substitués
dans un corpus. Par exemple, les mots "bleu" et "blanc" peuvent être substitués dans
n'importe quelle phrase en français sans en altérer la correction syntaxique. Les deuxièmes
constituent des groupes de mots dépendants au niveau de la syntaxe, ils forment des
sous-structures à l'intérieur du langage, on peut prendre l'exemple d'un groupe nominal
composé alors de plusieurs mots dépendants : un déterminant, un nom et un adjectif,
c'est la détection de ces classes qui va déterminer la hiérarchie de la grammaire, l'arbre
de dérivation des exemples. Deux constituants syntagmatiques peuvent former un groupe
paradigmatique et se substituer s'il possèdent une nature syntaxique équivalente, comme
deux groupes nominaux.
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A partir de ces notions, un grand nombre de méthodes d'analyse de corpus a été déve-
loppé pour mettre au jour les classes de mots et les patrons syntaxiques caractéristiques
d'une langue. Dans les travaux de Harris, l'analyse et la normalisation syntaxiques sont
eﬀectuées à la main. Mais, dans la communauté du traitement automatique des langues,
un certain nombre de travaux ont été menés pour exploiter le principe de l'analyse distri-
butionnelle.
Ce principe a notamment été utilisé dans le cadre de l'analyse syntaxique non super-
visée aﬁn de trouver les catégories syntaxiques de mots dans un corpus et ainsi obtenir
des annotations automatiques de textes, par exemple pour induire automatiquement des
catégories grammaticales (part of speech) [Sch95, Cla03].
Dans le cadre de l'inférence de grammaires hors-contexte à partir d'exemples positifs
seulement, on retrouve dans l'état de l'art des principes inspirés de la théorie distribution-
nelle. L'inférence est souvent réalisée en deux étapes : l'identiﬁcation des constituants du
langage déﬁni par les exemples et l'inférence des règles qui déﬁnissent la hiérarchie des
constituants.
Identiﬁcation des constituants La construction de grammaires algébriques requiert
deux types de décision : "quels facteurs sont considérés comme constituants ?" (principe
syntagmatique) et "quels facteurs peuvent être substitués les uns aux autres ?" (principe
paradigmatique).
La première question est presque toujours traitée grâce à un alignement des séquences
d'exemples qui permet d'établir la fréquence d'utilisation d'un facteur. Ainsi, l'algorithme
ABL [vZ00] avec les exemples suivants en entrée :
she is smart
she is tired
produit un alignement où les numéros associés à chaque parenthèse indiquent les limites
de chaque constituant :
(0 she is (1 smart)1 )0
(0 she is (1 tired)1 )0
Chaque parenthésage fait alors l'objet d'un non-terminal (après avoir sélectionné les ali-
gnements non ambigus par rapport aux exemples données). L'algorithme Adios [SHRE05]
après avoir aligné ses exemples à l'aide d'un graphe, utilise une mesure qui a pour eﬀet
de détecter les facteurs les plus fréquents et crée pour chacun un nouveau non terminal
le produisant. E-grids [PPK+04] quant à lui dispose d'un opérateur CreateNT qui crée un
nouveau non-terminal si son utilisation permet une grammaire plus simple (dans le sens
du principe MDL).
Le but de ces non-terminaux n'est souvent pas de généraliser les exemples mais de les
compresser en trouvant leurs constituants, et donc une structure sous-jacente.
Dans un deuxième temps, on trouve des mécanismes cherchant déterminer les fac-
teurs substituables et à créer un non-terminal permettant de générer des constituants
appartenant à la même classe. Dans ABL, cette phase se fait dans le même temps que
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la première car l'alignement permet de détecter les classes de mots possédant un même
contexte. Dans [SHRE05], [PPK+04] ou encore [Cla01], le principe est toujours le même,
détecter les facteurs apparaissant dans un contexte identique et créer un nouveau non-






Fig. 3.2  Détection d'une classe de mots substituables dans Adios suite à l'alignement
d'exemples et la détection de facteurs apparaissant dans un contexte commun
La plupart de ces algorithmes présentent alors une phase de sélection des non-terminaux
obtenus, basée par exemple sur le calcul de l'information mutuelle des éléments du contexte
d'une classe [Cla01].
Ces non terminaux permettent alors de généraliser les exemples par substitution de
facteurs, à n'importe quel endroit du texte, pourvu qu'ils aient été jugés comme syntaxi-
quement congruents car apparaissant dans un même contexte.
Inférence des règles Une fois les non-terminaux déterminés, arrive une phase de création
de règles grammaticales.
Dans la plupart des cas, les diﬀérents algorithmes utilisent une approche data-driven
et partent d'une grammaire maximale composée d'un axiome S générant exactement
l'ensemble des exemples donnés en entrée (que l'on peut comparer à un MCA pour les
automates présentés au chapitre précédent) où l'on remplace systématiquement chaque
constituant par le non-terminal correspondant calculé à l'étape précédente. Une fois un
facteur remplacé, il n'est plus possible de remplacer les facteurs découlant d'une ambiguïté
et pour lesquels un non-terminal couvre déjà une partie du facteur.
Dans l'exemple de la ﬁgure 3.2, Adios répercute le nouveau non-terminal ainsi : la
grammaire initiale
S→took the table to
S→took the chair to
S→took the bed to
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se transforme en
S→took the S1 to
S1→table|chair|bed
Dans d'autres algorithmes, on préfère utiliser une approche permettant d'éviter la
phase de sélection en conservant ainsi toutes les ambiguïtés du langage. Le but est alors
de créer de nouvelles règles avec l'ensemble des non-terminaux obtenus précédemment.
Pour cela, [CE07] choisit de se limiter à une représentation en forme normale de Chomsky
(CNF) où les règles sont de la forme A→ BC où A,B,C ∈N. Ainsi, toutes les combinaisons
possibles de triplets sont testées et l'existence de ces règles est vériﬁée sur les données
initiales. Nous en donnons un exemple plus loin (sous-section 3.1.3).
Évaluation des grammaires La majeure partie de ces algorithmes a été évaluée de
façon expérimentale et comparée sur des corpus annotés, où les structures à découvrir
sont clairement identiﬁées, aﬁn de vériﬁer la validité des structures découvertes de façon
non supervisée. Ils produisent des résultats encourageants qui montrent la pertinence de
l'approche par analyse des éléments substituables.
Cependant, dû à la sélection des non terminaux à conserver et à la désambiguïsa-
tion des exemples opérée par la plupart des méthodes, il est impossible de prouver leur
convergence vers une classe de langages donnée.
Nos propres travaux reposent sur ceux présentés dans [CE07], qui présentent un in-
térêt particulier du fait de la formalisation du principe de substituabilité et du résultat
d'apprenabilité des langages hors-contexte substituables qui en découle.
Nous présentons donc dans ce qui suit ces principes et résultats plus en détails.
3.1.3 Concepts formels et formalisation du principe de substituabilité [Cla10b,
Cla10a]
Analyse de concepts formels : quelques déﬁnitions Un contexte formel est un triplet
(O,A , I), où O est un ensemble ﬁni d'objets, A un ensemble ﬁni d'attributs et I est une
relation entre les objets et les attributs. Il peut être représenté sous forme de table, un
exemple est donné ci-après :
A1 A2 A3
O1 X X X
O2 X X X
O3 X
Sur cet exemple, les objets sont dénotés Oi et les attributs Ai, la case 〈Oi×Ai〉 contient
"x" s'il existe une relation I entre Oi et Ai.
L'analyse de concepts formels [Wil82] déﬁnit intuitivement un concept comme corres-
pondant à un rectangle maximal de la table formée par la relation binaire du contexte. On
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déﬁnit les opérations suivantes : O′ = {a ∈A | (o,a) ∈ I, ∀o ∈ O},
A′ = {o ∈ O | (o,a) ∈ I, ∀a ∈A }.
Intuitivement, O′ est l'ensemble des attributs communs à tous les objets de A et A′ est
l'ensemble des objets possédant tous les attributs de O.
Soit un contexte formel (O,A , I), un concept formel C est un couple 〈O,A〉 où O est
un sous-ensemble de O, A un sous-ensemble de A tel que O′ = A et A′ = O. O est alors
nommé l'extension (extent) de C et A son intension (intent). On remarque qu'il s'agit
d'une opération fermée : tout objet de l'extension a tous les attributs de l'intension.
Il est possible de déﬁnir un ordre partiel sur ces concepts de la façon suivante :
〈O1,A1〉 ≤ 〈O2,A2〉 ⇔ (O1 ⊆ O2⇔ A2 ⊆ A1).
Autrement dit, un concept C1 est dit inférieur à un concept C2 lorsque l'extension de
C1 est un sous-ensemble strict de l'extension de C2. L'ensemble des concepts muni de cet
ordre partiel forme un treillis.
Dans ses articles, Clark déﬁnit un contexte formel (C) = (S,C, I) dont les objets et
attributs sont respectivement les facteurs (S) et contextes (C) présents dans l'échantillon
d'apprentissage. Un couple 〈Si×Ci〉 appartient à la relation binaire I si Ci ◦ Si ⊆ L. On
peut alors déﬁnir un ensemble de concepts formels grâce à ce contexte formel. Tous les
facteurs d'un même concept sont considérés comme substituables dans les contextes du
concept.
On note alors B(L) l'ensemble des concepts du langage L. L'ordre partiel associé est
tel que 〈S1,C1〉 ≤ 〈S2,C2〉 si S1⊆ S2.
De plus, dans [CE07], la concaténation de deux concepts est déﬁnie de la façon
suivante : 〈 O1,A1 〉 • 〈 O2,A2 〉 = 〈 (A1.A2)′′,(A1.A2)′〉.
Un exemple d'identiﬁcation de concepts et du treillis associé à partir de mots d'un
langage est donné en ﬁgure 3.3.
Génération d'une grammaire hors-contexte sous forme normale de Chomsky à partir
du treillis de concepts A partir de ce treillis, il est possible de construire une grammaire
G= 〈Σ,N,R,S〉 telle que :
 l'alphabet Σ est égal à l'ensemble des facteurs ;
 l'ensemble des non-terminaux N représente l'ensemble des concepts déﬁnis sur
l'échantillon d'apprentissage ;
 l'axiome de départ S est l'ensemble des non-terminaux déﬁnis par des concepts
〈Si,Ci〉 tel que (λ ,λ ) ∈Ci ;
 l'ensemble des règles de production R est déﬁni par :
 des règles terminales 〈Si,Ci〉 → w si w ∈ S
 des règles de branchement 〈S,C〉 → 〈S1,C1〉〈S2,C2〉 si 〈S,C〉 ≥ 〈S1,C1〉 • 〈S2,C2〉
Cette déﬁnition permet d'éviter une phase d'alignement des exemples et ainsi de ré-
cupérer l'ensemble des classes substituables présentes dans les exemples sans faire de
sélection. La déﬁnition des règles préserve également toutes les ambiguïtés du langage
puisque qu'elles correspondent à toutes les décompositions en non-terminaux d'un non-
terminal donné. Cependant, cette simplicité formelle cache plusieurs contreparties : en
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< {λ, a, b, ab}, ∅ >
< ∅, {(λ, λ), (λ, b), (a, λ)} >
< {a}, {(λ, b)} > < {λ, ab}, {(λ, λ)} > < {b}, {(a, λ)} >
Fig. 3.3  Identiﬁcation des concepts et du treillis associés au langage {λ ,ab}, les concepts
formels sont indiqués en couleur
agissant ainsi, on obtient énormément de règles dont certaines seront redondantes. De
plus, la forme normale de Chomsky nécessaire pour le calcul des règles n'est pas très
explicite. Elle impose une structure très particulière aux règles qui peut être éloignée
des structures originellement présentes dans les séquences. Enﬁn, il semble que certains
concepts pourraient être dérivés à partir d'une concaténation de concepts et mériteraient
un traitement particulier aﬁn de réduire le nombre de constituants intéressants, et donc
le nombre de non-terminaux, du langage appris.
3.1.4 Discussion
D'après cet état de l'art, le procédé de substituabilité semble être un bon moyen de
généralisation des grammaires algébriques permettant de conserver leur expressivité ainsi
que leur compacité.
Nous avons vu qu'il existe plusieurs algorithmes qui semblent eﬃcaces aﬁn d'inférer
une grammaire à partir d'un jeu de séquences appartenant au langage voulu.
l'algorithme ABL propose un apprentissage par alignement des séquences ce qui est
en parfait accord avec les méthodes d'alignements de protéines vues au premier chapitre.
L'utilisation de certaines heuristiques pour choisir les alignements à conserver détermine la
compacité de la grammaire apprise. Adios procède de façon plus locale. Il apprend d'abord
les sous-langages les plus fréquents par extraction de motifs et génère la grammaire autour
de ceux-ci, ce qui permet d'obtenir une grammaire facilement compréhensible et analy-
sable. Cependant, les phases de sélection proposées par ces algorithmes ne permettent
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pas de conserver les ambiguïtés de structure ni d'assurer l'identiﬁcation à la limite du
langage appris.
L'approche proposée par Clark est intéressante au niveau de la découverte et de la for-
malisation des classes substituables, ainsi qu'au niveau de l'apprentissage de la grammaire.
Elle permet à la fois de conserver les ambiguïtés du langage et l'identiﬁcation de celui-ci
en tant que langage algébrique substituable, ce que nous détaillons en section suivante.
Cependant la création des règles de production selon la forme normale de Chomsky rend
la représentation obtenue moins lisible et très redondante. De plus, le critère utilisé pour
créer des classes de facteurs substituables utilise un contexte global qui est peu adapté
aux séquences protéiques, de grande taille et fortement dissimilaires sur les parties non
fonctionnelles et en particulier à leurs extrémités.
3.2 Apprendre des langages substituables
Basées sur le critère de la substituabilité de Harris, les déﬁnitions récentes des classes
de langages hors-contexte substituables ont conduit à des résultats intéressants d'apprena-
bilité polynomiale pour des langages formels expressifs. Pour mettre la théorie en pratique,
nous avons conçu un algorithme d'apprentissage eﬃcace qui construit directement depuis
l'échantillon positif nécessaire une grammaire réduite canonique non redondante. Nous
présentons d'abord les déﬁnitions que nous utilisons sur les langages substituables.
Nous étendons le cadre habituel en y introduisant des notions de localité et de contex-
tualité. Ceci donne lieu à de nouvelles classes de langages que nous comparons aux classes
connues. La description de l'algorithme proposé s'eﬀectue en deux étapes : nous propo-
sons un premier algorithme d'apprentissage avant l'introduction de notre algorithme et
montrons son intérêt expérimentalement sur des ensembles de données artiﬁciels et ap-
plicatifs.
3.2.1 Langages formels et substituabilité locale
Nous introduisons ici les déﬁnitions et notations relatives aux langages substituables.
Pour un langage L, l'ensemble de ses facteurs est Sub(L)= { y∈Σ∗ : x,z ∈ Σ∗, xyz∈ L}
et l'ensemble de ses contextes estCon(L)= {〈 x,z〉 ∈Σ∗×Σ∗ : y∈Σ∗,xyz∈ L}. Le contexte
vide est 〈λ ,λ 〉.
La distribution d'un mot y ∈ Σ∗ dans un langage L est déﬁnie par l'ensemble de ses
contextes dans L : DL(y) = {〈x,z〉 ∈ Σ∗×Σ∗ : xyz ∈ L}. Deux mots y1 et y2 dans Σ∗ sont
syntaxiquement équivalents pour un langage L, noté y1 ≡L y2, si et seulement si DL(y1) =
DL(y2).
La relation d'équivalence ≡L déﬁnit une congruence sur le monoïde Σ∗ si y1 ≡L
y2 implique ∀x,z in Σ∗,xy1z ≡L xy2z. On note la classe de congruence de y par [y]L =
{y′ ∈ Σ∗ : y ≡L y′}. La classe de congruence [λ ] est appelée classe de congruence unité.
L'ensemble {y : DL(y) = /0}= Σ∗\Sub(L) est appelé classe de congruence zéro. Une classe
de congruence est non zéro si c'est un sous ensemble de Sub(L). On peut noter que pour
tout mot y1,y2 dans Σ∗, [y1y2]L ⊇ [y1]L[y2]L.
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Intéressé par l'apprenabilité des langages naturels et inspiré par l'apprentissage distri-
butionnel, A. Clark introduit dans [CE07] les langages substituables comme une classe
formelle basée sur le critère de substituabilité de Harris.
Deux mots non vides y1 et y2 sont dit faiblement substituables dans un langage L,
noté y1
.=L y2, s'ils apparaissent dans un même contexte, c'est à dire si et seulement si
il existe x,z ∈ Σ∗, tel que xy1z ∈ L∧ xy2z ∈ L. Les langages substituables sont ceux où
la substituabilité faible implique la congruence syntaxique, i.e. tel que y1
.=L y2 implique
y1 ≡L y2 (ou, de façon équivalente, tel que DL(y1)∩DL(y2) 6= /0 implique DL(y1) =DL(y2)).
Les langages substitituables se déﬁnissent donc de la façon suivante :
Déﬁnition 3.1 [CE07] Un langage L est substituable si et seulement si pour tout
x1,y1,z1,x2,y2,z2 ∈ Σ∗,y1,y2 6= λ :
x1y1z1 ∈ L∧ x1y2z1 ∈ L⇒ (x2y1z2 ∈ L⇔ x2y2z2 ∈ L).
S'appuyant sur l'analogie entre la substituabilité pour les langages hors-contexte et la
réversibilité introduit par [Ang82] pour les langages réguliers, R. Yoshinaka [Yos08] intro-
duit la hiérarchie des langages hors-contexte k, l-substituables comme une contrepartie
de la hiérarchie k-réversible des langages réguliers. Dans cette hiérarchie, l'expressivité
augmente avec les paramètres k et l en limitant la substituabilité aux facteurs auxquels
on concatène un préﬁxe et un suﬃxe de longueur k et l respectivement. Les déﬁnitions
utilisées pour les langages substituables s'étendent aisément. Deux mots non vides y1 et
y2 sont faiblement k, l-substituables dans un contexte 〈u,v〉 ∈ Σk×Σl pour le langage L,
ssi uy1v
.=L uy2v, soit s'il existe x,z ∈ Σ∗, tel que xuy1vz ∈ L∧ xuy2vz ∈ L. Les langages
k, l-substituables sont ceux tels que la substituabilité faible dans un contexte de Σk×Σl
implique la congruence syntaxique dans ce même contexte, i.e. tel que uy1v
.=L uy2v im-
plique uy1v ≡L uy2v (ou, de façon équivalente, tel que DL(uy1v)∩DL(uy2v) 6= /0 implique
DL(uy1v) = DL(uy2v)) :
Déﬁnition 3.2 [Yos08] Un langage L est k, l-substituable si et seulement si pour tout
x1,y1,z1,x2,y2,z2 ∈ Σ∗,u ∈ Σk,v ∈ Σl,uy1v,uy2v 6= λ :
x1uy1vz1 ∈ L∧ x1uy2vz1 ∈ L⇒ (x2uy1vz2 ∈ L⇔ x2uy2vz2 ∈ L).
Notons que la déﬁnition de mots substituables y1 et y2 reste basée sur la recherche d'un
contexte global commun.
Dans [CGN12], nous avons introduit pour la caractérisation d'un ensemble de protéines
un critère moins strict basé sur l'utilisation d'un contexte local commun qui s'applique
pour des cas plus pratiques. Nous introduisons deux paramètres k et l pour restreindre la
longueur des contextes locaux droit et gauche pour inférer la propriété de substituabilité.
Deux mots non vides y1 et y2 sont dit faiblement (k, l)-localement substituables dans un
langage L, noté y1
.=k,lL y2, ssi il existe x1,x2,z1,z2 ∈ Σ∗,u∈ Σk,v∈ Σl, tel que : x1uy1vz1 ∈ L∧
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x2uy2vz2 ∈ L. Les langages k, l-localement substituables sont ceux tels que la substituabilité
(k, l)-locale faible implique la congruence syntaxique, i.e. tel que y1
.=k,lL y2 implique y1 ≡L
y2 (ou, de façon équivalente, si nous déﬁnissons D
k,l
L (y) comme {〈u,v〉 ∈ Σk×Σl : uyv ∈
Sub(L)}, tel que Dk,lL (y1)∩Dk,lL (y2) 6= /0 implique DL(y1) = DL(y2)) :
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Déﬁnition 3.3 [CGN12] Un langage L est k, l-localement substituable, noté k, l-LS, ssi
pour tout
x1,y1,z1,x2,y2,z2,x3,z3 ∈ Σ∗,u ∈ Σk,v ∈ Σl,uy1v,uy2v 6= λ :
x1uy1vz1 ∈ L∧ x3uy2vz3 ∈ L⇒ (x2y1z2 ∈ L⇔ x2y2z2 ∈ L).
En superposant la restriction locale des contextes avec celle de mots substituables des lan-
gages k, l-substituables [Yos08], nous introduisons la déﬁnition des langages k, l-localement
et contextuellement substituables, que nous notons k, l-LCS :
Déﬁnition 3.4 [CGN12] Un langage L est k, l-local contextuellement substituable ssi
pour tout x1,y1,z1,x2,y2,z2,x3,z3 ∈ Σ∗,u ∈ Σk,v ∈ Σl,uy1v,uy2v 6= λ :
x1uy1vz1 ∈ L∧ x3uy2vz3 ∈ L⇒ (x2uy1vz2 ∈ L⇔ x2uy2vz2 ∈ L).
3.2.2 Comparaison des classes de langage substituables
La classe des langages substituables déﬁnie par [CE07] se tient à la limite de la hié-
rarchie des langages k, l-localement substituables quand k et l tendent vers l'inﬁni, et est
la première classe dans la hiérarchie des langages k, l-substituables, avec k et l égaux à
0. Comme pour les langages réversibles, nous allons donc utiliser le terme langage zéro
substituable pour désigner spéciﬁquement cette classe et utiliser langages substituables
comme un terme générique pour les classes de langages déﬁnies grâce au critère de sub-
stituabilité.
Formellement, les langages i, j-localement et k, l-contextuellement substituables, que
nous notons langages i, j-k, l-LCS, sont déﬁnis d'après les longueurs de deux types de
contextes à gauche et à droite de l'implication par 1 :
1. k ≤ i∧ l≤ j
pour tout x1,y1,z1,x2,y2,z2,x3,z3 ∈ Σ∗,u ∈ Σk,v ∈ Σl,a ∈ Σi−k,b ∈ Σ j−l
tels que uy1v,uy2v 6= λ ,
x1auy1vbz1 ∈ L∧ x3auy2vbz3 ∈ L⇒ (x2uy1vz2 ∈ L⇔ x2uy2vz2 ∈ L)
2. k ≥ i∧ l≥ j
pour tout x1,y1,z1,x2,y2,z2,x3,z3 ∈ Σ∗,c ∈ Σk−i,d ∈ Σl−i,r ∈ Σi,s ∈ Σ j
tels que ry1s,ry2s 6= λ ,
x1cry1sdz1 ∈ L∧ x3ry2sz3 ∈ L⇒ (x2cry1sdz2 ∈ L⇔ x2cry2sdz2 ∈ L)
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(i, j)(k + 1, l)
(i, j)(k, l + 1)
(i, j)(k + 1, l + 1)
(i, j + 1)(k, l)(i + 1, j)(k, l)
(i + 1, j + 1)(k, l)
Fig. 3.4  Hiérarchie des langages i, j-localement et k, l-contextuellement substituables
Remarquons que si un langage est i, j-k, l-LCS, alors il est aussi i, j-a,b-LCS avec
a≥ k et b≥ l et que cette hiérarchie selon la taille des contextes est stricte. De la même
façon, il est m,n-localement et k, l-contextuellement substituable avec m ≥ i et n ≥ j et
la hiérarchie selon la taille des contextes locaux est stricte. Evidemment, le langage est
aussi m,n-a,b-LCS pour a≥ k, b≥ l, m≥ i et n≥ j.
La ﬁgure 3.4 montre l'inclusion des langages i, j-k, l-LCS selon les diﬀérents para-
mètres, la hiérarchie ayant la classe des langages hors-contexte comme borne supérieure.
La table 3.1 résume les diﬀérentes classes de langages présentées jusqu'ici dans le cadre
général des langages i, j-localement et k, l-contextuellement substituables.
L'ensemble des langages k, l-LCS forme une classe attractive mixant les substitu-
tions locales et contextuelles de manière symétrique avec peu de paramètres. De plus,
on peut établir un lien entre cette classe de langage et la famille des langages locale-
ment testables, une intéressante sous-classe des langages réguliers apprenable à partir
d'exemples positifs seulement, et ceci autant du point de vue théorique que pratique
([GVO90, GV90, YIK94]).
Déﬁnition 3.5 (langage strictement k-testable) Soit Lk(w) et Rk(w) les préﬁxes et
suﬃxes de w de taille k, Ik(w) l'ensemble des facteurs non vides intérieurs de w de
1On ne détaille ici que les deux cas principaux, les deux autres peuvent être déduits de manière similaire
2pourrait être nommé k, l-contextuellement substituable
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Langage déﬁnition locale application contextuelle
substituable [CE07] (∞,∞) (0,0)
k, l-substituable2 [Yos08] (∞,∞) (k, l)
k, l-localement substituable (k, l) (0,0)
k, l-localement et contextuellement substituable (k, l) (k, l)
i, j-localement et k, l-contextuellement substituable (i, j) (k, l)
Tab. 3.1  Les diﬀérentes classes de langages substituables vues comme des sous-classes
des langages i, j-localement et k, l-contextuellement substituables
longueur k. Un langage L sur S est strictement k-testable ssi il existe des ensembles ﬁnis
A,B,C tels que A,B,C ⊆ Sk, et pour tout w avec |w| ≥ k, w ∈ L ssi Lk(w) ∈ A,Rk(w) ∈
B, Ik(w)⊆C.
Pour tout langage k-testable, on peut démontrer la propriété suivante :
∀x1,y1,x2,y2 ∈ Σ∗,u ∈ Σk, x1uy1 ∈ L∧ x2uy2 ∈ L⇒ x1uy2 ∈ L∧ x2uy1 ∈ L
De la même manière :
∀x2,y1,x3,y2 ∈ Σ∗,u ∈ Σk,x2uy1 ∈ L∧ x3uy2 ∈ L⇒ x2uy2 ∈ L
La combinaison de ces deux propriétés conduit à l'assertion suivante :
∀x1,y1,x2,y2,x3 ∈ Σ∗,u ∈ Σk,x1uy1 ∈ L∧ x3uy2 ∈ L⇒ (x2uy1 ∈ L⇔ x2uy2 ∈ L)
Au vu de la déﬁnition 3.4, cette dernière propriété est exactement celle des langages
k,∞-LCS. Les langages k-testables sont donc k,∞-LCS. On peut procéder par symétrie et
en déduire l'inclusion des langages l-testables dans les langages ∞, l-LCS.
La classe des langages k, l-LCS peut être vue comme une extension bidirectionnelle
des k-testables, de la même manière que les langages k, l-substituables sont la contrepartie
des langages k-réversibles. La ﬁgure 3.5 montre un aperçu de ces diﬀérentes classes de
langages et de leurs liens.
3.2.3 Propriétés de clôture
[Yos08] a démontré un certain nombre de propriétés sur les langages k, l-substituables.
Nous présentons ici des résultats similaires sur les langages localement substituables.
Proposition 1 Les langages k, l-localement substituables ne sont pas clos par intersec-
tion avec des ensembles réguliers
Soient L0 = ae∗c f ∗a∪ ae∗d f ∗a∪ be∗c f ∗b et L1 = L0 ∪ be∗d f ∗b. L0 est régulier et L1 est
1,1-localement substituable. Mais L1 ∩ L0 = L0 n'est pas substituable quelque soit k, l.
Exemple : aekc f la ∈ L0∧aekd f la ∈ L0; (bekc f lb ∈ L0⇔ bekd f lb ∈ L0)







Fig. 3.5  Inclusion des diﬀérentes classes de langages substituables et k-testables
Proposition 2 Les langages k, l-localement substituables ne sont pas clos par union
Soient L2 = ae∗c f ∗a∪ae∗d f ∗a et L3 = be∗c f ∗b. L2 est 1,1-localement substituable. Mais
L2∪L3 = L0 n'est pas k, l-substituable quelque soit k, l.
Proposition 3 Les langages k, l-localement substituables ne sont pas clos par concaté-
nation
Soient L4 = ae∗c et L5 = e∗a. L4 et L5 sont k, l-localement substituable. Mais L4L5 =
ae∗ce∗a n'est pas k, l-localement substituable. Exemple : aekeelcea ∈ L4L5∧aekcela ∈ L4∩
L5; aexekeelcexa ∈ L4L5⇔ aexekcelcexa ∈ L4L5
Proposition 4 Les langages k, l-localement substituables ne sont pas clos par complé-
mentaire
L6 = a∗b est k, l-localement substituable, mais le complémentaire Lc6 n'est pas k, l-localement
substituable quelque soit k, l. Exemple : bakaal ∈ Lc6∧bakbal ∈ Lc6; akbalb∈ Lc6⇔ akaalb∈
Lc6
Proposition 5 Les langages k, l-localement substituables ne sont pas clos par clôture
de Kleene
L7 = (a∗ba∗)+d est k, l-localement substituable, mais la clôture de kleene n'est pas k, l-
localement substituable quelque soit k,l. Exemple : akbald ∈ L∗7 ∧ abakdalbad ∈ L∗7 ;
akbald ∈ L∗7⇔ akdald ∈ L∗7
Proposition 6 Les langages k, l-localement substituables ne sont pas clos par homo-
morphisme non vide
L8 = ae∗c f ∗a∪be∗c f ∗b∪gy∗dx∗g est k, l-localement substituable. Soit h est un homomor-
phisme : h(a) = a,h(b) = b,h(c) = c,h(d) = d,h(e) = e,h( f ) = f ,h(g) = a,h(x) = f ,h(y) = e.
h(L8) = L0 n'est pas k, l- localement substituable.
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Proposition 7 Les langages k, l-localement substituables ne sont pas clos par homo-
morphisme inverse
L6 = a∗b est k, l-localement substituable. Soit h tel que h(a)= a,h(b)= b,h(e)=Λ. h−1(L6)
n'est pas k, l-localement substituable. Exemple : ekaelb ∈ h−1(L6)∧ ekaelb ∈ h−1(L6);
bekeel ∈ h−1(L6)⇔ bekael ∈ h−1(L6)
Proposition 8 Les langages k, l-localement substituables ne sont pas clos par renverse-
ment (pour les langages k, l-localement substituables avec k 6= l)
Si L est k, l-localement substituable, son langage miroir est l,k-localement substituable.
Donc, si k 6= l, les deux langages n'appartiennent pas à la même classe.
Proposition 9 Les langages k, l-localement substituables sont clos par intersection
Soient L et L′ k, l-localement substituables. Si x1vy1uz1,
x3vy2uz3,x2y1z2 ∈ L∩L′ pour v∈ Σk,u∈ Σl, alors ils sont à la fois dans L et L′. Etant donné
que L et L' sont k, l-localement substituables, x2y2z2 est à la fois dans L et L′ et ainsi dans
L∩L′.
Proposition 10 Les langages k, l-localement substituables sont clos par homomorphisme
inverse non vide
Soit L un langage k, l-localement substituable et h un homomorphisme non vide. Notons
h(w) = w pour la lisibilité. Si x1uy1vz1,x3uy2vz3,
x2uy1vz2 ∈ h−1(L) pour u ∈ Σk,v ∈ Σl et uy1v,uy2v ∈ Σ+, alors x1uy1vz1,x1uy2vz1,x2uy1vz2 ∈
L. Étant donné que L est k, l-localement substituable et |u| > |u| = k, |v| > |v| = l,
|uy1v|, |uy2v|> 1, nous avons x2uy2vz2 ∈ L et donc x2uy2vz2 ∈ h−1(L).
La plupart des résultats sont négatifs, sauf la clôture par homomorphisme inverse non
vide et par intersection. Cette dernière proposition suggère, comme pour les langages
locaux, que des méthodes d'inférence grammaticales incluant des connaissances expertes
en renommant les symboles dans les séquences [GVC87] pourraient être développées pour
apprendre des langages localement substituables.
3.2.4 La substituabilité comme principe de généralisation
Nous considérons le problème de l'apprentissage des langages substituables grâce à
des algorithmes utilisant des représentations de grammaire hors-contexte. Et pour cela
nous utilisons le principe de généralisation suivant :
y1
.=L y2 =⇒ y1 ≡L y2.
Autrement dit, une substituabilité faible découverte dans l'échantillon d'apprentissage
sera généralisée en une classe de congruence syntaxique. Pour chaque classe de langage
déﬁnie, on peut associer une version spéciﬁque de ce principe de généralisation.
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Pour découvrir les substituabilités à généraliser, on partitionne les facteurs de l'échan-
tillon d'apprentissage en classes de substituabilité. A chaque classe sera associé un nouveau
non-terminal et diﬀérentes productions correspondant aux diﬀérents mots de la classe.
Étant donné un ensemble d'exemples positifs, les langages qui vont être appris selon
les diﬀérents critères de substituabilité ne sont pas indépendants. Avant d'étudier ces
relations, nous commençons par introduire un petit exemple illustratif de cette notion.
On utilise un même ensemble de données K = {abcde,ab f de,yzc ji,vzm jk} pour les dif-
férentes classes de langages cibles pour des petites valeurs de k et l. L'ensemble des règles
R de la grammaire G= 〈Σ,N,R,S〉 ainsi que le langage L attendus pour chaque principe de
généralisation sont donnés. Pour chacune des grammaires, on a Σ= {a,b,c,d,e, f , i, jk,m,v,yz}
et N = {S,Xi}.
 substituabilité ([CE07])
S→ abXde | yzX ji | vzm jk
X → c | f
L= {abcde,ab f de,yzc ji,vzm jk,yz f ji}
 substituabilité 1,1-contextuelle ([Yos08])
S→ aXe | yzc ji | vzm jk
X → bcd | b f d
L= {abcde,ab f de,yzc ji,vzm jk}
 substituabilité 1,1-locale
S→ abXde | yzX ji | vzX jk
X → c | f | m
L= {abcde,ab f de,yzc ji,vzm jk,yzm ji,vzc jk,yz f ji,vz f jk,abmde}
 substituabilité 1,1-locale et contextuelle
S→ aXe | yX2i | vX2k
X → bcd | b f d
X2→ zm j | zc j
L= {abcde,ab f de,yzc ji,vzm jk,yzm ji,vzc jk}
Plus généralement, étant donné un ensemble d'apprentissage K, on peut établir une
hiérarchie entre les diﬀérents langages appris selon les contraintes de généralisation. Si
LX(K) dénote le langage cible X incluant K, on peut démontrer les propriétés suivantes :
Proposition 1 Lk,l-substitutable(K)⊆ Lk,l-LCS(K)
Preuve: x1uy1vz1 ∈ L∧ x3uy2vz3 ∈ L⇒ (x2uy1vz2 ∈ L⇔ x2uy2vz2 ∈ L)
Si x1 = x3∧ z1 = z3 :
x1uy1vz1 ∈ L∧ x1uy2vz1 ∈ L⇒ (x2uy1vz2 ∈ L⇔ x2uy2vz2 ∈ L)
Donc, tous les mots ajoutés pour satisfaire la substituabilité k, l-contextuelle sont aussi
ajoutés pour la substituabilité k, l-locale et contextuelle .
Proposition 2 Lsubstitutable(K)⊆ Lk,l-LS(K)
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Preuve: x1uy1vz1 ∈ L∧ x3uy2vz3 ∈ L⇒ (x2y1z2 ∈ L⇔ x2y2z2 ∈ L)
Si x1u= x3u(= x4)∧ vz1 = vz3(= z4) :
x4y1z4 ∈ L∧ x4y2z4 ∈ L⇒ (x2y1z2 ∈ L⇔ x2y2z2 ∈ L)
Proposition 3 Lk,l-LCS(K)⊆ Lk,l-LS(K)
Preuve: x1uy1vz1 ∈ L∧ x3uy2vz3 ∈ L⇒ (x2y1z2 ∈ L⇔ x2y2z2 ∈ L)
Si x2 = x4u∧ z2 = vz4 :
x1uy1vz1 ∈ L∧ x3uy2vz3 ∈ L⇒ (x4uy1vz4 ∈ L⇔ x4uy2vz4 ∈ L)
La hiérarchie déﬁnie par le principe de généralisation découle de la hiérarchie entre les
classes de langages étudiée précédemment.
3.2.5 Un premier algorithme générique d'apprentissage pour les langages
substituables
Aﬁn d'apprendre des classes de langages substituables, [CE07] et [Yos08] ont introduit
plusieurs algorithmes pour la classe des substituables et k, l-substituables.
Dans un premier temps, nous avons travaillé sur une extension de ces algorithmes à
la classe des langages localement substituables, travail qui a fait l'objet d'une publica-
tion dans [CGN12], où nous avons implémenté l'algorithme 1 qui est une adaptation de
l'algorithme SGL de [CE07].
Étant donné un ensemble de séquences K et les paramètres k et l spéciﬁant la classe
cible des langages substituables souhaitée, l'algorithme partitionne tous les facteurs de K
en classes de substituabilité en utilisant un graphe de substitution et retourne une gram-
maire hors-contexte en forme normale de Chomsky. Cette grammaire contient un symbole
non-terminal JCK pour chaque classe de substituabilité C. Des règles de branchementJCK(y1y2)K→ JCK(y1)KJCK(y2)K  où CK(x) identiﬁe la classe de substituabilité de x 
sont créées pour chaque concaténation possible y1y2. Ces règles permettent la générali-
sation dans le sens où chaque facteur de l'échantillon d'apprentissage peut maintenant
être remplacé par sa classe de substituabilité. Enﬁn, les règles terminales sont créées qui
génèrent les symboles terminaux.
L'algorithme présenté utilise un critère de généralisation permettant d'inférer des lan-
gages localement substituables mais on peut remarquer qu'il peut être adapté à d'autres
classes de langages substituables, simplement en changeant la fonction qui retourne les
classes de substituabilité. Cela peut être fait en modiﬁant la ligne 2 de l'algorithme 2
qui déﬁnit la relation entre les facteurs dans le graphe de substituabilité. La déﬁni-
tion de l'ensemble des arcs doit être remplacée pour les langages substituables par :
E ← {{y1,y2} ∈ V ×V : xy1z ∈ K,xy2z ∈ K,y1 6= y2,x ∈ Σ∗,z ∈ Σ∗}, pour les langages k, l-
substituables par : E ← {{uy1v,uy2v} ∈ V ×V : xuy1vz ∈ K,xuy2vz ∈ K,y1 6= y2,x ∈ Σ∗,z ∈
Σ∗,u ∈ Σk,v ∈ Σl} et pour les langages k, l-localement et contextuellement substituables
par : E←{{uy1v,uy2v} ∈V ×V : uy1v ∈ Sub(K),uy2v ∈ Sub(K),y1 6= y2,u ∈ Σk,v ∈ Σl}.
Même si l'algorithme ne retourne pas toujours une grammaire appartenant à la classe
de langage cible, il permet d'identiﬁer la grammaire cible en un temps polynomial à partir
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Algorithm 1: SGLLS (Graphe d'apprentissage des substitutions pour les langages
k, l-localement substituables)
Input: Ensemble de séquences K sur l'alphabet Σ, entier k, entier l
Output: Grammaire G= 〈Σ,NK ,SK ,PK〉
/* Partition de Sub(K) en classes de substituabilité */
1 CK ← Local_substitutability_classes(K,k, l)
2 ∀y ∈ Sub(K),CK(y) =C ∈ CK : y ∈C
/* Construction de la grammaire */
3 NK ← /0,PK ← /0
4 for C ∈ CK do
/* Un non-terminal pour chaque classe de substituabilité */
5 NK ← NK ∪{JCK}
6 if C∩K 6= /0 then
7 SK ← JCK
/* Règles de production pour chaque mot d'une classe */
8 for y ∈C do
9 if |y|> 1 then
/* Règles de branchement : une règle 'CNF' pour chaque
décomposition possible */
10 for y1 ∈ Σ+,y2 ∈ Σ+ : y1y2 = y do
11 PK ← PK ∪{JCK→ JCK(y1)KJCK(y2)K}
12 else
/* Règles terminales */
13 PK ← PK ∪{JCK→ y}
14 return 〈Σ,NK ,SK ,PK〉
Algorithm 2: Local_substitutability_classes
Input: Ensemble de séquences K sur l'alphabet Σ, entier k, entier l
Output: Les classes de substituabilité k, l-locales faibles de K
/* Construction d'un graphe de substituabilité avec les facteurs
de K */
1 V ←{y ∈ Σ+ : y ∈ Sub(K)}
2 E←{{y1,y2} ∈V ×V : uy1v ∈ Sub(K),uy2v ∈ Sub(K),y1 6= y2,u ∈ Σk,v ∈ Σl}
/* Retourne les composantes connexes du graphe */
3 return Connected_components(〈V,E〉)
d'un échantillon caractéristique de taille polynomiale en |G|.τG, où τG est la taille de la
grammaire, à condition que les classes de substituabilité soit connues [CE07, Yos08].
Cependant, même si l'algorithme est polynomial, il ne peut pas être utilisé en pratique
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sur des jeux de données réels comme en témoignent nos premières expériences sur les
protéines [CGN12]. En eﬀet, chaque exécution de l'algorithme nécessite plusieurs heures,
ce qui nous a empêché de faire des études plus poussées sur l'inﬂuence des paramètres
ou simplement d'envisager un protocole de validation croisée pour estimer la pertinence
des grammaires apprises.
Un facteur déterminant de la complexité d'un tel algorithme est le haut niveau d'ambi-
guïté et de redondance des grammaires considérées. Du point de vue de l'analyse ou même
avec le simple objectif de vériﬁer et d'interpréter manuellement les règles, les grammaires
obtenues ont une taille trop importante, un problème qui touche également le temps
d'apprentissage.
Un exemple d'execution de cette algorithme est donné plus loin, en sous-section 3.3.4.
3.3 Apprentissage de grammaires réduites
3.3.1 Grammaires réduites
Pour améliorer aussi bien le temps d'analyse et la lisibilité de la grammaire apprise
par SGLLS que les arbres de dérivation, nous proposons d'abandonner la forme normale
de Chomsky au proﬁt d'une forme réduite qui évite les pas de dérivation inutiles et les
redondances. Ceci suppose l'introduction de deux types d'opération :
 éliminer les non-terminaux inutiles dont la dérivation est déterministe (si un non-
terminal A est la partie gauche d'une seule règle A→ α, le non-terminal et la règle
sont supprimés et chaque occurrence de A dans une autre règle est remplacée par
α) ;
 minimiser les parties droites des règles de production (remplacer chaque facteur β
d'une partie droite par les plus petits facteurs α dans N ∪Σ desquels β peut être
dérivé)
La première réduction correspond à supprimer les non-terminaux qui donnent lieu à des
vacuous local derivation trees introduits par [Cla11]. Nous appelons ce type de classes
de congruence composite car elles peuvent être factorisées par la concaténation d'un
ensemble de classes de congruence. Plus formellement :
Déﬁnition 3.6 (Classe de congruence composite) Étant donné un langage L ayant
un ensemble ﬁni de classes de congruence non zéro C+. Une classe [y]∈C+ est composite
pour L ssi :
∃[x1], . . . [xm] ∈C+,m≥ 2, [y] = [x1] . . . [xm]
Une classe de congruence est première si elle n'est pas composite. Ces classes sont celles
qui doivent être gardées comme non-terminaux. Dans l'algorithme, nous utilisons une
caractérisation plus eﬃcace des classes de congruence premières (et composites) qui peut
être déduite à partir des propriétés de congruence syntaxique :
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Propriété 3.1 classes premières Étant donné un langage L ayant un ensemble ﬁni
de classe de congruence non zéro C+. Une classe [y] dans C+ est première pour L ssi
∀y1y2 ∈ [y], [y] 6⊂ [y1][y2].
Preuve: Il s'agit d'une simple application du fait que les contextes d'une chaîne com-
prennent la concaténation des facteurs de ses contextes. Toute équation impliquant m> 2
facteurs est alors remplacée par une équation impliquant seulement le premier facteur et
la concaténation des autres facteurs. De plus, l'équation peut être remplacée par une
inclusion étant donné que l'autre direction est déjà garantie.
La seconde réduction, comme les non-terminaux et les langages qu'ils génèrent sont
ﬁxés, peut être vue comme une extension du minimal grammar parsing [CCGL11].
Chaque non-terminal génère un ensemble de mots substituables qui peuvent se décompo-
ser de plusieurs façons avec les non-terminaux générés à l'étape précédente. Le problème
est de trouver les diﬀérentes analyses possibles de chaque partie droite de règles de façon à
conserver celles qui soient les plus simples (ici, simple signiﬁe minimale en termes de taille
de règles et non redondantes). Cela peut être résolu de façon similaire par programma-
tion dynamique sur des graphes représentant les parties droites des règles de productions
comme des mots, avec la diﬃculté ajoutée que tous les chemins non redondants doivent
être trouvés. Résoudre ce problème est équivalent à chercher pour chaque partie droite
α l'ensemble des mots non redondants générant toutes les séquences générées depuis
α (voir la prochaine sous-section pour les détails). On notera que l'ensemble de règles
retourné par cet algorithme est le même que celui retourné par l'algorithme récemment
proposé dans [Cla14] même si les approches diﬀèrent : construire directement l'ensemble
des règles non redondantes par programmation dynamique dans notre cas, contre ﬁltrer
dans l'ensemble complet de règles potentiellement valides celles nommées pléonastiques,
qui correspondent à des règles non redondantes. Basé sur le  lemme fondamental  (pro-
priété 3.2) des langages substituables prouvé dans [Cla14], la forme réduite calculé par cet
algorithme est alors une forme canonique de grammaire pour les langages substituables.
Propriété 3.2 Unicité de la décomposition en classes premières Toute classe de
congruence non unité et non zéro d'un langage substituable L possède une décomposition
unique en classes premières.
Jusqu'à présent, nous avons seulement discuté de la réduction de la grammaire dans une
forme minimale canonique non redondante. Nous présentons dans la sous-section suivante
l'algorithme ReGLiS basé sur ces idées de programmation dynamique, mais en apprenant
cette forme réduite en même temps que le contenu des classes de substituabilité par une
réduction ascendante de l'échantillon.
3.3.2 Apprentissage d'une grammaire réduite : l'algorithme ReGLiS
L'algorithme ReGLiS est détaillé dans l'algorithme 3. En prenant comme entrée un
échantillon de mots K sur un alphabet Σ, et deux paramètres k et l déﬁnissant la classe
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cible de langage localement substituable, ReGLiS retourne une grammaire de forme réduite
du langage cible quand K comprend un échantillon caractéristique du langage pour SGLLS.
Comme SGLLS présenté dans la section 3.2.5, ReGLiS construit une grammaire basée
sur un ensemble de classes d'équivalence CK déﬁnies sur l'évidence d'une substituabilité
faible sur K. On peut remarquer que le reste de l'algorithme est indépendant de la classe
du langage cible : les classes sont basées ici sur une substituabilité k, l-locale, mais d'autres
critères de substituabilité faible peuvent être utilisés pour adapter l'algorithme à d'autres
classes de langages substituables.
Contrairement à SGLLS qui introduisait un non-terminal pour chaque classe d'équiva-
lence, ReGLiS n'introduit un non-terminal que si la classe de substituabilité contient plus
d'un mot et satisfait la propriété 3.1 sur CK. Ces classes sont appelées des classes de sub-
stituabilité K-premières. Le symbole introduit pour la classe de substituabilité K-première
comprenant K est l'axiome de départ. Pour chaque non-terminal introduit, la grammaire
contient des règles permettant de dériver en une étape chaque mot de la classe de sub-
stituabilité associée. Jusque là, la grammaire construite est seulement capable de générer
les mots de K et contient des règles inatteignables joignant chaque non-terminal avec les
facteurs de sa classe de substituabilité.
L'étape de généralisation au c÷ur de l'algorithme est obtenue par un processus de
réécriture ascendant des parties droites des règles de production, en commençant par la
plus petite et en optimisant l'ensemble des règles de branchement par programmation
dynamique sur un graphe d'analyse pour chaque partie droite.
0 1 2 3 4 5
a b c d e
N1 N2
N3 N4
Fig. 3.6  Exemple de graphe d'analyse pour abcde : les parties droites non redondantes
sont aN1e et N3N2.
Plus précisément, pour chaque partie droite α, un graphe d'analyse est construit par
l'algorithme 4 (voir l'exemple de la ﬁgure 3.6). Intuitivement, le graphe représente toutes
les générations possible de facteurs à partir de α par les non-terminaux disponibles. Trouver
toutes les parties droites non redondantes les plus générales permettant de produire α est
une tâche décrite par l'algorithme 5. En oubliant les symboles, cet algorithme se concentre
sur les chemins dans le graphe d'analyse. Les chemins sont représentés par des séquences
de n÷uds, et ajouter un n÷ud i à la ﬁn d'un chemin pi est noté par la concaténation pi.i.
Un chemin pi2 = t1..tm est réductible en pi = s1..sn, noté pi ≺r pi2, si pi est une sous-séquence
stricte de pi2, s1 = t1 et sn= tm. Un chemin pi est dit irréductible s'il est minimal pour l'ordre
partiel ≺r. L'algorithme 5 implémente une recherche par programmation dynamique de
tous les chemins irréductibles dans le graphe d'analyse et retourne alors toutes les parties
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droites non redondantes qui généralisent la partie droite α qui peuvent être utilisées pour
la remplacer.
Deux améliorations ont été incluses dans cet algorithme pour permettre l'identiﬁcation
du langage cible pour certains échantillons sur lesquels SGLLS n'avait pas réussi. Première-
ment, si durant la réduction une partie droite est déjà existante dans l'ensemble de règles,
le non-terminal correspondant est uniﬁé pour éviter de générer les mêmes facteurs avec
deux non-terminaux diﬀérents et toujours assurer la transitivité des classes de substitution
(un mot n'appartient qu'à une classe de substituabilité à la fois). Deuxièmement, comme
les langages reconnus par les non-terminaux augmentent, de nouveaux arcs peuvent ap-
paraître dans les graphes d'analyse. Dans de tels cas, la recherche de règles minimales et
non redondantes doit être répétée. La dernière boucle de l'algorithme assure la conver-
gence vers un ensemble de règles non redondantes et requiert alors moins d'exemples pour
construire la grammaire que SGLLS.
Un exemple de grammaire obtenue grâce à cet algorithme est montré en sous-section
3.3.4.
3.3.3 Complexité de l'algorithme ReGLiS
Étant donné K, un ensemble d'apprentissage de taille |K|, et n la taille de sa séquence
la plus longue, la complexité de l'algorithme 3 est déterminée par trois points critiques :
ligne 3 La création des classes de substituabilité locales, qui dépend du nombre de facteurs
dans Sub(K). Ce nombre est un paramètre important pour le reste de l'algorithme
car toutes les opérations sont eﬀectuées sur les éléments de Sub(K).
ligne 9 La réduction du nombre de classes, qui réduit le nombre de facteurs à considérer
dans la partie suivante de l'algorithme.
ligne 16 La minimisation de la grammaire, qui inclut la création des graphes d'analyse appa-
raît comme la plus grande source de complexité. Il est facile de voir que la complexité
de cette partie dépend du nombre de règles de la grammaire.
Création des classes de substituabilités locales
La complexité de Local_substitutability_classes dépend du nombre des éléments dans
Sub(K). En eﬀet, l'algorithme commence par construire le graphe de substituabilité (graphe
des contextes partagés) en créant un n÷ud pour chaque préﬁxe à chaque position de
chaque séquence (i.e. création de l'ensemble des facteurs de Sub(K)). Pendant cette
boucle, une table T est créée qui donne pour chaque contexte, l'ensemble des facteurs
associés.
Pour une séquence de taille m, le nombre maximal de facteurs créés dans CK et dans
T est m(m+1)2 . Comme n est la taille de la plus longue séquence dans K, le nombre total
de facteurs est O(|K|n2).
L'objectif est ensuite de trouver les composantes connexes maximales du graphe de
substituabilité. Par déﬁnition, chaque entrée de la table T pointe vers une composante
connexe. Au lieu de créer l'ensemble du graphe de substituabilité, il est suﬃsant de créer
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Algorithm 3: ReGLiS (Learning Reduced Grammar by k, l-Local Substitutability)
Input: Ensemble de séquences K sur l'alphabet Σ, entier k, entier l
Output: Grammaire G= 〈Σ,NK ,SK ,PK〉
/* Partition de Sub(K) en classes de substituabilité */
1 CK ← Local_substitutability_classes(K,k, l)
/* Non-terminaux pour pour chaque classe première et leur règles
de production associés pour chacun de leur facteur */
2 NK ← /0,PK ← /0
3 for C ∈ CK do
/* Axiome */
4 if C∩K 6= /0 then
5 NK ← NK ∪{JCK}
6 SK ← JCK
7 for y ∈C do
8 PK ← PK ∪{JCK→ y}
/* Non-terminal correspondant aux classes de substituabilité
premières */
9 else if (|C|> 1) and ( 6 ∃C′ ∈ CK : ∀y ∈C,∃y′ ∈C′,∃v ∈ Σ+,y= y′v) and
( 6 ∃C′ ∈ CK : ∀y ∈C,∃y′ ∈C′,∃u ∈ Σ+,y= uy′) then
10 NK ← NK ∪{JCK}
11 for y ∈C do
12 PK ← PK ∪{JCK→ y}
/* Généralisation */
13 repeat
14 P← PK ; PK ← /0
/* Règles de branchement */
15 for (JCK→ α) ∈ P ordered by increasing |α| do
16 PG← Build_parsing_graph(α,P)
17 for β ∈ Non_redundant_rhs(PG) do
18 if ∃(JC′K→ β ) ∈ Pk,JC′K 6= JCK then
19 Unify(JC′K,JCK,PK)
20 PK ← PK ∪ (JCK→ β )
21 until PK = P
22 return 〈Σ,NK ,SK ,PK〉
une chaîne pour tous les ensembles de facteurs de la table T . Le graphe résultat contient
les même composantes connexes que le graphe entier et la complexité reste en O(|K|n2).
Il est à noter que la classe CK(x) de chaque facteur x peut être stockée pendant la
phase de recherche de composante connexe.
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Algorithm 4: Build_parsing_graph
Input: Séquence α, Ensemble de règles P
Output: Graphe d'analyse 〈V,E〉
1 V ←{i ∈ [0, |α|]} /* n÷uds */
2 E← /0 /* arcs dirigés étiquetés */
3 for i ∈V do
4 for j ∈V : i< j and (i, j) 6= (O, |α|) do
5 if ∃(JCK→ α[i.. j]) ∈ P then
6 E← E ∪ (i, j,JCK)
7 return 〈V,E〉
Algorithm 5: Non_redundant_rhs
Input: Graphe d'analyse : 〈V,E〉
Output: Ensemble de parties droites de règles de production non redondantes
déduites du graphe d'analyse : R
1 R← /0
2 paths[0]←{{0}}
3 for i← 1 to |V | do
/* mémorise l'ensemble des chemins irréductibles arrivant en i
*/
4 P←⋃( j,i,l)∈E(paths[ j].i)
5 paths[i]←{x ∈ P : 6 ∃y ∈ P,y≺r x}
6 for path ∈ paths[n] do
7 rhs← λ
8 for i← 1 to |path| do
9 rhs← rhs.βi avec βi : (path[i−1], path[i],βi) ∈ E
10 R← R∪ rhs
11 return R
Réduction du nombre de classes Dans la boucle ligne 3-12, chaque élément (compo-
sante connexe) de CK est visité une fois, les boucles intérieures sont exécutées O(|K|n2)
fois.
Globalement, la ligne 9 visite tous les facteurs (O(|K|n2)) une fois, et pour chaque
facteur, tous ses préﬁxes et suﬃxes (O(2n)). Chaque facteur est visité seulement une
fois globalement car il n'apparaît que dans une seule composante connexe par déﬁnition.
Le traitement de chaque facteur de chaque classe implique une intersection de tous ses
préﬁxes avec les autres préﬁxes des autres facteurs de la même classe, une opération
linéaire selon le nombre de préﬁxes, i.e. en O(n). Donc, la complexité globale de cette
boucle est O(n3).
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En pratique cette boucle réduit le nombre de classes et le nombre de facteurs qui
appartiennent à une classe de substituabilité. Le nouvel ensemble de facteurs disponibles
est alors noté K−Premier.
Généralisation et minimisation de la grammaire Dans cette partie, (ligne 13 à 21), la
boucle principale est répétée jusque qu'à ce qu'il n'y ait plus de partie droite α qui puisse
être réduite. Le pire cas pour cette boucle apparaît quand tous les facteurs de taille ≤ l,
l = 1..n sont considérés tour à tour pour la réduction de α. Ainsi, cette boucle est répétée
au pire n fois.
La complexité de la boucle intérieure (ligne 15 à 20) est bornée par le nombre de
parties droites de règles de la grammaire A = {α | X → α ∈ PK} et leur longueur puisque
la boucle considère tous les α pour les graphes d'analyse.
Initialement, le nombre de règles est borné par |K−Premier| et la longueur de α est
O(n). donc le premier tour de boucle est borné en O(|K−Premier|n).
Le nombre de règles peut augmenter à chaque tour de boucle, mais si cela arrive, la
longueur des nouvelles règles décroît.
Si aucun facteur n'est enlevé durant la première étape de l'algorithme (|K−Premier|=
|Sub(K)|), le pire cas est alors d'obtenir |A |= 2n−1 règles pour la grammaire cible (forme
normale de Chomsky). Cela arrive quand chaque règle peut être coupée en deux pour
chaque position de α (tous les facteurs de α sont factorisables par un non-terminal exis-
tant), donnant ainsi le nombre maximal de chemin irréductible dans un graphe d'analyse.
Si certains facteurs sont enlevés, le nombre de chemins irréductibles décroît forcément.
Pour chaque séquence si de K, il existe une décomposition si = u1v1u2v2...up où u j, j ∈ 1..p
est un facteur appartenant à une classe première (facteur premier), v j, j ∈ 1..p−1 est un
facteur qui n'est pas premier. Nous avons vu que pour toute classe non première, il existe
une décomposition unique en classes premières. Ainsi, pour chaque décomposition de si,
si u1 est ﬁxé, v1u2v2...up possède une décomposition unique (soit un non-terminal s'il
s'agit d'un facteur de K−Premier, soit une décomposition en classes premières sinon).
Le nombre de décompositions d'une séquence est alors borné par le nombre de préﬁxes
appartenant à K− premier applicable. Pour chaque facteur de K− premier, il y a donc
au plus |K− premier| décompositions, soit |K− premier|2 règles de productions dans la
grammaire ﬁnale.
Ainsi, la complexité de cette partie atteint O(|K−Premier|2n2).
La complexité globale est donc O(max(n3, |K−Premier|2n2)). Dans le pire cas, |K−
Premier| est égal au nombre de facteurs présents dans l'échantillon d'apprentissage et la
complexité globale est alors de O((|K|n2)2n2), soit O(n6).
3.3.4 Exemple de réduction d'une grammaire pour le langage naturel
Nous montrons ici l'intérêt des classes premières et de la forme de grammaire réduite
sur un exemple simple de langage naturel.
Soit un ensemble de séquences d'apprentissage K :
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K ={"Mr Smith was here yesterday morning.",
"Mr Smith went here yesterday morning.",
"Mr Smith will be there tomorrow morning.",
"He will be gone tomorrow evening."}
.
La grammaire suivante a été obtenue avec l'algorithme SGLLS, sans avoir choisi les
classes premières comme non-terminaux et en gardant la forme normale de Chomsky pour

















































Étant donné le petit échantillon d'apprentissage, il est facile de voir que le résultat
obtenu est une grammaire très redondante du langage cible visé et qu'il existe une repré-
sentation plus simple pour visualiser la généralisation de l'échantillon d'apprentissage en
exhibant les classes de substituabilité. Avec notre algorithme, nous obtenons la grammaire
directement réduite suivante, illustrant le fort gain de compression et de lisibilité qui peut
être obtenu par notre approche :
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S→ X3X4X2
X1→ was | went
X2→ morning | evening
X3→ He |Mr Smith
X4→ will be X5 tomorrow | X1 here yesterday
X5→ there | gone
3.4 Expérimentations
Dans cette section, nous présentons dans un premier temps une comparaison des
temps d'exécution de l'algorithme ReGLiS et du premier algorithme naïf pour montrer
l'apport de notre approche en terme de complexité. Puis, nous présenterons le protocole
complet d'apprentissage à partir d'un ensemble de séquences de protéines, qui doit inclure
un pre-processing automatique des séquences aﬁn d'intégrer les spéciﬁcités des données.
Les expérimentations sur un jeu de données réelles terminent cette présentation.
3.4.1 Comparaison des temps d'exécution sur des données simulées
Nous avons lancé des tests sur des ensembles de données simulées pour comparer
l'algorithme ReGLiS avec la version précédente. Le gain de temps d'exécution a été estimé
sur ces échantillons d'apprentissage en augmentant le nombre de séquences et leur taille,
de façon à se rapprocher des conditions rencontrées dans la tâche de classiﬁcation de
protéines qui nous intéressent.
Pour l'expérience, une séquence aléatoire de taille 20 sur un alphabet de 40 symboles
est générée de façon aléatoire et triée selon un ordre arbitraire sur l'alphabet comme pour
le résultat d'un recodage de séquence d'une protéine par rapport à un alignement multiple
local partiel.
Pour obtenir le nombre de séquences similaires voulues, de nouvelles séquences de
symboles ont été générées de manière itérative en remplaçant chaque symbole de la der-
nière chaîne générée avec une probabilité de 25 % en un symbole aléatoire de l'alphabet
et en triant ensuite la séquence selon un ordre déﬁni sur l'alphabet. Pour étudier l' im-
portance de la longueur, la même procédure de génération a été utilisée, mais avec le
nombre de séquences ﬁxées à 20 et la taille de l' alphabet ﬁxée à deux fois la longueur des
séquences de l'échantillon, cette dernière valeur ayant été choisie à partir de l'observation
pratique d'expériences sur les séquences de protéines.
Les résultats sont présentés dans la ﬁgure 3.7 qui montre qu'il y a gain de temps très
net quand le nombre de séquences croît. Le paramètre de longueur a un impact fort sur
le temps d'exécution comme cela était attendu dans l'analyse de complexité. La courbe
montre que, pour une quantité donnée de ressources, le nouvel algorithme tourne 10 fois
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plus vite que l'ancien pour des séquences de longueurs égales, une diﬀérence qui peut être
d'une grande importance dans la pratique.
(a) en fonction du nombre de séquences dans
l'échantillon d'apprentissage
(b) en fonction de la taille des séquences dans
l'échantillon d'apprentissage
Fig. 3.7  Comparaison des temps d'exécution entre l'ancienne et la nouvelle version de
l'algorithme
Dans la ﬁgure 3.8, les temps pour les deux parties principales de l'algorithme, la
détection des classes et la réduction des classes, ont été extraits. Comme attendu, la
complexité est déterminée par la partie eﬀectuant la réduction et croît fortement en
fonction de la longueur des séquences d'entrée. La détection des classes premières semble
avoir une complexité linéaire, un comportement empirique meilleur que celui du pire cas
théorique en complexité.
(a) en fonction du nombre de séquences dans
l'échantillon d'apprentissage
(b) en fonction de la taille des séquences dans
l'échantillon d'apprentissage
Fig. 3.8  Temps pour la détection des classes K-premières, réduction de la grammaire et
temps total
Après avoir montré que notre algorithme permet de traiter un plus grand nombre
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de séquences en un temps raisonnable, nous avons procédé à des expériences sur des
ensembles de séquences de protéines réelles.
3.4.2 Processus d'apprentissage sur les séquences de protéines
Aﬁn de traiter les données particulières que sont les séquences biologiques, nous avons
mis en place une chaîne de traitement spéciﬁque.
La ﬁgure 3.9 fournit une vue d'ensemble des étapes de pré et post-processing auto-
matiques nécessaires pour appliquer l'étape de généralisation principale de ReGLiS sur des
séquences de protéines.
Notre approche repose sur la détection de similarités locales entre les séquences par
la construction d'un alignement multiple local partiel (PLMA) des séquences. Chaque
région fortement conservée dans un PLMA (aussi appelé bloc) sera l'un des symboles de
recodage des séquences. 3
.
En plus des blocs, il est nécessaire de prendre en compte l'existence de sous-séquences
qui n'apparaissent dans aucun bloc et c'est ce qui explique la procédure assez compliquée
pour obtenir une grammaire pratique directement capable d'analyser des séquences de
protéines à partir de la grammaire apprise.
Le paragraphe suivant détaille les étapes de la procédure.
Les séquences sont recodées selon les blocs qui intersectent avec la séquence (step
b.1) et en parallèle l'information de la composition en acides aminés pour chaque bloc est
retenue dans une grammaire Ga (step b.2). Pour chaque bloc B de longueur l, la règle
suivante est créée :
B→ P1...Pl,
et pour chaque acide aminé A à la position p dans le bloc, on ajoute une règle :
Pp→ NA.
En réalité, c'est un peu plus complexe car une connaissance a priori sur les protéines
peut être introduite dans cette grammaire. Plus précisément, nous avons ajouté un modèle
d'erreur simple, pour autoriser des séquences proches, sur la base de la matrice de sub-
stitution d'acides aminés de type Blosum62, qui marque la possibilité qu'un acide aminé
donné puisse être remplacé par un autre sans perte de fonctionnalité de la protéine. Ainsi,
pour chaque paire d'acides aminés (A,C) pour lesquels le score reﬂète qu'une mutation
est plus fréquente que le hasard, la règle suivante est ajoutée :
NA→C.
3Dans la pratique, nous avons utilisé la ligne de commande suivante pour tous les PLMA : Paloma -i
foo.fasta -o foo.plma block-mode maxWeightFragments -transClosure -t 5 -M 7 -q 2






























...Block1 Block2 Block3 Block4...
...Block1 Block2 Block3 Gap Block4...
...Block5 Block2 Block6 Block4...
...Block5 Block2 Block6 Block4...
...Block5 Block2 Ex1 Block4...
...
Block recognition grammar (Ga)




P14 −→ NL | NY
...
Block2 −→ P21 P22 P23 P24 P25 P26 P27...
...
Ex1 −→ NE11NE12NE13NE14NE15NE16...
NL −→ L | I | V
...
Gap −→ ΣaGap|λBlock sequences without gaps
...Block1 Block2 Block3 Block4...
...Block1 Block2 Block3 Block4...
...Block5 Block2 Block6 Block4...
...Block5 Block2 Block6 Block4...







S −→ ...X1 Block2 X2 Block4...
X1 −→ Block1 | Block5
X2 −→ Block3 | Block6 | Ex1...




S −→ ...X1 Block2 X2 Gap Block4...
X1 −→ Block1 | Block5
X2 −→ Block3 | Block6 | Ex1
...
Complete grammar
S −→ ...X1 Block2 X2 Gap Block4...
X1 −→ Block1 | Block5
X2 −→ Block3 | Block6 | Ex1
...
Gap −→ ΣaGap|λ




P14 −→ NL | NY
...




NL −→ L | I | V
...
(a) Extraction of PLMA blocks
(b.1) Recoding sequences with blocks
(b.2) Block recognition with errors
(c.1) Cleaning Gaps
(c.2) Indexing Gaps





Fig. 3.9  Vue d'ensemble de l'apprentissage de grammaires hors-contexte à partir d'un
échantillon de séquences protéiques
C'est une façon d'agrandir artiﬁciellement la taille de l'échantillon d'apprentissage qui est
généralement trop petit pour fournir cette information de mutations sur des séquences de
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protéines.
Le raisonnement derrière le recodage en blocs est que les parties non conservées sont
susceptibles d'être inintéressantes pour la caractérisation d'une famille de protéines. Ainsi,
comme dans [Ker08], il faut ﬁxer le traitement des facteurs n'appartenant pas à un bloc.
Si un facteur se trouve entre deux blocs et qu'aucun bloc n'est trouvé entre ces deux
blocs dans d'autres séquences, il est considéré comme un gap et une règle est dédiée à
sa reconnaissance :
Gap→ ΣaGap|λ .
D'autres chaînes qui permettent un court circuit d'un ou de plusieurs blocs sont appelées
 exceptions . Aﬁn d'éviter une trop grande généralisation, nous avons gardé l'exception
E0 . . .En comme des nouveaux blocs et ajouté une règle dédiée dans la grammaire :
E→ NE0 ...NEn .
Avant d'appliquer ReGLiS sur les séquences recodées, les gaps sont éliminés (étape
c.1) pour éviter une généralisation dépourvue de sens (un contexte avec seulement des
gaps n'est pas signiﬁcatif). Le contexte immédiat (blocs gauche et droit) de chaque gap
est stocké (étape c.2) pour le réinsérer ultérieurement.
L'étape principale d applique l'algorithme sur les séquences de blocs de PLMA sans
gaps et produit la grammaire Gb.
Les gaps sont réinsérés dans la grammaire durant la phase e en remplaçant chaque
règle L→ ...αiαi+1... dans Gb quand le dernier symbole de αi et le premier de αi+1 forment
le contexte d'un gap, par la règle :
L→ ...αi Gap αi+1...
Ceci conduit à une grammaire Ggapb qui est fusionnée avec Ga en changeant les blocs
terminaux par des non-terminaux (étape f ).
3.4.3 Résultats d'apprentissage sur des familles de protéines
Pour tester notre approche, nous avons décidé de considérer l'ensemble des jeux de
données utilisés dans [DN09]. Cet article utilise des grammaires algébriques stochastiques
pour modéliser des familles de séquences de protéines en introduisant des connaissances
sur leur structure spatiale. Les résultats sont présentés dans la table 3.4.3.
Lorsque cela est possible, nous avons également comparé nos résultats avec des résul-
tats obtenus en utilisant des expressions régulières de Prosite. Il est souhaitable d'obtenir
une spéciﬁcité élevée car les expériences biologiques sur les protéines sont coûteuses et
un nombre limité de candidats peuvent être évalués et validés dans la pratique.
Les modèles Prosite couvrent généralement environ 10 positions alors que la protéine
entière fait en général 300 caractères de long. En conséquence, un tel modèle a un bon
rappel mais une faible précision en raison de sa généralité. Au contraire, notre méthode
prend en compte les séquences entières. La grammaire correspondante a donc une grande
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spéciﬁcité. Le point intéressant est que, malgré leur spéciﬁcité, le niveau de rappel obtenu
par ces grammaires semble demeurer relativement élevé.
Dans toutes les expériences, nous utilisons une validation croisée avec 10 échantillons
et choisissons des paramètres k et l relativement faibles puisque l'apprentissage se fait sur
des séquences de blocs qui sont plus courtes que les séquences d'acides aminés d'origine.
Une hypothèse raisonnable est qu'une connaissance a priori peut exister sur la lon-
gueur de contextes pertinents dans l'application cible. Dans le cas des protéines, de petits
contextes sont attendus pour les interactions qui concernent les acides aminés. En pra-
tique ces valeurs vont de 3 à 7. Dans tous les cas, il faut éviter des valeurs plus élevées, car
la substituabilité globale est moins présente, ce qui explique les mauvais résultats obtenus
avec une substituabilité non locale.
Dans l'ensemble, on peut observer que la substituabilité locale, en utilisant des pa-
ramètres k et l de valeurs bien choisies, améliore considérablement le rappel sans perdre
en précision contrairement à la substituabilité globale. Les grammaires stochastiques ob-
tiennent de meilleurs résultats en termes de F-mesure, sauf si la précision est ﬁxée à un
niveau élevé. Dans un tel cas, le rappel obtenu par ReGLiS est généralement préférable.
En outre, nos meilleurs résultats de rappel sont comparables à Prosite, qui est considéré
comme un outil de prédiction expert.
Tous les détails des expériences et des résultats sont disponibles sur http://www.
irisa.fr/dyliss/reglis.
Conclusion
Dans ce chapitre, nous avons proposé l'introduction des langages localement et contex-
tuellement substituables ainsi qu'un algorithme qui permet d'apprendre en utilisant les
principes de généralisation de ces langages.
Nous avons également conçu un algorithme générique capable de conserver la struc-
turation du langage appris qui apprend directement une grammaire réduite, une forme
canonique d'un langage substituable, identiﬁable à la limite polynomialement en temps et
données ﬁxés.
Notre dernier apport a été la mise au point d'un pipeline complet permettant d'auto-
matiser la prise en compte des spéciﬁcités de nos données de séquences de protéines pour
les intégrer à la grammaire apprise.
Nous avons ainsi réussi à caractériser une famille d'enzymes grâce à une grammaire
algébrique.
Un dernier problème reste cependant à traiter. Qu'arrive-t-il lorsque nous disposons
d'une superfamille entière (avec ou sans annotation concernant les familles) ? Caracté-
riser un ensemble de familles directement au niveau d'une superfamille fait ressurgir de
nombreux problèmes et provoque une surgénéralisation du langage voulu. Le prochain
chapitre explore l'utilisation des concepts formels aﬁn de classiﬁer un ensemble de sé-
quences d'une même superfamille pour pouvoir ensuite appliquer l'inférence grammaticale
au niveau adéquat des familles de protéines.
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Zinc ﬁnger MPI phos.
Précision Rappel F-meure Précision Rappel F-mesure
substituable 1 0.1 0.36 1 0.15 0.26
(3,3)-LS 1 0.2 0.33 1 0.5 0.67
(4,4)-LS 1 0.25 0.4 1 0.6 0.75
(5,5)-LS 1 0.33 0.5 1 0.67 0.8
(6,6)-LS 1 0.5 0.67 1 0.62 0.77
(7,7)-LS 1 0.55 0.7 1 0.53 0.69
CFG stochastiques
[DN09]
1 0.1 0.18 1 0.3 0.46
0.15 1 0.26 0.5 1 0.67
0.75 0.87 0.85 0.98 0.89 0.93
PS00219 PS00063
Précision Rappel F-mesure Précision Rappel F-mesure
Substituable 1 0.2 0.33 1 0.23 0.37
(3,3)-LS 1 0.72 0.84 1 0.58 0.73
(4,4)-LS 1 0.7 0.82 1 0.6 0.75
(5,5)-LS 1 0.68 0.8 1 0.66 0.8
(6,6)-LS 1 0.6 0.75 1 0.7 0.82
(7,7)-LS 1 0.5 0.67 1 0.65 0.79
Prosite 1 0.6 0.75 1 0.8 0.89
CFG stochastiques
[DN09]
- - - 1 0.05 0.1
- - - 0.1 1 0.18
1 1 1 0.79 0.65 0.71
Tab. 3.2  Prédiction des classes des séquences obtenue grâce aux grammaires apprises
(substituables, localement substituables, Prosite et CFG stochastiques). Les meilleurs
résultats apparaissent en gras.

Chapitre 4
Classification de séquences par analyse de concepts formels
L'inférence grammaticale d'une famille d'enzymes suppose qu'on dispose d'un échan-
tillon correctement étiqueté de séquences pour chacune des familles. En pratique, s'il est
assez facile d'annoter chaque séquence par la superfamille à laquelle elle appartient, l'iden-
tiﬁcation des familles reste un problème diﬃcile. Dans ce chapitre, nous nous intéressons
à la prédiction des familles fonctionnelles au sein d'une superfamille d'enzymes.
Les fonctions des enzymes peuvent être associées à des positions particulières dans
leurs séquences, correspondant à des acides aminés spatialement proches impliqués dans
les interactions moléculaires et qui contraignent la structure spatiale de ces enzymes.
Celles-ci participent à la liaison spéciﬁque à un substrat, ou sont impliquées dans le méca-
nisme catalytique. Dans la pratique, des facteurs courts extraits de séquences d'enzymes
partageant une même activité connue peuvent aider à identiﬁer ces sites actifs.
Le but du travail que nous présentons ici est d'utiliser des ensembles de séquences
étiquetées (numéro EC) et non étiquetées d'une superfamille aﬁn d'inférer les familles
auxquelles elles appartiennent. Les séquences non étiquetées sont des séquences à classer.
Les séquences étiquetées servent d'exemples positifs pour chaque classe d'enzyme présente
dans l'échantillon mais peuvent également être vues comme des exemples négatifs pour
les autres classes, aidant à la découverte de signatures spéciﬁques à chaque classe.
Nous présentons une méthode de prédiction qui peut être utilisée pour trois buts
principaux :
 classer les séquences non étiquetées grâce à l'alignement et à un certain nombre de
blocs partagés avec des séquences étiquetées (classiﬁcation supervisée) ;
 découvrir de nouveaux groupes de séquences dans lesquels aucune n'est étiquetée
et qui vont former une nouvelle famille (classiﬁcation non supervisée) ;
 découvrir les blocs discriminants de chacune des familles présentes dans l'échantillon
(y compris les nouvelles découvertes) aﬁn d'inférer une signature pour chaque famille
(inférence d'un modèle de signature discriminant)
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4.1 Analyse de concepts formels à partir d'un PLMA
Nous utilisons ici l'analyse de concepts formels en recodant les séquences sous forme
d'attributs associés à la présence/absence de certains motifs détectés comme essentiels
au sein de la superfamille et des familles qui la composent grâce à un alignement local
multiple partiel.
4.1.1 Codage des séquences d'enzymes
Aﬁn de détecter les similarités partagées par les diﬀérentes séquences de l'échantillon,
nous utilisons un alignement partiel local multiple des séquences (cf section 1.2).
Le calcul d'un PLMA est la première étape réalisée par Protomata-Learner ([Ker08]).
Alors que dans Protomata-Learner, il est important de régler les paramètres d'alignement
pour obtenir le niveau de généralisation souhaité, dans cette étude nous avons seulement
utilisé les paramètres par défaut pour représenter chaque séquence par une séquence de
blocs issus de l'alignement.
Chaque bloc bi détecté dans un PLMA P est alors vu comme un attribut dont la
présence/absence peut caractériser la séquence. Formellement, chaque séquence s est
recodée en un vecteur : s= [b1,b2...bi...bn], tel que
bi =
{
1 si le bloc i est présent dans la séquence s dans P
0 sinon.
A ce stade, il est important de noter que les nouvelles séquences à annoter, les sé-
quences non étiquetées, doivent également être alignées et recodées avec les séquences
dont la classe est connue.
Le but est alors de déﬁnir les concepts 〈séquences,blocs〉 et d'en déduire les blocs
caractérisant une famille fonctionnelle.
4.1.2 Observation d'un lien séquence/structure sur une superfamille multi-
fonctionnelle
Dans un premier temps nous avons expérimenté ce procédé sur un exemple introductif
(la superfamille des GH16) en introduisant la connaissance a priori de l'appartenance
d'une séquence à une famille aﬁn de déterminer si certains concepts liés à la fonction de
l'enzyme apparaissent dans un alignement.
Les GH16 [CCR+09, HCB+10] forment une superfamille très étudiée et bien connue
au niveau structural. Cela nous a permis de valider l'hypothèse d'un lien existant entre les
concepts repérés et l'activité des enzymes.
Cette superfamille possède notamment un grand nombre de substrats diﬀérents et
donc diﬀérentes activités enzymatiques pour une même structure et une même signature
du site actif sur les séquences : E− x(1)−D− x(1,2)−E.
Parmi les diﬀérents substrats de GH16, on trouve en particulier (l'activité enzymatique
liée à ce substrat est indiquée entre parenthèses.) :
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Fig. 4.1  Structure d'une GH16 en complexe avec son substrat
 l'agar (EC. 3.2.1.81)
 le kappa carraghenan (EC. 3.2.1.83)
 le porphyran (EC. 3.2.1.178)
 le keratan sulphate (EC. 3.2.1.103)
 le xyloglucan (EC. 3.2.1.151)
 le laminarin (EC. 3.2.1.39)
 le lichenan (EC. 3.2.1.73)
 ...
Un extrait d'alignement est fourni en annexe A.
Sur celui-ci, chaque séquence est représentée par une suite d'arcs parcourant les dif-
férents blocs présents dans cette séquence. Si la famille de la séquence est connue, la
séquence d'arcs correspondante sur l'alignement apparaît colorée, une couleur représen-
tant une famille.
On peut déduire de cet alignement un contexte formel (S,B, I) où S (les objets) est
l'ensemble des séquences, B (les attributs) l'ensemble des blocs et (Si,B j) ∈ I si Si[ j] = 1
dans le recodage de la séquence Si en terme de présence/absence de blocs.
On construit les concepts formels issus de ce contexte pour le classement des sé-
quences en familles.
Deux types de blocs apparaissent dans ces alignements :
 des blocs conservés par toutes les séquences découlant de l'homologie des séquences
au niveau de la superfamille qui participent à la structure générale de l'enzyme mais
n'intervenant pas dans la réalisation de sa fonction. Un exemple est donné sur la
ﬁgure 4.2(a). Les attributs du concept associé à ce bloc sont projetés sur la structure
3D en ﬁgure 4.2(b).
 des blocs clés apparemment liés directement à la fonction de l'enzyme comme sur
la ﬁgure 4.3(a). Les attributs du concept associé à ce bloc sont projetés en ﬁgure
4.3(b).
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(a) bloc commun à plusieurs familles
(b) projection du
concept associé sur la
structure 3D
Fig. 4.2  Motif conservé sur la séquence et projection sur la structure 3D. 4.2(a) :
chaque couleur de séquence représente une famille, ici toutes les séquences passant par
le bloc central n'appartiennent pas à la même famille. 4.2(b) : la partie de séquence
correspondante au bloc 22 de la ﬁgure 4.2(a) a été colorée en orange, on peut remarquer
qu'elle se trouve loin du site actif et ne semble donc pas impliquée dans la fonction de
l'enzyme.
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Sur cet exemple, on remarque que les concepts formels issus de cet alignement qui
semblent liés à l'activité (dont les séquences appartiennent à une même famille) sont
généralement situés à proximité du site actif et possèdent diﬀérents blocs éloignés sur la
séquence mais proches sur la structure alors que les autres blocs sont plutôt éloignés du
site actif, isolés et semblent être liés à la structure même de l'enzyme.
On dispose ici de plusieurs types d'informations pour décider des concepts représentant
une famille : premièrement l'étiquetage des séquences qui permet d'associer certains blocs
à certaines fonctions et deuxièmement une information de structure qui permet de vériﬁer
que les blocs appartenant à un concept interagissent réellement spatialement.
Dans la prochaine section nous utiliserons essentiellement l'information des séquences
étiquetées, qui est l'information la plus couramment disponible aﬁn de choisir les concepts
intéressants, c'est-à-dire discriminant au niveau fonctionnel.
4.2 Annotation via l'analyse de concepts formels
Étant donnée une superfamille connue, nous considérons la question de la classiﬁcation
d'un ensemble de nouvelles séquences d'enzymes (l'ensemble non étiqueté) au niveau de
la famille par rapport à un ensemble de séquences qui ont déjà été classées (l'ensemble
étiqueté). Ce travail a fait l'objet d'un article dans la conférence ICFCA'14 [CGG+14].
4.2.1 Formalisation du problème de classiﬁcation
Une fois que toutes les séquences de protéines ont été représentées par des vecteurs
de présence de blocs, il reste à attribuer une classe (une fonction) à chaque séquence
non étiquetée. On note que le cadre déﬁni ici autorise qu'une séquence possède plusieurs
fonctions et appartienne donc à plusieurs classes.
Il s'agit soit de classes connues, soit de nouvelles classes qui n'ont pas encore été ob-
servées. En eﬀet, la présence simultanée de blocs spéciﬁques dans l'ensemble non étiqueté
peut être la trace de l'existence d'une nouvelle classe.
Plus formellement, le problème d'apprentissage consiste alors à apprendre une fonc-
tion de classiﬁcation f à partir d'un ensemble d'apprentissage qui contient des séquences
exemples S = {s1,s2, ...,si, ...,sn} décrites par un ensemble ﬁni d'attributs (ici des blocs)
A= {a1,a2, ...,a j, ...,am} et appartenant à une ou plusieurs classes représentant les diﬀé-
rentes familles enzymatiques C = {c1,c2, ...,ck, ...,cp}. L'ensemble d'apprentissage carac-
térise alors une certaine fonction f à déterminer.
L'ensemble d'apprentissage, de taille n, est une suite de couple (si,Ck) où 1 ≤ i ≤ n,
si ∈ S, Ck ⊆C, |Ck| ≥ 0. Dans le cas où |Ck| ≥ 1 (séquences étiquetées), la fonction f est
telle que Ck = f (si). Chaque exemple si est représenté par un vecteur (si1 , ...,sim) où si j est
la valeur de si pour l'attribut a j ∈ A , qui indique la présence d'un bloc j sur la séquence
i. Ck est l'ensemble des classes pouvant être attribuées à si.
Le problème est de classer les séquences non étiquetées en étendant cette fonction f .
On cherche alors une fonction g ∼ f telle que g(sx) =Cx. |Cx| ≥ 1 pour n'importe quelle
séquence sx ∈ S représentée par la présence ou l'absence des blocs de A.
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(a) blocs caractéristique de la famille des kappa carraghenases (chaque couleur de
séquence représente une famille, ici toutes les séquences passant par le bloc 178
appartiennent donc à la même famille)
(b) projection du concept maximal associé sur la structure 3D : la partie
de séquence correspondante au bloc B de la ﬁgure 4.3(a) a été colorée en
orange, les fragments colorés en rouge sont ceux correspondant aux
autres blocs appartenant au concept C =〈B′,B′′〉. En bleu sont
représentés les blocs non présents dans C appartenant aux concepts
supérieurs à C (incluant strictement les séquences de C)
Fig. 4.3  Bloc fonctionnel B caractéristique et projection du concept 〈B′,B′′〉 associés sur
la séquence 3D
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L'apprentissage de cette fonction est soit supervisé si Cx ⊆C (la famille de la séquence
à classer se trouve dans l'échantillon d'apprentissage), soit non supervisé dans le cas
contraire (détection d'une nouvelle famille).
Une approche naturelle pour une telle tâche est de construire une classiﬁcation de
toutes les séquences en se servant des attributs binaires (présence de blocs) et de décider
la classe des séquences non étiquetées selon leur place parmi les autres dans l'arbre de
classiﬁcation. Cela nécessite de déﬁnir une mesure de similarité sur l'ensemble des attri-
buts binaires, et de ﬁxer un seuil pour discriminer les groupes signiﬁcatifs. Des problèmes
se posent rapidement en essayant de suivre cette approche : le nombre d'attributs peut
grandement varier d'une superfamille à l'autre et d'une séquence à l'autre au sein d'une
même famille. Une décision prise sur des arguments statistiques n'est pas pleinement
satisfaisante car il est diﬃcile de ﬁxer des valeurs universelles pour les paramètres néces-
saires et, ﬁnalement, un biologiste doit vériﬁer les annotations sur la base de la logique de
l'argumentation, sa propre connaissance, et en outre la caractérisation biochimique des
séquences d'intérêt.
Une approche par analyse de concepts formels permet de s'adapter plus facilement
à chaque ensemble d'apprentissage (chaque superfamille) car elle couvre l'ensemble des
classiﬁcations possibles en extrayant les concepts discriminants sur le produit se´quences×
blocs.
L'application de l'analyse de concepts formels à la classiﬁcation supervisée a déjà
été proposée dans la littérature dans diﬀérents domaines. La grande majorité des travaux
produisent un classiﬁeur à partir du treillis de concepts construits sur un ensemble d'objets
étiquetés. Celui-ci est utilisé dans une deuxième étape pour attribuer une classe à de
nouveaux objets de classe inconnue. Le treillis de concepts est idéal pour la recherche de
règles de décision. Cette recherche peut être faite en transformant le treillis initial (closed
label lattice, [WLQ11]). La façon la plus eﬃcace de générer un classiﬁeur est de générer
les règles ou les n÷uds de décision directement à partir de concepts sélectionnés dans le
treillis. Par exemple, il est possible de construire un arbre de décision directement à partir
du treillis [Kov07] ou via le calcul des intersections de concept dans le treillis [Sah95].
Dans toutes ces études, l'ensemble des objets non étiquetés est utilisé seulement
une fois que le classiﬁeur est construit. En revanche, dans [IY13], le treillis est construit
simultanément sur l'ensemble des objets (étiquetés ou non) aﬁn de centrer la recherche
sur les liens entre les objets connus et inconnus. Pour chaque concept, un score est alors
calculé pour estimer la plausibilité qu'un concept représente un ensemble de voisins (objets
appartenant à une même classe). L'étiquette de la classe d'objets est prise en compte dans
le score. La méthode sélectionne d'abord le concept le plus discriminant pour chaque objet
non étiqueté et le classe par rapport à l'étiquette des objets présents dans ce concept.
Dans notre étude, les attributs sont représentés par les blocs utilisés pour le recodage
des séquences. Il y a deux types d'objets : les séquences d'enzymes étiquetées et celles
non étiquetées. L'idée est alors d'introduire les connaissances sur les classes des objets
directement dans le contexte formel. Ceci peut être résolu simplement en ajoutant les
valeurs de classe comme de nouveaux objets. Chaque fois qu'un bloc b est observé dans
une séquence de classe c, la paire (b,c) est ajoutée au contexte formel. Introduire les
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classes dans le contexte comme des objets permet d'avoir la bonne sémantique pour la
relation binaire : cela reﬂète la présence de chaque bloc dans une séquence d'enzyme et
une classe. En pratique, il est seulement nécessaire de produire des concepts possédant au
moins une séquence non étiquetée. La taille de la relation obtenue pour ce contexte reste
suﬃsamment petite pour produire l'ensemble du treillis de concepts formels. La procédure
d'aﬀectation de classes est alors basée sur l'exploration du treillis.
Pour illustrer ce procédé, les ﬁgures 4.4(a), 4.4(b) et 4.4(c) représentent des ali-
gnements locaux partiels multiples et dans chaque ﬁgure, les séquences de couleur (par
exemple, s1 et s2) sont des séquences étiquetées tandis que les séquences en noir (par
exemple s3) sont non étiquetées et doivent être classées. Sur la ﬁgure 4.4(a) la séquence
s3 possède une classe spéciﬁque correspondant à la classe orange et peut donc être clas-
sée sans ambiguïté grâce à un bloc spéciﬁque. Le contexte formel issu de cet alignement
est montré en ﬁgure 4.1. Cependant, sur la ﬁgure 4.4(b) il y a deux concepts spéciﬁques
(orange et vert), et l'aﬀectation de classe de séquence s3 est ambiguë. La ﬁgure 4.4(c),
fournit un exemple d'une séquence s3 restée non classée parce que l'alignement multiple
n'a pas trouvé de bloc commun avec une autre séquence. Sur la même ﬁgure, une nouvelle
famille est formée avec un bloc caractéristique impliquant uniquement des séquences non
étiquetées : {S4,S5,S6}×{Bloc1,Bloc2,Block3}. Nous détaillons maintenant la recherche
de ces nouvelles classes.





S4 X X X
S5 X X
S6 X X X
Family1 X X X
Tab. 4.1  Contexte formel correspondant à l'alignement de la ﬁgure 4.4(a)
Ici, on déﬁnit L⊆ S comme l'ensemble des objets étiquetés et U ⊆ S celui des objets
non étiquetés. Soit I la relation binaire sur (L+U+C)×A et B((L+U+C),A, I) le treillis
de concept, le problème est de trouver un ensemble minimal de nouvelles classes N et un
argument permettant d'assigner les classes de N ∪C aux éléments de U sur la base de
B((L+U+C),A, I).
Dans un premier temps, nous cherchons à repérer les blocs spéciﬁques de certaines
classes. Pour cela, nous divisons L en sous-ensembles Li, i = 1, ...,m de même classe i et
une partition de A en construisant m+1 sous-ensembles, éventuellement vides, Ai, i= 0,m
correspondant à des attributs présents uniquement dans les éléments de Li, avec A0 =
A \∪ni=1Ai. A0 correspond à l'ensemble des blocs impliqués dans plusieurs classes ou au
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s1
T W A G S
s2
T Y G G S
s3
G R S S V
s4
Q P S K M
s5
S D E Q I
s6





(a) s3 est classée
s1
T W A G S
s2
T Y G G S
s3
G R S S V
s4
Q P S K M
s5
S D E Q I
s6





(b) s3 est ambiguë
s1
T W A G S
s2
T Y G G S
s3
G R S S V
s4
Q P S K M
s5
S D E Q I
s6




(c) s3 est n classée et {s4,s5,s6} forment une nouvelle famille
Fig. 4.4  Exemples d'alignements locaux partiels multiples avec des séquences étiquetées
(colorées) et non étiquetées (noires)
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contraire dans aucune des classes connues. Nous noterons As = ∪ni=1Ai l'ensemble des
blocs spéciﬁques détectés.
Notre méthode vise à maximiser la spéciﬁcité des décisions de classiﬁcation et propose
donc plusieurs niveaux de qualité de classement à cette ﬁn (cf ﬁgure 4.5) : les séquences
classées grâce à des blocs spéciﬁques appartenant à Ai, i = 1, ..,m, les séquences clas-
sées sans la présence d'un bloc spéciﬁque, les séquences ambiguës passant par des blocs
spéciﬁques de plusieurs familles, les séquences ambiguës ne passant pas par des blocs spé-
ciﬁques à une famille. Enﬁn, nous terminons par les séquences qu'il n'a pas été possible
de classer, ne possédant aucune classe compatible (soit parce que ses blocs appartiennent
à A0, soit parce qu'elles ne possèdent aucun bloc).
4.2.2 Classiﬁcation supervisée
Nous proposons un schéma itératif où chaque séquence non étiquetée u est aﬀectée
en cherchant des concepts compatibles avec u. Un concept compatible avec u (cf déﬁ-
nition 4.1) est déﬁni comme un concept possédant au moins une classe en extension et
partageant un ensemble maximal de blocs avec la séquence non étiquetée. La maximalité
est déﬁnie ici par rapport à l'inclusion ensembliste. On note Cu l'ensemble des classes
compatibles de s, présentes dans les concepts compatibles avec u.
Déﬁnition 4.1 (concept compatible avec une séquence u) Étant donné un treillis de
concept B=B((L+U+C),A, I) et un élément u de U , un concept compatible avec u est
un concept tel qu'il existe c ∈C, ({u,c}∪X ,Y ) ∈ B, X ⊂ (L+U+C), et que l'ensemble Y
est maximal pour cette propriété (il n'existe pas de concept tel que ({u,c}∪X ′,Z) avec
Y ⊂ Z).
L'ensemble des classes compatibles c ∈ Cu représente les classes présentes dans les
concepts dont l'extension contient u et c simultanément, avec l'intention la plus spéciﬁque.
Les concepts privilégiés à cette étape sont les concepts les plus spéciﬁques du treillis, où
u partage le plus de blocs avec les séquences étiquetées des diﬀérentes classes.
A ce stade, l'ensemble Cu peut contenir un grand nombre de classes, en particulier s'il
existe un ou plusieurs blocs partagés par l'ensemble des séquences. Toutes les séquences u
passant par de tels blocs possèdent alors comme classes compatibles l'ensemble des classes
présentes dans l'échantillon. Il est donc important de considérer à la fois le nombre de blocs
et de séquences étiquetées impliqués pour eﬀectuer le classement. Nous calculons pour
cela pour chaque séquence ses concepts attribut-compatibles maximaux et ses concepts
objet-compatibles maximaux (cf déﬁnition 4.2).
Déﬁnition 4.2 (concept attribut-compatible et objet-compatible maximaux) Étant
donné un treillis de concepts B=B((L+U+C),A, I), et une séquence à classer u∈U , un
concept attribut-compatible et un concept objet-compatible sont des concepts compatibles
BCatt(u) = {({u}∪Xatt ,Ymax)|∃c ∈ Xatt,c ∈Cu} et
BCob j(u) = {({u}∪Xmax,Y )|∀c ∈ Xatt ,c ∈ Xmax} où,
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Cc = ∅|Csp| = 1 |Csp| > 1
Fig. 4.5  Détail du processus de classiﬁcation d'une séquence s au niveau supervisé. Les
numéros indiqués sur les arcs déﬁnissent l'ordre dans lequel s'eﬀectuent les diﬀérentes
étapes de calcul.
Ymax = max{Y ⊂ A : ({u}∪X ,Y ) ∈ B,X ⊂ L+U+C} et
Xmax = max{X ′ ⊂ L : ({u}∪X ,Y ) ∈ B,Y ⊂ A,X ′ ⊂ X}.
Autrement dit, un concept attribut-compatible maximum pour une séquence u est un
concept compatible avec un nombre maximum de blocs. Pour chaque concept attribut-
compatible maximum BCatt , il existe des concepts compatibles tels qu'ils contiennent
exactement les classes de BCatt , les concepts objets-compatibles maximaux sont alors
ceux supportés par un nombre maximum de séquences.
Les ensembles de classes appartenant aux concepts compatibles maximaux d'une sé-
quence u (attribut et objet) sont notés respectivement Ca et Co, on les appelle des
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classes attribut-compatibles maximales (ou objet-compatibles maximales ). L'ensemble
des classes compatibles maximales est leur intersection Cc =Co∩ c ∈Ca.
Une fois cette étape eﬀectuée, on vériﬁe si certains blocs de As sont présents dans les
concepts attributs-compatibles maximaux. Si tel est le cas, on construit l'ensemble des
concepts attributs-compatibles caractéristiques en conservant uniquement les concepts
dans lesquels se trouve un nombre maximal de blocs caractéristiques puis on construit
l'ensemble des concepts objet-compatibles caractéristiques correspondant. L'ensemble des
classes caractéristiques maximales présentes dans ces concepts sont notés respectivement
Cspa et Cspo .
L'ensemble des classes dites spéciﬁques Csp pour une séquence non étiquetée u cor-
respond alors à Cspa ∩Cspo . La procédure de décision découle directement de ces construc-
tions :
d1. S'il n'y a qu'un seul élément c dans Csp, u est classée comme appartenant à la classe
c (grâce à la présence de blocs spéciﬁques à cette classe).
d2. S'il existe plusieurs éléments dans Csp, la séquence est annotée comme ambiguë
et car elle partage des blocs spéciﬁques à plusieurs classes. Toutes les classes pos-
sibles sont aﬃchées. Dans ce cas, il n'existe aucune séquence étiquetée partageant
simultanément ces blocs.
d3. Si Csp est vide, on cherche les classes compatibles maximales Cc.
d4. S'il y a plusieurs classes compatibles maximales dans Cc, la séquence a une clas-
siﬁcation ambiguë et toutes les classes possibles sont aﬃchées. Ce cas se produit
lorsqu'une séquence ne partage avec les séquences étiquetées que des blocs non
discriminants supportant plusieurs familles.
d5. Si aucune classe n'est compatible maximale, c'est qu'aucun concept n'est compa-
tible avec la séquence. Cela signiﬁe soit que la séquence n'a pas de bloc en commun
avec une autre séquence et elle reste non classée, soit qu'elle est membre d'une
nouvelle famille jamais observée et qu'elle possède des blocs présents uniquement
avec des séquences non étiquetées.
4.2.3 Classiﬁcation non supervisée
En termes de FCA, une nouvelle famille peut être caractérisée comme pour d'autres
familles par un concept associé qui rassemble les séquences de cette famille et les blocs
qui forment une signature de cette famille. Ces blocs sont caractéristiques des séquences
non étiquetées comme c'est le cas pour les concepts spéciﬁques, mais cette fois c'est une
tâche non supervisée puisque l'ensemble des classes N est inconnu.
Ce problème est similaire à celui du biclustering [BPP08]. Cependant, l'objectif du
biclustering consiste en un partitionnement simultané de l'ensemble des objets et des
attributs. Dans notre cas, il n'est pas réaliste de s'attendre à une partition des deux
ensembles. Les objets (séquences) partagent de nombreux attributs (blocs) et souvent,
c'est la façon dont ils sont combinés qui permet de distinguer diﬀérents groupes.
La question de regroupement d'objets à partir d'un contexte formel est abordée dans
[GNP13] qui propose une procédure en deux étapes où les concepts formels sont étendus
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à des concepts approximatifs lors de la première étape, puis fusionnés dans une deuxième
étape quand ils se chevauchent suﬃsamment. Cette approche s'appuie sur le treillis comme
nous le faisons dans le but de trouver des groupes, mais il partage les inconvénients du
biclustering pour notre domaine d'application. Une partition d'objets est utile mais pas
nécessaire dans notre cas et en outre, il n'est pas facile de régler les paramètres liés à la
méthode pour obtenir des concepts approximatifs signiﬁcatifs.
Dans [NPG12], l'idée d'utiliser l'ensemble des concepts formels est développée et
l'utilisation de seuil n'est plus nécessaire. Au lieu de partir d'un treillis de concepts objets
× attributs, les auteurs proposent de considérer le treillis construit sur la relation entre
objets et contextes des concepts aﬁn de construire les groupes d'objets. Cela semble
une idée intéressante qui pourrait être expérimentée sur le problème de classiﬁcation
des protéines. Cependant, l'interprétation des clusters devient plus diﬃcile et c'est une
préoccupation importante pour le biologiste de maîtriser le processus de décision. Un autre
aspect connexe de tous ces procédés est leur nature heuristique. L'analyse de concepts
formels est une méthode exacte et il semble un peu dommage de perdre cette propriété
dans la classiﬁcation.
Nous avons fondé notre approche sur l'idée d'associer un concept à chaque classe.
Nous sommes aussi intéressés par une recherche exacte des concepts sans réglage des
paramètres, une exigence qui implique une spéciﬁcation précise des concepts cibles. La
question de décider de l'apparition de nouvelles familles dans N est non triviale en raison
de la conjonction de deux diﬃcultés qui doivent être prises en considération :
 Un ensemble donné de séquences participe à un certain nombre de concepts. Un
sous-ensemble de concepts doit être extrait, qui couvre l'ensemble de séquences
non classées de façon supervisée ;
 L'ensemble des nouvelles familles ne forme pas nécessairement une partition : en
eﬀet, une séquence donnée qui a évolué pour obtenir une capacité bifonctionnelle
pourrait appartenir à deux familles diﬀérentes.
On cherche à résoudre le problème d'optimisation suivant : trouver une couverture
optimale des nouvelles familles de séquences par l'ensemble des concepts comprenant de
nouveaux blocs caractéristiques seulement présents dans les séquences non étiquetées.
L'optimalité dépend de trois critères de priorité décroissante :
1. minimiser le nombre de séquences ambiguës dans un concept pour rester proche
d'une partition ;
2. minimiser la taille de N aﬁn de minimiser le nombre de nouvelles familles dans une
hypothèse de parcimonie ;
3. maximiser globalement le support des nouvelles familles en termes de nombre de
blocs caractéristiques.
Plus formellement, on considère le treillis de concepts B=B((L+U+C),A, I). L'en-
semble des blocs spéciﬁques à une nouvelle famille est
Anew = {a|∀BC = (X ,Y ) ∈ B,a ∈ Y ⇒ X ⊆U}
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et l'ensemble des séquences non classées à l'étape précédente est
Snew = {s ∈U |∀BC = (X ,Y ),s ∈ X ⇒ Y ⊆ Anew}
. Le problème est alors de trouver un sous-ensemble
Bnew ⊆ B
tel que ∀s ∈ Snew,∃BC = (X ,Y ) ∈ Bnew,s ∈ X .
Les critères à optimiser sont les suivants, par ordre de priorité décroissante :
1. minimiser |Samb|, avec
Samb = {si ∈ Snew|∃BC1 = (X1,Y1),BC2 = (X2,Y2) ∈ B,BC1 6= BC2,si ∈ X1,si ∈ X2}
2. minimiser |Bnew|
3. maximiser Ause, avec Ause = {a ∈ Anew|∃BC = (X ,Y ) ∈ Bnew,a ∈ Y}
Il est à noter que certaines séquences déjà classées peuvent être associées à une
nouvelle famille si elles possèdent un bloc commun avec celles restant non classées après
la classiﬁcation supervisée.
Ces critères sont codés par un ensemble de contraintes logiques dans le cadre de la
programmation par ensemble réponse (Answer Set Programming) [BET11]. Les concepts
optimaux sont produits par un solveur dédié à travers une énumération des solutions
admissibles obtenues par une stratégie conﬂict-driven constrained [GKS12]. En pratique,
les solutions exactes peuvent être produites en temps raisonnable par cette approche.
4.3 Expérimentation sur des superfamille d'enzymes
Dans un premier temps, nous avons eﬀectué des expérimentations sur la superfa-
mille des haloacide déhalogénases (HAD) pour montrer l'intérêt d'une telle classiﬁcation.
Nous montrons ensuite qu'il est possible de tirer parti de cette classiﬁcation pour générer
des grammaires localement et contextuellement substituables à partir d'un ensemble de
séquences annoté et de l'extraction de classes de séquences via l'analyse de concepts
formels.
4.3.1 Expérimentation sur des jeux de données connus
La superfamille des haloacides déhalogénases (HAD) est une grande superfamille (120
193 séquences signalées ; http ://pfam.sanger.ac.uk/clan/CL0137) d'enzymes ubiqui-
taires présentes dans les tous les règnes de la vie. Le nombre de séquences diﬀère entre les
organismes, d'environ vingt pour les bactéries Escherichia coli [KPG+06] à 150-200 dans
les espèces modèles utilisées en biologie Arabidopsis thaliana et Homo sapiens [SSG13].
Les HAD sont impliquées dans une grande variété de processus cellulaires et servent de
catalyseurs métaboliques prédominant pour l'hydrolyse de l'ester de phosphate [KT94].
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Les enzymes de cette superfamille sont liées par leur capacité à former des liaisons cova-
lentes entre enzyme et substrat par l'intermédiaire d'un site acide aspartique conservé. Ces
enzymes catalysent le clivage enzymatique, par substitution de nucléophiles, des liaisons
carbone-halogène (C-halogène), mais sont également capables d'autres activités d'hydro-
lyse comme les réactions de phosphatase (CO-P), phosphonatase (C-P) et phosphogluco-
mutase (CO-P hydrolyse et transfert intramoléculaire de phosphore). La ﬁgure 4.6 fournit
un exemple de la structure HAD d'une bactérie.
Fig. 4.6  Structure 3D d'une HAD hydrolase T0658 provenant de Salmonella enterica
Tous les membres de la superfamille structurellement caractérisés partagent un do-
maine α/β -core conservé, appelé repliement "HAD-like" dans la banque de structure
SCOP. Les enzymes de cette superfamille fonctionnent généralement sous forme d'ho-
modimères (c'est à dire un complexe composé de deux protéines identiques). Le domaine
de base est similaire au repliement de Rossmann avec un feuillet β composé de 6 brins
parallèles, et de cinq hélices α. Le repliement typique des HAD phosphatases contient
trois signatures structurelles supplémentaires qui permettent à l'enzyme d'adopter des
états conformationnels distincts et qui contribuent à la spéciﬁcité de leur substrat : les
domaines squiggle, ﬂap et cap. En eﬀet, la plupart des membres de la superfamille ont
un domaine cap, et son site d'incorporation dans la séquence est l'un des paramètres
permettant la diversité enzymatique dans la superfamille [BADMA06]. Les déhalogénases
ont reçu un intérêt accru dans la dernière décennie car ils ont de potentielles applications
industrielles et pharmaceutiques [Jan07].
Pour cette expérience, nous avons travaillé sur les jeux de données suivants :
1. Séquences de plusieurs organismes extraites des suppléments de l'article [BADMA06].
34 familles, 3 séquences de chaque (102 séquences) ;
2. Séquences de E. coli extraites de [KPG+06] 23 séquences ;
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3. Séquences de H. sapiens extraites de [SSG13] 40 séquences ;
4. Séquences de A. thaliana extraites de la base de données TAIR en identiﬁant les
protéines contenant un domaine HAD et des séquences trouvées suite à une analyse
bibliographique [BADMA06] 153 séquences, comprenant 23 séquences de fonction
inconnue.
Dans toutes les expériences suivantes, le premier ensemble de données est utilisé
comme ensemble étiqueté et contient des séquences dont on connaît déjà la classe. Les
trois ensembles de données restants ont été utilisés comme des ensembles non étiquetés,
et la prédiction de la famille de ces séquences faite par analyse de concepts formels a
été comparée à la classiﬁcation réelle quand elle existe aﬁn d'évaluer la performance de
notre analyse. En eﬀet, de nombreuses séquences de E. coli, Homo sapiens et Arabidopsis
thaliana ont été caractérisées biochimiquement et / ou ont été analysées structurellement
in silico/in vivo, ce qui nous donne une connaissance de leur classiﬁcation réelle.
La ﬁgure 4.7 montre le treillis complet obtenu sur le plus petit contexte correspondant
à l'expérimentation faite avec les séquences de E.coli comme séquences non étiquetées.
Ce schéma a été tracé à l'aide du logiciel Erca (Eclipse's Relational Concept Analysis
1) et un étiquetage réduit. Le concept 0 contient tous les blocs et aucune séquence ou
classe. Le concept 4 contient toutes les séquences et classes et aucun bloc. Les lignes
partant du concept 9 sont légèrement emmêlées avec d'autres et nous avons utilisé une
couleur bleue pour mieux les distinguer. Les concepts ayant au moins une séquence à
classer dans la ﬁgure sont colorés en vert. Ces concepts contiennent l'ensemble des blocs
des séquences à classer, un sous-ensemble maximal doit être utilisé pour la classiﬁcation.
Les résultats d'annotation sont résumés dans la table 4.2.
E. coli H. sapiens A. thaliana
Classées (%)
Vrai 61 65 56
Faux 9 3 6
Ambiguës (%)
Vrai 17 18 18
Faux 13 3 8
Non classées (%)
Vrai 0 8 8
Faux 0 3 5
Total 100 100 100
Tab. 4.2  Pourcentage des séquences correctement et incorrectement classées par espèce
La ligne classées fait référence à des séquences prédites avec une seule classe com-
patible. La ligne ambiguës fait référence à des séquences prédites avec plusieurs classes
compatibles. Le classement est supposé être correct (vrai) si une de ces classes compa-
tibles est la bonne. Le pourcentage de séquences correctement attribuées est donné.
1https ://code.google.com/p/erca/

























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Fig. 4.7  Diagramme de Hasse du treillis blocs × séquences/classes obtenu sur l'expéri-
mentation avec E. coli comme ensemble de séquences à classer










(a) YedP et YidA sont
ambiguës avec deux classes



































(b) YfbT et YcjU peuvent
être classées de façon
unique comme bpgm
Fig. 4.8  Diﬀérentes décisions de classiﬁcation possibles
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H. sapiens A. thaliana
Classées (%) 50 54
Ambiguës (%) 50 21
Non classées (%) 0 25
Total 100 100
Tab. 4.3  Pourcentage de séquences avec une fonction inconnue dans l'ensemble de test
assignée à une ou plusieurs classes
Ces premiers résultats sont encourageants. Plus de 50 % des séquences sont correcte-
ment classées dans les 34 familles possibles. Le procédé de détection de nouvelles familles
est eﬃcace et les séquences ne faisant pas partie de la superfamille restent non classées.
Pour une partie des séquences à classer, leur vraie classiﬁcation est en fait inconnue
(ensembles de données H. sapiens et A. thaliana). Pourtant, il est possible de rechercher
des aﬀectations possibles de classes. Le tableau 4.3 donne le pourcentage de ces séquences
qui pourraient être classées par notre méthode. Elle montre que la plupart de ces séquences
inconnues peuvent être aﬀectées à une ou plusieurs classes.
Les pourcentages de séquences appartenant à de nouvelles familles et de séquences
non classées sont également donnés. Les séquences non classées sont des séquences qui
ne peuvent ni être aﬀectées à une classe connue ni à une nouvelle famille.
Pour les trois ensembles de données, E. coli, H. sapiens et A. thaliana, nous trouvons
0, 2 et 11 nouvelles sous-familles respectivement.
Dans le cas de H. sapiens, les séquences prédites comme appartenant à de nouvelles
familles sont décrites dans [SSG13]. En fait, ces familles ne sont pas présentes dans
l'ensemble étiqueté et sont donc correctement prédites comme nouvelles.
Dans le cas de A. thaliana, il est diﬃcile de savoir si les nouvelles familles prédites
sont réelles en raison du nombre de séquences de fonction inconnue. Cependant, nous
avons détecté après une étude bibliographique que 11 séquences non classées semblent
avoir été attribuées à tort à la superfamille HAD par la requête de TAIR.
La spéciﬁcité de la détection de nouvelles familles a aussi été testée. Pour chaque
famille connue dans l'ensemble étiqueté, un nouvel ensemble a été construit qui contient
toutes les séquences de l'ensemble initial étiqueté à l'exception des séquences appartenant
à cette famille. L'ensemble non étiqueté a été construit avec E. coli ainsi que les séquences
de la famille sélectionnée (3 séquences). L'objectif était de récupérer toutes les séquences
de la famille dans la catégorie nouvelle famille par notre méthode. Nous avons calculé le
pourcentage de séquences extraites pour toutes les familles. Les résultats sont présentés
dans le tableau 4.4. Notez que certaines familles ne sont pas présentes dans E. coli. Pour
les autres (colonne nouvelle famille + E. coli), le nombre de séquences appartenant à la
famille est donné entre parenthèses.
















































































































































































































































Tab. 4.4  Pourcentage de séquences retrouvées comme une nouvelle famille
Sur les 34 familles présentes dans l'ensemble de départ, cette expérimentation a permis
d'en retrouver 27.
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4.3.2 Expérimentations sur des données réelles
Aﬁn de tester la robustesse de la méthode sur les espèces qui sont éloignées du point
de vue évolutif par rapport aux autres organismes pour lesquels des jeux de tests ont été
considérés, nous avons sélectionné l'algue brune Ectocarpus siliculosus. La séquence de
ce génome a été récemment publiée [MSR+10].
Dans ce génome, 78 séquences ont été annotées comme faisant partie de la super-
famille des HAD via le motif de Superfamily  HAD-like superfamily 56784  sur la base
spécialisée des eukariotes [SBA+12] dans laquelle sont répertoriées les séquences du gé-
nome de Ectocarpus.
Nous avons repris le jeu d'apprentissage utilisé précédemment en remplaçant les sé-
quences à classer par ces 78 séquences. Les résultats de la classiﬁcation sur ces séquences
sont montrés en annexe B.
Nous avons utilisé diﬀérents paramètres pour réaliser l'alignement des séquences aﬁn
de vériﬁer la robustesse de la méthode vis à vis de l'alignement. Pour cela, nous avons
fait varier un paramètre t visant à déﬁnir le seuil de similarité nécessaire pour aligner deux
fragments de séquences. Nous avons réalisé trois expériences où t = {1,3,5}, 1 étant
le seuil autorisant le plus d'alignements, 5 étant un seuil très strict mais donnent des
résultats plus ﬁables.
Dans un premier temps, on peut remarquer que beaucoup de séquences ont été classées
malgré l'éloignement évolutionnaire d'Ectocarpus par rapport aux espèces modèles. De
plus, la plupart des séquences classées grâce à un concept spéciﬁque semblent rester
classées, même après variation des paramètres. Ici, les groupes de séquences formant les
nouvelles familles, sont très proches d'une expérience à l'autre se qui tend à penser que
notre méthode réussit à caractériser la spéciﬁcité de chaque famille connue et inconnue.
4.3.3 Apprentissage de grammaire sur une superfamille de séquences
Un des avantages à utiliser l'analyse de concepts formels consiste à pouvoir expliquer
la prise de décision dans la classiﬁcation et pour la détection de nouvelles familles. Il est
alors possible de construire des signatures de familles à partir de cette classiﬁcation.
En eﬀet, bien que l'approche substituabilité soit eﬃcace pour distinguer des motifs au
sein d'une même famille, cette approche possède des limites lorsqu'il s'agit de déﬁnir la
grammaire entière d'une superfamille.
Or, il est plus fréquent d'avoir un bon échantillon caractéristique d'une superfamille
que d'une famille, à cause de motifs mieux détectables au sein des séquences.
Cependant, les motifs conservés, présents sur l'ensemble des séquences, brouillent le
signal des contextes spéciﬁques à certaines familles ce qui entraine des substituabilités
non souhaitées et des pertes de corrélations.
L'idée est ici d' utiliser l'approche treillis pour trouver les familles présentes (connues
ou non) et ainsi sélectionner les contextes intéressants, spéciﬁques aux familles.
Il suﬃt ensuite de construire une grammaire par famille en utilisant uniquement les
séquences de celle-ci. L'ensemble des autres familles peut alors être vu comme un échan-
tillon négatif servant à éviter la surgénéralisation qu'entraîne la substituabilité à l'intérieur
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Algorithm 6: Construction d'une grammaire de superfamille à l'aide de l'analyse de
concepts formels
Input: Ensemble séquences S sur l'alphabet Σ des blocs
Input: Ensemble classes C =C′+unknown
Input: Ensemble de couples K de (S×C) K (une étiquette unknown signiﬁe une
séquence de classe inconnue)
Input: Treillis de concept B issus du plma de S et de K
Output: Grammaire G= 〈Σ,NK ,SK ,PK〉
1 NK ← /0,PK ← /0
/* Définition de sous-ensembles de séquences d'une même famille
dans S */
2 ( f ,C2) = classi f ication(B)
/* C2 est le nouvel ensemble de classes disponible après
classification et f est la fonction renvoyant les classes
compatibles à partir d'une séquence s. Si s était déjà annotée,
elle revise son annotation. */
3 SF = /0
4 for c ∈C2 do
5 Sc = {s ∈ S|c ∈ f (s)}
6 SF = SF ∪Sc
/* Construction d'une grammaire pour chaque famille sur le même
alphabet Σ */
7 for SFi ∈ SF do
8 Gi〈Σ,Ni,Si,Pi〉= ReGlis(SFi,Σ,k, l)
9 NK ←{NK ∪Ni}
10 PK ←{PK ∪Pi}
11 PK ←{PK ∪ (SK → Si)}
12 return 〈Σ,NK ,SK ,PK〉
de blocs contextes spéciﬁques à une famille.
Une fois l'ensemble des grammaires apprises sur les diﬀérentes familles, on peut
construire une supergrammaire en ajoutant un axiome S produisant l'union des gram-
maires de chaque famille, l'alphabet (les blocs) restant le même pour l'ensemble des
grammaires puisque tiré d'un même PLMA.
La méthode est expliquée plus formellement dans l'algorithme 6.
Cette grammaire peut ensuite servir à analyser de nouvelles séquences.
Ainsi, si cette grammaire reconnaît une nouvelle séquence, l'arbre de dérivation per-
mettra de connaître la famille à laquelle elle appartient.
Concrètement, si on reprend le schéma de la ﬁgure 3.9, cet algorithme remplace l'étape
(d).
Un exemple de grammaire obtenu sur la famille des GH16 est donné en annexe C.
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4.4 Conclusion de cette approche
Il reste à vériﬁer expérimentalement la cohérence des résultats obtenus mais les pre-
mières expériences semblent montrer un potentiel intéressant.
Nous avons décrit une méthode de classiﬁcation basée sur un treillis de concepts
comprenant à la fois un ensemble d'objets déjà classés et un ensemble d'objets à classer.
Elle a été appliquée à des séquences d'enzymes, un groupe de protéines clés impliquées
dans de nombreux processus biochimiques et avec un fort potentiel pour la découverte
de nouvelles molécules fonctionnelles. Nos résultats sont encourageants et montrent que
notre méthode de classiﬁcation est sensible et spéciﬁque. Plus de la moitié des séquences
à classer sont classées correctement par rapport à la connaissance actuelle de 34 familles.
De plus, chaque décision de classiﬁcation peut être clairement expliquée et liée à des
séquences connues ou à certaines positions dans la séquence correspondant à des blocs.
L'ambiguïté pourrait être encore réduite dans la pratique par la recherche de séquences qui
sont par nature ambiguës parce qu'elles sont constitués par exemple de deux fragments
de deux protéines de classes diﬀérentes. Ces protéines potentielles, que nous appelons
chimères, pourraient être récupérées automatiquement lors de la classiﬁcation.
Un autre aspect de ce travail est le problème de la classiﬁcation non supervisée pour
les objets avec des attributs qui sont caractéristiques des objets à classer. Nous avons
proposé un modèle pour résoudre ce problème comme un problème d'optimisation en
tenant compte de l'ambiguïté, de la parcimonie (nombre de nouvelles classes nécessaires)
et du support (nombre d'attributs).
À notre connaissance, c'est la première fois que cette question est bien formalisée en
bio-informatique. Nous avons mis en place toutes les spéciﬁcations dans ce document pour
pouvoir le résoudre via la programmation par ensembles réponses (Answer Set Program-
ming), une forme de programmation déclarative adaptée aux problèmes combinatoires
[BET11]. Une fois toutes les contraintes exprimées en formules logiques, un programme
les transforme dans un (grand) ensemble de formules booléennes et un solveur cherche
les modèles possibles de cet ensemble (les réponses), qui donnent accès aux solutions du
problème initial. Nous avons utilisé le solveur Clasp développé à l'université de Potsdam
[GKS12], laboratoire dans lequel nous avons été accueillis pendant 3 mois.
Enﬁn, nous avons pu tirer parti de cette classiﬁcation aﬁn d'inférer une grammaire à
partir de la connaissance des classes extraites par analyse de concepts formels.
La grammaire ainsi obtenue présente l'avantage de mettre en évidence les corrélations
des diﬀérents blocs conservés, et présente un aspect hiérarchique lors de la dérivation
d'une séquence par cette grammaire, permettant de retrouver à la fois la superfamille et




5.1 Les contributions apportées
En choisissant de produire un nouveau type de signature pour caractériser les familles
d'enzymes, cette thèse nous a permis d'aborder un certain nombre de problèmes dans
le domaine de l'apprentissage automatique et de la fouille de données. Nous avons pu
proposer des contributions originales dans ce cadre.
Tout d'abord, nous avons abordé le problème de caractérisation d'un ensemble de
séquences dans le cadre de la théorie des langages. A partir de là, nous avons pu observer
les limites en expressivité des techniques existantes et nous tourner vers la représentation
d'une famille en tant langage généré par une grammaire algébrique.
Bien que plusieurs techniques permettaient l'inférence de grammaires algébriques, au-
cune n'avait la faculté de produire des grammaires permettant à la fois d'identiﬁer la
structuration des exemples et de générer une classe de langage identiﬁable à limite. Parmi
les techniques existantes, heuristiques et formelles, celles basées sur des principes proche
de celui de substituabilité permettent néanmoins d'obtenir des résultats intéressants sur
des corpus réels.
Ainsi, nous nous sommes intéressés à l'inférence de la classe des langages algébriques
substituables introduite par A. Clarck [CE07] qui semblait posséder de bonnes propriétés
d'apprenabilité.
A ce stade, deux problèmes majeurs se sont posés. Dans le premier, ce type de langage
ne semblait pas adapté à la représentation des familles d'enzymes. En eﬀet, la grammaire
obtenue sur de telles données est trop spécialisée et ne permet pas de reconnaitre de
nouvelles séquences appartenant à la classe de la famille d'enzymes traitée. Nous avons
alors autorisé le relâchement de la contrainte de substituabilité globale et introduit de
nouvelles classes de langages : les langages i, j-localement et k, l-contextuellement sub-
stituables. Ces classes nous ont permis de déﬁnir de nouveaux principes de généralisation
mieux adaptés aux données biologiques. Il a alors été possible d'obtenir des signatures de
familles d'enzymes grâce à des grammaires hors-contexte et les premières expériences ont
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montrées qu'elles étaient capables de généraliser l'ensemble d'apprentissage à d'autres
séquences appartenant à cette famille et non présentes dans l'échantillon.
Le deuxième problème a été d'obtenir une grammaire permettant de déterminer la
structuration réelle des exemples qui n'a aucune raison de ressembler à la structure artiﬁ-
cielle générée par la forme normale de Chomsky utiliser classiquement pour limiter la com-
binatoire de l'espace de recherche. Pour cela, nous avons développé l'algorithme ReGliS
qui permet d'inférer une grammaire réduite d'un langage substituable à partir d'exemples
positifs. La grammaire réduite apprise correspond à la forme qui a été montrée canonique
pour les langages substituables la forme canonique apprise dans [Cla14]. Cette approche
peut être appliquée aussi bien pour le langage naturel que pour les séquences biologiques et
permet d'obtenir une grammaire plus lisible de laquelle il est possible d'extraire la struc-
turation sous-jacente du langage. Pour les enzymes, elle permet de détecter certaines
corrélations entre les diﬀérentes zones conservées d'une séquence.
Dans un deuxième temps, en côtoyant le monde biologique, nous nous sommes aperçus
que le problème même d'obtenir un échantillon d'exemples positifs appartenant à une
même famille enzymatique n'était pas trivial.
En eﬀet, au vu du peu d'enzymes caractérisées expérimentalement et du caractère
homologue de certaines enzymes de fonctions diﬀérentes appartenant à une même super-
famille, il est parfois diﬃcile de déterminer la famille d'une enzyme. A l'inverse, repérer
l'appartenance d'une séquence à une superfamille semble un problème plus facile dû à
la présence des fragments de séquences très conservés. Apprendre la grammaire d'une
superfamille directement avec notre algorithme a semblé un problème trop ambitieux. En
eﬀet, à cause des motifs de superfamille présents sur la totalité des séquences, le lan-
gage ainsi généré présentait une surgénéralisation de la famille d'enzymes à cause de la
substituabilité de blocs entre diﬀérentes familles.
Pour résoudre ce problème, et en tirant parti des bonnes propriétés qu'oﬀre un aligne-
ment local partiel multiple, nous nous sommes alors tournés vers l'analyse de concepts
formels aﬁn de classer les séquences d'une superfamille en familles. Pour cela, nous avons
implémenté un algorithme grâce à la programmation logique qui permet depuis un en-
semble de séquences et d'annotations, de classer des séquences d'une superfamille dans
des classes connues ou inconnues en utilisant un procédé de classiﬁcation supervisé, puis
non supervisé si toutes les séquences n'ont pas pu être classées. La classiﬁcation est basée
sur une analyse de concepts formels qui permet de garder la trace des décisions prises et
d'expliquer la classiﬁcation proposée.
Ce procédé peut être utilisé indépendamment de la recherche de signature d'une fa-
mille pour classer les séquences d'une superfamille d'un nouvel organisme. Il permet en
particulier la détection des nouvelles familles, fréquemment présentes dans les nouveaux
organismes non modèles séquencés.
Nous l'avons également utilisé pour créer une grammaire de superfamille générée à




Utilisation à grande échelle et visualisation
L'une des premières perspectives évidentes serait de procéder à des apprentissages
massifs de grammaires de familles et superfamilles d'enzymes aﬁn de construire une banque
comparable à celle de Prosite ou de Pfam. L'objectif serait non seulement de procéder
à un parsing des banques de données existantes grâce à ces modèles pour trouver des
nouveaux membres mais aussi de pouvoir visualiser sur les grammaires les corrélations et
dépendances présentes sur la séquence, impliquées ou non dans la fonction.
Cependant, malgré la forme réduite introduite ici, la visualisation diﬃcile d'une gram-
maire hors-contexte reste une forte limite à sa compréhension. En eﬀet, la lecture de
la grammaire obtenue n'est pas évidente pour identiﬁer les zones intéressantes. Pour les
protéines, une approche possible serait de s'inspirer de la visualisation d'un arbre de déri-
vation et de le projeter à la fois sur sa séquence et sa structure aﬁn de mieux visualiser les
interactions. Sur cette visualisation il faudrait pouvoir identiﬁer les dérivations alternatives
aﬁn de repérer les zones substituables.
Vers les grammaires multiples hors-contexte
Une deuxième perspective intéressante serait de sélectionner les blocs à utiliser en
tant que contextes pour la généralisation par substituabilité dans l'inférence produite par
ReGLiS. En eﬀet, nous avons simplement proposé dans nos travaux pour caractériser
les superfamilles de faire l'union des grammaires de chaque famille, mais il pourrait être
intéressant d'autoriser des substituabilités uniquement à l'intérieur de contextes dont les
blocs font partie d'un concept spéciﬁque à une famille pour éviter une surgénéralisation
du langage de la superfamille.
Dans ce cadre, l'utilisation des grammaires multiples hors-contexte introduite dans
[Pol84] pourrait être une idée.
Ce type de grammaire présente plusieurs avantages du fait de sa structure et per-
mettrait de substituer en même temps des groupes de facteurs au lieu d'un seul, ce qui
résoudrait le problème de la surgénéralisation lors de l'apprentissage d'une grammaire avec
un ensemble de séquences d'une superfamille entière. On peut alors envisager de substi-
tuer directement certains concepts mis en avant dans le treillis de classiﬁcation. De plus,
[Yos11] a montré que ces grammaires étaient apprenables grâce a un principe de substi-
tuabilité multiple. Il faudrait donc explorer cette piste dans le cadre de la caractérisation
d'une superfamille et voir si les concepts peuvent être étendus localement. L'idée serait
qu'en partant des exemples de séquences suivantes maxbycn et pagbhcq, on substitue
directement le groupe de facteur (x,y) par (g,h) dans le contexte (a,b,c) ce qui permet
notamment de garder les corrélations entre les éléments a, b et c.
108 Chapitre 5. Conclusions et perspectives
Introduction de connaissances
Une dernière perspective est celle de l'introduction de connaissances a priori dans le
traitement de la classiﬁcation des séquences. Cette perspective semble facilement réali-
sable grâce à la structure même d'un treillis de concept. Les attributs utilisés dans ce
manuscrit se limitent aux blocs conservés des séquences mais on peut imaginer y ajou-
ter des informations concernant non seulement la fonction mais aussi la structure ou
l'organisme dont est extraite la séquence. Cela permettrait d'avoir une vision et une com-
préhension encore plus précise de certains blocs présents sur les séquences et de leur
fonction (enzymatique, structurale, ...) au sein de celles-ci.
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Annexes
A. Alignement partiel local partiel de la superfamille des GH16
Sur l'alignement de la ﬁgure A.1, les chemins représentés par une suite d'arc repré-
sente une séquence et les blocs sont représentés par des rectangles comprenant certaines
positions des séquences.
La couleur des séquences représente leur appartenance à une classe donnée déﬁnie
comme suit :
 Agarase (EC. 3.2.1.81 ) : vert
 Kappa carraghenase (EC. 3.2.1.83 ) : orange
 Keratan sulphate hydrolase (EC. 3.2.1.103) : jaune
 Xyloglucanase (EC. 3.2.1.151) : mauve
 Laminarinase (EC. 3.2.1.39) : rouge
 Lichenase (EC. 3.2.1.73 ) : bleu
Fig. A.1  Extrait d'un alignement multiple local et partiel de séquences appartenant à la
superfamille des GH16
B. Résultats de classement obtenus sur les séquences HAD
d'Ectocarpus
Tab. 1: Classiﬁcation des séquence HAD d'Ectocarpus dans les
diﬀérentes familles, le jeu de test a été lancé avec 3 parametres
diﬀérents. Pour chaque séquence, chaque ligne correspond à un pa-
rametre (t=1, t=3 et t=5). Les colonnes correspondent respecti-
vement au nom de la séquence, à son statut de classiﬁcation, aux
familles dans lesquelles elle a été classée et éventuellement les sous-
familles déﬁnies en table2 auxquelles elles ont été ratachées par la
classiﬁcation non supervisée
Séquence Statut Familles Nouvelles familles
Esi0015_0161 classiﬁed bpgm
ambiguous bpgm cof 1_31
ambiguous pset cof
Esi0004_0179 bestclassiﬁed tpp
ambiguous bcbf cof pset tpp pmm psp s38k
unclassiﬁed
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Esi0028_0056 ambiguous atpase hera
ambiguous atpase hera
bestclassiﬁed spsc
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Séquence Statut Familles Nouvelles familles





















Esi0020_0166 ambiguous hera psp mpgp cof
ambiguous mpgp cof
unclassiﬁed
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Esi0309_0026 ambiguous hera bpgm





Esi0047_0101 ambiguous atpase hera
unclassiﬁed
bestclassiﬁed atpase


















Esi0314_0025 ambiguous hera zr25 bpgm
unclassiﬁed
unclassiﬁed
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ambiguous bcbf cof pset p5n1 tpp pmm psp s38k
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Tab. 2  Nouvelles familles découvertes pour l'expérience de classiﬁcation des séquence de
Ectocarpus. Chaque colonne correspond aux familles découvertes pour chaque expérience
faisant varier la valeur t (respectivement 1,3 et 5). Le nom de chaque famille est indiqué
en gras.
C. Grammaire obtenue la superfamille des GH16
start
N0 → N0f103X | N0f151X | N0f39X | N0f73X | N0f83X | N0fnew1X
règles start des diﬀérentes familles
N0f103X → GXf103X1 Xf103X70 | GXf103X5 Xf103X70 | Gap GXf103X1 Xf103X70 | Gap Xf103X32 Plma15 Plma16 Xf103X35
| Gap Xf103X32 Plma15 Plma16 Xf103X4 | Gap Xf103X6 Plma225 Plma26 Plma27 Plma28 Xf103X25 | Gap Xf103X8 Plma21
Plma22 Plma23 GPlma24 Xf103X20 | Plma21 Plma22 Plma23 GPlma24 Xf103X20 | Plma5 Plma6 Plma7 GPlma8 Xf103X12 |
Plma6 Plma7 GPlma8 Xf103X12 | Xf103X32 Plma15 Plma16 Xf103X35 | Xf103X32 Plma15 Plma16 Xf103X4 | Xf103X50 Plma5
Plma6 Plma7 GPlma8 Xf103X12 | Xf103X6 Plma225 Plma26 Plma27 Plma28 Xf103X25 | Xf103X8 Plma21 Plma22 Plma23
GPlma24 Xf103X20
N0f151X → Plma103 Plma104 Plma233 Plma106 Plma73 Plma46 Plma21 Plma22 Plma234 | Plma232 Plma103 Plma104 Plma233
Plma106 Plma73 Plma46 Plma21 Plma22 Plma234 | PlmaEx1 | Xf151X9 Plma232 Plma103 Plma104 Plma233 Plma106 Plma73
Plma46 Plma21 Plma22 Plma234
N0f39X → GPlma50 Xf39X5 Plma21 Plma22 Xf39X48 | Xf39X1 Plma28 GPlma29 Xf39X28 | Xf39X2 Xf39X5 Plma21 Plma22
Xf39X48 | Xf39X25 Plma79 Plma80 GPlma81 Xf39X97 | Xf39X5 Plma21 Plma22 Xf39X48
N0f73X → Xf73X11 Plma21 Plma22 Xf73X46
N0f83X → Xf83X10 Plma46 Plma21 Plma22 Plma23 Plma188 Xf83X11 Plma34 Plma35 Plma36 Xf83X6
N0fnew1X → GPlma50 Plma39 Plma40 Plma41 Plma42 Plma9 Plma10 Plma52 PlmaEx48 Plma56 PlmaEx49 Plma12 Plma13
Plma62 PlmaEx51 Plma15 Plma16 Plma17 Plma18 Plma19 PlmaEx32 Plma21 Plma22 Plma23 GPlma121 Plma69 Plma28 Plma29
Plma30 Plma31 Plma32 Plma49 | GXfnew1X26 GXfnew1X8 Xfnew1X29 Plma143 Plma144 Xfnew1X32 | GXfnew1X26 Plma151
Plma152 Plma130 Xfnew1X6 | GXfnew1X26 Xfnew1X8 Plma154 Plma155 Plma156 Plma157 Plma158 Plma159 Plma134 Plma135
Plma160 Xfnew1X52 Plma138 Plma139 Xfnew1X107 | GXfnew1X58 Xfnew1X31 | GXfnew1X8 Xfnew1X29 Plma143 Plma144
Xfnew1X32 | Plma146 Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Plma160 Xfnew1X52 Plma138 Plma139 Xfnew1X107
| Plma146 Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Xfnew1X65 | Plma147 Plma128 Xfnew1X43 Plma134 Plma135
Plma160 Xfnew1X52 Plma138 Plma139 Xfnew1X107 | Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Xfnew1X65 | Plma151
Plma152 Plma130 Xfnew1X6 | Plma152 Plma130 Xfnew1X6 | Plma39 Plma40 Plma41 Plma42 Plma9 Plma10 Plma52 PlmaEx48
Plma56 PlmaEx49 Plma12 Plma13 Plma62 PlmaEx51 Plma15 Plma16 Plma17 Plma18 Plma19 PlmaEx32 Plma21 Plma22 Plma23
GPlma121 Plma69 Plma28 Plma29 Plma30 Plma31 Plma32 Plma49 | Plma4 Plma5 Plma6 GPlma7 Plma171 Plma143 PlmaEx83 |
Plma40 Plma41 Plma42 Plma9 Plma10 Plma52 PlmaEx48 Plma56 PlmaEx49 Plma12 Plma13 Plma62 PlmaEx51 Plma15 Plma16
Plma17 Plma18 Plma19 PlmaEx32 Plma21 Plma22 Plma23 GPlma121 Plma69 Plma28 Plma29 Plma30 Plma31 Plma32 Plma49
| Plma5 Plma6 GPlma7 Plma171 Plma143 PlmaEx83 | PlmaEx3 Plma4 Plma5 Plma6 GPlma7 Plma171 Plma143 PlmaEx83 |
Xfnew1X12 Plma133 Plma134 Plma135 Xfnew1X65 | Xfnew1X19 Plma137 Plma138 Plma139 Xfnew1X107 | Xfnew1X51 Plma146
Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Plma160 Xfnew1X52 Plma138 Plma139 Xfnew1X107 | Xfnew1X51 Plma146
Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Xfnew1X65
règles de subsubstitutabilité
Xf103X1→ GPlma209 GPlma210 GPlma211 GPlma212 GPlma213 GPlma214 GPlma215 GPlma216 GPlma217 GPlma218 GPlma219
GPlma220 GPlma221 Xf103X100 Plma13 Plma222 | GPlma210 GPlma211 GPlma212 GPlma213 GPlma214 GPlma215 GPlma216
GPlma217 GPlma218 GPlma219 GPlma220 GPlma221 Xf103X100 Plma13 Plma222 | GPlma211 GPlma212 GPlma213 GPlma214
GPlma215 GPlma216 GPlma217 GPlma218 GPlma219 GPlma220 GPlma221 Xf103X100 Plma13 Plma222 | Plma5 Plma6 Plma7
GPlma8 Plma42 Plma9 PlmaEx23 Plma55 Plma56 Plma57 PlmaEx50 Plma59 Xf103X5 | Plma6 Plma7 GPlma8 Plma42 Plma9
PlmaEx23 Plma55 Plma56 Plma57 PlmaEx50 Plma59 Xf103X5 | Xf103X50 Plma5 Plma6 Plma7 GPlma8 Plma42 Plma9 Pl-
maEx23 Plma55 Plma56 Plma57 PlmaEx50 Plma59 Xf103X5
Xf103X100 → Plma61 | PlmaEx105
Xf103X109 → GPlma66 Plma88 Plma21 Plma22 GPlma47 Plma69 Plma28 PlmaEx41 | PlmaEx106 Plma22 Plma23 GPlma107
Xf103X20
Xf103X12 → Plma42 Plma9 PlmaEx23 Plma55 Plma56 Plma57 PlmaEx50 Plma59 N0f103X | PlmaEx22 Plma72 Plma53 Plma43
Plma44 Plma54 Plma55 Plma56 GPlma124 Plma12 Plma13 Plma62 PlmaEx52 Xf103X70
Xf103X20 → Plma224 Plma225 Plma26 Plma27 Plma28 Xf103X25 | PlmaEx40 Plma33 Plma34 Plma35 Plma36 Plma37 PlmaEx46
Xf103X25 → GPlma226 Plma227 | Plma29 Plma30
Xf103X32 → GXf103X1 Plma223 | Xf103X5 Plma230
Xf103X33 → Plma85 Plma228 PlmaEx106 Plma22 Plma23 Plma107 | PlmaEx29 Plma21 Plma22 Plma23 Plma24
Xf103X35 → GPlma64 Plma78 Plma79 Plma80 GPlma81 Plma208 Plma46 Plma21 Plma22 PlmaEx34 | GXf103X33 Xf103X20 |
Plma85 Plma228 Xf103X109
Xf103X4 → Plma17 GPlma18 Xf103X86 | Plma85 Plma228 Xf103X109
Xf103X5 → Plma13 Plma62 Plma229 | Plma42 Plma9 Plma10 Plma11 PlmaEx26 Plma12 Plma13 Plma14 Plma125 | Plma5 Plma6
Plma7 Plma8 PlmaEx22 Plma72 Plma53 Plma43 Plma44 Plma54 Plma55 Plma56 GPlma124 Plma12 Plma13 Plma62 PlmaEx52
| Plma6 Plma7 Plma8 PlmaEx22 Plma72 Plma53 Plma43 Plma44 Plma54 Plma55 Plma56 GPlma124 Plma12 Plma13 Plma62
PlmaEx52 | Plma60 Xf103X100 Plma13 Plma62 Plma229 | Plma9 Plma10 Plma11 PlmaEx26 Plma12 Plma13 Plma14 Plma125
| PlmaEx9 Plma42 Plma9 Plma10 Plma11 PlmaEx26 Plma12 Plma13 Plma14 Plma125 | Xf103X100 Plma13 Plma62 Plma229 |
Xf103X50 Plma5 Plma6 Plma7 Plma8 PlmaEx22 Plma72 Plma53 Plma43 Plma44 Plma54 Plma55 Plma56 GPlma124 Plma12
Plma13 Plma62 PlmaEx52
Xf103X50 → Plma4 | PlmaEx6
Xf103X6 → Xf103X32 Plma15 Plma16 GXf103X33 Plma224 | Xf103X32 Plma15 Plma16 Plma17 GPlma18 Plma126 PlmaEx68
Plma120 Plma21 Plma22 PlmaEx37 | Xf103X8 Plma21 Plma22 Plma23 GPlma24 Plma224
Xf103X70 → Plma223 Plma15 Plma16 Xf103X35 | Plma230 Plma15 Plma16 Xf103X4
Xf103X8 → Plma86 | PlmaEx12 Plma86 | Xf103X32 Plma15 Plma16 PlmaEx29
Xf103X86 → Plma126 PlmaEx68 Plma120 Plma21 Plma22 PlmaEx37 Plma225 Plma26 Plma27 Plma28 Xf103X25 | Plma19 Pl-
maEx31
Xf151X9 → Plma231 | PlmaEx18
Xf39X1 → GPlma50 Xf39X5 Plma21 Plma22 Xf39X17 | GXf39X8 GXf39X29 Plma26 Plma27 | Xf39X2 Xf39X5 Plma21 Plma22
Xf39X17 | Xf39X37 Plma13 Plma14 Xf39X96 Plma16 Plma17 GXf39X4 Plma26 Plma27 | Xf39X5 Plma21 Plma22 Plma23
GPlma24 Plma25 Plma26 Plma27 | Xf39X5 Plma21 Plma22 Xf39X17 | Xf39X69 Plma9 Plma10 Plma11 Xf39X3
Xf39X111 → PlmaEx10 | PlmaEx11
Xf39X13 → GPlma74 GPlma75 Plma76 | GPlma75 Plma76 | Xf39X111 GPlma74 GPlma75 Plma76 | Xf39X69 Plma9 Plma10
Plma11 PlmaEx27 Plma43 Plma44
Xf39X133 → Plma11 Plma72 | Plma52
Xf39X16 → PlmaEx25 Plma12 | PlmaEx27 Plma43 GPlma44 Plma45
Xf39X17 → Plma47 GPlma48 Plma26 Plma27 | Plma68 Plma69
Xf39X19 → GPlma32 Xf39X99 | Plma70 Plma35 Plma71
Xf39X2 → GPlma38 Plma39 Plma40 | GPlma50 Plma51 | Plma39 Plma40 | Plma40 | Plma51
Xf39X24 → GXf39X76 Plma4 Plma5 Plma6 Plma7 | Plma4 Plma5 Plma6 Plma7 | Plma5 Plma6 Plma7 | Plma5 Plma6 PlmaEx19
| Plma6 PlmaEx19 | PlmaEx4 Plma5 Plma6 PlmaEx19
Xf39X25 → GXf39X24 GPlma83 GPlma84 Xf39X96 Plma16 PlmaEx30 | Xf39X37 Plma13 Plma14 Xf39X96 Plma16 Plma17
GPlma77 Plma78
Xf39X28 → Plma30 Plma31 Xf39X19 | Plma82
Xf39X29 → Plma46 Plma21 Plma22 Plma47 Plma48 | PlmaEx33 Plma21 Plma22 Plma23 GPlma24 Plma25
Xf39X3 → GXf39X67 GXf39X29 Plma26 Plma27 | GXf39X67 Plma46 Plma21 Plma22 Xf39X17 | Plma72 Plma53 Plma43 Plma44
Plma54 Plma55 Plma56 Plma57 Plma58 Plma59 Plma60 Plma61 Plma13 Plma62 GPlma63 Xf39X96 Plma16 Plma64 Plma65
Plma66 GPlma67 Xf39X38 Plma21 Plma22 Xf39X17 | Xf39X16 Plma13 Plma14 Xf39X96 Plma16 Plma17 GXf39X4 Plma26
Plma27
Xf39X32 → Plma18 Plma19 Plma20 PlmaEx33 Plma21 Plma22 Plma23 Plma24 | Plma77 PlmaEx55 Plma80 PlmaEx56 Plma21
Plma22 PlmaEx35
Xf39X37 → GXf39X13 Plma45 | Xf39X69 Plma9 Plma10 Plma11 Xf39X16
Xf39X38 → Plma73 Plma46 | PlmaEx54
Xf39X4 → GPlma77 Xf39X65 | GXf39X32 Plma25 | Plma18 Plma19 GPlma20 Xf39X29
Xf39X40 → GPlma83 GPlma84 Xf39X96 Plma16 Xf39X83 | Plma8 PlmaEx21 Plma9 Plma10 Plma11 Xf39X67 PlmaEx33
Xf39X48 → Plma23 Xf39X56 | Xf39X17 Plma28 GPlma29 Xf39X28
Xf39X5 → GXf39X24 Xf39X40 | GXf39X50 Xf39X38 | GXf39X76 GXf39X24 Xf39X40 | GXf39X8 Plma46 | Xf39X25 Plma79
Plma80 GPlma81 Plma88 | Xf39X8 PlmaEx33
Xf39X50 → Plma89 Plma90 Plma91 Plma92 Plma93 Plma94 Plma95 Plma96 Plma97 Plma98 Plma99 Plma12 Plma100 Plma101
Plma102 Plma103 Plma104 Plma105 Plma106 | Plma90 Plma91 Plma92 Plma93 Plma94 Plma95 Plma96 Plma97 Plma98 Plma99
Plma12 Plma100 Plma101 Plma102 Plma103 Plma104 Plma105 Plma106 | Plma91 Plma92 Plma93 Plma94 Plma95 Plma96
Plma97 Plma98 Plma99 Plma12 Plma100 Plma101 Plma102 Plma103 Plma104 Plma105 Plma106 | Xf39X69 Plma9 Plma10
GXf39X133 Plma53 Plma43 Plma44 Plma54 Plma55 Plma56 Plma57 Plma58 Plma59 Plma60 Plma61 Plma13 Plma62 GPlma63
Xf39X96 Plma16 Plma64 Plma65 Plma66 Plma67
Xf39X56 → GPlma24 Plma25 Plma26 Plma27 Plma28 GPlma29 Xf39X28 | GXf39X78 Xf39X99 | Plma107 Plma108 Plma109
PlmaEx63 | PlmaEx39 Plma35 Plma36 Plma87
Xf39X65 → Plma78 Plma79 Plma80 Plma81 PlmaEx57 Plma21 Plma22 PlmaEx36 | PlmaEx55 Plma80 PlmaEx56 Plma21 Plma22
PlmaEx35 Plma25
Xf39X67 → Plma72 Plma53 Plma43 Plma44 Plma54 Plma55 Plma56 Plma57 Plma58 Plma59 Plma60 Plma61 Plma13 Plma62
GPlma63 Xf39X96 Plma16 Plma64 Plma65 Plma66 GPlma67 Plma73 | Xf39X16 Plma13 Plma14 Xf39X96 Plma16 Plma17 Plma18
Plma19 Plma20
Xf39X69 → GPlma38 Plma39 Plma40 Plma41 Plma42 | GXf39X76 Xf39X24 Plma8 PlmaEx21 | Plma39 Plma40 Plma41 Plma42
| Plma40 Plma41 Plma42 | Plma41 Plma42 | Plma42 | Plma51 Plma41 Plma42 | Xf39X24 Plma8 PlmaEx21
Xf39X76 → Plma3 | PlmaEx2
Xf39X78 → GPlma24 Plma25 Plma26 Plma27 Plma28 Plma29 Plma30 Plma31 Plma32 | PlmaEx38
Xf39X8 → GXf39X50 Plma73 | Xf39X37 Plma13 Plma14 Xf39X96 Plma16 Plma17 Plma18 Plma19 Plma20 | Xf39X69 Plma9
Plma10 Plma11 Xf39X67
Xf39X83 → GPlma85 Plma86 | PlmaEx30 Plma79 Plma80 GPlma81 Plma88
Xf39X96 → Plma15 | PlmaEx53
Xf39X97 → Plma88 Plma21 Plma22 Xf39X48 | PlmaEx57 Plma21 Plma22 PlmaEx36 Plma26 Plma27 Plma28 GPlma29 Xf39X28
Xf39X98 → PlmaEx44 | PlmaEx45
Xf39X99 → Plma33 Plma34 Plma35 Plma36 Plma37 Xf39X98 | Plma49
Xf73X1 → GPlma3 Plma93 PlmaEx58 | GXf73X15 Plma97 | Plma92 Plma93 Xf73X27 | Plma93 PlmaEx58 | PlmaEx58 | Xf73X16
Plma92 Plma93 Xf73X27 | Xf73X3 Xf73X16 Plma92 Plma93 Xf73X27
Xf73X11 → GXf73X18 Plma119 Plma120 | Xf73X13 Plma101 Plma102 Plma103 Plma104 Plma105 Plma106 Plma73 Plma46
Xf73X13 → Plma92 Plma93 Plma94 Xf73X19 | Xf73X1 Plma98 Plma99 Plma12 Plma100 | Xf73X16 Plma92 Plma93 Plma94
Xf73X19
Xf73X15 → Plma92 Plma93 PlmaEx59 Plma115 | Xf73X16 Plma92 Plma93 Plma94 Plma95 Plma96 | Xf73X16 Plma92 Plma93
PlmaEx59 Plma115 | Xf73X3 Xf73X16 Plma92 Plma93 PlmaEx59 Plma115
Xf73X16 → Plma114 | Plma90 Plma91 | Plma91 | PlmaEx13 Plma91 | Xf73X28 Plma91 | Xf73X3 Plma114
Xf73X18 → Plma12 PlmaEx28 Plma102 Plma103 | Plma40 Plma41 Plma42 Plma9 Plma10 PlmaEx24 Plma44 Plma54 Plma55
Plma56 GPlma124 Plma12 Plma13 Plma14 Plma125 PlmaEx67 Plma15 Plma16 Plma17 GPlma18 Plma126 | Plma41 Plma42
Plma9 Plma10 PlmaEx24 Plma44 Plma54 Plma55 Plma56 GPlma124 Plma12 Plma13 Plma14 Plma125 PlmaEx67 Plma15 Plma16
Plma17 GPlma18 Plma126 | PlmaEx28 Plma102 Plma103 | PlmaEx7 Plma12 PlmaEx28 Plma102 Plma103 | PlmaEx8 Plma40
Plma41 Plma42 Plma9 Plma10 PlmaEx24 Plma44 Plma54 Plma55 Plma56 GPlma124 Plma12 Plma13 Plma14 Plma125 PlmaEx67
Plma15 Plma16 Plma17 GPlma18 Plma126
Xf73X19 → Plma95 Xf73X43 Plma98 Plma99 Plma12 Plma100 | PlmaEx60 Plma112 Plma98 PlmaEx61
Xf73X20 → Plma107 Plma108 Xf73X7 | Plma121 PlmaEx66
Xf73X27 → Plma94 Plma95 Xf73X43 | PlmaEx59 GPlma115 Plma97
Xf73X28 → GPlma122 Plma90 | GXf73X49 Plma90 | Plma90 | PlmaEx13
Xf73X3 → Plma113 | PlmaEx14
Xf73X32 → Plma110 Xf73X57 | Plma117 Xf73X41 | PlmaEx63 | PlmaEx64
Xf73X41 → Plma118 | PlmaEx65
Xf73X43 → Plma115 Plma116 Plma112 | Plma96 Plma97
Xf73X46 → Plma23 Xf73X20 | Plma47 Plma48 PlmaEx47 Plma27 Plma28 Plma29 PlmaEx42 Plma33 Plma34 Plma35 Plma36
PlmaEx43
Xf73X49 → Plma122 | Plma89
Xf73X57 → Plma111 | Plma123
Xf73X7 → Plma109 Xf73X32 | PlmaEx62
Xf83X10 → Xf83X16 Xf83X66 | Xf83X4 Xf83X35
Xf83X11 → Plma189 Xf83X57 | Xf83X7 Plma33
Xf83X13 → Plma175 Plma74 Plma176 Plma115 Plma177 | Plma176 Plma115 Plma177 | Plma195 Plma196 Plma6 Plma197
Plma198 GPlma199 Plma200 | Plma196 Plma6 Plma197 Plma198 GPlma199 Plma200 | Plma6 Plma197 Plma198 GPlma199
Plma200 | Plma74 Plma176 Plma115 Plma177
Xf83X16 → Plma5 Plma6 Plma7 PlmaEx20 Plma178 PlmaEx96 Plma183 PlmaEx98 | Plma6 Plma7 PlmaEx20 Plma178 Pl-
maEx96 Plma183 PlmaEx98 | PlmaEx5 Plma5 Plma6 Plma7 PlmaEx20 Plma178 PlmaEx96 Plma183 PlmaEx98 | Xf83X4 Plma181
Plma182 Plma183 Plma184 PlmaEx99 | Xf83X4 Plma182 Plma183 Plma201 Plma186 Plma202
Xf83X21 → Plma185 Plma186 Plma187 Plma73 | PlmaEx99 Xf83X66
Xf83X30 → Plma190 Plma191 | Plma203 Plma204
Xf83X31 → Plma205 | PlmaEx101
Xf83X35 → Plma181 Plma182 Plma183 Plma184 Xf83X21 | Plma182 Plma183 Plma201 Plma186 Plma202 Xf83X66
Xf83X4 → Plma196 Plma6 GPlma7 Plma198 PlmaEx102 Plma178 Plma179 PlmaEx97 | Plma6 GPlma7 Plma198 PlmaEx102
Plma178 Plma179 PlmaEx97 | PlmaEx17 Plma196 Plma6 GPlma7 Plma198 PlmaEx102 Plma178 Plma179 PlmaEx97 | Xf83X13
Plma178 Plma179 Plma180
Xf83X44 → GPlma193 Plma194 | GPlma206 Plma207
Xf83X57 → Plma203 Xf83X63 | Xf83X30 Plma33
Xf83X58 → Plma189 Plma190 | PlmaEx100
Xf83X6 → Plma37 Plma192 GXf83X31 Xf83X44 | Plma87
Xf83X63 → Plma204 Plma33 | PlmaEx104
Xf83X66 → Plma208 | PlmaEx103
Xf83X7 → Plma189 Xf83X30 | Xf83X58 Plma191
Xfnew1X107 → Plma163 Plma164 Xfnew1X39 Plma167 Plma140 GXfnew1X47 Xfnew1X31 | PlmaEx79 Plma140 GXfnew1X47
Xfnew1X31
Xfnew1X119 → PlmaEx75 Plma136 PlmaEx78 Plma137 Plma138 Plma139 PlmaEx79 | PlmaEx77 Plma139 Plma163 PlmaEx90
Plma166 Plma167
Xfnew1X12→ GXfnew1X26 Plma151 Plma152 Plma130 Xfnew1X59 | GXfnew1X8 Plma132 | Plma146 Plma147 Plma128 GPlma129
Plma152 Plma130 PlmaEx73 Plma156 Plma157 | Plma147 Plma128 GPlma129 Plma152 Plma130 PlmaEx73 Plma156 Plma157
| Plma151 Plma152 Plma130 Xfnew1X59 | Plma152 Plma130 Xfnew1X59 | Xfnew1X51 Plma146 Plma147 Plma128 GPlma129
Plma152 Plma130 PlmaEx73 Plma156 Plma157
Xfnew1X17 → Plma173 | PlmaEx94
Xfnew1X19 → GXfnew1X26 Xfnew1X8 Plma154 Plma155 Plma156 Plma157 Plma158 Plma159 Plma134 Plma135 Plma160
Plma161 Plma136 Plma162 | Plma146 Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Plma160 Plma161 Plma136 Plma162
| Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Plma160 Plma161 Plma136 Plma162 | Xfnew1X12 Plma133 Plma134 Plma135
PlmaEx75 Plma136 PlmaEx78 | Xfnew1X51 Plma146 Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Plma160 Plma161 Plma136
Plma162
Xfnew1X21 → Plma160 Xfnew1X52 Plma138 Plma139 Plma163 Plma164 Xfnew1X39 Plma167 Plma140 Xfnew1X47 | Xfnew1X119
Plma140 Xfnew1X47
Xfnew1X26 → Plma38 | Xfnew1X34 Plma150
Xfnew1X29 → Plma132 Plma133 Plma134 Plma135 PlmaEx76 Plma139 PlmaEx80 Plma140 Plma141 PlmaEx81 | Plma154
Plma155 Plma156 Plma157 Plma158 Plma159 Plma134 Plma135 GXfnew1X21 Plma171
Xfnew1X31 → Plma171 Plma143 Plma144 Xfnew1X32 | PlmaEx82 Plma143 Plma144 PlmaEx84
Xfnew1X32 → Plma172 Xfnew1X17 | Plma174
Xfnew1X34→ Plma128 PlmaEx69 | Plma146 Plma147 Plma128 Plma148 Plma149 | Plma147 Plma128 Plma148 Plma149 | Plma147
Plma128 PlmaEx69 | PlmaEx16 Plma147 Plma128 PlmaEx69 | Xfnew1X51 Plma146 Plma147 Plma128 Plma148 Plma149
Xfnew1X38 → Plma170 | PlmaEx93
Xfnew1X39 → Plma165 Plma166 | PlmaEx91
Xfnew1X41 → Plma131 Plma153 Plma154 Plma155 Plma156 Plma157 Plma158 Plma159 Plma134 Plma135 Plma160 Xfnew1X52
Plma138 Plma139 Plma163 Plma164 Plma165 | Xfnew1X59 Plma133 Plma134 Plma135 PlmaEx77 Plma139 Plma163 PlmaEx90
Xfnew1X43 → GPlma129 Plma152 Plma130 PlmaEx73 Plma156 Plma157 Plma133 | Plma148 Plma149 Plma150 Xfnew1X8
Plma154 Plma155 Plma156 Plma157 Plma158 Plma159
Xfnew1X47 → Plma141 Plma142 | Plma168 Plma169 Xfnew1X38
Xfnew1X51 → Plma145 | PlmaEx15
Xfnew1X52 → Plma161 Plma136 Plma162 Plma137 | PlmaEx88
Xfnew1X58 → GXfnew1X26 Plma151 Plma152 Plma130 Xfnew1X41 Plma166 Plma167 Plma140 Xfnew1X47 | GXfnew1X26 Xf-
new1X8 Plma154 Plma155 Plma156 Plma157 Plma158 Plma159 Plma134 Plma135 Xfnew1X21 | Plma146 Plma147 Plma128
Xfnew1X43 Plma134 Plma135 Xfnew1X21 | Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Xfnew1X21 | Xfnew1X12 Plma133
Plma134 Plma135 Xfnew1X21 | Xfnew1X19 Plma137 Plma138 Plma139 Plma163 Plma164 Xfnew1X39 Plma167 Plma140 Xf-
new1X47 | Xfnew1X51 Plma146 Plma147 Plma128 Xfnew1X43 Plma134 Plma135 Xfnew1X21
Xfnew1X59 → Plma131 GPlma153 Plma132 | PlmaEx72 Plma156 PlmaEx86
Xfnew1X6 → Plma131 GPlma153 Xfnew1X29 Plma143 Plma144 Xfnew1X32 | Plma131 Plma153 Plma154 Plma155 Plma156
Plma157 Plma158 Plma159 Plma134 Plma135 Plma160 Xfnew1X52 Plma138 Plma139 Xfnew1X107 | Xfnew1X41 Plma166 Plma167
Plma140 GXfnew1X47 Xfnew1X31 | Xfnew1X59 Plma133 Plma134 Plma135 Xfnew1X65
Xfnew1X65 → GXfnew1X21 Xfnew1X31 | PlmaEx75 Plma136 PlmaEx78 Plma137 Plma138 Plma139 Xfnew1X107 | PlmaEx76
Plma139 PlmaEx80 Plma140 Plma141 PlmaEx81 Plma143 Plma144 Xfnew1X32
Xfnew1X8 → GXfnew1X26 Plma151 Plma152 Plma130 Plma131 Plma153 | Plma127 Plma128 Plma129 PlmaEx70 Plma130
Plma131 PlmaEx74 | Plma128 Plma129 PlmaEx70 Plma130 Plma131 PlmaEx74 | Plma129 PlmaEx70 Plma130 Plma131 Pl-
maEx74 | Plma151 Plma152 Plma130 Plma131 Plma153 | Plma152 Plma130 Plma131 Plma153
règles déﬁnissant les blocs plma
Plma10 → ATc
Plma100 → IVc NV NS NS NF
Plma101 → FYc NT GYc ETc GWc DPc ASTWc
Plma102 → DEHc DGNc
Plma103 → DNRTc KPQVc RWc DVc NE ILVc ND FIc NE FIVc NL NG
Plma104 → KNYc DNRc STc GTc KQRc
Plma105 → AIVc NQ NF NN WYc FYc KTc
Plma106 → HNc EGc AKQVc NG DGHKNc HKNRc NE FHKQYc FILRVYc AHIVYc DNSYc
Plma107 → EKQRTVc AEKLc KVc FHYc
Plma108 → RTc AGc TYc ADENQRTc DNQc NI NP ADKQSTVc ATc NP GQc NK NI NM NM NN ALc NW NPc NG AIKLTVc
GTc NV ND DEGSc NW LTc GKRc APRSVc FYc DNc NG
Plma109 → ARVc NTc NPc ILc QSTYc ARc EHSYc LYc DEHQc WYc MVc KRSTc NY
Plma11 → DNc
Plma110 → NT
Plma111 → NK KRc
Plma112 → ASc RYc NPc
Plma113 → NM NK NN NR NV NI NS NL NL NM NA NS NL NL NL NV NL NS NV NI NV NA NP NF NY NK NA NE NA
NA NT NV NV NN NT NP NF NV NA NV NF NS NN NF
Plma114 → DEc NS NSc QRc FWc
Plma115 → NN NG NK LMc IKc NL NT ILTc DKc NR DEc
Plma116 → NY NG NG
Plma117 → NYc KPc NN NG
Plma118 → NV NP NQ ND NN NP NT NP NT NP NT NI NA NP NS NT NP NT NN NP NN NL NP NL NK NG ND NV NN
NG ND NG NH NV NN NS NS ND NY NS NL NF NK NR NY NL NL NR NV NI ND NR NF NP NV NG ND NQ NS NV NA
ND NV NN NR ND NG NR NI ND NS NT ND NL NT NM NL NK NR NY NL NI NR NA NI NP NS NL
Plma119 → NP
Plma12 → NY NG HIKLMRYc FIVYc DEQc ACFIVc NRSc AIMc KQRWc ALMPVc AIMPc AKNSTc AGNc DKPQRSTVc NG
Plma120 → AGTc NA DERc DQTc
Plma121 → NQ NE
Plma122 → NM NK NK NK NS CWc NF NT NL MVc ITc NT FGc AVc FIc NS NL FIc NF
Plma123 → NS NN
Plma124 → AVc QSc
Plma125 → NG
Plma126 → GSc STc LVc NH NT EKc AKc FYc NN NH LVc LMc NG NT NQ
Plma127 → HQc NA AQc ADc ALc DEc NW DEc
Plma128 → DEQSc FLYc PSc IVc NP NA ADQc APc GPc AEGMc GNc KMQRYc ERSTc NW EQc NL
Plma129 → LVc
Plma13 → LNTVc FWc NP NA FILc NW LMc LMc
Plma130 → GKNRc NW DLNRTVc ADEc AGHQSYc FHKYc IKMPc DHNc AGNPSc NW ILPQSc NG NP AGc ADFLNRc GSTc
DEFLNVc FWYc EKRSc ASTc DEGNRc HNc NS
Plma131 → FWYc
Plma132 → NY IVc NT NS KRc KTc PQc LVc ERc PYc NP NL NY NT NE NV LRc NM
Plma133 → KQRc AVc NS GPSc LTc KPVc
Plma134 → LMc
Plma135 → ASc NSTc AGNc FVc NW LMc NL NS ADERYc ND DNSc ETVc ENQRTc NE ILc ND AIVc AIMVc NE ACISc NY
NG DGNSTc
Plma136 → KQc HRc NM HNc LTVc ASc HYc NH IVc NF IQVc NR DENc NP NF QTc DEc
Plma137 → GNc GQc EPc LTc LYc NR NN GKc NF HRc
Plma138 → NR IYc
Plma139 → AGc AVc FHYc NW IKQRc DNSc ADPc FRTWYc EHNYc CFILVc DEc FIYc FYc FILVYc DNc NG
Plma14 → NP CDKQRc DNRWc NQSc DEHQTVc FYc
Plma140 → DNSc EKQRSc PSc NM HRc ILVc ILc FLc DNTc LMTVc NE ADEHSYc HQc DPQTc NW NR
Plma141 → KVc DKQc ARSc NG IVc
Plma142 → DEc
Plma143 → DENRc NL ALc ND AEPSWc GNSTc IKLQRc NSc IKNRTc AFILMTc QRWYc IVYc DRc NW ILVc NR
Plma144 → TVc LYc KQRc
Plma145 → FIc NM ASc NI ITc NS AVc NQ AGc NA
Plma146 → DEc NW
Plma147 → ASc
Plma148 → DQc PSc NV NS ND DEc NF NN NY
Plma149 → NI NA PQc PTc NN NN
Plma15 → AGNSTVc DGNPRSTYc
Plma150 → NK APTc ASc AEc FLc
Plma151 → GNTc
Plma152 → DENRSTc
Plma153 → LTc TVc NG NG
Plma154 → AVc NL NG NL NQ NA NT NE NK ATc
Plma155 → NG NT NSc EKc
Plma156 → LVc KLNYc ACLSc NG AIVc IVc NS STc HKTc AEc ATc FLc STc NY NP LVc FYc LMVc NE
Plma157 → AVc MRSc IVc
Plma158 → NK
Plma159 → NP NT NN NN NT
Plma16 → NW APc ADHIKRTWYc CDNQSYc GVc NE ILMTVc ND IVc FMTVWc NE
Plma160 → DSc KRc
Plma161 → IPVc NG NQ NE NW FYc ADc
Plma162 → NY NQ NP KTc ND AGSc NG STc NW IVYc HYc DNc
Plma163 → EVc HLRc NV NR STc
Plma164 → ITVc STc
Plma165 → NG EPc GNc NI NI ND NP EKQc
Plma166 → GNc DYc FTc DNc NG KTc
Plma167 → NG FLc
Plma168 → DSc
Plma169 → AVc NK
Plma17 → AEHSVYc RVc NG





Plma175 → NA NSc MPc NQ NP HPc NI NA NK NP NG NE NT NW NI NL NQ AEc NK NR NS ND NE NF DNc NV NK ND
NA
Plma176 → KRc NN NE NN NA NT NV NS
Plma177 → STc NH NQc NR NT NF NW ND NG NC NN NQ NQ NQ NV NA NN NY NP NL NY
Plma178 → FYc NT SVc AGc IMVc AFLc KQc STc KRYc AQc KTVc FGTc NTc NY NG NY FYc NE NA KRc NI KQc NG
ACSc DNPSc IRTVc FGc EPc NG LVc CSc NP ASc NF NW LMc NY NS
Plma179 → DKTc FIc ND DRYc STc ILVc
Plma18 → FKQRVc DLNRTc NP
Plma180 → ATc
Plma181 → EKc
Plma182 → EKNc EGc ADEc
Plma183 → ITVc QRTVc NY NS NE NI ND IVc NV NE LMc LQSTc NQ
Plma184 → KRc
Plma185 → GSc ANc NV NR NE NS ND NH ND
Plma186 → NL NH ANc IVc NV KVc EKc NN NG KQSc GPc TVc NW KMc NR NP GKc MSc AFYc NP EQc
Plma187 → NT NN NH NN NG NY NH
Plma188 → EIVc EIKQc NV AGc ERYc KQSc DEKPc NN HKLTc FNYc NW NH LRc EPQc NM NTc LVc ATc ILc STc LMQc
EGc NL NR AEKPc NP
Plma189 → FHYc
Plma19 → GNQc QRSc ILVc
Plma190 → NT EQc NW KRc NC NN NQ NF NY NP NS NA
Plma191 → NTc AKc
Plma192 → SVc AGc GNc NN
Plma193 → NS NC NP DNc NT FWc NV NA NV NTc GSc NV NQc LVc STc
Plma194 → NT NL RSc NK NG NQ NS TVc NT NL ENc STc NTc NV NL NP ANc NC NA NT NN NK KNc NV IVc NY NS
STc NS NN NK NN NV NA NT NV NTc NSc AEc NG NV NV NK NA NK NN NK NG STc NA NT NI NT NV NK NT NK NN
NK NG NK ITc ND KTc LVc MTc NI ATc NV NN
Plma195 → NM NK NK NP NN NF NY NG NK NM NG NR NT NA NL NS NS NL NF NY NL NF NF NL NG NL NV NY NG
NQ NQ NP NT NK
Plma196 → NT ASc KNc NP GNc DEc KQc NW ATc NI NK NW NSc ARc
Plma197 → NI NK NT NG
Plma198 → NN LPc EPc NN FTc GSc NA NW KTc NW DNc NN EQc KTc NN AVc KVc AIc ASc NN NG IVc
Plma199 → NA NE NL NT NM NR NH NN NA NN NN NT
Plma20 → LSc NG NT ILc NH NF NG
Plma200 → NP ND NG NG NT NY
Plma201 → NF ND NW NY NE NG NH NQ ND ND NI NY ND NM ND NL NN
Plma202 → NE NQ NL NN NK NW NR
Plma203 → AVc KVc NF FGc DNc NN KRc
Plma204 → NN NN NA NI NN NP NE NT ND NA NK NA NR NE
Plma205 → NT
Plma206 → NT NN NP NP NT NS NE NV NG NT NL NK NTc NK NG
Plma207 → ILc DTc NH NW ND NA NS NT NG NT NI NS NA NV NS NN NN NT NK NT NG NQ NY NA NG NS NV NN
NN NA NS NI NA NQ NI NV NT NL NK NA NN NT NS NY NK NV NS NA NF NG NK NA NS NS NP NG NT NS NA NY
NL NG NI NS NK NA NS NN NN NE NL NI NS NN NF NE NF NK NT NT NS NY NS NK NG NE NI NE NI NR NT NG NN
NV NQ NE NS NY NR NI NW NY NW NS NS NG NQ NA NY NC ND ND NF NN NL NV NE NI NN NS NG NA NS NQ NL
NN NE NN NE NT NE NT NA NL NE NK NG NI NH NI NY NP NN NP NY NK NN NG NP NL NT NI ND NF NG NK NP
NF NS NG NE NV NQ NI NT NG NL NN NG NR NT NF NL NR NR NN NV NV ND NQ NT NS NV NQ NL NL NE NS NK
NS NK NF NK NS NG NL NY NI NV NK NI NS NG NP ND NG NE NV NS NK NK NI NL NV NE
Plma208 → ASc IPc
Plma209 → NV NL AGc AFc NQ NR NS NR FYc AGc NS NN NT NF NG NA
Plma21 → ADEGRSc
Plma210 → EKc NE GSc NR FVc NM NL NI NG NL NG NK NR NK DEc NR APc NG NQ NS
Plma211 → STc NK NV GTc NA NG KVc NW CFc ND NA NV NF NP NI KSc NG
Plma212 → NA NK NA NG EQc KTc ILc NT NP TVc NF QSc NY KTc NG NSc NW NM NN NG FYc NV NY NL ND MVc
DKc NQ DNc NG NR NF DNc NV
Plma213 → NE STc AIc NSc KNc AGc NN NV NL NN NP NP NA NF NT ILc NP AKc ND NL KPc NPc NG NI NY NR NL
NR NY NK NV ND NW NS ESc AVc DNc NP AGc NG NRc NT
Plma214 → KQc IVc NP NF NG KQc NP FYc NT IVc NK MVc KNc NP AEc NPc NG NF
Plma215 → NK DNc ND KTc FYc TVc NI NP NA NE NY MVc ND NG ND IVc NE NI
Plma216 → KSc NG NRc AGc LMc NH GYc NY NL NY IVc ND FLc NN NN ND NG VYc NF STc NP
Plma217 → NE NL NV ASc NY NS FHc NY DKc NG KYc NN NS NL NG NE ETc IVc
Plma218 → LMc NP ALc NG NVc NY NR NA NR LYc NK IVc ND WYc DSc NN NI ND NP NA NG NQ NW AEc EQc NG
Plma219 → NQc HQc NI ADc ASc NN NG NG NY IVc NV ND NF NL NL NN NV NH APc NE NK
Plma22→ FMWYc HNc DILNTVc FYc AGKQRSTc CFILMVc DEFILMNTVc NVWc ADEGNQRSTc ADEHKPQRVc DEGHKNSTc
DEHKLNQSTYc ILMVc ADHIKQRSTVc FMTVWc FLSTYc FILVYc DNc
Plma220 → NA ETc NG NY NA NA DKc ESc NL NI IVc KRc NH NG NH DNc NL DNc NG DPc NQ NY IVc HMc NG NN NR
NQ NW KSc NE
Plma221 → AGc NI HQc NS EKc NK KTc NF AGc NF NT NY NG NK NV
Plma222 → NP EVc ND GQc
Plma223 → KQRc
Plma224 → DNc AHc NL
Plma225 → DNSc
Plma226 → KNc NG DSc NW NA NA AHc APc ND
Plma227 → GNc FHc NT NY NE FTc FLc FIc ND NW NV NR NV NY NQ NK KNc NG
Plma228 → ASc
Plma229 → ND ND
Plma23 → NG
Plma230 → AGc
Plma231 → NM NT NM
Plma232 → ATc NL STc NSc NA NF LVc FLc ILc NF NS NC FVc NL NA CIc NS FIc CSc NV SWc NG KRc NP NA NT NF NL
DEc ND NF QRc NI NT NW NS ND NS HRc NI KRc NQ NI ND NG NG KRc NA NI NQ NL IVc NL ND NQ NN NS NG NC
NG NF NA NS NK NR KRc NY NL NF NG NR NV NS NM NK NI NK NL NI NP NG ND ASc NA NG NT NV NT NA NF NY
NM NN NS ND NT ND
Plma233 → NP NY NT NV NQ NT NN NI NY NA
Plma234 → DEc NV NP FIc NR NV NY NK NN NN NE NA KRc NN NI NP FYc NP NK NF NQ NP NM NG NV NY NS NT
NL NW NE NA ND ND NW NA NT NR NG NG NL NE NK NI ND NW NS NK NA NP NF NL NA SYc NY NK ND NF ND
NI NE NG NC NP NV NP NG NP NA NSc NC NA NS NN PTc GRc NSc NW NW NE NG STc ATc NY NQ NA NL NN AVc
NM NE NA NR NR NY NR NW NV NR IMc NN NH IMc NI NY ND NY NC NT ND NK NS NR NY NP NV ISTc NP NP NE
NC IMc NA NG NI
Plma24 → NK
Plma25 → GNc
Plma26 → NQSTVc EGKNPc AGMNQSc ASWc
Plma27 → NP
Plma28 → FYc DENQRc EHKQc DEHNPRc FHc FHYc FILVc ILVc ILMc NN ILQVc ASc CLVWc AGc
Plma29 → NG
Plma3 → KNc NG NQ NW NV ND NL NS NN NS NS
Plma30 → DNc
Plma31 → NF
Plma32 → DFGc GQc NG
Plma33 → DKNSTc AELPc
Plma34 → ADESTc ADEGc FIYc
Plma35 → NP AGKTc EHNQSTYc LMc ELQVYc IVc ND WYc IVc KRc ALSTVc
Plma36 → WYc
Plma37 → EKQVc EKc
Plma38 → NW NV NL ND NW
Plma39 → ATc
Plma4 → ENRc ELc AIVc
Plma40 → DESc KRc NW DNc FYc DEc LTVc
Plma41 → GNc CGNc
Plma42 → HNSc
Plma43 → NN
Plma44 → ALVc NR QTVc EGc DGNc DGc CHKNVc NL IVc NI ESc NA RVc HKRc NE
Plma45 → NG KSc FVc NE MVc NR NA KRc ILc NP KRTc NG DKc HWc
Plma46 → FIMWYc DGc AFIMPSc AGQRSTc ADEKNQTc
Plma47 → DNc
Plma48 → QSc LVc NY
Plma49 → ENc NP
Plma5 → FWc
Plma50 → DSc NTc NA DLc NA AGc NV IVc NW NQc NE ND NF NN
Plma51 → NG
Plma52 → STc
Plma53 → NSc ENc
Plma54 → NPc MVYc
Plma55 → DEQc GNc CRc AEQSc
Plma56 → FYc NT NS AGc NR ILc HINQVc STc AKQRc DGc NK
Plma57 → FYc ADSc NF
Plma58 → KRc
Plma59 → NY NG RTc ILc DEc NA LRc NI KRc
Plma6 → AEQSc DEc DEQc NF DNSc DGKQRSc DNTc DESTc ILPVc DNc EPQRTWc AGKLQSc IKNYc NW
Plma60 → LMc PVc
Plma61 → EKNc LTc ARWc MNTc NG
Plma62 → NG
Plma63 → NA NE
Plma64 → AMc NG HPVc NA DETc AGc IMc NA
Plma65 → NA NG NTc NV
Plma66 → NRc KNRc EKYc IVc ELc NG NT FIc NH NW NSc AHNc GNQc NG
Plma67 → NQ NH NA NQ NY NG
Plma68 → DGc IQc EQc NY NM NV NF ND ITc RTc NP NL NP
Plma69 → AVc
Plma7 → NTc
Plma70 → NP NN NI NH ND APc GNc AGc IVc NT NA NP NL
Plma71 → STc NQ
Plma72 → NR
Plma73 → NL GPWc
Plma74 → NQTc GKc NW NN FHYc EQc STVc ESTc LMNc GYc NG GVc GWYc NSc NW
Plma75 → NC NT NN PSc DQc RWc NY NG NC AHc NR ETc NG
Plma76 → FYc
Plma77 → NN ATc DQc ALc IVc DNc AGc NSc
Plma78 → DSc KRc
Plma79 → FLYc FIVc NSWc
Plma8 → IVYc NE
Plma80 → AGSc ATc CLMYc NH NW NG NP
Plma81 → ARc RWc NN
Plma82 → GSc GPc NK NP NW NSc NN NTc NS NP NT AEc PSc KTc ND NF NW DKc GHc NR DSc NQc NW NL NP STc
NW KQc
Plma83 → ND NQc NK KTc NY DNc NY STc GSc NG WYc ILc DEc NT
Plma84 → NP NK LTc GQc FIc QRc ND NSc ISc FWc NP NA NF NW
Plma85 → HQYc ACIc NN
Plma86 → NT
Plma87 → EKSc NL DNQc
Plma88 → NY PSc ND KNc NN FNc GNc ILc NTc
Plma89 → LMVc NK NR MVc NL LMc ILc NL NV NT NG NL NF LMc NS NL CFSc AGTc FIVc ATc ASc
Plma9 → NG FGWc GVc NN AKNQSc NE NL EQc CHNYc NY
Plma90 → STc AVc NS NA FLQc ATc NG GNSc SVc
Plma91 → NF FWYc DEc PSc FLc DNSc AGNSYc FYc DNc DRSTc EGSc FLRTc NW EQSc
Plma92 → EKc AKMc ADGSc DGNVc
Plma93 → WYc APSTc NN NG DEGKNQSc MPVc NF DNc ACc RTVWc NW
Plma94 → KRYc APc ENSc NQc NV
Plma95 → NSTc FMc STc
Plma96 → NSc DLc NG EKc LMc KRc NL AGSc NL NT NS PSc ASc NYc
Plma97 → NSc GKc
Plma98 → FYc DKSTc ACGSc AGc NE FLNYc NR STc KNTVc DNQSc FINTYc FYc
Plma99 → GHc
PlmaEx1 → NM NF NK NK NW NK NK NF NG NI NS NS NL NA NL NV NL NV NA NA NV NA NF NT NG NW NS
NA NK NA NS NA NA ND NA NS NQ NI NV NS NE NM NG NA NG NW NN NL NG NN NQ NL NE NA NA NV NN NG NT
NP NN NE NT NA NW NG NN NP NT NV NT NP NE NL NI NK NK NV NK NA NA NG NF NK NS NI NR NI NP NV NS
NY NL NN NN NI NG NS NA NP NN NY NT NI NN NA NA NW NL NN NR NI NQ NQ NV NV ND NY NA NY NN NE NG
NL NY NV NI NI NN NI NH NG ND NG NY NN NS NV NQ NG NG NW NL NL NV NN NG NG NN NQ NT NA NI NK NE
NK NY NK NK NV NW NQ NQ NI NA NT NK NF NS NN NY NN ND NR NL NI NF NE NS NM NN NE NV NF ND NG NN
NY NG NN NP NN NS NA NY NY NT NN NL NN NA NY NN NQ NI NF NV ND NT NV NR NQ NT NG NG NN NN NN NA
NR NW NL NL NV NP NG NW NN NT NN NI ND NY NT NV NG NN NY NG NF NT NL NP NT ND NN NY NR NS NS NA
NI NP NS NS NQ NK NR NI NM NI NS NA NH NY NY NS NP NW ND NF NA NG NE NE NN NG NN NI NT NQ NW NG
NA NT NS NT NN NP NA NK NK NS NT NW NG NQ NE ND NY NL NE NS NQ NF NK NS NM NY ND NK NF NV NT NQ
NG NY NP NV NV NI NG NE NF NG NS NI ND NK NT NS NY ND NS NS NN NN NV NY NR NA NA NY NA NK NA NV
NT NA NK NA NK NK NY NK NM NV NP NV NY NW ND NN NG NH NN NG NQ NH NG NF NA NL NF NN NR NS NN
NN NT NV NT NQ NQ NN NI NI NN NA NI NM NQ NG NM NQ
PlmaEx10 → NA NR NG NN NT NL NF NY NL NS NL NL NL NG NV NF NH NQ NC NR NS NQ NC NA NT NP NS NP NT
NT NA NS NG NT NH NA NP NT NG NE NI NC NS NG ND NL NI NF NE ND NE NF ND NE NL ND NM
PlmaEx100 → NL NI NK NW NG NG NN NA NT NR NL NA NN NP NE
PlmaEx101 → NN NS NA NP NG NE NG NQ
PlmaEx102 → NL NT NL NT NV NR NR NL NR NQ ND ND NT NK NA NS NR NR ND NQ NS NG NN NP NT NP
PlmaEx103 → NA
PlmaEx104 → NL NR NA NN NE NS NH NP NA
PlmaEx105 → NE NG NR NM NA NT NT NP NH NS NG
PlmaEx106 → ND NN NK NS NH NH NT NI NH NS NK NW NG NN NT NL NG NH NA NN ND NP NK NK NT NH NA NQ
NA NN NV NP NA ND NQ
PlmaEx11 → NM NI NA NA NV NL NF NA NL NV NA NS NA NL NA NA ND NI NP NK NP NR NL NT NH NL NA NS NG
NE NV NE NL NS NL NE NG NS NP NG NM NK NV NF ND NV NK NY NS NV NK NG NQ NK NH NQ NG NP NF NH NQ
NG NA ND NG NR NW NY NH NR NN NH NG NT ND NY NN NG NK NE NK NI NK NY NT NI NT NA NE NI ND NG NK
NT NV NE NS NK NG NR NI NH NP NE NE NR NS NV NA NL NV NP NP NK NI NV NK NR NC NS NS NV NF NR ND
ND NF NN NG NA NF NN NP
PlmaEx12 → ND NR
PlmaEx13 → NM NV NK NS NK NY NL NV NF NI NS NV NF NS NL NL NF NG NV NF NV NV NG NF NS NH NQ NG NV
NK NA NE NE NE NR NP NM NG NT NA
PlmaEx14 → NM NK NS NI NI NS NI NA NA NL NS NV NL NG NL NI NS NK NT NM NA NA NP NA NP NA NP NV NP
NG NT NA NW NN NG NS NH ND NV NM ND NF NN NY NH
PlmaEx15 → NM NP NL NG NK NG NA NA NT NS NE NT NI NS NK ND NS NS NF NP NI NE NK NR NM NQ NS NP NS
NL NK NF NA NM NT NL NQ NN NL NT NL NL NV NF NS NA NL NS NL NN NA NQ
PlmaEx16 → NM NN NR NP NT NL NP NT NF NL NA NA NA NL NL NG NV NS NA NL NA NA NE NP NG NL
PlmaEx17 → NM NF NR NT NL NT NL NL NL NV NI NF NG NA NP NS NF NA NW NS NQ NS NN NE NN NS NK NP NL
PlmaEx18 → NM NT NM NA
PlmaEx19 → NK NV NG ND NN NL NV NR NT NS NQ NQ NF NQ NI NY NT NK ND NN NV NK NI NK NG ND NN NL
NV NL NS NA NQ NY NN NS NT NI NY
PlmaEx2 → NM NK NK NI NF NT NI NL NL NL NL NF NI NA NN NT NS NL NA NF NK NT NT NT NA NE NE NW
PlmaEx20 → NH NR NL NK NP NW NG NE NR NA NW NR NA NE NN NV NW NQ NE NN NG NI NL NS NI NQ NA NK
NY NE NP NH NT ND NT NK NG NN NE NY NF
PlmaEx21 → NT NG NY NY NL NN NN ND NP NA NT NW
PlmaEx22 → NT NG NV NA NA NN NQ NE NL NQ NY NY NT ND
PlmaEx23 → NC NE NR NG NV NS NV NG NA NE NP NE NS NG NR NN NC NL NI NL NT NA NT NR NE NN NY
PlmaEx24 → NR NA NR NI NE NN
PlmaEx25 → NS NT NQ NN NV NY NV NQ ND NG NK NL NN NI NK NA NM NN ND NS NK NS NF NP NQ ND NP NN
NR NY NA NQ NY NS NS NG NK NI NN NT NK ND NK NL NS NL NK
PlmaEx26 → NG NS NA ND NG NK NR NV NT NE NI NA ND NN NR NL NY NI NN NC NF NK NG NS NN NG NK NI NY
NS NG NR NV NY NA NH NE NT NQ NG NW NL
PlmaEx27 → NN NR NG NA
PlmaEx28 → NT NV NS NS NM NF NL NY NQ NN NG NS NE NI NA
PlmaEx29 → NC NI ND NN NE NG NR NS NY NH NT NV NH NS NN NW NT NY ND NL NN NQ NK NN NN NP NR NS NS
NF NS NV NP NV ND NF ND
PlmaEx3 → NM NN NV NP NI NR NS NA NT NA NA NA NT NA NT NR NA NL NA NL NA NL NV NL NS NL NA NG NP
NA NA NA NA NP NG NA NP NA NS NG NP ND NA NP NA NG NH NR NW NV NL
PlmaEx30 → NM ND NS NW NN ND ND NW NT NP
PlmaEx31 → NT NH NA NL NH NT NQ NN NA NN NG NN NN NG NR NN NW NN NA NS NT NA NL NA NE NA NE NG
PlmaEx32 → NF NG NT NL NH NG NP NG NY NS NG NG NS NS NY NG NG NQ NL NL NA NG NA NP NW NY NQ
PlmaEx33 → NG NQ NW NP NV NN NQ NS NS NG NG ND NY NH NF NP NE NG NQ NT NF NA NN
PlmaEx34 → NL ND NE ND NP NN NR NE NP NY NF NR NM NT NI NT NR NT NQ NA NT NR NA NT NN NC NT NW
NA NT NT NS NT NS NP NT
PlmaEx35 → NG NR NN NM NM NN NI NP NI NS NQ NS NF NW NQ NK NG NG NF NG NG NN NN NI NW NG NS
PlmaEx36 → ND NA NL NL NG NT NF NA NP NP ND NG NG NF NW NE NW NG ND NL ND NS NS NG NF NA NN NP
NW NR NT NS NK
PlmaEx37 → NG NK NE NL NL NN NF NN NN ND NG NK NN
PlmaEx38 → NI NK NY NR NT NT NY NE NN NQ NM NF NC NK NG NC NK NG NI NV NK NL NP NT NH NP NQ NF NI
NI NF NN NT NA NV ND NH NF NA NP NP
PlmaEx39 → NV NA NN NY NS NF NI NI NS ND NP NS NN NN NK NS NV NG NC NP NI NV NI NP NN NR ND NF NY
NL NI NL NN NF NA NV NI NE NK NY NA NK NP NE NH NY NK NE
PlmaEx4 → NM NK NN NI NK NN NC NL NT NY NI NS NI NC NA NF NL NF NV NI NA NS NA NS NH NK NS NT NG NS
NP NS NQ NH NP ND NV NI NN NY NN ND NF NT NL NQ
PlmaEx40 → NV NY NR NT NM ND NV NS NN ND NS NF NS NE NV NR NK NE NY NF NV NI NF NN NM NA NI NG NG
NQ NW NP NG NY ND NI
PlmaEx41 → NS NN NA NT NG NY NT NG NN NI NA NP NN ND
PlmaEx42 → NA NW NG NG NQ NQ NG NV
PlmaEx43 → NR NW NV NE
PlmaEx44 → NQ
PlmaEx45 → NK NG NS NK NS NS NF
PlmaEx46 → NV NE NE NT NT NT NK NY NT NG NP NM NI NT NV NT NE ND NA NV NE NT NC NS NG NK NW NG
NS NY NF NG NS ND NW NA NG NA NS NG NT NS NK NP NT ND NK NA NV NT NG NA NT NM NN NI NT NS NI NG
NN NS NQ NW NG NV NQ NQ NY NL NK NG NL NH NY NY NP NG NR NT NY NN NY NS NF NT NM NT NS ND NV
ND NK NR NV NF NV NK NV NA NG ND NG ND NE NQ NI NF NG NE NY NI ND NL NK NA NG NV NP NY NN NF NS
NR NQ NV NT NL NA NK ND
PlmaEx47 → NY NR NF NP NN NE NR NL NT ND NP NE NA ND NW NR NH NW
PlmaEx48 → NG NT NG NN NV NA NM ND NG NQ NG NH NL NV NI NT NA NR NK NG NS NG NG NH NN ND NC NW
NN NG NT NC NQ
PlmaEx49 → NF NT NQ NQ
PlmaEx5 → NM NH NF NL NR NS NT NL NR NG NL NI NL NC NA NL NL NL NI NG NS NS NS NL NL NQ NA NV NN NF
NR NE NS ND NR ND NK NP NQ NY NL NK ND NI NK NN NR NT NV NQ NA NQ NI NL NY NV NG NE NH NW NI NY
NL NK NR NN NS NT NT NA NR NR NL NP NL NG NI NL NS NQ NQ NS NI NE NH NA NQ NA NW NA ND NR NF NQ
NS NK NL NS NE NT NH NQ NR NE NL NL NA NI NA NA NT NA NS NP NG NQ NP NL NI NL ND NP ND NP NS NK NQ
NW NV NL NK NE ND
PlmaEx50 → NT
PlmaEx51 → NG
PlmaEx52 → NT NG
PlmaEx53 → NN NP NT
PlmaEx54 → NT NN NY NV NA NP NN ND NL NT NT
PlmaEx55 → NN NH NN NH NG NV NN NE NV NG
PlmaEx56 → ND NA NG NQ NN NK NF NY NL NT NH NG ND NV NS NG ND NW NS NH
PlmaEx57 → NI NN NM NY NM NM NT NH NV NE NS NS NN NP NA NG NF ND NA
PlmaEx58 → NY NK NR NN NA NV NI NN ND NG NC NL NQ NL NS NI ND NQ NK NW NT NN ND NK NN NP ND NW
ND NP NR
PlmaEx59 → NT NP NN NN ND NK NF NE
PlmaEx6 → NM NK NK NL NL NI NT NT NA NA NL NA NS NL NW NL NL NP NT NA NC NG NN ND ND ND NG NT NT
NP NP NP NT ND NP ND NS NP NE NA NP NI NE NG NY NS NL NY
PlmaEx60 → NT NA ND NG NL NM NR NL NT NI NA NK NK NT NT NS
PlmaEx61 → NH NY NG NL NF NE NV NS NM NK NP NA NK NV NE NG NT NV NS NS NF NF NT
PlmaEx62 → ND NN NT NP NV NY NS NY NY ND NW NV NR NY NT NP NL NQ NN NY NQ NI NH NQ
PlmaEx63 → NR NK NK
PlmaEx64 → ND NA NP NR NN
PlmaEx65 → NV NQ NH NS NS NQ NG NQ NN NP NW NG
PlmaEx66 → NV NR NK NT NE NG NG NQ NV NS NN NL NT NG NT NQ NG NL NR NF NN NL NW NS NS NE NS NA
NA NW NV NG NQ NF ND NE NS NK NL NP NL NF NQ NF NI NN NW NV NK NV NY NK NY NT NP NG NQ NG NE NG
NG NS ND NF NT NL ND NW NT ND NN NF ND NT NF ND NG NS NR NW NG NK NG ND NW NT NF ND NG NN NR
NV ND NL NT ND NK NN NI NY NS NR ND NG NM NL NI NL NA NL NT NR NK NG NQ NE NS NF NN NG NQ NV NP
NR ND ND NE NP NA NP NQ NS NS NS NS NA NP NA NS NS NS NS NV NP NA NS NS NS NS NV NP NA NS NS NS NS
NA NF NV NP NP NS NS NS NS NA NT NN NA NI NH NG NM NR NT NT NP NA NV NA NK NE NH NR NN NL NV NN
NA NK NG NA NK NV NN NP NN NG NH NK NR NY NR NV NN NF NE NH
PlmaEx67 → NS
PlmaEx68 → NI NT NK NE NR NL NT NT
PlmaEx69 → ND NE NR NF NT NL NG NF ND NG NG ND
PlmaEx7 → NM NN NI NK NK NT NA NV NK NS NA NL NA NV NA NA NA NA NA NA NL NT NT NN NV NS NA NK ND
NF NS NG NA NE NL NY NT NL NE NE NV NQ
PlmaEx70 → NP NS NH NS ND ND NF NN NY NT NG NK NP NQ NT NF NR NG
PlmaEx71 → NL NV NQ NN NG NH NL NE NL NL NA NS NR NK
PlmaEx72 → NR NV NH ND NG NN NL NE NL NL NA NQ NA NV NP NG NP NK NG NK NN
PlmaEx73 → NT NI NT NG NG NK NL NV NL NS NA NS NR NK NA NG NT ND NL
PlmaEx74 → NV NA ND NG NN NL NI NV NE NG NR NR NA NP ND NG NR NV NY NC NG
PlmaEx75 → NE NS NL NH NG
PlmaEx76 → NT ND NW NF NR NR NH NP NA NH NN NA NH NF NF NK NR NG NG NN NG ND NI NN NR NQ NG NH
NH NT NT ND NR NR NW ND NN NQ NY NH NR NY
PlmaEx77 → NR NG NG NA NG NG NA NG NG NS NA ND NI NG NG NN NR NG ND NG NE NP NG NI NA NG NS NN
NY NH NM NF NE NR ND NP NV NS NN ND NV NI NK ND NH NG NG ND NG NH NH NH NP NP NS ND NG NV NA NY
NR ND NG NF NH NT NF
PlmaEx78 → NL NA NR NS NQ NK NG NY NF NA ND NG NS NY NG NY NN NG NE NT NG NQ NV NF NG ND NG NA
PlmaEx79 → NR NL NV NR NR NL NN NR NS NN ND NL NR ND NP NR NS NR NF NF
PlmaEx8 → NM NC NT NM NP NL NM NK NL NK NK NM NM NR NR NT NA NF NL NL NS NV NL NI NG NC NS NM NL
NG NS ND NR NS ND NK NA NP NH NW NE NL NV NW NS ND NE NF ND NY NS NG NL NP ND NP
PlmaEx80 → ND NL NV NR NQ NM NW NL NP NG NQ NI NP ND NP NT NG NQ NY NL
PlmaEx81 → NP NS ND NA
PlmaEx82 → NP NT ND NA
PlmaEx83 → NS NW NT NL NE NK NI NE NA ND
PlmaEx84 → NA NV
PlmaEx85 → NN NS NP NA NL NP
PlmaEx86 → NA NR NM
PlmaEx87 → NI NN NR NL NV NT
PlmaEx88 → ND NS NA NH NE NT NK NM NK NT NN NY NH NL NF NK NR NS NK ND NG NE NK NI NL NR ND NY
NC NL NS NA NS NH NQ NL NP NN NQ NE NP NL NR NK NG NF NH
PlmaEx89 → NG NT NL NW NA ND ND NF NR
PlmaEx9 → NK NA NS NG NM NI NS NV NT NV ND NE NN NT NS NK NE NA NR NN NG NA NI NN NV NK NL NG NS
NK NQ NV NS NI NS NV NT NQ NA NG NK NT NV NT NP NI NE NG NG NE NM NV NI NP NE NG NY NK NL NV NW
NN ND NE NF NN NE NG NS NE NL NN NS NT ND NW NR NH NE NV NQ NK
PlmaEx90 → NL NA NG NA ND NI
PlmaEx91 → NK ND ND NF NK NE NS NI NA NA NG NF NT
PlmaEx92 → NA NA NP NP NN NG NQ NG NL NT NP NT ND
PlmaEx93 → NG NL NV NP NT ND
PlmaEx94 → NV NG NR NR NG NR
PlmaEx95 → NV NP NQ NA NV NQ NA NE NI NA NT NT ND NT NE NI NA NL NN NF NS NK NA NR NP NY NL NF NY
NQ NV NL NQ NA NE NG NL ND NA NP NN NW NT NP NA NL NT ND NL NQ NF NN NS NQ NG NL NA NS NL NS NR
NT NI NE NS NT NQ NH NF NF NR NL NQ NT ND NT ND NA NP NV NL NA NT NF ND NW NE NE NY NA NG NE NW
NY NE NG NY NN NQ NT NE NT NH NN NG NI NS NL NL NA NS NG NR NS NA NV NH ND NG NG ND NG NR NR NG
NS NN NG NQ NA NL NK NA NN NY NA NQ ND NA NV NP NG NA NY NQ NV NQ NL NA NG NA NI NK ND NF NQ NV
NL NS NV ND NV NS NA ND NE NG NA NQ NA NG NS NV NY NL NE NG NR NL NN NG NA NL NQ NW NT NL ND NP
NV NN NQ NS NA NL NQ NT NY NT NT NA NT NS NG NE NL NT NA NL NI ND NE NI NL NW NH NG NP NT NA NT
NQ NA NN NP NG NG NT NV NW NN NN NS NL ND NN NL NT NV NL NV NR NQ
PlmaEx96 → NN NG NK ND NL NN NP ND NY NP NH
PlmaEx97 → NI
PlmaEx98 → NG NG NY ND NV NK NE NK NR NK NT ND NE NH NR NI ND NM NN NL NH NT NR NE NM NI ND NG
NV NE NT NW NR NR NP NQ NH NW NP NE NV NC NA NN NH NI ND
PlmaEx99 → NG NN NR NI NE NG NN NE NR NI NM ND NH NN NL NH NS NI NL NS NN NG NT NG NG NI NA NG NR
NS NW NQ NR NP NN ND NA NR NF NK NA NT NQ NA NI NE NY NH
règles terminales (acides aminés)





















règles introduites pour faciliter l'analyse des gaps
Gap → AA | Gap AA
GPlma107 → Plma107 | Plma107 Gap
GPlma115 → Plma115 | Plma115 Gap
GPlma121 → Plma121 | Plma121 Gap
GPlma122 → Plma122 | Plma122 Gap
GPlma124 → Plma124 | Plma124 Gap
GPlma129 → Plma129 | Plma129 Gap
GPlma153 → Plma153 | Plma153 Gap
GPlma18 → Plma18 | Plma18 Gap
GPlma193 → Plma193 | Plma193 Gap
GPlma199 → Plma199 | Plma199 Gap
GPlma20 → Plma20 | Plma20 Gap
GPlma206 → Plma206 | Plma206 Gap
GPlma209 → Plma209 | Plma209 Gap
GPlma210 → Plma210 | Plma210 Gap
GPlma211 → Plma211 | Plma211 Gap
GPlma212 → Plma212 | Plma212 Gap
GPlma213 → Plma213 | Plma213 Gap
GPlma214 → Plma214 | Plma214 Gap
GPlma215 → Plma215 | Plma215 Gap
GPlma216 → Plma216 | Plma216 Gap
GPlma217 → Plma217 | Plma217 Gap
GPlma218 → Plma218 | Plma218 Gap
GPlma219 → Plma219 | Plma219 Gap
GPlma220 → Plma220 | Plma220 Gap
GPlma221 → Plma221 | Plma221 Gap
GPlma226 → Plma226 | Plma226 Gap
GPlma24 → Plma24 | Plma24 Gap
GPlma29 → Plma29 | Plma29 Gap
GPlma3 → Plma3 | Plma3 Gap
GPlma32 → Plma32 | Plma32 Gap
GPlma38 → Plma38 | Plma38 Gap
GPlma44 → Plma44 | Plma44 Gap
GPlma47 → Plma47 | Plma47 Gap
GPlma48 → Plma48 | Plma48 Gap
GPlma50 → Plma50 | Plma50 Gap
GPlma63 → Plma63 | Plma63 Gap
GPlma64 → Plma64 | Plma64 Gap
GPlma66 → Plma66 | Plma66 Gap
GPlma67 → Plma67 | Plma67 Gap
GPlma7 → Plma7 | Plma7 Gap
GPlma74 → Plma74 | Plma74 Gap
GPlma75 → Plma75 | Plma75 Gap
GPlma77 → Plma77 | Plma77 Gap
GPlma8 → Plma8 | Plma8 Gap
GPlma81 → Plma81 | Plma81 Gap
GPlma83 → Plma83 | Plma83 Gap
GPlma84 → Plma84 | Plma84 Gap
GPlma85 → Plma85 | Plma85 Gap
GXf103X1 → Xf103X1 | Xf103X1 Gap
GXf103X33 → Xf103X33 | Xf103X33 Gap
GXf103X5 → Xf103X5 | Xf103X5 Gap
GXf39X13 → Xf39X13 | Xf39X13 Gap
GXf39X133 → Xf39X133 | Xf39X133 Gap
GXf39X24 → Xf39X24 | Xf39X24 Gap
GXf39X29 → Xf39X29 | Xf39X29 Gap
GXf39X32 → Xf39X32 | Xf39X32 Gap
GXf39X4 → Xf39X4 | Xf39X4 Gap
GXf39X50 → Xf39X50 | Xf39X50 Gap
GXf39X67 → Xf39X67 | Xf39X67 Gap
GXf39X76 → Xf39X76 | Xf39X76 Gap
GXf39X78 → Xf39X78 | Xf39X78 Gap
GXf39X8 → Xf39X8 | Xf39X8 Gap
GXf73X15 → Xf73X15 | Xf73X15 Gap
GXf73X18 → Xf73X18 | Xf73X18 Gap
GXf73X49 → Xf73X49 | Xf73X49 Gap
GXf83X31 → Xf83X31 | Xf83X31 Gap
GXfnew1X21 → Xfnew1X21 | Xfnew1X21 Gap
GXfnew1X26 → Xfnew1X26 | Xfnew1X26 Gap
GXfnew1X47 → Xfnew1X47 | Xfnew1X47 Gap
GXfnew1X58 → Xfnew1X58 | Xfnew1X58 Gap
GXfnew1X8 → Xfnew1X8 | Xfnew1X8 Gap
règles permettant l'analyse d'une position dans un bloc plma
ACFIVc → NA | NC | NF | NI | NV
ACGSc → NA | NC | NG | NS
ACISc → NA | NC | NI | NS
ACIc → NA | NC | NI
ACLSc → NA | NC | NL | NS
ACSc → NA | NC | NS
ACc → NA | NC
ADEGNQRSTc → NA | ND | NE | NG | NN | NQ | NR | NS | NT
ADEGRSc → NA | ND | NE | NG | NR | NS
ADEGc → NA | ND | NE | NG
ADEHKPQRVc → NA | ND | NE | NH | NK | NP | NQ | NR | NV
ADEHSYc → NA | ND | NE | NH | NS | NY
ADEKNQTc → NA | ND | NE | NK | NN | NQ | NT
ADENQRTc → NA | ND | NE | NN | NQ | NR | NT
ADERYc → NA | ND | NE | NR | NY
ADESTc → NA | ND | NE | NS | NT
ADEc → NA | ND | NE
ADFLNRc → NA | ND | NF | NL | NN | NR
ADGSc → NA | ND | NG | NS
ADHIKQRSTVc → NA | ND | NH | NI | NK | NQ | NR | NS | NT | NV
ADHIKRTWYc → NA | ND | NH | NI | NK | NR | NT | NW | NY
ADKQSTVc → NA | ND | NK | NQ | NS | NT | NV
ADPc → NA | ND | NP
ADQc → NA | ND | NQ
ADSc → NA | ND | NS
ADc → NA | ND
AEGMc → NA | NE | NG | NM
AEHSVYc → NA | NE | NH | NS | NV | NY
AEKLc → NA | NE | NK | NL
AEKPc → NA | NE | NK | NP
AELPc → NA | NE | NL | NP
AEPSWc → NA | NE | NP | NS | NW
AEQRSc → NA | NE | NQ | NR | NS
AEQSc → NA | NE | NQ | NS
AEc → NA | NE
AFILMTc → NA | NF | NI | NL | NM | NT
AFIMPSc → NA | NF | NI | NM | NP | NS
AFLc → NA | NF | NL
AFYc → NA | NF | NY
AFc → NA | NF
AGHQSYc → NA | NG | NH | NQ | NS | NY
AGKLQSc → NA | NG | NK | NL | NQ | NS
AGKQRSTc → NA | NG | NK | NQ | NR | NS | NT
AGKTc → NA | NG | NK | NT
AGMNQSc → NA | NG | NM | NN | NQ | NS
AGNPSc → NA | NG | NN | NP | NS
AGNSTVc → NA | NG | NN | NS | NT | NV
AGNSYc → NA | NG | NN | NS | NY
AGNc → NA | NG | NN
AGQRSTc → NA | NG | NQ | NR | NS | NT
AGSc → NA | NG | NS
AGTc → NA | NG | NT
AGc → NA | NG
AHIVYc → NA | NH | NI | NV | NY
AHNc → NA | NH | NN
AHc → NA | NH
AIKLTVc → NA | NI | NK | NL | NT | NV
AIMPc → NA | NI | NM | NP
AIMVc → NA | NI | NM | NV
AIMc → NA | NI | NM
AIVc → NA | NI | NV
AIc → NA | NI
AKMc → NA | NK | NM
AKNQSc → NA | NK | NN | NQ | NS
AKNSTc → NA | NK | NN | NS | NT
AKQRc → NA | NK | NQ | NR
AKQVc → NA | NK | NQ | NV
AKc → NA | NK
ALMPVc → NA | NL | NM | NP | NV
ALSTVc → NA | NL | NS | NT | NV
ALVc → NA | NL | NV
ALc → NA | NL
AMc → NA | NM
ANc → NA | NN
APRSVc → NA | NP | NR | NS | NV
APSTc → NA | NP | NS | NT
APTc → NA | NP | NT
APc → NA | NP
AQc → NA | NQ
ARSc → NA | NR | NS
ARVc → NA | NR | NV
ARWc → NA | NR | NW
ARc → NA | NR
ASTWc → NA | NS | NT | NW
ASTc → NA | NS | NT
ASWc → NA | NS | NW
ASc → NA | NS
ATc → NA | NT
AVc → NA | NV
CDKQRc → NC | ND | NK | NQ | NR
CDNQSYc → NC | ND | NN | NQ | NS | NY
CFILMVc → NC | NF | NI | NL | NM | NV
CFILVc → NC | NF | NI | NL | NV
CFSc → NC | NF | NS
CFc → NC | NF
CGNc → NC | NG | NN
CHKNVc → NC | NH | NK | NN | NV
CHNYc → NC | NH | NN | NY
CIc → NC | NI
CLMYc → NC | NL | NM | NY
CLVWc → NC | NL | NV | NW
CRc → NC | NR
CSc → NC | NS
CWc → NC | NW
DEFILMNTVc → ND | NE | NF | NI | NL | NM | NN | NT | NV
DEFLNVc → ND | NE | NF | NL | NN | NV
DEGHKNSTc → ND | NE | NG | NH | NK | NN | NS | NT
DEGKNQSc → ND | NE | NG | NK | NN | NQ | NS
DEGNRc → ND | NE | NG | NN | NR
DEGSc → ND | NE | NG | NS
DEHKLNQSTYc → ND | NE | NH | NK | NL | NN | NQ | NS | NT | NY
DEHNPRc → ND | NE | NH | NN | NP | NR
DEHQTVc → ND | NE | NH | NQ | NT | NV
DEHQc → ND | NE | NH | NQ
DEHc → ND | NE | NH
DEKPc → ND | NE | NK | NP
DENQRc → ND | NE | NN | NQ | NR
DENRSTc → ND | NE | NN | NR | NS | NT
DENRc → ND | NE | NN | NR
DENc → ND | NE | NN
DEQSc → ND | NE | NQ | NS
DEQc → ND | NE | NQ
DERc → ND | NE | NR
DESTc → ND | NE | NS | NT
DESc → ND | NE | NS
DETc → ND | NE | NT
DEc → ND | NE
DFGc → ND | NF | NG
DGHKNc → ND | NG | NH | NK | NN
DGKQRSc → ND | NG | NK | NQ | NR | NS
DGNPRSTYc → ND | NG | NN | NP | NR | NS | NT | NY
DGNSTc → ND | NG | NN | NS | NT
DGNVc → ND | NG | NN | NV
DGNc → ND | NG | NN
DGc → ND | NG
DHNc → ND | NH | NN
DILNTVc → ND | NI | NL | NN | NT | NV
DKNSTc → ND | NK | NN | NS | NT
DKPQRSTVc → ND | NK | NP | NQ | NR | NS | NT | NV
DKQc → ND | NK | NQ
DKSTc → ND | NK | NS | NT
DKTc → ND | NK | NT
DKc → ND | NK
DLNRTVc → ND | NL | NN | NR | NT | NV
DLNRTc → ND | NL | NN | NR | NT
DLc → ND | NL
DNPSc → ND | NN | NP | NS
DNQSc → ND | NN | NQ | NS
DNQc → ND | NN | NQ
DNRTc → ND | NN | NR | NT
DNRWc → ND | NN | NR | NW
DNRc → ND | NN | NR
DNSYc → ND | NN | NS | NY
DNSc → ND | NN | NS
DNTc → ND | NN | NT
DNc → ND | NN
DPQTc → ND | NP | NQ | NT
DPc → ND | NP
DQTc → ND | NQ | NT
DQc → ND | NQ
DRSTc → ND | NR | NS | NT
DRYc → ND | NR | NY
DRc → ND | NR
DSc → ND | NS
DTc → ND | NT
DVc → ND | NV
DYc → ND | NY
EGKNPc → NE | NG | NK | NN | NP
EGSc → NE | NG | NS
EGc → NE | NG
EHKQc → NE | NH | NK | NQ
EHNQSTYc → NE | NH | NN | NQ | NS | NT | NY
EHNYc → NE | NH | NN | NY
EHSYc → NE | NH | NS | NY
EIKQc → NE | NI | NK | NQ
EIVc → NE | NI | NV
EKNc → NE | NK | NN
EKQRSc → NE | NK | NQ | NR | NS
EKQRTVc → NE | NK | NQ | NR | NT | NV
EKQVc → NE | NK | NQ | NV
EKQc → NE | NK | NQ
EKRSc → NE | NK | NR | NS
EKSc → NE | NK | NS
EKYc → NE | NK | NY
EKc → NE | NK
ELQVYc → NE | NL | NQ | NV | NY
ELc → NE | NL
ENQRTc → NE | NN | NQ | NR | NT
ENRc → NE | NN | NR
ENSc → NE | NN | NS
ENc → NE | NN
EPQRTWc → NE | NP | NQ | NR | NT | NW
EPQc → NE | NP | NQ
EPc → NE | NP
EQSc → NE | NQ | NS
EQc → NE | NQ
ERSTc → NE | NR | NS | NT
ERYc → NE | NR | NY
ERc → NE | NR
ESTc → NE | NS | NT
ESc → NE | NS
ETVc → NE | NT | NV
ETc → NE | NT
EVc → NE | NV
FGTc → NF | NG | NT
FGWc → NF | NG | NW
FGc → NF | NG
FHKQYc → NF | NH | NK | NQ | NY
FHKYc → NF | NH | NK | NY
FHYc → NF | NH | NY
FHc → NF | NH
FILRVYc → NF | NI | NL | NR | NV | NY
FILVYc → NF | NI | NL | NV | NY
FILVc → NF | NI | NL | NV
FILc → NF | NI | NL
FIMWYc → NF | NI | NM | NW | NY
FINTYc → NF | NI | NN | NT | NY
FIVYc → NF | NI | NV | NY
FIVc → NF | NI | NV
FIYc → NF | NI | NY
FIc → NF | NI
FKQRVc → NF | NK | NQ | NR | NV
FLNYc → NF | NL | NN | NY
FLQc → NF | NL | NQ
FLRTc → NF | NL | NR | NT
FLSTYc → NF | NL | NS | NT | NY
FLYc → NF | NL | NY
FLc → NF | NL
FMTVWc → NF | NM | NT | NV | NW
FMWYc → NF | NM | NW | NY
FMc → NF | NM
FNYc → NF | NN | NY
FNc → NF | NN
FRTWYc → NF | NR | NT | NW | NY
FTc → NF | NT
FVc → NF | NV
FWYc → NF | NW | NY
FWc → NF | NW
FYc → NF | NY
GHc → NG | NH
GKNRc → NG | NK | NN | NR
GKRc → NG | NK | NR
GKc → NG | NK
GNQc → NG | NN | NQ
GNSTc → NG | NN | NS | NT
GNSc → NG | NN | NS
GNTc → NG | NN | NT
GNc → NG | NN
GPSc → NG | NP | NS
GPWc → NG | NP | NW
GPc → NG | NP
GYc → NG | NY
GQc → NG | NQ
GRc → NG | NR
GSTc → NG | NS | NT
GSc → NG | NS
GTc → NG | NT
GVc → NG | NV
GWYc → NG | NW | NY
GWc → NG | NW
HIKLMRYc → NH | NI | NK | NL | NM | NR | NY
HINQVc → NH | NI | NN | NQ | NV
HKLTc → NH | NK | NL | NT
HKNRc → NH | NK | NN | NR
HKRc → NH | NK | NR
HKTc → NH | NK | NT
HLRc → NH | NL | NR
HMc → NH | NM
HNSc → NH | NN | NS
HNc → NH | NN
HPVc → NH | NP | NV
HPc → NH | NP
HQYc → NH | NQ | NY
HQc → NH | NQ
HRc → NH | NR
HWc → NH | NW
HYc → NH | NY
IKLQRc → NI | NK | NL | NQ | NR
IKMPc → NI | NK | NM | NP
IKNRTc → NI | NK | NN | NR | NT
IKNYc → NI | NK | NN | NY
IKQRc → NI | NK | NQ | NR
IKc → NI | NK
ILMTVc → NI | NL | NM | NT | NV
ILMVc → NI | NL | NM | NV
ILMc → NI | NL | NM
ILPQSc → NI | NL | NP | NQ | NS
ILPVc → NI | NL | NP | NV
ILQVc → NI | NL | NQ | NV
ILTc → NI | NL | NT
ILVc → NI | NL | NV
ILc → NI | NL
IMVc → NI | NM | NV
IMc → NI | NM
IPVc → NI | NP | NV
IPc → NI | NP
IQVc → NI | NQ | NV
IQc → NI | NQ
IRTVc → NI | NR | NT | NV
ISTc → NI | NS | NT
ISc → NI | NS
ITVc → NI | NT | NV
ITc → NI | NT
IVYc → NI | NV | NY
IVc → NI | NV
IYc → NI | NY
KLNYc → NK | NL | NN | NY
KMQRYc → NK | NM | NQ | NR | NY
KMc → NK | NM
KNRc → NK | NN | NR
KNTVc → NK | NN | NT | NV
KNYc → NK | NN | NY
KNc → NK | NN
KPQVc → NK | NP | NQ | NV
KPVc → NK | NP | NV
KPc → NK | NP
KQRWc → NK | NQ | NR | NW
KQRc → NK | NQ | NR
KQSc → NK | NQ | NS
KQc → NK | NQ
KRSTc → NK | NR | NS | NT
KRTc → NK | NR | NT
KRYc → NK | NR | NY
KRc → NK | NR
KSc → NK | NS
KTVc → NK | NT | NV
KTc → NK | NT
KVc → NK | NV
KYc → NK | NY
LMNc → NL | NM | NN
LMQc → NL | NM | NQ
LMTVc → NL | NM | NT | NV
LMVc → NL | NM | NV
LMc → NL | NM
LNTVc → NL | NN | NT | NV
LPc → NL | NP
LQSTc → NL | NQ | NS | NT
LRc → NL | NR
LSc → NL | NS
LTVc → NL | NT | NV
LTc → NL | NT
LVc → NL | NV
LYc → NL | NY
MNTc → NM | NN | NT
MPVc → NM | NP | NV
MPc → NM | NP
MRSc → NM | NR | NS
MSc → NM | NS
MTc → NM | NT
MVYc → NM | NV | NY
MVc → NM | NV
NPc → NN | NP
NTc → NN | NT
NQSTVc → NN | NQ | NS | NT | NV
NQSc → NN | NQ | NS
NQTc → NN | NQ | NT
NQc → NN | NQ
NRSc → NN | NR | NS
NRc → NN | NR
NSTc → NN | NS | NT
NSWc → NN | NS | NW
NSc → NN | NS
NVWc → NN | NV | NW
NVc → NN | NV
NYc → NN | NY
PQc → NP | NQ
PSc → NP | NS
PTc → NP | NT
PVc → NP | NV
PYc → NP | NY
QRSc → NQ | NR | NS
QRTVc → NQ | NR | NT | NV
QRWYc → NQ | NR | NW | NY
QRc → NQ | NR
QSTYc → NQ | NS | NT | NY
QSc → NQ | NS
QTVc → NQ | NT | NV
QTc → NQ | NT
RSc → NR | NS
RTVWc → NR | NT | NV | NW
RTc → NR | NT
RVc → NR | NV
RWc → NR | NW
RYc → NR | NY
STVc → NS | NT | NV
STc → NS | NT
SVc → NS | NV
SWc → NS | NW
SYc → NS | NY
TVc → NT | NV
TYc → NT | NY
VYc → NV | NY
WYc → NW | NY
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Résumé
Cette thèse propose une nouvelle approche de découverte de signatures de familles (et
superfamilles) d'enzymes. Dans un premier temps, étant donné un échantillon aligné de
séquences appartenant à une même famille, cette approche infère des grammaires algé-
briques caractérisant cette famille. Pour ce faire, de nouveaux principes de généralisation
et de nouvelles classes de langages ont été introduites sur la base de la substituabilité
locale. Un algorithme a également été développé à cet eﬀet qui produit une grammaire
réduite, conservant la structuration des exemples, d'un langage substituable. Dans un
second temps, ce manuscrit présente une méthode de classiﬁcation des séquences d'une
superfamille en familles à l'aide d'une analyse de concepts formels basée sur l'alignement
des séquences qui permet la détection de nouvelles familles et la découverte des motifs
fonctionnels pour améliorer les signatures précédentes.
Mots clés
bioinformatique, enzyme, famille, inférence grammaticale, grammaire algébrique, substi-
tuabilité, analyse de concepts formels
Abstract
This thesis proposes a new approach to discover signatures of families (and superfami-
lies) enzymes. At ﬁrst, given a sample of aligned sequences belonging to the same family,
this approach infers context-free grammars characteristic of this family. To do this, new
principles of generalization and new classes have been introduced based on substituta-
bility. An algorithm has also been developed for this purpose, which produces a reduced
grammar able to retain the structure of examples. In a second step, this manuscript pre-
sents a method for classiﬁcation of a superfamily sequences into families with a formal
concept analysis based on alignement sequences allowing detection of new families and
the discovery of patterns to improve functional previous signatures.
Keywords
bioinformatics, enzyme, family, grammatical inference, context-free grammar, substituta-
bility, formal concept analysis
