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Abstract 
W e  discuss upon the problem of learning fuzzy 
membership functions f rom structurally given, n o n  
deterministic fuzzy classification rules with non  
fuzzy conclusions. 
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1 Introduction 
A wide research area in mathematics is devoted 
to  the formalization what they call Decision Making, 
either from a descriptive or a prescraptive point of 
view. This is justified because individual decisions 
appears sometimes a s  the only objective information 
we get about people, and one can argue that individ- 
ual decisions are the essential human fact. A human 
being is viewed just as a decision maker. 
We should realize that a portion of the Decision 
Making researchers have a particular view about 
what a decision is. Decision Making in a Bayesian 
context, for example, is a Decision Making about 
acts, i.e.: about alternatives which have been abso- 
lutely well defined. 
Is that crisp Decision Making the essential human 
fact? 
We really think that the essential human fact is 
not so related to decision problems about actions, 
but to decision problems about, lets say, ethzcul 
pmnciples and more in general arguments. An act 
is indeed the final observable output of a previous 
thinking process, hierarchically structured (see [ll]), 
in which at each step we select among ill-defined 
families of possible alternatives, until we get a par- 
ticular quite well defined alternative. These are the 
key Information Process processing problems other 
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researchers refer to. As pointed out by Shafer [12], 
what people really look for are arguments on which 
their choices should be based. Choices are most of 
the time a consequence of arguments mixed with ba- 
sically random (uncontrolable, a priori not known) 
inputs. 
Most human beings do not care too much about 
optimized solutions to  their problems. They do care 
about fast and cheap enough solutions even if ap- 
proximate. What we do always want is a better 
knowledge of each problem. The key issue for us 
is how information can be obtained and processed. 
The good solution, if any, should follow jfrom a 
good comprehensive analysis of the problem, jfrom 
a good information processing process. 
Acts are crisp while arguments are quite often 
fuzzy. This is a key issue in Fuzzy Logic and it is 
the main topic of this paper. Very often in life we are 
faced with the problem of making a decision based 
on some imprecise knowledge. Typical cases of this 
kind occur in the medical field. In an emergency 
room of a hospital doctors have to decide whether 
or not to  admit a patient in the hospital (see [9]). 
Their knowledge is what they have learned in Med- 
ical School (enriched by the experience gained at 
work) and the symptoms they observe in the pa- 
tient. that is to say their knowledge is a set of fuzzy 
rules which on any given input must produce a Yes 
or No output. 
By introducing ad hoc membership functions, 
one can use standard fuzzy inference mechanisms to 
come up with a value of admissibility for the patient. 
Then based on this value (typically introducing a se- 
curity threshold parameter) one can decide whether 
to admit the patient or not. However, since in this 
case we are dealing with human lives, we need to  
be reasonably sure that the used membership func- 
tions are well tuned and in turn that the inference 
mechanisms and the system of fuzzy rules with a 
non-fuzzy conclusion we are working with has been 
validated (see [ 2 ] ) .  How can we do that ? 
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We will deal with such information processing 
and decisional processes, by studying the underlying 
aggregation problems and by formalizing an induc- 
tive learning framework. 
Many real-life problems are solved by means of 
some information aggregation procedures to  be de- 
signed and used in an "intelligent" manner. Infor- 
mation is passed to an aggregation operator as an or- 
dered sequence of real numbers, which without loss 
of generality can be supposed to belong to the unit 
interval (see [3 ,  4, 5 ,  6, 71 for a particular formaliza- 
tion of this problem and [13, 14, 15, 161 for related 
work) 
Aggregation operators are quite simple maps. 
Formally, an aggregation operator of dimension n, 
is any mapping 
(fl : [O,  11" 4 [O, 11. 
We can also have hierarchical aggregations, that 
is t o  say aggregations of chunks of information which 
in turn represent aggregated information. The prac- 
tical consequences of such hierarchical aggregations 
are quite interesting. If we have aggregation maps of 
very big dimensions, hierarchical aggregations will 
allow us to  deal with sub-aggregation operators of 
smaller dimensions, whose computational jobs can 
be parallelized. Thus, it will be possible to  obtain 
a significant speed up of the whole aggregation pro- 
cess. 
For instance, hierarchical aggregation procedures 
for individual preferences are defined by means of 
a basic classification of the individuals. The set of 
individual is divided into groups, in such a way that 
each individual is present in at least one of these 
groups. Then partial amalgamations of opinions 
within each group are to  be amalgamated into one 
global amalgamation. 
As pointed out in [8], when we think about an 
aggregation rule, we really mean a family of aggre- 
gation rules, the same way in which a decision of 
ours is in fact a family of possible actions with a 
clear conceptual analogy or being different due to 
some unavoidable measurement error or some very 
last guessing, for example. At the end, only one ag- 
gregation rule and only one act will come out ifrom 
the families we have in our mind. 
2 Non deterministic aggregation op- 
erators 
Similarly to Turing Machine, a non deterministic 
aggregation operator is such that the same input can 
produce different outputs. For Turing Machine non 
determinism has the intended meaning of computa- 
tional power: in one step the machine can non de- 
terministically choose any of the possible outcomes. 
Non deterministic algorithms "guess" the best out- 
come among all possible ones. 
Analogously, a non deterministic aggregation op- 
erator can be defined in the following way: 
e we have a set M of mappings 
4 : [O, 11" -+ [O, 11 
0 and a non deterministic choice function (Turing 
Machine) 7 such that 
@(zl, ,zn) = ~ ( { 4 ( ~ 1 , .  . . ,zn)/$ E M } )  
Such aggregation operators will be denoted by 
@ ( M ) .  Thus, by definition 
@ ( M ) ( X l , .  . . , z n )  = 7({4(Zl,. . . ,zn)l$ E MI). 
For aggregation operators non determinism will 
have the intended meaning of "intelligence" power. 
We can think of it as a process that in one step 
tests all the possible operators of the family M and 
chooses the best one. 
It is now quite natural to introduce the concepts 
of non-deterministic T-norms and T-conorms and 
OWA operators. 
DEFINITION 1 A n o n  deterministic T-norm is 
a non  deterministic aggregation operator @ ( M )  such 
that M is a set of T - n o m s .  
Analogously, a non  deterministic T-conorm is a 
non  deterministic aggregation operator @( M )  such 
that M i s  a set of T-conorms. 
Finally, a n o n  deterministic 0 WA operator is a 
n o n  deterministic aggregation operator @ ( M )  such 
that M is a set of OWA operators. 
The above definitions clearly extend the traditional 
definitions which are obtained for ]MI = 1. More- 
over, we can characterize non deterministic aggre- 
gation operators as finite, discrete and continuous 
according to  the cardinality of M .  
Example 1 Let M be the Dubois-Prade family of 
T-norms (see [lo]). Therefore, the elements of M 
are of type 
for 0: E [O,  11. In particular, for cy = 0 we obtain 
the minimum function and for 0: = 1 the product 
function. 
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Thc: associated family of T-conorms is obtained 
by computing the dual functions with respect to the 
standard negation operator n(z) = 1 - x. Thus 
Therefore we can say that x E U is a member of 
the concept C i.e. C ( x )  is true if and only if 
s,DB = 1 - (1 - a ) ( l  - b) (v 3=1z=1 ~ Q : ( p ~ ; ( x ) ) )  =1  
max(1 - a,  1 - b, a ) .  
where r is the the truth function. Since we are al- 
lowing some predicates in P to be fuzzy whereas C 
is not we make the following assumptions: 
3 Non Deterministic f izzy Classifi- 
cation Systems 
A threshold parameter 0 < 9 < 1 is given; 
Let U C W k  for some integer k. Therefore, each c(xc) is e-true if and only if 
element of U is a k-tuple of real numbers. 
Let C be a concept over U .  A system Sm of clas- 
sification rules for C (Fuzzy Classification System, 
FCS for short) is given in the following form: 
and where the truth value above is computed 
the predicates Q{ are taken from a set 
of given unary predicates; 
0 for all Qj, p~~ is a projection function that re- 
turns the parameter which is of significance for 
Qj . 
for every component k, the predicates 
corresponding to k (i.e. such that P Q ~  returns 
the value of the k-th component) are convex 
and define a linguistic order, that is to say if 
j > i then for every 0 5 a 5 1 we have 
where 4 is the standard order relation on real 
intervals: 
[a,  b] 4 [c,d] iff a 5 c and b 5 d .  
The intuitive meaning of the rule system is that a 
given element x is classified as a positive example for 
the concept C if one or more of the rule antecedents 
are true for z. 
where S and T are respectively a non determin- 
istic T-conorm and a non deterministic T-norm. 
The basic idea is clear: during the inference pro- 
cess, the best logical, dual aggregation operators 
ifrom the classes S and T are non-deterministically 
chosen and applied. 
Notice that for internal consistency, we are im- 
posing the condition on the non deterministic choice 
of dual T-norms and T-conorms. 
Given a set F={p1, ..., pn} of membership func- 
tions associated to the predicates in P, the above 
fuzzy classification system (FCS) is denoted by Sg. 
The notation Sm then denotes the collection of all 
possible FCS's S$, which in turn can be character- 
ized as  the collection of all sets F of membership 
functions. Such FCS's are called convex, non deter- 
ministic, fuzzy classification systems. 
In case the system is deterministic and the truth 
values are computed according to the min-max se- 
mantic, i.e. 
Then, as proven in [ l ] ,  the membership functions 
in the system can be quickly tuned from examples. 
We introduce the following definitions 
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DEFINITION 2 An element z is  justifiably clas- 
sifiable as a @-positive example f o r  the non  deter- 
ministic concept c = SL if 
f o r  some possible choices of the aggregation opera- 
tors. 
Analogously, x is justifiably classifiable as a 8- 
negative example fo r  the n o n  deterministic concept 
c = s; i f  
f o r  some possible choices of the aggregation opera- 
tors. 
Given a non deterministic concept S$, which is 
an approximation of the concept C, and given an 
element x we define em-or(Sz, x) to  be true if the 
obtained classification is wrong, i.e. if x is justzfi- 
ably classifiable B-positive [resp. B-negative] for C 
and is not justifiably classifiable 6’-positive [resp. 6- 
negative] for SL. 
Given a set E of justifiably &positive and jus- 
tifiably 0-negative examples of C, drawn jfrom an 
unknown, but fixed distribution 23 over the universe 
U ,  we define 
global errors E r r o r s  
IErrors n El 
IEl 
observed error Err0 = 
expected error Err = D ( x )  
XEETTOTS 
Our main goal is to  produce a learning algorithm, 
that is to  say an algorithm which by observing ex- 
amples, justifiably negative or positive, is able to 
produce membership functions which will minimize 
Err0 and Err. 
The question to  be answered is now the follow- 
ing: can learning take place and if, yes, under what 
conditions ? 
4 A learnability result 
Some non deterministic fuzzy classification sys- 
tems allow the design of inductive learning proce- 
dures, by observing examples. The general problem 
of characterizing such systems remains open. We 
will show now that if the underlying sets of T-norms 
and T-conorms are finite and linearly parameterized 
then we have a positive result. 
Suppose then that the evaluation 
s j=~ ,...,m ( Z = 1  ,..., n3 ( Q ; ( P ~  (XI)) 
is done by choosing S and T to be two finite sub- 
sets of respectively the Dubois-Trade classes of T- 
conorms and T-norms. Thus, S and T can be char- 
acterized as follows: 
e there exists n values 0 = al,...,a, = 1 such 
that (see example 1) 
e by definition SgB is the dual of TEB for every 
lSi572 
0 a non deterministic choice corresponds to a 
choice of a constant ai. 
Our inductive learning procedure is (of course) non 
deterministic 
(Step 1) Draw a sufficient (see [l]) number of ex- 
amples; 
(Step 2 )  If there is no example classified as pos- 
itive (i.e. not justifiably negative) or nega- 
tive (i.e. not justifiably positive) then output 
N O T H I N G ;  otherwise apply for these exam- 
ples and for 0: = 0 the algorithm in [l] and out- 
put a first approximation of the membership 
functions and the threshold value 6:  
(Step 3) For each of the remaining examples 
”guess” the value CY, used to classify it; 
(Step 4) For at and the corresponding set of ex- 
amples try to modify the membership functions 
and the threshold value so to obtain the same 
classification for the examples; if modifications 
are possible output the new values, otherwise 
output N O T H I N G ;  I 
I 
1 
(Step 5 )  If there are n ”equal” outputs a t  Step 4 
then output such common values otherwise out- I 
put N O T H I N G ;  I 




the algorithm looks first for certain values, that is 
to  say positive and negative examples. If all 
examples are both justifiably negative and pos- 
itive then no learning can take place. This is 
not surprising. The examples give no informa- 
tion at  all. 
Using the set of certain examples, the algorithm 
makes a guess on the values of the membershio 
functions used in the classification system and 
on the threshold. It does so using the inductive 
procedure described in [l] which uses max-min 
evaluation (i.e. a = 0 ) .  
For the non certain examples, we guess the values 
of a that were used and we try the built mem- 
bership functions on them. 
5 Final Comments 
In this paper we formalize the notion of non 
deterministic fuzzy classification system, following 
the work done in [8] and [l]. Our final goal was 
to show that inductive learning procedures can be 
built for the membership functions within a non- 
deterministic fuzzy classification system with non 
fuzzy conclusions. This first positive result opens a 
large set of problems of high interest in the general 
field of learning ifrom examples membership func- 
tions. Such problems are both of a theoretical (for- 
malization and proof of learnability for specific fuzzy 
classification systems) and experimental (we need a 
system that does so and it uses the right heuristics 
to bypass computational hardness) nature. 
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