In this study, the Pell-Lucas collocation method has been presented to solve high-order linear functional differential equations with hybrid delays under mixed conditions. The proposed method is based on the matrix forms of Pell-Lucas polynomials and their derivatives, along with the collocation points. The used technique reduces the problem to a matrix equation corresponding to a set of algebraic equations with the unknown Pell-Lucas coefficients. In addition, an error analysis based on residual function is performed and some numerical examples are presented to show the efficiency and accuracy of the method.
Introduction
In this study, we consider the high-order linear functional-differential equations with variable coefficients and mixed delays in the generalized form [1] [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] In the context of the modeling of dynamical systems, the functional differential equations in the form (1.1) play a central role in various fields such as biology, economy, electrodynamics, potential theory, electrostatics, astronomy, chemistry, mechanics, physics, etc. [1, 4, 9, 11, 12] . Most of these equations have not analytical solution and so, numerical methods may be required to obtain their approximate solutions. For example, some functional differential equations have been solved by using the numerical methods such as one-Leg method [9] , the spline function method [2] , Legendre-Gauss collocation method [4] , Chebyshev operational matrix method [5] , Optimal residual method [10] , Dickson Collocation Method Based on Residual Error [11] , Jacobian elliptic function method [12] , Chebyshev Collocation method with residual correction [13] , Legendre spectral collocation method [14] and Lagrange-collocation method [15] .
In recent years, some matrix and collocation methods to solve linear and nonlinear differential, integral, integrodifferential, integro-differential-difference and pantograph equations have been presented in many articles by Sezer and Coworkers [7, 8, 11, [16] [17] [18] . The purpose in this paper, by means of the above mentioned methods, is to develop a new collocation method based on Pell-Lucas polynomials and to find the approximate solution of the problem (1.1)-(1.2) as the truncated PellLucas series defined by
3) where ( ), = 0,1, … , , denote the Pell-Lucas polynomials [19, 20] ; , = 0,1, … , , are unknown Pell-Lucas coefficients and N is any positive integer chosen such that ≥ . Besides, the collocation points are defined by 
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Some Important Properties of the Pell-Lucas Polynomials [19,20]
Pell-Lucas defined the set of polynomials{ ( )}. The polynomials { ( )} are recursively defined by the following relationships:
The Pell-Lucas polynomials ( ) can also be given explicitly by
The first four Pell-Lucas polynomial ( ) :
Fundamental Matrix Relations and PellLucas Collocation Method
Firstly, we approximate the solution (1.3) of the problem (1.1)-(1.2) by the matrix form
Now we clearly write the matrix form ( ), by using the Pell-Lucas polynomials ( ) given by (2.1) or (2. 
If N is even, 
From the relations (2.3) and (2.4), we obtain the matrix form
Also, the relations between the matrix ( ) and its
By using the matrices (2.5) and (2.6), we have the matrix relation 
and by substituting → + → (2.7), the matrix relation 
Note that the matrix ( + ) can be written as
. By substituting the relations (2.7) and (2.8) into Eq.(1.1),we obtain the matrix equation
and then, by placing the collocation points (1.4),the system of the matrix equations
The compact form of this system can be written as
In Eq. (2.9), the general forms of the matrices , , , , On the other hand, by mean of the relation (2.7), we can write the matrix forms of the conditions (1.2) as
11)
such that
Consequently, in order to obtain the Pell-Lucas polynomial solution of Eq. 
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Accuracy of Solutions and Residual Error Estimation
In this section, we investigate the accuracy of the obtained Pell-Lucas solutions. When ( ) and its derivatives are substituted in Eq. On the other hand, the accuracy of the solution can be determined and the error can be estimated by means of the residual function ( ) and the mean value of
( ) → 0 and N is sufficiently enough, then the error decreases. Also, by using the Mean-Value Theorem for the residual function [18] , we can estimate the upper bound of the mean error, ̅̅̅̅ : 
The matrix forms for the initial conditions in Thus, the approximate of the problem is obtained as Similarly, for N=3 and N=5, we find the following solutions: Table 1 , Figure 1 and Figure 2 . Table 2 , Figure 3 and Figure 4 . 
