The phenotypic quasispecies model under investigation, presented in its general form, is given by
The state variables x i are the population numbers of sequence i, µ is the mutation rate, A i is the replication rate of the i-th sequence, λ with ω = (1 + s B − s D ). We recall that Φ is a linear combination of the variables x i to ensure that the total population is constant, as mentioned above (see also the lines after formula (3)). The meaning of the other parameters as well as their ranges can be found in the main manuscript (see Model and
Methods Section).
The previous model can be written in a more appropriate way for our analytical purposes. We shall denote the state variables as x ∈ R 16 . It is convenient to break them into two groups: the first one denoted as y and the second one as z. Hence x T = (y T z T ). For concreteness we give the order to be used for each one of these variables in R 8 using the previous notation which identifies the subscript of each component of x with four binary digits:
y T = (x 0000 , x 0010 , x 0100 , x 0110 , x 1000 , x 1010 , x 1100 , x 1110 ), z T = (x 0001 , x 0011 , x 0101 , x 0111 , x 1001 , x 1011 , x 1101 , x 1111 ).
It is clear that the last binary digit in the components of y is 0, while the last one in the components of z is 1. Hence, z corresponds to all lethal sequences with replication rate A z = 0. On the other hand, the first three digits in both cases correspond to the binary expression of the numbers from 0 to 7.
The differential equation now reads as follows:
or, equivalently,ẏ
being Φ(x) = u T 8 (By + Dy), where u k ∈ R k is the vector given as u T k = (1, 1, . . . , 1). That is, Φ(x), denoted simply as Φ in formula (1) and in the detailed expression of the 16 differential equations, is the sum.
For shortness we shall also use a simpler notation for the indices, writing x j , j = 1, . . . , 16, y j , j = 1, . . . , 8 and z j , j = 1, . . . , 8. For instance, the sum of the components of x equal to 1 will be written as 16 j=1 x j = 1. The matrices B and D in (3) where
Finally
Since we are interested in exploring the role of the DMFE in quasispecies dynamics and transitions, several assumptions that allow for an analytical treatment have been made in our model. These assumptions and their limitations are listed and discussed in detailed below.
• We are using a deterministic model assuming infinite and non-fluctuating populations of sequences, thus obviating stochastic effects. In this sense, our results may be applicable to large viral populations within a host (i.e., persistent infections) for which stochasticity may be negligible.
• The data on the DMFE for VSV and TEV used to parameterize our model were obtained at a given value of the mutation rate [4, 5] . Computational studies on RNA sequences suggested that the number of beneficial and deleterious mutations may increase as mutation rate rises up [6] . However, the interplay between mutation rate and the DMFE in real viral populations still remains unknown and thus we conservatively assume that DMFEs (i.e., parameters λ k in our model) remain constant across the range of mutation rates.
• We are modeling the processes of replication-mutation of viral genomes considering phenotypic classes, thus ignoring other within-cell or within-host phenomena such as interactions with the immune system (see [7] for quantitative models of quasispecies-immune system dynamics), population subdivision and local adaptation to different tissues (i.e., fluctuating selective pressures), variable multiplicities of infection or competition with other viruses, or pathogens coinfecting the same host.
• The genotypic-phenotypic mapping considered here may not be fully realistic since it ignores the existence of neutral networks [2] and multiple indirect pathways to reach higher fitness values. However, we are not interested in the number of accessible neutral paths that viral populations may follow within sequence space, but in the qualitative effect that the DMFE exert in the competition between different phenotypes at increasing mutation rates.
• Abundant experimental studies have confirmed the existence of variable epistasis among pairs of mutations in RNA viruses (see review [8] ). As a first approach and for the sake of simplicity, we ignored epistasis in our model assuming additive mutational effects.
The quasispecies phenotypic model we are investigating is a generalization of the largely studied
Eigen's quasispecies model [1] . Although the conceptual framework of our model slightly differs from the original Eigen's model (see the last paragraph of the model description in Model and Methods Section in the main manuscript), the mathematical structure remains the same. For that reason we recall in Section 2 some of the basic results of this model that will be useful for the analyses of our new model that we develop in the following sections.
Assuming we start as initial data at x 1 = x 0000 = 1 and all the other components are equal to zero, the main question is to obtain the equilibrium at which the system tends and, in particular, to identify the abundance at equilibrium of wild-type, beneficial, deleterious, and lethal viral phenotypes. This is investigated along Sections 3 to 6. We note also that, generically, the equilibrium is a global attractor.
Hence, different initial conditions may typically reach such an attractor. However, as we shall see, there are some exceptions which are analyzed in detail separately.
The structure of our quasispecies phenotypic model allows expressing the eigenvalues of matrix B as solutions of two quartic polynomials, as explained in Section 3. Then, as it is well known, the solutions can be given explicitly as a function of the parameters by means of the Cardano-Vieta formulae. However, these expressions become quite involved and we discarded their presentation following this approach.
Several special cases will also be considered in Sections 4 and 6 (see below). The first of them, analyzed in Section 4, is the case δ = 0, which corresponds to the widely used assumption of no backward mutations or no phenotypic reversion [10] [11] [12] [13] [14] . For this particular case the equilibrium state is obtained explicitly. For small values of δ, meaning a small probability of phenotypic reversion, approximate values of the equilibrium are obtained expanded in powers of ε = δ 1/2 . These results are given in Section 5. Other special cases, when some parameter is equal to zero or two parameters coincide are analyzed in Section 6. Here it is of special interest the case λ B = 0, with no production of beneficial mutations, a case that was experimentally characterized for Tobacco etch virus (TEV) [5] .
RECALLING BASIC RESULTS ON EIGEN'S MODEL
In this section we review some general facts of Eigen's model [1, 2, 10, 11] that will be useful for the interpretation of the results obtained from our quasispecies phenotypic model, presented in the following sections. The model can be represented with the general dynamical systeṁ
where A = (a i,j ) is a n × n constant real matrix with non negative entries, Φ(x) = u T n Ax , u n ∈ R n , u T n = (1, 1, . . . , 1) and n = 2 d for some positive integer d. We use a similar notation for matrices. We introduce the simplex
The equilibrium points of (9) are easily obtained from the eigenvectors of A. More precisely, if v is an eigenvector of A such that Av = σv, then x * = 1 u T n v v is an equilibrium of (9) and Φ(x * ) = σ. However we remark that only the non-negative eigenvectors, v ≥ 0, give rise to equilibria in Σ. Nonnegative matrices always have such an eigenvector. For a non-negative irreducible matrix, there exists a simple real positive eigenvalue, equal to the spectral radious, with a positive eigenvector. Moreover, one cannot find another linearly independent eigenvector with non-negative components [17] . So, in this case there exists a unique equilibrium point of (9) in Σ. Now we show that the simplex Σ is positively invariant under the flow defined by (9) . The condition u T n x = 1 is clearly preserved. Let us assume that x is a point at the boundary of Σ, that is, x ∈ Σ such that x i = 0 for some 1 ≤ i ≤ n. Then the orbit through x either enters to Σ for positive time or remains at the boundary for any t ≥ 0. To see that, we computeẋ i = [Ax] i ≥ 0 where [Ax] i denotes the i-th component of Ax, that is, n j=1 a i,j x j . If [Ax] i > 0, the orbit through x enters Σ for positive time. If [Ax] i = 0 we look for the second derivative. From (9) we obtain
Then, using x i = 0 and [Ax] i = 0, we obtain
As before, if [A 2 x] i > 0, the orbit has a quadratic tangency at the boundary but enters in Σ. In general, if we assume that for some component 1 ≤ i ≤ n,
holds, then using that Φ(x) is a scalar function and the Leibnitz rule for the derivative of a product, we get d k dt k x i = 0 for k = 1, . . . , m − 1, and
Hence, the orbit through x cannot exit Σ. In particular, if there exists some integer m > 0, such that A m > 0, then for any point at the boundary the orbit enters in Σ for positive time.
The system (9) is not linear due to the term Φ(x) x. However it is well known [3, 9] that the change of variables w = exp t 0 Φ(x(τ ))dτ x, reduces (9) to a linear system with constant coefficientṡ
The condition u T n x = 1 allows to recover the solutions of (9) from the ones of (10) as
The solutions of (10) are determined by the eigenvalues and eigenvectors of matrix A. From them one can obtain the transient and final behavior of the solutions of (9). Let us assume that the matrix A can be diagonalized and let v 1 , v 2 , . . . , v n be a basis of eigenvectors of A corresponding to the eigenvalues σ 1 , σ 2 , . . . , σ n respectively. For a given initial point x(0) = n i=1 c i v i in Σ, the solution of (9) is
If σ 1 is the dominant eigenvalue and c 1 = 0, then lim t→∞ x(t) = 1 u T n v 1 v 1 . This limit is an equilibrium point of (9) . If c 1 = 0 and c 2 = 0, where σ 2 is the second dominant eigenvalue, that is, σ 2 > σ 3 ≥ . . . ≥ σ n , the corresponding orbit will tend to the equilibrium v 2 /u T n v 2 . If we assume that there exists a unique equilibrium in Σ, then for any initial point x 0 ∈ Σ, we obtain c 1 = 0. Otherwise the orbit should go out of Σ which is in contradiction with the fact that Σ is positively invariant. In this case,
is a global attractor in Σ. It will be interesting in some cases to determine the stability characteristics of a given equilibrium x * of (9). To do that we need to know the eigenvalues of the linearization of the system at the equilibrium, that is, of the matrix
where I n denotes the n×n identity matrix. Assume that
has the following eigenvalues
. . n, respectively. If σ 1 > 0 is the simple dominant eigenvalue of A, then µ j < 0, j = 1, . . . , n and the equilibrium is asymptotically stable.
We stress here that in the case that σ 1 > 0 is the simple dominant eigenvalue of A, then the dominant eigenvalue of DF (x * ) is σ 2 − σ 1 if σ 1 > σ 2 ≥ . . . ≥ σ n . This is important, because then the difference σ 2 − σ 1 gives the slowest rate of approach to the fixed point. This is very relevant concerning how long is the transient to be close enough to the fixed point.
A special case with a dominant eigenvalue of multiplicity two can appear (e.g. if δ = 0) and will be discussed later.
In our quasispecies phenotypic model (2), the matrix A has a very special structure. First, using the notation of Section 1 above, we note that y = 0 is invariant with all the points fixed. Other equilibria are
If σ > 0 and y ≥ 0 then v ≥ 0 and x * = 1 u T 16 v v is an equilibrium point in Σ. Moreover in this case, the linear system (10) splits in two systemṡ
where w T = (Y T , Z T ) which can be easily solved. Then, given initial conditions y(0) = y 0 ≥ 0, z(0) = z 0 ≥ 0, such that u T 8 (y 0 + z 0 ) = 1, the solutions of (3) are
where
Let P be the non singular matrix such that P −1 BP = J, where J is the real Jordan normal form of B. Then for the solutions above we have Y(t) = P exp(tJ)P −1 y 0 . We recall that P −1 y 0 gives the components of y 0 in the new basis. The limit behavior of the solutions depends on the eigenvalues and eigenvectors of matrix B and on the initial conditions. The matrix B is non negative, so there exists a nonnegative eigenvector, v 1 , giving rise to an equilibrium in Σ. Additional equilibrium points can exist in Σ depending on the parameters. So we distinguish the following cases of interest in our quasispecies phenotypic model:
and v 1 the unique nonnegative eigenvector of B, that is, there is a unique equilibrium point in Σ. This is the generic case.
2. B has eigenvalues σ 1 , σ 2 , . . . σ 8 , some of them different and positive with nonnegative eigenvectors. In this case one has several equilibrium points in Σ given by these eigenvectors. This happens, for instance, when λ B = 0 to be analyzed in Section 6.1.
3. B has different eigenvalues σ 1 , σ 2 , σ 3 , σ 4 each one with (algebraic and geometric) multiplicity equal 2, and v i , V i are linearly independent eigenvectors for σ i . For any i such that
is an eigenvector for σ i giving rise to a new equilibrium point. Then, there is a segment of equilibrium points in Σ. In this case if
This case occurs, for instance, for λ B = 0 and λ N = 0 to be analyzed also in Section 6.1.
4. B has different eigenvalues σ 1 , σ 2 , σ 3 , σ 4 each one with (algebraic) multiplicity equal 2, and a one dimensional eigenspace. For any i such that σ i > 0, with eigenvector V i ≥ 0, there exits a unique equilibrium point in Σ. We note that in this case, the normal basis is given by
, are the generalized eigenvectors such that
Then the solutions can be written as
where c ia , c ib are constants such that
This happens, for instance, for the case δ = 0, investigated in Section 4 below.
In the cases 2., 3. and 4. the limit behaviour as t goes to infinity, depends on y 0 .
Other more degenerate cases can appear (e.g., multiplicity 4 or higher) for very special values of the parameters, which are discussed in detail in Sections 6.2 and 6.3.
Given an equilibrium x T * = (y T * , z T * ), the matrix DF (x * ) in our model (2) is
where Φ(x * ) = σ, being σ the corresponding eigenvalue of A. The problem reduces to study the matrix M .
REDUCTION OF THE CHARACTERISTIC POLYNOMIAL IN THE QUASISPECIES PHENO-TYPIC MODEL
We consider the quasispecies phenotypic model (2) defined by the matrices (4) to (8) . If
trix and there exists a unique equilibrium point given by (12) where σ is the dominant eigenvalue of B. This is not true in several degenerate cases when some parameters become equal to zero, like the case δ = 0, which is postponed to Section 4.
First we shall see that in general, the characteristic polynomial of B can be decomposed as a product of two polynomials of degree 4.
We write
An eigenvector y of B satisfies (B∆ − σI 8 )y = 0, or, equivalently,
We note that once σ and q are determined satisfying (20), the equilibrium is obtained from (12) with y = ∆ −1 q, z = µλ L σ q, and a scaling to satisfy the normalization condition u T 8 (y + z) = 1.
In order to simplify the notation we introduce the matrices
and we shall write
Let us assume that λ B = 0 (the case λ B = 0 being postponed to Section 6.1). Then from the third and fourth equations of (20) (using the block structure) we obtain, respectively,
By substituting into the first and second equations of (20) we obtain the following system
Assume first that λ N = 0 and det(F 1 + F 4 ) = 0. Then
and substituting into the first equation of (22) we obtain
In order to have solutions q 4 = 0, σ must be a zero of
We remember at this point that the matrices F 1 and F 4 , and hence H, depend on σ.
Besides some factor (det(F 1 + F 4 ) −1 ) the characteristic polynomial of B can be decomposed as the product of two polynomials of degree 4 in σ
Therefore p B is obtained from p A by changing the sign of the determination of √ δ. The same holds for their zeros.
Let σ be a zero of p A (σ) and q 4 = 0, such that (H + √ δµλ N (F 1 + F 4 ))q 4 = 0. Then using (23) we obtain q 3 = − √ δq 4 . As far as q 4 is not zero, the components of q change sign. As we are interested in non negative eigenvectors we can discard the zeroes of p A (σ). In particular this implies that the dominant eigenvalue is a zero of p B (σ).
Assume that σ is a zero of p B (σ) and
Using (23) and (21) we obtain
Then y T = (
It can be shown that the system (22) and then (20) have the same solutions even in the case that
For concreteness we give here a quite explicit expression of the equilibrium point in the generic case. Let σ 3 be the dominant eigenvalue. Then the equilibrium is
where ε = √ δ and
where the auxiliary parameters α and ψ are given as
If λ N = 0, the system (22) reduces to
Besides constant factors, the characteristic polynomial is det(H) 2 giving rise to eigenvalues of B with algebraic multiplicity greater than one. In the general case (if det(H) has simple zeroes), the multiplicity is 2 but B is diagonalizable. Let σ be a zero of det(H) = 0 and q 3 = 0 such that
T are linearly independent eigenvectors of σ. This corresponds to the case 3. of Section 2 and the solutions are obtained from (16) .
Again, for concreteness, we give here the expression of the relevant equilibria. Let σ be a zero of det(H) = 0 and Q = (c 3 , c 4 ) T = 0 such that HQ = 0 and we write (c 1 ,
In particular for the dominant eigenvalue σ 3 , we obtain the following equilibrium points
It is clear that the initial condition y(0) = (1, 0, 0, 0, 0, 0, 0, 0) T , only has components in the eigenvectors of type v, so, in general given such initial condition the solution tends to Q (1) as t tends to infinity.
DYNAMICS FOR δ = 0 (NO PHENOTYPIC REVERSION): SOLUTION AND STABILITY

ANALYSIS
The case δ = 0 corresponds to scenarios where backward and compensatory mutations are neglected and thus no phenotypic reversion is possible. This assumption has been considered in several quasispecies models [11] [12] [13] . If δ = 0, the matrix B is triangular. Under generic conditions, that is, 
, y 4 = (0, 0, 0, 0, 0, 0, 0, 1) T .
Only y 3 and y 4 give rise to the following equilibria in Σ
Several cases are obtained when some parameters are equal to zero or coincide. Anyhow if δ = 0 these special cases are easy to study. We only mention that if λ B = 0 there are two additional equilibria in Σ coming from y 1 and y 2 , given by
In general, most of the initial conditions give rise to solutions which tend, for t → ∞, to the equilibrium (28) corresponding to the dominant eigenvalue λ 3 as given in (27). However a different limit behaviour is possible. Given an initial condition y(0) = (a 1 , a 2 , . . . , a 8 ), a simple computation shows that the coefficients c ia , c ib in (17) are
From (32) one can read the limit behaviour for a given initial condition. In particular, assume y(0) = (1, 0, 0, 0, 0, 0, 0, 0) T , i.e., a 1 = 1, a i = 0 ∀i > 1. If λ B = 0 and λ N = 0, then c 3a = 0 and c 3b = 0 and the solution tends to Q 3 . This behavior is illustrated in Figure S1 (case δ = 0) by means of time series for sequences and phenotypes using DMFE data for VSV. Moreover, the phase portraits projected on the simplex also display several trajectories approaching to equilibrium Q 3 ( Figure S2 ).
We notice that the increase of mutation involves the displacement of the fixed point. Such a fixed point in the phase portraits (x 1100 , x 1110 ) moves towards lower equilibrium values of the sequence x 1100 due to increased mutation, although the other phase portrait projections do not indicate that the quasispecies population is fully shifted towards lethal regions of the sequence space at increasing mutation.
If λ B = 0 and λ N = 0, one has c 3a = 0, c 4a = 0, c 4b = 0 and c 3b = 0, but c 1a = 0, c 1b = 0 and then the solution goes to Q 1 as given in (30). This dynamic behavior is displayed in Figure S3 (case δ = 0) also by means of time series using DMFE data for TEV. For the cases analyzed, one can see that the dominant sequence is the neutral mutant x 0100 . We also represent the dynamics converging to equilibrium Q 1 in phase portraits projected on the simplex ( Figure S4 ). Here increased mutation displaces equilibrium Q 1 to lower equilibrium values for the neutral mutant. Similarly to the previous case, for the analyzed values of mutation and selection coefficients, the fixed point is not displaced towards population values fully dominated by lethal sequences. The eigenvector corresponding to µ 2 is (0, 0, 0,
These components can be completed with the 8 last ones to obtain an eigenvector of the matrix DF (x * ) corresponding to the eigenvalue µ 2 = 0. Let us denote as E = (e 1 , . . . , e 16 ) T this eigenvector. It can be shown that e i = 0 for i = 1, . . . , 4 and i = 9, . . . , 12 while the components e 5 , e 6 , e 13 and e 14 are positive. It follows that, for a small positive value of s, the point x = x * + sE belongs to Σ (in fact, to its boundary), while for s < 0 is outside Σ.
Let us look at the vector field at a point of the form x = x * + sE. It is immediate to obtain F (x * + sE) = −s 2 (u T 16 AE)E, which gives for s the differential equation
We immediately recognize that, on that line, the fixed point x * , corresponding to s = 0 is a saddle-node point, the node part being inside Σ and the saddle part being outside Σ.
Furthermore s tends to zero as (αt + c) −1 for a suitable value of c > 0, depending on the initial conditions. In other words, the approach to the fixed point is no longer exponentially fast.
DYNAMICS FOR δ SMALL (PHENOTYPIC REVERSION): EXPLICIT APPROXIMATIONS
Some authors pointed out that the assumption of no backward mutations and thus no possible phenotypic reversion can result in model artifacts in quasispecies systems [15] . For this reason, in this Section we analyze the case δ > 0, which considers that viral genomes replication can give place to phenotypic reversion (via backward or compensatory mutations). As we did before, we denote the eigenvalues of the matrix B as σ j , j = 1, . . . , 8. From (27) we know that for δ = 0 there are four double eigenvalues, except in the cases s D = 0 or s D = s B which give rise to two quadruple eigenvalues. These exceptional cases shall be considered in Section 6. If δ is small we can analyze how these double zeroes split. To this end, we introduce ε = δ 1/2 and look for expansions of the eigenvalues up to order 3 in ε.
Four of the values as a function of ε are
where B, D and N denote, respectively,
Of course, we are assuming here that µ is not too close to 1.
The other four eigenvalues, σ 5 , σ 6 , σ 7 and σ 8 are obtained from σ 1 , σ 2 , σ 3 and σ 4 , respectively, by replacing N by −N .
It is clear that, looking only at the terms up to order 1 in ε and assuming ε sufficiently small, the dominant eigenvalue is σ 3 and the next one is σ 7 . Hence, for the fixed point x * associated with σ 3 , according to the results in Section 2, the dominant eigenvalue of the differential DF (x * ) of the vector field at the fixed point is σ 7 − σ 3 which has the form
which gives an indication of how slow will be the approach to the equilibrium as a function of δ for small values of δ.
We note that for δ = 0 in the case s D = s B the eigenvalues 1 − µ and (1 − µ)(1 + s B − s D ) are coincident. The formulas for δ small must be modified in this case.
Using the same notation as in Section 3 for the components c 1 , c 2 of q 2 and the components c 3 This implies that both for parts y * and z * of the equilibrium, the eight components are of the form
Several examples of the quasispecies dynamics considering phenotypic reversion are shown in Figures S1 and S3 (cases δ > 0). As a difference from the cases without phenotypic reversion, now the quasispecies asymptotically achieves higher diversity (i.e., more types of sequences persist at equilibrium). For instance, Figure S1 displays the time dynamics using VSV DMFE data. For different values of the selection coefficients one can see that the wild-type phenotype is able to persist, although with very low population numbers. Similar results are found for TEV data ( Figure S3 ): the diversity of surviving sequences is higher compared to the case without phenotypic reversion. However, the wild-type phenotype here achieves larger population numbers probably due to the absence of beneficial sequences resulting in lower competition with high-fitness sequences. Figure S5 illustrates other features tied to phenotypic reversion. For instance Figure S5 (a) shows how transients for VSV depend on mutation rate for different values of the selection coefficients used in Figure 3 of the main manuscript. The same analyses are displayed for TEV in Figure S5 We shall see that in this case the equilibrium points in Σ can be computed explicitly depending on the parameters. This case is interesting from a biological point of view because experiments on mutational fitness effects for Tobacco etch virus revealed absence of beneficial mutations [5] .
To investigate this case, we first look for eigenvalues and eigenvectors of B following the method introduced in Section 3. The system (20) becomes
(35)
Assume λ N = 0, λ D = 0. We obtain
Then
Therefore the eigenvalues σ of B are the zeroes of the following polynomial
These results can be summarized as follows:
• for any zero, σ, of det(F 1 ± √ δµλ N I 2 ), let q 2 = 0 be such that (F 1 ± √ δµλ N I 2 )q 2 = 0. Then
• for any zero, σ, of det(F 4 ± √ δµλ N I 2 ), let q 4 = 0 be such that (F 4 ± √ δµλ N I 2 )q 4 = 0. Then
In order to get equilibrium points in Σ we need non negative eigenvectors of B, so, it is sufficient to consider the cases corresponding to the positive sign. A simple computation shows:
The polynomial above has two real solutions σ 1 , σ 2 such that
To obtain a vector q 2 = (c 1 , c 2 ) with c 1 ≥ 0 and c 2 ≥ 0 such that (F 1 + √ δµλ N I 2 )q 2 = 0 we must take σ = σ 2 . For example we shall take c 1 = σ 2 − a(1 − s D ), and c 2 = µλ D (1 − s D ). Then the equilibrium associated with σ 2 is
The second case can be analyzed in a similar way. The polynomial
The equilibrium point is
Then, λ B = 0, λ N = 0, λ D = 0 corresponds to the case 2. in Section 2.
Let us introduce y T = (ζ 1 , ζ 2 ) T where ζ 1 , ζ 2 ∈ R 4 . Then, the system of differential equations (3) can be written asζ
where B 11 and B 22 are given in (4) and (7) respectively, and
For arbitrary initial conditions y(0) T = (ζ 1 (0), ζ 2 (0)) T it is expected in general that the solution tends to the equilibrium (37) associated with the dominant eigenvalue, σ 4 . However if ζ 2 (0) = 0, then ζ 2 (t) = 0 for all t ∈ R and the solution tends to the equilibrium Q 2 given in (36). In particular this is the case if we take initial conditions y(0) T = (1, 0, 0, 0, 0, 0, 0, 0, 0). For completeness we consider two degenerate cases: λ N = 0 and λ D = 0 where all the computation can be easily performed.
First we consider λ B = 0, λ N = 0 and λ D = 0. The matrix B is block diagonal B = diag (B 1 , B 1 , B 4 , B 4 ) , where
B has double eigenvalues but it diagonalizes. So, we are in the case 3. introduced in Section 2. B 1 and B 4 have eigenvalues σ 1 , σ 2 and σ 3 , σ 4 , respectively, such that
As we look for non negative eigenvectors, we only need to consider σ 2 and σ 4 . We note that the eigenspaces corresponding to these eigenvalues are 2 dimensional. By taking adequate basis we obtain the following equilibrium points
Other equilibrium points are obtained from adequate linear combinations ofQ 1 andQ 2 and also from Q 3 andQ 4 .
If we split y as y T = (y 1 , y 2 , y 3 , y 4 ), y i ∈ R 2 , the system (3) for y becomes
. It is clear that for a fixed j, j = 1, 2, 3, 4, if the initial conditions satisfy y j (0) = 0 and y i (0) = 0 for i = j, then the solution goes to the equilibrium pointQ j . In particular, if we take y(0) T = (1, 0, 0, 0, 0, 0, 0, 0), then the solution tends toQ 1 as t goes to ∞. In fact, for any equilibrium pointQ ∈ Σ, it is possible to choose initial conditions in Σ such that the solution tends toQ as t → ∞. 
In this case there are four equilibrium points in Σ, associated with the eigenvalues with the + sign, whose expressions arê
√ δ, 0, 1, 0, 0, 0, 0, 0) T , z * = µλ L Φ 0 ( √ δ, 0, 1, 0, 0, 0, 0, 0) T ,
√ δ, 0, 1, 0, 0, 0, 0) T , z * = µλ L Φ 0 (0, √ δ, 0, 1, 0, 0, 0, 0) T ,
This corresponds to case 2 in Section 2.
The case s D = 0
The zeros of the polynomial p B (σ) introduced in Section 3 can be computed explicitly. Then the eigenvalues of B are
,
In the generic case, the eigenvalues are different. Clearly the dominant one is σ 3 . If λ B , λ N , λ D are positive, the matrix B is irreducible and then there is a unique equilibrium point in Σ associated σ 3 .
The case s D = s B
For small δ, as mentioned in Section 5, the expressions in (33) are no longer valid for the case s D = s B . We must introduce the quadratic equation
whose coefficients are given by
where B, D and N have the same meaning as in (33). The first four eigenvalues to order 3 in ε in that case are
being Γ = 1 − N ε s B . As in Section 5 the eigenvalues σ 5 to σ 8 are obtained from σ 1 to σ 4 by replacing N by −N . Still σ 3 is the dominant eigenvalue, followed by σ 7 for ε small.
EXPLORATION OF THE PARAMETER SPACE: THE CASE WITH PHENOTYPIC REVER-
SION
We analyze the likelihood to find parameter combinations for scenarios (A), (B), and (C) considering phenotypic reversion. Firstly, we notice that when phenotypic reversion is considered the probabilities become even smaller. For example, for scenario (A), the percentage of parameters combinations pushing the quasispecies towards equilibrium values N * ≥ 0.9 of lethal sequences is about 0.38%, which is approximately 5-fold smaller than the ones for the case when δ = 0 (see Table 1 in the main manuscript). This tendency holds for all other values of N * analyzed for all the scenarios.
In Figure S6 we However, there appears a puzzling question. The theory tells us that for µ = 0 all the scenarios have zero contribution and for small µ it will be negligible. On the other hand for δ = 0 and µ close to 1 there is full contribution to scenarios (A) and (B) and zero to scenario (C) as it follows from Section S4. Something similar happens for δ small according to Section S5. So, it is interesting to see how the different values of µ and δ together contribute to the three scenarios. Moreover, these analyses are also interesting to see the interplay between mutation and phenotypic reversion in the context of potential scenarios of lethality. To this end we have computed the equilibrium point for a grid of values of µ (from 0.01 to 0.99 with step 0.02) and of log 10 (δ) (from -7 to 0 with step 0.1). For each couple of values of (µ, δ), 100 runs with a sample size M * = 10 6 have been used. The results of the averages are displayed in Figure S7 for the three scenarios and N * = 0.4, 0.6, and 0.8. We remark that the large size of the samples allows to reduce the standard deviation of the estimations.
The largest value is, roughly, 0.06%.
The plots allow to see, for a sample of values of N * and the different scenarios, which domains in (µ, δ) are more relevant. For scenario (A), we identify regions of this space with production of lethal sequences. For instance, if we analyze the case for N * ≥ 0.4, mutation rates above 0.2 rapidly increase the probabilities to find pairs of µ and δ driving the quasispecies to scenario (A) for this value of N * . As we already mentioned, the effect of phenotypic reversion is to decrease these probabilities,
i.e., phenotypic reversion impairs the chances to increase the population of lethal sequences. If we focus on a case closer to lethality for instance using N * ≥ 0.8, the surface in the parameter space x 1111
x 1111
x 1100
x 1101
x 1110
x 1100 x 0100
x 0100
x 0110
x 0101
x 0110 
(3)
FIG. S4: Phase portraits using the DMFE for TEV. Same as in Figure S2 also with δ = 0 (no phenotypic reversion) for TEV (recall here there is also no production of beneficial mutations i.e., λ B = 0). The fixed point Q 1 , which is an attractor, is represented also with a solid circle (see Section 4). Scenario ≥ N (t) p(t) · 100 ± SD p(t) · 100 ± SD p(t) · 100 ± SD p(t) · 100 ± SD p(t) · 100 ± SD p(t) · 100 ± SD ≥ 0.6 9.6581 0.0030 10.6721 0.0032 10.7412 0.0032 TABLE S1: Statistics obtained with the MonteCarlo (MC) exploration of the parameter space of Eq.
(1) for three fixed values of time: t = 10 2 , t = 10 3
, and t = 10 4
. Two cases are analyzed for each value of t: δ = 0 (no phenotypic reversion); and δ > 0 (phenotypic reversion, with 0.1 ≥ log(δ) ≥ 10 −7
, obtained with a uniform random sampling of log(δ)).
For each case, we computed the mean percentage (± standard deviation, SD) of parameters combinations, p(t)
, pushing the quasispecies towards scenarios (A), (B), and (C) for different population values at time t, N (t).
Recall scenarios (A), (B), and (C), correspond, respectively, to a quasispecies composed by N (t) lethal mutants; by N (t) lethal plus sequences; and by N (t) deleterious sequences. Each data value was obtained averaging 10 3 independent replicas. For each replica we ran M = 10 5
MC iterations.
