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Gate-controllable two dimensional systems with in-plane modulation of properties could serve as
highly tunable effective media. Intuitively, such systems may bring novel functionality provided that
the period of the lateral modulation is much less than the relevant scattering lengths (mean free
path, coherence length etc.). Our work experimentally demonstrates the opposite, disordered limit
of such system, defined in the macroscopically modulated metal-oxide-semiconductor structure. The
system consists of parent two-dimensional gas with periodic array of islands(dots/antidots), filled
with two-dimensional gas of different density, and surrounded by depletion regions(shells). Carrier
densities of both parent gas and islands are controlled by two independent gate electrodes, allow-
ing us to explore a rich phase diagram of low-temperature transport properties of this modulated
two-dimensional system, resembling various transport regimes: insulating, shell-dominated, gas-
dominated, dot-dominated. These regimes can be identified by various Hall resistance and its mag-
netic field dependence, temperature dependencies of the resistivity, and Shubnikov-de Haas patterns.
Thus, our work demonstrates feasibility of the macroscopically inhomogeneous two-dimensional sys-
tem as a tunable platform for novel physics and applications.
PACS numbers: 73.50.Jt ,73.40.Qv, 85.30.Tv
INTRODUCTION
Two-dimensional electron systems (2DES) are conve-
nient platforms for numerous physical experiments and
applications. Adding up lateral modulation turns a sys-
tem into two-dimensional metamaterial and opens addi-
tional functionality, like gate-tunable superconductivity
in a lattice of superconducting tin islands on graphene [1],
recent discovery of correlated state and superconductiv-
ity in magic-angle twisted bilayer graphene [2, 3], exper-
imental observation of Holfstatder’s butterfly [4], com-
mensurability effects in semiconducting quantum wells
with lateral modulation [5], selectivity to circularly po-
larized light in the chiral laterally modulated structures
[8] etc. In all these examples the modulation period is
smaller than the relevant length, e.g. mean free path
or coherence length, otherwise the effects of periodical
modulation would be damped.
On the other hand, even if the latter condition is vio-
lated, the modulated system remains to be a regular ef-
fective medium anyway. We address a question to what
extent should one expect the emergence of new phenom-
ena there? Conductance of such effective medium is very
sensitive to electronic properties and could serve there-
fore as a convenient indicator. In this paper we exam-
ine the conductive properties in the disordered and yet
not insulating limit of macroscopically modulated gate-
tunable array of islands (dots/antidots) within 2D elec-
tronic system, realized in the archetypal Si-MOSFET
platform. This system is somewhat similar to granu-
lar materials, studied broadly in the past [9] both the-
oretically and experimentally. The studied array of is-
lands differs from granular systems by: (i) complete two-
dimensionality and tunability of both parent electron gas
and islands; (ii) periodicity, i.e. absence of randomness in
positions of islands; (iii) smooth transition regions (larger
than mean free path) between parent gas and islands.
So far transport studies of lithographically modulated
semiconducting two-dimensional systems were focused ei-
ther on clean systems (where mean free path is larger
than the period of modulation and all studied phenomena
are essentially ballistic [14, 25–27, 35]) or to Aharonov-
Bohm/Altshuler-Aharonov-Spivak oscillations [6, 7], i.e.
coherent low-temperature mesoscopic effects [32–34]. All
these phenomena are essentially nano-scale. We should
also mention a group of a papers [23, 28–31], where per-
colation and transition to localization phenomena in the
arrays of dots/antidots were explored.
Arrays of macroscopic (i.e. micrometer size) islands
should address essentially the classical physics. Macro-
scopic means that the mean free path(< 50 nm in our
case) and coherence length (∼ 300 nm at 2K) are smaller
than the period of the structure and size of the islands (in
our case 5 and 2.5 µm respectively). To the best of our
knowledge, magnetotransport properties of such system
(array of depleted antidots) so far were reported only by
us in Ref. [24], where Hall resistance was shown to be
nonlinear function of magnetic field due to current redis-
tribution in magnetic field. Present study qualitatively
extends those first measurements, by adding a new pa-
rameter, i.e. electron density in the islands. From the
transport studies we explore island density/2DES den-
2sity phase diagram of this effective media. We reveal and
explain qualitatively 2DES-dominated, island-dominated
and shell dominated phases, highlight the role of in-
homogeneities in 2D-metal-to-insulator transition. Our
data indicate weak-localization related reason for low-
field Hall nonlinearity and novel effect in the Shubnikov-
de Haas oscillation regime: Zeeman splitting of the resis-
tivity minima. The sensitivity of the transport properties
to the island gate potential suggests the possible appli-
cations of the macroscopic dot/antidot arrays as photo-
or bio/chemical sensors.
SAMPLES USED
We used Si-MOSFETs structures with lithographically
defined antidot array (AA) (for simplicity, we call islands
antidots though they can be dots), with TEM cross-
section and gate connection shown schematically in fig.
1. The transport current flows in the inversion layer at
the interface between Si substrate and oxide. Voltages
applied to two electrically decoupled gate electrodes in-
dependently control the density of the electrons (i) in-
side the antidots (Va) and (ii) in the surrounding 2D gas
(S2DG) (Vg). Panels a, b show optical images of the
sample. Diameter of the antidots is 2.5 µm, lateral pe-
riod d of the structure is 5 µm so that transport between
them is diffusive (l ≪ d where l ∼ 50 nm is mean free
path in the highest mobility samples) and possible co-
herent effects are negligible (lφ < d where lφ < 500nm
is coherence length in studied temperature range). The
AA has a Hall-bar shape with lateral dimensions 0.4 mm
x 0.4 mm.
The cross-section thin lamella for TEM studies was
cut out from the surface region (shown by dashed line
in panel b of Fig. 1) of the sample using FEI Helios
NanoLab 650 focused ion beam. The STEM images (see
example in Figs.1c and 1d) were obtained using FEI Ti-
tan 80-300 microscope at the electron energy of 200 keV.
The structure of our sample is following: bottom layer
in gray color - single crystalline (001) Si substrate; the
dark color corresponds to SiO2, trapezoidal-shaped poly-
crystalline heavily doped Si is the gate of the antidots, the
rest polycrystalline heavily doped Si (gray color above
SiO2) is the S2DG gate. Panel d shows the zoom in of
the edge of the antidot. It is seen that the oxide layer be-
comes thicker closer to the edge of the S2DG. This leads
to lower density of electrons in the domains underneath.
Moreover, gate electrodes are separated by oxide so that
between antidots and S2DG there is an area where den-
sity is expected to be low. We call these transition regions
shells. The panel e shows the same spot as panel b with
all mentioned above areas in color.
Multiple chips of the same design were fabricated on
the same wafer. Probably due to inevitable temperature
gradients during the fabrication, AA on different chips
FIG. 1: (a) Optic image of the corner of the AA (100x
magnification), (b) zoom-in of image (a) with direction of
slice for TEM, (c) TEM image with scheme of the gating,
(d) TEM image of the border of the island (on the right),
S2DG (on the left) and shell (between), (e) image (b) with
signed areas (1-island, 2-shell, 3-SD2G).
demonstrated different low-temperature transport prop-
erties. In particular, peak mobility varied by an order of
magnitude (see Results section).
RESULTS
Magnetoresistance measurements were performed in
the temperature range 0.3-8 K using Cryogenics 21T/0.3
K and CFMS 16T/1.8K systems. AC transport current
was fixed at value 100 nA to avoid overheating. All mea-
surements were carried out in the frequency range 13-18
Hz using a standard 4-terminal technique with a lock-in
amplifier. In order to compensate for contact asymme-
try, magnetic field was swept from positive to negative
values and with resistance per square (Hall resistivity)
data being then (anti)symmetrized.
The properties of Silicon-based 2D systems are known
to be strongly dependent on the mobility of carriers.
In high-mobility uniform systems (µ & 10000cm2/Vs)
metallic behavior of resistivity and metal-insulator tran-
sition can be realized [10]. In contrast, low-mobility Si-
MOSFETs do not demonstrate a stark metallic tempera-
ture dependence of the resistivity. Also, for high-mobility
samples Shubnikov-de Haas oscillation(SdHO) patterns
allowed to resolve the carrier density value nSdH .
The experiments were carried out on several samples
with effective peak mobility of electrons in AA in wide
range from 400 to 5000 cm2/Vs. Despite this spread of
mobilities, most of the observed phenomena were shown
3up in all samples. The mobility had impact only on the
magnitude of the corresponding effects. We demonstrate
the data from the representative high mobility sample
AA1 and low mobility sample AA2.
All measurements are made in the regime of highly con-
ductive media. Indeed, measured resistance per square
(that is always elevated with respect to the S2DEG lo-
cal resistivity due to bottleneck effect) is lower than the
resistance quantum h/e2 ∼ 25.8 kOhm. Therefore the
quasiclassical treatment of the transport is applicable.
Effective density
We straightforwardly characterize this effec-
tive medium by effective Hall density (neff ≡
[eRxy(B = 1T)]
−1) and effective carrier mobility
(µeff ≡ (neff e̺)
−1). Here and further ̺ is the mea-
sured resistance per square. The effective density and
mobility were calculated from the resistance per square
and Hall resistivity at 1 and -1 T.
We analyzed the neff dependency on Vg and Va. In
uniform Si inversion layers electron density is roughly
proportional to (Vg − Vth) [11], where Vth is a threshold
voltage, which is usually small and originates from charge
stored in oxide and the difference of work functions of the
gate and 2D system. Experimentally observed neff (Vg)
dependencies (for three various Va values, shown in fig.
2) are in contrast with this expectation. The reason for
the deviations is artificial non-uniformity of the system.
Such behavior reflects different regimes of transport cur-
rent flow distribution. We distinguish the ranges of gate
voltages that correspond to various current density dis-
tribution (schematically shown by letters (a)-(d) in the
main panel and also in the corresponding panels under
the graph in fig. 2). The higher transport current density
is shown by lighter color.
For Vg high enough (figures 2(a) and 2(b)), S2DG is
very conductive because of high electron density. Due
to edge effects and larger gate-to-2DEG distance, shells
have lower electron density and hence smaller conduc-
tance. Therefore, transport current flows predominantly
through the S2DG and Hall effect, i.e. neff (Vg), is de-
termined by its density. It means that the islands have
small impact on neff (Vg) dependence.
For small values of Vg (figures 2(c) and 2(d)) the S2DG
density and conductivity decreases and contribution of
islands to the transport rises. Increasing the Va value
makes the antidots much more conductive than S2DG.
Therefore transport current prefers to flow through an-
tidots and minimizes the path through the S2DG. Thus
the effective density neff becomes high (relative to den-
sity defined by Vg) since the Hall voltage is determined
by the islands. As Vg increases, the contribution of de-
pleted S2DG rises leading to the drop of the neff (figure
2(d)).
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FIG. 2: The Hall density at 1.8 T for sample AA2 vs S2DG
gate voltage for three representative island gate voltages.
Inset shows the similar data for the high-mobility sample
AA1. In panels (a)-(d) the higher electron density the
lighter area. Panels (a)-(d) correspond to the domains of
the voltages designated by the same letter on the graph.
For Vg and Va low enough, both S2DG (unlike case
b) and antidots (unlike case d) are poorly conductive.
Low conductance of both regions force transport current
to flow through the whole perimeter of the shell. This
leads to the elevated role of the low-density shells and
the visible increase of the Hall voltage, i.e. drop of neff
value (case c on the fig. 2).
The effective density data, shown in fig. 2, demon-
strating an enhanced drop in low-Va/ low-Vg region, were
obtained for low-mobility sample AA2. For high-mobility
sample AA1 (inset to fig. 2), despite the absence of the
drop, a similar tendency is clearly seen: neff value de-
creases with Vg at high Va and this effect vanishes as Va
is lowered. This data show that the effective density in
the macroscopically inhomogenious systems follows the
same physics irrespectively of mobility.
Magnetoresistance and Hall measurements
Thus, we established different regimes of current trans-
port in artificially inhomogeneous tunable media. In or-
der to explore the differences between the regimes b, c,
and d (here and further designations are taken from fig.2)
we performed more detailed magnetotransport measure-
ments. We chose Hall coefficient (Rxy/B) to visualize
the difference between AA and uniform system, where
4Rxy/B is roughly field-independent.
Fig.3(a) shows magnetoresistance (̺) and Hall coeffi-
cient in the regime d where transport is dominated by
antidots. Though the effective ̺ is about 15 kOhms
(i.e. ∼ e2/h), pronounced Shubnikov-de Haas oscilla-
tions (SdHO) are observed due to the high mobility elec-
tron gas in the antidots. Electron density obtained from
SdHO (nSdH ≈ 1.4 × 10
12cm−2) is higher than the Hall
density (neff ≈ 1 × 10
12cm−2) because the latter is af-
fected also by S2DG bottlenecks. Hall coefficient is a
non-monotonic function of magnetic field with a maxi-
mum at B = 0.
For comparison in fig.3(b) we show magnetoresistance
and Hall coefficient of the system in regime b with Va =
0. Vg value was adjusted to make neff approximately
equal to the value from fig. 3(a). Effective ̺ ≈ 3kOhms
value is about 5 times less because S2DG in this case is
well-conductive and transport current bypasses the de-
pleted regions. SdHO are also observed with nSdH ≈
0.9 × 1012cm−2 comparable to neff ≈ 1.2 × 10
12cm−2.
At B = 0 Hall coefficient in this case has minimum.
Finally, fig.3(c) shows magnetoresistance and Hall co-
efficient in low-density regime somewhere between b and
c. The gate voltages were adjusted to make ̺ approxi-
mately equal to the value from fig. 3(a). The behavior
of the transport is completely different from fig.3(a) and
qualitatively similar to fig.3(b) without SdHO. Hall co-
efficient has minimum at zero field. This data straight-
forwardly demonstrates that contrary to non-modulated
2DES, the magnetotransport reflects complexity of car-
rier density redistribution and is not determined by the
value of the effective resistivity.
The common tendency for all Hall coefficient data is
the growth with the magnetic field. In homogeneous sys-
tem Hall coefficient is constant and directly corresponds
to electron density Rxy/B = 1/ne. In the studied sys-
tem there are regions with different densities. For Si
MOSFETs it is known that electron mobility is density-
dependent (µ generally grows with n than reaches a steep
maximum and decreases slowly for very large carrier den-
sities) [11]. In magnetic field the Drude conductivity σxx
decreases ∝ (1 + (µB)2)−1, i.e. the higher the mobility,
the faster the decrease. Thus, with increasing the field
the conductivity of low-density regions decreases slower
than the one of high-density regions. Since the current
prefers to flow through high-conductive regions, with in-
creasing field current redistributes so that the role of low-
density low-mobility regions increases. Therefore, Hall
coefficient should rise, in agreement with experimental
data. Exactly this mechanism was suggested in our first
paper[24].
In small magnetic field Hall coefficient experiences an
abrupt feature. The bare 2D gas in Si-MOSFETs also has
a small low-field Hall nonlinearity, discussed in detail in
Ref.[36] and reported for the similar samples in Ref.[24].
However, the huge amplitude of the low-field Hall coef-
ficient variation in Fig. 3 clearly identifies it with the
sample nonuniformity. This huge non-linearity is one
of the main observations of our paper. Interestingly,
low-field quenching of transverse magnetoresistance (and
even change of its sign) has already been explored in var-
ious artificially inhomogeneous and mesoscopic systems.
First experiments in 1D wires by Roukes [12] were fur-
ther theoretically explained [13] by scrambling of elec-
tron trajectories on crossroad in a place of contacts. The
authors speculated that quenching is unambiguous man-
ifestation of 1D transport. We note that all available
theories in 1D or 2D systems are essentially ballistic. In
further experiments with ballistic antidot arrays[14] the
quenching of the Hall effect was also observed, although
the qualitative pinball picture didn’t account for attenu-
ation of Hall coefficient. In the more recent experiments
on 2D systems with AA [15] the observed quenching of
Hall effect was confirmed by numerical simulations, but
no physical mechanism was suggested.
Our system is essentially different, because the trans-
port is diffusive and the inhomogeneities are tunable from
dots (areas of low potential, Va > Vg) to antidots (areas
of high potential, Va < Vg). Zero-field Hall coefficient in
our experiments can either grow or fall with B depend-
ing on Vg and Va. Origin of different behavior is unclear
and requires further theoretical investigation. Suppres-
sion of the zero-field Hall coefficient quenching with tem-
perature (fig.3(d) for sample AA2) is the indicator, that
this feature is related with with weak-localization phe-
nomenon. We believe that low-field feature in Hall co-
efficient comes from redistribution of transport current
in the regime of weak localization. This fact is totally
nontrivial: firstly, it is a textbook knowledge that in ho-
mogenous medium weak localization does not influence
the Hall resistivity[37] and, secondly, the relative value of
the observed nonlinearity is rather high (few 10%), larger
than weak localization correction to resistivity in the bare
2D gas. Our results thus call for theoretical modeling
of the weak localization in the presence of macroscopic
modulation. Moreover, it might be that sample inho-
mogeneity is a glue to understanding the often observed
and not always explained low-field feature in the other
2D systems [36, 38, 39].
Another unusual, yet high-field magnetotransport ef-
fect is the splitting of the minima of the longitudinal
magnetoresistance ̺ (enlarged domains from figs. 3(a-b)
are shown in Fig. 3(e-f)). As a rule, as magnetic field
increases, and Zeeman term exceeds the temperature and
Landau level broadening (see fig.3g for the schematics of
the density of states), the resistivity maxima are split.
Indeed, in uniform 2D systems in SdH domain Hall re-
sistivity ρxy is higher than ρxx and the maxima of the
conductivity σxx = ρxx/(ρ
2
xx + ρ
2
xy) ≈ ρxx/ρ
2
xy at the
half-integer filling factors correspond to the maxima of
the resistivity and maxima of the density of states.
In our samples, effective resistance per square ̺ is
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FIG. 3: (Color online) Magnetoresistance (black curves) and Hall coefficient (red curves) of sample AA1 at T=0.3K in regime
of current through antidots (a), current through S2DG (b) and elevated role of shells (c). (d) Hall coefficient of sample AA2 vs
magnetic field for four different temperatures. For convenience, curves shifted such that their edges (at B=5T) coincide (curve
for 0.3K remained unchanged). (e) and (f) are enlarged areas from panels (a) and (b), respectively, shown by dashed rectangles
which demonstrate the splitting of minima of magnetoresistance. (g) Schematics of Zeeman-splitted Landau levels in density
of states vs energy diagram. Fermi levels for magnetic fields B1 and B2 (indicated in panel (e)) are shown by dashed lines.
higher than Rxy in SdH domain. If the areas of anti-
dots were just infinite barriers for electrons, it would only
change the geometrical factor w/l and do not turn min-
ima to maxima. In other words, the resistance per square
should increase but the ̺(B)/̺(B = 0) ratio should re-
main unchanged. Meanwhile in our system ̺xx minima
appear to be splitted. It is worth to note that splitting is
observed both in regime b (current through S2DG) either
in regime d (current mainly through islands).
We suggest that this splitting might be explained if
the equation σeffxx = ̺/(̺
2 + R2xy) holds correct for the
resistance per square. Then σeffxx ≈ 1/̺ and conductivity
maxima (coinciding with the maxima of Zeeman-splitted
density of states at Fermi level, shown in Fig. 3g) cor-
respond to the resistance per square minima. This sug-
gestion is not expected to be valid because conductivity
and resistivity are local properties, whereas the resistance
per square is the macroscopic characteristic of the sam-
ple. In other words, effective conductivity approach is
surprisingly applicable not locally but rather to the over-
all system.
Metallic behavior of resistivity
High mobility Si-based 2D systems are also remark-
able by “metallic” resistivity behavior (dρ/dT > 0) and
metal-insulator transition [10]. These phenomena were
intensively investigated during last two decades. They
are shown to occur due to interplay of strong electron-
electron interactions and localization, however the exact
mechanism is yet debated [16–22].
Since in some of these models the system was believed
to be essentially non-uniform at the microscale [16, 21,
22] we decided to examine how the artificially tunable
inhomogeneity in our system will affect 2D “metallicity”.
6We should note that even in non-modulated Si-based
2DES a valuable metallicity (2-5 times growth of the re-
sistivity from ∼ 1K to ∼ 10 K ) emerges only if the peak
mobility is rather large (µ > 1 m2/Vs). In this case the
strength of metallicity grows as density decreases and
eventually quenches at metal-insulator transition point.
If the peak mobility is low, than low densities are not
achieved and magnitude of resistivity variation with tem-
perature becomes small or even slightly negative.
In order to quantify “metallicity” experimentally we
took the relative variation κ ≡ (̺7.4 − ̺1.8)/̺7.4, where
̺1.8 and ̺7.4 values were measured at experimentally con-
venient temperatures 1.8K and 7.4K respectively. Thus,
κ never exceeds 1, and relatively big positive values of
κ correspond to strong “metallic” behavior and negative
values - to insulator. Figure 4 shows κ versus Vg depen-
dence for different values of Va for high-mobility sample
AA1. The inset shows a similar series of κ(Vg) depen-
dencies for low-mobility sample AA2.
At high values of Vg, when the system is deep in the
conductive domain κ tends to zero for both low and high-
mobility samples. This behavior is caused by (i) weaken-
ing of electron-electron interactions at elevated densities
and (ii) domination of the S2DG in conductance of the
system, i.e. transport properties of antidot array for large
Vg are equivalent to bare 2D gas, as expected.
For small values of Vg κ depends dramatically on the
value of Va and on the mobility of the sample.
For high-mobility sample and small values of Va there
is a strong “metallic” conductivity: κ is positive, quite
large (about 0.5), and drops monotonically with Vg, as
it should be for bare 2D gas in Si-MOSFET[10], because
the antidot areas are out of the game. However for high
values of Va “metallic” conductivity becomes suppressed
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FIG. 4: (Color online) Relative change of resistivity of
AA1 with temperature (from 1.8K to 7.4K) κ vs S2DG
voltage for different voltage on antidots gate. Data for
low-mobility sample AA2 is shown on inset (blue for
Va=5.6V and black for Va=0.4V).
for all values of Vg and κ for sample AA1 becomes non-
monotonic and goes to zero at small Vg.
For low mobility sample AA2 as Va increases weakly
positive κ for low Vg turns to negative. In other words
filling the islands with electrons turns the system to “in-
sulating” behavior, no matter how large the mobility is.
We suggest the following explanation of this phenom-
ena. For small values of Va antidots areas are “closed” for
electrons. However for high values of Va current flows to
the antidots and, as result, inevitably flows through the
shells. The latter have strong insulating behavior that
cause the suppression of κ. Thus we demonstrate and
explain qualitatively that our effective media allows to
tune 2D “metallicity”.
This observation might also help to understand the
answer to the question why the strength of the metallic-
ity in Si-MOSFETs is the highest among other system
despite the relatively low mobility. Indeed, in the high-
est mobility Si-MOSFETS (µpeak ∼ 3 − 4 · 10
4cm2/Vs),
the resistance increases almost by an order of magnitude
with temperature[10], and strong metallicity is observed
at relatively high carrier densities (few 1011 cm−2). In
the other material systems with mobilities exceeding
105 cm2/Vs and much lower carrier densities (∼ 1010
cm−2, e.g. Si/SiGe quantum wells[40], n-GaAs [43], p-
GaAsTO[42], etc.) the growth of the resistivity with tem-
perature is typically smaller than a factor of 2. All these
high mobility systems have smooth impurity potential,
similarly to tunable part of potential due to artificital
modulation in the antidot array. This potential might
be one possible mechanism for the metallicity suppres-
sion. Indeed, in low carrier density materials the relative
fluctuations of charge distribution are much larger and
in their role should be re-examined.
DISCUSSION
Metal-insulator transition point
Since Ioffe and Regel[41] it is common knowledge that
the boundary between metal and insulator corresponds
to kF l ∼ 1. In uniform 2D systems this criterion means
that the conductivity is about e2/h ∼ 1/26 kOhm . Be-
low this value the wave functions at Fermi energy are
localized and system is supposed to have insulating tem-
perature dependence of the resistivity. Above this value
the temperature dependence of the resistivity within non-
interacting picture should be either weak or metallic, in
case of strong electron-electron interactions. The ulti-
mate boundary between metal and insulator can be, of
course, introduced only at T = 0, when the coherence
length is infinite. For macroscopic antidot array sim-
ilar to ours, the low temperature limit can hardly be
achieved, since it requires mK and sub-mK temperatures.
S2DG is responsible for metal to insulator transition,
7while the geometrical factor (effective length-to-width ra-
tio) in such system is enhanced. Therefore the threshold
resistance per square in antidot array is elevated, and 26
kOhm is not a dogma for macroscopically modulated sys-
tem anymore. E.g. in our samples we observed vanishing
temperature dependence of the resistivity for about 50-80
kOhm effective sample resistance.
Phase diagram.
Our results are summarized in the phase diagram of
the system in (Vg;Va) plane in fig. 5. For very low val-
ues of Vg the system doesn’t conduct, i.e. it is in insulator
state. For low values of Vg the value of Va is decisive. If
Va is high enough, the system is in the island-dominated
regime: current flows in the low-resistance islands and
minimizes the path through the narrow bottlenecks be-
tween them. In this regime Hall density is elevated and
Shubnikov-de Haas density is given by antidots. Metal-
lic temperature dependence of the conductivity is sup-
pressed because total resistivity of the system is deter-
mined by bottlenecks between islands and S2DG.
For low values of Va the system is in the “shell-
dominated” regime when current flows without prefer-
ences spreading out over the whole system. And for high
values of Vg again there is no big difference between low
and high values of Va because antidots are almost out of
the game, the system is in the S2DG-dominated regime:
current bypasses antidots flowing through S2DG.
Role of periodicity. Interestingly, the periodic struc-
ture (i.e. equivalence of all islands and inter-island necks)
is important. In our case the period of the structure is
5 µm and there are only 80 periods across the 400 µm
wide sample. Were the system more random, like e.g.
[29], transport through it would be governed by percola-
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FIG. 5: Schematic phase diagram of the system in space of
S2DG (vertical) and islands (horizontal) electron density.
tion cluster and lateral cluster size could easily exceed 80
periods. In this case the properties of the system would
be irreproducible and very large samples were needed for
averaging, thus hindering the systematic studies and pos-
sible applications.
Potential applications.
Our work clearly demonstrates that the conductive
properties of the two-dimensional system with macro-
scopic Si-MOS array of islands can be made highly tun-
able and sensitive to the mutual relations between the
carrier densities of the controllable parent 2D gas and is-
lands. The macroscopically modulated system is also at-
tractive by simplicity of fabrication and usage of the low-
cost silicon technology. While in our paper the carrier
density (and hence conductivity) in the islands is given
by gate voltage Va, such array might be made a sensor,
were this density (conductivity) controlled by chemical
environment or light.
Fig. 6a demonstrates the principle of operation of
the emergent photosensor: light penetrates to the 2Dgas
through the gate insulator only in the holes and changes
the conductivities in the islands. Total conductance or
Hall resistance of the sample thus becomes sensitive to
external irradiation. By adjusting the size of the holes
and gate insulator thickness one can make the detector
a
b
h h
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+ +
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FIG. 6: Schematics of antidot array based photo-
sensor (a) and chemical sensor (b).
8spectrally sensitive. By making the holes chiral (like
e.g. [8]), the detector becomes polarization-sensitive.
This application benefits from the macroscopic size of the
holes, because the size of the hole defines the wavelength
and thus we can move to the infrared range. Alterna-
tively, for the same application, a scheme, similar to ours
might be used with transparent top-gate, to better tune
the density in the islands. The advantage of such array
sensor with respect to a constriction with a single antidot
is much higher signal level and reproducibility.
The same antidot array can be made chemically sen-
sitive, were gate insulator in the islands made thin, and
covered with active layer. As Fig. 6b shows, the gateless
antidot domains will absorb the molecules and their po-
tential will change,leading to the change in 2D conduct-
ing properties. Again, this sensor benefits from macro-
scopic size of the islands, because such size guarantees
the uniformity (many molecules per antidot and small
relative fluctuations).
In these detectors the sensitive islands might be weakly
conductive while the current and probe electrodes are at-
tached to the highly conductive residual 2D gas, with
an overall conductivity being a sensor. The sensitiv-
ity of possible devices could be increased by using the
bridge scheme imbalance, with the sensitive antidot ar-
ray compensated by an array with closed islands. Our
work demonstrates a Si-MOSFET realization of the gate-
voltage sensitive antidot array-based device and could
therefore be straightforwardly extended to design of new
sensors.
CONCLUSIONS.
To sum up, we experimentally examined transport
properties of the macroscopically non-uniform and tun-
able Si-based 2DES. Such system has two gates for con-
trolling the densities in the islands and residual 2D gas
separately. The conductive properties of this system turn
out to depend on both gate voltages Vg and Va. In order
to explain different behavior of the system under differ-
ent gate voltages we apply simple classical considerations
about the current flow within 2DES, and define the phase
diagram of the system, in coordinates electron density in
the islands vs electron density in the 2D gas . In this
phase diagram we identify various transport regimes from
the analysis of the Hall effect and magnetotransport: in-
sulating, 2D gas dominating, island dominating and shell
dominating. In high magnetic field, independently of the
regime of transport, Hall coefficient grows with field, in
agreement with current flow redistribution towards the
lower density lower mobility regions[24]. The behavior
of the Hall coefficient in low magnetic field is puzzling.
The sign of the low magnetic field correction to Hall ef-
fect depends on whether conductivities of the islands are
high or not. We explore strong temperature and mag-
netic field dependence of the low-field Hall effect, signi-
fying that this low-field feature is presumably related to
weak localization. This observation is not trivial and yet
have to be explained. At elevated magnetic field, in the
domain of Shubnikov-de Haas oscillations we uncover a
novel effect - Zeeman splitting of the resistivity minima,
opposite to Zeeman splitting of the resistivity maxima,
observed in homogeneous systems. We also demonstrate
and explain qualitatively the suppression of the metallic
temperature dependence of the resistivity, inherent for
Si-MOSFETs, with increase of the current density in the
islands.
Sensitivity of conducting properties of Si-MOSFET
macroscopic antidot arrays to both gate voltages, mag-
netic field and temperature opens up possible sensor ap-
plications. We suggested the general ideas how to make
photo and chemical sensors with sensitive elements (is-
lands) embedded into the tunable conductive 2D gas ma-
trix.
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