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Abstract
Let D be a directed graph cellularly embedded in a surface together with non-negative costs
on its arcs. Given any integer circulation in D, we study the problem of finding a minimum-
cost non-negative integer circulation in D that is homologous over the integers to the given
circulation. A special case of this problem arises in recent work on the stable set problem for
graphs with bounded odd cycle packing number, in which the surface is non-orientable.
For orientable surfaces, polynomial-time algorithms have been obtained for different vari-
ants of this problem. We complement these results by showing that the convex hull of feasible
solutions has a very simple polyhedral description.
In contrast, only little seems to be known about the case of non-orientable surfaces. We show
that the problem is strongly NP-hard for general non-orientable surfaces, and give a polynomial-
time algorithm for surfaces of fixed genus. For the latter, the problem is recast as a special integer
program, which can be efficiently solved using proximity results and dynamic programming.
1 Introduction
Finding optimal subgraphs of a surface-embedded graph that satisfy certain topological properties
is a basic subject in topological graph theory and an important ingredient in many algorithms,
see, e.g., [9, §1]. Motivated by recent work of Conforti, Fiorini, Joret, Huynh, and the third
author [4, 5], we study a variant of the minimum-cost circulation problem with such an additional
topological constraint. In [4, 5], it was crucially exploited that the stable set problem for graphs
with bounded genus and bounded odd cycle packing number can be efficiently reduced to the
below-stated Problem 1. While the standard minimum-cost circulation problem is among the most-
studied problems in combinatorial optimization, much less seems to be known about this version.
Problem 1. Given a directed graph D cellularly embedded in a surface together with non-negative
costs on its arcs and any integer circulation y in D, find a minimum-cost non-negative integer
circulation in D that is Z-homologous to y.
Here, a circulation x is said to be Z-homologous to y if their difference x ´ y is a linear combi-
nation of facial circulations with integer coefficients, where a facial circulation is a circulation that
sends one unit along the boundary of a single face, see Figure 1. If x ´ y is a linear combination
of facial circulations with real coefficients, we say that x is R-homologous to y. As an example, if y
is the all-zeros circulation, then y itself is clearly an optimal solution to Problem 1. However, for
general y the all-zeros circulation might not be feasible. In fact, if the surface is different from the
sphere and the projective plane, then there are actually infinitely many homology classes, and their
characterization is a basic subject in algebraic topology. We will provide more formal definitions in
Section 2.
The aim of this work is to introduce this problem to the combinatorial optimization community,
with a particular emphasis on the case in which the surface is non-orientable. While we complement
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Figure 1: The circulations that send one unit along the blue directed cycles on the torus are Z-
homologous. In fact, their difference is the sum of three facial circulations which are depicted in
orange.
existing results for orientable surfaces and show that the underlying polyhedra are actually easy
to describe, only little seems to be known in the case of non-orientable surfaces, which arises in
recent connections to the stable set problem [4, 5]. We will derive a polynomial-time algorithm
in this case for surfaces of fixed genus and, on the other hand, show that the problem becomes
NP-hard for general non-orientable surfaces.
For the case of orientable surfaces, Chambers, Erickson, and Nayyeri [3] show that Problem 1
can be solved in polynomial time. Their approach is based on an exponential-size linear program
that can be solved using the ellipsoid method in near-linear time, provided that the surface has
small genus. Dey, Hirani, and Krishnamoorthy [6] consider a variant of Problem 1 defined on
simplicial complexes of arbitrary dimension, in which the (weighted) `1-norm of a chain homolo-
gous to y is to be minimized. For the case of an orientable surface, they derive a polynomial-time
algorithm that is based on a linear program defined by a totally unimodular matrix.
We complement these results by showing that the convex hull of feasible solutions to Problem 1
has a very simple polyhedral description. To this end, notice that Problem 1 asks for minimizing
a linear objective over the convex hull of all non-negative integer circulations in D that are Z-
homologous to y. We will denote this polyhedron by P pD, yq. Moreover, let P pDq be the convex
hull of non-negative integer circulations in D, which has a simple linear description. Notice that
any integer circulation x that is Z-homologous to y must also be R-homologous to y. In other
words, x must be contained in the affine subspace of all circulations that are R-homologous to y,
which we denote by LpD, yq. Surprisingly, it turns out that it suffices to add the equations defin-
ing LpD, yq to a description of P pDq in order to obtain one for P pD, yq.
Theorem 2. Let D be a graph that is cellularly embedded in an orientable surface and let y be any
integer circulation in D. Then, P pD, yq “ P pDq X LpD, yq.
We will also provide an explicit description for LpD, yq later. Unfortunately, Theorem 2 does
not hold for non-orientable surfaces. In fact, we show that Problem 1 becomes inherently more
difficult on general non-orientable surfaces.
Theorem 3. Problem 1 is strongly NP-hard on general non-orientable surfaces.
While the authors in [7] show that variants of Problem 1 become NP-hard on 3-dimensional
simplicial complexes, their approach does not seem to apply to surfaces. In fact, the reduction
therein crucially relies on 3-dimensional gadgets, and equivalent 2-dimensional configurations are
not obvious to us. In [4] it is shown that the stable set problem for graphs with a very partic-
ular embedding in a non-orientable surface can be efficiently reduced to Problem 1. We obtain
a reduction from general 3-SAT instances, showing that Problem 1 is indeed (strongly) NP-hard.
With our approach, we are also able to bypass certain preprocessing techniques such as the ones
by Nemhauser and Trotter [14] that were exploited in [4].
On the positive side, we show that Problem 1 becomes tractable when dealing with (non-
orientable) surfaces of fixed genus:
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Theorem 4. Problem 1 can be solved in polynomial time on non-orientable surfaces of fixed genus.
A special case of Problem 1 was treated in [4], where only instances arising from very specific
stable set problems were considered. In these instances, the orientation of the arcs of D is already
determined by an embedding scheme (which we define later) of the dual graph, which we cannot
assume here. Moreover, it is exploited that, in their setting, optimal circulations can be found
in t0, 1uA, which is also not the case for a general instance of Problem 1. Using a bound of Malnicˇ
and Mohar [12] on the number of certain non-freely-homotopic disjoint closed curves, it is then
shown that an optimal circulation can be decomposed into few disjoint closed walks that can be
enumerated efficiently. In this approach, the existence of optimal solutions with small entries is
crucial to obtain a polynomial running time.
We propose another (though similar) decomposition technique that enables us to reformulate
Problem 1 as an integer program in standard form with a constant number of equality constraints,
provided that the genus is fixed. Applying results on the proximity of integer programs, the result-
ing problem can be efficiently solved using dynamic programming. Our approach does not rely on
further topological ingredients, in particular we do not require bounds from [12].
Outline We provide an introduction to surfaces, graph embeddings, and homology in Section 2.
We also give some first insights on a formulation of Problem 1 that will serve as a basis for the
subsequent sections. The case of orientable surfaces is discussed in Section 3, in which we also
provide a proof of Theorem 2. We then turn to the case of non-orientable surfaces. In Section 4,
we provide further insights on reformulations of Problem 1 that will be useful for the algorithm
presented in Section 5. The proof of Theorem 3 is presented in Sections 6. We close our paper
with a discussion of open problems in Section 7.
2 Surfaces and Homology
This section presents a brief introduction to surfaces, graph embeddings and the concept of homol-
ogy. For further details, we refer to the books of Hatcher [11] and Mohar and Thomassen [13].
2.1 Graphs embedded in surfaces
A surface is a non-empty connected compact Hausdorff topological space in which each point has
an open neighborhood which is homeomorphic to the open unit disc in the plane. Notice that
these surfaces have no boundary. Examples of such surfaces are the sphere, the torus, and the
projective plane. While the first two are orientable surfaces, the latter one is non-orientable. Up
to homeomorphism, each surface S can be characterized by a single non-negative integer called
the Euler genus g of S. If S is orientable, then g is even and S can be obtained from the sphere
by deleting g{2 pairs of open discs and, for each pair, identifying their boundaries in opposite
directions (“gluing handles”). Otherwise, S is non-orientable and can be obtained from the sphere
by deleting g ě 1 open discs and, for each disc, identifying the antipodal points on its boundary
(“gluing Mo¨bius bands”), see Figure 2 for an illustration.
Equivalently, each surface can be constructed as follows: Take a finite collection of pairwise
disjoint polygons for which the overall number of sides is even and all sides have length one.
Orient the sides of the polygons and partition the sides into pairs. Identifying the sides of those
pairs according to their orientation defines a surface. For more details, see Chapter 3.1 in the book
of Mohar and Thomassen [13].
In the following, we consider (undirected and directed) graphs G “ pV,Eq embedded in a
surface with non-crossing edges. We require that every face of the embedding is homeomorphic to
an open disc, which is called a cellular embedding. For the sake of notation, we assume that every
node in G is incident to at least three edges. Each instance to Problem 1 can be easily transformed
into an equivalent instance satisfying this assumption.
Regardless of the (global) orientability of a surface, one can define a local orientation around
each node v of G. If the surface is orientable, these local orientations can be chosen in a way
that they are consistent along each edge. In non-orientable surfaces, this is not possible. To
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Figure 2: A graph embedded in the Klein bottle, the non-orientable surface of Euler genus 2. On
the left, the surface is embedded in 3-dimensional space. Recall that the Klein bottle is obtained
from the sphere by deleting two open discs and, for each disc, identifying the antipodal points on
its boundary. On the right, an equivalent embedding of the same graph is shown, where these discs
are depicted in gray.
keep track of these inconsistencies, one can represent any cellular embedding by an embedding
scheme Π “ ppi, λq: The rotation system pi describes, for all nodes, a cyclic permutation of the edges
around a node induced by the local orientation. The signature λ P t´1,`1uE indicates, for every
edge, whether the two local orientations (clockwise vs. anti-clockwise) of the adjacent nodes agree
(`1) or not (´1), see Figure 3. We assume that an embedded graph is always given together with
such an embedding scheme.
Conversely, given any collection pi of cyclic permutations of the edges incident to nodes and any
vector λ P t´1,`1uE , there exists a cellular embedding for which Π “ ppi, λq is a corresponding
embedding scheme. For this purpose, consider the notion of a Π-facial walk which is defined by the
following procedure: Start at an arbitrary node v and an edge e incident to v, then traverse e and
continue the walk at the edge e1 coming after, or before, e in the cyclic permutation given by pi if the
signature of e is positive, or negative, respectively. Reaching the next node, we continue again with
the edge coming after, or before, the edge e1 if the number of already traversed edges with negative
signature is even, or odd, respectively. We continue until the following three conditions are met:
(i) we reach the starting node v, (ii) the number of traversed edges with negative signature is
even, (iii) the next edge would be the starting edge e. In this way, we obtain a collection of closed
walks which we call Π-facial walks. Notice that the Π-facial walks of a digraph are walks in the
underlying undirected graph.
We set two Π-facial walks to be equivalent if they only differ by a cyclic shift of nodes and edges
or if one is the reverse of the other one. Let us pick one Π-facial walk from each equivalence class
and denote the resulting set of walks by F . Notice that every edge is either contained twice in one
walk in F or in exactly two walks in F . Now, in order to construct the embedding, we define a
polygon for each walk in F with a side of length one for each occurrence of an edge in the walk.
Finally, we identify the two sides se, s1e that are associated with the same edge e in such a way
that the end nodes match. As mentioned above, this defines a surface. The (cellular) embedding
is obtained by mapping each edge e to the curve corresponding to se ” s1e. With this construction
the Π-facial walks are closed walks along the face boundaries, see Figure 3.
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Figure 3: An extract of an embedded graph. The embedding scheme is depicted in green: Arrows
around the nodes indicate their local orientations and the numbers on the edges the induced
signature. The facial walks in F are drawn in blue.
Given these definitions, Euler’s Formula states
|V | ´ |E| ` |F | “ 2´ g, (1)
where g is the Euler genus of the surface. For more details regarding embedding schemes, we refer
to Chapters 3 and 4 in [13].
A closed walk in G is called two-sided if the number of used edges with negative signature is
even, otherwise it is called one-sided. It turns out that every two-sided cycle in the surface has a
neighborhood that is homeomorphic to an annulus, while every one-sided cycle has a neighbor-
hood that is homeomorphic to an open Mo¨bius band. By construction, a Π-facial walk is always
two-sided. It follows that the presence of a one-sided cycle implies that the underlying surface is
non-orientable.
Given a graph G “ pV,Eq with embedding scheme Π “ ppi, λq and a set of Π-facial walks F ,
we define a dual graph G˚ “ pV ˚, E˚q as follows: Each node f˚ of G˚ corresponds to a Π-facial
walk f P F of G. If two Π-facial walks f and g in G have a common edge e (which is then unique
since all nodes inG have degree at least three), we draw an edge e˚ “ tf˚, g˚u between f˚ and g˚.
If a graph is directed, we define the dual graph to be the dual graph of the underlying undirected
graph.
Now, we define the dual embedding scheme Π˚ “ ppi˚, λ˚q with respect to set F as follows: The
traversing directions of the Π-facial walks in F directly correspond to the dual rotation system pi˚.
The signature λ˚p¨q of a dual edge is positive if the corresponding edge in G is used in opposite
direction by the two corresponding Π-facial walks, and negative if the edge is used in the same
direction. Notice that this dual embedding scheme defines an embedding in the same surface.
We can now define Π˚-facial walks in G˚, just as previously explained. Two walks are again
equivalent if they only differ by a cyclic shift of nodes and edges, or if one is the reverse of the
other one. The number of equivalence classes equals the number of vertices in G. Moreover, it is
possible to pick one Π˚-facial walk from each equivalence class in such a way that, for each v P V ,
there is a walk v˚ that traverses the dual edges in the same order in which the corresponding
edges appear in piv. We denote this set of Π˚-facial walks, whose walking direction corresponds
to the rotation system of G, by F˚. It appears that λptv, wuq “ 1 if and only if the two Π˚-facial
walks v˚ and w˚ in F˚ use the dual edge tv, wu˚ in opposite directions. An illustration of the dual
embedding scheme and its relation to Π-facial is given in Figure 4.
Let D “ pV,Aq be a digraph with underlying undirected graph G “ pV,Eq and dual graph G˚.
For any walk W “ pv1, e1, v2, e2, . . . , e`´1, v`q in G, we define the corresponding characteristic
flow χpW q P ZA to be an assignment vector on the arcs of D indicating the total flow over the
arcs when sending one unit of flow along W . This means that for pv, wq P A, χpW qppv, wqq equals
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Figure 4: An extract of an embedded graph together with its dual graph (transparent). The em-
bedding scheme and the associated dual embedding scheme are depicted in green. Corresponding
facial walks are depicted in blue.
the number of appearance of the subsequence pv, tv, wu, wq in W minus the number of appearance
of pw, tv, wu, vq. Observe that if W is a closed walk, then χpW q is a circulation. For a Π-facial
walk f , we call χpfq a facial circulation.
Finally, for a walk H˚ in the dual graph G˚, we consider the vector ξpH˚q P ZA defined
as follows. Intuitively, we think of ξpH˚q as a flow that sends one unit along the edges in H˚.
Whenever a unit is sent along a dual edge, we account it for the corresponding arc in D. The sign
of this value will depend on the direction we traverse H˚ along this arc. Formally, consider any
arc a “ pv, wq P A and let f, g be any two Π-facial walks in F of G. Set spa; f, gq P t´1, 0, 1u to
be non-zero in the case that f ‰ g and edge tv, wu appears in both f and g, and zero otherwise.
If f traverses the edge from v to w, then spa; f, gq “ 1, otherwise spa; f, gq “ ´1. For instance, in
Figure 3, sppv, wq; f, gq “ 1. Now, for a walk H˚ “ pf1˚ , e1˚ , f2˚ , . . . , e˚`´1, f˚` q in G˚ and arc a P A,
we define
ξpH˚qpaq :“
`´1ÿ
i“1
λ˚pe1˚ q ¨ ¨ ¨ ¨ ¨ λ˚pei˚´1qspa; fi, fi`1q.
Observe that xz, ξpv˚qy “ 0 for any circulation z in D and any Π˚-facial walk v˚ in G˚.
2.2 Homology
We are now ready to define formally what it means for circulations to be R-homologous and Z-
homologous, respectively. Given a directed graph D “ pV,Aq cellularly embedded in S, we call a
circulation z P RA a boundary circulation if z is a linear combination of facial circulations. That is,
there exists an assignment vector α P RF with a coefficient αf P R for each facial walk f P F , such
that z “ řfPF αfχpfq.
Two circulations x, y P RA are said to be R-homologous if x´ y is a boundary circulation. This
relation is an equivalence relation. Equipped with the standard addition, this results in a group
that (up to isomorphism) only depends on S and is known as the first homology group over the
reals of S. In order to describe the set of circulations that are R-homologous to a given circulation,
it is useful to consider the boundary matrix B “ BD P ZAˆF defined via
Ba,f :“ χpfqpaq for all a P A, f P F.
Notice that different choices of F may result in different boundary matrices, arising from B by
multiplication of some columns with ´1. With this notation, circulations x, y are R-homologous if
x “ y ` Bα,
for some α P RF . If x and y are both integer circulations that are R-homologous, it may happen
that each coefficient of α is integer, i.e., α P ZF . In this case, we call x and y to be Z-homologous.
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Again, this notion yields an equivalence relation that, together with the addition, forms the first
homology group over the integers of S. Using the boundary matrix, we can formulate Problem 1
as the integer linear program
min
 
cᵀx
ˇˇ
x “ y ` Bα, x ě 0, x P ZA, α P ZF (. (2)
3 Orientable surfaces
For any digraph D we denote by P pDq the convex hull of non-negative integer circulations in D.
It is a basic fact that P pDq is actually equal to the set of all non-negative circulations in D. Hence,
this polyhedron can be described as the set of all x P RAě0 that satisfy the “flow conservation”
constraints.
Regarding Problem 1, we are interested in the convex hull of only those integer circulations
in P pDq that are Z-homologous to a given integer circulation y, and we denote the respective
polyhedron by P pD, yq. As we will see in the next section, a description of this set might be com-
plicated for general surfaces. The purpose of this section is to show that a description of P pD, yq
can be easily obtained in the orientable case.
Notice that if the graph D is embedded in an orientable surface, we can choose the set F of Π-
facial walks in a way that, for each arc a P A, there exists exactly one walk in F that traverses a
in its direction, and exactly one walk in F that traverses a in the opposite direction. This means,
possibly after multiplying some columns of the boundary matrix by ´1, that for each arc a, the
corresponding row in the boundary matrix B is either all-zero or contains exactly one `1 and
one ´1. Such matrices are well-known to be totally unimodular [16, §19.3]. Hence, we obtain the
following observation which has been a key ingredient in the work of [6].
Lemma 5. If D is a digraph cellularly embedded in an orientable surface, then BD is totally unimod-
ular.
Consequently, the integer linear program in (2), and therefore Problem 1, can be solved in
polynomial time if the surface is orientable.
We would like to elaborate on another consequence for the description of P pD, yq. By the
previous section, we already know that
P pD, yq “ conv x P ZA ˇˇ x “ y ` Bα, x ě 0, α P ZF (
“ conv x P RA ˇˇ x “ y ` Bα, x ě 0, α P RF (,
where the second equality follows from the integrality of the latter polyhedron, a consequence
of Lemma 5. This means that P pD, yq is the set of all non-negative circulations in D that are R-
homologous to y. Therefore, denoting by LpD, yq the set of all circulations in D that are R-
homologous to y, we obtain
P pD, yq “ P pDq X LpD, yq,
an hence Theorem 2. To obtain an even more explicit description of P pD, yq, observe that LpD, yq
is an affine subspace which is generated by all facial circulations and shifted by y. If the surface
is orientable, the facial circulations generate a space of dimension |F | ´ 1. On the other hand, it
is well-known that the space of all circulations in D is p|A| ´ |V | ` 1q-dimensional. Thus, besides
the constraints describing the set of all circulations, Euler’s formula (1) yields that we need g
additional constraints to obtain LpD, yq.
These constraints can be obtained by the following construction, also see [3]. Pick any spanning
tree K in G and observe that G˚zK˚ is still connected. Hence, there exists a spanning tree T
in G˚zK˚. By Euler’s formula, there exist exactly g edges e1, . . . , eg in G that are not contained
in K and whose dual edges e1˚ , . . . , eg˚ are not contained in T . For each i P rgs, we define the
cycle Ci as the unique (dual) cycle in T Y tei˚ u. These g cycles will yield the additional constraints
needed to describe LpD, yq.
Proposition 6. Let D be a digraph cellularly embedded in an orientable surface, y an integer circula-
tion in D, and let C1, . . . , Cg be the (dual) cycles defined above. Then,
LpD, yq “  x P RA ˇˇ x is a circulation and xx, ξpCiqy “ xy, ξpCiqy @i P rgs (.
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Proof. We may assume that y “ 0. Let L denote the linear subspace on the right-hand side.
We first show that LpD,0q Ď L. Every x P LpD,0q is of the form x “ řfPF αfχpfq for some
coefficients αf P R. For every cycle H “ pf1˚ , f2˚ , . . . , f˚k q in the dual graph G˚, we have
xx, ξpHqy “
kÿ
i“1
αfi ´ αfi`1 “ 0,
where fk`1 “ f1. This shows that x P L, and hence LpD,0q Ď L.
It remains to show that dimpLq ď dimpLpD,0qq. Recall that dimpLpD,0qq “ |F | ´ 1 and
that the space of all circulations has dimension |F | ´ 1 ` g. With each constraint xx, ξpCiqy “ 0
that we iteratively add to the space of all circulations, the dimension drops by one. Indeed, for
each i P rgs there is a (unique) cycle Hi in K Y teiu. For this Hi, the circulation χpHiq satisfies
all constraints xχpHiq, ξpCjqy “ 0, for j ‰ i, but xχpHiq, ξpCiqy ‰ 0. This means that dimpLq ď
p|F | ´ 1` gq ´ g “ |F | ´ 1 “ dimpLpD,0qq.
4 Homology for non-orientable surface
In the previous section, we have seen that, for an orientable surface, two integer circulations are Z-
homologous if and only if they are R-homologous. This is not true for non-orientable surfaces. In
this section, we provide a characterization of Z-homology that we will later exploit algorithmically.
We first provide a characterization of R-homology similar to Proposition 6.
To this end, let D be a digraph cellularly embedded in a non-orientable surface of genus g
according to an embedding scheme Π “ ppi, λq. Let G˚ be the dual graph canonically embedded in
the same surface. In order to obtain a description as in Proposition 6, let us consider the following
construction of g ´ 1 closed walks in G˚. (A similar construction for embeddings in orientable
surfaces can be found in [3].)
Pick any spanning 1-tree T˚ in G˚ (a spanning tree with one additional edge forming one
single cycle) whose cycle C˚ is a one-sided cycle. Denote the set of arcs in D containing all arcs
whose dual edges are in T˚ by T . Notice that T is not necessarily a tree. Since C˚ is a one-sided
cycle, DzT is still connected. Hence, there exists a spanning tree K in DzT .
By Euler’s formula (1) there exist exactly g ´ 1 arcs a1, . . . ag´1 in D that are not contained
in K Y T . For each i P rg ´ 1s, we define Wi˚ as the (dual) two-sided closed walk in T˚ Y tai˚ u:
In case that T Y tai˚ u contains a two-sided cycle, Wi˚ equals this cycle. Otherwise, Wi˚ walks once
along C˚ and once along the one-sided cycle containing ai˚ . For the remainder of this section, we
keep T, T˚,K,C,C˚, a1, . . . , ag´1 and W1˚ , . . . ,Wg˚´1 fixed.
Notice that we may define the above-described walks in such a way that each walk uses an edge
at most twice. These g ´ 1 closed walks will yield the constraints needed to describe R-homology.
For the sake of notation, we describe a characterization of being R-homologous to the all-zeros
circulation before stating the general characterization.
Lemma 7. Let z P RA be a circulation in D and let α P RF be an assignment on the Π-facial walks
such that zpaq “ Bαpaq holds for all arcs a P T Y ta1, . . . ag´1u. Then z is R-homologous to the
all-zeros circulation.
Proof. As zpaq “ Bαpaq holds for all arcs a P T Y ta1, . . . ag´1u, we see that z ´ Bα is a circulation
in D that is zero on all arcs that are not contained in the spanning tree K. Since K does not
contain any cycle, the circulation z ´ Bα must be zero on all arcs in K as well. Therefore, z “ Bα,
which yields the claim.
In what follows, we will identify linear equations that ensure the existence of a vector α P RF
such that zpaq “ Bαpaq for all a P T Y ta1, . . . , ag´1u. The following properties of the boundary
matrix will be useful.
Recall that the rows in B correspond to the arcs in A and the columns in B correspond to the
walks in F . We have Ba,f ‰ 0 if the walk f uses the underlying undirected edge corresponding
to a. Since there are one-to-one correspondences between arcs A and dual edges A˚, and between
walks F and dual nodes V ˚, respectively, B may be interpreted as a matrix in ZA˚ˆV ˚ . With this
interpretation we have Ba˚,f˚ ‰ 0 if the edge a˚ is incident to f˚ in the dual graph G˚.
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Lemma 8. Let BC be the submatrix of B, consisting only of the rows and columns that correspond to
nodes and edges used in C˚, respectively. Then we have |detpBCq| “ 2. Moreover, the absolute value
of the determinant of any submatrix of BC , obtained by deleting exactly one row and one column,
equals 1.
Proof. Let C˚ “ pf1˚ , e1˚ , f2˚ , . . . , e˚`´1, f˚` , e˚` , f1˚ q with λ˚pe1˚ q ¨ ¨ ¨ ¨ ¨λ˚pe˚` q “ ´1. Notice that in each
row and column in BC , there are exactly two non-zero coefficients, each of them equals either `1
or ´1. In a row that corresponds to an arc a, the two non-zero coefficients have the same sign
if and only if the walks in F use the underlying edge of a in the same direction, which is the
case if and only if the dual signature of the dual edge of a is negative. Since C˚ is one-sided, the
number of rows in BC in which the two non-zero entries have the same sign is odd. Notice that
resorting rows/columns or multiplying rows/columns by ´1 will not change the absolute value
of BC ’s determinant. Moreover, multiplying rows/columns by ´1 does not change the parity of the
number of rows in which the two non-zero entries have the same sign. Hence, the absolute value
of BC ’s determinant may be calculated as follows:
| detpBCq| “
ˇˇˇˇ
ˇˇˇdet
¨˚
˝
¨˚
˝
1 1
1 1
1 1
. . .
. . .
1 1
a b
‹˛‚‹˛‚
ˇˇˇˇ
ˇˇˇ “ |b` p´1q``1a| “ 2,
where a, b P t´1,`1u, the second equality follows from Laplace’s formula and the last equality is
due to ab “ p´1q``1. This holds true because C˚ is one-sided, hence the displayed matrix should
contain an odd number of rows, in which the two non-zero entries have the same sign.
The second assertion, follows by a similar argumentation in which we end up with a triangular
matrix.
Lemma 9. Given a circulation z P RA in D, there is a unique α P RF such that zpaq “ Bαpaq holds
for all arcs a P T .
Proof. For any α P RF , let αC denote the restriction of α to the Π-facial walks that correspond
to nodes of C˚. Moreover, let zC denote the restriction of z to the arcs in C. By Lemma 8,
the determinant of BC equals ˘2. Hence, BC is regular and αC is uniquely determined by the
values of zC via the equation zC “ BCαC . The remaining values of α are uniquely determined by
extending αC along the arcs in T to α P RF such that zpaq “ Bαpaq “ spa;h, gqαh` spa; g, hqαg for
every arc a P T whose underlying edge is used in the two walks h, g P F .
Now, we state the characterization of being R-homologous to 0.
Lemma 10. Let z P RA be a circulation in a digraph D cellularly embedded in a non-orientable
surface of genus g. Then, z is R-homologous to 0 if and only if the following g ´ 1 linear equations
hold:
xz, ξpWi˚ qy “ 0 for all i P rg ´ 1s.
Proof. By Lemma 9, let α P RF be the unique assignment vector which satisfies zpaq “ Bαpaq, for all
arcs a P T . Circulation z is R-homologous to 0 if and only if zpaiq “ Bαpaiq, for all ai P DzpKYT q.
We show that for any i P rg ´ 1s, the equation xz, ξpWi˚ qy “ 0 is equivalent to zpaiq “ Bαpaiq. To
this aim, consider the following two relationships:
Bαpaq “ spa; f, gqαf ` spa; g, fqαf , (3)
spa; f, gqspa; g, fq “ ´λ˚pa˚q, (4)
where the underlying edge of a appears in the Π-facial walks f and g and the dual edge of a is
denoted by a˚. Since a cyclic shift does not change our considerations, we assume Wi˚ to be the
following walk in the dual graph: pf1˚ , e1˚ , f2˚ , . . . , e˚`´1, f˚` , e˚` “ ai˚ , f1˚ q.
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We denote the corresponding arcs in D by a1, a2, . . . , a`´1, a` “ ai. By the definition of ξp¨q and
the fact that sp¨; fj , fj`1q “ 0 for all arcs except one, we have
xz, ξpWi˚ qy “
ÿ
aPA
˜ÿ`
j“1
λ˚pe1˚ q ¨ ¨ ¨λ˚pej˚´1qspa; fj , fj`1q
¸
¨ zpaq
“
ÿ`
j“1
λ˚pe1˚ q ¨ ¨ ¨λ˚pej˚´1qspaj ; fj , fj`1q ¨ zpajq.
All arcs in Wi except ai lie in T . For those arcs, we assume that zpajq “ Bαaj . Hence,
xz, ξpWi˚ qy “
`´1ÿ
j“1
λ˚pe1˚ q ¨ ¨ ¨λ˚pej˚´1qspaj ; fj , fj`1q ¨ Bαpajq
` λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qspa`; f`, f1q ¨ zpaiq
“
`´1ÿ
j“1
λ˚pe1˚ q ¨ ¨ ¨λ˚pej˚´1qspaj ; fj , fj`1q ¨
`
αfjspaj ; fj , fj`1q ` αfj`1spaj ; fj`1, fjq
˘
` λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qspa`; f`, f1q ¨ zpaiq,
using Equation 3. Now, by Equation 4,
xz, ξpWi˚ qy “
`´1ÿ
j“1
λ˚pe1˚ q ¨ ¨ ¨λ˚pej˚´1q ¨
`
αfj ´ λ˚pej˚ qαfj`1
˘
` λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qspa`; f`, f1q ¨ zpaiq
“ αf1 ´ λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qαf`
` λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qspa`; f`, f1q ¨ zpaiq.
Therefore, xz, ξpWi˚ qy “ 0 if and only if
zpaiq “ ´ αf1 ´ λ
˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qαf`
λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qspa`; f`, f1q
“ ´ `αf1 ´ λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qαf`˘ ¨ `λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qspa`; f`, f1q˘
because the denominator is either `1 or ´1. Hence,
zpaiq “ αf`spa`; f`, f1q ´ λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚`´1qαf1spa`; f`, f1q.
Using Equation 4, we obtain,
zpaiq “ αf`spa`; f`, f1q ` λ˚pe1˚ q ¨ ¨ ¨λ˚pe˚` qαf1spa`; f1, f`q
“ αf`spa`; f`, f1q ` αf1spa`; f1, f`q
“ Bαpaiq.
Notice that even if the given circulation z in D is integer, the vector α P RF defined in Lemma 9
will in general not be integer. The following lemma yields a characterization when α can be chosen
to be integer.
Lemma 11. Given a circulation z P ZA in D and α P RF such that zpaq “ Bαpaq for all arcs a P T , α
is integral if and only if
ř
aPC zpaq ” 0 pmod 2q.
Proof. Observe that integrality extends along the arcs in T via the relation zpaq “ Bαpaq “
spa;h, gqαh`spa; g, hqαg for every arc a P T whose underlying edge is used in the two walks h, g P
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F . Exploiting this fact, we fix one Π-facial walk f P F that corresponds to a node in the dual cy-
cle C˚. Now, it is sufficient to prove that αf P Z is equivalent to řaPC zpaq is even. Using the same
notation as in the proof of Lemma 9, value αf is uniquely defined by zC “ BCαC . By Cramer’s
rule, αf “ detpBCf q{detpBCq, where BCf denotes the matrix obtained by replacing the column in BC
corresponding to f by zC . By Lemma 8, |detpBCq| “ 2 and deleting one row and one column in BC
results in a matrix that has determinant ˘1. Therefore, by Laplace’s rule applied to the column
that equals zC , we conclude that detpBCf q “
ř
aPC ˘1 ¨ zpaq. Since the signs in the summation do
not affect the parity, detpBCf q is even if and only if
ř
aPC zpaq is even. It follows that
ř
aPC zpaq is
even if and only if αf is integer.
Notice that circulations x and y being R-homologous (Z-homologous) is equivalent to say
that x ´ y being R-homologous (Z-homologous) to 0. Summarizing the results of Lemma 9,
Lemma 10, and Lemma 11, we can finally state the following Proposition that characterizes Z-
homology.
Proposition 12. Let D “ pV,Aq be a digraph cellularly embedded in a non-orientable surface of
genus g and y an integer circulation in D. Then, a circulation x P ZA is R-homologous to y if and
only if
ξpWi˚ qᵀx “ ξpWi˚ qᵀy @i P rg ´ 1s. (5)
It is Z-homologous to y if and only if it additionally satisfiesÿ
aPC
xpaq ”
ÿ
aPC
ypaq pmod 2q. (6)
5 A polynomial-time algorithm on non-orientable surfaces with
fixed genus
In this section we provide a polynomial-time algorithm for Problem 1 for graphs embedded on a
fixed non-orientable surface of Euler genus g. To this end, let us recall Proposition 12 and notice
that the (dual) closed walks W1˚ , . . . ,Wg˚´1 as well as the (dual) cycle C˚ can be computed in
polynomial time. Moreover, recall that W1˚ , . . . ,Wg˚´1 can be chosen such that each walk uses an
edge at most twice, which means that the corresponding vectors ξpWi˚ q have entries in t0,˘1,˘2u.
Thus, the characterization of Proposition 12 allows us to efficiently reduce Problem 1 to the fol-
lowing problem:
Problem 13. Given a digraph D “ pV,Aq, c P RAě0, M P t0,˘1,˘2urg´1sˆA, d P Zrg´1s, p P t0, 1uA,
and e P t0, 1u, find a non-negative circulation x P ZAě0 in D satisfying Mx “ d and pᵀx ” e pmod 2q
that minimizes cᵀx.
In what follows, we will exploit the basic fact that every non-negative circulation can be de-
composed into circulations that correspond to directed cycles. To see whether a sum of such
circulations is feasible for the above problem, we make use of the following notation. For each
walk W in D let us define
qpW q :“MχpW q P Zg´1
ppW q :“ pᵀχpW q pmod 2q P Z2.
Moreover, we set B :“ 2|V |. We say that a closed walk W “ v1, a1, v2, . . . , vk´1, ak´1, vk in D is
a B-walk if }qpWiq}8 ď B holds for all subwalks Wi “ v1, a1, v2, . . . , vk´1, ai´1, vi. Notice that
every directed cycle is a B-walk, and hence every non-negative integer circulation is the sum of
circulations that correspond to B-walks. Let us consider the set
Ω :“ tpqpW q, ppW qq : W is a B-walk in Du.
Lemma 14. For each pq, pq P Ω, one can compute in polynomial time a B-walk W “: Wq,p in D
with qpW q “ q and ppW q “ p that minimizes cᵀχpW q.
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For the sake of exposition, we provide a proof at the end of this section. Notice that |Ω| ď
2p2B ` 1qg´1 “ polyp|V |q and hence the collection tWq,p : pq, pq P Ωu can be computed in polyno-
mial time. Let us now consider the following set
C :“
"ÿ
pq,pqPΩ zq,pχpWq,pq : zq,p P Zě0 for every pq, pq P Ω,ÿ
pq,pqPΩ zq,pq “ d,
ÿ
pq,pqPΩ zq,pp ” e pmod 2q
*
of non-negative integer circulations in D.
Lemma 15. Every circulation in C is feasible for Problem 13. Moreover, C contains at least one optimal
solution for Problem 13.
Again, we postpone the proof to the end of this section. Setting c˜q,p :“ cᵀχpWq,pq for each
pq, pq P Ω, by the above lemma it remains to obtain a solution for
min
"ÿ
pq,pqPΩ c˜q,pzq,p : z P Z
Ωě0,
ÿ
pq,pqPΩ zq,pq “ d,
ÿ
pq,pqPΩ zq,pp ” e pmod 2q
*
“min
"ÿ
pq,pqPΩ c˜q,pzq,p : z P Z
Ωě0, q P Zě0,
ÿ
pq,pqPΩ zq,pq “ d,
ÿ
pq,pqPΩ zq,pp “ 2q ` e
*
.
Notice that the latter is an integer program in n :“ |Ω| ` 1 “ polyp|V |q variables of the form
min
 
c¯ᵀx : A¯x “ b¯, x P Zně0
(
,
where A¯ P Zgˆn and b¯ P Zg. Recall that the entries in A¯ are polynomially bounded in n, and
that g (the number of rows in A¯x “ b¯) is assumed to be fixed. It is known that integer programs
of this form can be solved in polynomial time. For instance, a polynomial-time algorithm for this
setting is described in [1], which is based on Papadimitriou’s pseudopolynomial-time algorithm for
integer programs with a fixed number of constraints [15]. Another approach can be found in [8,
Thm. 3.3]. This finishes the proof of Theorem 4. We close this section by providing the proofs for
Lemma 14 and Lemma 15.
Proof of Lemma 14. We determine eachWq,p by computing shortest paths in the following auxiliary
graph sD “ psV , sAq defined by
sV :“ "pv, px, yqq : v P V, x P t´B, . . . , Bug´1, y P Z2*,
sA :“ #`pv, px, yqq, pv1, px1, y1qq˘ : pv, px, yqq, pv1, px1, y1qq P sV , pv, v1q P A,x`Mχppv, v1qq “ x1,
y ` pᵀχppv, v1qq ” y1 pmod 2q
+
.
The cost sc of an arc sa “ ppv, px, yqq, pv1, px1, y1qqq in sA is defined by scpsaq :“ cppv, v1qq. Notice that sD
can be constructed in polynomial time and that sc is non-negative.
Let pq, pq P Ω and fix a node v P V . We observe that there is a bijection between B-walks W
in D starting (and ending) at v with qpW q “ q and ppW q “ p, and walks ĎW in sD from pv, p0, 0qq
to pv, pqpW q, ppW qqq. Moreover, the costs of W and ĎW coincide. Indeed, let W be a B-walk W
in D with qpW q “ q and ppW q “ p, and which starts at v. Let v1, . . . , vk, v1 be the sequence of
nodes visited by W , and let Wi denote the respective subwalk from v1 to vi. Then, walk ĎW in sD is
obtained by visiting the nodes
pv1, p0, 0qq, pv2, pqpW2q, ppW2qqq, . . . , pvk, pqpWkq, ppWkqqq, pv1, pqpW q, ppW qqq
in the given order, and the cost of W equals the cost of ĎW .
Conversely, consider any walk ĎW from pv, p0, 0qq to pv, pq, pqq in sD, and let pvi, pxi, yiqq, i “
1, . . . , k, be the sequence of nodes it visits. Define W to be the closed walk that visits the nodes
v1, . . . , vk. We see that W is a B-walk with qpW q “ q and ppW q “ p, and that the costs of ĎW
and W coincide.
We conclude that a B-walk W in D with qpW q “ q and ppW q “ p minimizing cᵀχpW q can be
found by computing a shortest path in sD from pv, p0, 0qq to pv, pqpW q, ppW qqq for every v P V , and
returning the walk in D that corresponds to the path of minimum length.
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Proof of Lemma 15. For each directed closed walk W , the vector χpW q is a non-negative integer
circulation. Clearly, the sum of such circulations is again a non-negative integer circulation, and so
is every vector in C. Let x “ řpq,pqPΩ zq,pχpWq,pq be any circulation in C. Recall that for each pq, pq P
Ω, we have MχpWq,pq “ q and pᵀχpWq,pq ” p pmod 2q. Since x P C, we have řpq,pqPΩ zq,pq “ d,
which implies that Mx “ d and řpq,pqPΩ zq,pp ” e pmod 2q, therefore pᵀx ” e pmod 2q. This proves
the first assertion.
For the second assertion, let x˚ be an optimal solution to Problem 13. As discussed earlier, we
may decompose x˚ into B-walksW1, . . . ,Wk such that x˚ “ řki“1 ziχpWiq, where z1, . . . , zk P Zě0.
Clearly, we have that pqi, piq :“ pqpWiq, ppWiqq P Ω for i “ 1, . . . , k, and hence we can consider the
non-negative integer circulation
x1 :“
kÿ
i“1
ziχpWqi,piq P C,
which is also feasible for Problem 13. By definition of Wqi,pi we have c
ᵀχpWqi,piq ď cᵀχpCiq for i “
1, . . . , k, which yields cᵀx1 ď cᵀx˚. Therefore, x1 is also an optimal solution to Problem 13.
6 Hardness for instances on general non-orientable surfaces
In the previous section, we have shown that Problem 1 can be solved in polynomial time on non-
orientable surfaces of fixed genus. In this section, we show that this problem becomes NP-hard
on general non-orientable surfaces. To this end, let us consider the following problem, which is a
special case of (the decision version of) Problem 1.
Problem 16. Given a digraph D “ pV,Aq cellularly embedded in a non-orientable surface with arc
costs c P t0, 12 , 1uA such that 1 P ZA is a circulation in D, and an integer k, decide whether there
exists a non-negative integer circulation in D that is Z-homologous to 1 and has cost at most k.
In what follows, we will prove that the above problem is NP-hard, which implies Theorem 3.
We will also see that Problem 16 remains hard if we restrict ourselves to circulations in t0, 1uA. In
Section 6.3, we show that the following problem can be efficiently reduced to Problem 16.
Problem 17. Given a connected non-bipartite graph G “ pV,Eq in which every node is incident to
at least three edges, together with edge costs c P t0, 12 , 1uE , and an integer k, decide whether there
exists a vector x P ZV satisfying xpvq`xpwq ď 1 for each tv, wu P E and řtv,wuPE cptv, wuqpxpvq`
xpwqq ě k.
Problem 17 can be seen as a special stable set problem where we neglect the non-negativity
constraints. We will show that the following special case of the weighted stable set problem (in
which the weights are of a particular form) can be efficiently reduced to Problem 17. A proof is
given in Section 6.2.
Problem 18. Given a graph G “ pV,Eq with edge costs c P t0, 12 , 1uE and an integer k, decide
whether there exists a stable set S Ď V in G such that řePE cpeq|S X e| ě k.
Finally, we show that the above problem is NP-hard by a reduction from 3-SAT in the next
section. This concludes the proof of Theorem 3.
6.1 Hardness of Problem 18
The following reduction works analogously to the standard reduction for the classical stable set
problem, see Gary and Johnson [10].
Let pU,Cq be any instance of 3-SAT, where U is the set of variables and C denotes the set of
clauses. Now, for each variable u P U we define the graph Gu consisting of two nodes represent-
ing u and its negation u¯, which are joined by an edge eu. The cost of this edge is set to cpeuq :“ 1.
Next, for each clause c P C we define a triangle graph Gc containing one node for each literal in c
and three edges connecting them. We assign a cost of 12 to all edges in the triangle. Finally, we
define G “ pV,Eq as union of all Gu (u P U) and Gc (c P C) together with the following additional
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edges: For each literal ` that appears in a clause c and corresponds to variable u, connect the node
in Gc that represents ` with the node in Gu that represents the negation of `. The edge costs c for
all these additional edges are defined to be zero.
Notice that every stable set S in G satisfies |S| “ řePE cpeq|S X e|. We leave to the reader to
check that pU,Cq is satisfiable if and only if G has a stable set S of cardinality |S| ě |U | ` |C|. A
formal proof can be found in [10].
6.2 Reduction from Problem 18 to Problem 17
First, we may assume G to be connected, otherwise we would treat each component separately.
Since the problem becomes easy in the case of bipartite graphs, let G be non-bipartite. We may
assume every node inG to be incident to at least three nodes, otherwise we could add two auxiliary
nodes and join them with all nodes in G by an edge of zero cost.
It remains to show that G has a stable set S with
ř
ePE cpeq|S X e| ě k, if and only if, there
exists a vector x P ZV satisfying xpvq ` xpwq ď 1 for each tv, wu P E andÿ
tv,wuPE
cptv, wuqpxpvq ` xpwqq ě k. (7)
If G has a stable set S with
ř
ePE cpeq|S X e| ě k, we define x P t0, 1uV as the characteristic vector
of S. For each edge e “ tv, wu P E we clearly have |SX e| “ xpvq`xpwq ď 1, and hence (7) holds.
Conversely, suppose that
max
!ÿ
tv,wuPE cptv, wuqpxpvq ` xpwqq : x P Z
V , xpvq ` xpwq ď 1 for all tv, wu P E
)
ě k.
Since G is non-bipartite, it can be shown that the convex hull of feasible solutions to the above
integer program is a pointed polyhedron. Moreover, it can be shown that each vertex of this
polyhedron is a 0{1-vector. Both facts and their proofs can be found in [4]. Moreover, as c is
non-negative, the above integer program is certainly bounded. This means that the optimum to
the above integer program is attained at a point x P t0, 1uV , which yields the claim.
6.3 Reducing Problem 17 to Problem 16
The following reduction is based on ideas developed in [4]. While the methods in [4] are designed
for graphs with a particular embedding, we first have to construct such an embedding for the input
graph G. This embedding will have the property that the dual graph G˚ may be oriented such
that every facial walk in G˚ is a directed walk. Notice, that all these definitions regarding the
embedding and the dual graph are well-defined since every node in G is incident with at least
three edges.
The embedding is obtained by equipping G with a rotation system Π “ ppi, λq in which the
signature of every edge is defined to be ´1, but for which the cyclic permutations around each
node can be chosen arbitrarily. Notice that since G contains a cycle of odd length, this embedding
scheme induces an embedding in a non-orientable surface.
Corresponding to this embedding, we can define the set F of Π-facial walks in G, which
then can be used to define the dual graph G˚ together with a corresponding dual embedding
scheme Π˚ “ ppi˚, λ˚q and a set F˚ of exactly these Π˚-facial walks whose traversing directions
correspond to the cyclic permutations pi around the nodes in G. Since λ “ ´1, all dual edges
in G˚ will always be used in the same direction in the Π˚-facial walks in F˚. To obtain a di-
graph D “ pV ˚, Aq we direct all edges in G˚ corresponding to the direction in which the edges
are used in the walks in F˚. Now, all Π˚-facial walks in F˚ are directed walks. Observe that in D
the vector 1 P ZA is a circulation, because this is half times the sum over all facial circulations,
i.e. 1 “ 12
ř
v˚PF˚ χpv˚q. As there is a one-to-one correspondence between E and A, the costs on
the edges in G may also be seen as arcs costs c P t0, 12 , 1uA.
It remains to show that exists a vector x P ZV satisfying xpvq ` xpwq ď 1 for each tv, wu P E
and ÿ
tv,wuPE
cptv, wuqpxpvq ` xpwqq ě k (8)
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if and only if there exists a non-negative integer circulation in D that is Z-homologous to 1 P ZA
and has cost at most
ř
ePE cpeq ´ k.
Suppose first that there exists a vector x P ZV satisfying xpvq ` xpwq ď 1 for each tv, wu P E
and (8). Since each facial walk in G˚ is a directed walk, we see that
y :“ 1´
ÿ
vPV
xpvqχpv˚q
is an integer circulation in D that is Z-homologous to 1. Moreover, each arc a in D appears exactly
two times in Π˚-facial walks in F˚ and the nodes (or node) in G corresponding to these Π˚-
facial walks are joined by an edge whose dual edge corresponds to a. Since xpvq ` xpwq ď 1
for each tv, wu P E, the value of y assigned to dual arc corresponding to tv, wu is non-negative.
Moreover, we have
cᵀy “ cᵀ
´
1´
ÿ
vPV χpv
˚qxpvq
¯
“
ÿ
ePE
cpeq ´
ÿ
vPV
´ÿ
ePδpvq cpeq
¯
xpvq
“
ÿ
ePE
cpeq ´
ÿ
tv,wuPE
cptv, wuqpxpvq ` xpwqq
ď
ÿ
ePE
cpeq ´ k.
Conversely, consider any non-negative integer circulation y in D that is Z-homologous to the
circulation 1 with cost at most
ř
ePE cpeq ´ k. Since y is Z-homologous to 1 there exist coeffi-
cients αv˚ for all v˚ P ZF˚ such that y “ 1 ´ řv˚PF˚ αv˚χpv˚q. As there is a on-to-one corre-
spondence between nodes v in G and Π˚-facial walks v˚ in F˚, we may define the vector x P ZV
via xpvq “ αv˚ , for all v P V . Since y is non-negative, the sum of two coefficients αv˚ and αw˚ that
correspond to facial walks that use the same arc can never exceed one. Therefore, x satisfies (8).
Moreover, we haveÿ
tv,wuPE
cptv, wuqpxpvq ` xpwqq “
ÿ
vPV
´ÿ
ePδpvq cpeq
¯
xpvq “ cᵀ
ÿ
vPV
xpvqχpv˚q
“
ÿ
ePE
cpeq ´ cᵀ
´
1´
ÿ
vPV xpvqχpv
˚q
¯
“
ÿ
ePE
cpeq ´ cᵀy ě k,
which concludes the proof.
7 Open questions
In Problem 1 we assume that the given costs are non-negative and require that the minimum-cost
circulation x is non-negative (in addition to being integer and Z-homologous to y). A natural
generalization of this problem arises by allowing arbitrary costs and/or imposing arbitrary bounds
on x. For orientable surfaces, adapting the formulation in (2) results again in a totally unimodular
system, and the discussion in Section 3 directly extends to this more general setting. However, our
algorithm for non-orientable surfaces in Section 5 does neither cover arbitrary costs nor general
bounds on x. In fact, we do not know whether the generalized problem is polynomially solvable
on fixed non-orientable surfaces. In particular, we do not know the complexity status of deciding
feasibility in this case.
For a matrix A, let ∆pAq denote the largest absolute value of the determinant of any square
submatrix of A. We remark that the generalized problem on a fixed surface of Euler genus g can
be recast as an integer program of the form mintcᵀx : Ax ď b, x ě 0, x P Znu, where A and
b are integer with ∆pAq “ 2g. Such a formulation is given in (2). Indeed, using the fact that
the Euler genus of a non-orientable surface is equal to the largest number of pairwise disjoint
one-sided simple closed curves and Lemma 8, one can show that ∆pBq “ 2g holds. Determining
the complexity status of integer programs with ∆pAq ď const is an open problem, see, e.g., [2].
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In [2], Artmann, Weismantel, and Zenklusen obtained a polynomial-time algorithm for solving
integer programs with ∆pAq ď 2. Thus, their findings imply a polynomial-time algorithm for the
generalized problem on the projective plane. However, we are not aware of an efficient algorithm
for the case of the Klein bottle, which has Euler genus g “ 2.
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