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a b s t r a c t
MR images have been used extensively in clinical trials in recent years because they are
harmless to thehumanbody and canobtain detailed informationby scanning the same slice
with various frequencies and parameters. In this paper, wewant to detect the breast tissues
within multi-spectral MR images. In the image classification, we apply a support vector
machine (SVM) to breast multi-spectral magnetic resonance images to classify the tissues
of the breast. In order to verify the feasibility and efficiency of this method, evaluations
using classification rate and likelihood ratios are adopted based on manifold assessment
and a series of experiments are conducted and comparedwith the commonly used C-means
(CM) for performance evaluation. The results show that the SVMmethod is a promising and
effective spectral technique for MR image classification.
© 2012 Elsevier Ltd. All rights reserved.
1. Introduction
Breast cancer most often occurs in 40- to 50-year-old women. There are a number of contributing factors such as: (1) a
familial history of breast cancer, especially with breast cancer in hermother or sister; (2) thewoman’s first childbirth is after
30 years of age; (3) the woman ingests foods with high fat or calorie content; (4) the woman’s chest has been subjected to
radioactivity several times; and (5) the woman has had ovarian or endometrial cancer. If a woman conforms to any of the
conditions above, she must take precautions and watch out for the development of breast cancer.
According to today’smedical technology, if breast cancer is found at an early stage and the patient commences treatment,
the patient’s survival rate is relatively high. For instance, with breast cancer treated in its initial stage, the survival rate is 95%.
The patients have to enhance their vigilance, because breast cancer is occurring earlier today than previously documented.
Although medical technology is progressing rapidly today, preventing the development of breast cancer remains an
important goal. It is crucial to choose an instrument with simple and fast scanning which can find breast cancer accurately
and surpass the deficiencies of self-examination. The current detecting instruments are as follows: Magnetic Resonance
Imaging, Ultrasonography, Computer Tomography (CT), Digital Radiography, Immune Imaging, etc.
The primary merits of Magnetic Resonance Imaging (MRI) are its lack of invasiveness and lack of radioactivity which
can harm the human body. It can provide abundant information on tissues, so MRI has become an important imaging
instrument in medical clinical diagnosis in recent years. Additionally, MRI provides unparalleled capability of revealing
soft tissue characterization as well as 3-D visualization. It produces a sequence of multiple spectral images of tissues with
a variety of contrasts using three magnetic resonance parameters: spin–lattice (T1), spin–spin (T2), and dual echo–echo
proton density (PD) [1]. Much research has been reported in recent years [2–11] and many approaches to biomedical image
processing of the breasts have been proposed. In this paper, we present a ‘‘Support Vector Machine’’ (SVM) application to
the multi-spectral breast MR image classification. The SVM is based on the idea of the hyper-plane classifier, and it tries
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Fig. 1. Linearly separable data.
to look for the hyper-plane that maximizes the margin between two classes. The SVM has been widely utilized in other
fields [12–16]. The SVM can classify the target objects from the breast image and the classification result of each tissue is
shown as a binary image. In order to evaluate the performance of the SVM, a series of experiments are conducted where the
commonly used C-means method is used for comparison.
The remainder of this paper is organized as follows: Section 2 presents the SVM approach; Section 3 briefly describes
the CM method to be implemented in this paper; Section 4 illustrates a series of experiments to evaluate the effectiveness
of the SVM method in classification performance and also compares the results to those produced by the CM method; and
Section 5 is the conclusion.
2. Support vector machine
The Support Vector Machine (SVM), as a novel type of learning machine based on statistical learning theory [17,18],
was proposed by Vapnik in 1995. It was developed on the basis of the Structural Risk Minimization (SRM) principle [19] of
statistics. The SVM is based on the idea of hyper-plane classifiers, and it tries to look for the hyper-plane that maximizes the
margin between two classes. The Linear SVM for linear separating case (as Fig. 1) is described as follows:
Suppose we have N training data {(x1, y1), (x2, y2), . . . , (xN , yN)}where xi ∈ Rd and yi ∈ {1,−1}. We want to establish
a linear separating hyper-plane classifier as follows.
f (x) = sign(w · x+ b) (1)
where sign() ∈ {1,−1}, also called sgn or signum,−1 is for a negative number (i.e., one with a minus sign ‘‘−’’), or+1 for a
positive number (i.e., one with a plus sign ‘‘+’’),w is a weight, x is the training data, and b is a bias of this hyper-plane. We
would like to maximize the margin between two classes [18], so ∥w∥ should be minimized, subject to yi(w · xi + b) ≥ 1.
The optimization problem is as follows:
Min
w,b
1
2
wTw, Subject to yi(w · xi + b) ≥ 1, i = 1, . . . ,N (2)
where min indicates to minimize the value of 12w
Tw,xi ∈ Rd and yi ∈ {1,−1},w is a weight, and b is a bias of this hyper-
plane. For this problem,we should introduce the Lagrangemultiplierα1, α2, . . . , αN ≥ 0 to solve this convex, thus quadratic
programming follows:
L(w, b,α) = 1
2
wTw−
N
i=1
αiyi(w · xi + b)+
N
i=1
αi. (3)
Finally, the dual problem becomes [18]:
Max
α
L(α) =
N
i=1
αi − 12
N
i,j=1
αiαjyiyjxi · xj, Subject to
N
i=1
αi · yi = 0, αi ≥ 0. (4)
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Fig. 2. Linearly non-separable data.
If α∗i is the optimal solution, the optimal weight and bias can be obtained as follows:
w∗ =
N
i=1
yiα∗i xi (5)
b∗ = −1
2
w∗[xp + xn] (6)
where xp and xn are support vectors.
In fact, we cannot guarantee that the training data is always linearly separable, so we need to consider the non-separable
case shown in Fig. 2.
For this case, we introduce a non-negative slack variable ξi ≥ 0, so the condition yi(w · xi + b) ≥ 1 becomes
yi(w · xi + b)+ ξi ≥ 1 [18], and then the optimization equation becomes:
Min
w,b,ξi
1
2
wTw+ C

N
i=1
ξi

(7)
subject to yi(w·xi+b)+ξi−1 ≥ 0where ξi ≥ 0, i = 1 . . .N and C is a positive parameter if the data xi is in the correct region
0 ≤ ξi < 1. Otherwise, ξi > 1 [14]. By a method similar to (2), we introduce the Lagrange multiplier α1, α2, . . . , αN ≥ 0 to
solve this problem.
Max
α
L(α) =
N
i=1
αi − 12
N
i,j=1
αiαjyiyjxi · xj (8)
subject to
N
i=1 αi · yi = 0, 0 ≤ αi ≤ C , where N is the number of support vectors, and the only difference with the linearly
separable case is that αi has an upper bound of C . Assuming α∗i is the optimal solution, we can then obtain:
w∗ =
N
i=1
yiα∗i xi (9)
and b∗ is obtained by satisfying the Karush–Kuhn–Tucker conditions [20,21].
3. C-means (CM)
In order to evaluate the performance of the SVM approach, the widely used CM method [19] (also known as k-means
in [22]) is used for comparative analysis. The reason to select the CMmethod is twofold. One is that it allows us to generate
background signatures in an unsupervised manner for classification. Another is that it is basically a spatial-based pattern
classification technique. In order to make a fair comparison, the CM method used here includes in its clustering procedure
the same knowledge of objects of interest that is required by the SVM approach.
The CM method to be implemented in this paper for the experiment is a modified version of the commonly used CM
method, which is also referred to as ISODATA in [19,23,22].
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Table 1
The parameters used by the MRI pulse sequence and the gray level values of the tissues of each band used in
the experiments.
Band # MRI Background Fatty Glandular Tumor Muscle
Band 1 Flash 2D 3 147 109 78 51
Band 2 T1 3 87 106 138 56
Band 3 T2 3 79 172 85 6
Band 4 PD 3 62 121 128 19
(a) Band 1. (b) Band 2. (c) Band 3.
(d) Band 4.
Fig. 3. Four band test phantoms for simulation study.
4. Experimental results
In this section, we present two sets of experiments — one set is computer-generated phantom images and another set
is authentic magnetic resonance images. The phantom image experiments enable us to conduct a quantitative study and
error analysis for the SVM approach, while the authentic MRI experiments allow us to assess its utility and effectiveness in
medical diagnosis. In all experiments, the training data were selected by a 3× 3 mask from corresponding tissues. Then the
one vs. all multi-class SVMs were applied to training SVMs.
4.1. Computer simulations for phantom experiments
In this section, a series of computer simulations is performed to conduct a quantitative study and performance analysis of
the SVMapproach in comparisonwith the CMmethoddescribed in Section 3with the number of classes (c = 5) representing
four classes of fatty, glandular, tumor andmuscle tissue, aswell as the image background. The computer-generated phantom
images shown in Fig. 3 have four bands, each of which has the same size of 419 × 419 (total number of image pixels is
175,561). The semicircle structures represent the areas of the four breast tissues of interest (fatty, glandular, tumor, and
muscle). The gray level values of these areas in each band were simulated in such a fashion that these values reflect the
average values of their respective tissues in the real MR images shown in Fig. 8. Table 1 shows the values of the parameters
used by the MRI pulse sequence and the gray level values of the tissues of each band used in the experiments. Zero-mean
Gaussian noise was added to the phantom images in Fig. 3 so as to achieve different levels of signal-to-noise ratios (SNRs)
ranging from 5 dB to 20 dB. Despite the fact that such MR phantom images may be unrealistic, they only serve the purpose
of illustrating the proposed technique and demonstration of its advantages.
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Fig. 4. Classification results produced by the SVM using the four images (SNR= 10 dB) in Fig. 3: (a) fatty; (b) glandular; (c) tumor; and (d) muscle tissues.
The classification results of the proposed method are tissues to be evaluated. Since there are considerable changes in
performance between SNR = 5 dB and SNR = 10 dB, Figs. 4 and 5 show the SVM-classification results of background,
fatty, glandular, tumor, and muscle tissues for SNR = 5 dB and 10 dB, respectively. Similarly, Figs. 6 and 7 show the
CM-classification results of background, fatty, glandular, tumor, and muscle tissues for SNR= 5 dB and 10 dB, respectively.
4.1.1. Assessment method
This experiment’s assessment method uses statistical theory analysis to assess the classification results [24,25]. Initially,
we must get the classification results of the breast MR images and represent them in two-dimensional data form. In this
section, we use statistical theory to compute the performance of SVM for the experiment with the phantom image and give
a comparison with the results of CM.
To begin, let {pi}ni=1 be a set of objects of interest whichwewould like to classify.We useN(pi) to denote the total number
of pixels specified by the ith object signature pi,ND(pi) as the total number of pixels specified by the ith object signature, and
actually detected as the pi by SVM, NF (pi) as the total number of false alarm pixels not specified by the ith object signature
pi but detected as the ith object by SVM or C-means, and N as the total number of pixels of a band image. Furthermore, we
define the detection rate Rd(pi), false rate Rf (pi), and mean detection rate RF respectively, as follow:
Rd(pi) = ND(pi)N(pi) (10)
Rf (pi) = NF (pi)N − N(pi) (11)
RD =
n
i=1
Rd(pi)w(pi) (12)
RF =
n
i=1
Rf (pi)w(pi) (13)
where w(pi) = N(pi)/ni=1 N(pi). It is worth noting that the mean detection rate defined by (12) is the mean of detection
rates over the detected objects. Similarly, the mean false alarm rate defined by (13) is the mean of false alarm rates over the
detected objects.
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Fig. 5. Classification results produced by the SVM using the four images (SNR= 5 dB) in Fig. 3: (a) fatty; (b) glandular; (c) tumor; and (d) muscle tissues.
a b
c d
Fig. 6. Classification results produced by the CM using the four images (SNR= 10 dB) in Fig. 3: (a) fatty; (b) glandular; (c) tumor; and (d) muscle tissues.
After introducing the evaluation standard of assessment method, we then continue to compare the correct rate of SVM
classification with CM classification. Tables 2 and 3 are the correct rate of fatty, glandular, tumor, andmuscle tissues of SVM
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Fig. 7. Classification results produced by the CM using the four images (SNR= 5 dB) in Fig. 3: (a) fatty; (b) glandular; (c) tumor; and (d) muscle tissues.
(a) FLASH 2D. (b) T1. (c) T2.
(d) PD.
Fig. 8. Four spectral bands of authentic MR breast images.
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Table 2
Classification results of fatty, glandular, tumor, and muscle tissues for SNR= 10 dB.
Fatty Glandular Tumor Muscle
SNR= 10 dB CM 1 1 1 0.96SVM 1 1 1 0.987
Table 3
Classification results of fatty, glandular, tumor, and muscle tissues for SNR= 5 dB.
Fatty Glandular Tumor Muscle
SNR= 5 dB CM 0.906 0.907 0.924 0.77SVM 0.944 0.928 0.933 0.823
Fig. 9. Five tissues of the breast were selected and confirmed by the doctor.
and CM for SNR = 10 and 5 dB, respectively, each of the values being the means implemented from 20 runs. To compare
classification results of SVM and CM, we can see that the correct rates of fatty, glandular, and tumor tissues lack obvious
differences, but in the classification result of muscle tissue, the correct rate of SVM classification is better than CM. In the
case of SNR = 5 dB, the correct rate of each tissue has decreased distinctly, especially for muscle tissue. After comparing
the SVM-classification results with CM-classification results for SNR = 5 dB, we can see that the correct rate of SVM is
higher than CM. Finally, we reveal that SVM has better performance for multi-spectral MR image segmentation and better
robustness against noise.
4.2. Real MR image experiment
In this section, we use a set of a breast MR images to evaluate the performance of SVM. Band 1 is the FLASH 2D spectral
image. Band 2 is the T1-weighted spectral image acquired by the pulse sequence TR/TE = 780 ms/20 ms. Band 3 is the
T2-weighted spectral image acquired by the pulse sequence TR/TE= 4000 ms/105 ms. Band 4 is the PD-weighted spectral
image acquired by the pulse sequence TR/TE= 4000 ms/15 ms. The time parameters of an MRI are repetition time (TR) and
echo time (TE). The slice thickness of all the MR images is 3 mm and axial sections were taken from a Siemens 1.5 T scanner.
Before acquisition of the MR images, the scanner was adjusted to prevent artifacts caused by magnetic fields from static,
radio-frequencies and gradients.
In breast MR images, four breast tissues (fatty, glandular, tumor and muscle) are the major points of interest and their
location can be generally obtained directly from the images as in Fig. 9. In our experiments, the spectral signatures of
fatty, glandular, tumor, and muscle tissues, as well as the background used for the SVM were extracted directly from the
MR images and verified by experienced radiologists. Fig. 10(a)–(d) shows the detection results of the SVM for fatty (a),
glandular (b), tumor (c), and muscle (d) tissues produced. For comparison, we also applied the CM method to Fig. 8(a)–(d)
to produce Fig. 11(a)–(d) with c = 5 for the four tissue classes: fatty (a), glandular (b), tumor (c), and muscle (d) and the
background. Compared to Fig. 11(a)–(d), the SVM performed significantly better than the CM method. It should be noted
that all experimental results presented here were verified by experienced radiologists.
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Fig. 10. Classification results produced by the SVM using the four images in Fig. 8: (a) fatty; (b) glandular; (c) tumor; and (d) muscle tissues.
a b
c d
Fig. 11. Classification results produced by the CM using the four images in Fig. 8: (a) fatty; (b) glandular; (c) tumor; and (d) muscle tissues.
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5. Conclusions
Support vector machine (SVM)-based approaches have been widely applied to many fields. In this paper, we present a
newapplication of SVM inbreastMR image classification. The SVM is based on the idea of a hyper-plane classifier, and it looks
for the hyper-plane thatmaximizes themargin between two classes. Therefore, SVM-based classifiers can be utilized forMR
image classification. In the experiment section, we present two sets of experiments: one set consists of computer-generated
phantom images and the other set uses real MR images. From the experimental results, the correct rate of SVM classification
is significantly better than CM in the case of SNR = 5 dB. Accordingly, we can know that the SVM has the capability for
multi-spectral MR image segmentation and robustness against noise. For the authentic MR images, classification results can
be provided to doctors as a basis of more accurate diagnosis and judgment of the patient’s condition.
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