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Abstract
Under the condition that the involved function F is locally Lipschitz, but not necessarily differentiable,
we investigate the regularized gap function defined by a generalized distance function for the variational
inequality problem (VIP). First, we compute exactly the Clarke–Rockafellar directional derivatives of the
regularized gap functions (and of some modified ones). Second, using these results, we show that, under
the strongly monotonicity assumption, the regularized gap functions have fractional exponent error bounds,
and thereby we provide an algorithm of Armijo type to solve the VIP.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Throughout this paper let P denote a nonempty closed convex set in a Euclidean space Rn
and let F be a locally Lipschitz map from P to Rn. We consider VIP(F,P ), the variational
inequality problem associated with F and P , that is, to find a vector x∗ ∈ P such that〈
F
(
x∗
)
, x − x∗〉 0, ∀x ∈ P. (1.1)
When P is the nonnegative orthant in Rn, VIP(F,P ) reduces to the nonlinear complementar-
ity problem NCP(F,P ). The variational inequality problems have many applications in dif-
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(see [4,17,23]). In particular, since the concept of complementarity represents the phenomenon
of system equilibrium, nonlinear complementarity problems often occur in engineering, eco-
nomic and transportation. We refer the reader to [1,3,6,8,21] for the background information and
motivations and for comprehensive reviews about the basic theory, algorithms and applications
for variational inequality problems and for nonlinear complementarity problems covering both
smooth and nonsmooth functions. In fact nonsmooth variational problems are quite abundant,
see [7,9,10] for recent developments; in particular, a specific simple example in economic can be
seen in [18]. In the last few decades, many methods have been proposed for solving the varia-
tional inequality problems, see [5,6,8,11–16,21,22,24] and especially the very informative recent
book [1] by Facchinei and Pang; among these methods an efficient one is based on a correspond-
ing merit function such as the regularized gap function fγ (cf. [5,22]) defined by
fγ (τ ) := sup
x∈P
Ψ (x, τ ), τ ∈ P, γ > 0, (1.2)
where
Ψ (x, τ) := 〈F(τ), τ − x〉− γφ(x, τ ) for any γ > 0, (1.3)
and φ :P × P → [0,+∞) is a generalized distance function, namely a continuously differen-
tiable function satisfying the following properties:
(C1) φ(x, τ ) = 0 if and only if x = τ .
(C2) The family {φ(·, τ ); τ ∈ P } is uniformly strongly convex with modulus ζ > 0, that is
φ(x′′, τ )− φ(x′, τ ) 〈∇1φ(x′, τ ), x′′ − x′〉+ ζ‖x′′ − x′‖2,
∀τ, x′, x′′ ∈ P. (1.4)
(C3) {∇1φ(·, τ )} is uniformly Lipschitz continuous on P with modulus K > 0, that is∥∥∇1φ(x′′, τ )− ∇1φ(x′, τ )∥∥K‖x′′ − x′‖, ∀τ, x′, x′′ ∈ P. (1.5)
Where ∇1φ,∇2φ respectively denote the partial differentials of φ with respect to the first and the
second variable of φ. For example, the functions φ and ψ respectively defined by
φ(x, τ ) = ‖x − τ‖
2
2
(1.6)
and
ψ(x, τ) = ‖x − τ‖
2
2
+ sin
2(τ1 − x1)
4
(where τ1, x1 denote respectively the first coordinate of τ and x), satisfy (C1)–(C3) (with K = 1
and ζ = 12 for φ and K = 32 and ζ = 14 for ψ ).
By [22, Proposition 3.3 and Theorem 3.1] x∗ solves VIP(F,P ) if and only if fγ (x∗) = 0 and
x∗ solves the constrained minimization problem
minfγ (τ ) subject to τ ∈ P. (1.7)
In the case when F is continuously differentiable on P , fγ is also continuously differentiable,
and in fact one has [22]
∇fγ (τ ) = −∇F(τ)
(
πγ (τ)− τ
)+ F(τ)− γ∇2φ(πγ (τ), τ), (1.8)
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been used by many authors in establishing many useful results for a smooth VIP (where the as-
sociated function F is continuously differentiable). In particular, by virtue of the consideration
of differentials, Wu et al. [22], Yamashita et al. [24], and Huang and Ng [11] have addressed
the error bound issues for fγ when F is assumed to be strongly monotone, and thereby estab-
lished convergence results of sequences obtained by an Algorithm of Armijo type. It is therefore
natural to ask whether or not we can obtain some similar results for VIP when F is not dif-
ferentiable. In fact, the Clarke–Rockafellar directional derivative can play a similar role as that
played by the directional derivative for the study of smooth VIP, see [18,19]. For the special
case when φ is defined by (1.6), Ng and Tan studied in [19] the Clarke–Rockafellar directional
derivatives of the regularized gap functions (and of some modified ones) and then used these
results to give an error bound (on P ) of √fγ . The above results are extended here to not only
nonsmooth setting but also the generalized gap functions associated with a generalize distance
function φ. We show in Section 3 that fγ is locally Lipschitz if F is; and compute exactly the
Clarke–Rockafellar directional derivatives of fγ (and of f¯γ which agrees with fγ on P but takes
value +∞ on Rn \ P ); furthermore, we provide an upper estimate for the Clarke–Rockafellar
directional derivatives of f¯γ . Applications are given in Section 4: we show that
√
fγ has an error
bound on P and presents a convergence result for a descent method of Armijo type leading to
the solution of the corresponding VIP.
2. Notation and preliminary results
Without loss of generality, we assume throughout that P affinely spans Rn and that P contains
the origin (by a translation argument if needed). We always assume that F :P → Rn is a locally
Lipschitz map. Let γ > 0 and let fγ be defined as (1.2) with a generalized distance function φ
satisfying the conditions (C1)–(C3). Then we have the following lemma (see [11]).
Lemma 2.1. Let φ satisfying the conditions (C1)–(C3) with the associated constants K,ζ > 0.
The following statements hold for any x, τ ∈ P :
(i) 〈∇1φ(x, τ ), u〉K‖x − τ‖‖u‖, ∀u ∈ span(P − τ).
(ii) ζ‖x − τ‖2  φ(x, τ ) (K − ζ )‖x − τ‖2 (which shows that K − ζ > 0).
(iii) φ(x, τ )− 〈∇1φ(x, τ ), x − τ 〉−(K − ζ )‖x − τ‖2.
Noting that Ψ (·, τ ) (τ ∈ P ) is strongly concave, it has a unique maximizer on P (see
[18,22,24]). We denote this unique maximizer by πγ (τ). Moreover, the following Lemma 2.2
will show that the function πγ is continuous on P . Recalling from (1.2) and (1.3), we have for
γ > 0,
fγ (τ ) = max
{
Ψ (x, τ): x ∈ P }
= Ψ (πγ (τ), τ)
= 〈F(τ), τ − πγ (τ)〉− γφ(πγ (τ), τ). (2.1)
Lemma 2.2. πγ is continuous on P , and so fγ is also continuous on P .
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lim
k→+∞Ψ
(
πγ (τ), τk
)= Ψ (πγ (τ), τ)= fγ (τ ) (2.2)
whenever τ ∈ P and (τk) ⊂ P with τk → τ . Since πγ (τk) is the maximizer of Ψ (·, τk) on P , one
has
Ψ
(
πγ (τ), τk
)
 Ψ
(
πγ (τk), τk
)
,
by (2.1), that is
Ψ
(
πγ (τ), τk
)
 fγ (τk).
Passing to the lower limits, it follows from (2.2) that
fγ (τ ) lim inf
k→+∞fγ (τk). (2.3)
This shows that fγ is lower semicontinuous at τ . We will apply this fact to show that πγ is
continuous at τ (and so fγ is continuous at τ ). To do this, let (τk) ⊂ P with τk → τ as before.
Since P ⊂ Rn, it sufficient to show:
(i) (πγ (τk)) is bounded,
(ii) πγ (τ) is the only cluster point of (πγ (τk)).
To prove (i), let us pick x0 ∈ P . Since Ψ (x0, ·) and F are continuous, there exist M1,M2 > 0
such that∣∣Ψ (x0, τk)∣∣M1, ∥∥F(τk)∥∥M2, ∀k ∈ N.
By the maximality of πγ , it follows from Lemma 2.1(ii) that
−M1  Ψ (x0, τk) Ψ
(
πγ (τk), τk
)
= 〈F(τk), τk − πγ (τk)〉− γφ(πγ (τk), τk)

∥∥F(τk)∥∥∥∥πγ (τk)− τk∥∥− γ ζ∥∥πγ (τk)− τk∥∥2
M2
∥∥πγ (τk)− τk∥∥− γ ζ∥∥πγ (τk)− τk∥∥2, ∀k ∈ N.
Thus
γ ζ
∥∥πγ (τk)− τk∥∥2 −M2∥∥πγ (τk)− τk∥∥−M1  0,
and hence the sequence (πγ (τk) − τk) must be bounded (since γ ζ > 0). Since (τk) converges
to τ , it follows that (i) holds.
To prove (ii), let z be a cluster point of (πγ (τk)). Then z ∈ P and for some subsequence
(πγ (τki )), limi→+∞ πγ (τki ) = z. It follows from (2.3) that
fγ (τ ) lim inf
k→+∞fγ (τk)
 lim
i→+∞fγ (τki )
= lim
i→+∞
〈
F(τki ), τki − πγ (τki )
〉− γφ(πγ (τki ), τki )
= 〈F(τ), τ − z〉− γφ(z, τ )
= Ψ (z, τ )
1026 L.L. Tan / J. Math. Anal. Appl. 334 (2007) 1022–1038and hence the inequality here can be replaced by the equality and z = πγ (τ) thanks to (2.1) and
the definition of πγ (τ). Therefore statement (ii) stands and the proof is complete. 
Remark 2.1 (Special case of Lemma 2.2). Let us consider the special case when φ is defined
by (1.6). Then for any τ, x ∈ P and γ > 0,
Ψ (x, τ) := 〈F(τ), τ − x〉− γ
2
‖x − τ‖2
= −γ
2
∥∥∥∥τ − F(τ)γ − x
∥∥∥∥
2
+ ‖F(τ)‖
2
2γ
,
and hence the unique maximizer of Ψ (·, τ ) on P can be explicitly represented:
πγ (τ) = ProjP
(
τ − F(τ)
γ
)
, (2.4)
the best approximation to τ − F(τ)
γ
from P . It is of course continuous on P .
For a proper lower semicontinuous function h :Rn → R ∪ {+∞}, let domh := {x ∈ Rn:
h(x) < +∞}. For any x ∈ domh and v ∈ Rn, we denote upper and lower Dini-directional deriv-
atives respectively by
d¯+h(x)(v) := lim sup
t↓0
h(x + tv)− h(x)
t
and d+h(x)(v) := lim inf
t↓0
h(x + tv)− h(x)
t
.
The Clarke–Rockafellar directional derivative of h at x in the direction v is denoted by h↑(x, v)
and defined by
h↑(x, v) = lim
ε↓0 lim supy→hx, t↓0
inf‖u−v‖ε
h(y + tu)− h(y)
t
, (2.5)
where y →h x means that y → x and h(y) → h(x). The Clarke subdifferential of h at x is
defined by (see [26])
∂Ch(x) :=
{
ξ ∈ Rn: 〈ξ, v〉 h↑(x, v) for all v in Rn}.
The following three lemmas regarding the directional derivatives will be useful for us. The first
two lemmas and the first part of the third lemma have been proved in [19].
Lemma 2.3. Let h :Rn → R ∪ {+∞} be a proper lower semicontinuous function, x ∈ domh,
and v ∈ Rn. Then the following assertions hold:
(i) For any function ξ with the property that ξ(y) → v when y →h x, one has
h↑(x, v) lim sup
y→hx, t↓0
h(y + tξ(y))− h(y)
t
.
(ii) For any sequences (xk) and (tk) with (xk) →h x and (tk) ↓ 0, there exists a sequence (vk)
such that (vk) → v and
lim sup
k→+∞
h(xk + tkvk)− h(xk)
tk
 h↑(x, v). (2.6)
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that (xk) →h x, (tk) ↓ 0, (vk) → v and
lim
k→+∞
h(xk + tkvk)− h(xk)
tk
= h↑(x, v). (2.7)
Recall that the cone of feasible directions of a convex set C ⊂ Rn at a point x ∈ C is, by
definition, the set
FC(x) :=
{
v ∈ Rn: x + tv ∈ C for some t > 0}, (2.8)
that is FC(x) is the cone generated by C − x.
Lemma 2.4. Let h :Rn → R ∪ {+∞} be a proper lower semicontinuous function. Suppose that
domh is a convex set and that the restriction of h to domh is locally Lipschitz. Let x ∈ domh
and v ∈Fdomh(x). Then
d¯+h(x)(v) h↑(x, v). (2.9)
Moreover, if 0 < h(x) < +∞ then
d¯+
√
h(x)(v) h
↑(x, v)
2
√
h(x)
. (2.10)
Lemma 2.5. Let h,x and v be as in Lemma 2.4. Then
lim sup
y→hx
q→v, q∈Fdomh(y)
h↑(y, q) h↑(x, v). (2.11)
Moreover,
lim sup
y→hx
h↑(y, v) h↑(x, v). (2.12)
Proof. (2.11) has been proved in [19, Lemma 3]. To prove (2.12), let μ > 0 such that x + μv ∈
domh. Define ξ : domh → Rn by ξ(y) = v + x−y
μ
. Then for any y ∈ domh, ξ(y) ∈ Fdomh(y),
since y +μξ(y) = x +μv ∈ domh and ξ(y) → v(as y → x). We claim that
h↑(y, v) h↑
(
y, ξ(y)
)
. (2.13)
Let (zk) and (tk) be two arbitrary sequences such that (zk) →h y and (tk) ↓ 0. By Lemma 2.3(i),
it suffices to show that
lim sup
k→+∞
h(zk + tkξ(zk))− h(zk)
tk
 h↑
(
y, ξ(y)
)
. (2.14)
We assume h↑(y, ξ(y)) < +∞. By Lemma 2.3(ii), there exists a sequence (vk) such that
(vk) → ξ(y) and
lim sup
k→+∞
h(zk + tkvk)− h(zk)
tk
 h↑
(
y, ξ(y)
)
. (2.15)
Moreover we assume without loss of generality that vk ∈ Fdomh(zk) with zk + tkvk ∈ domh for
each k thanks to the fact that h↑(y, ξ(y)) < +∞. Note that
h(zk + tkξ(zk))− h(zk) = h(zk + tkvk)− h(zk) + h(zk + tkξ(zk))− h(zk + tkvk)
tk tk tk
1028 L.L. Tan / J. Math. Anal. Appl. 334 (2007) 1022–1038where the second term converges to zero as k → +∞, because the restriction of h to domh is
assumed to be locally Lipschitz and ‖ξ(zk) − vk‖ ‖ξ(zk) − ξ(y)‖ + ‖vk − ξ(y)‖ = ‖ zk−yμ ‖ +‖vk − ξ(y)‖ → 0 as k → +∞.
Together with (2.15), (2.14) holds. Since ξ(y) ∈ Fdomh(y) and ξ(y) → v (as y → x), it fol-
lows form (2.13) and (2.11) that (2.12) holds. 
Throughout we use B to denote the open unit ball of Rn. In order to deal with the minimiza-
tions such as that in (1.7), we firstly study the max-function G of the following type
G(τ) = max
i∈I Gi(τ ) for each τ ∈ C, (2.16)
where I is an index-set, C is a nonempty closed convex subset of Rn and each Gi is a real-valued
function on C. For simplicity, assume that C affinely spans Rn. Further, we make the following
blanket assumptions.
Assumption 2.1.
(I) For each τ ∈ C, assume the active index subset I (τ ) for τ is nonempty, that is
I (τ ) := {i ∈ I : Gi(τ) = G(τ)} = ∅. (2.17)
(II) For each τ ∈ C, there exist positive real numbers δτ , Lτ such that for each z ∈ (τ +δτB)∩C
and each i ∈ I (z), Gi is Lipschitz on (τ + δτB)∩C with modulus Lτ , that is∣∣Gi(τ ′)−Gi(τ ′′)∣∣ Lτ‖τ ′ − τ ′′‖, ∀τ ′, τ ′′ ∈ (τ + δτB)∩C. (2.18)
For our convenience and for our subsequent use, we define a “modified function” G of G by
G(τ) =
{
G(τ), τ ∈ C,
+∞, otherwise.
The following lemma (see [19, Proposition 3]) provides an upper estimate for the directional
derivative G↑(τ, v) at x ∈ C, along a feasible direction v (see (2.19)).
Lemma 2.6. Let τ ∈ C and v ∈ FC(τ). Let S be a subset of C with measure zero and let A(v)
be defined by
A(v) :=
{
lim
k→+∞
〈∇Gik (τk), v〉: τk, zk → τ with
ik ∈ I (zk), τk ∈ intC \ S and zk ∈ C for each k
}
.
Then the Clarke–Rockafellar directional derivative of G at τ along the direction v satisfies the
inequality
G↑(τ, v)maxA(v). (2.19)
Remark 2.2. (See [19, Remark 1].)
(a) By (2.18), G is also locally Lipschitz around τ with modulus Lτ , that is∣∣G(τ ′)−G(τ ′′)∣∣ Lτ‖τ ′ − τ ′′‖, ∀τ ′, τ ′′ ∈ (τ + δτB)∩C. (2.20)
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and if G (respectively Gi ) is differentiable at z, then∥∥∇G(z)∥∥ Lτ (respectively ∥∥∇Gi(z)∥∥ Lτ ). (2.21)
We end this section with a proposition which is an extended version of Rademacher’s Theorem
(see [2]).
Proposition 2.1. Let h :E → R be a real-valued measurable function defined on a bounded
measurable set E in Rn. Then h is differentiable almost everywhere on E if and only if the
difference quotients of h are locally bounded almost everywhere on E.
3. The Clarke–Rockafellar directional derivatives of regularized gap functions
Let F,P,γ,fγ and Ψ be as at the beginning of Section 2. Define f¯γ : Rn → R ∪ {+∞} by
f¯γ (τ ) =
{
fγ (τ ), τ ∈ P,
+∞, otherwise. (3.1)
Then dom f¯γ = P . Recall from (1.3) and (1.2) that
fγ (τ ) = max
x∈P Ψ (x, τ ),
the maximum being attained exactly at one point x = πγ (τ). Together with the following lemma
(fγ ,Ψ (x, ·),P, x ∈ P,πγ (z)) satisfies Assumption 2.1 stated for (G,Gi,C, i ∈ I, I (z)) and
hence, by Lemma 2.6,
f¯ ↑γ (τ, v)maxA(v) for all τ ∈ P and v ∈FP (τ), (3.2)
where
A(v) =
{
lim
k→+∞
〈∇2Ψ (πγ (zk), τk), v〉: τk, zk → τ with each τk ∈ intP \ΩF
}
, (3.3)
∇2Ψ (πγ (zk), τk) denotes the derivative of the function Ψ (πγ (zk), ·) at τk , Uτ := (τ + δτB)∩P
with some δτ > 0 is a neighborhood of τ on which F is Lipschitz, and
ΩF :=
{
y ∈ Uτ : F fails to be differentiable at y
}
(ΩF is of measure zero by the (extended) Rademacher Theorem (see Proposition 2.1) and
intP = ∅ since P is convex and affP = Rn).
Lemma 3.1. Let τ ∈ P . Let Uτ and ΩF be as explained before the statement of the lemma. Then
there exists a constant Lτ > 0 such that each function in the family{
Ψ
(
πγ (z), ·
)
: z ∈ Uτ
}
is Lipschitz on Uτ with modulus Lτ , that is for each z ∈ Uτ ,∣∣Ψ (πγ (z), τ ′)−Ψ (πγ (z), τ ′′)∣∣ Lτ‖τ ′ − τ ′′‖ for each τ ′, τ ′′ ∈ Uτ . (3.4)
Consequently, fγ is also Lipschitz with modulus Lτ on Uτ .
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a constant C1 > 0 such that ‖F(τ ′)‖ C1 for all τ ′ ∈ τ +δτB (e.g., take C1 := ‖F(τ)‖+Mτδτ ).
Since πγ is continuous on P (thanks to Lemma 2.2), there exists a constant C2 > 0 such that∥∥πγ (τ ′)∥∥ C2, ∀τ ′ ∈ Uτ .
Now, in view of (1.3), we write for all z, τ ′ ∈ Uτ ,
Ψ
(
πγ (z), τ
′) := Ψ1(πγ (z), τ ′)+Ψ2(πγ (z), τ ′)
where
Ψ1
(
πγ (z), τ
′)= 〈F(τ ′), τ ′ − πγ (z)〉
and
Ψ2
(
πγ (z), τ
′)= −γφ(πγ (z), τ ′).
Then
∣∣Ψ1(πγ (z), τ ′)−Ψ1(πγ (z), τ ′′)∣∣
= ∣∣〈F(τ ′), τ ′ − πγ (z)〉− 〈F(τ ′′), τ ′′ − πγ (z)〉∣∣
= ∣∣〈F(τ ′)− F(τ ′′), τ ′ − πγ (z)〉− 〈F(τ ′′), τ ′′ − τ ′〉∣∣

(
Mτ
(‖τ‖ + δτ +C2)+C1)‖τ ′ − τ ′′‖.
Moreover since φ is continuously differentiable, there exists C3 > 0 such that for all z, τ ′ ∈ Uτ∥∥γ∇2φ(πγ (z), τ ′)∥∥ C3
and hence by the Mean Value Theorem,∣∣Ψ2(πγ (z), τ ′)−Ψ2(πγ (z), τ ′′)∣∣ C3‖τ ′ − τ ′′‖, ∀z, τ ′, τ ′′ ∈ Uτ .
Thus, (3.4) holds with δτ and Lτ := Mτ(‖τ‖ + δτ + C2) + C1 + C3 > 0. Consequently,
it follows from Remark 2.2(a) that fγ is also Lipschitz with modulus Lτ on Uτ , because
fγ (τ ) = maxx∈P Ψ (x, τ ) and (fγ ,Ψ (x, ·),P, x ∈ P,πγ (z)) satisfies Assumption 2.1 stated for
(G,Gi,C, i ∈ I, I (z)). 
By the above lemma, f¯γ satisfies the condition assumed in Lemma 2.4 stated for h. Hence
by (2.10), for each τ ∈ P with fγ (τ ) > 0 and v ∈FP (τ),
d+
√
f¯γ (τ )(v) d¯+
√
f¯γ (τ )(v)
f¯
↑
γ (τ, v)
2
√
fγ (τ )
. (3.5)
Theorem 3.1. Let τ ∈ P and ω = πγ (τ)− τ . Let v ∈FP (τ). Then
f¯ ↑γ (τ, v) = max
{〈ξ,−v〉: ξ ∈ C(ω)}+ 〈F(τ), v〉− γ 〈∇2φ(πγ (τ), τ), v〉 (3.6)
where
C(ω) :=
{
lim
k→+∞∇F(τk)ω: (τk) → τ and τk ∈ intP \ΩF for each k
}
. (3.7)
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exist some sequences (τk), (zk) in Uτ convergent to τ such that each τk ∈ intP \ΩF and
M = lim
k→+∞
〈∇2Ψ (πγ (zk), τk), v〉.
By (1.3), we note (similar as in (1.8)) that
∇2Ψ
(
πγ (zk), τk
)= ∇F(τk)(τk − πγ (zk))+ F(τk)− γ∇2φ(πγ (zk), τk).
Since F is Lipschitz around τ and τk ∈ intP for all k, we assume without loss of generality that
limk→+∞ ∇F(τk) exists, and it follows that:
lim
k→+∞∇2Ψ
(
πγ (zk), τk
)
= lim
k→+∞∇F(τk)(−ω)+ F(τ)− γ∇2φ
(
πγ (τ), τ
)
= −ξ¯ + F(τ)− γ∇2φ
(
πγ (τ), τ
)
,
where ξ¯ := limk→+∞ ∇F(τk)ω. Note that ξ¯ ∈ C(ω) by (3.7) and
f¯ ↑γ (τ, v)M =
〈−ξ¯ + F(τ)− γ∇2φ(πγ (τ), τ), v〉.
Therefore, to prove (3.6), it suffices to show that
f¯ ↑γ (τ, v) 〈ξ,−v〉 +
〈
F(τ), v
〉− γ 〈∇2φ(πγ (τ), τ), v〉 for each ξ ∈ C(ω). (3.8)
To do this, let ξ ∈ C(ω). Then ξ = θ · ω where θ = limk→+∞ ∇F(τk) for some sequence
(τk) → τ such that τk ∈ intP \ΩF for all k. Note that
〈ξ,−v〉 = 〈θ ·ω,−v〉
=
〈
−ω, lim
k→+∞∇F(τk)
T v
〉
=
〈
lim
k→+∞ limt↓0
F(τk + tv)− F(τk)
t
,−ω
〉
.
Consequently there exist a subsequence (τki ) of (τk) and a sequence (ti) ↓ 0 such that
〈ξ,−v〉 =
〈
lim
i→+∞
F(τki + tiv)− F(τki )
ti
,−ω
〉
.
For simplicity of notations, we henceforth assume that the above (τki ) is (τk) itself, that is
〈ξ,−v〉 =
〈
lim
k→+∞
F(τk + tkv)− F(τk)
tk
,−ω
〉
. (3.9)
On the other hand, by Lemma 2.3(ii), there exists a sequence (vk) → v such that
lim sup
k→+∞
f¯γ (τk + tkvk)− f¯γ (τk)
tk
 f¯ ↑γ (τ, v) (M < +∞). (3.10)
Then we can assume that f¯γ (τk + tkvk) < ∞ for each k, and f¯γ can be replaced by fγ in the
left-hand side of (3.10). We note that
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= Ψ (πγ (τk + tkvk), τk + tkvk)−Ψ (πγ (τk), τk)
 Ψ
(
πγ (τk), τk + tkvk
)−Ψ (πγ (τk), τk)
= 〈F(τk + tkvk), τk + tkvk − πγ (τk)〉− γφ(πγ (τk), τk + tkvk)
− 〈F(τk), τk − πγ (τk)〉+ γφ(πγ (τk), τk)
= 〈F(τk + tkvk)− F(τk), τk − πγ (τk)〉+ 〈F(τk + tkvk), tkvk 〉
− γ (φ(πγ (τk), τk + tkvk)− φ(πγ (τk), τk))
and hence that
1
tk
[
fγ (τk + tkvk)− fγ (τk)
]

〈
F(τk + tkvk)− F(τk)
tk
,−(πγ (τk)− τk)
〉
+ 〈F(τk + tkvk), vk 〉
− γ φ(πγ (τk), τk + tkvk)− φ(πγ (τk), τk)
tk
=
〈
F(τk + tkvk)− F(τk)
tk
,−(πγ (τk)− τk)
〉
+ 〈F(τk + tkvk), vk 〉
− γ 〈∇2φ(πγ (τk), τk + skvk), vk 〉 for some sk ∈ [0, tk]
→ 〈ξ,−v〉 + 〈F(τ), v〉− γ 〈∇2φ(πγ (τ), τ), v〉 as k → +∞.
Here we have made use of (3.9) and the Mean-Valued Theorem, as well as the facts that
(πγ (τk) − τk) → ω, vk → v, φ is continuously differentiable and that F is Lipschitz on Uτ
(and so {F(τk+tkvk)−F(τk)
tk
: k ∈ N} is bounded). Consequently it follows from (3.10) that
f¯ ↑γ (τ, v) 〈ξ,−v〉 +
〈
F(τ), v
〉− γ 〈∇2φ(πγ (τ), τ), v〉,
i.e., (3.8) holds. 
For the remainder of this paper, we assume that F is strongly monotone with modulus λ > 0
namely〈
F(x′)− F(x), x′ − x〉 λ‖x′ − x‖2, ∀x, x′ ∈ P. (3.11)
Under this assumption, VIP(F,P ) is known to have an unique solution (cf. [1, Theorem 2.3.3]).
We use x∗ to denote the unique solution of VIP(F,P ). Thanks to the assumption (3.11), the
following result is known (cf. [24, Lemma 3.1] and [22, Theorem 3.1]): for any τ ∈ P , fγ (τ ) 0
and
fγ (τ ) = 0 ⇐⇒ πγ (τ) = τ ⇐⇒ τ solves VIP(F,P ). (3.12)
Lemma 3.2. Let τ,ω and C(ω) be as in Theorem 3.1. Then
f¯ ↑γ (τ,ω) = max
{〈ξ,−ω〉: ξ ∈ C(ω)}+ 〈F(τ),ω〉− γ 〈∇2φ(πγ (τ), τ),ω〉. (3.13)
Moreover, if fγ (τ ) > 0, then
d+
√
f¯γ (τ )(ω) d¯+
√
f¯γ (τ )(ω)
f¯
↑
γ (τ,ω)
2
√
fγ (τ )
. (3.14)
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(3.6) and (3.5), respectively. 
Definition 3.1. Let λ > 0. Let ιλ : (0,+∞) → (0,+∞) be defined by
ιλ(t) := min
{√
λ
2
,
λ
2
√
t
}
=
⎧⎨
⎩
√
λ
2 , 0 < t  λ,
λ
2
√
t
, t > λ.
Theorem 3.2. Let F,λ satisfy (3.11) and let γ > 0. Suppose that φ satisfies the conditions
(C1)–(C3) with associated constants K,ζ > 0. Suppose that φ satisfies (C4) in addition,〈∇1φ(πγ (τ), τ)+ ∇2φ(πγ (τ), τ),πγ (τ )− τ 〉 0, ∀τ ∈ P \ {x∗}.
Then for any τ ∈ P \ {x∗}, one has
f¯ ↑γ
(
τ,
πγ (τ )− τ
‖πγ (τ)− τ‖
)
−2ιλ
(
γ (K − ζ ))√fγ (τ ) (3.15)
where fγ , f¯γ are defined by (1.2) and (3.1).
Proof. Let τ ∈ P \ {x∗} and γ¯ := γ (K − ζ ) > 0. Then fγ (τ ) > 0 and (3.1) shows that
f¯γ (τ ) = fγ (τ ). For brevity, we denote ω := πγ (τ)− τ as in Theorem 3.1. We claim that
f¯ ↑γ (τ,ω)min
{−λ‖ω‖2,−(λ− γ¯ )‖ω‖2 − fγ (τ )}. (3.16)
To prove this claim, note first that Lemma 3.2 and (C4) show that
f¯ ↑γ (τ,ω) = max
{〈ξ,−ω〉: ξ ∈ C(ω)}+ 〈F(τ),ω〉− γ 〈∇2φ(πγ (τ), τ),ω〉
max
{〈ξ,−ω〉: ξ ∈ C(ω)}+ 〈F(τ),ω〉+ γ 〈∇1φ(πγ (τ), τ),ω〉. (3.17)
By (3.7), each ξ in C(ω) can be expressed in the form ξ = limk→+∞ ∇F(τk)ω for some sequence
(τk) → τ such that τk ∈ intP \ΩF for each k. Since by (3.11), 〈∇F(τk)ω,ω〉 λ‖ω‖2, it follows
that
〈ξ,−ω〉−λ‖ω‖2. (3.18)
On the other hand, since πγ (τ) is the maximizer of the function Ψ (·, τ ) on P , the first-order
optimality condition implies that 〈∇1Ψ (πγ (τ), τ ), τ ′−πγ (τ)〉 0 for any τ ′ ∈ P . Letting τ ′ = τ
and noting ∇1Ψ (πγ (τ), τ ) = −F(τ)− γ∇1φ(πγ (τ ), τ ), we have〈
F(τ)+ γ∇1φ
(
πγ (τ), τ
)
,πγ (τ )− τ
〉
 0,
that is〈
F(τ),ω
〉+ γ 〈∇1φ(πγ (τ), τ),ω〉 0.
Together with (3.17) and (3.18), one has
f¯ ↑γ (τ,ω)−λ‖ω‖2. (3.19)
On the other hand, rewriting the inequality in (3.17) in the form, we have
f¯ ↑γ (τ,ω)max
{〈ξ,−ω〉: ξ ∈ C(ω)}+ [〈F(τ),ω〉+ γφ(πγ (τ), τ)]
− γ [φ(πγ (τ), τ)− 〈∇1φ(πγ (τ), τ),ω〉]
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that
f¯ ↑γ (τ,ω)−λ‖ω‖2 +
[−fγ (τ )]+ γ (K − ζ )‖ω‖2
= −(λ− γ¯ )‖ω‖2 − fγ (τ ). (3.20)
So (3.19) and (3.20) imply (3.16). The verification for (3.15) is now divided into four cases:
(a) γ¯  λ and ‖ω‖√
fγ (τ)
< 1√
λ
.
(b) γ¯  λ and ‖ω‖√
fγ (τ)
 1√
λ
.
(c) γ¯ > λ and ‖ω‖√
fγ (τ)
< 1√
γ¯
.
(d) γ¯ > λ and ‖ω‖√
fγ (τ)
 1√
γ¯
.
In case (a), we have by (3.20) that
f¯ ↑γ
(
τ,
ω
‖ω‖
)
−(λ− γ¯ )‖ω‖ − fγ (τ )‖ω‖ −
fγ (τ )
‖ω‖ < −
√
λ
√
fγ (τ )
= −2ιλ(γ¯ )
√
fγ (τ ),
where the last equality holds by Definition 3.1.
In case (b), we have by (3.19) that
f¯ ↑γ
(
τ,
ω
‖ω‖
)
−λ‖ω‖−λ · 1√
λ
√
fγ (τ ) = −
√
λ
√
fγ (τ ) = −2ιλ(γ¯ )
√
fγ (τ ).
In case (c), we have by (3.20) that
f¯ ↑γ
(
τ,
ω
‖ω‖
)
 (γ¯ − λ)‖ω‖ − fγ (τ )‖ω‖ < (γ¯ − λ)
1√
γ¯
√
fγ (τ )−
√
γ¯
√
fγ (τ )
= −λ 1√
γ¯
√
fγ (τ ) = −2ιλ(γ¯ )
√
fγ (τ ).
Finally, in case (d), we have by (3.19) that
f¯ ↑γ
(
τ,
ω
‖ω‖
)
−λ‖ω‖−λ · 1√
γ¯
√
fγ (τ ) = −2ιλ(γ¯ )
√
fγ (τ ).
Therefore, (3.15) holds in all cases. 
Remark 3.1. In some special cases, the results in Theorem 3.2 have been proved before. It
can be seen in [19, Theorem 2] for the special case when φ is defined by (1.6); can also be
seen in [11, Proposition 2.1] for the case when F is continuously differentiable (noting that
ιλ(γ¯ ) = maxσ,η>0 δγ¯ (σ, η), where δγ¯ (σ, η) is defined in [11]; see [19, Lemma 6]).
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This section is devoted to show that the function
√
fγ has an error bound and present a conver-
gence result for a descent method of Armijo type leading to the solution of the corresponding VIP.
Recall that a proper function h :Rn → R ∪ {+∞} is said to have an error bound δ > 0 on P if
δ dist(Lh, x) h(x) for each x ∈ P,
where Lh := {z ∈ P : h(z) 0} and dist(Lh, x) denotes the distance from x to Lh. Recall from
Section 3 that x∗ denotes the unique solution of VIP(F,P ). By (3.12), we have
0 = inf
τ∈P
√
fγ (τ ) =
√
fγ
(
x∗
)
and L√
fγ
= {x∗}.
Theorem 4.1. Let F,λ satisfy (3.11) and let γ > 0. Suppose that φ satisfies the conditions
(C1)–(C4) with the associated constants K,ζ > 0. Then
ιλ
(
γ (K − ζ ))∥∥τ − x∗∥∥√fγ (τ ) for each τ ∈ P. (4.1)
Proof. If τ = x∗, (4.1) is trivial. Let τ ∈ P \ {x∗}. Then fγ (τ ) > 0 and (3.1) shows that
f¯γ (τ ) = fγ (τ ). For brevity, we denote ω := πγ (τ) − τ and γ¯ := γ (K − ζ ) as in the proof
of Theorem 3.2. By (3.14) and Theorem 3.2, we have
d+
√
f¯γ (τ )
(
ω
‖ω‖
)
 f¯ ↑γ
(
τ,
ω
‖ω‖
)/(
2
√
fγ (τ )
)
−ιλ(γ¯ ). (4.2)
Therefore, by [20, Corollary 2.6], (4.1) follows (4.2) and the fact that f¯γ (τ ) = fγ (τ ) for any
τ ∈ P . 
Remark 4.1. Theorems 3.2 and 4.1 not only extend [11, Propostion 2.1] (to nonsmooth set-
ting), but also extend [19, Theorem 2] to a generalized distance function φ which satisfies the
conditions (C1)–(C4).
Let γ > 0. Then by Theorems 3.2 and 4.1, one has for each τ ∈ P \ {x∗} and ω := πγ (τ)− τ ,
f¯ ↑γ
(
τ,
ω
‖ω‖
)
−2ιλ
(
γ (K − ζ ))√fγ (τ ) < 0 (4.3)
and
0 < ιλ
(
γ (K − ζ ))∥∥τ − x∗∥∥√fγ (τ ). (4.4)
Furthermore, it follows from (3.14) that
d¯+
√
f¯γ (τ )(ω)
f¯
↑
γ (τ,ω)
2
√
fγ (τ )
−ιλ
(
γ (K − ζ ))‖ω‖ < 0. (4.5)
Hence√
f¯γ (τ + tω)−
√
f¯γ (τ ) < − ιλ(γ (K − ζ ))2 t‖ω‖, τ ∈ P \
{
x∗
}
, (4.6)
for all sufficiently small t > 0. Moreover, f¯γ can be replaced by fγ in (4.6), because P is convex
and f = f¯ on P . Below we consider an algorithm of Armijo type.
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Step 1. Let ρ ∈ (0,1). Let τ0 be a given vector in P . Set k = 0.
Step 2. If fγ (τk) = 0 then stop. If not, then go to step 3.
Step 3. Let ωk := πγ (τk)− τk.
Step 4. Let mk be the smallest nonnegative integer such that√
fγ (τk + ρmkωk)−
√
fγ (τk)− ιλ(γ (K − ζ ))2 ρ
mk‖ωk‖ (4.7)
and set τk+1 = τk + ρmkωk . Return to step 2 with k replace by k + 1.
Remark 4.2. By (4.6) and since ρ ∈ (0,1), mk in (4.7) does exist. Moreover τk+1 ∈ P because
P is convex.
The following result is known as the Zagrodny Mean-Valued Theorem (see [25]), and we state
it in a version that is convenient to us.
Lemma 4.1. Let h be a lower semicontinuous function on Rn, a, b ∈ domh and a = b. Let r ∈ R
with r  h(b). Then there exist sequences (xk), (xk)∗ in Rn and a point c ∈ [a, b) such that
(xk) →h c and (xk)∗ ∈ ∂Ch(xk) for each k such that
r − h(a) lim inf
k→+∞
〈(
xk
)∗
, b − a〉.
Theorem 4.2. Let γ > 0. Suppose that F is strongly monotone and locally Lipschitz on P . Then
the sequence (τk) generated by above algorithm converges to the unique solution of VIP(F,P ).
Proof. Let γ¯ := γ (K − ζ ). If fγ (τk) = 0 then τk = x∗ by (3.12). Suppose therefore that
fγ (τk) > 0 for each k. It follows from (4.7) that the sequence (fγ (τk)) is decreasing and hence
converges to a nonnegative real number. Noting that the number of the right-hand side of (4.7)
is negative, it follows that
lim
k→+∞ρ
mk‖ωk‖ = 0. (4.8)
Moreover the monotonicity of (
√
fγ (τk) ) also implies that
τk ∈ P and fγ (τk) fγ (τ0) for each k, (4.9)
and we deduce from (4.4) that
ιλ(γ¯ )
∥∥τk − x∗∥∥
√
fγ (τk)
√
fγ (τ0) for each k.
In particular the sequence (τk) is bounded. Suppose that (τki ) is a subsequence of {τk} such that
limki→+∞ τki = x∗ for some x∗. If πγ (x∗) = x∗, then x∗ is the solution of VIP(F,P ) by (3.12).
Now we assume that πγ (x∗) = x∗. Since ωki = πγ (τki ) − τki → πγ (x∗) − x∗ = 0, and by con-
sidering subsequences if necessary we suppose without loss of generality that {‖ωki‖}+∞i=1 is
bounded away from zero. Thus, (4.8) implies that limki→+∞ ρmki = 0 (and so mki → +∞).
Note that, by continuity
ωki
‖ω ‖ =
πγ (τki )− τki
‖π (τ )− τ ‖ →
πγ (x∗)− x∗
‖π (x )− x ‖ .ki γ ki ki γ ∗ ∗
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τki + ρmki −1ωki and f¯γ (τki + ρmki −1ωki ) in place of h, a, b and r), there exist a point cki ∈
[τki , τki + ρmki −1ωki ) and sequences (xjki ) and (x
j
ki
)∗ with (xjki ) →f¯γ cki and (x
j
ki
)∗ ∈ ∂Cf¯γ (xjki )
for every natural number j such that
fγ (τki + ρmki −1ωki )− fγ (τki )
ρmki −1‖ωki‖
 lim inf
j→+∞
〈(
x
j
ki
)∗
,
ωki
‖ωki‖
〉
 lim inf
j→+∞ f¯
↑
γ
(
x
j
ki
,
ωki
‖ωki‖
)
.
Since (xjki ) → cki , (f¯γ (x
j
ki
)) → f¯γ (cki ) and ωki‖ωki ‖ ∈ FP (cki ), one can apply Lemma 2.5 to con-
clude that
fγ (τki + ρmki −1ωki )− fγ (τki )
ρmki −1‖ωki‖
 lim sup
j→+∞
f¯ ↑γ
(
x
j
ki
,
ωki
‖ωki‖
)
 f¯ ↑γ
(
cki ,
ωki
‖ωki‖
)
.
As this is shown to be valid for an arbitrary i, in passing to the limits as i → +∞, it follows from
that
lim sup
i→+∞
fγ (τki + ρmki −1ωki )− fγ (τki )
ρmki −1‖ωki‖
 lim sup
i→+∞
f¯ ↑γ
(
cki ,
ωki
‖ωki‖
)
 f¯ ↑γ
(
x∗,
πγ (x∗)− x∗
‖πγ (x∗)− x∗‖
)
, (4.10)
where the last inequality holds by Lemma 2.5 as πγ (x∗)−x∗‖πγ (x∗)−x∗‖ ∈ FP (x∗),
ωki‖ωki ‖ ∈ FP (cki ) and
cki →f¯γ x∗ because f¯γ is continuous on P and (cki ) ⊂ P . Since the line search rule (step 4)
ensures√
fγ (τki + ρmki −1ωki )−
√
fγ (τki )
ρmki −1‖ωki‖
> − ιλ(γ¯ )
2
for each i, (4.11)
it follows from (4.10) that
f¯ ↑γ
(
x∗,
πγ (x∗)− x∗
‖πγ (x∗)− x∗‖
)
 lim sup
i→+∞
fγ (τi + ρmki −1ωki )− fγ (τki )
ρmki −1‖ωki‖
= lim sup
i→+∞
√
fγ (τki + ρmki −1ωki )−
√
fγ (τki )
ρmki −1‖ωki‖
× lim
i→+∞
(√
fγ
(
τki + ρmki −1ωki
)+√fγ (τki ) )
− ιλ(γ¯ )
2
lim
i→+∞
(√
fγ
(
τki + ρmki −1ωki
)+√fγ (τki ) )
= −ιλ(γ¯ )
√
fγ (x∗).
This contradicts to (4.3) unless x∗ = x∗. Consequently, (τk) must also converge to x∗. 
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