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Abstract
The perceived advantages of distributed systems, such as increased reliability and
availability, are oset by the increased complexity of developing such applications.
The developers of distributed applications have to both understand the core func-
tionality of the application, and to cater for the mechanisms of distribution. Dis-
tribution brings with it issues of mutual exclusion, termination and deadlock which
are addressed dierently in a centralised system. We propose using separation of
concerns. to control any additional complexity thus introduced. We identify speci-
cally the well known distributed algorithms which solve distributedmutual exclusion
and so on, and provide a framework whereby they can be injected into an existing
system. The framework is called Algon, and consists of the algorithms, various
wrappers and interfaces in Java, and sample schedulers which are needed to han-
dle communication between the now distributed processes. Algon does not supply
middleware, and the intention is that any middleware such as RMI, CORBA or
.NET can be used. The novelty of Algon is that developers are not expected to
understand or implement the distributed algorithms themselves. Moreover Algon
provides the developer with a choice of pre-coded and tested algorithms with dier-
ent performance characteristics. This paper gives an outline of the Algon approach,
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and provides a pattern specication for the separation of these algorithms from the
core functionality of a distributed system.
1 Introduction
Programmers have to deal with a considerable amount of complexity inherent
in their task. Because distribution oers many advantages, such as increased
reliability and availability, applications that were previously implemented on a
single computer are increasingly being redeployed onto several computers. The
programmer is now faced with additional complexity, unrelated to the original
functionality of the algorithm. It is likely that a programmer could make errors
in implementing unfamiliar distributed algorithms, or not understand fully the
importance of them in the rst place. For example, deadlock can occur in a
distributed version of a system, when it was previously not a problem on a
centralised version. Moreover, even if the programmer is aware that additional
steps need to be taken for distribution, composing them in such a way as to
augment, rather than interfer with, the original application is a challenge.
It is becoming increasingly dicult to train programmers to master all the
dierent facets of their task. The principle of hiding complexity is routinely
applied throughout the world of computing technology. For example, very
few programmers | even very experienced and competent programmers |
would be capable of developing a screen driver. This is done by programmers
experienced in such tasks. Because of the inherent complexity of developing
programs in a distributed environment it would be benecial to hide as much
of this complexity as possible from the programmers.
Our proposal is that during the development of distributed application
systems the programmer should deal with the various aspects separately so
as to enable him or her to concentrate individually on specic tasks, and to
remove the dicult and complex tasks from his or her realm of responsibility
and control. It also allows the programmer to decompose software into smaller,
more manageable components that are easier to keep up to date with evolving
business needs [12]. Some research has been done into providing programmers
with tools which separate behavioural features of software from functional
features [8,9]. The technique has been applied to a variety of dierent concerns,
including real-time constraints [1], distribution and replication [8], exception
handling [5], location control [11] and synchronisation [10]. There are basically
three approaches to achieving separation of concerns:
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(i) identifying the specication of concerns and allowing the programmer to
specify each concern in a separate object [9,14].
(ii) treating the concern as being orthogonal and freeing the programmer
completely from it [13].
(iii) providing the programmer with a library which encapsulates the com-
plexity [8].
The library mentioned in (iii) contains functions which can be invoked by the
programmer when required. This reuse of tried and tested code is universally
desirable in the software development industry.
The literature on distributed algorithms is well-established. However, for
the average programmer the algorithms are dicult to understand, and harder
to implement properly. For example, the Ricart-Agrawala algorithm [15] for
mutual exclusion, which will be used to illustrate our approach in this paper,
involves distributed sites sending requests and replies to other participating
sites, comparing timestamps, and keeping queues of waiting sites. Other al-
gorithms providing better performance have even greater complexity. At the
ECOOP 2000 Workshop on Aspects and Dimensions of Concerns [17], one of
the stated requirements for separation of concerns mechanisms was:
\Advanced separation of concerns mechanisms must permit developers to
implement synchronization code separately from any code to which it may
apply."
We therefore propose, through Algon, that complexity related to concerns in
a distributed system, such as synchronisation, be hidden from a programmer
in its own component level.
There is a variety of tried and tested algorithms available for applying to
problems associated with distribution [16,18]. These algorithms cover many
elds, such as mutual exclusion, deadlock and snapshots. Each eld has a
selection of algorithms available and each algorithm within a eld achieves
the expected result but does so in a dierent way with dierent performance
characteristics. It would be ideal if programmers had a store of such algorithms
so that they could experiment and thereby arrive at the algorithm with the
best performance for any particular application. Algon
4
can provide such a
store of algorithms | hence following the third approach given above.
Section 2 proposes the Algon approach by specifying the new algorithm-
separation design pattern. Section 3 gives details of the application of this
approach to the classic Readers-Writers problem. Section 4 discusses issues
yet to be resolved, and Section 5 concludes.
2 Algorithm-Separation Pattern
4
Algon stands for Algorithms On the Net. As a frivolous aside | Monty Python fans also
will remember Algon as the ctional planet in the series.
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2.1 Intent
Provide a library of distributed algorithms which can be easily added to an
application.
2.2 Motivation
Middleware frameworks have been shown to be viable for the deployment of
software components on the Internet [3]. However, they tend to require a
certain amount of tailoring of the application and the introduction of new
methods. The problem with the wide-scale deployment of components over
the Internet is that the frameworks and wrapper interfaces each have to be
custom-made for a given system. This is wasteful in terms of time and money
and is doomed to failure if the programmers do not understand the functioning
of the legacy software.
Another problem is the fact that programmers may not suciently under-
stand the nature and needs of the distributed system itself. An application
may need to employ distributed mutual exclusion, snapshots or deadlock de-
tection algorithms but the algorithms in common use are often centralised
algorithms and cannot be used for distributed systems [16].
This pattern will therefore allow the addition of a distributed algorithm
to an existing system, or the easy incorporation of a distributed algorithm
component into a developing component-based system. A suitable algorithm
can be selected from a library of such algorithms which will be provided by
the Algon developers.
2.3 Applicability
Applicable whenever there is a need for the services of a distributed algorithm
in a system. This could occur if a centralised system is being converted to
run on distributed computers, or if a distributed system needs to make use
of distributed algorithms such as, for example, mutual exclusion, snapshots
or deadlock detection algorithms. The developer is often not an expert in
distributed algorithms and may nd them dicult to comprehend. Some
systems exist for illustrating the functioning of algorithms but they tend to
be limited in scope [2]
2.4 Structure
The objective of Algon is to produce a library of pre-coded distributed algo-
rithms which can be incorporated into a distributed component-based appli-
cation | while maintaining a clear separation between components. These
algorithms have been implemented in such a way that the code is split into log-
ical processes, enveloped within a distributed interface and augmented with a
pre-coded distributed algorithm. The resulting component can then be added
59
Bishop, Renaud and Worrall
to a distributed system with the minimum of changes to the original code of
the application.
Disk Controller
Readers WritersClassic Algorithm  C
Application   P
(a) (b)
Fig. 1. Centralised View of an Application
To illustrate the concept, consider an application, P , as shown Figure 1(a),
using a classic algorithm, C, to achieve some required behaviour. An example
application is shown on in Figure 1(b). If there is a need to distribute the
behaviour previously provided by the algorithm C, the programmer would
traditionally have to code such an algorithm and incorporate it into the ap-
plication in place of C [6]. We propose a pattern whereby such an algorithm
could be added to the application in the form of a component.
P
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M
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D D D
iA Ai Ai
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Scheduler  S
Algorithm ADistributed Layer   D
Classic Algorithm  C
Application   P
Middleware  Mk
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(a) (b)
Fig. 2. Distributed View of the Application using the Algorithm-Separation Pattern
The proposed architecture of a system using the algorithm-separation pat-
tern is shown in Figure 2(a). The application, P , and classic algorithm, C,
remain unchanged. In order to distribute C's behaviour, the system is ex-
tended by adding:
(i) A distributed layer. D, which consists of:
(a) A scheduler S, and
(b) An algorithm A
i
.
The distributed layer, D, is selected specically to match the algorithm,
C.
(ii) A middleware backbone M
k
, which facilitates communication with other
participants.
Figure 2(b) illustrates how this architecture might be implemented on a system
with three nodes.
Algon's intention is to provide a developer with a range of distributed
algorithms for any particular problem. To make these algorithms easily in-
terchangeable, a standard interface can be implemented for specic types of
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algorithms. For a specic classic problem i, the interface I
i
is used by the
scheduler to interact with all algorithms implementing that interface. This
makes it easier to introduce new algorithms and to specify, at runtime, the
algorithm that should be used. Figure 3(a) shows the algorithm interface
I
i
being implemented by an algorithm A
j
. An example of this is shown in
Figure 3(b) where the ME (Mutual-Exclusion Group of Algorithms) interface
is implemented by the Ricart-Agrawala mutual exclusion algorithm [16]. In
addition, the distributed layer will usually need a request set which identies
the nodes in the system.
Mutual Exclusion
Ricart−Agrawala
A
A
IInterface I
Algorithm A
A
i
j
ME,RA
RA
ME
ij
(a) (b)
Fig. 3. Standardising Algorithm Interfaces
The middleware backbone, M , can be instantiated with any suitable commu-
nication structure such as Java RMI, CORBA IIOP, or DCOM.
2.5 Participants
The main participants in this pattern are:

The application, P ,

The classic algorithm, C,

The distributed layer, D, consisting of:
 The scheduler S | tailored to the requirements of the specic classic
problem;
 The algorithm A | which implements the interface required by the spe-
cic type of algorithm required by the classic problem;
 The request set R | a list of all the nodes participating in the algorithm.

The middleware communication backbone, M .
An object diagram of the runtime structure of the Algorithm-Separation pat-
tern is shown in Figure 4.
2.6 Consequences
The application of the pattern will have the following benets:

performance measurement. Algon will allow the developer to observe the
performance of any of a number of provided algorithms to nd the right one
for that particular application.

addition of new behaviour to the system without customising or compro-
mising the application's functionality.
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Classic
Algorithm
Distributed Layer
Algorithm MiddlewareScheduler
Request Set
Application
Fig. 4. Algorithm-Separation Runtime Structure

provision of a variety of pre-coded and tested algorithms to an untutored
developer.
2.7 Related Patterns
Proxy, Bridge [7].
3 Application to the Readers-Writers Classic Problem
To illustrate how Algon will work, consider the classic problem of a disk-writer
application with various readers and writers. Assume that it is necessary
to allow distributed clients to access the disk, distributing the readers and
writers over various nodes | hence requiring the services of a mutual-exclusion
algorithm. If the Algon approach is used to incorporate a distributed mutual-
exclusion algorithm into the system the structure will be as shown in Figure
5.
RMI
RA
ME
W
S
Application
RMI
RA
ME
R
S
RMI
RA
ME
R
S
A A A
Application Application
ME,RAME,RAME,RA
Fig. 5. Using Algon to add a distributed algorithm to the system
Two nodes have readers, while a third has a writer. The reader or writer
will invoke methods on the scheduler, S, in order to acquire permission to
read or write. The scheduler makes use of a mutual exclusion algorithm,
RA (Ricart-Agrawala algorithm), which implements the interface, ME (the
mutual exclusion interface). The algorithm will use the middleware backbone,
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in this case Java
TM
RMI, in order to communicate with other readers and
writers as required by the algorithm. The class diagram is shown in Figure 6.
read()
Write()
Scheduler scheduler
acquireRead()
acquireWrite()
releaseRead()
releaseWrite()
int readers
boolean writing
MENT algorithm
check()
RequestSet requestSet
RequestSet
add()
get()
size()
sendRequest()
reply()
request()
getRequestSet()
sendRequest()
reply()
request()
getRequestSet()
ME
RA
Scheduler
ReaderWriter
Fig. 6. Class Diagram
The Algon approach was implemented, using Java, to test the concepts
outlined in the previous sections. The interaction between the dierent
participants in setting up the communication between participating nodes is
shown in Figure 7. To illustrate how the read operation is carried out,
the read method in ReaderWriter is shown here (the write method is very
similar):
void read() throws RemoteException {
scheduler.acquireRead();
inCriticalSection = true;
// read the required record
scheduler.releaseRead();
inCriticalSection = false;
}
The interaction precipitated by the calls on the scheduler is shown in Fig-
ure 8. We have assumed that three nodes are involved in the distributed
application. The interaction is fairly straightforward but one aspect requires
explanation. When acquireRead is invoked by the ReaderWriter the al-
gorithm RA sends requests to each participating node. The algorithm then
invokes check on the Scheduler. This is done in order to implement the
relaxed mutual-exclusion semantics required of the Readers-Writers problem
since many readers are allowed. The Scheduler has knowledge of the number
of current readers and writers and therefore has to be consulted before the
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Scheduler Properties
new
ReaderWriter
getProperty(algorithm)
new
rebind
getRequestSet
new
lookup
add
new
Naming
Naming
RequestSetMEApplication
Fig. 7. Setting Up
ME(1)
acquireRead
sendRequests
request
request
releaseRead
SchedulerReaderWriter
request
check
RequestSet
size
ME(2)
Distributed Layer D on Node 1 Node 2
ME(3)
Node 3
Fig. 8. AcquireRead Call
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acquireRead or acquireWrite operations can be allowed to proceed.
All interaction with the distributed system is embedded within the sched-
uler | thus leaving the ReaderWriter algorithm unaected by the distributed
algorithm and thereby achieving the required separation of concerns.
4 Future Work
There are some issues, as yet unsolved, which we will address as future work:
(i) It is clear from Figure 2 that the entire Algon structure needs to be
duplicated for each reader and writer in the system. Some work needs to
be done in determining whether the distribution layer, D, can be shared
amongst readers and writers on the same machine.
(ii) We are applying the Algon approach to some other classic problems to see
whether the clear separation which was achieved in the classic Readers-
Writers problem can be maintained when applied to other problems. Our
preliminary results with the Dining-Philosophers problem are promising.
(iii) Once we have addressed the previous point, we intend nding points
of similarity between the Readers-Writers scheduler and other tailored
schedulers so as to create a Scheduler Interface that can be used to specify
a generic behaviour expected of all Algon schedulers.
(iv) The existence of the call on method check is the only aspect of the
Readers-Writers problem where a callback occurs. This interferes with
the clear separation we were hoping to achieve. The necessity for it needs
to be investigated. As a future task we hope to make this callback more
generic by passing a method identier to the algorithm so that the algo-
rithm can selectively invoke the method depending on the requirements
of the classic algorithm.
(v) The application of Algon is being investigated in a GIS system with
industrial partners [4]. The intention is to maintain an already-stable
architecture once it is distributed on the Internet.
5 Conclusion
We have proposed a way of adding distributed algorithms to applications in
such a way that the algorithm can be pre-coded by professionals and used
by developers without undue concern as to the intricacies of the algorithm.
The approach is characterised by reliance on interchangeable components at
dened levels thus achieving separation of concerns. We have successfully
applied this approach to the classic Readers-Writers problem and are pursuing
the viability of the approach by applying it to other classic problems.
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