ABSTRACT With the exploding growth of smart devices and application of 5G communications, there are more and more computation-intensive tasks which are delay-sensitive. Mobile edge computing (MEC) is a new paradigm that provides rich computing resources in close proximity to mobile users. However, how to make the decision of whether offloading or not as well as control the transmission power jointly remains a challenge. In this paper, we first study the joint multiuser offloading and transmission power control optimization problem in a multi-channel wireless interference scenario. We formulate the joint optimization problem into a system-wide computation overhead minimization problem as a mixed integer non-linear program. We then propose an efficient semi-distributed algorithm consisting of two subalgorithms of offloading scheme and transmission power control. The numerical simulation results demonstrate that the proposed algorithm can effectively reduce system-wide computation overhead and increase the number of beneficial edge computing users, compared with all local or edge computing and fixed transmission power schemes.
between the mobile device and a mobile edge cloud is much lower compared with the remote cloud and the computation capacity is more powerful than mobile deivces though weaker than the remote cloud. So, MEC is a compromise for resource-rich but remote cloud and resource-constrained mobile devices. As a promising solution in the 5G communications, MEC provides ubiquitous computation augmenting services for mobile devices users, which can ease the burden of devices and improve the quality of service (Qos) [8] - [13] .
For the moment, it is still difficult to implement an actual MEC system. The key challenge is how to design an efficient computation offloading scheme. To enable benefits from MEC, the following problems shoule be addressed properly: (i) Which tasks of an users should be offloaded onto the edge cloud, and which channel the tasks offload through? (ii) What is the optimal transmission power when the user decide to offload the tasks? However, these two problems are very challenging to solve since the first problem alone is NP-hard as we will show later, let alone the two problems joint together.
In this paper, we study the two problems above in detail and try to design an efficient computation offloading scheme and a power control method for MEC. For computation offloading problem, it is not only an integer programming but vulnerable to oscillations when make the decisions for all the users simultaneously since the user doesn't know the other users decision ahead of time. If making decisions for the users one by one, it is too inefficient. As for power control problem, if the transmission power is too high, it may generate a severe interference to other users in the same channel and be energy inefficient. Otherwise, the transmission rate will be low, which lead to long transmission time, thus losing the meaning of MEC. Not only that, the status of offloading scheme and transmission power interact with each other.
We formulate the joint problem into a mixed integer non-linear program problem and adopt alternative optimization method to solve it. The aim of the joint problem is to minimize the system-wide computation overhead in terms of both communication and computation aspects of local and edge computing. We first transform the joint problem into two sub-problems: a multi-ratio fractional programming sub-problem (i.e., power control problem) and an integer programming sub-problem (i.e., offloading scheme problem). Then, we use alternative optimization techniques to obtain an efficient solution for the joint problem. Specifically, we model the joint problem among multiple mobile device users for MEC in a multi-channel wireless environment [14] . The performance of proposed method is evaluated and compared with local computing by all users scheme, edge computing by all users scheme and fixed transmission power method. The main contributions of this paper include:
• We formulate the joint problem into a mixed integer non-linear program problem, which takes into account two aspects of both communication and computation in local and edge computing, then transform it into two sub-problems. On the basis of analysis, power control problem is a multi-ratio fractional programming problem with coupled optimization variables. We adopt quadratic transform [15] and interference pricing mechanism [16] , [17] to solve the sub-problem in a distributed way, which can help to ease the heavy burden of the complex centralized management by the cloud operator [14] . As for offloading scheme problem, it is a integer programming, which is NP-hard as we will see later. We first transform it into a 0-1 programming. Then similar with the work in [18] , [19] , we use a series of re-weighted linear functions to replace the integer variables, but we modify the algorithm in order to avoid the oscillation in the process of solving.
• We design an efficient algorithm to solve the problem, which reduce the system-wide computation overhead significantly. To be specific, when fixing the offloading decision, we optimize the transmission power in a distributed way. Based on the solution above, we adopt offloading scheme algorithm to give a effective offloading decision. Numerical results demonstrate that the proposed algorithm can achieve excellent offloading performance. The rest of this paper is organized as follows. We first review the related work in Section II. Section III describes the system model and joint optimization problem formulation. Then, we propose the distributed power control algorithm and offloading scheme algorithm in Section IV. The numerical results and analysises are given in Section V. Finally, we conclude in Section VI.
II. RELATED WORKS
There have been a variety of offloading schemes proposed in the literature. Here, We only focus on multiuser MEC systems. In mobile edge computing, the offloading scheme and radio-and-computational resources are two hot research points. Xu et al. [14] designed a game theoretic approach for the computation offloading decision making problem among multiple mobile device users for mobile-edge cloud computing. Chen et al. [19] presented an algorithm to jointly optimize the offloading decisions and the allocation of computing resource in order to minimize the task duration in the software defined ultra dense network. Chen et al. in [20] aimed to jointly optimize the offloading decisions of all users' tasks as well as the allocation of computation and communication resources, to minimize the overall cost of energy, computation, and delay for all users. Lyu et al. [21] proposed a heuristic offloading decision algorithm, which jointly optimizes the offloading decision and computation resources to maximize system utility. Sardellitti et al. [22] studied the offloading problem as the joint optimization of the radio resource and the computational resources in order to minimize the overall users' energy consumption, and they designed an iterative algorithm based on a novel successive convex approximation technique to solve the joint proposed. Wang et al. [23] considered a wireless powered multiuser MEC system, where an access point play the roles of power source and an MEC server simultaneously, and the authors develop an innovation framework by jointly optimizing the energy transmit beamforming at access point as well as the time allocation among users. Tran and Pompili [24] studied the problem of joint task offloading and resource allocation in order to maximize the users' task offloading gain, which is measured by a weighted sum of reductions in task completion time and energy consumption. However, these works mainly considered the task offloading problem with a specific resource allocation problem jointly in an MEC system.
Furthermore, a few existing works considered both task offloading and transmission power control in MEC, Guo et al. [25] developed a distributed energy-efficient dynamic offloading and resource scheduling algorithm consisting of three subalgorithms of computation offloading selection, clock frequency control, and transmission power control. Nevertheless, they only studied the scenario that there was no interference between the users who offload onto the edge cloud, and the optimization problem becomes convex when relax the binary computation offloading decision variable, therefore our problem is more difficult to solve directly. In this paper, we consider a more practical scenario that the wireless channel is limited and each user may suffer interference from others users in the same channel [14] and propose an efficient offloading scheme as well as transmission power control method jointly.
III. SYSTEM MODEL
In this section, we first introduce system model as illustraed in Fig. 1 . We consider a celluar uplink communication system which consists of a wireless base-stastion b equipped with edge clouds and N mobile users distributed uniformly in the celluar, denoted by U = {u 1 , u 2 , . . . , u N }. We assume that each user in U has a computation-intensive task to be solved locally or offload to the nearby edge cloud totally, which means that we consider a binary offloading problem in this paper. Similar to many previous studies, we describe user u n 's computation task as T n = (s n , c n ), where s n stands for the size of computation task T n (e.g., the input data and program code) to be offload toward the edge cloud, and c n stands for the number of CPU cylces needed in total to fulfil the computation task T n . Since the states of communication and computation are the two main infulence factors in making the decision on whether offload or not, in the following, we introduce the comminication and computation models in details.
A. COMMUNICATION MODEL
We first introduce communication model for wireless uplink channel in a celluar. In this paper, we consider there are M orthogonal subchannels which are donoted as SC = {1, 2, . . . , M }. Let h n,b donotes the channel gain between the mobile device user u n and the base-station b. Similar to many previous studies such as in MEC [6] , [19] , [24] , [25] , in order to simplify the model complexity, we assume quasi-static channels where the channel gain h n,b remains constant during each offloading period. Furthermore, denote d n ∈ {0} ∪ SC as the computation offloading decision variable of the mobile device user u n . To be more specific, d n = 0 means that the mobile user u n decides to offload the comuptation task through the corresponding wireless channel d n , while d n = 0 means that the user chooses to compute tasks locally. Denote transmission power of the user u n as p n , the transmission power vector as p = (p 1 , p 2 , . . . , p N ), and the decision vector as d = (d 1 , d 2 , . . . , d N ) .Then the uplink data rate of user u n which offload decision variable d n > 0 can be expressed as
where B is the bandwidth of each subchannel, and σ 2 denotes the background noise power. It is worth noting that we foucus on soloving the computation task offloading problem under the wireless interference channel in a distributed way, and consider certain channel access scheme such as CDMA that can enable multiple users to share the same spectrum resource simultaneously.
From (1), we can obtain the transmission delay of user u n for offloading the task T n as follows:
Further we can obtain the transmission energy comsumption of user u n as follows:
From (1), (2) and (3), we can find that if a user u n intends to have a lower transmission delay, it needs to get a faster uplink data rate r n (d, p), implying a higher transmission power p n . However, if p n is too large, the user u n will cause more serious interference to other users on the same wireless acess channel during the computation offolading period, leading to low uplink date rate of other users, or even making other users change their decisions into computing locally, which would decrease the efficiency of the overall system. Therefore, we need to find proper transimission powers of all users to make the overall system more efficient.
B. COMPUTATION MODEL
A user can choose to accomplish its computation task locally or offload it to the edge cloud according to its communication and computation conditions. In the following we discuss the computation model for both local computing and MEC.
1) LOCAL COMPUTING
For local computing, we define f L n as the CPU computing capability of mobile device user u n , and different mobile devices may have different CPU computing capabilities. Thus, the execution latency for task T n can be given by
Besides, computation energy comsumption is another important measurement for local computing. It is known from [26] and [27] that the CPU's clock frequency is approximately linear proportianal to the volatge supply when operating at low voltage limits. So the energy comsumption for a CPU cycle can be given by κ(f L n ) 2 , where κ is a coefficient related to the hardware architecture. Based on the aforementioned result, the energy consumption for local computing can be derived by:
To simplify the notation, we define ρ n = κ(f L n ) 2 for user u n . Thus (5) can be rewritten as ε L n = ρ n c n . From (4) and (5), we can observe that if a user u n intends to have a lower execution latency, a higher CPU clock frequency f l n is needed, thus consuming more execution energy. In practice, the mobile devices have limited CPU clock frequency and hence are unable to solve the computation-intensive task, or else the energy consumption would be very high and drains the mobile devices batteries very quickly. Thus, it is usually more efficient to offload computation-intensive tasks to the edge cloud.
Note that similar to previous works [19] , [28] , we ignore the execution latency and energy consumption of other hardware components (e.g., RAM) in this paper, which are generally much less significant.
2) MOBILE EDGE COMPUTING
For the mobile edge computing, let f C n denote the allocated computing resource (CPU-cycle frequency) for the mobile user u n . Note that here we assume that all the users can access the edge cloud services, and that the edge cloud has enough computing resources to support all users' offloading requests. Thus, the edge cloud execution time can be calculated as
Similar to that in many previous studies like [14] , [29] , [30] , we ignore the transmission delay for the edge cloud to send the computation result back to the user, since the size of the computation result is often much smaller than the size of offloaded data.
3) SYSTEM OVERHEAD Based on models above, we compute the local computing and MEC overhead in the following. For local computing, the overhead of the user u n ,, denoted by H L n , including execution latency and energy consumption can be obtained as
where α t n , α e n ∈ [0, 1] denote the weighting coefficients of execution latency and energy consumption, respectively [14] . When the user u n 's battery has sufficient power and mainly care about the execution latency, it can set α t n = 1 and α e n = 0. When the user u n is concerned about the two factors equally, it can set α t n = 0.5 and α e n = 0.5. Obviously, the two coefficients have great impact on the decision of whether to offload or not.
For edge cloud computing, the overhead of the user u n , denoted by H C n , including transmission delay, execution latency and energy consumption can be obtained as
Based on the system overhead model above, we will formulate an optimization problem in terms of transmission power and offloading scheme for MEC in the next section.
IV. JOINT OFFLOADING AND TRANSMISSION POWER CONTROL
In this section, we formulate a problem which considers joint offloading and transmission power control. Our objective in this papaer is to minimize the system-wide overhead. Specifically, we define a binary variable ψ n ∈ {0, 1} to indicate that the task T n is solved locally (ψ n = 1) or in the edge cloud (ψ n = 0). We also define an indicator vector = (ψ 1 , ψ 2 , . . . , ψ n ). Thus, the joint offloading scheme and power control problem can be formulated as follows:
where p max denotes the transmission power constraint. This joint optimization problem is a mixed-integer nonlinear programming problem, and hence generally NP-hard and very challenging to solve [31] . In what follows, we utilize alternative optimization method to solve the joint problem. Specifically, we design an algorithm that minimize the overall system overhead for MEC in terms of the offloading scheme ( , d) and the transmission power vector p. First, let M and P be the feasible sets for ( , d) and p respectively. Then, we expand and define the objective function in (9) as
)]. (10) As illustrated in Fig. 2 , we utilize the alternative optimization method to solve this joint problem by decomposing it into two sub-problems:
• Power control: Given a fixed decision tuple ( 0 , d 0 ) ∈ M, the origin problem in (9) transforms into a multi-ratio fractional programming problem with coupling optimization variables. We adopt quadratic transform [15] and interference pricing mechanism [16] , [17] to sovle the problem in a distributed way. The optimal solution can be denoted as f ( 0 , d 0 , p * ).
• Offloading scheme: Based on the solution p * ∈ P above, the original optimization problem in (9) degrades into an integer programming problem which is denoted by f ( , d, p * ). Similar to the work in [18] , [19] , we use a VOLUME 7, 2019 FIGURE 2. Illustration of the overall optimization algorithm.
linear function to substitute the decision variable, but we improve the algorithm in order to have a higher convergence rate. Finally, we will prove the convergence of the proposed algorithm.
A. POWER CONTROL
Since only when a user decides to offload its task to the edge cloud, it needs to find an optimal transmission power. We denote a set
Then the objective function (9a) can be rewritten as follows:
among which the term
is uncorrelated to the optimization variables p. So (11) can be further simplified as
From (12), it is easy to see that the problem is not only a multi-ratio fractional programming, but also the optimization variables respected to p are coupled with each other. Due to the fact that only when the users offload the tasks through the same wireless uplink channel, they have channel interference with each other. Let p m {p k |k ∈ O : d k = d m }, then (12) can be decomposed into follows according to different subchannels:
Since there is no interference among different subchannels, we can only focus on one subchannel m (m ∈ {1, . . . , M }),
and the optimal power control on other subchannels are simply the same. Thus, we have
Therefore, the problem that aims at optimizing the transmission power on channel m can be formulated as
We can find that (15) is still a multi-ratio fractional programming with coupled optimization variables. In this paper, we adopt quadratic transform [15] to sovle this problem. In particular, the problem (15) is equivalent to
where R represents the set of real numbers and y, which is introduced by the quadratic transform for each user u j on subchannel m, refers to a collection of variables y j |j ∈ U :
Following the quadratic transform algorithm, we optimize p m and y in an iterative fashion. First, let z(p j ) = (α t j + α e j p j )s j . Thus optimal y j given fixed p m is calculated as:
Second, given fixed {y * j |j ∈ O}, we need to find the optimal p m , which, however, is still difficult to be solved yet due to the coupling of optimization variables in the objective function (16a). In the following, we develop a distributed algorithm to solve this optimization problem. Particularly, we employ the interference pricing mechanism, which is an effective algorithm to solve coupling optimization problem, to decompose the optimization problem into a series of independent subproblems.
Recall can be approximated by its first-order Taylor expansion at p
where
where ϕ j denotes user j's covariance of the background noise and interference from other users, i.e.,
and
Based on (18) and (19) , the objective function in (16) can be approximated as follows:
According to (22) , we can find that the approximated version of objective function in is decoupled, so the original problem (16) can be decomposed into a series of subproblems, which can be solved locally. When some constant items are removed, the subproblem can be formulated as
V k can be viewed as a interference price, which is other user's payment per unit interference increase to user k. Thus, V k h j,s p j m is user j's payoff for user k due to the interference increase to user k. The third item in (23a) is used to control the interference user j creates to other users.
From (23), we can find that the first and second items are concave on R ++ [32] , which satisfy the condition of D.C. (difference of two convex/concave functions) form, and the third term is linear. Furthermore, the D.C. programming can be solved by the successive convex approximition (SCA) algorithm. Given p (n) j , the second item can be linearzed as [33] 
When remove some constant items from (24), we obtain an approximated version of problem (23) as
Problem (25) is a convex problem, which can be solved by the existing software packages. The convergence analyses in [16] and [34] show that interference pricing mechanism converges to a KKT point. We will give a simple proof about the convergence of solving the subproblem (25) 
At the (n + 1)-th iteration, we assume p
is the optimal solution of problem (25) , then,
From (26) and (27), we can obtain that (29), we can find that the value of the original objective function at the n+1 items is bigger than that of the iteration n, thus the algorithm is proved to be convergent.
The power control problem is a multi-ratio fractional programming problem with coupling optimization variables. Firstly, we decompose the objective function into several independent parts according to its subchannel. Then, we adopt quadratic transform to decouple the numerator and VOLUME 7, 2019 repeat 8: Compute the interference prices by (21) and broadcast them to other users. 9: Update y m by (17) . 10: repeat Set n = n + 1, for all users in subchannel m: 11: Each user solves the problem (25) 
until Convergence 15: until All the subchannels are convergence the denominator of each ratio term by introducing some suitable auxiliary variables. We optimize the auxiliary variables and the transmission power in a iteration fashion. But still, there are coupled optimization variables in the objective function, interference pricing mechanism is used to decouple the variables and the original problem is first decomposed into a series of subproblems, which can be solved in a distributed way. Finally, we find that the objective function satisfies the D.C. form, and the SCA algorithm is adopted to solve the problem. So, there are two iterations nested with each other. At first iteration, we optimize the auxiliary variables and the transmission power. At second iteration, we optimize the transmission power in a distributed way. To be specific, each user calculates and broadcasts its interference price to other users in the same subchannel. When the user receives the interference prices of all other users in the same subchannel, it update its transmission power by solving the subproblem. Given the convergence threshold and learning rate γ , the entire algorithm for power control is summarized in Algorithm 1.
B. OFFLOADING SCHEME PROBLEM
Given the decision tuple ( 0 , d 0 ) ∈ M, we can obtain the optimal trasmission power solution in (25) . Based on the solution p * ∈ P above, the original problem in (9) degrades into an integer programming problem as follows:
Similar to the work in [19] , we rewrite the optimization problem above by matrixing method to transfer it into a 0-1 integer programming, but [19] has done something wrong with its definition of some matirxes and the inner matrix dimensions do not agree in the formulated optimization problem. We also do some modifications to the algorithm in order to decrease the oscillation in the process of optimization. Let = (ω ij ) N ×(M +N ) , ω ij ∈ {0, 1} denote the matrixing tuple ( , d) ∈ M. To be specific, if ω ij = 1 and j ≤ M , it means the task will be offloaded to the edge cloud through subchannel SC j of the user u i , which can be donoted as 1 . If ω ij = 1, j > M and i + M = j, it means the task will be processed locally of user u i , which can be denoted as 2 and it is a diagonal matrix. So,
. Further, we rewrite computation task T and weighting coefficients as follows:
and form two diagonal matrixes to denote local and edge computing resource respectively:
and the reciprocals of uplink data rate can form a matrix as
Let • denote the Hadamard product, then the optimization problem in (30) can be rewritten as follows:
The objective function in (39) with respect to aims to reduce the system-wide computation overhead. The constraints mean that the task can only process at one place. Obviously, the problem is a non-convex optimization problem. Specifically, it is a combinatorial optimization over a multi-dimensional descrete space (i.e., {0, 1, . . . M } N ), which is NP-hard.
For the purpose of solving the problem, we first define a variable which is similar to ,
The difference between the two variables is λ ij is continuous. Then, similar to the work in [18] , we use a series of reweighted linear functions χ(λ ij ) =
, where δ is a small positive constant and n is the number of iterations, to replace in the (39). Then, we can find the optimization problem in (39) becomes a convex optimization problem after modification. The algorithm in [18] and [19] directly return the λ * ij as the finally result when it is convergence, however, this way of update can not guarantee the algorithm converges to the optimal solution, since the change of any user's decision will change the matrix R in turn. When a lot of users make their decision simultaneously with a fixed R, this will certainty lead to obtain a non-optiaml solution and make oscillation. To be specific, when the matrix R is fixed, all the users will choose to offload through the subchannel which has smaller number of users, which leads to the subchannel that has smaller number of users originally will get more users, and the same situation will happen in the next iteration in turn. Based on the problem above, we make some modifications to the algorithm in order to obtain the optimal solution. Firstly, we update the uplink date rate matrix R in the solving process. Secondly, we do not update the decision matrix directly, but update a fixed number users randomly. This is similar to the way we use in scalar updating, since there is always a learning rate in the scalar solving process. These modifications make the algorithm more robust and have a higher convergence rate. The entire algorithm for offloading scheme problem is summarized in Algorithm 2.
It is worth mentioning that we only substitute the linear function χ(λ ij ) for in the objective function (39a) and replace the constraint (39b) by λ ij ≥ 0, and replace the variable ω ij by λ ij in the constraint (39c). Set n = 0, λ 0 ij = 1 − δ.
7:
Update R by (38).
8:
repeat Set n = n + 1 9:
Let λ n−1 ij denote the solution in the last iteration, and denote the linear function as χ(λ ij ) =
Replace the variable in the objective function (39a) by χ(λ ij ), then solve the modified convex optimization problem to obtain λ n ij .
11:
Let d n denote the desicion vector at n-th iteration, which can be obatined through λ n ij .
13:
Generate a random 0-1 vector θ , which has a fixed number of ones. 14: Update the decision vector according to
Since the problem (39) is a convex problem after modified, Algorithm 2 will converge to the globally optimal solution. Here, we explain why we can use the modified problem to approximate the the problem in (39). Note that
when the inner loop converges, and δ is a small positive constant. So, we can get result as follows:
which approximately equals to . Then, the outer loop ensure the algorithm converges to the globally optimal solution.
C. CONVERGENCE ANALYSIS
In the following, we provide a proof for the convergence of the alternative method for the original optimization problem. f ( , d, p) is the original objective function. Given the decision tuple ( 0 , d 0 ) ∈ M, based on Algorithm 1, we can decompose f ( 0 , d 0 , p) into a series of convex sub-problems with respect to p. Therefore, ∃p * ∈ P, and we can obtain the following inequality
Then, based on the solution above, let p = p * ∈ P. Based on Algorithm 2, ∃( * , d
* ) ∈ M, and the following inequality holds
From (40) and (41), we can obtain the following inequality
Thus, we can obtian the optimal solution f ( * , d * , p * ) by solving the two sub-problems alternatively.
V. NUMERICAL RESULTS
In this section, we present various numerical results to illustrate the the performance of our proposed algorithm. We assume that there is a wireless small-cell that the basestation's converage range is 50m [35] , and the mobile device users are randomly scattered in the converge range. Based on the wireless interference model for urban cellular radio environment [36] , we model the channel gain as: h n,s = L −β n,s , where β is the path loss factor. Accounting for the diversity of computational capacitor among different mobile device, f L n is assgined from the set {0.5, 0.8, 1.0} GHz randomly, and the computational resource allocated from edge cloud for user n is f C n = 10 Ghz. In the consideration of decision weights for execution latency and energy consumption, we set α t n = 1 − α e n and α e n is assigned from {0.1, 0.5, 0.9} randomly. The other settings of simulation parameters are given in Table 1 .
We compare our proposed offloading algorithm with three different strategies as follows:
• All Local Computing Scheme: all the users choose to compute its tasks locally. This scenario corresponds to the current situation that there is no available edge cloud, and we need to compute the tasks on our own mobile devices.
• All Edge Computing Scheme: all the users choose to offload the tasks to edge cloud for processing through a randomly selected channel, while uses the same transmission power control method as our proposed. This scenario corresponds to an extreme situation that all the users are irrational, and they all want to use the edge resources as much as possible.
• Fixed Transmission Power Scheme: the user offloads the task through a fixed transmission power, while uses the same offloading scheme as our proposed. We design this strategy to test the effect of our power control algorithm. We first show the dynamics of the system-wide computation overhead of four different offloading scheme or power control method in Fig. 3 . We can find that all the schemes can keep the computation overhead decreasing until convergence, and our proposed algorithm can reduce 60% and 32%, and 19% system-wide computation overhead compared with the schemes including all local computing and all edge computing and fixed transmission power, respectively.
In Fig. 4 and Fig. 5 , we show average system-wide computation overhead and average number of beneficial edge computing users with different number of users N = 15, 20, . . . , 50 [], respectively. We can find that our proposed algorithm can reduce 58% and 23%, and 36% system-wide computation overhead compared with the schemes including all local computing and all edge computing and fixed transmission power, respectively. As for the aspect of number of beneficial edge computing users, our proposed algorithm can achieve up-to 35% improvement over the scheme by fixed transmission power.
In Fig. 6 and Fig. 7 , we show average system-wide computation overhead and average number of beneficial edge computing users with different data size s = 3, 4 . . . , 10 (MB), respectively. We can find that our proposed algorithm can reduce 49% and 42, and 21% system-wide computation overhead compared with the schemes including all local computing and all edge computing and fixed transmission power, respectively. Since the data size is irrelevant to the user's overhead who computes locally, the system-wide computation overheads for all local computing with different date size are the same. As for the aspect of number of beneficial edge computing users, our proposed algorithm can achieve up-to 24% improvement over the scheme by fixed transmission power. As the data size grows, the users tend to compute locally.
In Fig. 8 and Fig. 9 , we show average system-wide computation overhead and average number of beneficial edge computing users with different CPU cycles c = 0.6, 0.8 . . . , 2 (Gigacycles), respectively. We can find that our proposed algorithm can reduce 76% and 32%, and 30% system-wide computation overhead compared with the schemes including all local computing and all edge computing and fixed transmission power, respectively. Since the increase of CPU cycles has comparatively small impact on the user's overhead who computes on edge cloud, the system-wide computation overheads for all schemes have a slow increase tendency. As for the aspect of number of beneficial edge computing users, our proposed algorithm can achieve 12% improvement over the scheme by fixed transmission power. As the CPU cycles grows, the users tend to compute on edge cloud.
Comparing with other schemes, we can conclude that our proposed algorithm can reduce the system-wide computation overhead or improve the number of users who can benefit from edge cloud efficiently. The main difference between our proposed method and [19] is that we do not update the decision matrix directly, but update a fixed number users randomly, which makes our method have a faster convergence speed. And [14] formulates the offloading decision making problem as a game, and only considers the offloading scheme problem.
VI. CONCLUSION
In this paper, we first formulate the problem as a mixed integer non-linear optimization problem which is difficult to VOLUME 7, 2019 solve it directly. Then, we utilize the alternative optimization method to slove this joint problem by decomposing it into two sub-problems, and we design two algorithms to slove these two sub-problems respectively. Numerical results show that our proposed scheme is more efficient compared with others schemes mentioned in this paper.
In future work, we will consider the users mobility, which is more challenging and general. 
