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SEMIDUALIZING MODULES AND THE DIVISOR CLASS
GROUP
SEAN SATHER-WAGSTAFF
Dedicated to Phillip Griffith on the occasion of his retirement
Abstract. Among the finitely generated modules over a Noetherian
ring R, the semidualizing modules have been singled out due to their
particularly nice duality properties. When R is a normal domain, we
exhibit a natural inclusion of the set of isomorphism classes of semidu-
alizing R-modules into the divisor class group of R. After a description
of the basic properties of this inclusion, it is employed to investigate the
structure of the set of isomorphism classes of semidualizing R-modules.
In particular, this set is described completely for determinantal rings
over normal domains.
1. Introduction
Semidualizing modules arise naturally in the investigations of various du-
ality theories in commutative algebra. One instance of this is Grothendieck
and Hartshorne’s local duality wherein a dualizing module, or more generally
a dualizing complex, is employed to study local cohomology [29, 30]. Another
instance is Auslander and Bridger’s methodical study of duality properties
with respect to a rank 1 free module that gives rise to the Gorenstein dimen-
sion [3, 4]. A free module of rank 1 and a dualizing module are both examples
of semidualizing modules.
Let R be a Noetherian ring. A finitely generated R-module C is semidu-
alizing if the natural homothety map R → HomR(C,C) is an isomorphism
and ExtiR(C,C) = 0 for each integer i > 0. The study of such modules
in the abstract was initiated by Foxby [20] and Golod [27] where they were
called “suitable” modules, and has been continued recently by others; see for
example [12, 23, 25, 26].
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The semidualizing modules and more generally the semidualizing complexes
are useful, for example, in identifying local homomorphisms of finite Goren-
stein dimension with particularly nice properties as in [7, 21]. This utility,
along with our desire to expand upon it, motivates our investigation of the
basic properties of such modules and the structure of the entire set of isomor-
phism classes of semidualizing R-modules, which we denote S0(R). Surpris-
ingly little is known about his set. For instance, researchers in this subject
have been grappling with the following open question for several years now;
see [13, (1.2)] for recent progress.
Question 1.1. When R is local, must S0(R) be finite?
This work is part of a research effort focused on determining the overall
structure of S0(R). Much of the ground work for this effort, motivated by [12,
25], is found in [22]. Initial evidence of the richness of the structure of this set
is found in the fact that it admits an ordering described in terms of a reflexivity
relation; see 2.4. Further structure is uncovered in [23] where numerical data
from this ordering is used to build a nontrivial metric on S0(R). While
the existence of a metric does not itself provide answers to any of the open
questions about the structure of S0(R), it represents a new perspective from
which to view this set. This perspective has proved particularly useful for
identifying questions that we would not have otherwise thought to ask. For
instance, our investigation into the nontriviality of the metric led us to the fact
that, when R is Cohen-Macaulay and S0(R) is nontrivial, there exist elements
of S0(R) that are incomparable under the reflexivity ordering; see [23, (3.5)].
In the current paper, we forward another new perspective from which to
investigate the set S0(R). It is motivated by Bruns’ work [9] wherein the
divisor class group is used to describe the dualizing module of certain Cohen-
Macaulay normal domains. Accordingly, when R is a normal domain, we
exhibit a natural inclusion S0(R) →֒ Cl(R) that behaves well with respect to
standard operations. This inclusion allows us to exploit the known behavior
of Cl(R) to gain insight into the structure of S0(R). For instance, if Cl(R)
is finite, then S0(R) is also finite. The basic results from this analysis are
presented in Section 3.
Section 4 contains the meat of this investigation and demonstrates the
power of this new perspective. It consists of analyses showing how the divisor
class group can be used to give a complete description of the set of semidualiz-
ing modules for certain classes of rings. We recount here three such situations,
focusing our attention on the finiteness and size of S0(R). First, taking our
cues from [9], we describe the semidualizing modules over a determinantal
ring in Theorem 4.5.
Theorem 1.2. Let A be a normal domain and m,n, r nonnegative integers
such that r < min{m,n}. With X = {Xij} an m × n matrix of variables,
set R = A[X]/Ir+1(X) where Ir+1(X) is the ideal generated by the minors of
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X of size r + 1. The set S0(R) is finite if and only if S0(A) is so. More
specifically, one has the following cases.
(a) If r = 0 or m = n, then there is a bijection S0(R) ≈ S0(A).
(b) If r > 0 and m 6= n, then there is a bijection S0(R) ≈ S0(A)× {0, 1}.
When A is a graded Cohen-Macaulay (super-)normal domain with A0 local
(and complete), this result extends to the localization (and to the completion)
of R at its graded maximal ideal; see Corollaries 4.7 and 4.8.
The next two results demonstrate how this technique yields information
about rings that are themselves not normal domains; they are contained in
Corollary 4.11. Theorem 1.4 is new even when B is a field.
Theorem 1.3. Let A =
∐
i≥0Ai be a graded super-normal domain with A0
local and complete. Let n be the graded maximal ideal of A and Â the n-adic
completion of A. Let y = y1, . . . , yq ∈ nAn be an An-sequence and fix an
integer m ≥ 1. There are bijections
S0(Â/(y)
m) ≈ S0(An/(y)
m) ≈
{
S0(An) if m = 1 or q = 1
S0(An)× {0, 1} if m, q > 1.
Theorem 1.4. With A as in Theorem 1.3, let B denote either An or Â, and
let t be a positive integer. For l = 1, . . . , t fix a positive integer ql and set
S = (B ⋉Bq1)⊗B · · · ⊗B (B ⋉B
qt).
If s is the number of indices l with ql > 1, then and there is a bijection
S0(B)× {0, 1}
s ≈ S0(S).
The statements of our main results are module-theoretic in nature. How-
ever, we often employ tools from the derived category. We include a summary
of the relevant notions in Section 2 along with basic facts about semidualizing
modules and the divisor class group.
2. Background
In this paper, the term “ring” is used for a commutative Noetherian ring
with identity, and “module” is used for a unital module. Let R be a ring.
2.1. An R-complex is a sequence of R-module homomorphisms
X = · · ·
∂Xi+1
−−−→ Xi
∂Xi−−→ Xi−1
∂Xi−1
−−−→ · · ·
with ∂Xi ∂
X
i+1 = 0 for each i. We work occasionally in the derived category
D(R) whose objects are the R-complexes; references on the subject include [24,
29, 35, 36]. The category of R-modules Mod(R) is naturally identified with
the full subcategory of D(R) whose objects are the complexes homologically
concentrated in degree 0. For R-complexes X and Y the left derived tensor
product complex is denoted X ⊗LR Y and the right derived homomorphism
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complex is RHomR(X,Y ). For an integer n, the nth shift or suspension of X
is denoted ΣnX where (ΣnX)i = Xi−n and ∂
Σ
nX
i = (−1)
n∂Xi−n. The symbol
“≃” indicates an isomorphism in D(R), and “∼” is isomorphism up to shift.
A complex X is homologically finite, respectively homologically degreewise
finite, if its total homology module H(X), respectively each individual ho-
mology module Hi(X), is a finite R-module. The infimum, supremum, and
amplitude of X are
inf(X) = inf{i ∈ Z | Hi(X) 6= 0}
sup(X) = sup{i ∈ Z | Hi(X) 6= 0}
amp(X) = sup(X)− inf(X)
respectively, with the conventions inf ∅ = ∞ and sup ∅ = −∞. When R is
local with residue field k, the depth of a homologically finite complex X is
depthRX = − sup(RHomR(k,X)).
The Bass series of X is the formal Laurent series IXR (t) =
∑
i µ
i
R(X)t
i where
µiR(X) = rankkH−i(RHomR(k,X))
for each integer i. From Foxby [19, (13.11)] the quantity idRX is finite if and
only if IXR (t) is a Laurent polynomial.
2.2. Associated to a complex K is a natural homothety morphism
χRK : R→ RHomR(K,K).
WhenK is homologically finite, it is semidualizing if χRK is an isomorphism. A
complex D is dualizing if it is semidualizing and has finite injective dimension.
The set of shift-isomorphism classes of semidualizing R-complexes is denoted
S(R), and the class of a semidualizing complex K in S(R) is denoted [K]R
or simply [K] when there is no danger of confusion. The ring R is S-finite if
S(R) is a finite set.
A finitely generated R-module C is semidualizing if the natural homoth-
ety map R → HomR(C,C) is an isomorphism and Ext
>1
R (C,C) = 0. The
module R is semidualizing. When R is Cohen-Macaulay, a dualizing module
(or canonical module) is a semidualizing module of finite injective dimension.
The set of isomorphism classes of semidualizing R-modules is denoted S0(R).
The identification of Mod(R) with a subcategory of D(R) provides a natural
inclusion S0(R) →֒ S(R), and we identify S0(R) with its image in S(R). In
particular, the class of a semidualizing module C in S0(R) is denoted [C]R
or [C]. The ring R is S0-finite if S0(R) is a finite set.
Some of our favorite ring theoretic properties have characterizations in
terms of semidualizing objects. If R is Cohen-Macaulay local, then S(R) =
S0(R). If R is Gorenstein local, then S(R) = {[R]}. The converses hold
when R admits a dualizing complex; see Christensen [12, (3.7),(8.6)].
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2.3. Let K be a semidualizing complex. A homologically finite complex X
is K-reflexive if RHomR(X,K) is homologically bounded and the natural
biduality morphism
δKX : X → RHomR(RHomR(X,K),K)
is an isomorphism. For instance, the complexes R andK are bothK-reflexive.
When dim(R) is finite, the complex K is dualizing if and only if every homo-
logically finite R-complex is K-reflexive. The GK -dimension of X is
GK- dimRX =
{
infK − infRHomR(X,K) when X is K-reflexive
∞ otherwise.
If R is local and X is K-reflexive, then the AB formula [12, (3.14)] reads
GK - dimRX = depthR− depthRX.
When C is a semidualizing module, the GC -dimension of a finitely generated
R-module M can be described in terms of resolutions. We first describe the
modules used in the resolutions. A finitely generated R-module G is totally C-
reflexive if the natural biduality mapG→ HomR(HomR(G,C), C) is bijective,
and Ext>1R (G,C) = 0 = Ext
>1
R (HomR(G,C), C). A finitely generated R-
module M then has finite GC -dimension if and only if it admits a resolution
0→ Gg → · · · → G0 →M → 0
with each Gi totally C-reflexive; the GC -dimension ofM is then the minimum
integer g for which M admits such a resolution.
2.4. The above notion of reflexivity gives rise to orderings on the sets S0(R)
and S(R): write [C] E [C′] whenever C′ is C-reflexive. This ordering is triv-
ially reflexive: [C] E [C]. Also, when R is local, the ordering is antisymmetric:
if [C] E [C′] and [C′] E [C], then [C] = [C′]; see [2, (5.3)]. The question of
the transitivity of this ordering has been of interest in this area for some time:
Question 2.5. If [C] E [C′] and [C′] E [C′′], then must one have [C] E [C′′]?
2.6. For 1, . . . , n let Ui be a set with a relation Ei. The Cartesian product
U1×· · ·×Un is endowed with the product relation: (u1, . . . , un) E (u′1, . . . , u
′
n)
when ui Ei u
′
i for each i = 1, . . . , n. It follows immediately from the definition
that E is transitive if and only if each Ei is transitive. A map α : U1 → U2 is
order-respecting when u E1 u
′ implies α(u) E2 α(u
′), and it is perfectly order-
respecting when the converse also holds. Observe that, when α is a perfectly
order-respecting bijection, the relations E1,E2 are simultaneously transitive.
The symbol ≈ indicates a perfectly order-respecting bijection.
We pose one final question in this section, motivated by the following
well-known equality of Hilbert-Samuel multiplicities: If R is a local Cohen-
Macaulay ring with dualizing module ω, then e(ω) = e(R).
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Question 2.7. Let (R,m) be a local ring and I an m-primary ideal. If C is
a semidualizing R-module, must there be an equality e(I, C) = e(I, R)?
Consult Matsumura [33, §14] for the basics of the Hilbert-Samuel multi-
plicity. We answer Question 2.7 in the affirmative for several classes of rings
in Corollaries 3.14 and 4.11. To do so, we need the following lemma, which
addresses this question when R is generically Gorenstein.
Lemma 2.8. Let (R,m) be a local ring and C a semidualizing R-module.
(a) If Rp is Gorenstein for each p ∈ Spec(R) with dim(R/p) = dim(R),
then e(J,C) = e(J,R) for each m-primary ideal J .
(b) Assume that R is equidimensional and, for each p ∈Min(R), the rings
Rp and Rp/pRp ⊗R R̂ are Gorenstein. If y ∈ m is an R-sequence and
R′ = R/y, then e(J,C ⊗R′) = e(J,R′) for each mR′-primary ideal J .
Proof. (a) Set Minh(R) = {p ∈ Spec(R) | dim(R/p) = dim(R). For each
p ∈ Minh(R), there is an isomorphism Cp ∼= Rp by [12, (8.6)] since Rp is
Gorenstein. This provides the second equality in the following sequence
e(J,C) =
∑
p∈Minh(R)
length(Cp)e(J,R/p) =
∑
p∈Minh(R)
length(Rp)e(J,R/p) = e(J,R)
while the others are the additivity formulas for multiplicies [10, (4.7.t)].
(b) Recall the following fact: If (A,mA) → (B,mB) is a flat local homo-
morphism such that mB = mAB, and if M is a finite A module, then for each
mA-primary ideal I there is an equality of Hilbert functions
lengthA(M/I
nM) = lengthB((M ⊗A B)/(IB)
n(M ⊗A B))
which yields an equality of multiplicities; see [31, (2.3)]
(2.8.1) e(I,M) = e(IB,M ⊗A B).
Next, from [28, (0.10.3.1)] one has a flat local homomorphism ϕ : (R,m) →
(S, n) such that S has infinite residue field and n = mS. Since S is flat over
R, the sequence y is S-regular. Set S′ = S/(y)S and let τ : S → S′ denote
the natural surjection. Note that the induced map R′ → S′ is flat and local
and that the maximal ideal of R′ extends to that of S′. It follows that the
ideal JS′ is mS′-primary.
For every q ∈ Minh(S), the local ring Sq is Gorenstein. To see this, fix
q ∈ Minh(S) and set p = q ∩ R. Since ϕ is faithfully flat, the going-down
theorem implies ht(p) ≤ ht(q) = 0, and so p ∈ Min(R). By assumption, the
rings Rp/pRp ⊗R R̂ and S/mS are Gorenstein, and it follows from [6, Main
Thm.] that the fibre Rp/pRp ⊗R S is Gorenstein. Thus, the induced map
ϕq : Rp → Sq is flat and local with Gorenstein source and Gorenstein closed
fibre. This implies that Sq is Gorenstein.
The ring S′ has a parameter ideal x = (x1, . . . , xr)S
′ ⊆ JS′ such that
(2.8.2) e(JS′, C ⊗R S
′) = e(x, C ⊗R S
′) and e(JS′, S′) = e(x, S′)
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see [10, (4.6.10)]. Fix x˜1, . . . , x˜r ∈ S such that τ(x˜i) = xi for each i = 1, . . . , r,
and set J˜ = (x˜,y)S. The third equality in the next sequence is from part (a)
e(x, C ⊗R S
′) = e(x, (C ⊗R S)⊗S S
′) = e(J˜ , C ⊗R S) = e(J˜ , S) = e(x, S
′).
The first one comes from the isomorphism (C⊗RS)⊗S S′ ∼= C⊗RS′, and the
second and fourth hold by [33, (14.11)]. This yields the third equality below
e(J,C ⊗R R
′) = e(JS′, C ⊗R S
′) = e(x, C ⊗R S
′)
= e(x, S′) = e(JS′, S′) = e(J,R′)
while the remaining ones are from equations (2.8.1) and (2.8.2). 
2.9. Let ϕ : R → S be a ring homomorphism. The flat dimension of ϕ is
fd(ϕ) = fdR(S). Assume that ϕ is surjective and fd(ϕ) < ∞. The map ϕ is
Cohen-Macaulay of grade d if S is a perfect R-module of grade d. The map is
Gorenstein of grade d if it is Cohen-Macaulay of grade d and, for each prime
ideal q ⊂ S, the Sq-module Ext
d
R(S,R)q is cyclic.
2.10. This section concludes with the definition of the divisor class group of
a normal domain R with field of fractions Q. Let (−)⋆ denote the functor
HomR(−, R). An R-module M is reflexive
1 if it is finitely generated and the
natural biduality map bSM : M → M
⋆⋆ is bijective. The divisor class group
of R, denoted Cl(R), is the set of isomorphism classes of reflexive R-modules
of rank 1. The isomorphism class of a reflexive module M is denoted [M ]R
or [M ] when there is no risk of confusion. The set Cl(R) admits an Abelian
group structure: when M,N are rank 1 reflexive modules
[M ] + [N ] = [(M ⊗R N)
⋆⋆] [M ]− [N ] = [HomR(N,M)].
If a, b are ideals with a ∼= M and b ∼= N , then [M ]+ [N ] = [a]+ [b] = [(ab)⋆⋆].
The fact that the operations described above make Cl(R) into an Abelian
group seems to be part of the folklore of this subject; see [32, Sec. 0]. We
sketch a proof of this fact below which also indicates why this definition is
equivalent to other formulations that may be more familiar to some readers.
A fractionary ideal of R is a nonzero finitely generated R-submodule of Q.
From the proof of [18, (2.2.iv)], one has HomR(a, b) ∼= a :Q b for every pair of
fractionary ideals a, b. Let D(R) denote the set of reflexive fractionary ideals
of R, and let P (R) denote the set of principal fractionary ideals of R. As R
is a normal domain, we learn from [18, (3.4)] that D(R) is an Abelian group
via the operations
a+ b = R :Q (R :Q (ab)) a− b = a :Q b
with identity R. One checks that P (R) is a subgroup of D(R) and that a = b
in D(R)/P (R) if and only if a = ab for some a ∈ Q× if and only if a ∼= b.
1Not to be confused with “K-reflexive” or “totally C-reflexive”.
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Let Z(R) denote the set of all height 1 prime ideals p ⊂ R. For each
p ∈ Z(R), the localization Rp is a discrete valuation ring because R is a
normal domain, and we let vp : Q
× → Z denote the associated valuation.
For each a ∈ D(R) and p ∈ Z(R), set vp(a) = inf{vp(a) | a ∈ a}. Set
Div(R) = ⊕p∈Z(R)Z · [R/p] and consider the function div : D(R) → Div(R)
given by div(a) = (vp(a)[R/p])p∈Z(R). This is an Abelian group isomorphism
by [18, (5.9)] and we set Prin(R) = div(P (R)) ⊆ Div(R). It is routine to
verify that div induces a group isomorphism D(R)/P (R) ∼= Div(R)/Prin(R).
Many readers will undoubtedly recognize Div(R)/Prin(R) as the definition
of the divisor class group from [8]. To see that this is equivalent to the defi-
nition formulated above (and that our formulation yields an Abelian group)
it suffices to construct a bijection f : D(R)/P (R)→ Cl(R) such that
f(a+ b) = f(a) + f(b) f(a− b) = f(a)− f(b) f(R) = [R]
for each a, b ∈ D(R). Since a = b if and only if a ∼= b, one sees that the assign-
ment a 7→ [b] describes a well-defined injection f : D(R)/P (R)→ Cl(R). That
this map is surjective follows from a standard exercise; see for instance [10,
(1.4.18)]. For the displayed relations it suffices to show, for each a, b ∈ D(R)
R :Q (R :Q ab) ∼= (a⊗R b)
⋆⋆ a :Q b ∼= HomR(b, a).
(The third condition is obvious from the definition of f .) The second of these
has already been discussed. For the first, it suffices to show
(ab)⋆⋆ ∼= (a ⊗R b)
⋆⋆.
Let K be the kernel of the multiplication map µ : a ⊗R b → ab. One checks
that the map µ⊗R K is an isomorphism, and so K is torsion. It follows that
K⋆ = 0 and so (ab)⋆ ∼= (a⊗R b)⋆ and (ab)⋆⋆ ∼= (a⊗R b)⋆⋆.
It follows readily from the isomorphisms described above that, if p ∈ Z(R)
and ℓ > 0, then ℓ[p] = [p(ℓ)] in Cl(R).
3. Semidualizing modules as divisor classes
The following proposition compares directly to the “classical” result for the
dualizing module which is the prime motivation for our techniques; see, e.g.,
[10, (3.3.18)]. Recall that a finite R-module M has rank (respectively, rank
r) if Mp is free (respectively, free of rank r) over Rp for each p ∈ Ass(R). Of
course, condition (i) is satisfied if R is a domain. Also, using C = R one sees
that the implication (ii) =⇒ (i) fails in general; see Proposition 3.2(c).
Proposition 3.1. Let C be a semidualizing R-module, and consider the fol-
lowing conditions.
(i) For each p ∈ Ass(R), the localization Rp is Gorenstein.
(ii) C has rank 1;
(iii) C has rank;
(iv) C is isomorphic to an ideal of R;
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(v) C is isomorphic to an ideal a of R with torsion quotient R/a.
The implications (i) =⇒ (ii)⇐⇒ (iii)⇐⇒ (iv)⇐⇒ (v) hold.
Proof. (i) =⇒ (ii). For each associated prime p, the ring Rp is Gorenstein and
therefore the semidualizing Rp-module Cp is isomorphic to Rp by [12, (8.6)].
(ii) =⇒ (iii) is trivial. For the converse, since Cp is semidualizing for Rp,
it is routine to check that, if Cp is free over Rp, then it is free of rank 1.
(ii)⇐⇒ (iv)⇐⇒ (v). It is straightforward to show that the semidualizing
module C is torsion-free; in fact, Ass(R) = AssR(C). The desired biimplica-
tions now follow from a standard exercise; see for instance [10, (1.4.18)]. 
A semidualizing ideal is an ideal that is semidualizing as an R-module. One
consequence of Proposition 3.1 is that, when R is a domain, every semidual-
izing module is isomorphic to a semidualizing ideal. The next result provides
basic properties of such ideals; it compares directly to [10, (3.3.18)]. We re-
strict our attention to proper ideals as the case a = R is tedious. Since a
principal ideal generated by a non-zerodivisor is semidualizing, but is dualiz-
ing if and only if R is Gorenstein, the implication (iii) =⇒ (ii) fails in general.
Proposition 3.2. Let R be a Cohen-Macaulay ring of dimension d and a a
proper semidualizing ideal of R.
(a) ht(a) = 1 and R/a is Cohen-Macaulay of dimension d− 1.
(b) The quotient R/a has Ga-dimension 1 and there are isomorphisms
ExtiR(R/a, a)
∼=
{
R/a if i = 1
0 otherwise.
(c) Consider the following conditions:
(i) The quotient R/a is a Gorenstein ring;
(ii) The ideal a is dualizing for R;
(iii) R is generically Gorenstein.
The implications (i)⇐⇒ (ii) =⇒ (iii) hold.
Proof. The proof of (a) is nearly identical to that of [10, (3.3.18.b)], so we
omit it here. For part (b), use the exact sequence
(3.2.1) 0→ a→ R→ R/a→ 0
with the fact that a and R are both totally a-reflexive to conclude that R/a
has Ga-dimension at most 1. In particular, Ext
i
R(R/a, a) = 0 for i > 1.
Furthermore, since a has rank, it contains an element that is both R-regular
and a-regular, and thus HomR(R/a, a) = 0. Applying HomR(−, a) to (3.2.1)
supplies the exact sequence
0→ HomR(R, a)︸ ︷︷ ︸
a
→ HomR(a, a)︸ ︷︷ ︸
R
→ Ext1R(R/a, a)→ 0
which yields an isomorphism Ext1R(R/a, a)
∼= R/a and the desired conclusions.
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For part (c) we may assume that R is local. In the following sequence of
formal equalities of series, the first is by [12, (1.6.7)] and the third is standard
IaR(t) = I
RHomR(R/a,a)
R/a (t) = I
Σ
−1R/a
R/a (t) = t · I
R/a
R/a (t)
while the second is a consequence of part (b). It follows that idR(a) and
idR/a(R/a) are simultaneously finite. This gives the equivalence of (i) and
(ii), and the implication (ii) =⇒ (iii) is part of [10, (3.3.18)]. 
The next result simplifies the computation of [a] + [b] in Cl(R) for certain
semidualizing modules a, b and is a key tool for the proof of Theorem 4.2.
Proposition 3.3. Let a and b be semidualizing ideals such that a ⊗R b is
semidualizing. The natural multiplication map a⊗Rb→ ab is an isomorphism.
Proof. The map a ⊗R b → ab is always surjective, so it remains to verify
injectivity. Let U denote the compliment in R of the union of the associated
primes of R. Since a and b have rank, the same is true of a⊗Rb. Furthermore,
the fact that a⊗R b is semidualizing implies that a⊗R b is torsion-free. This
yields the injectivity of the localization map a ⊗R b → U−1(a ⊗R b) in the
following commuting diagram where the maps (1) and (2) are given by the
appropriate multiplication and the others are the natural ones.
a⊗R b
(1)
//
 _

ab
  // R
  // U−1R
=

U−1(a⊗R b)
∼= // U−1a⊗U−1R U
−1b
  (2) // (U−1a)(U−1b)
  // U−1R
The map (2) is injective, since U−1a and U−1b are U−1R-free of rank 1. It
follows that the map (1) must be injective, as desired. 
The next result supplies the main tool for this investigation. Note that
Theorem 4.2 shows that S0(R) cannot be given a group structure making the
inclusion into a group homomorphism.
Proposition 3.4. Let R be a normal domain. Each semidualizing R-module
C is a rank 1 reflexive module, so there is a natural inclusion S0(R) ⊆ Cl(R).
Proof. It suffices to verify the first statement. Proposition 3.1 shows that C
has rank 1. For each prime ideal p of height 1, the ring Rp is regular as R
is (R1), and so Cp ∼= Rp. Since R is (S2) and depthRp(Cp) = depth(Rp) for
each prime ideal p, the reflexivity of C follows from [10, (1.4.1)]. 
We record an immediate corollary.
Corollary 3.5. Every normal domain with finite divisor class group is S0-
finite, and every Cohen-Macaulay normal domain with finite divisor class
group is S-finite. 
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Since a Cohen-Macaulay normal domain R with Cl(R) = 0 is Gorenstein,
we note that there are non-Gorenstein rings that satisfy the hypotheses of the
corollary. For instance, if k is a field and X a symmetric n×n matrix of vari-
ables and r an integer such that 0 < r < n, then the ring R = k[X]/Ir+1(X) is
a Cohen-Macaulay normal domain with Cl(R) ∼= Z/(2) and is non-Gorenstein
if and only if r ≡ n (mod 2). Here Ir+1(X) is the ideal generated by the
minors of X of size r + 1; see [10, (7.3.7.c)]. Determinantal rings will be of
particular interest in Section 4.
Proposition 3.4 points toward a plethora of examples of nonlocal rings that
are neither S-finite nor S0-finite. Hence the local hypothesis in Question 1.1.
3.6. the Picard group of a normal domain R, denoted Pic(R), is the set
of isomorphism classes of finitely generated locally free (i.e., projective) R-
modules of rank 1 with operation given by tensor product. The inverse of an
element [P ] ∈ Pic(R) is the class [P ]−1 = [HomR(P,R)]; see [18, p. 105]. It is
straightforward to show that there are natural inclusions Pic(R) ⊆ S0(R) ⊆
Cl(R) for any normal domain R. Using [22, (3.2)] one sees that the first
inclusion is an equality when R is Gorenstein. Each inclusion is an equality
when R is a Dedekind domain by Fossum [18, (18.5)].
A result of Claborn [18, (14.10)] states that any Abelian group G can be
realized as the divisor class group of a Dedekind domain. In particular, for
any Abelian groupG, regardless of the cardinality, there is a Dedekind domain
R such that the sets S(R) and S0(R) are in bijection with G.
We observe that [22, (3.1.b)] implies that the hypothesis of the next result
is satisfied when C is C′′-reflexive and C′ = HomR(C,C
′′). Compare to
Proposition 3.3.
Proposition 3.7. Let R be a normal domain and C,C′ semidualizing R-
modules. If C′⊗RC is R-semidualizing, then [C′⊗RC] = [C′]+ [C] in Cl(R).
Proof. Since C′⊗RC is semidualizing, it is reflexive, so (C
′⊗RC)
⋆⋆ ∼= C′⊗RC,
and so [C′ ⊗R C] = (C′ ⊗R C)⋆⋆ = [C′] + [C]; see 2.10. 
The inclusion S0(R) ⊆ Cl(R) is well-behaved with respect to certain oper-
ations that are defined on both sets. The remainder of this section is devoted
to describing some of this behavior. We begin by describing base-change maps
for Picard groups and sets of semidualizing objects.
3.8. Let ϕ : R→ S be a ring homomorphism.
(a) The assignment L 7→ L⊗LRS yields a well-defined group homomorphism
Pic(ϕ) : Pic(R)→ Pic(S); see [18, discussion after (18.3)].
(b) When fd(ϕ) is finite and K is a semidualizing complex, the S-complex
K⊗LRS is semidualizing by [22, (4.5)], and the assignmentK 7→ K⊗
L
RS
gives rise to a well-defined order-respecting map S(ϕ) : S(R) → S(S)
by [22, (4.7)].
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(c) When fd(ϕ) is finite and C is a semidualizing R-module, the S-module
C ⊗R S is semidualizing and Tor
R
>1(C, S) = 0 by [22, (4.5)]; the as-
signment C 7→ C ⊗R S induces a well-defined order-respecting map
S0(ϕ) : S0(R)→ S0(S) by [22, (4.7)].
Next we consider the divisor class group. Part (d) in the following lemma
is well-known, but we include it here for completeness; see [18, Sec. 6].
Lemma 3.9. Let ϕ : R → S be a homomorphism of finite flat dimension
between normal domains.
(a) Fix q ∈ Spec(S) and set p = ϕ−1(q). If ht(q) ≤ 1, then Rp is regular.
(b) If M is a reflexive R-module of rank 1, then rankS(M ⊗R S) = 1.
(c) If ϕ is module-finite, the assignment M 7→ HomS(HomS(M⊗LRS, S), S)
yields a well-defined group homomorphism Cl(ϕ) : Cl(R)→ Cl(S).
(d) If ϕ is flat, then the assignment M 7→ M ⊗LR S yields a well-defined
group homomorphism Cl(ϕ) : Cl(R)→ Cl(S).
Proof. (a) The induced map ϕq : Rp → Sq has finite flat dimension. Since S
is normal, it satisfies Serre’s condition (R1) and so the local ring Sq is regular.
It follows from [1, Thm. R] that Rp is also regular.
(b) To show that M ⊗R S has rank 1, it suffices to set q = (0)S and
exhibit an isomorphism (M ⊗R S)q ∼= Sq. With p = Ker(ϕ), part (a) implies
Cl(Rp) = 0 and so Mp ∼= Rp. The next isomorphisms now follow readily
(M ⊗R S)q ∼= Mp ⊗Rp Sq ∼= Rp ⊗Rp Sq ∼= Sq
and provide the desired conclusion.
(c) Using part (a), this follows from [34, (1.2.1)].
(d) For a finitely generated R-module U , one has a natural S-linear map
fU : HomR(U,R)⊗R S → HomS(U ⊗R S, S)
ψ ⊗ s 7→ [u⊗ s′ 7→ ϕ(ψ(u))ss′]
which is readily seen to be an isomorphism because ϕ is flat.
Let M and N be rank 1 reflexive R-modules. The S-module M ⊗R S has
rank 1 by part (b). The flatness of ϕ provides the following commutative
diagram from which one concludes that M ⊗R S is a reflexive S-module.
M ⊗R S ∼=
bRM⊗RS //
bSM⊗RS

HomR(HomR(M,R), R)⊗R S
∼=fHomR(M,R)

HomS(HomS(M ⊗R S, S), S)
HomS(fM ,S)
∼=
// HomS(HomR(M,R)⊗R S, S)
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Hence, the map Cl(ϕ) is well-defined. The fact that Cl(ϕ) is a group homo-
morphism follows from the next sequence of isomorphisms
HomR(HomR(M ⊗R N,R), R)⊗R S
(1)
∼= HomS(HomR(M ⊗R N,R)⊗R S, S)
(2)
∼= HomS(HomS((M ⊗R N)⊗R S, S), S)
(3)
∼= HomS(HomS((M ⊗R S)⊗S (N ⊗R S), S), S)
where (1) is fHomR(M⊗RN,R), (2) is HomS(fM⊗RN , S), and (3) is standard. 
Lemma 3.10. Let ϕ : R→ S be a homomorphism of finite flat dimension.
(a) If R and S are normal domains and ϕ is module-finite or flat, then the
following diagram commutes.
S0(R)
  //
S0(ϕ)

Cl(R)
Cl(ϕ)

S0(S)
  // Cl(S)
In particular, if Cl(ϕ) is injective, then so is S0(ϕ).
(b) Assume that the image of the map Spec(ϕ) : Spec(S) → Spec(R) con-
tains m-Spec(R). If the map Pic(ϕ) : Pic(R) → Pic(S) is injective,
e.g., if ϕ is surjective or local, then S0(ϕ) and S(ϕ) are also injective.
(c) Assume that R,S are normal domains and ϕ is faithfully flat. If Cl(ϕ)
is surjective, then so is S0(ϕ).
(d) Assume that R,S are normal domains and ϕ is faithfully flat. If Cl(ϕ)
is bijective, then S0(ϕ) is a perfectly order-respecting bijection.
Proof. When ϕ is flat, the commutativity of the diagram in (a) follows readily
from the definitions. When ϕ is module finite and C is a semidualizing R-
module, the fact that C⊗RS is semidualizing for S implies that it is reflexive,
and the commutativity of the diagram follows easily. Part (b) is contained
in [22, (4.9),(4.11)], and (c) is in [22, (4.5)]. When Cl(ϕ) is bijective, the map
Pic(ϕ) is injective, so (d) follows from parts (b) and (c) with [22, (4.8)]. 
When ϕ : R → S is a local homomorphism of finite flat dimension, it is a
straightforward exercise to show that, if S(ϕ) is a perfectly order-respecting
bijection, then it is also an isometry with respect to the metric structure de-
fined in [23]. For instance, this holds under the hypotheses of Lemma 3.10(d)
when S is Cohen-Macaulay. Some particular instances of this are provided in
the next corollary. Others are given in Corollary 3.13 and Proposition 3.15.
Corollary 3.11. Let R be a normal domain and X = X1, . . . , Xn a sequence
of variables. For the following flat R-algebras S, the map S0(R)→ S0(S) is
a perfectly order-respecting bijection:
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(a) S = R[X];
(b) S = R[X][f−11 , . . . , f
−1
i ] where f1, . . . , fi are prime elements of R[X]
and the ring homomorphism R→ R[X][f−11 , . . . , f
−1
i ] is faithfully flat;
(c) S = R[X]mR[X] when R is local with maximal ideal m;
(d) S = R[[X]]mR[[X]] when R is local with maximal ideal m and the m-adic
completion of R is normal.
Proof. By Lemma 3.10(d), it suffices to note that the maps Cl(R) → Cl(S)
are bijective; see [18, (7.3),(8.1),(8.9),(19.15)]. 
The following is an important case when localization induces a bijection on
the set of semidualizing modules.
Proposition 3.12. Let R =
∐
i≥0Ri be a graded normal domain such that
(R0,m0) is local. Setting m = m0 +
∐
i≥1 Ri, the natural map S0(R) →
S0(Rm) is a perfectly order-respecting bijection.
Proof. Let ϕ : R → Rm be the localization map. Using [22, (2.14)], the ar-
gument of [18, (10.3)] shows that Cl(ϕ) is bijective. From Lemma 3.10(a)
it follows that S0(ϕ) is injective. To show surjectivity, fix a semidualizing
Rm-module L. Use the surjectivity of Cl(ϕ) and [18, (10.2)] to obtain a homo-
geneous reflexive ideal a of R such that am ∼= L. Since L is Rm-semidualizing,
the R-module a is R-semidualizing by [22, (2.15.a)], and it follows that S0(ϕ)
is bijective. The fact that S0(ϕ) is perfectly order-respecting then follows
from [22, (2.15.b)]. 
If R is a local ring with completion map ϕ : R → R̂, then the map S0(ϕ)
is not usually surjective. Indeed, there exist a Cohen-Macaulay local ring R
that does not admit a dualizing module; the complete local ring R̂ does admit
a dualizing module ω, and it is straightforward to show that [ω] ∈ S0(R̂)
cannot be in the image of S0(ϕ). However, a result of Flenner [17, (1.4)]
can be applied in certain cases to provide bijectivity. See Corollary 3.14(a)
for a generalization, and also [13, (1.1)]. Recall that a ring is super-normal
if it satisfies Serre’s conditions (S3) and (R2). Further, note that a ring R
satisfying the hypotheses of the next result is excellent because it is finitely
generated over the complete local ring R0. In particular, the complete ring R̂
is also a super-normal domain.
Corollary 3.13. Let R =
∐
i≥0Ri be a graded super-normal domain with
(R0,m0) local and complete, and set m = m0 +
∐
i≥1Ri and R̂ =
∏
i≥0Ri.
The induced maps S0(R)→ S0(R̂) and S0(Rm)→ S0(R̂) are perfectly order-
respecting bijections.
Proof. The ring R̂ is the m-adic completion of Rm, and since R is excel-
lent and super-normal, the same is true of Rm and R̂. Let ϕ : R → Rm
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be the localization map and ψ : Rm → R̂ the completion map. By Propo-
sition 3.12, the map S0(ϕ) is a perfectly order-respecting bijection, so the
equality S0(ψϕ) = S0(ψ)S0(ϕ) shows that we need only verify the same for
S0(ψ). Since ψ is flat and local, Lemma 3.10(b) supplies the injectivity of
S0(ψ). The surjectivity is a consequence of Lemma 3.10 (c), as [17, (1.4)]
guarantees that Cl(ψϕ) = Cl(ψ)Cl(ϕ) is surjective, and therefore that Cl(ψ)
is surjective. 
Here is the first indication that our methods have applications outside the
normal domain arena. See Corollary 4.11 for a more general statement.
Corollary 3.14. With R,m, R̂ as in Corollary 3.13, fix an Rm-regular se-
quence y = y1, . . . , yq ∈ mRm.
(a) The natural homomorphisms Rm → Rm/(y) → R̂/(y) induce perfectly
order-respecting bijections
S0(Rm)
≈
−→ S0(Rm/(y))
≈
−→ S0(R̂/(y)).
(b) Let R′ denote either Rm/(y) or R̂/(y) and fix an mR
′-primary ideal
J ⊂ R′. If C′ is a semidualizing R′-module, then e(J,C) = e(J,R′).
(c) If y is an R-regular sequence in m, then the composition of induced
maps
S0(R)→ S0(R/(y))→ S0(Rm/(y))
is a perfectly order-respecting bijection; thus, the first map is a perfectly
order-respecting injection and the second is surjective.
Proof. (a) The rings under consideration fit into the commutative diagram of
local ring homomorphisms on the left
Rm
β
//
αm

R̂
bα

S0(Rm) ≈
S0(β) //
S0(αm)

S0(R̂)
≈S0(bα)

Rm/(y)
β′
// R̂/(y) S0(Rm/(y))
S0(β
′)
// S0(R̂/(y))
and the second commutative diagram arises by applying S0(−) to the first.
The maps S0(β) and S0(α̂) are perfectly order-respecting bijections by Corol-
lary 3.13 and [23, (4.2)], respectively; see also Gerko [26, (3)]. From the dia-
gram, it follows thatS0(β
′) is surjective, and so is bijective by Lemma 3.10(b).
That it is perfectly order-respecting is then a consequence of [22, (4.8)]. Thus,
S0(αm) is a perfectly order-respecting bijection, as well.
(b) Set R˜ = Rm or R̂, according to whether R
′ = Rm/(y) or R̂/(y). Fix a
semidualizing R˜-module C such that C′ ∼= C ⊗ eR R
′. Since R˜ is an excellent
local domain, one applies Lemma 2.8(b) to obtain the desired conclusion.
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(c) When y is an R-regular sequence in m, there is a commutative diagram
S0(R) ≈
S0(γ) //
S0(α)

S0(Rm)
≈S0(αm)

S0(R/(y))
S0(γ
′)
// S0(Rm/(y))
where S0(γ) and S0(αm) are perfectly order-respecting bijections by Propo-
sition 3.12 and part (a). The injectivity ofS0(α) and surjectivity ofS0(γ
′) fol-
low immediately. To see thatS0(α) is perfectly order-respecting, fix [C], [C
′] ∈
S0(R) such that S0(α)([C]) E S0(α)([C
′]). It follows that
S0(αm)(S0(γ)([C])) = S0(γ)(S0(α)([C]))
E S0(γ)(S0(α)([C
′]))
= S0(αm)(S0(γ)([C
′]))
and so [C] E [C′] since S0(αm) and S0(γ) are perfectly order-respecting. 
The surjectivity of the natural mapS0(Rm)→ S0(Rm/(y)) in the corollary
does not hold for more general local rings. Indeed, let (A, n) be a local Cohen-
Macaulay ring that does not admit a dualizing module. If y ∈ n is a system
of parameters of A, then the map S0(A) → S0(A/(y)) is not surjective, as
A/(y) is Artinian and therefore admits a dualizing module. See [13, (5.5)] for
further discussion.
When the homomorphism ϕ : R → S is part of a retract pair, the next
result sometimes allows one to conclude that S0(ϕ) is bijective. Examples
of such retract pairs can be found in power series and localized polynomial
extensions:
(a) The natural maps R→ R[[X]] and R[[X]]→ R.
(b) The natural maps R → R[X]n and R[X]n → R, when (R,m) is local
and n = (m, X1 − a1, . . . , Xn − an)R[X] for a sequence a1, . . . , an ∈ R.
Note that the rings involved are not assumed to be normal domains, so one
cannot use the divisor class group directly. However, the method of proof is
taken directly from the corresponding results for divisor class groups.
Proposition 3.15. Let ϕ : R → S and ψ : S → R be homomorphisms of
finite flat dimension such that the composition ψϕ is the identity on R. If
ker(ψ) is contained in the Jacobson radical of S, then the induced maps
S0(ϕ),S0(ψ),S(ϕ),S(ψ) are perfectly order-respecting bijections.
Proof. (a) Since the composition ψϕ : R→ R is the identity, the same is true
of the composition S0(ψ)S0(ϕ). In particular, S0(ψ) is surjective. Since
ker(ψ) is in the Jacobson radical of S, Lemma 3.10(b) guarantees that this
map is bijective, and therefore so is S0(ϕ). The same argument works for
S(ψ) and S(ϕ). 
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This is a surprising departure from the parallels we have seen between the
behavior of Cl(−) and S0(−), as it is known that, when R is a normal domain,
the map Cl(R)→ Cl(R[[X]]) need not be bijective; see Danilov [14, 15, 16].
The proof of Proposition 3.15 can be translated easily to show that the
natural maps R → R[X] → R induce injections and surjections respectively
on sets of semidualizing objects. However, we can only say more about these
maps when we assume that R is a normal domain, by using Corollary 3.11.
Question 3.16. Must the induced maps S0(R) → S0(R[X ])→ S0(R) and
S(R)→ S(R[X ])→ S(R) all be bijective?
4. Analysis of special cases
We begin with some notation and facts on determinantal rings from [11].
4.1. Let A be a Noetherian ring and m,n, r nonnegative integers satisfying
r < min{m,n}. If X = {Xij} is an m× n matrix of variables, then set
R = Rr+1(A;m,n) = A[X]/Ir+1(X)
where Ir+1(X) denotes the ideal generated by the minors of X of size r+1. If
A is a normal domain (respectively, is Cohen-Macaulay or is (S3) or is (R2))
then so is R; see [11, (6.3),(5.17),(5.16),(6.12)]. The ring R is Gorenstein if
and only if A is Gorenstein and either m = n or r = 0 by [11, (8.9)].
Assume that A is a normal domain and r > 0. Let p be the ideal of R
generated by the r-minors of the first r rows of the residue matrix x. The
ideal p is prime, and there is an isomorphism Cl(R) ∼= Cl(B) ⊕ Z where the
summand Z is generated by [p]; see [11, (8.4)]. For ℓ > 0 one has −[p] =
[HomR(p, R)] = [q] where q is the prime ideal of R generated by the r-minors
of the first r columns of x. For ℓ ≥ 0 one has ℓ[p] = [p(ℓ)] = [pℓ] and
−ℓ[p] = [q(ℓ)] = [qℓ] by [11, (7.10)], and we write p−ℓ in place of qℓ. If A is
also Gorenstein local andm ≥ n, then R admits a unique (up to isomorphism)
dualizing module ω ∼= p(m−n) = pm−n; see [11, (7.10),(8.8)].
Assume that A is a field and m ≥ n ≥ r > 1. Let Y = {Ypq} be an
(m− 1)× (n − 1) matrix of variables and set R′ = Rr(A;m − 1, n− 1). Let
p′ be the ideal of R′ generated by the (r − 1)-minors of the first r − 1 rows
of the residue matrix y. The discussion above implies that R′ has a unique
dualizing module, namely, the ideal (p′)(m−1)−(n−1) = (p′)m−n. We consider
three homomorphisms of normal domains
R
ϕ
−→ Rx11
ρ
←−
∼=
R′[X11, . . . , Xm1, X12, . . . , X1n]X11
ψ
←− R′
where ρ is given by yij 7→ xi+1j+1 − x1j+1xi+1,1x
−1
11 and ϕ and ψ are the
natural flat maps. By [10, (7.3.3)] the map ρ is an isomorphism. Further, the
induced maps are all isomorphisms between groups isomorphic to Z
Cl(R)
∼=
−→ Cl(Rx11)
∼=
←− Cl(R′[X11, . . . , Xm1, X12, . . . , X1n]X11)
∼=
←− Cl(R′)
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and Cl(ϕ)([p]) = Cl(ρψ)([p′]); see Lemma 3.9(d) and [10, proof of (7.3.6)].
For each integer ℓ ≥ 0, the additivity of Cl(ϕ) and Cl(ρψ) provides the second
equality in the next sequence while the others are from the previous paragraph.
Cl(ϕ)([pℓ]) = Cl(ϕ)(ℓ[p]) = Cl(ρψ)(ℓ[p′]) = Cl(ρψ)([(p′)ℓ])
Lemma 3.10(d) implies that S0(ψ) is bijective. Let C be a semidualizing
R-module and let c be the unique integer with [C] = c[p] = [pc] in Cl(R).
The Rx11-module C ⊗R Rx11 is semidualizing by 3.8(c), and we compute
its class in S0(Rx11) in the next sequence where the equalities follow from
Lemma 3.10(a), the choice of c, and the previous displayed sequence.
S0(ϕ)([C]) = Cl(ϕ)([C]) = Cl(ϕ)([p
c]) = Cl(ρψ)([(p′)c])
As ρψ is flat, this provides an isomorphism of Rx11 -modules
(p′)c ⊗R′ Rx11 ∼= C ⊗R Rx11 .
Since C is R-semidualizing, the module C⊗RRx11 is Rx11 -semidualizing, and
the last isomorphism implies that (p′)c is R′-semidualizing by [22, (4.5)].
Theorem 4.2. Let k be a field and m,n, r nonnegative integers such that
r < min{m,n}. The ring R = Rr+1(k;m,n) satisfies S0(R) = {[R], [ω]}
where ω is a dualizing module for R. In particular the cardinality of S0(R) is
cardS0(R) =
{
1 when m = n or r = 0
2 when m 6= n and r 6= 0.
Proof. If r = 0 orm = n, then R is Gorenstein and the result follows from 3.6.
Assume for the remainder of the proof that r > 0 and m 6= n. We may also
assume that n ≤ m, as replacing X with its transpose yields an isomorphism
Rr+1(k;m,n) ∼= Rr+1(k;n,m). Let xij denote the residue of Xij in R.
We have the containment S0(R) ⊇ {[R], [pm−n]} from 4.1, so it remains
to verify the containment S0(R) ⊆ {[R], [pm−n]}. Let C be a semidualizing
R-module and let c be the unique integer with [C] = c[p] in Cl(R) ∼= Z[p].
Following the proof of [10, (7.3.6)], we use induction on r to reduce to the
case r = 1. Suppose that r > 1 and employ the notation of the last paragraph
of 4.1. The final conclusion of 4.1 says that (p′)c is R′-semidualizing, and the
induction hypothesis states that S0(R
′) = {[R′], [(p′)m−n]}. Hence, either
c = 0 or c = m− n. By our choice of c, this implies either [C] = [p0] = [R] or
[C] = [pm−n], as desired.
Assume r = 1. As above, it suffices to show that c = 0 or c = m− n. The
ring R is a standard graded ring over a field and p is a homogeneous prime
ideal. For each v ≥ 0 the power pv is homogeneous, and so we may speak of its
minimal number of generators, denoted β0(p
v). As is noted in [11, (9.20)], the
homogeneous minimal generators of pv are in bijection with the monomials of
degree v in the ring k[Z1, . . . , Zn]. Since n ≥ 2, a routine argument shows
(4.2.1) β0(p
u)β0(p
v) > β0(p
u+v) > β0(p
v).
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Also, when u ≤ v, the following sequence implies pv−u ∼= HomR(pu, pv):
[pv−u] = (v − u)[p] = v[p]− u[p] = [pv]− [pu] = [HomR(p
u, pv)].
Suppose that 0 < c < m − n. Then C ∼= pc, and pm−n is a dualiz-
ing module for R. It follows from [22, (2.14.a),(3.1.a)] and [12, (3.4.a)] that
HomR(p
c, pm−n) ∼= pm−n−c is semidualizing. Furthermore, Proposition 3.3
yields an isomorphism
pc ⊗R p
m−n−c ∼=−→ pm−n
and thus the equality β0(p
m−n) = β0(p
c)β0(p
m−n−c), contradicting (4.2.1).
Next, suppose that c > m− n. As above, we have
β0(p
c) > β0(p
m−n) = β0(p
c)β0(HomR(p
c, pm−n)) > β0(p
c)
again yielding a contradiction.
Finally, suppose that c < 0. Then HomR(C, p
m−n) ∼= pm−n−c is semidu-
alizing. However, c < 0 implies that m − n − c > m − n, contradicting the
previous case. 
Next, we present the local analogue of Theorem 4.2.
Corollary 4.3. With notation as in Theorem 4.2, let m denote the maximal
ideal of R generated by the residues of the variables Xij. If R
′ is either the
localization Rm or its m-adic completion R̂, then S0(R
′) = {[R′], [ω′]} where
ω′ is a dualizing module for R′. In particular the cardinality of S0(R
′) is
cardS0(R
′) =
{
1 when m = n or r = 0
2 when m 6= n and r 6= 0.
Proof. The ring R satisfies the hypotheses of Corollary 3.13 as it is Cohen-
Macaulay and (R2) by [11, (6.12)]. 
The next result is a considerable generalization of Theorem 4.2 that encom-
passes Theorem 1.2 from the introduction. Its proof requires more notation.
4.4. Let A be a normal domain andm,n, r nonnegative integers such that r <
min{m,n}. Set R = Rr+1(A;m,n) and consider the commutative diagram of
natural ring homomorphisms
A[X]
ϕ′
!! !!D
DD
DD
DD
D
A
ϕ˙
=={{{{{{{{ ϕ
// R
(4.4.1)
wherein ϕ and ϕ˙ are faithfully flat, and ϕ′ is surjective and Cohen-Macaulay
of grade d = mn − r(m + n − r) by [11, (5.18)]; see 2.9 for terminology. If
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C is a semidualizing A-module, then the following R-module is semidualizing
by [22, (6.1)]
C(ϕ) = ExtdA[X](R,C ⊗A A[X]).
Theorem 4.5. Let A be a normal domain and m,n, r nonnegative integers
such that r < min{m,n}. The ring R = Rr+1(A;m,n) is S0-finite if and only
if A is so, and the ordering on S0(R) is transitive if and only if the ordering
on S0(A) is so. More specifically, one has the following cases.
(a) If r = 0 or m = n, then S0(ϕ) is a perfectly order-respecting bijection
S0(ϕ) : S0(A)
≈
−→ S0(R).
(b) If r > 0 and m 6= n, then the assignment
([C]A, 0) 7→ [C(ϕ)]R ([C]A, 1) 7→ [C ⊗A R]R
describes a perfectly order-respecting bijection
h : S0(A)× {0, 1}
≈
−→ S0(R).
The proof of this result is rather long, so it is presented at the end of the
section in 4.14. For now we focus on some consequences of the theorem.
4.6. Continue with the notation of 4.12. Let n be a prime ideal of A and
consider the prime ideals N = (n,X)A[X] and m = (n,x)R. Localizing and
completing the diagram (4.4.1) yield similar commutative diagrams
A[X]N
ϕ′m
"" ""E
EE
EE
EE
EE
Â[X]N
cϕ′m
$$ $$I
II
II
II
II
An
ϕ˙N
<<zzzzzzzzz ϕm // Rm Â = Ân
d˙ϕN
::uuuuuuuuu
bϕ= cϕm // R̂m = R̂
For semidualizing An- and Â-modules C0 and C1, respectively, we set
C0(ϕm) = Ext
d
A[X]N
(Rm, C0 ⊗An A[X]N) (semidualizing for Rm)
C1(ϕ̂) = Ext
d
Â[X]N
(R̂, C1 ⊗ bA Â[X]N) (semidualizing for R̂)
These local constructions are discussed extensively in [22, Section 6].
What follows is the localized version of Theorem 4.5.
Corollary 4.7. Let A =
∐
i≥0 Ai be a graded normal domain with (A0, n0)
local, and set n = n0 +
∐
i≥1Ai.
(a) If r = 0 or m = n, then S0(ϕm) is a perfectly order-respecting bijection
S0(ϕm) : S0(An)
≈
−→ S0(Rm)
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(b) If r > 0 and m 6= n, then the assignment
([C]An , 0) 7→ [C(ϕn)]Rm ([C]An , 1) 7→ [C ⊗An Rm]Rm
describes a perfectly order-respecting bijection
S0(An)× {0, 1}
≈
−→ S0(Rm).
Proof. The following diagrams (one for each of our cases) commute.
S0(A)
≈ //
S0(ϕ)≈

S0(An)
S0(ϕm)

S0(A)× {0, 1}
≈ //
h≈

S0(An)× {0, 1}
hm

S0(R)
≈ // S0(Rm) S0(R)
≈ // S0(Rm)
The four horizontal maps are perfectly order-respecting bijections by Propo-
sition 3.12, as are two of the vertical ones by Theorem 4.5. Thus, the two
remaining maps are so as well. 
Corollary 4.8. Let A =
∐
i≥0Ai be a graded super-normal domain with
(A0, n0) local and complete. Set n = n0+
∐
i≥1Ai and let m, Â, R̂ be as in 4.6.
(a) If r = 0 or m = n, then S0(ϕ̂) is a perfectly order-respecting bijection
S0(ϕ̂) : S0(Â)
≈
−→ S0(R̂).
(b) If r > 0 and m 6= n, then the assignment
([C] bA, 0) 7→ [C(ϕ̂)] bR ([C] bA, 1) 7→ [C ⊗ bA R̂] bR
describes a perfectly order-respecting bijection
S0(Â)× {0, 1}
≈
−→ S0(R̂).
Proof. The proof is almost identical to the previous one, using Corollary 3.13
in place of Proposition 3.12. One needs only note that, since A is super-
normal, the same is true of R by [11, (5.17),(6.12)]. 
The next step is to iterate the previous three results.
Corollary 4.9. Let A be a normal domain and t a positive integer. For
l = 1, . . . , t fix integers rl,ml, nl such that 0 ≤ rl < min{ml, nl} and let
Xl∗∗ = {Xlij} be an ml × nl matrix of variables. Let X denote the entire list
of variables X111, . . . , Xtmtnt and set
R = A[X]/
∑t
l=1 Irl+1(Xl∗∗)
with x the image in R of the sequence X. Let s be the number of indices l
such that rl > 0 and ml 6= nl.
(a) There is a perfectly order-respecting bijection
S0(A)× {0, 1}
s ≈−→ S0(R).
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(b) With A, n as in Corollary 4.7 and m = (n,x)R, there is a perfectly
order-respecting bijection
S0(An)× {0, 1}
s ≈−→ S0(Rm)
(c) With A, n as in Corollary 4.8 and m = (n, x)R, let Â and R̂ denote
the n-adic and m-adic completions of A and R, respectively. There is a
perfectly order-respecting bijection
S0(Â)× {0, 1}
s ≈−→ S0(R̂).
Proof. Write R0 = A and for l = 1, . . . t set Rl = Rrl+1(Rl−1;ml, nl). Then
Rt ∼= R and part (a) is proved by induction on t using Theorem 4.5. Parts (b)
and (c) now follow from Proposition 3.12 and Corollary 3.13, respectively. 
Before continuing, we present some notation.
4.10. Let A be a ring and fix an integer m ≥ 1 and an A-regular sequence
y = y1, . . . , yq ∈ A. Set n = m + q − 1 and let X be an m × n matrix of
variables. The discussion before and after [11, (2.14)] exhibits a surjection
A[X]/Im(X)։ A/(y)
m
whose kernel is generated by an A[X]/Im(X)-regular sequence.
For l = 1, . . . , t fix integersml, ql ≥ 1 and a sequence yl∗ = yl1, . . . , ylql ∈ A.
Assume that the sequence y∗∗ is A-regular and set
B(A,y,m,q) = A/
∑t
l=1(yl∗)
ml .
With R as in Corollary 4.9, tensoring copies of the surjection from the previous
paragraph provides a surjection
(4.10.1) τ : R։ B(A,y,m,q)
whose kernel is generated by an R-regular sequence.
Let B be a ring and u a positive integer. For l = 1, . . . , u fix a positive
integer pl and variables Zl∗ = Zl1, . . . , Zlpl . We consider the ring
S = S(B,p) = B[Z1∗]/(Z1∗)
2 ⊗B · · · ⊗B B[Zu∗]/(Zu∗)
2
which can be thought of in several different ways. Each ring B[Zl∗]/(Zl∗)
2 is
isomorphic to the trivial extension B ⋉Bql , so there is an isomorphism
S ∼= (B ⋉Bq1)⊗B · · · ⊗B (B ⋉B
qu)
Next, set S0 = B and take successive trivial extensions Sl = Sl−1 ⋉ (Sl−1)
ql .
From the previous description, there is an isomorphism S ∼= Su. Finally, let Z
denote the full list of variables Z = Z11, . . . , Zupu and let z denote the image
in S of the sequence Z. From the definition of S, one obtains the isomorphism
S ∼= B[Z]/
∑u
l=1(Zl∗)
2.
If B is (complete) local with maximal ideal r, then S is (complete) local with
maximal ideal (r, z)S.
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The final result of this paper generalizes Corollary 3.14 and contains The-
orems 1.3 and 1.4 from the introduction.
Corollary 4.11. With A, n as in Corollary 4.8, let t, u be nonnegative in-
tegers. For l = 1, . . . , t fix positive integers ml, ql and a sequence yl∗ =
yl1, . . . , ylql ∈ nÂ, and let s be the number of indices l such that ml, ql > 1.
For l = 1, . . . , u fix a positive integer pl, and let r denote the number of indices
l such that pl > 1.
(a) Set B̂ = B(Â,y,m,q) and Ŝ = S(B̂,p). If y is Â-regular, then there
is a perfectly order-respecting bijection
S0(Â)× {0, 1}
r+s ≈−→ S0(Ŝ).
Furthermore, if J ⊂ Ŝ is an ideal primary to the maximal ideal of Ŝ
and C is a semidualizing Ŝ-module, then e(J,C) = e(J, Ŝ).
(b) Assume that y is an An-sequence in nAn, and set B
′ = B(An,y,m,q)
and S′ = S(B′,p). There are perfectly order-respecting bijections
S0(An)× {0, 1}
r+s ≈−→ S0(S
′)
≈
−→ S0(Ŝ).
Furthermore, if J ⊂ S′ is an ideal primary to the maximal ideal of S′
and C is a semidualizing S′-module, then e(J,C) = e(J, S′).
(c) Assume that y is an A-regular sequence in n, and set B = B(A,y,m,q)
and S = S(B,p). There is a perfectly order-respecting injection
S0(A) × {0, 1}
r+s →֒ S0(S).
Proof. We prove part (a); argue similarly for the other parts. Let Z be as
in 4.10. Then there are isomorphisms
Ŝ ∼= B̂[Z]/
∑u
l=1(Zl∗)
2 ∼= Â[Z]/(
∑t
l=1(yl∗)
kl +
∑u
l=1(Zl∗)
2).
By Corollary 3.11(a), the natural map S0(Â) → S0(Â[Z]) is a perfectly
order-respecting bijection. Pass to the ring Â[Z] and use the fact that Z is
Â[Z]/(y)-regular, to reduce to the case u = 0 = r, that is, Ŝ = B̂.
For l = 1, . . . , t set rl = ml − 1 and nl = ml + ql − 1, and let R,m, R̂ be
as in Corollary 4.9. The surjection (4.10.1) completes to a surjection τ̂ : R̂→
Ŝ whose kernel is generated by a R̂-regular sequence. The perfectly order-
respecting bijections in the next sequence are in Corollary 4.9(c) and [23,
(4.2)] respectively
S0(Â)× {0, 1}
r+s ≈−→ S0(R̂)
≈
−→ S0(Ŝ).
The equality of multiplicities follows from Corollary 3.14(b). 
4.12. To keep things tangible, we give an explicit description of the injection
S0(A)× {0, 1}
r+s →֒ S0(S)
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from the previous corollary. (The two bijections are described analogously.)
For l = t+ 1, . . . , t+ u set ml = 2 and ql = pl−t. Set S0 = A. For l = 1, . . . , t
take quotients Sl = Sl−1/(yl∗)
ml , and for l = t + 1, . . . , t + u take trivial
extensions Sl = Sl−1 ⋉ (Sl−1)
pl , so that S ∼= St+u. Each homomorphism
ϕl−1 : Sl−1 → Sl induces an injective map:
(a) If ql = 1 or ml = 1, then set fl−1 = S0(ϕl−1) : S0(Sl−1)→ S0(Sl);
(b) If ml, ql > 1, then let fl−1 : S0(Sl−1)× {0, 1} → S0(Sl) be given by
([C]Sl−1 , 0) 7→
{
[ExtqlSl−1(Sl, C)]Sl if l ≤ t
[HomSl−1(Sl, C)]Sl if l > t
([C]Sl−1 , 1) 7→ [C ⊗Sl−1 Sl]Sl .
The desired inclusion is exactly the composition ft+u−1 · · · f0.
The calculations of this section motivate a refinement of Question 1.1.
Question 4.13. If R is a local ring, must the cardinalities of the sets S0(R)
and S(R) be powers of 2?
Paragraph 3.6 explains the need for the “local” hypothesis. Beyond the
results of this section, evidence justifying this question can be found in [23,
(3.4)]: If R is a non-Gorenstein ring admitting a dualizing complex and S(R)
is a finite set, then S(R) has even cardinality.
We conclude this section with the proof of Theorem 4.5.
4.14. (Proof of Theorem 4.5.) Let xij denote the residue of Xij in R and set
∆ = det
X11 . . . X1r... ...
Xr1 . . . Xrr
 ∈ A[X] δ = det
x11 . . . x1r... ...
xr1 . . . xrr
 ∈ R
noting δ = ϕ′(∆). Also, set e = dimR− dimA and note that [11, (5.18)] im-
plies e = (m+n−r)r. By [11, (6.4)] there is a prime element ζ ∈ A[T1, . . . , Te]
and an isomorphism ǫ as in the next display; the isomorphism τ is clear.
R⊗A[X] A[X]∆
∼=
τ
// Rδ A[T1, . . . , Te]ζ
∼=
ǫ
oo
Furthermore, the natural map α : A → A[T1, . . . , Te]ζ is faithfully flat so
S0(α) is bijective by Corollary 3.11(b).
Set U = Ar (0) and F = U−1A. Using Lemma 3.10(a), the natural maps
β : R→ Rδ and γ : R→ U−1R along with ǫα yield a commutative diagram
S0(R)
f
//
 _

S0(Rδ)×S0(U−1R) _

S0(A)×S0(U−1R)
g
oo
 _

Cl(R)
∼=
f ′
// Cl(Rδ)× Cl(U−1R) Cl(A)× Cl(U−1R)
∼=
−g′
oo
(4.14.1)
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where the horizontal maps are given by
[C] 
f
// ([C ⊗R Rδ ], [C ⊗R U−1R])
([C′ ⊗A Rδ], [C
′′]) ([C′], [C′′])
goo
(4.14.2)
and the vertical arrows are induced by the respective inclusions. The maps
f ′ and g′ are bijective by [11, (8.3)] and [18, (7.3),(8.1)], respectively. In
particular, the maps f, g are injective, and g is bijective by Corollary 3.11(b).
(a) Assuming that r = 0 or m = n, Theorem 4.2 implies that S0(U
−1R) is
trivial since U−1R ∼= Rr+1(F ;m,n). Thus, the top row of (4.14.1) reduces to
(4.14.3) S0(R)
 S0(β) // S0(Rδ) S0(A).
S0(ǫα)
≈
oo
The functoriality of S0(−) and the following commutative diagram of ring
homomorphisms
A
α //
ϕ

A[T1, . . . , Te]ζ
ǫ

R
β
// Rδ
yield the equality S0(β)S0(ϕ) = S0(ǫα). Since (4.14.3) shows that S0(ǫα)
is bijective, it follows that S0(β) is surjective. As noted above, S0(β) is also
injective, so it follows that S0(ϕ) is bijective. That it is a perfectly order-
respecting bijection follows from [22, (4.8)] since ϕ is faithfully flat.
(b) Assume now that r > 0 and m 6= n. The isomorphism U−1R ∼=
Rr+1(F ;m,n) in conjunction with Theorem 4.2 yields a bijection i : {0, 1}
≈
−→
S0(U
−1R) given by i(0) = [ωU−1R] and i(1) = [U
−1R] where ωU−1R is a
dualizing module for U−1R. Let i′ : S0(A)×{0, 1} → S0(A)×S0(U−1R) be
the induced bijection.
Recall that h : S0(A) × {0, 1} → S0(R) is defined as h([C]A, 0) = [C(ϕ)]R
and h([C]A, 1) = [C ⊗A R]R. Below we construct a bijection
j : S0(Rδ)×S0(U
−1R)→ S0(Rδ)×S0(U
−1R)
such that the following diagram commutes.
S0(A)× {0, 1}
h //
i′ ≈

S0(R)
  f // S0(Rδ)×S0(U−1R)
j ≈

S0(A)×S0(U−1R)
g
≈
// S0(Rδ)×S0(U−1R)
Once this is done, a simple diagram chase provides the bijectivity of h.
Localize the surjection ϕ′ : A[X]→ R by inverting ∆ to obtain a surjection
ρ : A[X]∆ → Rδ. We claim that ρ is Gorenstein; see 2.9 for terminology.
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In 4.4 it is observed that ϕ′ is Cohen-Macaulay of grade d. Hence, the same
is true of ρ. The diagram (4.4.1) fits in the next commutative diagram of ring
homomorphisms.
A[X]
ψ
//
ϕ′

A[X]∆
ρ

A
ϕ˙
99sssssssssss ϕ
//
α
%%K
KK
KK
KK
KK
KK R
β
// Rδ
A[T1, . . . , Te]ζ
ǫ
∼=
77pppppppppppp
The map α is faithfully flat. Furthermore, for each prime ideal p of A, the fibre
κ(p)⊗AA[T1, . . . , Te]ζ ∼= κ(p)[T1, . . . , Te]ζ is Gorenstein. That ρ is Gorenstein
now follows from Avramov and Foxby [5, (6.2),(6.3)].
Set ωρ = Ext
d
A[X]∆(Rδ, A[X]∆), which is Rδ-semidualizing by [22, (5.6.a)].
Moreover, it is locally free of rank 1 by [22, (5.6.b)]. Setting
ω−1ρ = HomRδ (ωρ, Rδ)
the discussion in 3.6 yields an isomorphism
(4.14.4) ωρ ⊗Rδ ω
−1
ρ
∼= Rδ.
We now define the aforementioned map j and demonstrate that it has the
desired properties. For each semidualizing Rδ-module C, set
j([C], [U−1R]) = ([C], [U−1R]) j([C], [ωU−1R]) = ([ω
−1
ρ ⊗Rδ C], [ωU−1R]).
It follows from the isomorphism (4.14.4) that the assignment
([C], [U−1R]) 7→ ([C], [U−1R]) ([C], [ωU−1R]) 7→ ([ωρ ⊗Rδ C], [ωU−1R])
describes an inverse of j, so that j is bijective. It remains only to show that
gi′ = jfh, so fix a semidualizing A-module C. First, there are isomorphisms
C ⊗A U
−1R ∼= (C ⊗A U
−1A)⊗U−1A U
−1R ∼= U−1A⊗U−1A U
−1R ∼= U−1R
the first and third of which are standard, and the second of which is due to the
fact that U−1A is a field. This yields equality (1) in the following sequence
jfh([C], 1) = jf([C ⊗A R])
= j([C ⊗A R⊗R Rδ)], [C ⊗A R⊗R U
−1R])
(1)
= j([C ⊗A Rδ], [U
−1R])
= ([C ⊗A Rδ], [U
−1R])
= g([C], [U−1R])
= gi′([C], 1)
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where each of the unmarked equalities follows either from a definition (e.g.,
(4.14.2)) or by a standard isomorphism.
To compute jfh([C], 0), we first describe some isomorphisms:
C(ϕ) ⊗R Rδ = Ext
d
A[X](R,C ⊗A A[X]) ⊗R Rδ
(2)
∼= ExtdA[X](R,C ⊗A A[X])⊗R (R⊗A[X] A[X]∆)
∼= ExtdA[X](R,C ⊗A A[X]) ⊗A[X] A[X]∆
(3)
∼= ExtdA[X]∆(R⊗A[X] A[X]∆, C ⊗A A[X]⊗A[X] A[X]∆)
(4)
∼= ExtdA[X]∆(Rδ, C ⊗A A[X]∆)
(5)
∼= ωρ ⊗Rδ (C ⊗A A[X]∆ ⊗A[X]∆ Rδ)
∼= ωρ ⊗Rδ (C ⊗A Rδ)
Each of the unmarked isomorphisms is either by definition or standard. Iso-
morphisms (2) and (4) are via the isomorphism τ , whereas (3) is from the
flatness of ψ. For (5) use the equality pdA[X]∆(Rδ) = d to apply [22, (1.7.b)]
and the definition of ωρ. Similar explanations yield all but one of the following
isomorphisms.
C(ϕ)⊗R U
−1R = ExtdA[X](R,C ⊗A A[X]) ⊗R U
−1R
∼= ExtdA[X](R,C ⊗A A[X]) ⊗R (R ⊗A[X] U
−1A[X])
∼= ExtdA[X](R,C ⊗A A[X]) ⊗A[X] U
−1A[X]
∼= ExtdU−1A[X](R ⊗A[X] U
−1A[X], C ⊗A A[X]⊗A[X] U
−1A[X])
∼= ExtdU−1A[X](U
−1R,C ⊗A U
−1A[X])
∼= ExtdU−1A[X](U
−1R, (C ⊗A U
−1A)⊗U−1A U
−1A[X])
∼= ExtdU−1A[X](U
−1R,U−1A⊗U−1A U
−1A[X])
∼= ExtdU−1A[X](U
−1R,U−1A[X])
(6)
∼= ωU−1R
For isomorphism (6), the ring U−1A[X] is regular and surjects onto U−1R
so that ExtdU−1A[X](U
−1R,U−1A[X]) is a dualizing module for U−1R, and is
therefore isomorphic to ωU−1R since the dualizing module of U
−1R is unique
up to isomorphism.
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The preceding isomorphisms yield equality (7) in the next computation
jfh([C], 0) = jf([C(ϕ)])
= j([C(ϕ) ⊗R Rδ], [C(ϕ)⊗R U
−1R])
(7)
= j([ωρ ⊗Rδ (C ⊗A Rδ)], [ωU−1R])
= ([ω−1ρ ⊗Rδ ωρ ⊗Rδ (C ⊗A Rδ)], [ωU−1R])
(8)
= ([C ⊗A Rδ], [ωU−1R])
= g([C], [ωU−1R])
= gi′([C], 0).
while (8) is by (4.14.4), and the others are by definition; see, e.g., (4.14.2).
To complete the proof, we verify the behavior of the orderings. One im-
plication follows from [22, (4.6),(5.7),(5.12)]: If [C]A E [C
′]A and i ≤ i′,
then h([C]A, i) E h([C
′]A, i
′). For the converse, assume that h([C]A, i) E
h([C′]A, i
′). By way of contradiction, suppose that i > i′, that is, i = 1 and
i′ = 0. Then our assumption is [C ⊗A R]R E [C′(ϕ)]R. The computations
above provide isomorphisms
C ⊗A R⊗R U
−1R ∼= U−1R and C′(ϕ) ⊗R U
−1R ∼= ωU−1R
so that the order-respecting map S0(γ) yields [U
−1R]U−1R E [ωU−1R]U−1R, a
contradiction since U−1R is not Gorenstein. Thus, we have i ≤ i′. The final
conclusion [C]A E [C
′]A follows from [22, (4.8),(5.8),(5.13)]. 
Acknowledgments
I am grateful to Luchezar Avramov, Lars Christensen, Neil Epstein, An-
ders Frankild, Srikanth Iyengar, Graham Leuschke, Paul Roberts, and Roger
Wiegand for stimulating conversations about this research. Many thanks also
to the referee for his/her very thorough comments. I am especially grateful
to Phillip Griffith for his tireless support and motivation. His work on the
divisor class group and my many conversations with him inspired the research
contained in this paper.
References
1. D. Apassov, Almost finite modules, Comm. Algebra 27 (1999), no. 2, 919–931.
MR 1672015 (2000a:13037)
2. T. Araya, R. Takahashi, and Y. Yoshino, Homological invariants associated to semi-
dualizing bimodules, J. Math. Kyoto Univ. 45 (2005), no. 2, 287–306. MR 2161693
3. M. Auslander, Anneaux de Gorenstein, et torsion en alge`bre commutative,
Se´minaire d’Alge`bre Commutative dirige´ par Pierre Samuel, vol. 1966/67, Secre´tariat
mathe´matique, Paris, 1967. MR 37 #1435
4. M. Auslander and M. Bridger, Stable module theory, Memoirs of the American Mathe-
matical Society, No. 94, American Mathematical Society, Providence, R.I., 1969. MR 42
#4580
SEMIDUALIZING MODULES AND THE DIVISOR CLASS GROUP 29
5. L. L. Avramov and H.-B. Foxby, Locally Gorenstein homomorphisms, Amer. J. Math.
114 (1992), no. 5, 1007–1047. MR 1183530 (93i:13019)
6. , Grothendieck’s localization problem, Commutative algebra: syzygies, multi-
plicities, and birational algebra (South Hadley, MA, 1992), Contemp. Math., vol. 159,
Amer. Math. Soc., Providence, RI, 1994, pp. 1–13. MR 1266174 (94m:13011)
7. , Ring homomorphisms and finite Gorenstein dimension, Proc. London Math.
Soc. (3) 75 (1997), no. 2, 241–270. MR 98d:13014
8. N. Bourbaki, E´le´ments de mathe´matique. Fasc. XXXI. Alge`bre commutative. Chapitre
7: Diviseurs, Actualite´s Scientifiques et Industrielles, No. 1314, Hermann, Paris, 1965.
MR 0260715 (41 #5339)
9. W. Bruns, The canonical module of a determinantal ring, Commutative algebra:
Durham 1981 (Durham, 1981), London Math. Soc. Lecture Note Ser., vol. 72, Cam-
bridge Univ. Press, Cambridge, 1982, pp. 109–120. MR 693630 (84i:13016)
10. W. Bruns and J. Herzog, Cohen-Macaulay rings, revised ed., Studies in Advanced
Mathematics, vol. 39, University Press, Cambridge, 1998. MR 1251956 (95h:13020)
11. W. Bruns and U. Vetter, Determinantal rings, Lecture Notes in Mathematics, vol. 1327,
Springer-Verlag, Berlin, 1988. MR 953963 (89i:13001)
12. L. W. Christensen, Semi-dualizing complexes and their Auslander categories, Trans.
Amer. Math. Soc. 353 (2001), no. 5, 1839–1883. MR 2002a:13017
13. L. W. Christensen and S. Sather-Wagstaff, Descent of semidualizing complexes for ring
with the approximation property, preprint, 2006.
14. V. I. Danilov, Rings with a discrete group of divisor classes, Mat. Sb. (N.S.) 83 (125)
(1970), 372–389. MR 0282980 (44 #214)
15. , Samuel’s conjecture, Mat. Sb. (N.S.) 81 (123) (1970), 132–144. MR 0252374
(40 #5595)
16. , Rings with a discrete group of divisor classes, Mat. Sb. (N.S.) 88(130) (1972),
229–237. MR 0306184 (46 #5311)
17. H. Flenner, Divisorenklassengruppen quasihomogener Singularita¨ten, J. Reine Angew.
Math. 328 (1981), 128–160. MR 636200 (83a:13009)
18. R. Fossum, The divisor class group of a Krull domain, Springer-Verlag, New York,
1973. MR 0382254 (52 #3139)
19. H.-B. Foxby, Hyperhomological algebra & commutative rings, in preparation.
20. , Gorenstein modules and related modules, Math. Scand. 31 (1972), 267–284
(1973). MR 48 #6094
21. A. Frankild, Quasi Cohen-Macaulay properties of local homomorphisms, J. Algebra
235 (2001), 214–242. MR 2001j:13023
22. A. Frankild and S. Sather-Wagstaff, Reflexivity and ring homomorphisms of finite flat
dimension, Comm. Algebra, to appear, arXiv:math.AC/0508062.
23. , The set of semidualizing complexes is a nontrivial metric space, J. Algebra
308 (2007), no. 1, 124–143.
24. S. I. Gelfand and Y. I. Manin, Methods of homological algebra, Springer-Verlag, Berlin,
1996. MR 2003m:18001
25. A. Gerko, On the structure of the set of semidualizing complexes, Illinois J. Math. 48
(2004), no. 3, 965–976. MR 2114263
26. A. A. Gerko, On suitable modules and G-perfect ideals, translation in Russian Math.
Surveys 56 (2001), no. 4, 749–750, 2001. MR 1 861 448
27. E. S. Golod, G-dimension and generalized perfect ideals, Trudy Mat. Inst. Steklov. 165
(1984), 62–66, Algebraic geometry and its applications. MR 85m:13011
28. A. Grothendieck, E´le´ments de ge´ome´trie alge´brique. III. E´tude cohomologique des
faisceaux cohe´rents. I, Inst. Hautes E´tudes Sci. Publ. Math. (1961), no. 11, 167.
MR 0217085 (36 #177c)
30 SEAN SATHER-WAGSTAFF
29. R. Hartshorne, Residues and duality, Lecture Notes in Mathematics, No. 20, Springer-
Verlag, Berlin, 1966. MR 36 #5145
30. , Local cohomology, A seminar given by A. Grothendieck, Harvard University,
Fall, vol. 1961, Springer-Verlag, Berlin, 1967. MR 0224620 (37 #219)
31. B. Herzog, On the macaulayfication of local rings, J. Algebra 67 (1980), no. 2, 305–317.
MR 0602065 (82c:13029)
32. J. Lipman, Rings with discrete divisor class group: theorem of Danilov-Samuel, Amer.
J. Math. 101 (1979), no. 1, 203–211. MR 527832 (80g:13002)
33. H. Matsumura, Commutative ring theory, second ed., Studies in Advanced Mathemat-
ics, vol. 8, University Press, Cambridge, 1989. MR 90i:13001
34. S. Spiroff, The behavior on the restriction of divisor classes to sequences of hypersur-
faces, Ph.D. thesis, University of Illinois at Urbana-Champaign, 2003.
35. J.-L. Verdier, Cate´gories de´rive´es, SGA 4 1
2
, Springer-Verlag, Berlin, 1977, Lecture
Notes in Mathematics, Vol. 569, pp. 262–311. MR 57 #3132
36. , Des cate´gories de´rive´es des cate´gories abe´liennes, Aste´risque (1996), no. 239,
xii+253 pp. (1997), With a preface by Luc Illusie, Edited and with a note by Georges
Maltsiniotis. MR 98c:18007
Sean Sather-Wagstaff, Department of Mathematics, California State Univer-
sity, Dominguez Hills, 1000 E. Victoria St., Carson, CA 90747 U.S.A.
Current address: Department of Mathematical Sciences, Kent State University, Math-
ematics and Computer Science Building, Summit Street, Kent OH 44242
E-mail address: sather@math.kent.edu
URL: http://www.math.kent.edu/~sather
