Summary. We show that most random walks in the domain of attraction of a symmetric stable law have a non{trivial almost sure central limit theorem with the normal law as the limit.
Introduction
Let X; X 1 ; X 2 ; be independent, identically distributed random variables with EX = 0, EX 2 = 1. The almost sure central limit theorem (Brosamler (1988) , Schatte (1988) , Fisher (1989) , Lacey and Philipp (1990) where a is the indicator function of any interval and S(k) = P 1 6 i 6 k X i : For extensions of (1.1) for see e.g. Peligrad and R ev esz (1991) , Schatte (1991) , Berkes and Dehling (1993) , Berkes (1995) ; for local versions of (1.1) see Cs aki, F oldes and R ev esz (1993) , Horv ath and Khoshnevisan (1995) . Weigl (1989) and Cs org} o and Horv ath (1992) showed that under some additional conditions on X we have (log n) 1=2 1 log n X 1 6 k 6 n 1 k a S(k) for some > 0 where N(0; 2 ) stands for a normal random variable with mean zero and variance 2 . Berkes and Horv ath (1996) pointed out that = 0 if and only if the function a is a constant almost everywhere. For extensions of (1.2) for multidimensional (X n ) we refer also to Berkes and Horv ath (1996) . The main aim of this note is the extension of the central limit theorem in (1.2) to the logarithmic averages of random variables in the domain of attraction of a stable law. Let F(x) = PfX 6 xg. We assume that PfX 6 ?xg = PfX > xg for all ? 1 < x < 1; We also need some conditions on the Borel measurable function a. We assume that As we shall see, for xed t > 0 p (x; y; t) is the density function of the vector (U(0); U(t)) where U is the generalized Ornstein-Uhlenbeck process introduced at the beginning of Section 3. Lemma 3.1 and its proof will show that the expression de ning 2 is nonnegative and nite. The logarithmic averages of random variables with distribution function F satisfying (1.3), (1.4) are de ned as (log n) ?1 T(n), where
Our main result is a strong approximation for T(n).
Theorem 1.1. Suppose (1.3), (1.4), (1.6) and (1.7) are satis ed for some > 1= + 1= .
Then on a suitable probability space we can rede ne the process T together with a Wiener process fW(t); t > 0g such that for any > 5 12 , as n ! 1, T(n) ? log n 
Approximation for T
Following Mijnheer (1975) , we say that V ;c (t) is a symmetric stable process with parameters ( ; c) if V ;c has independent increments, V ;c (0) = 0 and V ;c (t) ? V ;c (s) is distributed as (t?s) 1= Y ;c for all 0 6 s < t < 1. First, we need an almost sure invariance principle for S(n); the following lemma, which follows from the results of Stout (1979) , is all we need.
Lemma 2.1. If (1.3) and (1.4) are satis ed for some > 1= + 1= , then on a suitable probability space we can rede ne the process S together with a symmetric stable process V ;c with parameters ( ; c) such that as n ! 1,
Lemma 2.2. Under the assumptions of Theorem 1.1 we have, as n ! 1,
(2:2)
Proof: It follows from (2.1) that there is a random variable n 0 = n 0 (!) such that for all n > n 0 , S(n) ? V ;c (n) 6 n 1= (log n) ?(1+")= Choosing both and to be smaller than min(1; ; 1= ) and using (x + y) 6 x + y (x > 0; y > 0; 0 < < 1), we get from (2.6){(2.9) and consequently for some positive constants 1 ; 2 . Much of the above information can be found in x2.4, x2.5 and x2.7 of Zolotarev (1986) . When 0 < < 1, (3.6) is a consequence of eq. (4) of Bergstr om (1952); when 1 6 < 2, (3.6) can be inferred from the methods leading to eq. (5) x; e ?(p?r)= +(p?r)=(2 ) p ;c (x)dx:
In view of (1.7), the above implies (3.7), since jgj 62 and thus g 4 (x; h) 6 8g(x; h).
We are now ready to work on an approximation for Z(n). Proof. We can again assume ja(x)j 61 and also Observing that j i j 6 1, we get that
Next, we show that for any " > 0, D 5 (n) = O(n 2+" ): (3:16) First, we prove that if 1 6 i < j < k <`6 n and at least one of j ? i and`? k is larger than n "=2 , then E i j k ` 6 8n ?4 : for some constants A 1 , 1 . Since j j j 6 1 and j j;i j 6 1, relation (3.18) implies that for all 1 6 i 6 j ? n "=2 < j < k <`6 n, E i j k ` ? E i j;i k;i `;i 6 3A 1 e ? 1 n "=2 :
Observing that i and j;i k;i `;i are independent and E i = 0, we see that whenever 1 6 i 6 j ? n "=2 < j < k <`6 n, E i j k ` 6 3A 1 e ? 1 n "=2 :
Similarly, (3.19) holds if 1 6 i < j < k 6 k+n "=2 6`6 n. All terms satisfying (3.19) cannot contribute more than 3A 1 n 4 e ? 1 n "=2 to the value of D 5 (n). It is also clear that the number of 4{tuples (i; j; k;`) satisfying 1 6 i < j < k <`6 n with j ? i 6 n "=2 and`? k 6 n "=2 is O(n 2+" ). Since j i j 6 1, (3.16) follows. Similar arguments show that for all " > 0,
Lemma 3.4 follows. Note also that f k ; k > 1g is an independent sequence. Thus by the Skorohod representation theorem (cf. Hall and Heyde (1980) In what follows, we assume 1 < < 2. Let P x denote the probability conditional on U(0) = x. As usual, E x denotes the corresponding expectation. The strong Markov process U has transition densities q t (x; y) given by q t (x; y) = p (x; y; t) p ;c (x) :
That is, q t (x; y) is the density of U(t) at y conditional on U (0) (Note that the constants in the O in both relations can depend on x; y.) Thus using also the fact that p ;c (u) > 0 for any u (see Zolotarev (1986) We need a lemma from potential theory. Let T x = inf s > 0 : U(s) = x . >From 1 < < 2 and the results of Getoor and Kesten (1972) it follows that the stopping times T x are nite and the following lemma holds (see. Eq. (4.4) of Getoor and Kesten (1972) We can now easily complete the proof of the theorem. Let a be a bounded, upper semicontinuous function (if a is lower semicontinuous, replace a by ?a) satisfying (4.9).
Assume that = 0; we show that a = 0 almost everywhere. In view of (4.9) this will follow if we show that for each " > 0 the set A " = fu : a(u) < ?"g is empty. By the upper semicontinuity of a the set A " is open, and thus if it is not empty, there exist ?1 < x 0 < x 1 < 1 such that for all x 0 < u < x 1 we have a(u) < ?". Recall that the choice of x and y has thus far been arbitrary. Now we pick x such that x 0 < x < x 1 ; y will be chosen later. Let S = inf In other words, as y ! x, T y converges to 0 in P x probability. In particular, choosing y 6 = x su ciently close to x, we have for the of Eq. (4.11), P( 0 1 ? 1 > 4 ) = P x ? T y > 4 6 4 :
Similarly, choosing y 6 = x su ciently close to x, we will also have (4:12) Note that the event f 2 ? 1 < Sg implies that for all 1 < s < 2 we have x 0 < U(s) < 
