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Using the Fundamental-Measure Density Functional Theory, we have studied theoretically the
phase behavior of extremely confined mixtures of parallel hard squares in slit geometry. The pore
width is chosen such that configurations consisting of two consecutive big squares, or three small
squares, in the transverse direction, perpendicular to the walls, are forbidden. We analyzed two
different mixtures with edge-lengths of species selected so as to allow or forbid one big plus one
small square to fit into the channel. For the first mixture we obtained first-order transitions between
symmetric and asymmetric packings of particles: small and big squares are preferentially adsorbed
at different walls. Asymmetric configurations are shown to lead to more efficient packing at finite
pressures. We argue that the stability region of the asymmetric phase in the pressure-composition
plane is bounded so that the symmetric phase is stable at low and very high pressure. For the second
mixture, we observe strong demixing between phases which are rich in different species. Demixing
occurs in the transverse direction, i.e. the dividing interface is perpendicular to the walls, and
phases exhibit symmetric density profiles. The possible experimental realization of this behaviour
(which in practical terms is precluded by jamming) in strictly two-dimensional systems is discussed.
Finally the phase behavior of a mixture with periodic boundary conditions is analyzed and the
differences and similarities between the latter and the confined system are discussed. We claim
that, although exact calculations discard the existence of true phase transitions in 1+ ǫ-dimensional
systems, Density Functional Theory is still successful to describe packing properties of large clusters
of particles.
Keywords: Density Functional Theory, Mixture of parallel hard squares, Confined fluids, Micro/macro-
segregation
I. INTRODUCTION
Fluids of two-dimensional hard anisotropic parti-
cles are paradigmatic examples of systems exhibit-
ing entropy-driven phase transitions to orientation-
ally and positionally ordered phases. The elucida-
tion of the phase behavior of two-dimensional flu-
ids composed of hard particles is not an academic
study, since hard particles enjoy many experimental
realizations. To cite a representative recent experi-
ment, extreme confinement of three-dimensional litho-
graphically synthesized prisms with different polyg-
onal cross-sections in quasi-2D geometries has been
accomplished [1–4]. The phase behavior of these ef-
fectively two-dimensional Brownian particles were re-
ported, and their tendency to produce chiral phases
[1, 3] or racemic mixtures of monomers and dimers was
emphasized [2]. Also, the phase behavior of colloidal
monolayers of particles with exotic shapes has recently
been reported [4]. Research on three-dimensional col-
loidal particles of different shapes, especially in con-
nection with packing and partial or complete crystal-
lization, has also been very active (see Ref. [5] for a
recent review).
Several theoretical works have concentrated on the
elucidation of the phase behavior of hard polygonal
particles [6–14]. The results show that it strongly de-
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pends on the symmetries of particle shapes. Apart
from the usual uniaxial nematic phase present in flu-
ids of elongated rods, other more ‘exotic’ orienta-
tional fluid phases, such as triatic, tetratic and hex-
actic phases, also exist. For example, hard rectan-
gles may order into uniaxial nematic phases, but also
in tetratic arrangements at low particle aspect ra-
tios [7, 8]. Different plastic or orientationally ordered
crystals have been classified as a function of parti-
cle shape [12, 13]. Especially interesting is the case
of hard squares because of their plane-filling proper-
ties and the mathematical simplicity of their inter-
action potential. Classical work on the numerical
calculation of virial coefficients [15, 16] demonstrate
the importance of hard squares as a simple model to
elucidate important problems in statistical mechan-
ics. The lattice-gas version of the model has attracted
some attention [17–19] The parallel hard square model
has also been investigated [20–22]. Simulations have
shown that freely-oriented hard squares present ne-
matic tetratic and crystal square phases [6]. Rounded
hard squares have been investigated and their phase
behaviours seen to depend on the degree of roundness
[9]. An experimental realization of this system has
been reported, together with evidence for a rich phase
diagram [23]. Also, demixing transitions in mixtures
of hard squares have been explored by simulation [24].
The effect of confinement on two-dimensional fluids
of rod-like particles in cavities of square, rectangu-
lar or circular geometries has been extensively studied
[25–32]. When the confining geometry is incompati-
ble with the symmetry of the bulk phase the system
2usually responds to the geometric frustration by creat-
ing point defects or domain walls in the orientational
field. Hard particles exhibit preferred orientations at
the boundary of the confining walls, which are con-
trolled solely by entropy. These ‘anchoring’ effects are
strong enough that creation of defects is unavoidable.
The number and symmetry of the defects strongly de-
pends on the geometry of the confining cavity and on
the symmetries of the bulk phases.
When confinement of 2D hard particles (an also of
3D hard spheres inside a cylindrical pore) between two
hard lines is so extreme that the system is close to
the 1D limit the partition function can be calculated
for nearest-neighbor or next-nearest-neighbor interac-
tions using the Transfer Matrix Method (TMM). This
method becomes a useful (and potentially exact) theo-
retical tool to extract information about the structure
of the confined fluid. In essence, the technique calcu-
lates, apart from the partition function, the proba-
bility density and pair correlations between particles.
The method was successfully applied to the study of
hard disks, squares, rhombuses and rectangles under
strong confinement [33–40]. The results can be sum-
marized as follows: (i) Phase transitions between dif-
ferent spatial structures are ruled out, a confirmation
of the general result that fluids composed of parti-
cles interacting via hard-core potentials do not ex-
hibit phase transitions in 1 + ǫ dimensions. (ii) From
the behavior of probability densities and pair corre-
lation functions smooth crossovers between different
spatial structures can be shown to exist. For exam-
ple, the system may change from a one-layer structure
that behaves approximately as a 1D Tonk’s gas to
a structure consisting of two highly-correlated layers
adsorbed at each wall. Correlation may be different
depending on the specific particle geometry (circular
vs. square). (iii) Although phase transitions can be
ruled out, the equation of state (EOS) may exhibit, in
a range of packing fraction associated with the struc-
tural crossover, a plateau, and consequently the spe-
cific heat exhibits a sharp peak in this range of packing
fraction.
The implementation of the TMM to such systems
serves as an ideal testbed to study the performance of
available Density Functionals (DF) developed for 2D
fluids of: hard disks [41], parallel hard squares (PHS)
[42], rectangles within the restricted orientation ap-
proximation [43], or freely-rotating disco-rectangles
[44]. All of these DF are based on the Fundamental-
Measure Theory (FMT), initially developed for hard
spheres and further extended to anisotropic particles.
For reviews of this theoretical tool see Refs. [45, 46].
Recent work on highly confined PHS and rectangles
(in the orientation-restricted or Zwanzig approxima-
tion) in slit geometry using both theories, TMM and
FMT, demonstrated the high performance of FMT
to predict changes in the structural properties of the
fluid induced by confinement, and also to describe the
anomalous behavior of the EOS at the crossover be-
tween different structures [39, 47].
In the present article we go beyond the one-
component fluid studied previously, and focus on the
effect of extreme confinement on the structural and
thermodynamical properties of binary mixtures of
PHS, using a FMT-based formalism. Mixtures of
small (edge-length equal to σ1) and big (edge-length
equal to σ2) squares are confined into a channel of
width H . The value of H is selected in such a way
that at most two layers of small squares can fit into
the channel, whereas only one layer (but not two) of
big squares can fit. We analyze two different mixtures
characterized by the ratios σ2/σ1 = 1.5 and 2. We
found micro- and macrosegregation first-order transi-
tions for the first and second mixtures, respectively.
In the former case, different species are preferentially
adsorbed at different walls, while in the latter species
phase-separate, with a dividing surface perpendicular
to the walls. We explain, using entropic arguments,
why these mixtures segregate. We claim that a TMM
applied to these mixtures could confirm the appear-
ance of large clusters of micro/macrosegregated par-
ticles as the packing fraction is increased, despite the
fact that an exact theory should discard the existence
of a true phase transition between different structures.
The paper is organized as follows: In Sec. II the
model is introduced and details are provided on the
theory. Also, the numerical procedure used to find
the phase behavior of the system is discussed. Tech-
nical details to prove the nonexistence of fluid-fluid
demixing at bulk, along with the method to find the
spinodal instability of uniform phases with respect to
1D spatial density modulations, are relegated to Sec.
A and B, respectively. In Sec. III the results are pre-
sented. This section is in turn divided into two parts,
where results obtained for mixtures with σ2/σ1 = 1.5
[Sec. III A] and σ2/σ1 = 2 [Sec. III B] are given. The
end of Sec. III B is devoted to describing the phase
behavior of the σ2/σ1 = 2 mixture that results from
imposing periodic boundary conditions, instead of a
confining external potential. Finally some conclusions
are drawn in Sec. IV.
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FIG. 1: Schematic of close-packing configurations of bi-
nary mixtures of PHS with σ2/σ1 = 1.5 and molar frac-
tions (a) x > 3/5, and (b) x < 3/5. The small and big
clusters are indicated with blue and red solid lines, re-
spectively.
II. MODEL AND THEORY
Our model consists of a binary mixture of PHS con-
fined into a channel (or a slit pore) formed by two
parallel hard lines (or walls) with a relative distance
between them of H (the pore width). See Fig. 1 for
a sketch of the system. Small and large particles have
edge-lengths equal to σ1 and σ2, respectively. Coordi-
nates parallel and perpendicular to the walls are cho-
sen as x and y, respectively, and the walls are located
at y = 0 and y = H . Our system is described in terms
of the density profile of species i, ρi(y), which is as-
sumed to depend only on the y-coordinate. The mean
density, averaged in the channel, of the ith species is
3defined as
ρi ≡ 1
H
∫ H
0
dyρi(y), ρ = ρ1 + ρ2, (1)
with ρ the total mean density. The mixture composi-
tion is described in terms of the mean molar fraction
of small species:
x ≡ x1 = ρ1
ρ
, x2 =
ρ2
ρ
= 1− x,
∑
i
xi = 1. (2)
The mean packing fraction of the mixture is, as usual,
calculated as
η =
2∑
i=1
ηi =
2∑
i=1
ρiσ
2
i . (3)
The theoretical model used is a version of DFT, the so-
called FMT, which was formulated for PHS in the ’90
[42] and has been extensively tested before in several
studies [39, 47]. The main assumption of the theory,
adapted to the present system, is that the excess (or
interaction) part of the free-energy density of the PHS
fluid only depends on four weighted densities,
n0(y) =
1
2
∑
i
[
ρi(y
−
i ) + ρi(y
+
i )
]
, (4)
n2(y) =
∑
i
σi
∫ y+
i
y
−
i
dy′ρi(y
′), (5)
n1x(y) =
1
2
∑
i
σi
[
ρi(y
−
i ) + ρi(y
+
i )
]
, (6)
n1y(y) =
∑
i
∫ y+
i
y
−
i
dy′ρi(y
′), (7)
where y±i = y ± σi/2. The explicit expression for the
excess free-energy density, in reduced thermal units,
is [42]
Φexc(y) = −n0(y) log[1− n2(y)] + n1x(y)n1y(y)
1− n2(y) , (8)
while the ideal part, neglecting the thermal areas, is
Φid(y) =
∑
i
ρi(y) [log ρi(y)− 1] , (9)
(10)
The grand-potential per unit length can then be cal-
culated as
Ω[{ρi}]
L
=
F [{ρi}]
L
−
∑
i
∫ H
0
dy
(
µi − v(i)ext(y)
)
ρi(y),(11)
with F [{ρi}] the Helmholtz free-energy DF,
βF [{ρi}]
L
=
βFid[{ρi}]
L
+
βFexc[{ρi}]
L
=
∫ H
0
dyΦid(y) +
∫ H
0
dyΦexc(y), (12)
with β = (kBT )
−1 the inverse of temperature, µi the
chemical potential of species i and L the length of the
system. The external potential acting on particle i is
defined as
βv
(i)
ext(y) =
{
0,
σi
2
≤ y ≤ H − σi
2
,
∞, otherwise.
(13)
By minimizing the grand potential with respect to
ρi(y), i.e.
δβΩ[{ρi}]
δρi(y)
= 0, we obtain
ρi(y) =
{
e−Ψi(y)+βµi ,
σi
2
≤ y ≤ H − σi
2
,
0, otherwise,
(14)
where we have used the short-hand notation
Ψi(y) ≡ δβFexc[{ρi}]/L
δρi(y)
(15)
The longitudinal pressure inside the channel can be
calculated as
βp =
1
H
{∑
i
[∫ H
0
dyρi(y) (1 + Ψi(y))
]
− βFexc
L
}
=
1
H
∫ H
0
dy
[
n0(y)
1− n2(y) +
n1x(y)n1y(y)
(1 − n2(y))2
]
. (16)
By fixing the values of both mean packing fractions
ηi inside the channel, the constrained minimization of
the free-energy, βF [{ρi}], with respect to ρi(y) leads
to
ρi(y) =
ηie
−Ψi(y)
σ2iH
−1
∫ H
0 dy
′e−Ψi(y′)
, (17)
for σi/2 ≤ y ≤ H − σi/2, and zero otherwise. Obvi-
ously the two routes: (i) to fix the chemical potentials
µi, and (ii) to fix the packing fractions ηi, are equiva-
lent. Using the second route to calculate the equilib-
rium density profiles, the chemical potentials can be
calculated as
βµi = log
[
ηi
σ2iH
−1
∫H
0
dye−Ψi(y)
]
. (18)
To study the thermodynamics of the confined fluid
mixture, which is necessary to calculate possible phase
transitions, it is more convenient to use the Gibbs free-
energy per-particle in reduced thermal units, defined
as
g ≡ β
ρ
( F
LH
+ p0
)
. (19)
Here the pressure of the confined mixture is fixed,
p (x, ρ) = p0, (20)
and ρ can be numerically calculated as a function of
the mixture composition x once the equilibrium den-
sity profiles, {ρ(eq)i (y)} are obtained from Eq. (17).
The function g(x) can then be obtained. In case
of first-order phase transitions a double-tangent con-
struction on g(x) allows us to calculate the coexisting
values of molar and packing fractions. For convenience
we will use a dimensionless pressure p∗0 ≡ βp0σ21 .
Sec. A of the Appendix presents a proof that the
uniform mixture of PHS is always stable at bulk, i.e.
no demixing is possible. In Sec. B of the same Ap-
pendix the spinodal instability of uniform phases with
respect to one-dimensional periodic inhomogeneities is
discussed by means of a bifurcation analysis.
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FIG. 2: Packing fraction η vs. molar fraction x for SYM
(red) and ASYM (blue) configurations of a confined binary
mixture of PHS with σ2/σ1 = 1.5, H/σ1 = 2.6 and p
∗
0 = 4.
The green curve corresponds to the packing fraction for the
close-packed configuration ηcp (see the text). Note that
the maxima of the curves η(x) in both SYM and ASYM
configurations are located close to x = 0.6, the maximum
close-packing value. Red and blue circles indicate the SYM
and ASYM coexisting states, respectively. Thus the red
curve between red circles corresponds to metastable states.
These states also occur in the blue curve at left and right
of the blue circles.
III. RESULTS
This section is devoted to presenting the results ob-
tained from the numerical solutions of Eqs. (17) and
(20), which provide the equilibrium density profiles
ρi(y) for fixed pressure p
∗
0, and for a given mixture
composition x. Varying x inside a given set of values
{xi = i/Nx, i = 0, . . . , Nx, Nx ∼ 100} allows to obtain
a sufficiently accurate Gibbs free-energy per particle,
g(x) [from Eq. (19)] to search for possible phase tran-
sitions and calculate the phase diagrams. This section
is divided into two parts. Sec. III A is concerned with
a confined binary mixture of PHS with σ2/σ1 = 1.5
and several values of pore width H/σ1. Values of H
were chosen to ensure that only two small squares
(but not three) or one big plus one small square can
fit inside the channel along its transverse direction,
whereas only one big square (but not two) is allowed
to fit (i.e. 2.5 = 1 + σ2/σ1 < H/σ1 < 2σ2/σ1 = 3).
In Sec. III B a mixture with σ2/σ1 = 2 is studied.
This time configurations where one big plus one small
or, again two big squares, are both forbidden, which is
expressed by the condition 2 < H/σ1 < 1+σ2/σ1 = 3.
A. The σ2/σ1 = 3/2 mixture
First we analyze the close-packing properties of the
mixture. For composition x ≥ 3/5 the close-packing
configuration can be reached by adding up along the
channel two kinds of clusters in close contact. Big
clusters, Nb in number, consist of groups of five parti-
cles: two big squares joined in the direction along the
channel and in contact with one wall, and three small
squares, also joined along the channel, located on top
of (or below) the big squares and occupying the same
length, parallel to the walls, as the big squares. The
other, smaller clusters, Ns in number, are made of
small squares grouped together in dimers and consist
of two squares, perfectly aligned along the transverse
direction, each one in contact with opposite walls. See
Fig. 1 for a sketch of a possible close-packing con-
figuration. The number of clusters should fulfill the
relation 3Nb + 2Ns = xN and 2Nb = (1 − x)N (and
thus Nb = (1−x)N/2 and Ns = (5x−3)N/4) with N
the total number of particles. The packing fraction at
close packing can be calculated as the ratio between
the total area occupied by all clusters divided by the
total area, i.e.
ηcp =
Nb(2σ22 + 3σ21) + 2Nsσ21
[3Nbσ1 +Nsσ1]H =
9− 5x
3− x ×
σ1
H
, (21)
for x ≥ 3/5. For the case x ≤ 3/5 the close pack-
ing configuration can be reached by adding in close
contact along the channel the same big clusters as
defined previously, with a total amount of Nb, and
small clusters, with a total number of Ns, this time
formed by a single big square in any position along
the transverse direction. The numbers {Nb,Ns} ful-
fills 3Ns = xN and 2Ns +Nb = (1− x)N (and conse-
quently Ns = xN/3 and Nb = (3−5x)N/3 . Then the
packing fraction at close packing can be calculated for
x ≤ 3/5 as
ηcp =
Nb(2σ22 + 3σ21) +Nsσ22
(3Nbσ1 +Nsσ2)H =
9− 5x
6(1− x) ×
σ1
H
. (22)
The function ηcp(x), given by Eqs. (21) and (22)
for the case H/σ1 = 2.6, is plotted in green in Fig.
2. The maximum packing fraction obviously corre-
sponds to x = 3/5 with η(max)cp = ηcp(3/5) = 5σ1/2H.
The packing fractions for the one-component fluids
composed of big and small particles are respectively
ηcp(0) = 3σ1/2H and ηcp(1) = 2σ1/H. In the same
figure we plot the results from DFT calculations for
the same pore-width H/σ1 = 2.6 at a fixed pressure
p∗0 = 4. Two different solutions are obtained, corre-
sponding to two different local minima of the Gibbs
free-energy per particle. The red line represents the
so-called symmetric (SYM) solution, which has den-
sity profiles symmetric with respect to a line parallel
to the x axis that passes through the middle of the
channel, i.e. ρi(y) = ρi(H − y). The blue line, in
contrast, represent an asymmetric (ASYM) solution,
with ρi(y) 6= ρi(H−y). Note that the ASYM solution
only exists in a particular interval of molar fractions,
whereas the SYM profile exists for all x. The former
gives a higher value of mean packing fraction η (since
the blue curve is above the red one). Both curves
have their maxima located close to x ≈ 3/5, where
the maximum value at close-packing is reached. The
confined mixture exhibits two first-order phase transi-
tions that take place as the molar fraction is increased
from 0 to 1. Both the SYM-ASYM and ASYM-SYM
transitions are correspondingly labeled in Fig. 2, with
the coexisting values shown by two pairs of red and
blue circles.
The ASYM-phase is stable in an interval of x be-
tween the blue circles of Fig. 2. This can be con-
cluded from Fig. 3, where we plot the Gibbs free-
energy per particle for two different ranges of x [(a)
and (b)] located close to both phase transitions. In
both cases straight lines have been subtracted to im-
prove visualization. The circles correspond to values
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FIG. 3: Gibbs free-energy per particle in reduced thermal
units minus a straight line vs. mean molar fraction x. (a)
g∗ ≡ g − 17.856 + 13.184x and (b) g∗ ≡ g − 15.959 +
8.873x. Two different intervals of x are shown, located
where transitions from SYM (red curve) to ASYM (blue
curve) [shown in (a)] and from ASYM to SYM [shown in
(b)] phases take place. Results correspond to a confined
binary mixture of PHS with σ2/σ1 = 1.5, H/σ1 = 2.6 and
p∗0 = 4. Solid curves are least-square polynomial fits to
the red and blue symbols, which represent the calculated
points. The coexisting points are indicated with black
symbols joined by dashed lines.
of x where DFT calculations were performed, and the
pressure was fixed to p∗0 = 4. Red and blue curves
are polynomial fits of the SYM and ASYM solutions
respectively, which were used to calculate coexistence
through a double-tangent construction. We checked
that the energy g of the ASYM-phase is always be-
low that of SYM-phase in the interval x ∈ [0.2, 0.5].
The four coexisting density profiles are shown in Fig.
4. Their symmetric or asymmetric character are quite
apparent. In the ASYM-phase big and small squares
are preferentially absorbed at different walls, a type of
microsegregation transition. In contrast, in the SYM
phase both species are equally adsorbed at both walls.
The driving force for microsegregation is entropy.
It is clear that, at close packing, two possible config-
urations of big clusters in the SYM phase are equally
represented, i.e. big clusters containing big squares
in contact with different walls are equally likely. In
contrast, in the ASYM-phase this symmetry is bro-
ken, with one of the configurations overrepresented
with respect to the other. Close packing can be at-
tained by both ASYM and SYM phases, but the lat-
ter is more disordered in terms of mixing entropy and
consequently has a lower free energy. However, far
from close packing, when pressure is not too large
(e.g. p∗0 = 4), the situation can be different. Since big
squares will be alternatively absorbed at both walls
in the SYM phase, while the the space between big
squares in contact with the same wall is moderately
filled with small squares, it is clear that it not possi-
ble for big squares to overpass each other: the motion
of small squares along the x-axis is severely restricted
due to the jammed configuration of large particles.
Thus the configurational entropy, related to the total
number of allowed particle configurations, drops and
consequently the free-energy increases as compared to
that of the quasi-perfect ASYM-phase. In the latter
big squares are not jammed (since most of them are
adsorbed at the same wall) and therefore particles can
move along the channel with much more freedom (the
only constraint being hard-core interactions with the
lateral neighbors). Of course particles can also move
along the y-axis, but they have similar freedom in both
phases.
We performed coexistence calculations for several
values of pressure to construct a phase diagram for
H/σ1 = 2.6. This is shown in Fig. 5, in the p
∗ − x
and η− x planes. We see that the ASYM stability re-
gion is laterally bounded (in the x direction) by first-
order SYM-ASYM and ASYM-SYM transitions lines.
At low pressures the SYM-ASYM transition termi-
nates in a left-tricritical point (open circle). From
this point the transition becomes continuous. This
line meets the binodals of the ASYM-SYM transi-
tion at the right-tricritical point (open triangle). Note
the strong fractionation of the SYM-ASYM transition:
the compositions of the coexisting phases are much
more different than those of the ASYM-SYM transi-
tion. As more packed configurations are reached by
increasing the amount of small squares, the phase di-
agram in the η − x plane [panel (b)] becomes highly
asymmetric, i.e. there is a large difference in packing
fraction values of the coexistence binodals at left and
right of the end-critical point.
The phase diagram for a wider pore width of
H/σ1 = 2.8, shown in Fig. 6, was also calculated. In
wider pores the entropically-driven microsegregation,
resulting from particle-motion restrictions in jammed
SYM-configurations, still operates, but to a lesser ex-
tent because the transverse spatial freedom of parti-
cles increase with H/σ1. Thus the ratio between the
gain in lateral free length (resulting from microsegre-
gation) and the transverse free length is lower. We
should remind ourselves that configurational entropy
competes with mixing entropy (which prevents mi-
crosegregated states). As a final result the region of
ASYM-phase stability in the p∗0 − x phase diagram
shrinks with H/σ1, a fact that can be confirmed by
looking at Fig. 7 (a). It can be seen that for the high-
est pressure used (p∗ = 6.2) the stability interval in x
of the ASYM-phase is now ∼ [0.23, 0.65], smaller than
[0.15, 0.75] (which corresponds to the H/σ1 = 2.6-
case). Another interesting feature of the phase dia-
gram is the weaker character of the first-order SYM-
ASYM transition at the left of the azeotropic point
(open circle). The azeotropic character of the latter
can be inferred from panel (b), which demonstrates
the existence of a coexisting gap in η at this point,
despite the fact that the composition of the coexisting
phases is the same. The binodals are monotonically-
increasing functions of x, showing the higher packing
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FIG. 4: Coexistence density profiles corresponding to the two first-order phase transitions shown in Fig. 3 for σ2/σ1 = 1.5,
H/σ1 = 2.6 and p
∗
0 = 4. (a) and (b) correspond to the low molar fraction region, whereas (c) and (d) refer to the high
molar fraction region. (a) and (c) are SYM phases, while (b) and (d) are ASYM phases. Blue and red curves correspond
to scaled density profiles ρ1(y)σ
2
1 and ρ2(y)σ
2
2 of small and big species, respectively.
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FIG. 5: Phase diagrams of a confined binary mixture of
PHS with σ2/σ1 = 1.5 and H/σ1 = 2.6. (a) p
∗
0 vs. x. (b)
η vs. x. Red and blue filled circles represent the coex-
isting values of the SYM and ASYM states, respectively.
Open circle represents the left-tricritical point separating
the coexisting binodals (solid lines) from the continuous
phase-transition curve (dashed line). The open triangle
represents the right-tricritical point.
inside the pore resulting from an increase in the num-
ber of small squares.
Fig. 7 depicts the four coexisting density profiles
for this pore-width and with pressure fixed to p∗0 = 4.
The following results can be extracted: (i) density pro-
files are broadened compared to those for the thinner
pore, and (ii) adsorption of big squares at the walls
is increased: the heights of the central plateau in the
density profile ρ2(y) [see (a) and (b)] are lower than
those of Fig. 2(a) and (b). This effect can be under-
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FIG. 6: Phase diagrams for the confined binary mixture of
PHS with σ2/σ1 = 1.5 and H/σ1 = 2.8. (a) p
∗
0 vs. x, and
(b) η vs. x. Red and blue circles represent the coexisting
values corresponding to SYM and ASYM states, respec-
tively. The open circle indicates the azeotropic point.
stood in terms of the low values of coexisting composi-
tions for the SYM-ASYM transition in the thin pore:
There exists a large amount of big squares which do
not contribute to the formation of the big clusters and
they freely fluctuate between both walls.
The decrease in ASYM phase stability with pore-
width H/σ1 at a fixed pressure (in particular for p
∗
0 =
4) is confirmed in Fig. 8 (a), where we plot the interval
∆x = xa,2 − xa,1 (with xa,i the coexisting values of
the left (i = 1) and right (i = 2) ASYM-binodals)
in which stable ASYM solutions are found vs. the
free transversal length (H−σ1−σ2)/σ1. Also plotted
are the difference in packing fractions at these points
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FIG. 7: Coexistence density profiles corresponding to the two first-order phase transitions shown in Fig. 6 for σ2/σ1 = 1.5,
H/σ1 = 2.8 and p
∗
0 = 4. (a) and (b) correspond to the low molar fraction region, whereas (c) and (d) refer to the high
molar fraction region. (a) and (c) are SYM phases, while (b) and (d) are ASYM phases. Blue and red curves correspond
to scaled density profiles ρ1(y)σ
2
1 and ρ2(y)σ
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2 of small and big species, respectively.
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FIG. 8: (a) Differences in coexisting molar and packing
fractions of ASYM phases, ∆x ≡ x(a,2) − x(a,1) (blue) and
∆η ≡ η(a,2) − η(a,1) (red), as a function of the scaled
free length (H − σ1 − σ2)/σ1, for a binary mixture with
σ2/σ1 = 1.5 and pressure p
∗
0 = 5. (b) Equation of state
(EOS) of a confined binary mixture with σ2/σ1 = 1.5 and
H/σ1 = 2.8. The red and blue solid lines correspond to
SYM and ASYM states, with compositions fixed to their
corresponding coexisting values at p∗0 = 4 (i.e. x = 0.36611
and x = 0.38352 respectively). Coexisting states are in-
dicated by empty circles. The EOS corresponding to a
SYM phase with x = 0.38352 is shown by a dashed red
curve. Note that this curve intersects the blue line at high
pressures, indicating that the ASYM states will become
unstable and an upper azeotropic point probably exists in
the phase diagram.
(∆η = η(a,2)−η(a,1)) which does not change much but
exhibits a maximun.
As mentioned before, the entropic mechanism that
drives microsegregation at finite pressure does not op-
erate at close packing because in this case (infinite
pressure) the lateral free length that allows particle
motion is absent, while mixing entropy favors the for-
mation of SYM states. Therefore, at very high pres-
sure, an upper azeotropic point is expected in the
phase diagram: we conjecture the existence of a finite
region in the phase diagram where a reentrant ASYM-
phase is stable. An indication that this could certainly
be the case can be seen in Fig. 8 (b), where we plot the
EOS of the SYM (solid-red) and ASYM (solid-blue)
phases for fixed values of compositions, x = 0.36611
and x = 0.38352 respectively. These are the coexist-
ing values of the SYM-ASYM transition at p∗0 = 4.
The SYM and ASYM phases are stable in the inter-
vals 0 < p∗0 < 4 and 4 < p
∗
0 . 9, respectively. Note
how the EOS of a SYM phase with a fixed composi-
tion x = 0.38352 (dashed red line) intersects the blue
solid curve, which indicates that for pressures p∗ & 9
the ASYM phase might loose stability with respect to
the SYM phase. Unfortunately our numerical scheme
to implement the DF minimization becomes unstable
at these high pressures, and an alternative method,
such as a density-profile parameterization, is needed
to validate this conjecture.
B. The σ2/σ1 = 2 mixture
To find the close-packing configurations for σ2/σ1 =
2 we apply the same reasoning as before: The close-
packed limit can be reached by joining Nb big clus-
ters (constituted by a single big square) with Ns small
clusters (formed by dimers of, perfectly aligned along
y, small squares). The total area occupied by both
clusters is Nbσ22 + 2Nsσ21 , whereas the total occupied
length along the channel is Nbσ2+Nsσ1. As the num-
bers {Nb,Ns} fulfill the condition Nb = (1− x)N and
Ns = xN/2, we arrive at
ηcp =
Nbσ22 + 2Nsσ21
(Nbσ2 +Nsσ1)H =
(1− x) (σ2/σ1)2 + x
2(1− x)σ2/σ1 + x ×
2σ1
H
=
2σ1
H
. (23)
The close-packing value does not depend on com-
position. In Fig. 9 (a) these limits are shown for
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FIG. 9: (a) Packing fraction vs. molar fraction for a con-
fined binary mixture of PHS with σ2/σ1 = 2, p
∗
0 = 5
and H/σ1 = 2.2 (solid black) 2.4 (solid red), and 2.6
(solid blue). Close-packing values, ηcp, for the same val-
ues of H/σ1, are shown by dashed lines. (b) Scaled
Gibbs free-energy per particle minus a straight line, g∗ ≡
βg − 27.232 + 18.124x, vs. molar fraction for the same
mixture and for H/σ1 = 2.4. The solid circles joined with
a dashed line indicate the coexistence values of x.
H/σ1 = 2.2, 2.4 and 2.6. Also the functions η(x) are
plotted for the same values of pore widths as obtained
from the DF minimization, by fixing the pressure to
p∗0 = 5. Clearly the packing fractions, monotonic de-
creasing functions of x, do not change too much with
composition as compared to the case σ2/σ1 = 1.5.
The intervals of x between the solid circles represent
the instability region in mixture composition with re-
spect to demixing transitions. This behaviour can be
confirmed by plotting the Gibbs free-energy per par-
ticle (minus a straight line) g∗ vs. x, as we do in
panel (b) for H/σ1 = 2.4 and p
∗
0 = 5. Strong demix-
ing between two confined phases, each one rich in one
of species, is confirmed. The phase separation has a
clear lateral symmetry, i.e. both phases are separated
along the channel with a Gibbs-dividing interface per-
pendicular to the channel. This is a kind of macroseg-
regation, completely different to the microsegregation
obtained before for the case σ2/σ1 = 1.5. However,
the density profiles are now symmetric always.
To find the phase diagram, we have calculated the
coexisting values of x and η for a set of different values
of p∗0, and for a fixed pore width H/σ1 = 2.4, via the
double-tangent construction of g(x). Phases diagrams
in p∗−x and η−x coordinates are plotted in Fig. 10 (a)
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FIG. 10: Phase diagrams in the (a) pressure-composition,
and (b) packing fraction-composition planes of a confined
binary mixture of PHS with σ2/σ1 = 2, and H = 2.4. In
(b) four isobars, for p∗0 = 6 (blue), 5 (red), 4 (green), and
3.2 (orange) are shown with dashed lines.
and (b) respectively. Dashed lines in (b) correspond to
different isobars inside the demixed region. The phase
separation ends in a critical point (white circle), below
which the mixture is stable. As pressure is increased
from that point, the coexisting phases become more
similar to the confined one-component fluids. As an
example of coexisting phases, Fig. 11 shows the den-
sity profiles of small and big squares for the (a) low-x
and (b) large-x coexisting phases, with p∗0 = 4 and
H/σ1 = 2.4. Note that in panel (a) the density pro-
file of small species is not visible at the scale of the
figure, demonstrating the quasi-one-component char-
acter of the mixture. We can see in panel (b) that,
while big squares always fluctuate close to the center
of the pore, small squares are strongly adsorbed at
both walls.
The phase separation once again is related to en-
tropy. When both species are mixed, e.g. when clus-
ters formed by dimers of small squares are surrounded
by big squares, lateral motion of small particles is
strongly restricted because small and big species can-
not overpass each other. Also, if one dimer of small
particles is located between two big squares, motion
of these highly constrained small squares entails the
breaking of dimers, with a lowering in the local pack-
ing fraction. When the mixture is well separated,
small squares can move in the lateral direction much
more freely because the presence of other small par-
ticles in front do not constrain their motion. Thus,
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FIG. 11: Density profiles of a confined binary mixture
with σ2/σ1 = 2, H/σ1 = 2.4 and p
∗
0 = 5 corresponding
to the coexisting phases with (a) low and (b) high molar
fractions.
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FIG. 12: Differences in the coexisting molar fraction, ∆x =
x
(2)
− x
(1) (black), and packing fraction, ∆η = η(2) − η(1)
(red), of the demixed phases as a function of the free
length, (H−σ2)/σ1, for a binary mixture of confined PHS
with σ2/σ1 = 2 and p
∗
0 = 5.
the dimers can be continuously formed and destroyed
without altering the local packing of particles.
An interesting issue is how the demixing transition
depends on pore width H . The answer to this ques-
tion is given by Fig. 12, where the demixing gaps in
x (black) and η (red) are plotted as a function of the
free length (H − σ2)/σ1 for a fixed pressure p∗0 = 5.
As the pore becomes wider the demixing, in terms
of fractionation, is stronger (∆x ≡ x(2) − x(1) is an in-
creasing function of H), while the gap in packing frac-
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FIG. 13: (a) Phase diagram p∗0 − x of a binary mixture of
PHS with σ2/σ1 = 2, H/σ1 = 2.4 and PBC. Solid lines
represent the coexisting binodals, whereas dashed lines in-
dicate continuous phase transitions. Regions of stability of
fluid (F) and different columnar C
(α)
i
are correspondingly
shown. (b) The same phase diagram as in (a), but in the
η−x plane. Filled circles: calculated binodal points. Open
circle: critical point. Open square: tricritical point.
tion decreases. The latter result is expected because
packing of squares inside the pore is less effective as
the pore becomes wider, so the two coexistence val-
ues of η decrease, to such an extent that the difference
∆η ≡ η(2)−η(1) is a monotonically decreasing function
of x. However the relative gap, ∆η/η(1), turns out to
be constant with a value close to 0.07. This interesting
trend, namely a stronger demixing as H increases, is
opposite to that obtained for the σ2/σ1 = 1.5mixture.
As shown in the previous section, the microsegrega-
tion transition is enhanced when the pore becomes
narrower.
To end this section, we comment on the relation be-
tween the phase behavior of the confined system and
that of a similar system subject to periodic bound-
ary conditions (PBC). To investigate this, we have
imposed the conditions ρi(y + H) = ρi(y) on the
density profiles, focusing on the binary mixture with
σ2/σ1 = 2. The period H was chosen to be equal to
the pore width of one of the mixtures analysed previ-
ously, i.e. H/σ1 = 2.4. We did not minimize the DF
with respect to H , with the aim to making the com-
parison of the two results meaningful. Consequently
the phase diagram presented below is not the bulk
one. Note that PBC are normally used to mimic bulk
phase behavior when the system is infinite along the y
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FIG. 14: Coexisting density profiles of a binary mixture with σ2/σ1 = 2, H/σ1 = 2.4, p
∗
0 = 4 and PBC. From (a) to (d)
density profiles correspond to x(1) > x(2) > x(3) > x(4), i.e. the coexistence values of molar fractions for both demixing
transitions found in the phase diagram of Fig. 13 at the corresponding pressure.
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FIG. 15: Schematic of particle configurations of two dif-
ferent columnar phases found in the phase diagram with
PBC: (a) C1, and (b) C
(a,b)
2 .
direction, with the inhomogeneous phase being peri-
odic along the same direction. But the same condition
can also describe a finite system of dimension H in the
y direction. Unfortunately the DF is unable to distin-
guish both situations, which is a strong drawback of
this theoretical tool. Obviously, if a DF based on the
two-body probability density, instead of the one-body
density, could be constructed, it would certainly con-
tain information on the finiteness of the system along
y. Therefore, at present, results from the (one-body
density-based) DF and the TMM applied to the study
of systems with PBC cannot be compared [48].
Fig. 13 shows the phase diagram as obtained from
DF minimization. The dashed lines represent contin-
uous transitions between a fluid of PHS and a periodic
columnar phase with period H/σ1 = 2.4. The latter
was calculated by searching for the divergence of the
structure-factor inverse matrix, as described in Sec. B.
The solid lines (which join the calculated points) are
the coexisting binodals of the demixing transitions.
For relatively high composition, x & 0.7, and fixed
pressure p∗0 = 4, we find that the stable phase is the
so-called C1 columnar phase, formed by two layers of
small squares (of period d ≡ H/2 = 1.2σ1) where the
centers of mass of big squares occupy interstitial po-
sitions between the layers and the density profiles are
out of phase: ρ2(y) = ρ1(y + d/2). See Fig. 14 (a),
where these density profiles are plotted, and Fig. 15
(a) for a sketch of particle configurations. Note that
big squares intersect the two adjacent layers formed
by small squares. As x is decreased this phase looses
stability at x ∼ 0.7, and the system exhibits strong
demixing to the so-called C
(b)
2 -columnar phase, with
a composition x ∼ 0.3 and formed by layers of big
squares with small squares mostly microsegregated at
the interstitials [see Fig. 14 (b) for the density pro-
files and Fig. 15 (b) for a sketch of particle configu-
rations]. Now the periodicity is d = H . By further
decreasing x it is found that this phase is stable up
to x ∼ 0.2, where a new phase transition takes place
to the so-called C
(a)
2 phase. This is very similar in
structure to the C
(b)
2 phase, but the former exhibits a
domed-like density profile for the big squares [see Fig.
14 (c)], while the latter has the usual sharply-peaked
form [see Fig. 14 (d)], with a small amount of small
squares located at the interstitials. The C
(a)
2 − C(b)2
and C1−C(b)2 transitions end in critical and tricritical
points, respectively. The main conclusion drawn from
these results is that scenarios, strong demixing and
microsegregation, are also present in a PHS fluid sub-
ject to PBC. This is an indication that the the bulk
phase diagram will also contain these two features.
Crystalline phases (where both density profiles de-
pend on both spatial coordinates) were not included
in our study. At high pressure crystals will certainly
become more stable than the exotic one-dimensional
profiles we have found in the region of stability of C
(b)
2
at very high pressures (not shown here).
IV. DISCUSSION AND CONCLUSIONS
We have used the DF formalism, based on the FMT,
to study the packing properties of extremely confined
mixtures of PHS in a slit pore. Two types of mix-
tures have been analysed in detail by appropriately
choosing particle sizes and pore width. In a first
study, parameters were tuned to avoid configurations
where two big squares are located opposite to each
other while dimers of one big and one small or two
small squares, but not three of them, can fit into
the channel. In a second study parameters were ar-
ranges so as to avoid dimers formed by one big and
one small square to fit into the channel, while two
small squares can fit. We have shown that the the-
ory predicts micro- and macrosegregation phase tran-
sitions for the first and second mixture, respectively.
Using the Gibbs free energy potential for a set of fixed
pressures, coexisting packing and molar fractions were
calculated via a double-tangent construction. Thus
the first-order character of phase transitions at most
pressures was identified, and boundaries of stability
regions for mixed and micro (macro)-demixed states
were traced out. All phase transitions found have an
entropic character, which is ultimately related to the
jammed configurations of particles. These configu-
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rations arise when two big squares are close to each
other and, at the same time and for the first mix-
ture, they are symmetrically adsorbed at both walls.
The jammed configurations severely restrict lateral
motion of small particles (thus decreasing the con-
figurational entropy), and these can explore a limited
space as compared to that in macro- or microsegre-
gated mixtures. Finally, by imposing PBC, we showed
that demixing transitions between different columnar
phases also take place in systems without external
potentials restricting particle positions. In this case
all demixed phases found also have a microsegregated
structure, with one of the species forming the main
columns and the others occupying the interstitial re-
gions.
A comment on the real nature of phase transitions
obtained here for the confined system is in order. Ex-
act calculations using the TMM for one-component
hard disks, squares, rectangles or rhombuses confined
in a slit geometry, with at most two layers of particles,
show that these 1 + ǫ-dimensional systems do not ex-
hibit true phase transitions [34, 35, 37, 38]. However
their structural properties can dramatically change as
pressure is increased. This behaviour is usually as-
sociated with a peculiar shape of the EOS which, un-
der certain conditions, contains a plateau-like segment
and a corresponding sharp peak is visible in the heat
capacity. With these results in mind, our analysis
based on the (mean-field) DFT suggests that changes
in particle configurations, driven by entropic forces,
are adequately described by the theory, while the cor-
responding phase transitions are not. Our claim is
that, for high enough pressures, the two confined mix-
tures studied here will contain an important num-
ber of large micro- and macrosegregated clusters, re-
spectively. Although these clusters can symmetrically
adopt two configurations in the case of the first mix-
ture studied, their presence can be confirmed by calcu-
lating the two-body particle correlation function using
TMM.
The most important result from our mean-field
model, as applied to the second confined mixture
(with σ2/σ1 = 2), consists in the prediction of a lat-
eral demixing transition between two phases, each one
rich in one species, at high enough pressures. We
should bear in mind that, once monomers or dimers
of small particles become located between two big
squares, they will not be able to escape from the
cage formed by big particles, due to the impossibil-
ity that small and big squares can pass each other.
Thus, if an equimolar mixture is initially prepared
in a configuration where particles are randomly po-
sitioned (and consequently there is a high probabil-
ity to find many small particles between the large
ones) at high enough packing fraction, the mixture
will become thermodynamically unstable with respect
to phase segregation. However, the system will be
unable to reach equilibrium (with two phases later-
ally segregated), as predicted from the thermodynam-
ical analysis, due to severe particle jamming. These
equilibrium states are not accessible in our strictly
two-dimensional system. However our system could
still approximately describe an experimental realiza-
tion consisting of a colloidal binary mixture of hard
cubes sedimented in a container with a nano-sculpted
bottom surface under micro-gravity conditions. The
surface could be nano-structured with quasi-2D chan-
nels, such that monolayers of sedimented cubes inside
each channel were in contact with a “bath” of particles.
The fact that particles can now enter or escape from
the channel avoids jamming effect and the mixture
could reach a final state with two segregated “phases”
inside the channels. Note that the system would not
be strictly two-dimensional as the channels would in-
teract with the bulk regions in a nontrivial manner.
Appendix A: Uniform phases at bulk
For uniform densities ρi, the ideal and excess parts
of the free-energy density, and the fluid pressure, are
given by
Φid = ρ
(
log ρ− 1 +
∑
i
xi log xi
)
,
Φexc = − log(1− η) + n
2
1
1− η ,
βp =
ρ
1− η +
n21
(1− η)2 , (A1)
where we have defined n1 = n1x = n1y =
∑
i ρiσi.
Thus, the Gibbs free-energy per particle for a fixed
pressure p0 in reduced thermal units can be calculated
as
g ≡ βG
N
=
Φid +Φexc + βp0
ρ
= log ρ∗ − 1 +
∑
i
xi log xi − log(1− ρ∗s2)
+
ρ∗s21
1− ρ∗s2 +
p∗0
ρ∗
, (A2)
where we have defined the dimensionless number den-
sity and pressures as ρ∗ = ρσ21 and p
∗
0 = βp0σ
2
1 . Also
we have defined the quantities
sm ≡
∑
i
xi
(
σi
σ1
)m
= λm − (λm − 1) x, (A3)
for m = {1, 2}, with the aspect ratio of the mixture
defined as λ = σ2/σ1. From the constant pressure
condition we can calculate ρ∗ as a function of the com-
position which results in
ρ∗ =
1 + 2p∗0s2 −
√
1 + 4p∗0s
2
1
2 (p∗0s
2
2 + s2 − s21)
. (A4)
After substitution of (A4) into Eq. (A2) we obtain
g(x) = p∗0s2 +
∑
i
xi log xi + log
(√
1 + 4p∗0s
2
1 − 1
2s21
)
+
√
1 + 4p∗0s
2
1 − 1. (A5)
It can be easily shown that the second derivative of
g(x) with respect to x gives the condition
d2g
dx2
(x) =
1
x(1− x) +
(
λ− 1
s1
)2 [
1− 1√
1 + 4p∗0s
2
1
]
> 0,
(A6)
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∀ {x, p∗0, λ}. Thus the Gibbs free-energy per particle
is always a convex function of composition and con-
sequently we can draw the important conclusion that
the PHS fluid is always stable with respect to phase
separation.
Appendix B: Spinodal instabilities to bulk
non-uniform phases
We consider here the instability of the fluid phase
with respect to inhomogeneities in one direction, say
y. We need to calculate the direct correlation func-
tions
−cij(y − y′) = δ
2βF [{ρi}]
δρi(y)δρj(y′)
=
∑
αβ
Φαβ
[
ω
(α)
i ∗ ω(β)j
]
(y − y′), (B1)
where we have defined Φαβ =
∂2Φexc
∂nα∂nβ
in the uniform
limit, and the symbol ∗ stands for convolution. The
weighting functions ω
(α)
i (y) are those which define the
weighted densities through convolutions:
nα(y) =
∑
i
[
ρi ∗ ω(α)i
]
(y). (B2)
They have the explicit forms
ω
(0)
i (y) =
1
2
δ
(σi
2
− |y|
)
,
ω
(2)
i (y) = σiΘ
(σi
2
− |y|
)
,
ω
(1x)
i (y) =
σi
2
δ
(σi
2
− |y|
)
,
ω
(1y)
i (y) = Θ
(σi
2
− |y|
)
, (B3)
with δ(y) and Θ(y) the Dirac-delta and Heaviside
functions, respectively. The Fourier transforms of the
functions cij(y) give
−cˆij(q) =
∑
α,β
Φαβωˆ
(α)
i (q)ωˆ
(β)
j (q), (B4)
where q is the wave number, while
ωˆ
(0)
i (q) = cos
(qσi
2
)
,
ωˆ
(2)
i (q) =
2σi
q
sin
(qσi
2
)
,
ωˆ
(1x)
i (q) = σi cos
(qσi
2
)
,
ωˆ
(1y)
i (q) =
2
q
sin
(qσi
2
)
. (B5)
After a little algebra we arrive at
−cˆij(q) = 2
1− η
(
σi + σj +
n1
1− ησiσj
)
× sin[q(σi + σj)/2]
q
+
4
(1− η)2
[
n1(σi + σj) +
(
ρ+
2n21
1− η
)
σiσj
]
× sin(qσi/2) sin(qσj/2)
q2
. (B6)
The determinant of the inverse structure factor ma-
trix,
S−1ij (q, η) = δij −
√
ρiρj cˆij(q), (B7)
can be calculated as
S(q, η) ≡ det [S−1ij ] (q) = 1− ρ1cˆ11(q) − ρ2cˆ22(q)
+ρ1ρ2
[
cˆ11(q)cˆ22(q)− cˆ12(q)2
]
(B8)
Thus, the minimum value of η for which the equations
S(q, η) = 0, ∂S
∂q
(q, η) = 0, (B9)
are fulfilled at the absolute minimum of S(q, η) as a
function of q provides the values q∗ and η∗ at bifurca-
tion. These calculations are done by fixing the molar
fraction of the mixture x. Varying x and solving Eqs.
(B8) we find the spinodal curve η∗(x) and the period-
icity of the non-uniform phases d(x) ≡ 2π/q∗(x). Note
that if we fix the periodicity of the density profiles as
ρi(y + d) = ρi(y), as we have done at the end of Sec.
III B, we need to solve only the first Eq. in (B9).
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