It has been widely demonstrated that expectation-based schemata, along the lines of Lakoff's propositional Idealized Cognitive Models, play a crucial role in text comprehension. Discourse inferences are grounded on the shared generalized knowledge which is activated from the situational model underlying the text surface dimension. From a cognitive-plausible and linguistic-aware approach to knowledge representation, FunGramKB stands out for being a dynamic repository of lexical, constructional and conceptual knowledge which contributes to simulate human-level reasoning. The objective of this paper is to present a script model as a carrier of the situated common-sense knowledge required to help knowledge engineers construct more "intelligent" natural language processing systems.
Barack Obama or 9/11. This module stores two different types of schemata (i.e. snapshots and stories), because instances can be portrayed synchronically or diachronically.
The main consequence of this three-level design is that every lexical or grammatical module is language-dependent, whereas every conceptual module is shared by all languages. In other words, computational linguists must develop one Lexicon, one Morphicon and one Grammaticon for English, one Lexicon, one Morphicon and one Grammaticon for Spanish and so on, but knowledge engineers build just one Ontology, one Cognicon and one Onomasticon to process any language input conceptually. In this scenario, FunGramKB adopts a conceptualist approach, since the Ontology becomes the pivotal module for the whole architecture.
The development of multifunctional and multilingual resources such as FunGramKB heavily influences knowledge base design. With regard to multifunctionality, the current trend in many language engineering projects consists in developing ad hoc resources for a particular NLP application in a given domain. This modus operandi leads to great efficiency in knowledge representation, but the main drawback is the lack of flexible portability to other domains or tasks because of the inability to meet the new requirements of other applications (Lenci, 2000) . Since building a large-scale NLP knowledge base is costly in time and effort, it is eagerly recommended to design reusable and updatable resources, so that they can be easily maintained or improved in different projects along the time (Floridi, 1999) . Thus, multifunctional knowledge bases should integrate any information potentially relevant to any NLP task. However, the type of knowledge NLP systems require closely depends on the purpose of the applications themselves. For instance, spell checkers require very little lexical information. On the contrary, text understanding systems usually need to process morphological, syntactic, semantic and pragmatic information of lexical units, as well as non-linguistic knowledge from the world model (Nirenburg and Raskin, 2004) . Therefore, the most reasonable strategy to implement a multifunctional knowledge base is to make it conform to the requirements of the NLP task but letting other systems access additional information if required. On the other hand, with regard to multilinguality, Aguado de Cea et alii (2007) presented a thorough analysis of current strategies in knowledge-based systems. Among the many models reviewed, FunGramKB matches the model of knowledge representation in which links between the ontology and language resources are set. More particularly, the FunGramKB Lexicon is developed for every language handled by the NLP system, where the shared Ontology is able to relate lexical units from different languages.
The FunGramKB cognitive model
The model of "schema" originated in fields such as psychology, linguistics and artificial intelligence -resulting in a myriad of conceptual constructs such as "schema" (Barlett, 1932; Rumelhart, 1975) , "frame" (Minsky, 1975) , "script" (Schank and Abelson, 1977 ), "mental model" (Johnson-Laird, 1983) , or "idealized cognitive model" (Lakoff, 1987) , among others-has had a significant impact on the representation of conceptual knowledge in FunGramKB. According to the schema theory, a schema is a mental representation of a given type of entity or event, usually consisting of a set of expectations which are developed as more and more memories of similar experiences are accumulated. Typically, schemata contain generalized knowledge from our past experiences, facilitating thus the inference of information from our perception of the world. Future experiences are interpreted on the basis of the patterns constructed from past experiences, so these patterns serve to alleviate the cognitive overload. The psychological status of mental schemata, i.e. that human beings process linguistic exchanges with respect to a set of expectations stored in our minds, is grounded on the fact that, for example, wrong predictions usually arise from the mismatch between perceptual information and the standardized model of the world. For instance, if we hear the statement Mary usually goes to high school at 8:30, we could infer that Mary is a student, according to the standardized knowledge about what type of people usually go to schools. If we later hear that Last weekend Mary corrected a lot of exams, then we will infer with a higher degree of certainty that she is a teacher. Moreover, mental schemata can sometimes distort our memories. For example, works such as Barlett (1932) and Brewer and Treyens (1981) demonstrated that human memories (e.g. stories which have been read, or images which have been seen) can be shaped by unawarely replacing unusual components by more common ones in order to fit those memories into the standard model of the world. However, mental schemata turn out to be very useful as a way to explain how fragmented information can be retrieved, since these schemata supply the missing information to reconstruct the situation model of linguistic utterances.
FunGramKB conceptual schemata play a key role to draw inferences along the process of text understanding. In our knowledge base, schemata are classified according to two parameters: prototypicality and temporality. On the one hand, conceptual representations can store prototypical knowledge (i.e. proto-structures) or can serve to describe instances of entities or events (i.e. bio-structures). For example, the description of the meaning of film involves the construction of the proto-structure of its corresponding concept; however, if we want to provide information about the film Jurassic Park, then we should do it through a bio-structure. Therefore, whereas protostructures help to model common-sense knowledge, bio-structures help to construct the model of the world. On the other hand, knowledge within conceptual schemata can be presented atemporally (i.e. microstructures) or in a temporal framework (i.e. macrostructures). For example, the biography of Steven Spielberg requires a macrostructure, but a microstructure is sufficient to describe the profession of film director. In this respect, the availability of a spatio-temporal framework makes macrostructures be developed from a situated approach to conceptualization. As shown in Figure 1 , the convergence of the values of these two parameters results in a typology of four different conceptual schemata which shape the FunGramKB conceptual level. As shown in Figure 1 , a critical issue in conceptual representation is to determine the influence of situational context upon the description of cognitive categories. Typically, meaning is thought to be a finite set of semantic features applicable to every context in which the lexical unit is used. According to this view, the conceptual representation is not linked to a given situation. Instead, the representation is the product of abstraction over different background contexts. Thus, I can simply define Although most systems adopt this unsituated approach to concepts, Barsalou (1982) devised a model to describe lexical meaning through (i) context-independent properties, which are activated in all background situations by the word(s) linked to the concept, 3 and (ii) context-dependent properties, which are activated just by the relevant situations in which the words are encoded. Due to the remarkable impact of contextdependent properties on cognitive processing, Barsalou (2002 Barsalou ( , 2003 coined the term "situated conceptualization", since people conceptualize the same cognitive category in a different way with respect to the active situations, being each conceptualization relevant just to the corresponding background situation. This model, which has been widely demonstrated in empirical studies, 4 involves that conceptual knowledge should be arranged in a series of situations with the aim to facilitate processing. For example, background situations play a critical role in language comprehension. We use models of situation to represent text meanings: once the situation is identified, we focus on the most likely entities and events, which ultimately constitute the relevant knowledge in the current situation. In fact, knowledge organization around background situations makes cognitive processing more tractable. Thus, instead of scanning all categories in memory, the system points at the most relevant entities and events for the situation. In this fashion, it is easier to retrieve relevant information in tasks such as text comprehension, problem solving or reasoning, among many others (Yeh and Barsalou, 2006) .
In this respect, FunGramKB organizes the temporality dimension of knowledge in such a way that it roughly corresponds to Barsalou's distinction (1985 Barsalou's distinction ( , 1991 between taxonomic and goal-derived categories. Whereas taxonomic categories are provided with hierarchically-organized context-independent representations through an ontology model (i.e. unsituated knowledge), goal-derived categories are conceptualized by means of representations which take into account the background situation (i.e. situated knowledge). Barsalou (1991) demonstrated that, in the case of both taxonomic and goal-derived categories, the speakers of a given community share prototype structures which are stable over time, playing a key role in knowledge representation and processing. Therefore, FunGramKB implements the approach to situated conceptualization through goal-derived categories, which take the form of macrostructures similar to Barsalous's view to mental models, i.e. schemata which must produce "quasi-continuous simulations of events", simulating its successive states over space and time (Barsalou 1992, p. 164 ).
On the whole, conceptualization in FunGramKB is actually in consonance with Lakoff's theory (1987: 284-287) On the other hand, and as shown in Figure 1 , FunGramKB stores four different types of knowledge according to their degree of prototypicality: common-sense, specialized, cultural and personal. These types of knowledge are represented through the same formal language, i.e. COREL (Conceptual Representation Language), so information sharing takes place more directly and effectively. Since the FunGramKB conceptual modules (i.e. Ontology, Cognicon and Onomasticon) use COREL as the "common language" for schema construction, natural language understanding systems will only require one "common reasoner". Indeed, we are currently developing an automated cognizer with human-like defeasible reasoning powers which will be able to make inferences and draw conclusions from meaning postulates, scripts, snapshots and stories. Following the mainstream in psychology, FunGramKB adopts a mentalist approach with respect to schemata, so concepts are deemed to be as "structured mental representations", or, according to the objectivist view to ICMs in cognitive semantics, our schemata mainly consist of "mental entities, not real things" (Lakoff, 1987: 285) which are linked by a set of relations. 5 In line with "the language of thought hypothesis" (Fodor, 1975) , COREL has a syntax and a semantics to describe formally these mental representations (cf. Periñán-Pascual and Arcas-Túnez, 2004) . The FunGramKB schemata are actually modelled through propositional representations. Although there is no empirical evidence about the device transducing language expressions into propositional representations, nor researchers agree about the abstract and arbitrary symbols used to construct these representations, predications have sufficient expressive power so as to access cognitive states directly, as well as having great potential to be implemented computationally (Barsalou et alii, 1993) .
The remainder of this section serves to illustrate the different types of knowledge involved in FunGramKB. For instance, most researchers agree that common-sense knowledge represents a system of pre-scientific beliefs upon which our everyday cognitive activities rest (Smith, 1995) , or in lay terms, "the knowledge that every person assumes his neighbors also possess" (Panton et alii, 2006, p. 1) , as illustrated by (1):
Ice is frozen water.
+(e1: past +FREEZE_00 (x1)Theme (x2: +WATER_00)Referent (f1:
Specialized knowledge consists of beliefs on scholarly, scientific or technical domains which are accepted to be true by the competent members of an expert community, as can be seen in (2) 
Common-sense knowledge databases
The lack of a full-fledged machine-tractable repository of common-sense knowledge becomes the Achilles' heel of many NLP systems, a problem which steadily grows in AI. This section pinpoints the weaknesses of the most remarkable large-scale commonsense knowledge bases at present: a computational-lexicography product (i.e.
FrameNet) and two AI-oriented knowledge repositories (i.e. CyC and ConceptNet).
Frame et
The FrameNet project (Baker et alii, 1998; Ruppenhofer et alii, 2006) , which is built upon the theory of Frame Semantics (Fillmore, 1976 (Fillmore, , 1982 (Fillmore, , 1985 Fillmore and Atkins, 1992) , is intended to construct a lexical database where word senses are linked to handcrafted semantic frames, thus becoming the notational devices for meaning description. In other words, the semantic frame is a schematic arrangement of the frame elements which describe the scenario underlying the meanings of semantically-related words, e.g.
the Theft frame consists of the core frame elements GOODS, PERPETRATOR, SOURCE and VICTIM, together with the peripheral frame elements MEANS, TIME, MANNER and PLACE. In addition, the frame elements in this collection of semantic frames are used to annotate corpus-extracted sentences manually. In this way, it is possible to retrieve automatically the inventory of syntactic patterns in which lexical units are involved. As a result, the lexical database has over 10,000 lexical units linked to about 800 hierarchically-related semantic frames, exemplified by means of over 130,000 annotated sentences.
The main drawback of the Frame Semantics model lies not only in the syntaxsemantics interface, as explained in Jiménez-Briones and Luzondo-Oyón (s.d.), but also in the deceptively-deep approach to knowledge representation. Velardi et alii (1991) distinguished two well-defined strategies when describing meaning in computational lexicography: the cognitive content of a lexical unit can be described by means of semantic features or primitives (conceptual meaning), or through associations with other lexical units in the lexicon (relational meaning). Strictly speaking, the latter does not provide a real definition of the lexical unit, but it describes its usage in the language via "meaning relations" with other lexical units. It is certainly easier to state associations among lexical units in the way of meaning relations than formally describing the cognitive content of lexical units, but the inference power of conceptual meaning is undoubtedly stronger. According to this distinction, FrameNet is certainly "a large lexical databank which provides deep semantics" (Fillmore et alii, 2001 ), providing clear advantages over relational lexical databases such as WordNet (cf. Boas, 2005) .
The controversy arises when the description of meaning takes place in the conceptual realm but it is restricted to a list of roles (e.g. frame elements) which work as binary semantic relations. In other words, between the poles of a deep approach (e.g. FunGramKB) and a surface approach (e.g. WordNet) to knowledge representation, a "shallow" approach implies that the cognitive content of a lexical unit is described by means of a simple feature-value matrix of conceptual relations (e.g. FrameNet).
Consequently, surface and shallow models of natural language understanding are not sufficient for constructing efficient cognitive-based systems, since their expressive power is dramatically restricted (cf. Periñán-Pascual and Arcas-Túnez, 2007b Moreover, although frame elements are deemed to be fine-grained roles,
FrameNet ignores the differentiae of many verbs by lumping them together under the same semantic frame, resulting in coarse-grained meaning representations. For example, lexical units such as steal, shoplift and snatch are all linked to the Theft frame, so it fails to handle the Location and Manner differentiae in the meanings of shoplift and snatch respectively. Indeed, FrameNet researchers possibly opted for this excessive granularity in semantic roles in order to compensate for the deficiencies in this shallow model of lexical meaning. To this must be added that, with regard to the typology of conceptual schemata, FrameNet is restricted to the representation of unsituated common-sense knowledge, further impoverishing the language comprehension process.
CyC and Concept et
Two of the most prominent common-sense knowledge implementations for AI systems are CyC and ConceptNet. CyC (Lenat et alii, 1990; Lenat, 1995) , whose name derives from "enCyClopedia", includes about three million manually-constructed sentences which make over 300,000 concepts be interrelated. The inference engine is applied to these sentences following the first-order-predicate calculus with some extensions to handle second-order features. On the other hand, ConceptNet Singh, 2004a, 2004b; Singh and Barry, 2003 ) is a semantic network of common-sense knowledge that contains 1.6 million edges connecting more than 300,000 nodes. The nodes represent concepts, which take the form of semi-structured English fragments (p.ej. "get to bed early", "wake up in morning" or "eat breakfast"), and the edges represent the semantic relations linking the concepts (e.g. SubeventOf, UsedFor or EffectOf), where inferences are not based on logical deduction but on graph-based reasoning. ConceptNet is populated through the Open Mind Common Sense web site (Singh et alii, 2002) , where the general public enter English sentences about common-sense knowledge. The semantic network is automatically built by applying NLP techniques and extraction rules to the semi-structured sentences in the corpus.
It is noteworthy to point out that both resources also present some weaknesses.
With respect to CyC, many of the problems are related to the logical approach to reasoning. Mathematical logic is precise, allowing a systematic way to evaluate, maintain and prove the truth of statements. However, logical reasoning is not flexible enough to simulate human thinking. Logic is effective when applied to a simplified scenario, or "microworld". However, nobody has still managed to face successfully the task of building a logical system with a realistically large set of propositions. Therefore, we can make logic systems work in simple tasks, but as these tasks become more realistic, many problems arise. For example, logical reasoning is deductive, so it has much difficulty to formalize induction. Moreover, logical notation is extremely rigorous, so it has much difficulty to model the imprecise way that human categorize (Liu and Singh, 2004a) . Another key problem of CyC is that concerning knowledge organization, whose model is not well-structured:
The distribution of CYC's half-million axioms in "knowledge space"
showed no discernible pattern that would allow me to construct such a suite, short of simply picking particular axioms out of CYC's database and carefully phrasing questions around those axioms. (Pratt, 1994) Apart from being poorly evaluated in terms of accessibility, the semantic encoding in CyC should also have been more specific, especially taking into account that the knowledge base has been "carefully" handcrafted. As Parmar (2001) On the other hand, ConceptNet's associative networks don't require complete formal semantics (Liu and Singh, 2004a ), but such a practical reasoning is not so expressive and precise as the CyC logical inferences, not to mention that noisy data resulting from mass collaboration inevitably spoils common-sense reasoning. However, the main weakness lies in the use of English as the language to represent common-sense knowledge. This lack of a formal language implies that it is not only more difficult to be precise, but natural language fragments may also be full of ambiguity.
Taking into account the FunGramKB cognitive model portrayed in section 3, together with the enhanced version of script as described in section 5, it can be concluded that the deficiencies of FrameNet, CyC and ConceptNet can be largely overcome.
The FunGramKB scripts
Scripts have become a very popular schema to capture the overall meaning of texts.
Indeed, the foundational work on knowledge-based systems for text understanding is traced back to Schank and Abelson (1977) , illustrated with the well-known "restaurant" script. However, as these researchers recognized (Schank and Abelson, 1977: 61-62) , not all scripts are of the same kind. Firstly, situational scripts reflect institutionalized behavior patterns of events as a result of people's experiences on social interactions, e.g.
eating out at restaurants. Secondly, instrumental scripts remind us to "operating manuals", that is, they describe how to do things, e.g. driving a car. Finally, personal scripts only exist in the mental space of the agent, i.e. they describe situated knowledge which is not shared by other social participants. In the FunGramKB architecture, personal scripts do not belong to the Cognicon, but they take the form of stories in the Onomasticon, since only situational and instrumental scripts can embed an expected sequence of prototypical (or stereotypical) events.
Time representation
One of the crucial problems of script modelling is time representation within the sequence of events. In fact, from a psycholinguistic approach, an efficient organization of memory for event processing should involve the representation of temporal relations, so that the number of predictions can be dramatically reduced. In NLP, there are some systems which need to deal with temporality, what has been coined as "temporallyaware NLP". In such cases, temporal reasoning allows the system to answer queries involving the temporal relations between the events described in texts, e.g. whether a particular event preceded another one or how long the event lasted.
At present, the two most remarkable models to represent temporal information are temporal logic and the interval temporal model. On the one hand, logical models provide a robust way to model the dynamic world. Under the umbrella of temporal logic, the best-known formalisms are the Situation Calculus (McCarthy and Hayes, 1969 ) and the Event Calculus (Kowalski and Sergot, 1986) . Whereas the Situation
Calculus has proved to best fit hypothetical reasoning, the Event Calculus best addresses some time-related problems such as the frame problem, the specification of exact times and the description of simultaneous events (Goudey, 2007) . However, similarities between the two models are such that there has been a lot of research to reconcile both formalisms (cf. Kowalski and Sadri, 1994; Van Belleghem et alii, 1995) .
On the other hand, Allen's interval temporal model (1983) is based on a representation of time as a partially-ordered graph 7 where nodes represent events and arcs are tagged with one or more relations of temporal ordering. An event E is treated as an interval consisting of a pair of time points (i, t), i.e. the start time-point (i) and the end time-point (t). For example, supposing that an event occurs in the interval E1(i 1 , t 1 ) and another event occurs in the interval E2(i 2 , t 2 ), the interval relation Before(E1, E2) is subject to the constraint t 1 < i 2 . Some other interval relations from Allen's model are presented in Table 1 . Both the Event Calculus and the interval temporal model are suitable for common-sense reasoning in general and for natural language understanding in particular, because they allow NLP systems to perform a wide range of reasoning tasks, such as projection (or prediction) and explanation (or postdiction). 8 However, the interval temporal model is far more expressive and natural than most temporal logic approaches used in AI. For this reason, we adopted Allen's model for the temporal framework of the FunGramKB scripts.
Structure
The FunGramKB script is structured into one or more predications within a linear temporal framework, where every predication is represented by a node in the graph. To Continuing with the same example above, the temporal relations between predications are stated in (7), which serves to generate automatically the graph in Figure   3 . In the FunGramKB scripts, the nodes in the propositional networks can also represent script activators. For instance, in the last seven predications in @EATING_AT_RESTAURANTS_00, which are presented in (8), the predication (e30) can trigger either @WORKING_WITH_CASH_00 or @WORKING_WITH_CREDIT_CARD_00.
9
(8) *(e28: +PAY_00 (x2)Agent (x29: +MONEY_00 ^ $CREDIT_CARD_00)Theme (x30)Origin (x7)Goal) *(e29: +GIVE_00 (x7)Agent (x29)Theme (x31)Origin (x32: $TILL_D_00)Goal) *(e30: @WORKING_WITH_CASH_00 (x1: x32, x11: x7; x33: x9, x33: x10) ^ @WORKING_WITH_CREDIT_CARD_00 (x1: x32, f1: x7; x33: x11, x33: x12)) *(e31: +GIVE_00 (x7)Agent (x33)Theme (x34)Origin (x2)Goal) *(e32: +STORE_00 (x2)Theme (x33)Referent) *(e33: +STAND_00 (x2)Theme (x35)Location) *(e34: +LEAVE_00 (x2)Agent (x2)Theme (x5)Location (x10)Origin (x36: +STREET_00)Goal) Therefore, the scenario described by @EATING_AT_RESTAURANTS_00 can call another script describing the operation involved in the method of payment, which is also embedded, for example, in the scripts @GOING_SHOPPING_00 or @GOING_TO_THE_CINEMA_00, among many others. In this case, @EATING_AT_RESTAURANTS_00, @GOING_SHOPPING_00, and @GOING_TO_THE_CINEMA_00 become the host scripts for @WORKING_WITH_CASH_00, whose role is that of a guest script. Moreover, as shown in predication (e30) in (8), a single predication can include several script activators, but only one can be ultimately triggered in the conceptual processing, since all the scripts involved should be connected by the disjunctive logical operator.
A script activator takes the form of (9), as illustrated in (10): (9) <script ID> ( <outcoming mapping> ; <incoming mapping>) (10) @WORKING_WITH_CASH_00 (x1: x32, x11: x7; x33: x9, x33: x10)
In other words, calling a script is not simply to retrieve more knowledge, but to have it properly integrated. Thus, the higher the number of participants shared between the host and the guest scripts, the higher the degree of conceptual integration. For example, the script @WORKING_WITH_CASH_00 is shown in (11).
(11) *(e1: +OPEN_01 (x1: $TILL_D_00)Agent (x2: $TILL_00)Theme (x3)Location (x4)Origin (x5)Goal) *(e2: +ENTER_00 (x1)Agent (x6: +MONEY_00)Theme (x7)Location (x8)Origin (x2)Goal) *(e3: +LEAVE_00 (x1)Agent (x9: $CHANGE_01)Theme (x7)Location (x2)Origin (x8)Goal) *(e4: +WRITE_00 (x2)Theme (x10: +RECEIPT_00)Referent) *(e5: +GIVE_00 (x1)Agent (x9)Theme (x8)Origin (x11: +HUMAN_00)Goal) *(e6: +GIVE_00 (x1)Agent (x10)Theme (x2)Origin (x11)Goal) *(e7: +CLOSE_00 (x1)Agent (x2)Theme (x3)Location (x4)Origin (x5)Goal)
By "outcoming mapping" we mean the conceptual propagation from some participants in the host script to their corresponding participants in the guest script, whereas "incoming mapping" refers to the reverse process. Therefore, in the case of the script activator (10), the mappings between the host script @EATING_AT_RESTAURANTS_00 (5) and the guest script @WORKING WITH CASH_00 (11) are presented in Table 2 . Table 2 . Mappings between host and guest scripts.
Therefore, the system can infer, for example, that the cashier typically returns any change with the receipt to the waiter, i.e. the predications (e5) and (e6) in the script (11), who in turn gives them to the customer, i.e. the predication (e31) in the script (8).
As already explained, the modular architecture of FunGramKB supports the cognitive burden on a single conceptual language, so the various types of knowledge are able to become fully integrated into a whole network. Thus, the conceptual propagation of semantic knowledge into procedural knowledge allows the system to infer from the meaning of $TILL_00 that the money customers pay at the restaurant is typically kept in the till, i.e. the predication (e2) in the meaning postulate (12).
(12) +(e1: +BE_00 (x1: $TILL_00)Theme (x2: +CALCULATOR_00)Referent) +(e2: +STORE_00 (x1)Theme (x3: +MONEY_00)Referent (f1: +SHOP_00 ^ +RESTAURANT_00)Location)
Enhancement
The expectation-based model of script formulated by Schank (1975) and Schank and Abelson (1977) deeply influenced the theoretical foundation of the FunGramKB
Cognicon. However, we depart from this theory in three critical issues: organization, culturality and linguistic awareness. Therefore, the role of script activators is two-fold: (i) keeping scripts interrelated, and (ii) enhancing the cognitive economy.
Secondly, FunGramKB is also intended to manage "cultural distinctiveness", which is commonly found in procedural knowledge, e.g. social protocols. The possibility of calling a whole script within another script gives us the chance to introduce culturally-biased knowledge, since every script is assigned a geographical feature determining the continent, country, etc where that knowledge is typically true: (Riesbeck 1975 , Riesbeck y Schank 1978 , the syntactic parsing took place only when it was required by the semantic analysis.
On the contrary, although COREL schemata can also be computationally considered as a combination of conceptual graphs and frames, the FunGramKB lexical and grammatical levels are grounded in sound linguistic theories, allowing the system to capture syntactic-semantic generalizations which are able to provide both explanations and predictions of language phenomena. This linguistic-aware approach, which is an uncommon practice in current NLP systems, is supported on the theoretical frameworks of RRG and LCM. On the one hand, RRG (Van Valin and LaPolla, 1997; Van Valin, 2005) , one of the most relevant functional models on the linguistic scene today, adopts a communication-and-cognition view of language, i.e. morphosyntactic structures and grammatical rules should be explained in relation to their semantic and communicative functions. RRG is a monostratal theory, since the semantic and the syntactic components are directly mapped without the intervention of abstract syntactic representations. Thus, the semantic and the syntactic components are directly mapped in terms of a linking algorithm, which includes a set of rules that account for the syntax-semantics interface. On the other hand, the LCM (Ruiz de Mendoza and MairalUsón, 2008; Mairal-Usón and Ruiz de Mendoza, 2009) has been developed in the last few years as a model which accounts for all those aspects involved in meaning construction, including those that go beyond core grammar, i.e. pragmatic implicature, illocutionary force and discourse coherence. Unlike some other existing linguistic models, the LCM is meant to provide a comprehensive description of meaning, which will serve as input for the syntactic apparatus, where the LCM follows the RRG linking algorithm in the sense that theoretical notions such as macroroles, privileged syntactic arguments etc are used for the description of the syntactic phase.
The clear-cut division between the cognitive and the linguistic levels becomes one of the central methodological axioms in FunGramKB. As a result, this distinction demands two different metalanguages, i.e. Conceptual Logical Structure (CLS) and COREL schema. The CLS, which is able to account for a wide range of linguistic phenomena within the RRG framework, serves as the pivot language between the text and the COREL representation, whereas the COREL schema, which provides the background knowledge from the FunGramKB conceptual modules, serves as the pivot language between the CLS and the automated reasoner. The following figure illustrates the relationship between syntactic and conceptual representations: Figure 5 . The syntactic-conceptual linkage in FunGramKB.
For example, the sentence The bottle floated into the cave can be automatically converted into the CLS (13), a task which requires the Core Grammar of the Lexicon, the RRG linking algorithm, and the conceptual knowledge stored in the Ontology.
In order to perform some reasoning with the input, the CLS (13) should be transduced into the COREL representation (14), so that it can be enriched by commonsense and world-model knowledge.
(14) +(e1: past +MOVE_00 (x1)Agent (x2: +BOTTLE_00)Theme (x3)Location (x4)Origin (x5: $CAVE_00)Goal (f1: (e2: +FLOAT_00 (x2)Theme (x3)Location))Manner)
As can be noted, the caused-motion construction involved in the input actively takes part in the modelling of the COREL schema by embedding the manner in which the event is performed. Therefore, both the Lexicon and the Grammaticon, together with the Ontology and other conceptual modules (e.g. the Cognicon), help the NLP system to reconstruct the situation model underlying an utterance.
Methodology
When the FunGramKB scripts are being modelled, it is necessary to determine, first of all, the participants which are typically involved in the situation being described. These participants include entities such as people, objects and places which will take part in a time sequence of events. Afterwards, participants are organized along the time sequence of actions and situations, which are then represented by means of predications.
Therefore, as in meaning postulates, the building blocks of scripts are predications made up of ontological units. As Newtson (1976) demonstrated in episodic situations, the main qualitative changes in the configuration of individuals represent "breakpoints" in the sequence of events perceived by people. Consequently, since scripts are goalderived categories, the introduction of a new predication typically involves that some entity changes the state of affairs with the aim to progress towards the goal. To build this type of knowledge, we often rely on "perceptual simulations" (Barsalou, 1999) , i.e. when people describe the properties of a situation, they simulate an instance taking the form of a prototype, scan it mentally and identify the perceived properties. By representing the situation mentally, it is as if people "were there" with one of the instances; in other words, people create a modal simulation where they interact with the instance (Barsalou, 2002) . Therefore, cognitive researchers fall back on their introspection through perceptual simulations to discover non-specialized procedural knowledge, because there is no text repository, such as dictionaries or corpora, from where this type of knowledge can be extracted.
11 At first sight, it could seem that the characteristics of the knowledge stored in the FunGramKB scripts are rather idiosyncratic, closely connected with the knowledge engineer's previous experiences.
However, Barsalou (1981 Barsalou ( , 1985 Barsalou ( , 1991 ) demonstrated that prototype structures generated for goal-derived situations are so stable between individuals as those generated for taxonomic categories, although in the former typicality is influenced not only by central tendency but mainly by ideals, i.e. features which should be included in the representation of a category in order to serve its purpose optimally.
Editor
FunGramKB is provided with a set of user-friendly tools to browse, edit and check the knowledge stored in the Cognicon. On the one hand, researchers can browse and edit the feature-value information about the Cognicon elements, e.g. ID, COREL script, temporal relations, domain and culture. On the other hand, a script validator checks that only consistent well-formed constructs are stored. More particularly, we developed lexical, syntactic and semantic parsers to examine several aspects of the scripts automatically. Firstly, the lexical analysis can verify the names of tokens by using deterministic finite automata represented by regular expressions. Secondly, the syntactic analysis checks that a sequence of various tokens is valid. For example, events must be followed by a parenthetical list of arguments together with their thematic roles. This parser is based on a stack automaton and a production-rule grammar (or recursive transition network). Thirdly, the semantic analysis identifies all those errors which are neither lexical nor syntactic. For instance, it has been programmed to check that in the script:
• every predication is headed by an event followed by its correct thematic frame, which is stored in the Ontology,
• the entities, events and qualities in the predications must be semantically defined in the Ontology, and
• the script activators include references to guest scripts which are stored in the Cognicon, as well as verifying that the mapping of participants is possible.
Cognitive architectures and knowledge bases
From the initial steps of our research project (cf. Arcas-Túnez, 2004, 2005) , one of the main objectives was the development of a machine-tractable model of conceptualization which could simulate human-level reasoning. In such a scenario, the natural language understanding system should comprise the knowledge base together with a cognitive architecture, e.g. ACT-R (Anderson, 1993; Anderson and Lebiere, 1998) , Soar (Laird, Rosenbloom and Newell, 1986; Newell 1990 ), Icarus (Shapiro and Langley, 1999) or Prodigy (Carbonell, Knoblock and Minton, 1990; Minton, 1990) (ii) a language that represents the memory contents in the form of cognitive constructs, and (iii) functional processes that operate on these constructs.
However, the psychological adequacy of intelligent agents has lately become a thorny issue, since most current studies on the development of natural language understanding systems are based on the "cognitive black box" approach (Ball, 2006) . In other words, computational mechanisms are applied to imitate human behaviour, but there are few attempts to model the insights of human language processing. Although early AI practitioners showed great interest in cognitive science research in order to build psychological-plausible models (cf. Minsky, 1975; Schank and Abelson, 1977) , in the last two decades the AI community has been ignoring cognitive science and linguistics, an attitude motivated by three main factors (Langley, 2006) :
Faster computer processors and larger memories have made possible the application of some complex statistical methods which require large amounts of computation.
(ii) Mathematical tractability becomes a key concern, resulting in studies taking a more formal logic-oriented approach. The work focuses on problems that researchers can handle analytically, rather than on problems that people tackle heuristically.
(iii) The commercial relevance of AI technologies has led many academics to focus on narrowly-defined problems, where acceptable results can be guaranteed, rather than on time-consuming complex tasks.
However, if AI research keeps being dominated by the goal of developing more efficient algorithms and formal theories, it will be difficult to achieve cognitiveplausible AI systems, so it is unlikely that this kind of systems can imitate human behaviour in such a complex domain as language processing (Ball, 2006) . Therefore, the goal of simulating human-level intelligence should be achieved by implementing natural language systems within a cognitive architecture which supports the following capabilities (Langley et alii, 2009 (h) Solving problems to achieve the agent's goals.
(i) Generating plans to achieve the goals.
(j) Reasoning to draw conclusions from the agent's beliefs.
(k) Deciding whether to maintain existing beliefs.
(l) Interacting with other agents to obtain knowledge.
(m) Communicating knowledge with a spoken or written language.
(n) Remembering cognitive structures which describe external situations.
(o) Reflecting on the agent's inferences, plans, decisions or actions.
(p) Learning from experience.
As noted above, the knowledge base, including the agent's beliefs, goals and common-sense knowledge, should not be treated as part of the cognitive architecture, since working memory contents can change over time. The problem lies in the fact that most researchers are mainly concerned with the execution process of the cognitive architecture, but the conceptual knowledge base is equally important to cognition.
Cognitive architectures use knowledge in the form of categories, but "they often relegate them to opaque symbols, rather than representing their meaning explicitly" (Langley et alii, 2009, p. 151) . In this respect, a knowledge base such as FunGramKB, which is the product of research in the fields of cognitive science, linguistics and AI, can allow the construction of enhanced computer-based systems for language comprehension.
Conclusions
This paper has demonstrated that it is feasible to design and develop an NLP knowledge base grounded on a psychological-adequate and linguistic-aware model to simulate human-level conceptualization. The parameters of prototypicality and temporality, along with the dimension of situatedness, serve to shape FunGramKB's cognitive space, facilitating the integration of a wide range of knowledge, such as common-sense, specialized, cultural and personal knowledge. Moreover, cognitive modeling by means of a common language of conceptual representation enables to fit more effectively common-sense knowledge into the situation model underlying the input text.
Unlike most NLP knowledge bases, FunGramKB reconciles perfectly taxonomic categories with goal-derived scenarios, also taking into account other structures pertaining to Lakoff's propositional ICMs. Therefore, FunGramKB becomes a robust knowledge base for a cognitive architecture to be implemented as an intelligent system, since it can store the agent's beliefs and goals as well as a deep-semantic representation of the common-sense knowledge. In fact, FunGramKB shouldn't be regarded simply as a knowledge repository, but rather as an integrated environment to model knowledge, where the lexical and grammatical levels rely on the theoretical apparatus of the RRG and the LCM, and the conceptual level takes a renewed approach to the long-standing schemata in cognitive science.
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