Let Qm, " be the space of m-tuples of n x «-matrices modulo the simultaneous conjugation action of PGL" . Let Qm,n{x) be the set of points of Qm, n of representation type x . We show that for m > n + 1 the group Aut(Qm, n ) of representation type preserving algebraic automorphisms of Qm,n acts transitively on each Qm,n{i)-Moreover, the action of Aut(ßm>«) on the Zariski open subset Qm.n(l, n) of Qm,n is s-transitive for every positive integer s . We also prove slightly weaker analogues of these results for all m > 3 .
Introduction
Let M"(k)m be the set of m-tuples of n x «-matrices over an algebraically closed field k of characteristic 0. The group PGLn(k) acts on M"(k)m by conjugation. Let Qm," be the algebraic quotient for this action.
A point x of Qm,n can be lifted to an m-tuple of matrices (X\, ... , Xm) G M"(k) such that the representation (1) 4>ss(x): k{u{, ... ,um} ^ Mk(k), u¡->Xi, is semisimple. Moreover, this representation is unique up to equivalence. We say that x has representation type x -(e\, d\; ... ;er,dr) if <j)(x) is the sum of r irreducible representations 0, of dimension d¡ and multiplicity e¡. The set of all points of Qm,n of representation type x will be denoted by Qm,n(?)-We remark that ôm,"(l, n) is Zariski open and dense in Qm," . For further details, see §2.
Note that Qmj is trivially isomorphic to the affine space km . In general, however, Qm,n is a very complicated affine variety, both locally and globally.
The local étale structure of Qm,n was studied by Le Bruyn and Procesi [9] . They showed that if m, n > 2 and (m, n) ^ (2, 2) then ßm,n(l, n) is precisely the smooth locus of Qm _ " . They also gave a description of the étale neighborhood of a point of Q in terms of representations of quivers; see [9, § §0 and II. 1]. The following observation is an immediate consequence of this description.
1.1 Proposition. Étale neighborhoods of points of the same representation type are isomorphic.
Since Qmt " is defined as the quotient of an affine space, it is unirational. Procesi and Formanek showed that ßm>" is rational for n = 2, 3, 4; see [11, 4, and 5] . Bessenrodt and LeBruyn [2] proved that Qm^ and Qmj are stably rational. Katsylo [7] and Schofield [15] showed that Qm,ab is stably birational to Qm,a * Qm,b if fl an^ b are relatively prime. This, in particular, implies that Qm,n is stably rational whenever n divides 420. The rationality or stable rationality of ßm," for other values of n is an open problem. For a survey of this problem and related questions we refer the reader to [6 and 8] .
The purpose of this paper is to demonstrate that for m > 3 Qm¡n has a very large automorphism group. Let Aut(ßm>") be the group of algebraic automorphisms of Qm,n which preserve the representation type. Our main results are as follows.
1.2 Theorem. Let x = (e\, dy ; ... ; er, dr). If m > max{ú?i, ... , dr} + 1 then Aut(ßm,") acts transitively on Qm,n(i) ■ In particular, if m> n + 1 then Aut(ßm,") acts transitively on every ßm,"(r).
1.3 Theorem. Let m > n + 1. Then Aut(ßw,") acts s-transitively on öm,n(l, n) for every integer s > I.
Note that if n = 1 then Qm¡n = Qm,n(\, n) = km , and Theorem 1.3 says that the group of algebraic automorphisms of km acts on km ¿-transitively for any s > 1 ; see Theorem 3.1.
We prove slightly weaker analogues of Theorems 1.2 and 1.3 for all m > 3 .
Theorem. Let m > 3. For every representation type x there is an open
Aat(Qmt")-invariant subset Umt"(r) of Qmy"(x) on which Aut(ßm>") acts stransitively.
1.5 Theorem. There exists a nonempty Zariski-open subset Um<" of Qm,n on which Aut(ßm,") acts s-transitively for every integer s > 1 .
Theorems 1.2 and 1.4 can be thought of as generalizations of Proposition 1.1. On the other hand, Theorems 1.3 and 1.5 may be viewed as properties of the global geometry of Qm,n ■ The rest of the paper is structured as follows. In §2 we introduce some notions and results which are used in subsequent sections. In §3 we prove the main theorems for n = 1 . In § §4 and 5 we discuss a way of constructing elements of Aut(ßm") and outline a proof of Theorems 1.2-1.5. The arguments we present there rely on Theorems 4.3 and 4.4 about polynomial equivalence of representations of the free algebra. These results are proved in § §6, 7, and 8.
Preliminaries
2.1 Affine quotients. Let G be a reductive group. Given a finite-dimensional representation G -> GLN(k) and a G-invariant affine variety X c kN, we define the quotient variety X/G as the spectrum of the ring k[X]G of Ginvariant regular functions on X. The quotient map n: X -» X/G is then induced by the inclusion of rings k[X]G <-> k [X] . By a theorem of Hubert X/G is an affine variety. The quotient map n is the categorical quotient for the tr-action on X. That is, any G-equivariant map f: X -> T into an affine variety T with the trivial (/-action factors through a unique morphism X/G -» T; see [10, Theorem 2.3 Representations. Let M be a A:-algebra. By a representation (resp. an irreducible representation) of /c{«i, ... , wm} in M we mean a /c-algebra homomorphism (resp. a surjective /c-algebra homomorphism) p: k{u\, ... , um} -> M.
Such a representation can be viewed as an m-tuple of elements (resp. generators) of M. If p(u¡) = Xj we will write /? = (X\, ... , Xm).
Two representations p\ : k{u\, ... , um} -+ Mi and p2: k{u\, ... , um} -> M2 are said to be equivalent if there exists an isomorphism /: M\ -» Af2 such that P2 = f°Pi ■ We write />i « /?2 • The direct sum P\® p2 is a representation of k{u\, ... , um} in M\xM2 defined in the obvious way. Up to equivalence, the operation © is commutative and associative. A representation is called semisimple if its image is a semisimple /c-algebra, i.e. a product of the matrix algebras over k. Let (/>,,,..., far be a maximal set of pairwise inequivalent representations among the fa-. If fa¡ is of dimension d¡ and it occurs e¡ times then we define the representation type of x (or fa) to be the unordered r-tuple of pairs (e¡, dj). We write (4) x(x) = x((f>) = x(Xi, ... , Xm) = (e\, d\ ; ■ ■ ■ ;er,dr).
The associated reduced semisimple representation of x is given by It is well defined up to equivalence. By Lemma 2.4 cp(x) is always irreducible. An unordered r-tuple of pairs of positive integers x = (e\, d\ ; ■ ■ ■ ; er, dr) is said to be a representation type (for n x «-matrices) if e\d\-\-h erdr = n . There is a partial order on the set of representation types. We can obtain a smaller representation type by subdividing a diagonal block in (3) into two or by declaring two previously inequivalent blocks equivalent. In particular, for any representation type x we have (h,1)<t< (1,m) .
Another equivalent definition, purely in terms of the integers e¡ and d¡, is given in [9, §11.1]. See also [ 13, §7] for a characterization of the representation type in terms of algebras with trace.
The following lemma can be easily derived from either definition.
2.6 Lemma. Let />.: k{ui, ... , ua} -> Mn(k) and p2: k{ux, ... , ub} -> M"(k)
be representations such that p\(k{u\, ... , ua}) c p2(k{u\, ... , u¡,}) ■ Then r(pi)<t(p2).
We define ßm,«(r) to be the set of points Qm,n of representation type t. The following fact is a consequence of a theorem of Schwarz [16, Lemma 5.5] for affine group actions. Proof. Denote the set of points of Qm, " of representation type >x (resp. < t)
by Qm,n(> t) (resp. Qm,n(< t))-By Theorem 2.7 ßm,"(< v) is closed for every representation type v . Since there are only finitely many representation types, the set Qm,n(> *) = Qm,n\\J Qm,n(< V) is open as the complement of a finite union of closed sets. The set we are interested in is the preimage of Qm,n(> t) under nmt". Q.E.D. , Xm-\). By Lemma 2.2 this map descends to /: ßm," -+ ßm_i,n . Taking p\ = (X\, ... , Xm-\) and p2 = (X\, ... , Xm) in Lemma 2.6 we see that x(f(x)) < x(x) for any x £ Qmy" . Hence, /ßm,"(t)c Uß»-i»-1/<T and the set we are interested in is f~xQm-\,n(t) nöm,»(i).
The lemma now follows from Theorem 2.7. Q.E.D.
Automorphisms of km
In this section we shall prove Theorems 1.2-1.5 in the case n = 1. In this case every point of Qm, i = M\ (k)m = km is of representation type ( 1, 1 ), and Theorems 1.2-1.5 reduce to the following.
3.1 Theorem. For m>2 the group Aut(/cm) of polynomial automorphisms of the affine space km acts on km s-transitively for positive integer s.
Note that every automorphism of kx is affine, i.e. of the form x -► ax + b. Hence, Aut(/c') is 2-transitive but not 3-transitive. We also remark that our proof will work for any infinite base field k .
Proof. Fix 5 distinct elements c\,... ,cs of the base field k. It is enough to show that for any s-tuple of distinct points X\, ... , xs £ km there exists a g £ Aut(/cm) and a nonzero e £ km so that g(x¡) = c¡e. Indeed, if g(x¡) = c¡e and h (y i) = c¡f for some 0 ^ e, f £ km and g, h £ Aut(km) then y, =
where L is any linear transformation of km taking e \o f. Choose a basis U\, ... , um for the space of linear forms on km so that U\(Xj) t¿ U\(xj) for any 1 < i < j < s. In this coordinate system x¡ = (xu, ... , xmi) where X\\, ... , xis are distinct. Thus for any a\, ... , as G k there exists a polynomial f(t) in one variable such that f(x\¡) = a¡ for i = I, ... , s . In particular, there exist polynomials f2(t), . Observe that in the above statement we can replace the commutative polynomial algebra k[x\, ... , xm] by the noncommutative polynomial algebra k{u\, ... , um}; our proof will work without any changes. We record these observations below.
3.2 Definition. Let M be a /c-algebra and let p\ and p2: k{u\, ... , um} -> M be representations. We say that p\ and p2 are polynomially equivalent if there exists an automorphism a: k{u\, ... , um} -> k{u\, ... , um} such that p2 = p\°a.
Since a representation of k{u\, ... , um} in M uniquely determines an mtuple of elements in M and vice versa, we shall also speak of polynomial equivalence zw-tuples of elements of M. where a /0 and p is a polynomial in m -1 variables. For m > 3 it is not known whether or not every element of Aut(/c{«i, ... , um}) is tame; see [3, §4] . The difference between A\xt(k{u\, ... , um}) and its subgroup of tame automorphisms TAut(/c{wi, ... , um}) shall not concern us here. In fact, one could replace Aut(k{ui, ... , um}) by TA\xt(k{u\, ... , um}) everywhere in this paper; all of our results would remain true and all of our arguments would go through unchanged. The same applies to Aut(/cm) versus TAut(/cm) in the statement of Theorem 3.1.
Proofs of Theorems 1.2-1.4
As we observed in the previous section, the automorphisms of km = Qmi constructed in the proof of Theorem 3.1 are all induced by automorphisms of k{u\, ... , um} ■ We shall now show that elements of Aut(ßm,") can be constructed from automorphisms of k{u\,..., um} for any n . For a £ End(/c{Mi, ... , um}) we define a* by a*:Mn(k)m^Mn(k)m, (Xx,...,Xm)^(o(ux)(X),...,a(um)(X)).
4.1 Proposition. Every a G End(/c{wi, ... , um}) induces an algebraic morphism a*: Qm,n -» Qm,n such that the following diagram is commutative.
Moreover, if a is an automorphism of k{u\, ... , um} then a* is a representation type preserving automorphism of Qm,n ■ Proof. Since a* is PGL"-invariant, the existence and uniqueness of er* follows from Lemma 2.2. By uniqueness, (cti oa2), = (<7i), o(er2)* and (id), =id: Qm," ^Qm,nThus if a is an automorphism of k{u\, ... , um} then a* is an automorphism of Qm,nIt remains to show that for a £ Aut(k{ui, ... , um}), at preserves the representation type, i.e. for any x G Qm, " (8) x(o*x) = x(x).
For any a £ End(/c{wi, ... , um}) the subalgebra of M"(k)m generated by X\,..., Xm contains the subalgebra generated by Y\, ... ,Ym where (Xl,...,Xm) = a*(Yl,...,Ym).
Hence, for any x G C we have x(at(x)) < x(x) ; see Lemma 2.6. When a is an automorphism, this yields (8). Q.E.D.
As a direct corollary of our definition, rj, has the following property.
4.2 Lemma. Let a be an automorphism of k{u\, ... , um}, let x and y be points of Qm,n(i) let <p(x) and cp(y) be their reduced semisimple representations; see (5) . Then <r*(x) = y if and only if cp(x) ocr« cp(y).
Proposition 4.1 says that Aat(k{u\, ... , um}) -► Aut(ßW;") is a morphism of groups. We shall prove Theorems 1.2-1.5 by demonstrating that the image of this map is already big enough to have the required transitivity properties. In order to do this we will need the following generalizations of Proposition 3.3.
Recall that a representation p:k{u\, ... ,um} -> M is saturated if p(u\), ... , p(um-\) generate M as a /c-algebra. We shall defer the proofs of these theorems to § §6, 7 and 8. In the remainder of this section we will demonstrate how Theorems 1.2, 1.3 and 1.4 can be derived from Theorems 4.3 and 4.4. In order to do this in the case of Theorem 1.5 we need a more elaborate argument which will be presented in the next section.
Proof of Theorem 1.2. Let x = (e\, d\; ... ; er, dr) be a representation type and let M be as in (9) . Choose x and y in ßm,"(r). As we observed in 2. Let Um,n be the set of points x G ßm,n(l, n) such that the associated irreducible representation cp(x) is saturated. By Lemma 2.11 this set is Zariskiopen and nonempty when m > 3. We are going to prove that it has the property claimed in the statement of Theorem 1.5.
Let x\, ... , xs and y\, ... ,ys be two m-tuples of distinct elements of U and let px and py be as in (10). It is sufficient to prove that px and py are polynomially equivalent; as we saw in the proof of Theorem 1.3 py = px ° a implies y i = a "(xi) for i = 1, ... ,s. The polynomial equivalence of px and py, however, does not follow directly from Theorem 4.3. Indeed, while the representations cp(x\),..., <p(xs) are pairwise inequivalent, their restrictions to k{u\, ... , um-i} do not need to be. If they are not then px will not be saturated, and Theorem 4.3 will not apply. The situation is saved by Proposition 5.1 below. This proposition says that we can choose a and ß in Aut(k{u\, ... , um}) such that We are now ready to finish the proof of Theorem 4.3. The remaining part of the argument is just a more elaborate version of our proof of Theorem 3.1. Let M be as in (9) .
Choose r diagonal matrices A\, ... , Ar such that A¡ £ Md , each A¡ has distinct eigenvalues, and A¡ and A¡ have no common eigenvalues when j ^ I. Step 1. We may assume without loss of generality that Xm = A .
Proof. Since p is saturated, there exists a p e k{u\, ... , um-i} such that p(p) = A -Xm ■ Applying the automorphism
Um -* Um +P(U\ , ... , Wm_l) we see that p is polynomially equivalent to (X\, ... , Xm-\, A). Q.E.D.
Step 2. We may assume without loss of generality that Xm = A and Xm-\, Xm generate Mn(k). Step 3. We may assume without loss of generality that Xm -A and X\ -B.
Proof. We begin with (X\, ... , Xm) as in Step 2. Choose a polynomial q in two variables so that q(Xm-\, A) = B -X\ . After replacing X\ by X\ + q(Xm-\, Xm) (here we use the assumption that m > 3!) we will obtain an m-tuple polynomially equivalent to the original one, with X\ = B and Xm = A. Q.E.D.
Step 4. We may assume without loss of generality that X\ = A and X2 -B.
Proof. Permuting X\,..., Xm produces a polynomially equivalent w-tuple.
Q.E.D.
Step 5 we arrive at the w-tuple (A, B,0, ... ,0). Q.E.D.
Irreducible subspaces
The remainder of this paper will be devoted to proving Theorem 4.4. When m = 2 the theorem reduces to Proposition 3.3. Therefore, from now on we shall assume that m is at least 3.
We begin by observing that for m > dimk(M) Theorem 4.4 is an easy consequence of Theorem 4.3. Indeed, it is enough to show that an arbitrary irreducible representation p = (X\, ... , Xm): k{u\, ... , um} -> M is polynomially equivalent to a saturated one. Since X\, ... , Xm are linearly dependent, we may assume (after permuting them if necessary) that Xm is a linear combination of X\, ... We say that an invariant subspace U c k" is irreducible for <f> if the induced representation k{u\, ...,«/}-► End(i/) is irreducible, i.e. U is irreducible as a k{u\, ... , u¡}-module with the module structure given by $.
Let a: k{u\, ... , u¡} -> Md(k) be an irreducible representation. Denote the d-dimensional vector space on which Md(k) operates by Ua. We view Ua as a k{u\, ... , «/}-module via a. Let Ha = Hom¿..ru}([/Q, k") be the set of all k{u\, ... , «i}-homomorphisms from Ua to kn with the k{u\, ... , u¡}-module structure on k" given by <f>. We will think of Ha as a k-vector space. In this situation Schur's lemma can be restated as follows. If a subspace U c k" is invariant and irreducible for y/ then it is invariant and irreducible for 4>.
Proof. U is invariant for cf> because (f>(k{u\, ... , u¡}) c ip(k{ui, ... , us}). By our assumption on the representation types of 4> and W , if ( 12) is a composition series for y/ then it is also a composition series for 0. Suppose U is of level i as an irreducible representation for yi. Then the projection map U -► Vi/Vi-x is an isomorphism of k{u\, ... , z/J-modules. Consider them as k{u\, ... , zz/}-modules via 4>. Since the right-hand side is irreducible, the left-hand side must be irreducible as well. Q.E.D.
Polynomial equivalence of irreducible representations
In this section we complete the proof of Theorem 4. We claim that for a generic choice of the coefficients a\, ... , am £ k (13) x(poo(u\), p oa(u2))> p.
Indeed, by Corollary 2.8 it is enough to show that (13) holds for one choice of a\, ... ,am. When am = 0 this follows from Lemma 8.2. Hence, we can choose the coefficients a\, ... , a¡ so that (13) holds and a\, am ^ 0. The latter condition insures that a is invertible. Since 
dimGr(l,/i)nK(y,,y2)</i-3 for a generic choice of an , ... , d\m, a2\, ... , a2m g k. Note that if m = 3 then n < 2. In this case Y\ and Y2 have no common invariant 1-dimensional subspaces in kn . Hence, they generate M"(k) which proves the proposition.
Thus from now on we may assume that m is at least 4. Let p = x(X\, X2) = x(X\, ... , Xm-\) ■ For a generic choice of an, ... , 0-\m , a2i, ... , a2m G k we also have x(Yx, Y2) > p; see Corollary 2.8. Since p is optimal, this is the same as (16) x(Yx,Y2) = p.
We fix an, ... ,a\m,a2\, ... , a2m G k so that ( 15) and ( 16) 
