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The scaling limit of Poisson-driven
order statistics with applications
in geometric probability
Matthias Schulte∗ and Christoph Tha¨le†
Abstract
Let ηt be a Poisson point process of intensity t ≥ 1 on some state space Y and
f be a non-negative symmetric function on Yk for some k ≥ 1. Applying f to all
k-tuples of distinct points of ηt generates a point process ξt on the positive real-half
axis. The scaling limit of ξt as t tends to infinity is shown to be a Poisson point
process with explicitly known intensity measure. From this, a limit theorem for the
the m-th smallest point of ξt is concluded. This is strengthened by providing a rate
of convergence. The technical background includes Wiener-Itoˆ chaos decompositions
and the Malliavin calculus of variations on the Poisson space as well as the Chen-
Stein method for Poisson approximation. The general result is accompanied by a
number of examples from geometric probability and stochastic geometry, such as
Poisson k-flats, Poisson random polytopes, random geometric graphs and random
simplices. They are obtained by combining the general limit theorem with tools
from convex and integral geometry.
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1 Introduction and main result
In the paper [7] by Grimmett and Janson, the authors consider the areas of all triangles
formed by a fixed number of i.i.d. random points in a (convex) planar domain. They
show that after re-scaling the distribution of the smallest triangle area converges to an
exponential distribution and, moreover, that the entire collection of all triangle areas
converges to a homogeneous Poisson point process on the positive real-half axis as the
number of points gets large.
The purpose of the current paper is to establish a framework, which allows to deal
with considerably more general situations and can be applied to a broad class of ex-
amples, including higher-dimensional versions of the main result from [7] mentioned
above. We also replace the fixed number of random points by a Poisson point pro-
cess (with a possibly infinite number of points), making thereby available the powerful
Wiener-Itoˆ chaos decomposition and the Malliavin calculus of variations for Poisson
functionals.
We are now going to discuss our main result and its framework in detail. To this
end, fix some Borel measurable space (Y,Y) with a non-atomic σ-finite measure λ. By
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ηt we denote a Poisson point process on Y with intensity measure λt = tλ and η
k
t, 6=,
k ≥ 1, stands for the set of all k-tuples of distinct points of ηt. (As usual in point
process theory, a point process is a random measure, which is – by abuse of notation –
identified with its support, so that y ∈ ηt means that y ∈ Y is charged by the random
measure ηt.) Let further f : Y
k → R be a non-negative measurable function that is
invariant under permutations of the arguments and satisfies
(1) λk(f−1([0, x])) <∞ for all x > 0.
The Poisson point process ηt and the function f induce a collection of points
ξt = {f(y1, . . . , yk) : (y1, . . . , yk) ∈ ηkt, 6=}
on the positive real half-axis R+. Because of the symmetry of f , every f(y1, . . . , yk)
also occurs for permutations of the argument (y1, . . . , yk). However, we count the point
f(y1, . . . , yk) for every subset {y1, . . . , yk} ⊂ ηt only once. The collection ξt might still
have multiple points if there are several subsets having the same value under f . By (1),
ξt is locally finite (and vice versa), whence ξt is a point process on the half-line R+.
We order the points of ξt from the left to the right with respect to the natural
ordering on R+ and denote by F
(m)
t the distance of the m-th point of ξt to the origin,
i.e. F
(m)
t is the m-th order statistic of f applied to η
k
t, 6=. (We put F
(m)
t = +∞, if ξt
has less than m points.) In the poissonized version of the case considered in [7] and
described at the beginning, Y = R2, k = 3 and f(y1, y2, y3) is the area of the triangle
with vertices y1, y2 and y3.
For γ > 0, t ≥ 1 and x > 0, we denote by αt(x) the mean number of k-tuples
(y1, . . . , yk) of η
k
t, 6= for which f(y1, . . . , yk) ≤ xt−γ , i.e.
αt(x) =
1
k!
E
∑
(y1,...,yk)∈ηkt, 6=
1I(f(y1, . . . , yk) ≤ xt−γ)
=
1
k!
∫
Yk
1I(f(y1, . . . , yk) ≤ xt−γ) λkt (d(y1, . . . , yk)),
(2)
where Campbell’s Theorem for point processes is used to obtain the equality. Let us
also introduce
(3) rt(x) = sup
y1,...,yk−j∈Y
1≤j≤k−1
λjt ({(yˆ1, . . . , yˆj) ∈ Yj : f(yˆ1, . . . , yˆj, y1, . . . , yk−j) ≤ xt−γ}),
which plays a crucial roˆle in the locality condition below. We are now prepared to
present our main result.
Theorem 1.1. Let αt(x) and rt(x) as in (2) and (3) for some γ > 0. Assume that
there are constants β, τ > 0 such that
(4) lim
t→∞αt(x) = βx
τ , x > 0
and that the locality condition
(5) lim
t→∞ rt(x) = 0, x > 0
holds.
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a) The scaling limit as t→∞ of the point processes tγξt is a Poisson point process ξ
on R+ with intensity measure
ν(B) = βτ
∫
B
uτ−1 du, B ⊂ R+ Borel,
i.e. tγξt converges as t→∞ in distribution to ξ.
b) For every x > 0 there is a constant Cf,x > 0 depending on f and x such that all
order statistics F
(m)
t , m ≥ 1, satisfy∣∣∣∣∣P(tγF (m)t > x)− e−βxτ
m−1∑
i=0
(βxτ )i
i!
∣∣∣∣∣ ≤ |βxτ − αt(x)|+ Cf,x√rt(x)
for all t ≥ 1.
The Poisson point process ξ in Theorem 1.1 a) has the power law intensity function
βτuτ−1 and is also known as Weibull process in the literature, because the distance from
the origin to the first point of ξ follows a Weibull distribution with survival function
e−βxτ ; cf. [19]. This can be rephrased by saying that the re-scaled minimum functional
tγF
(1)
t with
(6) F
(1)
t = min
(y1,...,yk)∈ηkt, 6=
f(y1, . . . , yk)
being the first order statistic is asymptotically Weibull distributed as t → ∞. This
is of special interest for many applications as considered below. We remark that the
point process ξ is homogeneous (this means that its intensity measure is a constant
multiple of the standard Lebesgue measure on R+) with intensity β > 0 if and only if
τ = 1, in which case the mentioned Weibull distribution is nothing than an exponential
distribution with parameter β.
The Wiener-Itoˆ chaos decomposition as outlined by Last and Penrose in [16] has
stimulated a number of applications in geometric probability and stochastic geometry,
that were concerned with central limit theorems; cf. [6, 14, 27, 31]. The current paper
turns to point process convergence, non-central limit theorems and extreme values and
continues the works [14, 27] by Lachieze-Rey, Peccati, Reitzner and Schulte, where so-
called Poisson U-statistics have been investigated. The Wiener-Itoˆ chaos decomposition
of Poisson U-statistics will also be in the background of the results obtained here, since
we investigate an associated auxiliary Poisson U-statistic rather than the original prob-
lem. For this auxiliary functional we first prove a Poisson limit theorem, Proposition 4.1
below, with a rate measured by the total variation distance. The main tool for deriving
this result is the remarkable paper [22] by Peccati, who combined the Malliavin calculus
of variations for Poisson functionals with the Chen-Stein method for Poisson approx-
imation. Background material for these techniques are the paper [21] by Nualart and
Vives and the monograph [4] by Barbour, Holst and Janson. The Poisson convergence in
turn implies our non-central limit theorem, Theorem 1.1 b) above. The full scaling limit
is derived by general point process theory as described in Chapter 16 of Kallenberg’s
book [12]. Other references dealing with the Poisson point process approximation are
the papers [2, 3] by Barbour and Brown, Janson’s classical work [11] and once more [4].
In our examples presented in Section 2, we will apply Theorem 1.1 to problems
having a geometric flavor. These are:
1. Non-intersecting Poisson k-flats in Rd (k < d/2): Here, we consider a compact
convex set W ⊂ Rd and the distances between all pairs of distinct k-flats hitting
W ;
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2. Intersecting Poisson k-flats in Rd (k ≥ d/2): Given the d-dimensional unit ball
Bd, we investigate the j-th intrinsic volumes of the intersection of Bd with the
lower-dimensional flats of the intersection process of the Poisson k-flats;
3. Poisson polytope on the unit sphere: The random polytope, which is given by the
convex hull of a Poisson point process on the (d − 1)-dimensional unit sphere is
considered, in particular the length of its shortest edge;
4. Random geometric graphs: Here, a Poisson point process in a compact convex set
W ⊂ Rd is given and the edge lengths of a family of random geometric graphs
constructed out of these points is investigated;
5. Random simplices I: We consider the volumes of all d-dimensional random sim-
plices that can be formed by all (d+1)-tuples of distinct points of a Poisson point
process in a compact convex set W ⊂ Rd;
6. Random simplices II: Given a Poisson process of hyperplanes hitting a compact
convex set W ⊂ Rd, we deal with the volumes of all d-dimensional random sim-
plices that can be formed by any d+ 1 of these hyperplanes.
In order to apply Theorem 1.1 to these concrete situations, we will have to identify γ, β
and τ that appear in the limit of (2) and to check the locality condition (5). Typically,
to check the locality condition is more or less a routine task, whereas for determining the
normalizing constants one often needs more delicate arguments adapted to the particular
examples. The exact computations rely in our cases on the classical Crofton formula,
Steiner’s formula and its relatives from convex geometry and on an integral-geometric
transformation of Blaschke-Petkantschin type and we refer the reader to [30] for these
geometric tools.
Let us finally mention some other closely related work. One of the classical references
for extreme values and the point processes connection is Resnick’s monograph [28]. A
Poisson process limit theorem for the order statistics of i.i.d. random variables is the
content of the paper [19] of Miller, where non-homogeneous Poisson point processes on
the real half-axis similar to those in our Theorem 1.1 show up in the limit. Lao and
Mayer have studied in [15] so-called U-max statistics. They correspond to our functional
(6) with the minimum replaced by the maximum. Moreover, the binomial point process
has been used instead of the Poisson point process considered here. The diameter of
such a random sample is the content of the paper [17] by Mayer and Molchanov; see
also the related work [8, 9] by Henze and Klein and again [15]. The minimal distance
of points in a binomial point process has been investigated in the classical paper [32]
by Silverman and Brown, where a result similar to our Theorem 1.1 b) without rate of
convergence has been obtained; see also [13].
The paper is structured as follows: In the next section, we present our Examples
1–6 mentioned above in full detail. In Section 3 we recall some basic facts about chaos
decompositions, the Malliavin calculus of variations and a result for the Poisson approx-
imation on the Poisson space that is needed in our further arguments. The proof of our
general result, Theorem 1.1, is the content of the final Section 4.
2 Applications in geometric probability
Let us fix some general notation before turning to the examples. For a (full dimensional)
setW ⊂ Rd, d ≥ 1, we denote by [W ]k the set of all k-dimensional affine subspaces of Rd
that have non-empty intersection with W . In integrals of the type
∫
[W ]k
f(E) dE with
a real-valued measurable function f on [W ]k, dE stands for integration with respect to
the Haar measure on [W ]k with a normalization as in [30]. If in addition W is convex,
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we denote by Vj(W ), 0 ≤ j ≤ d, the intrinsic volume of order j in the sense of classical
convex geometry. In particular, Vd(W ) is the volume of W , 2Vd−1(W ) its surface area,
V1(W ) a constant multiple of its mean width and V0(W ) = 1. Further, B
d
r (y) stands for
the d-dimensional ball with radius r > 0 and center y ∈ Rd, Bdr = Bdr (0) and Bd = Bd1 .
Moreover, κd = Vd(B
d). The Euclidean distance between two points y1, y2 ∈ Rd is
dist(y1, y2) and for W as above we put dist(y,W ) = inf{dist(y,w) : w ∈W} for y ∈ Rd.
For r > 0 let us define the outer and inner parallel sets Wr = {y ∈ Rd : dist(y,W ) ≤ r}
and W−r = {y ∈W : dist(y, ∂W ) ≥ r}, where ∂W denotes the boundary of W .
1. Non-intersecting Poisson k-flats. Poisson point processes on the space of k-
dimensional affine subspaces of Rd are a classical topic studied in stochastic geometry;
see [5, 10] and also [30] and the references cited therein. To measure the ‘closeness’ or
the ‘denseness’ the so-called proximity has been introduced in [29] for the case k < d/2,
where the flats do not intersect each other with probability one. We propose to measure
such a quantity by the minimal distance of the flats hitting a convex test set or, more
generally, by the order statistics induced by all distances between two distinct flats. As
we assume stationarity of the Poisson flats, our result does not depend on the position
of the test set in space. Moreover, we also assume isotropy in order to make available
tools from integral geometry.
More formally, let ηt be a stationary and isotropic process of Poisson k-flats in R
d
of intensity t ≥ 1 such that k < d/2 and d ≥ 1. Fix a compact and convex test set
W ⊂ Rd with volume Vd(W ) > 0 and define the distance between two k-flats E and F
hitting W as
distW (E,F ) = min
y1∈E∩W, y2∈F∩W
dist(y1, y2).
Note that distW (E,F ) measures the distance of E and F within W and not the usual
distance between the flats. We find this approach more natural as it can happen that
two flats have a large distance in W , but become close to each other far away from the
test set. The Poisson k-flat process ηt and distW (·, ·) generate a point process
ξt = {distW (E,F ) : (E,F ) ∈ η2t, 6= with E,F ∈ [W ]k}
on the real half axis. By D
(m)
t , we denote the distance of the m-th point of ξt to the
origin, which is the m-th smallest distance between two k-flats hitting W .
Theorem 2.1. Define
β =
(d−k
k
)
κ2d−k
2
(
d
k
)
κd
Vd(W ).
a) The re-scaled point processes t2/(d−2k)ξt converge as t → ∞ in distribution to a
Poisson point process whose intensity measure is
B 7→ β(d− 2k)
∫
B
ud−2k−1 du, B ⊂ R+ Borel.
b) For every x > 0 there is a constant C > 0 depending on x, d, k and W such that∣∣∣∣∣P(t2/(d−2k)D(m)t > x)− e−βxd−2k
m−1∑
i=0
(βxd−2k)i
i!
∣∣∣∣∣ ≤ Ct−min{2/(d−2k),1/2}
for t ≥ 1 and m ≥ 1. In particular, t2/(d−2k)D(1)t converges as t→∞ in distribu-
tion to a Weibull distributed random variable with survival function e−βx
d−2k
.
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Proof. In order to apply Theorem 1.1, we need to compute the limit of
(7) αt(x) =
t2
2
∫
[W ]k
∫
[W ]k
1I(distW (E,F ) ≤ xt−γ) dF dE
as t→∞. Applying Crofton’s formula [30, Thm. 5.1.1], we obtain∫
[W ]k
1I(distW (E,F ) ≤ xt−γ) dF =
∫
[W ]k
1I(((E ∩W )xt−γ ∩W ) ∩ F 6= ∅) dF
=
κkκd−k(d
k
)
κd
Vd−k((E ∩W )xt−γ ∩W ).
(8)
Observe now that
(9) Vd−k((E ∩W−xt−γ )xt−γ ) ≤ Vd−k((E ∩W )xt−γ ∩W ) ≤ Vd−k((E ∩W )xt−γ )
and that a version of Steiner’s formula [30, Thm. 14.2.4] leads to
Vd−k((E ∩W−xt−γ )xt−γ ) =
k∑
j=0
κd−j
κk
(
d− j
k
)
Vj(E ∩W−xt−γ )(xt−γ)d−k−j,(10)
Vd−k((E ∩W )xt−γ ) =
k∑
j=0
κd−j
κk
(
d− j
k
)
Vj(E ∩W )(xt−γ)d−k−j .(11)
Combining (7) with (9), (10) and (11) and using once more Crofton’s formula yield
k∑
j=0
(k
j
)(d−j
k
)
2
(d
k
)( d
k−j
) κkκd−kκd−jκd+j−k
κjκ2d
Vd−k+j(W−xt−γ )t
2(xt−γ)d−k−j
≤ αt(x) ≤
k∑
j=0
(
k
j
)(
d−j
k
)
2
(d
k
)( d
k−j
) κkκd−kκd−jκd+j−k
κjκ2d
Vd−k+j(W )t2(xt−γ)d−k−j .
This together with the monotonicity of the intrinsic volumes leads to the inequality∣∣∣∣∣αt(x)−
(d−k
k
)
κ2d−k
2
(
d
k
)
κd
Vd(W )t
2(xt−γ)d−2k
∣∣∣∣∣
≤
(
d−k
k
)
κ2d−k
2
(d
k
)
κd
(
Vd(W )− Vd(W−xt−γ )
)
+
k−1∑
j=0
(k
j
)(d−j
k
)
2
(d
k
)( d
k−j
) κkκd−kκd−jκd+j−k
κjκ2d
Vd−k+j(W )t2(xt−γ)d−k−j.
Again, by Steiner’s formula it follows that
|Vd(W )− Vd(W−xt−γ )| ≤
d−1∑
j=0
κd−jVj(W )(xt−γ)d−j .
Choosing γ = 2/(d − 2k), we see that
(12) lim
t→∞αt(x) = βx
d−2k and |αt(x)− βxd−2k| ≤ c1(k, d,W )(x + xd)t−2/(d−2k)
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with a suitable constant c1(k, d,W ) > 0 depending on k, d and W . Using (8) and the
monotonicity of Vd−k, we find that
rt(x) = sup
E∈[W ]k
t
∫
[W ]k
1I(distW (E,F ) ≤ xt−γ) dF
= sup
E∈[W ]k
t
κkκd−k(d
k
)
κd
Vd−k((E ∩W )xt−γ ∩W )
≤ sup
E∈[W ]k
t
κkκd−k(d
k
)
κd
Vd−k((E ∩W )xt−γ ).
Combining this once more with [30, Thm. 14.2.4], we obtain
rt(x) ≤ tκkκd−k(d
k
)
κd
k∑
j=0
(xt−γ)d−k−j
(
d− j
k
)
κd−j
κk
sup
E∈[W ]k
Vj(E ∩W )
≤ c2(k, d,W )t((xt−γ)d−k + (xt−γ)d−2k)
(13)
with a suitable constant c2(k, d,W ) > 0. Substituting γ = 2/(d − 2k) in (13) leads to
(14) rt(x) ≤ c2(k, d,W )(xd−k + xd−2k)t−1
for t ≥ 1. Now Theorem 1.1 can be applied, which completes the proof.
Remark 1. A glance at (12) and (14) shows that the constant C in Theorem 2.1 b) can
be chosen in such a way that C = Cˆ(x+ xd) with Cˆ being independent of x. However,
x + xd is not uniformly bounded so that we cannot take the supremum over all x > 0
as would be of interest to get a rate of convergence measured by the usual Kolmogorov
distance. A similar comment also applies to Examples 2–4 below.
2. Intersecting Poisson k-flats. As in the previous example we investigate the
restriction of a stationary and isotropic Poisson k-flat process ηt in R
d (d ≥ 2) of
intensity t ≥ 1. But this time we focus on the case k ≥ d/2 and restrict to the d-
dimensional unit ball Bd in place of a general convex observation window. By virtue of
the parameter choice, these flats intersect with probability one and we can define the
intersection process of ηt of order ℓ, where ℓ is such that ℓ(d− k) ≤ d. This is obtained
by taking the intersection of any ℓ-tuple of distinct k-flats of ηt; cf. [30]. By Vj we
denote again the intrinsic volume of degree j and put
ξt = {Vj(E1 ∩ . . . ∩ Eℓ ∩Bd) : (E1, . . . , Eℓ) ∈ ηℓt, 6= and E1 ∩ . . . ∩ Eℓ ∩Bd 6= ∅}
for j ∈ {1, . . . , d − ℓ(d − k)}. Let further V (m)j,t be the distance of the m-th smallest
element of ξt to the origin.
Theorem 2.2. Define
β =
κd(ℓ(d− k)− 1)!
2κd−ℓ(d−k)ℓ!
(
d
ℓ(d− k)
)(
d− ℓ(d− k)
j
)− 1
j
(
k!κk
d!κd
)ℓ(κd−ℓ(d−k)−j
κd−ℓ(d−k)
)1
j
.
a) The point processes tjℓ/2ξt converge as t → ∞ in distribution to a Poisson point
process whose intensity measure is
B 7→ 2βj−1
∫
B
u(2−j)/j du, B ⊂ R+ Borel.
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b) For every x > 0 there is a constant C > 0 depending on x, d, k, ℓ and j such that∣∣∣∣∣P(tjℓ/2V (m)j,t > x)− e−βx2/j
m−1∑
i=0
(βx2/j)i
i!
∣∣∣∣∣ ≤ Ct−1/2
for t ≥ 1 and m ≥ 1. In particular, tjℓ/2V (1)j,t converges to a random variable that
is Weibull distributed with survival function e−βx
2/j
.
Proof. In this example, αt(x) is given by
(15) αt(x) =
tℓ
ℓ!
∫
[Bd]k
. . .
∫
[Bd]k
1I(0 < Vj(E1 ∩ . . . ∩ Eℓ ∩Bd) ≤ xt−γ) dEℓ . . . dE1.
The intersection E1 ∩ . . . ∩ Eℓ ∩Bd is a d− ℓ(d− k)-dimensional ball. Its j-th intrinsic
volume is less or equal than xt−γ if its radius is less than ̺ := (xt−γ/Vj(Bd−ℓ(d−k)))1/j .
This happens if and only if the distance of the d− ℓ(d−k)-dimensional ball to the origin
is greater than
√
1− ̺2. Thus, for fixed E1, . . . , Eℓ−1 the innermost integral in (15) can
be written as∫
[Bd]k
1I(E1 ∩ . . . ∩ Eℓ−1 ∩Eℓ ∩Bd 6= ∅)− 1I(E1 ∩ . . . ∩ Eℓ−1 ∩ Eℓ ∩Bd√1−̺2 6= ∅) dEℓ
= ςd,0,k(Vd−k(E1 ∩ . . . ∩ Eℓ−1 ∩Bd)− Vd−k(E1 ∩ . . . ∩Eℓ−1 ∩Bd√
1−̺2)),
where, more generally,
ςd,i,k =
k!(d − k + i)!κkκd−k+i
d!i!κdκi
.
Applying now (ℓ− 1)-times the Crofton formula [30, Thm. 5.1.1], we obtain
αt(x) =
tℓ
ℓ!
(
ℓ−1∏
i=0
ςd,i(d−k),k
)
(Vℓ(d−k)(Bd)− Vℓ(d−k)(Bd√1−̺2)).
The homogeneity of the intrinsic volumes implies that
Vℓ(d−k)(B
d)− Vℓ(d−k)(Bd√1−̺2) = Vℓ(d−k)(B
d)(1− (1− ̺2)ℓ(d−k)/2).
Using the asymptotic expansion
(16) 1− (1− ̺2)ℓ(d−k)/2 = 1
2
ℓ(d− k)̺2 − 1
8
ℓ(d− k)(ℓ(d− k)− 2)̺4 +O(̺5),
for ̺→ 0, we find that the latter behaves like 12ℓ(d− k)Vℓ(d−k)(Bd)̺2. Taking γ = jℓ/2
and substituting the expression for ̺ leads to
α(x) = lim
t→∞αt(x) =
ℓ(d− k)
2ℓ!
(
ℓ−1∏
i=0
ςd,i(d−k),k
)
Vℓ(d−k)(Bd)Vj(Bd−ℓ(d−k))−2/jx2/j ,
which equals βx2/j as some elementary computation shows. Moreover, using once more
(16) and substituting ̺, we obtain
|α− αt(x)| ≤ c1tℓ̺4 = c1(x)t−ℓ
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for t ≥ 1 and some constants c1, c1(x) > 0. A similar calculation shows that
rt(x) = sup
E1,...,Ei∈[Bd]k
1≤i≤ℓ−1
tℓ−i
∫
[Bd]ℓ−ik
1I(0 < Vj(E1 ∩ . . . ∩ Ei ∩ F1 ∩ . . .
. . . ∩ Fℓ−i ∩Bd) ≤ xt−γ) dF1 . . . dFℓ−i
≤ max
1≤i≤ℓ−1
c(i)(x)t−i ≤ c2(x)t−1
for t ≥ 1 with suitable constants c(1)(x), . . . , c(ℓ−1)(x), c2(x) > 0. The assertion is now a
consequence of Theorem 1.1.
3. Poisson polytope on the unit sphere. Let us consider an isotropic Poisson
point process ηt on the (d − 1)-dimensional unit sphere Sd−1 (d ≥ 2) having intensity
t ≥ 1. The convex hull of all points of ηt is the Poisson polytope with vertices on the
sphere. The convex hull of a random point set is one of the most intensively studied
models in geometric probability; see Chapter 8 in [30] and the references cited therein.
Random polytopes with a fixed number of vertices on the boundary of a convex body
were investigated in [26], whereas [1] deals with the general Poisson polytope.
We denote by L
(m)
t the distance of the m-th smallest element of the point process
ξt = {dist(y1, y2) : (y1, y2) ∈ η2t, 6=}
to the origin, in particular
L
(1)
t = min
(y1,y2)∈η2t, 6=
dist(y1, y2).
The geometry of Sd−1 ensures that L(1)t is the length of the shortest edge of the Poisson
polytope. On the other hand, L
(m)
t ,m ≥ 2, is not necessarily the length of the m-th
shortest edge of the Poisson polytope since the related line can lie within the interior of
the Poisson polytope and does not need to be an edge of it.
Theorem 2.3. Put β = d2κdκd−1.
a) The point processes t2/(d−1)ξt converge in distribution as t→∞ to a Poisson point
process on the positive real half-axis whose intensity measure is given by
B 7→ β(d − 1)
∫
B
ud−2 du, B ⊂ R+ Borel.
b) For every x > 0 there is a constant C > 0 depending on x and d such that∣∣∣∣∣P(t2/(d−1)L(m)t > x)− e−βxd−1
m−1∑
i=0
(βxd−1)i
i!
∣∣∣∣∣ ≤ Ct−min{2/(d−1),1/2}
for t ≥ 1 and m ≥ 1. In particular, t2/(d−1) times the length of the shortest edge
of the Poisson polytope follows asymptotically a Weibull distribution with survival
function e−βxd−1 .
Proof. Fix x > 0 and observe that in this example
αt(x) =
t2
2
∫
Sd−1
∫
Sd−1
1I(dist(y1, y2) ≤ xt−γ) dy1 dy2.
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For fixed y2 ∈ Sd−1 the inner integral is the (d−1)-dimensional volume of the intersection
of Sd−1 with the d-dimensional ball Bdxt−γ (y2). The geometric structure of S
d−1 implies
that
Vd−1(Sd−1 ∩Bdxt−γ (y2)) = κd−1(xt−γ)d−1 +
(d− 1)κd−1
2
(xt−γ)d +O(t−γ(d+1))
as t→∞, independently of y2; see Section 3 in [26]. Taking γ = 2/(d− 1), we conclude
the asymptotic expansion
αt(x) =
d
2
κdκd−1xd−1 +
d(d− 1)κdκd−1
4
xdt−2/(d−1) +O(t−4/(d−1))
as t→∞. For
rt(x) = sup
y2∈Sd−1
t
∫
Sd−1
1I(dist(y1, y2) ≤ xt−γ) dy1 = tVd−1(Sd−1 ∩Bdxt−γ (y))
with an arbitrary y ∈ Sd−1 we similarly have
rt(x) = κd−1xd−1t−1 +
(d− 1)κd−1
2
xdt−(d+1)/(d−1) +O(t−(d+3)/(d−1))→ 0
as t→∞. The result is now found by application of Theorem 1.1.
4. Edges in a Gilbert graph. Let ηt be the restriction of a stationary Poisson point
process on Rd with intensity t ≥ 1 to a compact convex setW ⊂ Rd (d ≥ 1) with positive
volume Vd(W ) > 0. The Gilbert graph or the random geometric graph is constructed
by connecting two points of ηt by an edge if and only if their distance is smaller than
a prescribed bound δ > 0; see the monograph [25] for an exhaustive reference and [20]
for a closely related recent work. In the following, we assume that the threshold δ also
depends on the intensity parameter t and write δt for this reason. Define
ξt = {dist(y1, y2) : (y1, y2) ∈ η2t, 6= with dist(y1, y2) ≤ δt}
and denote by G
(m)
t the distance to the origin of the m-th smallest element of ξt.
Theorem 2.4. Assume that lim
t→∞ t
2/dδt =∞ and let β = κd2 Vd(W ).
a) As t→∞ the re-scaled point processes t2/dξt converge in distribution to a Poisson
point process on R+ with intensity measure
B 7→ βd
∫
B
ud−1 du, B ⊂ R+ Borel.
b) For every x > 0 there are constants C > 0 and t0 > 1 depending on x, W , d and
(δt)t≥1 such that∣∣∣∣∣P(t2/dG(m)t > x)− e−βxd
m−1∑
i=0
(βxd)i
i!
∣∣∣∣∣ ≤ Ct−min{2/d,1/2}
for t ≥ t0 and m ≥ 1. In particular, the distribution of the re-scaled shortest edge
length t2/dG
(1)
t converges as t→∞ to a Weibull distribution with survival function
e−βxd.
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Proof. The assumption lim
t→∞ t
2/dδt =∞ ensures that for every x > 0 there is a constant
t0 ≥ 1 such that xt−γ ≤ δt for all t ≥ t0. For such x and t ≥ t0 we have
αt(x) =
t2
2
∫
W
∫
W
1I(dist(y1, y2) ≤ xt−γ) dy1 dy2 = t
2
2
∫
W
Vd(W ∩Bdxt−γ (y2)) dy2
=
t2
2
∫
Rd
Vd(W ∩Bdxt−γ (y2)) dy2 −
t2
2
∫
Rd\W
Vd(W ∩Bdxt−γ (y2)) dy2.
From Theorem 5.2.1 in [30] (see Eq. (5.14) in particular), it follows that
(17)
t2
2
∫
Rd
Vd(W ∩Bdxt−γ (y2)) dy2 =
t2
2
Vd(W )Vd(B
d
xt−γ ) =
κd
2
Vd(W )t
2(xt−γ)d.
By the Steiner formula (see Eq. (14.5) in [30]), one has
t2
2
∫
Rd\W
Vd(W ∩Bdxt−γ (y2)) dy2
≤ κd
2
t2(xt−γ)dVd({y ∈ Rd \W : dist(y,W ) ≤ xt−γ})
=
κd
2
t2(xt−γ)d
d−1∑
j=0
κd−jVj(W )(xt−γ)d−j
so that αt(x) is dominated by (17) and its asymptotic behavior is given by
κd
2 Vd(W )t
2(xt−γ)d.
Choosing γ = 2/d yields
α(x) = lim
t→∞αt(x) =
κd
2
Vd(W )x
d = βxd
and
|α(x)− αt(x)| ≤ κd
2
d−1∑
j=0
κd−jVj(W )x2d−jt−2+2j/d.
Moreover, one has
rt(x) = sup
y2∈W
t
∫
W
1I(dist(y1, y2) ≤ xt−γ) dy1 ≤ tκd(xt−γ)d = κdxdt−1.
The assertion is now a direct consequence of Theorem 1.1.
Remark 2. As t→∞, the shortest edge of the Gilbert graph is the same as the shortest
edge of the so-called Delaunay graph (cf. [25, 30] for background material on Delaunay
graphs or tessellations). Hence, the length of the shortest edge in the Delaunay graph
enjoys the same asymptotic behavior as G
(1)
t considered in Theorem 2.4.
5. Small simplices generated by Poisson points. Denote by ηt the restriction of
a stationary Poisson point process of intensity t ≥ 1 to a compact convex set W ⊂ Rd
(d ≥ 1) with volume Vd(W ) > 0. Consider the family of all d-dimensional simplices that
can be formed by any d+ 1 distinct points of ηt and denote by S
(m)
t the m-th smallest
volume of them. The sequence (S
(m)
t )m≥1 forms a point process ξt, i.e.
ξt = {Vd([y1, . . . , yd+1]) : (y1, . . . , yd+1) ∈ ηd+1t, 6= },
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where [y1, . . . , yd+1] stands for the simplex with vertices y1, . . . , yd+1. A similar problem
in the special planar set-up has been studied in [7], where a fixed number of points in
W that tends to infinity was used in place of the Poisson point process. In fact, in [7]
the authors showed Poisson point process convergence for the re-scaled order statistics.
From this, a de-poissonized version of the planar case of our Theorem 2.5 below can be
derived. Moreover, we like to point out that for d = 2 we have the simple expression
β = 2V2(W )
2 for the parameter in Theorem 2.5 below thanks to an integral-geometric
formula due to Crofton; cf. [30, Eq. (8.58)].
Theorem 2.5. Define
β =
dκd
d+ 1
∫
[W ]d−1
Vd−1(W ∩H)d+1 dH.
Then the point processes td+1ξt converge in distribution as t → ∞ to a homogeneous
Poisson point process on R+ with intensity β, so that for all m ≥ 1 and x > 0,
lim
t→∞P(t
d+1S
(m)
t > x) = e
−βx
m−1∑
i=0
(βx)i
i!
.
In particular, the re-scaled smallest simplex volume td+1S
(1)
t is asymptotically exponen-
tially distributed with parameter β.
Proof. In this example, we have
αt(x) =
td+1
(d+ 1)!
∫
W
. . .
∫
W
1I(Vd([y1, . . . , yd+1]) ≤ xt−γ) dyd+1 . . . dy1.
For fixed y1, . . . , yd ∈ W in general position let H(y1, . . . , yd) be the unique hyperplane
through these points and put
H(y1, . . . , yd)r := {y ∈ Rd : dist(y,H(y1, . . . , yd)) ≤ r}
for r > 0. With the abbreviation ̺ = ̺(y1, . . . , yd) := dxt
−γ/Vd−1([y1, . . . , yd]) and the
affine Blaschke-Petkantschin formula [30, Thm. 7.2.5], αt(x) can be re-written as
αt(x) =
td+1
(d+ 1)!
∫
W
. . .
∫
W
Vd(H(y1, . . . , yd)̺ ∩W ) dyd . . . dy1
=
κdt
d+1
2(d+ 1)
∫
[W ]d−1
∫
H∩W
. . .
∫
H∩W
Vd(H(y1, . . . , yd)̺ ∩W )
×Vd−1([y1, . . . , yd]) dyd . . . dy1dH.
Using the fact that
(18) lim
̺→0
Vd(H(y1, . . . , yd)̺ ∩W )
̺
= 2Vd−1(H(y1, . . . , yd) ∩W )
and choosing γ = d+ 1, we find
lim
t→∞ t
d+1Vd(H(y1, . . . , yd)̺ ∩W )
= lim
t→∞
Vd(H(y1, . . . , yd)dxt−(d+1)/Vd−1([y1,...,yd]) ∩W )
t−(d+1)
= 2dxVd−1(H(y1, . . . , yd) ∩W )Vd−1([y1, . . . , yd])−1.
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From the dominated convergence theorem, it finally follows that
α = lim
t→∞αt(x) =
dκdx
d+ 1
∫
[W ]d−1
∫
H∩W
. . .
∫
H∩W
Vd−1(W ∩H) dyd . . . dy1 dH
=
dκdx
d+ 1
∫
[W ]d−1
Vd−1(W ∩H)d+1 dH = βx.
By a similar computation, one sees that the condition (5) is also satisfied and that the
assertion is a consequence of Theorem 1.1.
Remark 3. Although Theorem 1.1 b) delivers an exact rate of convergence, we cannot
provide an explicit rate here. This is due to the fact that the exact asymptotic behavior
in (18) depends in a delicate way on the smoothness of the boundary of W . A similar
comment also applies to the next example.
6. Small simplices generated by Poisson hyperplanes. Let ηt be the restriction
of a stationary and isotropic Poisson point process of hyperplanes of intensity t ≥ 1 to
[W ]d−1, where W is a compact convex set with W ⊂ Rd (d ≥ 2) with Vd(W ) > 0. Any
d + 1 different hyperplanes of ηt generate a random simplex in R
d almost surely. Let
[H1, . . . ,Hd+1] be the simplex generated by the hyperplanes H1, . . . ,Hd+1, put
ξt = {Vd([H1, . . . ,Hd+1]) : (H1, . . . ,Hd+1) ∈ ηd+1t, 6= with [H1, . . . ,Hd+1] ⊂W}
and let T
(m)
t be the m-th smallest simplex volume. For fixed hyperplanes H1, . . . ,Hd,
we denote by Hu,δ the hyperplane with unit normal vector u ∈ Sd−1 and distance δ > 0
to the almost surely uniquely determined intersection point of H1, . . . ,Hd.
Theorem 2.6. Define
β =
1
(d+ 1)!
∫
[W ]d−1
. . .
∫
[W ]d−1
∫
Sd−1
Vd([H1, . . . ,Hd,Hu,1])
−1/d du dHd . . . dH1.
Then as t → ∞ the re-scaled point processes td(d+1)ξt converge in distribution to a
Poisson point process whose intensity measure is given by
B 7→ βd−1
∫
B
u(1−d)/d du, B ⊂ R+ Borel,
whence for m ≥ 1 and x > 0 it holds that
lim
t→∞P(t
d(d+1)T
(m)
t > x) = e
−βx1/d
m−1∑
i=0
(βx1/d)i
i!
.
In particular, td(d+1)T
(1)
t converges to a Weibull distributed random variable with survival
function e−βx1/d.
Proof. We have
αt(x) =
td+1
(d+ 1)!
∫
[W ]d−1
. . .
∫
[W ]d−1
1I([H1, . . . ,Hd+1] ⊂W )
×1I(Vd([H1, . . . ,Hd+1]) ≤ xt−γ) dHd+1 . . . dH1
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in this example. For fixed hyperplanes H1, . . . ,Hd, we identify Hd+1 with the pair
(u, δ) ∈ Sd−1 × [0,∞) and write Hu,δ instead of Hd+1. Since
Vd([H1, . . . ,Hd,Hu,δ]) = δ
dVd([H1, . . . ,Hd,Hu,1])
and [H1, . . . ,Hd,Hu,δ] ⊂W whenever δ is small enough, it holds that
∞∫
0
1I([H1, . . . ,Hd,Hu,δ] ⊂W ) 1I(Vd([H1, . . . ,Hd,Hu,δ]) ≤ xt−γ) dδ
=
(xt−γ)1/d
Vd([H1, . . . ,Hd,Hu,1])1/d
if t is sufficiently large. By the choice γ = d(d + 1) and the dominated convergence
theorem, we obtain
α = lim
t→∞αt(x)
=
x1/d
(d+ 1)!
∫
[W ]d−1
. . .
∫
[W ]d−1
∫
Sd−1
Vd([H1, . . . ,Hd,Hu,1])
−1/d du dHd . . . dH1
= βx1/d.
Condition (5) can be checked in a similar way, hence, Theorem 1.1 can be applied and
completes the proof.
The hyperplanes of ηt partition the space into random polytopes (called cells) and
generate this way a tessellation of Rd, the so-called Poisson hyperplane tessellation,
which is one of the standard models considered in stochastic geometry; see [30] and the
references therein. In the planar case d = 2, the smallest triangle generated by the
Poisson lines (i.e. 1-dimensional hyperplanes in R2) cannot be hit by other lines of ηt,
since otherwise there would be an even smaller triangle (note that in higher dimensions
this argument fails). Hence, the smallest triangle is also a cell of the tessellation and its
area enjoys the following asymptotic behavior.
Corollary 2.7. Let ∆mint be the smallest triangular cell that is included in W of a
tessellation generated by a stationary and isotropic Poisson line process of intensity
t ≥ 1. Then (t6V2(∆mint ))t≥1 converges as t→∞ in distribution to a Weibull distributed
random variable with survival function e−β
√
x.
Remark 4. Using heuristic arguments, it has been argued in [18] that small cells of
tessellations generated by a stationary and isotropic Poisson line process have a trian-
gular shape. This way, Corollary 2.7 makes a statement not only about the area of the
smallest triangular cell, but also about the area of the smallest cell in general. A formal
proof, however, is still missing.
3 Chaos and Poisson approximation
The framework is a non-atomic Borel measurable space (Y,Y) with a σ-finite measure
λ. In what follows, η is a Poisson point process on Y with intensity measure λ. This is
to say, η is a collection of random variables defined on some probability space (Ω,F ,P),
indexed by the elements of Yλ = {B ∈ Y : λ(B) <∞} such that
(i) for disjoint sets A,B ∈ Yλ, η(A) and η(B) are independent;
(ii) η(B) is Poisson distributed with mean λ(B) for any B ∈ Yλ.
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We also write ηˆ(B) = η(B)−λ(B) for B ∈ Yλ and {ηˆ(B) : B ∈ Yλ} for the compensated
Poisson point process. As usual in point process theory, we shall identify η with its
support and write y ∈ η to indicate that y ∈ Y is charged by η. Similarly, we write
(y1, . . . , yk) ∈ ηk6= for k ≥ 1 to say that y1, . . . , yk are distinct points in Y with yi ∈ η for
i = 1, . . . , k.
Given two integers p, q ≥ 1, write Lp(λq) for the family of functions h : Yq → R
such that ||h||Lp(λq) := (
∫
Yq
|h|p dλq)1/p < ∞ and Lpsym(λq) for the subspace of Lp(λq)
consisting of functions that are invariant under permutation of the q arguments, so-called
symmetric functions. The standard scalar product in L2(λq) is denoted by 〈·, ·〉L2(λq).
For a deterministic function h ∈ L2(λ) we write I1(h) for the Wiener-Itoˆ integral of
h and for every q ≥ 2 and h ∈ L2sym(λq) we indicate by Iq(h) the multiple Wiener-Itoˆ
integral of order q of h with respect to the compensated Poisson point process ηˆ; cf.
[16, 21, 24]. These stochastic integrals are centered (i.e. EIq(h) = 0) and satisfy the
isometry relation
(19) E[Im(g)In(h)] = 〈g, h〉L2(λn)1I(n = m)
for any integers m,n ≥ 1 and every g ∈ L2sym(λm) and h ∈ L2sym(λn). The Hilbert space
{Iq(h) : h ∈ L2sym(λq)}, q ≥ 1, is called the q-th Wiener-Itoˆ chaos associated with η.
It is one of the crucial features of a Poisson point process that every F ∈ L2(Pη)
(here and below Pη stands for the distribution of η) can be decomposed into its chaotic
components, which is to say that F may be written as
(20) F = EF +
∞∑
q=1
Iq(hq),
where the series converges in L2(Pη) and for each q ≥ 1, hq is an element in L2sym(λq).
The representation (20) is called Wiener-Itoˆ chaos decomposition of F with kernels
hq. Note in particular that (20) combined with the isometry (19) implies the variance
formula
(21) Var F =
∞∑
q=1
q!||hq||2L2(λq).
We will later need the chaos decomposition of a special class of Poisson functionals
introduced in [27]. Let f ∈ L1sym(λk) and define
(22) U =
1
k!
∑
(y1,...,yk)∈ηk6=
f(y1, . . . , yk)
for some fixed k ≥ 1. If the functional U satisfies U ∈ L2(Pη), it is called a Poisson
U-statistic and from [27] we know that the chaos decomposition of U is finite and given
by U = EU +
∑k
q=1 Iq(hq) with EU =
∫
Yk
f dλk by the Campbell Theorem for point
processes [30, Thm. 3.1.2] and with
(23) hq(y1, . . . , yq) =
1
q!(k − q)!
∫
Yk−q
f(y1, . . . , yq, yˆ1, . . . , yˆk−q) λk−q(d(yˆ1, . . . , yˆk−q))
for q = 1, . . . , k. (Thanks to the structure of U we have that hq ≡ 0 for q ≥ k + 1.)
In the proof of Theorem 1.1 we make use of two Malliavin-type operators on the
Poisson space. We will briefly recall their definitions and refer to [21, 23] for further
details. We denote by dom D the set of all F ∈ L2(Pη) with chaos decomposition (20)
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satisfying
∑∞
q=1 qq!||hq||2L2(λq) < ∞ and define for F ∈ dom D the random function
Y ∋ y 7→ DyF by
DyF =
∞∑
q=1
qIq−1(hq(y, ·)).
The operator D is called the Malliavin derivative and has an intuitive interpretation as
difference operator. In fact, it holds that
DyF (η) = F (η + δy)− F (η),
where δy stands for the unit mass Dirac measure at y ∈ Y cf. Lemma 2.5 in [21]. Besides
D we need the pseudo-inverse L−1 of the Ornstein-Uhlenbeck generator. For centered
F ∈ L2(Pη) as in (20) we put
L−1F = −
∞∑
q=1
1
q
Iq(hq).
Moreover, for a not necessarily centered Poisson functional F ∈ L2(Pη) we define
L−1F = L−1(F − EF ) by convention. (Note that for F = U as in (22) the sums in
the definitions of DyU and L
−1U are in fact finite.)
We are now prepared to rephrase one of the main findings of the paper [22], Theorem
3.1 ibidem. It has been obtained by a combination of the Chen-Stein method for Poisson
approximation and the Malliavin calculus of variations on the Poisson space. To state
the result, we denote by dTV(X,Y ) the total variation distance of two non-negative
integer-valued random variables X and Y , i.e.
dTV(X,Y ) =
1
2
∞∑
n=0
|P(X = n)− P(Y = n)|.
Proposition 3.1. Let F ∈ L2(Pη) be such that F belongs to dom D, takes values only in
{0, 1, 2, . . .} and satisfies EF = u > 0. Furthermore, let Po(v) be a Poisson distributed
random variable with mean v > 0. Then
dTV(F,Po(v)) ≤ |u− v|+ 1− e
−u
u
E|u− 〈DF,−DL−1F 〉L2(λ)|
+
1− e−u
u2
E
∫
Y
|DyF (DyF − 1)DyL−1F | λ(dy).
(24)
We note that if dTV(Ft, Po(v)) → 0 as t → ∞ for a family (Ft)t≥1 of Poisson
functionals as in Proposition 3.1, (Ft)t≥1 converges in distribution to Po(v); cf. Prop.
3.3 in [22]. This holds, because the topology induced by dTV on the class of probability
distributions on the non-negative integers is strictly finer than the topology induced by
convergence in distribution.
In order to evaluate the right-hand side in (24), we need the so-called product formula
for multiple Wiener-Itoˆ integrals (see [24, 33]). Before stating it, we introduce some
further notation. Let n1, . . . , nm ∈ N and let f (i) ∈ L2sym(λni) for i = 1, . . . ,m, where
m ≥ 1 is a fixed integer. We denote the arguments of f (i) by y(i)1 , . . . , y(i)ni and let
⊗mi=1f (i) : Y
∑m
i=1 ni → R be given by
⊗mi=1f (i)(y(1)1 , . . . , y(m)nm ) =
m∏
i=1
f (i)(y
(i)
1 , . . . , y
(i)
ni ).
By Π(n1, . . . , nm) we denote the set of all partitions π of the variables
y
(1)
1 , . . . , y
(1)
n1 , . . . , y
(m)
1 , . . . , y
(m)
nm
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having the property that two variables with the same upper index are always in two
different elements of π. We shall write |π| for the number of elements of π. Let also
Π≥2(n1, . . . , nm) be the collection of all those partitions π ∈ Π(n1, . . . , nm) where every
element of π includes at least two variables.
For every π ∈ Π(n1, . . . , nm), the function
(⊗mi=1f (i))π : Y|π| → R is given by repla-
cing all variables of ⊗mi=1f (i) that belong to the same element of π by a new variable.
For example, if
(f (1) ⊗ f (2) ⊗ f (3))(y(1)1 , y(1)2 , y(2)1 , y(2)2 , y(3)1 ) = f (1)(y(1)1 , y(1)2 )f (2)(y(2)1 , y(2)2 )f (3)(y(3)1 )
and if π = {(y(1)1 , y(2)1 , y(3)1 ), (y(1)2 , y(2)2 )}, then
(f (1) ⊗ f (2) ⊗ f (3))π(yˆ1, yˆ2) = f (1)(yˆ1, yˆ2)f (2)(yˆ1, yˆ2)f (3)(yˆ1).
We refer the reader to [24] for further details.
Proposition 3.2. Let for i = 1, . . . ,m, f (i) : Yni → R be bounded, non-negative and
symmetric such that
∫
Y|π|
(⊗mi=1f (i))π dλ|π| <∞ for all π ∈ Π(n1, . . . , nm). Then
(25) E
m∏
i=1
Ini(f
(i)) =
∑
π∈Π≥2(n1,...,nm)
∫
Y|π|
(
⊗mi=1f (i)
)
π
dλ|π|.
Remark 5. The product formula (25) is stated as Corollary 7.2 in [24] for the case
that the f (i) are so-called simple functions, but can be extended to our setting. In this
generality, it is also a corollary of the main finding in [33].
To simplify the notation and the arguments in the next section, let Π˜(n1, . . . , nm),
respectively Π˜≥2(n1, . . . , nm), be the set of all partitions π ∈ Π(n1, . . . , nm), respectively
π ∈ Π≥2(n1, . . . , nm), such that for every partition of {1, . . . ,m} into two disjoint sets
M1 and M2 there is an element of π including variables with upper indexes i1 ∈M1 and
i2 ∈M2.
4 Proof of Theorem 1.1
The basic idea to derive Theorem 1.1 is to consider the Poisson U-statistics UAt given
by
UAt =
1
k!
∑
(y1,...,yk)∈ηkt, 6=
1I(f(y1, . . . , yk) ∈ At)
for a family (At)t≥1 of Borel sets At ⊂ R+ with xmax = sup
t≥1
sup
x∈At
x < ∞ and define
h1, . . . , hk by (23). We notice that for q = 1, . . . , k, hq ∈ L2(λqt ). Indeed,
||hq||2L2(λq)=
1
(q!(k − q)!)2
∫
Yq
∫
Yk−q
1I(f(y1, . . . , yq, yˆ1, . . . , yˆk−q) ∈ At) λk−q(d(yˆ1, . . . , yˆk−q))
×
∫
Yk−q
1I(f(y1, . . . , yq, y˜1, . . . , y˜k−q) ∈ At) λk−q(d(y˜1, . . . , y˜k−q))
λq(d(y1, . . . , yq))
≤ k!
(q!(k − q)!)2αt(xmax)rt(xmax) <∞.
Combining this with Campbell’s theorem for point processes and some combinatorial
arguments yields that UAt ∈ L2(Pηt) and that (21) holds. Hence, UAt has finite Wiener-
Itoˆ chaos decomposition with kernels h1, . . . , hk.
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Proposition 4.1. Assume that there is a constant 0 < σ <∞ with
σt =
1
k!
∫
Yk
1I(f(y1, . . . , yk) ∈ At) λkt (d(y1, . . . , yk))→ σ as t→∞
and suppose that
ρt = sup
y1,...,yk−j∈Y
1≤j≤k−1
λjt ({(yˆ1, . . . , yˆj) ∈ Yj : f(yˆ1, . . . , yˆj, y1, . . . , yk−j) ∈ At})→ 0
as t→∞. Then
dTV(UAt , Po(σ)) ≤ |σ − σt|+ Ck
1− e−σt
σt
(
1 +
1
σt
)√
σt
(
ρt + ρ3t
)
with a constant Ck only depending on k.
To prepare for the proof of Proposition 4.1 we need the following lemma.
Lemma 4.2. Let ℓ ≥ 2, let 1 ≤ ni ≤ k for i = 1, . . . , ℓ and let π ∈ Π˜(n1, . . . , nℓ). Then∫
Y|π|
(
⊗ℓi=1hni
)
π
dλ
|π|
t =
1
(k!)ℓ−1
σt
if and only if n1 = . . . = nℓ = k and |π| = k. Otherwise,∫
Y|π|
(
⊗ℓi=1hni
)
π
dλ
|π|
t ≤ k!
(
ℓ∏
i=1
1
ni!(k − ni)!
)
σt
(
ρt + ρ
ℓ−1
t
)
≤ k!σt
(
ρt + ρ
ℓ−1
t
)
.
Proof. Recall (23), fix π ∈ Π˜(n1, . . . , nℓ) and construct another partition π∗ from π
by adding all variables y
(i)
j over which the integration runs in the definition of hni as
elements {y(i)j } to π for i = 1, . . . , ℓ. Then∫
Y|π|
(
⊗ℓi=1hni
)
π
dλ
|π|
t
=
(
ℓ∏
i=1
1
ni!(k − ni)!
) ∫
Y|π
∗|
(⊗ℓi=11I(f(y(i)1 , . . . , y(i)k ) ∈ At))π∗ λ|π
∗|
t (d(yˆ1, . . . , yˆ|π∗|)),
(26)
where yˆ1, . . . , yˆ|π∗| are the replacing variables in the definition of (. . .)π∗ . If π ∈ Π˜(k, . . . , k)
and |π| = k, the right hand side in (26) simplifies to
1
(k!)ℓ
∫
Yk
1I(f(yˆ1, . . . , yˆk) ∈ At) λkt (d(yˆ1, . . . , yˆk)) =
1
(k!)ℓ−1
σt,
which proves the first claim. For the second claim, one starts with the last function
of the tensor product on the right hand side in (26). If all of its variables yˆi also
occur in other functions of the tensor product, we can bound it by 1. Otherwise, the
integration over the variables that only occur in this function yields a positive real
number less or equal than ρt by the definition of ρt in Proposition 4.1. Iterating this
procedure, a power of ρt with an exponent between 1 and ℓ − 1 as well as the integral∫
Yk
1I(f(yˆ1, . . . , yˆk) ∈ At) λkt (d(yˆ1, . . . , yˆk)) = k!σt remain. This completes the proof.
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As a consequence of the proof of Lemma 4.2 we conclude that
∫
Y|π|
(⊗ℓi=1hni) dλ|π|t <
∞ for all π ∈ Π(n1, . . . , nℓ) with 1 ≤ ni ≤ k, i = 1, . . . , ℓ, ℓ ≥ 2. If π ∈ Π˜(n1, . . . , nℓ), this
is clear from the Lemma. Otherwise, one can write the integral as product of integrals
of the type considered above. This implies that the assumptions of the product formula
in Proposition 3.2 are satisfied with f (i) = hni there. This is used without further
comments several times below.
Proof of Proposition 4.1. Combining the general bound (24) from Proposition 3.1 with
the triangle inequality and the Cauchy-Schwarz inequality, we obtain
dTV(UAt , Po(σ)) ≤ |σ − σt|
+
1− e−σt
σt
( |σt −Var UAt |︸ ︷︷ ︸
=:T1
+E|Var UAt − 〈DUAt ,−DL−1UAt〉L2(λt)|︸ ︷︷ ︸
=:T2
)
+
1− e−σt
σ2t
( E
∫
Y
(DyUAt(DyUAt − 1))2 λt(dy)
︸ ︷︷ ︸
=:T3
E
∫
Y
(DyL
−1UAt)
2λt(dy)
︸ ︷︷ ︸
=:T4
)
1
2 .
(27)
In the following, we bound the expressions T1–T4 on the right-hand side in (27) to obtain
a rate of convergence. To start with T1, recall (21) and apply Lemma 4.2 to conclude
that
(28) Var UAt =
k∑
q=1
q!||hq||2L2(λqt ) = σt +RVar UAt
with RVar UAt satisfying
|RVar UAt | ≤
k−1∑
q=1
k!
q!((k − q)!)2σtρt,
so that
(29) T1 = |σt −Var UAt | ≤
k−1∑
q=1
k!
q!((k − q)!)2σtρt.
We turn now to T2. By the definition of the Malliavin operators D and L
−1, the triangle
inequality and the Cauchy-Schwarz inequality, we obtain
E|Var UAt − 〈DUAt ,−DL−1UAt〉L2(λt)|
= E
∣∣∣∣∣∣
k∑
q=1
q!||hq||2L2(λqt ) − 〈
k∑
q=1
qIq−1(hq(y, ·)),
k∑
q=1
Iq−1(hq(y, ·))〉L2(λt)
∣∣∣∣∣∣
≤
k∑
i,j=1
iE|〈Ii−1(hi(y, ·)), Ij−1(hj(y, ·))〉L2(λt) − E〈Ii−1(hi(y, ·)), Ij−1(hj(y, ·))〉L2(λt)|
≤
k∑
i,j=1
i
√
Rij
with
Rij = E
∫
Y
∫
Y
Ii−1(hi(y1, ·))Ii−1(hi(y2, ·))Ij−1(hj(y1, ·))Ij−1(hj(y2, ·)) λt(dy1)λt(dy2)
− (E〈Ii−1(hi(y, ·)), Ij−1(hj(y, ·))〉L2(λt))2
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for i, j = 1, . . . , k. These expressions can be evaluated further using the product formula
in Proposition 3.2 and adding the variables y1 and y2 to the partions similar as in [27].
For i 6= j, the second term in the expression for Rij vanishes by the isometry relation
(19) and we obtain by the product formula for the first term expressions only involving
partitions π ∈ Π˜≥2(i, i, j, j). This is caused by the fact that y1 and y2 are fixed and
all elements of a partition π ∈ Π≥2(i, i, j, j) \ Π˜≥2(i, i, j, j) must include either variables
from the first and the third or the second and fourth function, which is not possible
because of i 6= j. For i = j, all involved partitions π ∈ Π≥2(i, i, i, i) \ Π˜≥2(i, i, i, i) cancel
out with the second term, which equals ((i− 1)!)2||hi||4L2(λit) in this case. Because of the
fixed variables y1 and y2, all partitions satisfy |π| > max{i, j}. This finally leads to
Rij ≤
∑
π∈Π˜≥2(i,i,j,j)
|π|>max{i,j}
∫
Y|π|
(hi ⊗ hi ⊗ hj ⊗ hj)π dλ|π|t .
Hence, another application of Lemma 4.2 yields the bound
(30) T2 = E|Var UAt − 〈DUAt ,−DL−1UAt〉L2(λt)| ≤ Akk!σt(ρt + ρ3t )
with Ak :=
∑k
i,j=1 iNij where Nij is the cardinality of Π˜≥2(i, i, j, j). For T3 in (27) we
find
E
∫
Y
(DyUAt(DyUAt − 1))2 λt(dy)
=
∫
Y
E(DyUAt)
4 − 2E(DyUAt)3 + E(DyUAt)2 λt(dy)
=
∫
Y
E(
k∑
q=1
qIq−1(hq(y, ·)))4 − 2E(
k∑
q=1
qIq−1(hq(y, ·)))3
+E(
k∑
q=1
qIq−1(hq(y, ·)))2 λt(dy).
From Proposition 3.2 and Lemma 4.2, it follows that
∫
Y
E(
k∑
q=1
qIq−1(hq(y, ·)))ℓ λt(dy) = kσt +Rℓ, ℓ ∈ {2, 3, 4}
with |Rℓ| ≤ kℓ−1Akk!σt(ρt + ρℓ−1t ), which readily implies the bound
(31) T3 = E
∫
Y
(DyUAt(DyUAt − 1))2 λt(dy) ≤ 4k3Akk!σt(ρt + ρ3t ).
Finally, we turn to T4. Here, we have that
T4 = E
∫
Y
(DyL
−1UAt)
2 λt(dy) =
k∑
q=1
(q − 1)!||hq ||2L2(λqt ) ≤
k∑
q=1
q!||hq||2L2(λqt ) = Var UAt ,
which in view of (28) leads to a bound for T4. Plugging this together with the bounds
(29)–(31) for T1–T3 into (27), leads to the desired result and completes the proof of
Proposition 4.1.
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Remark 6. Convergence of UAt to a Poisson distributed random variable as t → ∞
can also be shown by the method of moments or cumulants. Using Lemma 4.2, some
computation shows that the cumulants of UAt converge to that of a Poisson distributed
random variable; see also Theorem 4.11 in [14] for an attempt in this direction in a very
special case. This technique seems to be easier than the proof above from a technical
point of view. However, it gives only a weaker result, since one does not obtain a rate
of convergence in this way.
Proof of Theorem 1.1. Taking At = [0, xt
−γ ], we see that the events {UAt ≤ m−1} and
{tγF (m)t > x} are equivalent. Thus, Proposition 4.1 can be applied and yields the bound∣∣∣∣∣P(tγF (m)t > x)− e−βxτ
m−1∑
i=0
(βxτ )i
i!
∣∣∣∣∣
≤ |βxτ − αt(x)| +Ck 1− e
−αt(x)
αt(x)
(
1 +
1
αt(x)
)√
αt(x) (rt(x) + rt(x)3)
with a constant Ck > 0 only depending on k. By (4) and (5) there are constants
Cˆf,x, C˜f,x > 0 depending on the function f and on x such that
Ck
1− e−αt(x)
αt(x)
(
1 +
1
αt(x)
)√
αt(x) ≤ Cˆf,x
and √
rt(x) + rt(x)3 ≤ C˜f,x
√
rt(x)
for t ≥ 1. Putting Cf,x = Cˆf,x · C˜f,x implies part b) of the theorem. For the proof of a)
we define the two set classes
I = {I = (a, b] : 0 ≤ a ≤ b <∞} and V = {V =
n⋃
i=1
Ii : Ii ∈ I, i = 1, . . . , n, n ∈ N}.
(By convention, (a, a] = ∅.) From [12, Thm. 16.29] we infer that convergence in distri-
bution of the re-scaled point processes tγξt to the Poisson point process ξ with intensity
measure ν is implied by the two conditions
(32) lim
t→∞P(ξt(t
−γV ) = ∅) = P(ξ(V ) = ∅) = e−ν(V ), V ∈ V
and
(33) lim
t→∞P(ξt(t
−γI) > 1) = P(ξ(I) > 1) = 1− (1 + ν(I))e−ν(I), I ∈ I,
which are to be checked in the following. For V ∈ V, we can assume without loss of
generality that V can be written as
V =
n⋃
i=1
(ai, bi] with 0 < a1 < b1 < a2 < b2 < . . . < an < bn.
We take now At = t
−γV in Proposition 4.1 and see that
σt =
1
k!
∫
Yk
1I(f(y1, . . . , yk) ∈ t−γV ) λkt (d(y1, . . . , yk))
=
1
k!
n∑
i=1
∫
Yk
1I(f(y1, . . . , yk) ∈ t−γ(ai, bi]) λkt (d(y1, . . . , yk))
=
n∑
i=1
(αt(bi)− αt(ai))
→
n∑
i=1
(βbτi − βaτi ) = ν(V ) as t→∞
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by condition (4). Moreover,
ρt = sup
y1,...,yk−j∈Y
1≤j≤k−1
λjt ({(yˆ1, . . . , yˆj) ∈ Yj : f(y1, . . . , yk−j, yˆ1, . . . , yˆj) ∈ t−γV })
≤ sup
y1,...,yk−j∈Y
1≤j≤k−1
λjt ({(yˆ1, . . . , yˆj) ∈ Yj : f(y1, . . . , yk−j, yˆ1, . . . , yˆj) ≤ t−γbn})
and condition (5) implies that ρt → 0 as t → ∞. This shows that the assumptions of
Proposition 4.1 are satisfied, whence
dTV(ξt(t
−γV ), Po(ν(V ))) = dTV(Ut−γV , Po(ν(V )))→ 0 as t→∞.
Since I ⊂ V, this shows (32) and (33) and completes the proof.
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