Abstract. This paper mainly concerns deriving first-order and second-order necessary (and partly sufficient) optimality conditions for a general class of constrained optimization problems via smoothing regularization procedures based on infimallike convolutions/envelopes. In this way we obtain first-order optimality conditions of both lower subdifferential and upper subdifferential types and then second-order conditions of three kinds involving, respectively, generalized second-order directional derivatives, graphical derivatives of first-order subdifferentials, and secondorder subdifferentials defined via coderivatives of first-order constructions.
Introduction
In this paper we pay the main attention to the study of the following general problem of constrained optimization in finite-dimensional spaces: minimize f(x) subject to x E p-1 (0), (1.1)
where f: IRn ~ IR := (-oo,oo] is a proper (too) extended-real-valued function, F: JRn ~ IRm is a vector-valued mapping, n c IRm is a nonempty subset, and p-1 (0) is the inverse image/preimage of n under F defined by (1.2) Note that we confine ourselves to the finite-dimensional setting just for simplicity; most of the results obtained in the paper can be extended to infinite dimensions using the techniques developed below and tools of infinite-dimensional variational analysis and generalized differentiation presented in [13, 14] . Furthermore, the constraint mapping F in (1.1) can be set-valued, in which case the preimage (1.2)
is replaced by F-1 (D) := {xi F(x) n D =/= 0}. But already in finite dimensions the class of constrained optimization problems (1.1) is fairly general including, in particular, problems with conventional equality and inequality constraints and much more; see, e.g., [14, 17] .
Unless otherwise stated, we assume that the cost function f is lower semicontinuous, the constraint mapping F is continuous, and the set n in (1.1) is closed.
Our major goal in what follows is to study optimality conditions via certain regularization procedures that approximate the original nonsmooth constrained optimization problem ( It has been well recognized in variational analysis that envelopes of type (1.3) have a number of remarkable properties important for various approximation and numerical techniques while dealing with nonsmooth optimization problems; see, e.g., [1, 2, 3, 6, 7, 8, 9, 10, 16, 17] and the references therein. We intend to provide a better understanding of the underlying necessary (and partly sufficient) optimality conditions appearing in such regularizations and being useful from both qualitative and algorithmic viewpoints. While restricting our attention to finite dimensions, we keep our functions as general as possible within this framework.
Preliminaries in Generalized Differentiation
Here we introduce and discuss the main generalized differential constructions used in this paper. Our notation is standard corresponding to the basic monographs [13, 17] on variational analysis and generalized differentiation. The reader can consult with these texts for more details. In this paper we use two constructions of normal cones to sets generated by the the regular and basic subdifferentials. Given D C JRn and x E D, define respectively
Nn(x) := B8n(x) and Nn(x) := 88n(x), (2.7) where 8n stands for the indicator function of n equal 0 on the set and oo outside.
We clearly have Nn(x) C Nn(x) and say that n is normally regular at x if the latter inclusion holds as equality. A number of sufficient conditions for this property as well as its applications can be found in [13, 17] .
Let us next discuss second-order generalized differential constructions employed in what follows. The jet of g:
The jet construction (2.8) first appeared and has been proved to be very useful in the theory of viscosity solutions of second-order partial differential equations [4] .
Second-order subdifferentials of another type defined via graphical derivatives and coderivatives of first-order subdifferentials appeared in optimization; cf. [7, 11, 13, 15, 17] . In this paper we use the following constructions of this type given by (2.9) (2.10) where (x, x*) E gph 8pg, where o stands for the polar of sets, and where 9 x, x := 1m sup tlO t is the Bouligand-Severi contingent cone to the graph of 8pg: IRn ~ IRn.
Finally in this section, recall the notions of the first-order and second-order
respectively, where x* E 8pg(x) in (2.12).
Throughout the paper we use standard notation of variational analysis [ 13, 17] . Recall .that lB is the closed unit ball of the spaces in question, B 1 (x) stands for the ball centered at x with radius 1 > 0, AT signifies the matrix transposition, and d(·; n) denotes the Euclidean distance function.
Minimization of lnfimal Convolutions
Let us first discuss here some characteristic properties of the infima! convolution and then collect the results relating to their minimization needed in what follows.
Recall that a function g: IRn ~ IR is quadratically minorized (or prox-bounded [16, 17] In what follows we apply this fact to the infima! convolution 
Furthermore, we have the inclusions
argmin {f + bF-'(!1)} C argmin {!..\ + bp-l(f!)} C argmin f..\· (3.6) Proof. Let us show first that fA(x) = f(x) whenever x E argmin {! + bF-'(n)} and A > 0. Since x E F- 1 (D), we have JA(x) = min (!(u) + 2 1 , llx-u11 2 ) uEF-l(f!) A :5 (f(u) + 2 \ llx-ull 2 ) lu=x = f(x) for all A> 0. Moreover, it follows from x E argmin {f + bF-'(!1)} that f"(x) = min (f(u) + 2 \ llx-ul1 2 ) ueF-'(!1) A ~ min (f(x) + 2 1 , llx-ul1 2 ) uEF-l(f!) A = f (x) + min ( 2 \ llx-ul1 2 ) = f (x).
ueF-l(f!)
A Combining the relationships above gives us fA(x) = f(x) > -oo.
Observe further that when x E argmin {f + bp-l(f!) }, we have
This justifies the first inclusion in (3.6); the second one is obvious. 6.
The next result provides an important in what follows necessary condition for optimal solutions to the original problem (1.1) via the stationary condition for the infima! convolution (3.4) that occurs to be differentiable at minimal points. It is based on paraconcavity of fA and the upper subdifferential property (3.5).
Theorem 3.2 (stationary condition via smoothing intimal convolutions).
Let x be an optimal solution to the original problem (1.1), i.e., x E argmin {f + bp-l(f!)}· Then the infimal convolution fA is differentiable at x and we have the stationary condition \7 fA ( x) = 0 for all A > 0 sufficiently small.
Proof. As mentioned above, we have from x E argmin {f + bp-l(f!)} that the infima! convolution f..\ is well-defined and paraconcave for sufficiently small A > 0.
Furthermore, it follows from Proposition 3.1 that x is a minimizer for fA. 
First-Order Optimality Conditions
It is shown in [12, Theorem 3.1(i)] (see also [14, Proposition 5.2] ) that optimal solutions to the constrained minimization problem (1.1) satisfy the following upper subdifferential necessary optimality condition:
in terms of the Frechet/regular normal cone to F-
shown in [12, 14] , condition (4.1) is generally independent of rather conventional "lower" subdifferential necessary optimality conditions while providing more selective information to single out nonoptimal solutions in certain classes of minimization problems. However, a major drawback of (4.1) is that the upper subdifferential Df(x) may be empty for important classes of cost functions in (4.1), which happens, e.g., when f is convex. In such situations the optimality condition (4.1) is trivial.
In this section we show that the upper subdifferential optimality condition We show furthermore that the upper subdifferential convolution condition implies more conventional first-order necessary conditions in the lower subdifferential form. Note that, although the results below are formulated for global minimizers, they can be easily extended for local ones by restricting the cost function to a small ball around the local minimizer under consideration. where Np-t(n)(x) stands for the basic normal cone to p-1 (f2) at x defined in (2.7).
Proof. For completeness and the reader's convenience, let us first present, as a part of the proof of this theorem, an alternative convolution proof of the upper subdifferential condition (4.1) in an equivalent form that is of its own interest:
By Proposition 3.1 we have f>..(x) = f(x) for all>.> 0. Picking any x* E 15+ f(x) and employing the aforementioned smooth variational description of the regular subgra- 
where Tp-1(0.) (x) stands for the contingent cone defined in Section 2. Hence Next we use the convolution upper subdifferential condition (4.2) for deriving some lower subdifferential optimality conditions for the minimization problem (1.1). The following proposition establishes a relationship between the (lower) basic subdifferential (2.5) and the upper subdifferential (2.3) of infima! convolutions. 
Proof. Both inclusions follow in the same way from the upper subdifferential (4.3) and lower subdifferential (4.7) convolution conditions, respectively, by passing to the limit as >.1 0 and taking into account that NF-l(f!)(x) is a closed cone.
6.

Infima! Convolutions and Optimality Conditions under Qualification Conditions
In this section we first study limiting behavior of intimal convolutions and the corresponding minimizers under appropriate qualification conditions imposed on the initial data of (1.1) via the singular subdifferential off and the basic normal cone to n. Then we use certain constraint qualifications to derive necessary optimality conditions for (1.1) in terms of basic subgradients of the cost function.
Let us start with clarification of the convolution limiting behavior. 
Then there is 'Y > 0 such that for all >. > 0 sufficiently small we have
uEIR" y). 2A
and then the limiting relationship
. Selecting arbitrary minimizers 
by the envelop definition (3.1), with the additional conclusion that the minimum in (5.3) is realized as reflected by the notation therein. Denoting
we easily get the relationships whenever x E B 7 (x) n F-1 (S1). Hence for such x we have
Since e>-. (f) (x) T f (x) as A! 0, the latter implies that f(x) = h(x) for all vectors
x E B 7 (x) n F-1 (n), and thus
Observe next that the minimum is achieved in the infima! convolution (5.7)
for all A > 0 sufficiently small due to the assumed lower semicontinuity and proxboundedness of f and the facts presented at the beginning of Section 3. 
The latter yields by (5.13) that Ai; 
2 ) (u.x(x)).
(5.14)
Using now in (5.14) the basic subdifferential sum and chain rules (see, e.g., [ 
c 8f(u.x(x)) + VX \?F(u.x(x)) 8d(F(u.x(x);n) + >:(u.x(x)-x).
(5 The second relationship in (5.6) implies (by using the diagonal process without relabeling) that u.x" (xk) -> x as k -> oo along some sequence Xk -> x. Recall (ii) As follows from the proof of Theorem 5.1 and the results of [13, 17] applied therein, this theorem can be extended to large classes of nonsmooth and set-valued constraint mappings F. Furthermore, applications of the corresponding results from [13] allows us to obtain extensions of Theorem 5.1 to constrained optimization problems in infinite-dimensional spaces under additional "sequential normal compactness" conditions that are automatic in finite dimensions.
\?F(u.x(x))T Y>. = -V>.z.x-)x(u.x(x)-x).
Next let us employ the constraint qualification (5.1) of Theorem 5.1 to derive new lower subdifferential optimality conditions for (1.1)-from the underlying upper subdifferential one-in terms of infima! convolutions. We show furthermore that the convolution conditions obtained imply, under the qualification condition (5.2), a more conventional optimality condition in terms of basic subgradients of the cost function f. As in the other necessary optimality conditions studied in this paper, we consider for simplicity only the case of global minimizers for (1.1). By the proximal representation (2.5) of the basic subdifferential and taking into account the subsequent passage to the limit, it is possible to assume without loss of generality that x~ E 8pf>..(x) in (5.28) and as mentioned above, we may always suppose that the function f + OF-1(!1) is prox-bounded. Applying [4, Lemma A5] in this case allows us to deduce from x~ E 8pf>..(x) that for all >. sufficiently small. Taking now a sequence Ak ! 0 as k -+ oo and using the relationships above, we find a sequence { xk} with xic := x~k such that
Theorem 5.3 (lower subdifferential optimality conditions under constraint qualifications). Let x E argminxEF-l(n)f(x). Assume that the constraint qualification (5.1) is satisfied. Then we have the set inclusion -Df>,(x) c 'VF(xfNn(F(x))
Assume first that the sequence {xk} is bounded and select its subsequence (with no relabeling), which converges to some x*. Then we have from (5.29) that Summing up the latter with the first inclusion in (5.30) and taking into account the convexity of the cone Nn(x) (equivalent to the assumed normal regularity) gives us
which justifies (5.25) provided that the above sequence {xk} is bounded. Assume next that the sequence { xic} is unbounded and then arrive at a contradiction. Indeed, it follows from (5.29) that x -AkX'k E P>-.k for the projection set P>-. defined in (4.8). Hence using the prox-boundedness and [17, Theorem 1.25] we have x -AkXk -+ x and Akxic -+ 0 as k -+ oo, and thus which allow us to select a further subsequence to ensure that Using (5.29) again, we get that yAk'Jix'k II -+ 0 as k -+ oo, and hence there is x* E mn with Jlx* II = 1 such that Nn(F(x)) by (5.29) . Applying further to (5.32) the subdifferential sum rule for singular subgradients from [13, Theorem 3.36), which holds under the same qualification condition (5.2), we get
Similarly to the case of (5.31) this implies the relationships
in contradiction to (5.2) and thus completes the proof of the theorem. (ii) The lower subdifferential condition (5.25) holds under the qualification assumptions (5.1) and (5.2) with no normal regularity requirement on !1; see, e.g., [14, Theorem 5.24 ). The purpose of this part in the proof of Theorem 5.3 is to illustrate relationships between such optimality conditions of the conventional lower subdifferential type and the convolution optimality condition (5.25) that closely connected to the upper subdifferential condition of Theorem 4.1.
(iii) The results obtained in Theorem 5.3 can be extended by applying similar arguments to more general optimization problems in both finite-dimensional and infinite-dimensional spaces; cf. the relevant discussions in Remark 5.2.
Second-Order Optimality Conditions
This section is devoted to applying infima! convolutions to the study of secondorder necessary conditions and sufficient conditions for optimality in minimization problems. For these purposes we use in what follows the second-order generalized differential constructions defined in Section 2.
Let us first define three kinds of second-order optimality conditions for ( unconstrained) extended-real-valued functions studied in [7) from the viewpoint of sufficient conditions for optimality. The study of of the first kind of optimality conditions were initiated in [2] and later were continued in [18, 19, 20] . It is worth noting that the sufficient optimality condition of the first kind is equivalent to the concept of a strict local minimum of order two; cf. [2, 18, 20] . Together with the quadratic estimates in Definition 6.2 we also consider those in the prox-boundedness form of Section 3:
and denote by r(f,x) the infimum of r E lR for which (6.1) holds. As discussed in Section 3, the quadratically shifted convolutions e.\ (f)-t 11·11 2 are always concave being well-defined (finite) for all 0 < A < (max{O, 1·(!, x)})-1 . Furthermore, by [7, Theorem 21] we have the equality established in [7, Theorem 66 ] under natural assumptions. In fact, the proof given in [7] allows us to reveal the equivalence between the necessary optimality conditions of Definition 6.1 as well; thus we come up to the following results. 2 are concave. Thus all the three necessary optimality conditions are equivalent for f>. by Theorem 6.3. Considering now the second-order necessary condition of the first kind for f>. at x and taking into account that f>-(x) ;::: h (x), we arrive at the inequality Note that the equivalence between all the three kinds of second-order sufficient conditions for infima! convolutions has been largely exploited in [7] to study secondorder sufficient conditions for strict minimizers of order two in general problems of minimizing nonsmooth functions. In the rest of the paper we focus on developing this convolution approach to the study of necessary second-order optimality conditions of all the three types in Definition 6.1 for the original problem (1.1). We· need the following result from [7, Lemma 42] Thus it follows from (6.6) that (z, u + Az) = (z, u) +A llzll
