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Context Sensitive Grammatical Evolution: A Novel Attribute
Grammar Based Approach to the Integration of Semantics in
Grammatical Evolution by James Vincent Patten
The merit of Evolutionary Algorithms (EAs) as a means of automatic
problem solving has been demonstrated numerous times on a diverse
set of problem types across a range of different domains. The central
hypothesis of this thesis is that by improving the expressiveness of EAs
we can better support their deployment in domains in which context
sensitive decision making is useful.
After describing the principal structures and operations which al-
low EAs operate effectively as a general problem solving technique, we
describe a sample problem and outline how two EA types, Genetic Pro-
gramming (GP) and Grammatical Evolution (GE), might be configured
to solve it. After some foundational elements of the discipline game de-
sign are presented, we highlight how a move towards more formal specifi-
cations of design elements presents new opportunities for the deployment
of EAs as a means of Procedural Content Generation (PCG).
Subsequently a set of experiments are described in which a system,
designed to support encoding of data type information using a variant
of GP called Strongly Typed Genetic Programming (STGP), is used to
generate Player Character (PC) controllers for the digital video game
Ms. Pac-Man. Following this an overview of Formal Grammars (FGs) is
presented and the principal structures and operations of a third EA type,
GE, are described. After which a number of more expressive FGs than
Context Free Grammar (CFG), the grammar traditionally used with GE,
are outlined.
Finally, we outline a new GE variant designed to support usage At-
tribute Grammars (AGs), a means of specifying solution semantics in
addition to syntax, and outline a set of experiments conducted using it.
After highlighting the gains that can be made by using this GE variant
in traditional problem domains such as symbolic regression, we discuss
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1.1 Overview of the Thesis
The central hypothesis of this thesis is that the incorporation of more
expressive, finely grained, levels of control in the genotype/phenotype
mapping mechanism of EAs can lead to performance improvements in
traditional problem domains and make EAs more amenable to tackling
problems from domains in which context sensitive decision making is key.
While there are a variety of algorithms within the EA family, in this
thesis we focus on two in particular, GP and GE. Each of these algo-
rithms are well established, operationally stable, and have been used to
target a variety of problems across a number of different domains by EA
practitioners.
All members of the EA family share certain traits and have common
design features which allow us to view them through a common lens.
That said, each algorithm also has unique traits which arose from an at-
tempt to address some perceived weakness in the design of the algorithms
ancestor(s). For this reason in our discussions we address the design of
each of these algorithms in order of their chronology. GE represents a
natural extension to GP, building on it, adding additional functionality
and attempting to improve its overall performance.
1
One of the primary strengths of EAs is their ability to target a range
of different problems across a diverse set of domains. They are what is
commonly known as a general problem solving technique. Their ability
to do this (as shall be discussed for in Chapter 2) is underpinned by
varying degrees of abstraction between the genetic materials on which
the evolutionary cycle operates and the representation used to evaluate
the potential to solve a given problem. In the case of the EAs dis-
cussed in this thesis, when the abstraction between each is sufficiently
delineated we refer to the genetic materials representation as a genotype,
the potential solution representation as a phenotype, with the process of
viewing/interpreting/transforming the genotype to the phenotype being
referred to as mapping.
Certain aspects of being a general problem solving technique impact
on the way this mapping process, used to generate the phenotypes them-
selves or structures from they are later extracted, operates which can
lead to creation of invalids (phenotypes which do not represent viable so-
lutions). This impacts on the overall performance of the EAs and makes
it more difficulty for them to be used to tackle problems in domains in
which context sensitive decision making is key.
In this thesis we seek to tackle this limitation while ensuring that, in
as much as is possible, the characteristics which make these EAs good
general problem solving techniques are maintained. In many cases when
considering extensions to an existing EA the seemingly most obvious and
straightforward approach is the one which shall have the greatest negative
impact on the pre-existing desirable characteristics. As shall be discussed
in detail in Chapter 2, a principal component of how a GE system can be
a general problem-solving technique is its usage of problem specific CFG
specifications encoded in BNF. This allows the final solution representa-
tion to be abstracted from the underlying evolutionary system and means
that regardless of the CFG used, no changes are required to the genotype
to phenotype mapper. In the case of a GE system designed to operate
using semantic grammars however, there is a need to support a range
of information types, as well as the functions which process and manage
them as each production rule is applied during mapping. As one cannot
2
know in advance the form or type this information will take (for a given
problem), the most obvious solution might seem to be, providing a set
of production rule interfaces that must be defined for a specific problem.
We feel that such an approach would create an unnecessary dependency
between the grammar specification and the GE mapper and result in the
semantic GE system being less of a general problem-solving technique.
Therefore, in all research presented in this thesis, with regards to ex-
tending the genotype/phenotype mapping mechanism, we have focused
on ensuring that any proposed extensions shall have minimal impact on
the EA being extended.
By providing better support for context sensitive decision making we
can not only improve the performance of EAs in traditional problem
domains, but also make them far more amenable to deployment as a
means of tackling problem from domains in which context sensitive de-
cision making is key. Currently in domain of digital video game design
for example, while there is no clear formulaic approach to producing a
successful design there are a number of “rules of thumb” which can be
followed. In many cases the application of these rules is determinate on
a number of prior related actions or design decisions. This makes game
design a domain in which context sensitive decision making is key.
1.2 Contribution of the Thesis
There are two distinct phases to the research described in this thesis.
The first examines the important underlying structures, operations and
design of GP and GE along with analysing in detail FGs as they pertain
to the generation of phenotype structures. The first phase also examines
important elements of game design, aspects of best practice, which need
to be understood in order to produce a successful and effective design.
The second phase uses the analysis carried out in the first to guide
the design and implementation of initially a Strongly Typed Genetic Pro-
gramming (STGP) system and subsequently a Context Sensitive Gram-
matical Evolution (CSGE) system capable of understanding and using
problem specific semantics in addition to syntactics, a key requirement
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if context sensitive decisions during the genotype/phenotype mapping
process is to be incorporated.
1.2.1 Analysis of EAs and Key Game Design Com-
ponents
A comprehensive analysis of two EAs, GP and GE, and key principles
of game design of concern to the research described in this thesis is con-
ducted, leading to:
• A detailed description of GP and GE with a focus on the generation
and interpretation of phenotype structures;
• an investigation and discussion of the core game design compo-
nents and aspects of human cognition needed to be understood for
creation of a successful game design;
• an overview of FGs and discussion of their usage in the generation
of AST type structures into which an EA mapping operation can
write its output.
1.2.2 Design and Incorporation of Semantics into
an EA System
A detailed description of the design and implementation of modifications
to existing EAs to allow the inclusion of semantic information to sup-
port the incorporation of context sensitive decision making during the
genotype/phenotype mapping process, leading to:
• Creation of a STGP system, a set of terminal/function set elements
and a fitness function which supports creation of PC controllers for
the Two-Dimensional (2D) platform game Ms. Pac-man;
• creation of a semantic GE system designed to allow the specification
of problem specific semantic information which supports context
sensitive decision making during the mapping process;
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• integration of context sensitive decision into GE in a manner such
that its existing desirable characteristic are not damaged or nulli-
fied;
• demonstration of performance improvements made by the usage of
CSGE, over traditional GE, on a set of symbolic regression type
problems;
• detailed discussion of automatic generation of level layout configu-
rations for the 2D platform game Super Mario Bros using CSGE.
1.3 Outline of the Thesis
This thesis is outlined as follows:
Chapter 2: Evolutionary Algorithms
In this chapter an overview of the underlying principles of operation of
EAs is presented. With this overview as a basis, two EA types of interest
to the research outlined in this thesis, namely GP and GE, are described
in detail. These two EAs form the foundation for much of the research
detailed in the the experimental chapters of of this thesis.
Chapter 3: Literature Review
In this chapter we outline details of a review conducted of available lit-
erature which we feel can help us to address the central hypothesis of
this thesis: that the incorporation of more expressive and finely grained
levels of control in the genotype-phenotype mapping mechanism can lead
to improvements in the performance of EAs. To guide this review a num-
ber of key questions to answer are presented, as well as a set of research
objectives we seek to achieve as part of this literature review.
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Chapter 4: Game Design
This chapter focuses on outlining a number of foundational elements from
the discipline of game design. These elements, along with other game
design principles and techniques, play an important role in later thesis
chapters investigation into usage of EA systems as a means of PCG in the
domain of digital video games. Particular attention is paid to the effect
that the level layout of a 2D platformer game and Non-Player Character
(NPC) behaviour have on an overall gameplay experience.
Chapter 5: MDA Framework Aligned Character Be-
haviour Generation for Ms. Pac-Man using Strongly
Typed GP
This chapter, the first detailing experiments designed and carried out to
test the hypotheses put forward in this thesis, discusses the role of data
type semantics as a mechanism for improving the automatic production
of game content. The details of a set of experiments carried out to gener-
ate PC controllers for the game Ms. Pac-man are discussed. Experiments
which were conducted using a purpose-built EA system designed to sup-
port the usage of Strongly Typed Genetic Programming (STGP).
Chapter 6: Context Sensitive Grammatical Evolu-
tion
Building on the research outlined previously, this chapter details a new
semantic GE system designed to support the inclusion of problem se-
mantics, in addition to syntax, in a manner which maintains pre-existing
strengths and desirable features of a traditional CFG based GE system.
Also included in this chapter are details of a set of experiments carried
out using this new system, commonly referred to as Context Sensitive
Grammatical Evolution (CSGE). Experiments which highlight the per-
formance improvements seen when a GE type system has the ability
to access problem specific semantic information, as a means of making
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context sensitive decisions, during the genotype/phenotype mapping pro-
cess.
Chapter 7: Semantics for Procedural Content Gen-
eration
In this chapter Procedural Content Generation (PCG), as it pertains to
the domain of game design, is discussed. After describing in detail the
key design elements of the well regarded classic platformer game Super
Mario Bros., suggestions are made as to how CSGE, with its ability to
support context sensitive decision making, could be deployed as a means
of automatically generating level layout designs.
Chapter 8: Conclusions
In this final chapter we highlight the key elements of the research con-
tained within this thesis and once again summarise the key contributions
made. To finish, we discuss some potential additional applications for
our new CSGE system and highlight some of the ways that we feel it






EAs are a family of gene-based population search algorithms related by
their use of operations simulating natural evolution Darwin [1859]. They
begin with an initial population of individuals (each of which represents a
potential solution to a particular problem) and, through the application
of evolutionary operators, uses their genetic material to produce new
individuals over a number of generations. The creation of these new
individuals acts as a search mechanism, driving the EA to explore the
search landscape looking for potentially optimal solutions.
The family is made up of several members but in this chapter we focus
on two in particular: GP and GE. These were chosen as they not only
provide a good basis for introducing the principal operations used by EAs
but also underpin much of the research outlined in the later chapters of
this thesis.
While all EAs are related in their simulation of natural evolution,
they are generally differentiated by the representation the individuals in
their population take. This differentiation means that each representa-
tion requires a particular implementation of the evolutionary operators,
the mechanisms by which the EA manipulates and combines the genetic
material of the current population individuals to form new ones. Before
discussing in detail the representation used in GP and GE, or specifics
of the implementations of their evolutionary operators, it is important to
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first outline the evolutionary cycle operating at the heart of all EAs.
The remainder of this chapter is laid out as follows: We begin by
outlining the key research objectives for this chapter; following this an
overview of the evolutionary cycle at the heart of all EAs is presented;
finally, after outlining a sample problem and experimental scenario, we
discuss in detail the operations of two particular EAs, GP and GE, high-
lighting differences between the representation of their population indi-
vidual as well as their evolutionary operators.
2.1.1 Research Objectives
• Gain an in-depth understanding of the core mechanisms deployed
by EAs to simulate natural evolution;
• understand the commonalities and differentiations of the represen-
tations used in the two EAs discussed in this chapter, which are
GP and GE;
• understand clearly the role of a CFG specification within the GE
mapping process, with a view of extending the expressiveness of
grammar rule specification.
2.2 Evolutionary Cycle
At the heart of all EAs is a cycle which repeats until one of a number
of termination conditions is detected. This cycle contains a number of
well defined stages, each of which takes as input the output from its
direct predecessor, and forms the mechanism by which new individuals
are continuously created.
As can be seen in Figure 2.1, the evolutionary cycle consists of four
stages which can be referred to as: Selection, Genetic Operators, Evalu-
ation and Population. The cycle repeats until one of a set of predefined
termination conditions are detected. While a variety of conditions can
be used, two of the most common are: a predefined maximum num-
ber of individuals have been evaluated; an evaluated individual is within
acceptable margin of error of a target value.
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Figure 2.1: The primary stages of the evolutionary cycle followed by EAs.
In general parlance a single complete iteration of this cycle is called a
generation, with a collection of N generations being commonly referred
to as a run. When a run begins an initial population of individuals is
created, each of which is evaluated and assigned a value/score indicative
of the EA estimate of their potential to solve the target problem. A more
detailed description of how this value, which is commonly referred to as
the fitness score, or simply the fitness, of an individual is calculated can
be found in Stage 1: Selection. Assigning of a fitness facilitates compara-
bility among all individuals in a population, which is a fundamental part
of how EAs simulate what is referred to in natural evolution as “natu-
ral selection” or “survival of the fittest”. The better the fitness of an
individual the greater the probability it has of being selected, and subse-
quently passed to the genetic operators which are used to produce new
individuals. In essence the genetic traits of fitter individuals propagate
and persist in the population at the expense of those individuals with
worse fitnesses.
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2.2.1 Stage 1: Selection
Comparability of individuals allows the EA selection operators to proba-
bilistically choose individuals from the population, individual which sub-
sequently act as parents during the application of genetic operators. The
application of the genetic operator, as detailed in Stage 2: Genetic Op-
erators, is the mechanism by which new individuals called offspring, or
children, are produced. While there are a variety of selection operators
designed for use with EAs, in this section we focus solely on two of the
most widely used, tournament selection Banzhaf et al. [1998] and fitness-
proportionate selection Goldberg et al. [1989].
The first stage of tournament selection is the random selection of N
individuals from the population. The next stage is the selection of the
two best individuals (in terms of fitness), from these N , to act as parents
when applying the genetic operators to create new offspring. By contrast
the first stage of fitness-proportionate selection is the calculation of the
sum total of the combined fitness values of all individuals in the popula-
tion. In some cases the total is normalised between 0 and 1 by dividing
each individual’s fitness by the total. The next stage is the generation
of a random number, n, in the range 0 to fitness total which indicates
a particular individual in the population. Which one is determined by
iterating through the individuals, summing up the fitness scores until n
is reached. Due to the nature of its operation fitness-proportionate se-
lection is sometimes referred to as roulette wheel selection. The analogy
can be easy visualised by imagining each individual being assigned a seg-
ment on the wheel whose size is directly proportionate to the individual’s
fitness score. As with tournament selection the individuals ultimately se-
lected are then used as parents during the genetic operators application,
discussed in detail in Stage 2: Genetic Operators.
2.2.2 Stage 2: Genetic Operators
Genetic operators are the mechanism by which an EA ensures that ben-
eficial genetic traits are propagated from existing population individuals
(parents) to newly created ones (offspring). The primary operators used
12
by most EAs are reproduction, crossover and mutation. Reproduction
operates by copying, without modification, a parent’s genetic material
directly into an offspring, making the offspring in effect a clone of the
parent. Crossover on the other hand generally operates by taking two
parent individuals and stochastically combining portions of their genetic
material to form one or more offspring. Finally mutation operates by
making random changes to the genes of an individual produced by either
reproduction or crossover.
Each time a new individual needs to be created an EA probabilisti-
cally selects which operator to use based on a set of probabilities passed
as parameters to it when it starts up. A more detailed description of
the commonly supported parameters can be found in Section 2.3. In the
case of the genetic operators, for most experiments the probability of
crossover occurring is usually set far higher than that of mutation, which
is in turn usually set higher than that of reproduction.
Each genetic operator is designed to interact with a particular type
of population individual, or representation. As each representation is in
turn specific to the type of EA, we defer more in-depth description of
genetic operators until discussing GP and GE in and Section 2.4 and
Section 2.5 respectively.
2.2.3 Stage 3: Evaluation
During this stage individuals are evaluated by some form of objective
function and assigned a score or fitness value. Each objective function,
commonly referred to as the fitness function, is designed specifically to
assess the individuals evolved during a given experiment. EAs, as super-
vised learning techniques, use the fitness function in concert with a set
of labelled training examples to calculate the fitness of each individual.
This, as was previously highlighted, allows an EA to objectively compare
all individuals in the population.
EAs are general problem solving techniques and thus the specific im-
plementation of their fitness function is abstracted from the underlying
evolutionary cycle. This abstraction allows a greater level of flexibility
with regards to how the available training examples are used to calculate
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an individual’s fitness. Fitness functions can be as diverse and varied
as required for a particular experiment. For example, it could measure
how well an evolved equation fits a set of inputs to a corresponding set
of outputs, or play a digital video game N times recording a whole host
of predefined performance indicators.
2.2.4 Stage 4: Population
During this stage new individuals, created during Stage 2: Genetic Op-
erators and assigned a fitness during Stage 3: Evaluation, are integrated
into the population. As highlighted previously, at the start of an EA run
an initial population is created and each individual contained within it
is evaluated and each is assigned a fitness. This stage (Stage 4: Popu-
lation) occurs subsequent to the creation of the initial population, after
the application of the preceding three stages, and there are a number
of characteristics of the initial population, or as it is sometimes called
generation 0, which are fundamental to the operation of a given EA.
EAs, being stochastic in nature, create their initial population us-
ing a Random Number Generator (RNG) working in combination with
a specially designed initialisation algorithm or technique. The design of
an initialisation technique is, much like an individual’s representation,
particular to each type of EA in question. As such, we defer details dis-
cussions of commonly used initialisation techniques until discussing GP
and GE in Section 2.4 and Section 2.5 respectively. Regardless of the EA
type, the primary purpose of an initialisation technique is to ensure that
the initial population is genetically diverse. In natural evolution diver-
sity is seen as a prerequisite for adaptation to changing environmental
conditions.
As each new population, subsequent to generation 0, is being created
using the genetic materials of its predecessor, the overall diversity reduces
which can in cases lead to the search becoming stuck at a local optima
within the fitness landscape. If this occurs the population is said to have
“prematurely converged”. Mutation operators used by EAs are designed
specifically to help counter. As mutation operates on the representa-
tion of the individuals, they are generally specific to a particular type of
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EA. We therefore defer detailed discussions on mutation operators until
discussing GP and GE.
The population structure used by EAs allow them to deploy a mas-
sively parallel form of search which can, along with their stochastic na-
ture, allow them to find unexpected solutions which more determinis-
tic algorithms may never find. The size of a population can vary from
experiment to experiment, often influenced by factors such as search
space complexity, cost of evaluation (time and resources) or other prob-
lem specific factors. Generally speaking sizes are typically between 500
and 1,000 Banzhaf et al. [1998] but there are also examples where much
larger Derby et al. [2013], and much smaller Beyer and Schwefel [2002],
sizes have been used.
EAs are usually classified as being either generational or steady state.
Generational create entirely new populations, of a predefined size, before
evaluating each individual’s fitness while steady-state create individuals
one at a time, evaluating their fitness and then merging them back into
an existing population. In the case of a steady-state population when a
new individual is added it necessitates the removal of a pre-existing one.
This individual, or victim, is chosen based on a selection method oper-
ating inversely to those described in Stage 1: Selection. When selecting
an individual those with a worse fitness (lower in the case of a maximisa-
tion problem or higher in the case of a minimisation one) have a higher
probability of being chosen to be replaced by a new, fitter, individual.
Generational populations also support an additional mechanism known
as elitism, under which the best N individuals in the current population
are copied directly into the new population. This is done prior to creat-
ing any new individuals using the genetic operators and ensures that the
genetic material of these best individuals is preserved and available for
selection once new population has been generated.
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2.3 Experimental Scenario
To facilitate our discussion into the both the representation and genetic
operators of GP and GE we propose the following experimental scenario:
• A training set consisting on N labelled examples, each of which
defines two real number inputs, a and b, and a single real number
output;
• objective is to evolve a mathematical function, defined using com-
bination of the operators and operands below, which best fits to
the training set.
– Operators: +, −, ×, /
– Operands: a, b, set of real numbers {0.0, 0.1, 0.2, 0.3, 0.4, 0.5}
In addition to problem specification information such as that outlined
above, EAs also allows a number of different parameters to be specified
which influence how it behaves. Some parameters are common across
all EAs while other are specific to a particular one. We have outlined
in Table 2.1 some of the most important parameters which GP and GE
allow to be specified.
2.4 Genetic Programming
While a number of GP variants exist, Cartesian GP Miller and Thomson
[2000] and Linear GP Brameier and Banzhaf [2007] for example, in this
section we discuss the Koza-based GP Koza et al. [1999] variant. In
Koza-based GP, referred to simply as GP in the remainder of this thesis,
the individuals in the population are represented as trees which encode
executable structures.
The genetic operators GP uses can be better explained once a more
detailed overview of the representation used for its population individuals
has first been outlined. For this reason we discuss in detail its represen-




Parameter Description GP GE
Generations Maximum number of genera-
tions that can be reached be-
fore run terminates
3 3
Pop Size Total number of individuals in
each population
3 3
Seed To allow the results of a run,
or set of runs, to be reproduced
RNG seed value may be speci-
fied
3 3
Crossover Probability Probability crossover operator
is used to create new individ-
ual(s). Reproduction probabil-
ity is in turn expressed as (1 -
Crossover Probability)
3 3
Mutate Probability Probability that each gene in a
newly created offspring is ran-
domly changed
3 3
Tree Depth Maximum depth that tree
based representation of solu-
tion is allowed to reach
3 3
Codon Bit Size Number of bits used when cal-
culating codon value during
the chromosome mapping pro-
cess
3
Wraps Number of times that the chro-
mosome can be traversed dur-
ing a single mapping
3
Table 2.1: Commonly available parameters which can be passed to GP
and GE on startup.
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2.4.1 Representation
The tree structure of each individual is made up of N connected nodes,
each of which contains a variable chosen at random for one of two prede-
fined sets. These sets, called the terminal set and function set, contain
elements which encode variables specific to the problem GP is searching
for a solution to. Generally speaking, a well formed tree will contain
terminal set elements in leaf nodes and function set elements in internal
nodes, parent nodes with one or more attached child nodes. In Table 2.2
we have outlined a terminal and function set which encode the variables
of the problem scenario outlined in Section 2.3.
Function Set: + − × /
Terminal Set: a b 0.0 0.1 0.2 0.3 0.4 0.5
Table 2.2: GP function and terminal sets encoding problem specific vari-
ables of the problem defined in Section 2.3.
New individuals are created by randomly selecting elements from
the terminal and function sets. Koza outlined two important proper-
ties which these sets must have if GP is to have the potential of finding
a solution to a given problem. The first, the sufficiency property, is that
within the primitive set (the terminal and function sets combined), there
must be elements capable of expressing a solution to the target prob-
lem. The second, the closure property, is that function nodes in a tree
must be capable of accepting the value returned by any other function
node, in addition to the values returned by the terminal nodes. Closure
is essential in preventing the creation of invalid individuals which might
alternatively be created because of the random choice of elements from
the primitive set, or the changes the genetic operators make to selected
trees.
Looking at the primitive set outlined in Table 2.2 we see that the clo-
sure property is satisfied and, assuming that the target optimal solution
is a real number, it is also reasonable to asset that the sufficiency prop-
erty is satisfied. We outlined in Figure 2.2 an example of an individual
which might be generated by GP using this primitive set.
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Figure 2.2: Example of a GP tree constructed using the terminal and
function sets outlined in Table 2.2.
As highlighted in Table 2.1, both GP and GE support the specifica-
tion on a range of parameters on startup. While a number of these are
common to both GP and GE, others are unique to GE and therefore we
delay discussing them until covering GE in Section 2.5. In the context
of GP, max tree depth, is used to constrain the structure of trees which
appear in the population. When generating a new tree, using either a
random selection of elements from the primitive set or the application of
a genetic operator, GP ensures that no leaf node exceeds this max depth
value.
The stochastic nature of GP is such that the Figure 2.2 tree may
or may appear in a population created using the primitive set outlined
in Table 2.2. While non-determinism is an essential part of all EAs, at
certain stages in the evolutionary cycle an EA attempts to make some
population feature more prominent. It is important that a feature, know
as genetic diversity, is prominent in the initial population (generation 0)
which is, as was highlighted in Section 2.2.4, created prior to the first
iteration of the evolutionary cycle.
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Genetic diversity in an EA population is characterised by its individ-
uals not all being too similar. In GP for example dissimilarity might be
represented in the trees having a variety of depth and shapes, in addi-
tion to having a reasonable distribution of the function and terminal set
elements across the tree nodes. If a population lacks genetic diversity,
especially in the early generations, the manner in which the genetic op-
erators are applied is such that they may cause individuals to become
even more genetically similar, which in turn makes the population less
genetically diverse. Low genetic diversity can be a precursor of premature
convergence, another name for when search becomes stuck/fixated on a
local optima.
As similarity/dissimilarity of individuals is a function of their tree
shape and associated primitive set, both need to be taken into account
to create a genetically diverse population. To this end, in GP certain
techniques exist which take both into account when creating the initial
population. The most commonly used of these techniques is known as
Ramped-half-and-half initialisation.
Ramped-half-and-half uses a combination of two of the most ba-
sic, and earliest, GP tree creation methods, full and grow. In the full
method, when adding nodes to a tree elements are chosen at randomly
from the function set until the node has reached the max allowed depth,
after which point elements are chosen solely from the terminal set. This
method creates trees with a fuller shape, ones which have a large number
of leaf nodes at the same depth. In the grow method, on the other hand,
when adding nodes to a tree elements are chosen at random from the
entire primitive set. Once a node has reached the max allowed the ele-
ments are, as was the case in full method, only chosen from terminal set.
By choosing elements from the entire primitive set grow method creates
a variety of tree shapes.
It is important to note that ramped-half-and-half, rather than using
the same max depth value when creating all trees, uses a range of values.
Range sizes vary based on run parameters passed but generally speaking
the values begin at a lower limit, moving in increments of one until the
upper max tree depth parameter value. Once the depth range has been
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calculated, ramped-half-and-half creates N trees at each level, such that
N× Range Size = total population size required. In a population created
using the ramped-half-and-half approximately 50% of the individuals will
have been created using the grow method, with the remainder having
been created using full. This ensures that a diverse range of tree shapes
and sizes (total number of nodes) are created.
2.4.2 Genetic Operators
As highlighted in Section 2.2 most EAs employ some combination of three
key genetic operators when creating new individuals. The first of these
operators, reproduction, as a direct copying mechanism does not require
further explanation. Therefore, the first of the genetic operators used by
GP we shall discuss in more detail in this section is crossover.
2.4.2.1 Crossover
Crossover operates by taking the genetic material of two individuals (par-
ents), selected at random (probabilistically based on fitness) from a pop-
ulation, and combining then to produce, generally speaking, two new
individuals (children/offspring). It’s important to note that while the
genetic material of the parents is used to create the offspring the parents
themselves are not effected by the process. While a number of crossover
variants have been defined for GP in this section we outline one, sub-tree
crossover. A typical crossover rate used is 0.9, which means that 90% of
time, when applying a genetic operator, crossover will be used Banzhaf
et al. [1998].
In sub-tree crossover a single node, or crossover point, is randomly
selected in each parent and then the sub-trees, rooted at each crossover
point, are swapped to create two new trees. Figure 2.3 illustrates sub-
tree crossover for two simulated parents of a population created using
the primitive set outlined in Table 2.2.
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Figure 2.3: Example of a sub-tree crossover creating two offspring.
2.4.2.2 Mutation
The role of mutation is to maintain a sufficient level of genetic diversity
in a population such that the potential for premature convergence is
reduced. As is the case for crossover, a number of mutation variants
exist. In this section we discuss one, sub-tree mutation.
In sub-tree mutation a single node, or mutation point, is selected in
the parent and then the sub-tree rooted at the selected node is replaced
with randomly generated tree. The depth of this new tree can be set such
that when joined to the parent does not result in a tree being created
which exceeds the max allowed tree depth. An illustration detailing the
operation of sub-tree mutation in operation is outlined in Figure 2.4.
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Figure 2.4: Example of a sub-tree mutation.
2.5 Grammatical Evolution
In Section 2.1 we introduced EAs, outlined the core mechanisms which
drive their operation, and following this discussed in detail the design
and operation of GP in Section 2.4. In this section we introduce another
EA, Grammatical Evolution (GE) Ryan et al. [1998], using (as we did
for GP) the experimental scenario outlined in Section 2.3 to describe its
design and operation.
When discussing GP in Section 2.4 we highlighted how the individuals
which make up a GP population take the form of trees. We further
discussed how the nodes of these trees define/contain elements specified
in sets of terminal and function symbols provided to the GP on startup.
While GE also produces tree-type structures, the manner in which it does
so is fundamentally different from GP.
In GE, the population individuals are made up of variable length
binary string genomes, which are used in a process known as mapping to
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Rule Index
(A) <expr> ::= <expr> <op> <expr> (0)
| <var> (1)




(C) <var> ::= <prc> (6)
| <input> (7)
(D) <input> ::= a (8)
| b (9)






Table 2.3: CFG, presented in BNF, outlining rules for generating syntac-
tically correct potential solutions to the problem outlined in Section 2.3.
produce output in a predefined language. The production rules of this
predefined language are outlined by a Context Free Grammar (CFG)
defined in Backus Normal Form (BNF), a convenient way of describing
CFGs. For example, a CFG designed to be used to generate individuals
to address the experimental scenario outlined in Section 2.3 is outlined
in Table 2.3.
With this in mind we now outline the form of representation used by
GE as well as the principal genetic operators which drive the evolution
on the individuals in its population.
2.5.1 Representation
In Section 2.1 we highlighted that one of the discernible differences be-
tween GP and GE is the representation used by their individuals. In GE
the variable length binary string genomes represented in population in-
dividuals are called genotypes, while the output which is produced from
them, in combination with the predefined problem specific CFG, are
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called phenotypes. This process, described in detail in Section 2.5.1.1, is
commonly referred to as genotype-phenotype mapping (or mapping for
short) and plans an important part in the operation of GE. It allow the
decoupling of genetic operations (which are carried out on the genotype)
from the phenotype produced. This means that GE can more closely mir-
ror natural evolution, which is hoped will allow the evolutionary search
mechanisms be more efficient at finding solutions using a wider range of
programming languages and structures. Once a genotype has been ini-
tialised with the prerequisite number of genes, or has been modified in
some manner, mapping is run to generate the phenotype.
2.5.1.1 Genotype-Phenotype Mapping
In genotype-phenotype mapping GE generates an Abstract Syntax Tree
(AST) from which the same individuals phenotype can be later extracted.
Each time a mapping begins a predefined non-terminal symbol, called the
start symbol, is added as the AST root node. Mapping then enters a well
defined cycle designed to continually add new nodes to the AST, growing
it until a termination condition is detected. The steps of this cycle are
outlined in Table 2.4.
Step:
1 Search AST for left-most leaf node containing a non-
terminal, if one exists move to step 2, else terminate
2 Search the CFG for a rule whose Left Hand Side (LHS)
matches the non-terminal symbol node found in step 1. If
one found move to step 3, else mapping is complete
3 If the RHS of the rule found in step 2 contains a single
production select it and move to step 5, else move to step 4
4 Use function (detailed in Equation 2.1) to select one of
available RHS productions and move to step 5.
5 For each symbol in production selected in step 4 add a
new node to the AST such that each is a child of the node
found in step 1.
6 Return to step 1 and repeat.
Table 2.4: Steps of the Genotype-Phenotype Mapping Process.
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These steps are designed to create an AST in which all leaf nodes
are terminals. Nodes are expanded based on production rules of a CFG,
with the left-most non-terminal leaf node available always being chosen
(step 1), the expansion happens from left to right. As its name suggests
the modulo function mentioned in step 4 operates using the mathematical
operator modulo, which gives the remainder when one number is divided
by another. Details of how GE uses modulo is outlined in Equation 2.1.
value = (Codon integer value)
mod
(Number of productions in RHS)
(2.1)
The codon integer value (referred to simply as codon from now on)
used as the numerator in Equation 2.1 is calculated by interpreting n
consecutive bits from the genotype as a positive integer value. While the
number of bits used can vary, in many GE experiments eight bits are
used Ryan et al. [2002], Keijzer et al. [2002], O’Neill and Ryan [2003].
By making the denominator of Equation 2.1 equal to the number of
productions available in the RHS of the rule being applied, the value
returned is guaranteed to be greater than or equal to 0 and less than
the number of productions available in the RHS of the rule. This in turn
means that when the value is used in step 5, to index into the array/vector
in which the productions are stored in computer memory, it is always
guaranteed to be within the bounds of the array/vector regardless of the
codon used.
The first time Equation 2.1 is called, when mapping an individual, the
left-most n bits of the genotype are used to calculate the codon. Then
with each subsequent call to Equation 2.1, during the same mapping, the
next n sequential bits of the genotype are used. This means that with
each subsequent call to Equation 2.1 the genotype is being traversed from
left to right.
Take for example mapping a genotype using the Table 2.3 CFG. If
during step 1 the value of left-most non-terminal symbol node in the AST
was <expr> then during step 2 rule (A) of the CFG would be found. For
the sake of convenience rule (A) is redisplayed in Table 2.5.
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(A) <expr> ::= <expr> <op> <expr> (0)
| <var> (1)
Table 2.5: Rule (A) of the Table 2.3 CFG.
Furthermore, if we look at Table 2.6, which outlines the number of
productions available in the RHS of each of the rules of the CFG, we see
that there are two productions available in the RHS of rule (A).






Table 2.6: Summary of the number of productions available in the RHS
of each of rule contained within the CFG defined in Table 2.3.
Assuming that eight bits were being used to calculate each codon and
that during step 4 the bits selected from the genotype were 10010011,
then the codon would be 147. When we input this value and the RHS
productions available value into Equation 2.1 we get the equation and
the subsequent result outlined in Equation 2.2.
147mod 2 = 1 (2.2)
The result, 1, means that during step 4 the production at index (1)
which is, as outlined in Table 2.5, the non-terminal <var> is chosen and
subsequently added to the AST as a child of node being expanded, i.e.
<expr>, which was of course previously selected during step 1. With the
new node added mapping continues to step 6, which in turn triggers a
return to step 1 and the sequence begins once again.
The finite number of bits available in any given genotype is such that
during some mappings, as a result of the genotype traversal previously
described, all of the available bits may be used prior to the mapping
completing. GE systems incorporates a mechanism known as wrapping
in order to mitigate the effects of such an occurrence. Wrapping operates
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by returning to the start of the genotype and reusing the bits, once the
entire genotype has been traversed. The number of times a genotype
may be wrapped is generally limited and is, as can be seen in Table 2.1,
among the parameters passed to GE system on startup. It’s important
to note that wrapping does not guarantee a given mapping will complete
successfully. It therefore follows that simply assigning it an arbitrarily
high value would be a be a fallacy. The general problem solving nature of
GE is such that the limit should instead be chosen based of the particulars
of the problem being tackled, which Ryan et al. [2003] suggested be
related to the highest number of productions for a single non-terminal in
the grammar defined for the particular problem.
The mapping process is a key part of the mechanism by which GE
supports the separation of the grammar specification from the underly-
ing evolutionary process. Indeed, the fundamentals of its operation also
underpin the CSGE variant we introduce in Chapter 6. A final example
of the mapping process is outlined in Figure 2.5. Included in Figure 2.5
are three principle elements: a sequence of codons that represents a geno-
type, the AST produced when this genotype is mapped using the CFG
outlined in Table 2.3 and finally the sequence of production choice made,
along with their associated modulo calculations, as the genotype is being
traversed. While there may be more codons available in the genotype we
have, for the sake of brevity, included only those used in the mapping.
Once a genotype has been mapped the phenotype can be extracted
from the tree using a Depth First Search (DFS) which outputs only
terminal nodes encountered. In GE this terminal only tree is commonly
referred to as a parse tree while the tree with both non-terminals and ter-
minals (which we have been referring to simply as an AST) is commonly
referred to as a derivation tree. In Figure 2.6 the parse tree produced by
such a DFS of the Figure 2.5 derivation tree is outlined.
The importance of diversity in the initial population of an EA run
was previously highlighted in Section 2.4.1 when discussing GP. In the
same section it was also highlighted that this diversity was created by
ensuring that the population contained a variety of tree shapes and sizes.
Such diversity is just as important in GE as GP but due to the separation
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Figure 2.5: Example of an AST (often referred to in the GE paradigm
as a derivation tree) produced as the result of a genotype to phenotype
mapping.
of each individuals genotype from its phenotype it needs to be created
using an alternative technique to the ramped-half-and-half initialisation
used in GP.
The technique used in GE is called sensible initialisation Ryan and
Azad [2003] and it is designed to ensure that a variety of tree shapes
and sizes are generated when mapping the genotypes of individuals in
the initial population of a GE run. Sensible initialisation examines two
properties of the CFG rules, min depth and recursiveness, and then filters
the rules which can be selected to ensure a range of tree shapes and sizes.
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Figure 2.6: Parse tree extracted from tree presented in Figure 2.5.
The min depth of a rule is defined as the minimum number of steps
it would take to expand a non-terminal to a terminal, based on the rules
of the CFG. In the Table 2.3 CFG for example the min depth of rule
(E) is one (as all its RHS productions are terminal symbols) while the
min depth of rule (C) is two. A rule is defined as recursive if its RHS
contains a production which includes a non-terminal also defined as the
LHS of the same rule. Looking again to Table 2.3 we see that rule (A)
is recursive while rule (E) is not.
When sensible initialisation begins a range of depths are calculated
which each tree created during mapping cannot exceed. For example if a
population size of 500 is specified, with a target minimum and maximum
tree depth of 5 and 14 respectively, the initialiser will attempt to create
50 individuals at each of the 10 different depths (5, 6, 7, etc.). Approxi-
mately 50% of the population are then mapped using recursive rules only
(until the max allowed depth is approached after which time the valid
rule with the min depth is selected). When mapping the other 50% the
rule recursiveness requirement is disregarded but once again as the max
tree depth is approached the valid rule with the min depth is selected.
This means that the trees in the initial population will have a variety of
shapes and sizes. Sensible initialisation also uses a special reverse mod-
ulo operator which allows it to create codons in a genotype that resolves
to a RHS production index tagged as valid for a given mapping.
2.5.2 Genetic Operators
Much like GP the primary genetic operators used in GE are crossover and
mutation. In GE these operators modify the genotype of the individual,
mirroring those used in a Genetic Algorithm (GA) Goldberg et al. [1989].
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We shall discuss GE crossover and mutation in detail in Section 2.5.2.1
and Section 2.5.2.2 respectively. For now the important thing to note is
that once either crossover or mutation modifies an individual’s genotype
the mapping process is run again to produce a new phenotype.
Additionally, in GE each mapped individual’s genotype is defined
in terms of two lengths, its effective length and its actual length. The
effective length is the number of codons used during the mapping while
the actual length is the total number of codons available in the genotype.
The distinction between these two lengths is important to the operation
of both crossover and mutation in GE. Take for example mapping a
genotype which has a total of 30 codons available. If only the first 21
codons are used to produce the phenotype then any changes to codons
after the 21st one will have no effect on the phenotype produced. As
the mapper exits/completes after the 21st codon is reached it never uses
the subsequent ones in modulo operation which determines which CFG
rule to apply. For this reason both crossover and mutation operators are
usually designed to operate on the effective length of the genotype in GE.
2.5.2.1 Crossover
While there are a number of variations on how precisely crossover op-
erates in this section we outline one, which is commonly referred to as
single point crossover. Assuming two individuals have been chosen as
parents, crossover begins by randomly selecting an index, referred to as
the crossover point, within each parent’s variable length binary string
genome. For fixed point crossover the index chosen must be the same in
both bit arrays. This means that if parent 1 array length is not equal to
parent 2 array length crossover must ensure the random number range
upper limit is set to smaller length. Once a valid index has been selected
child 1 is created by combining parent 1 bit array entries 0 to crossover
point and parent 2 entries crossover point to end of array. Child two is
then created using the remaining bits in each parent. To better illustrate
this operation we have included a diagram of its operation in Figure 2.7.
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Figure 2.7: Example of a GE crossover operation creating two offspring.
2.5.2.2 Mutation
Mutation, while less frequently used than crossover, plays just as impor-
tant a role in the evolutionary cycle. Generally speaking a mutation rate
of 0.1, or 10%, is typical Banzhaf et al. [1998]. With each iteration of the
cycle GE searches look for, and hopefully finds (converges on), a solution
which achieves the best, or ideal, fitness score on the set of training ex-
amples. An ideal fitness indicates that an individual’s encoded solution
represents a global optima within the problem1 search space. Finding a
global optima for anything other than the most trivial problem is chal-
lenging, especially if search space contains a number of local optima at
which search can become stuck.
Creating offspring from parents probabilistically selected from a pop-
ulation (based on fitness) means that the genes of fitter individuals are
replicated and gradually spread throughout the population. This causes
individuals to become more genetically similar, which in turn makes the
population less genetically diverse. Low genetic diversity can be a pre-
cursor of premature convergence, another name for when search becomes
stuck/fixated on a local optima.
The mutation creates a new offspring by first copying a parent’s bit
array, and then randomly changing one or more of it’s genes. As with
crossover a number of variations of mutation do exist but we illustrate
one, single point mutation, in Figure 2.8.
1As defined by the training cases.
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Figure 2.8: Example of a GE mutation operator creating a single off-
spring.
2.6 Summary
In this chapter we described in detail a number of the fundamental com-
ponents of EAs which allow them operate effectively as a general problem
solving technique. After outlining a sample problem we described in de-
tail how two well known EAs, GP and GE, would be configured and
operate to find a solution to said problem. While both are related by
their use of evolutionary mimicking mechanisms each operates in a dis-
tinct manner, each of which influences the research outlined in the later






Previously, in Section 1.1, we highlighted that a central hypothesis of this
thesis was that the incorporation of more expressive and finely grained
levels of control in the genotype-phenotype mapping mechanism can lead
to improvements in the performance of EAs. In this chapter we provide
details of a review conducted into existing theory and research (as out-
lined in the available literature) which has the potential to help us address
this hypothesis.
This review is conducted with the goal of addressing a number of
key questions, such as: what are the potential mechanisms/techniques
through which improved expressiveness can be supported most effective?
How might any dangers associated with extending or modifying the cur-
rently used problem specification forms be mitigated? What changes
might need to be made to the representation of population individuals
(previously discussed for GP and GE in Section 2.4.1 and Section 2.5.1 re-
spectively) in order to support usage of an alternate problem specification
forms? What impact will such changes potentially have on the operation
of the genotype-phenotype mapper mechanism which produces these in-
dividuals? Failure to consider such questions could lead to changes being
made which would negatively impact on pre-existing desirable character-
istics of a given EA.
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In addition to reviewing the relevant literature, which can help us
address these key questions, we also review literature relating to the
areas of each of the experimental chapters, found later in this thesis.
With this in mind, the remainder of this chapter is laid out as follows:
We begin in Section 3.1.1 by outlining the key research objectives for
this chapter; following this in Section 3.2 we summarise the results of a
review conducted into areas we feel can help us address these research
questions and ultimately the primary hypothesis of this thesis; following
this we outline a review of a literature relevant to each of the experimental
chapter of this thesis; finally, in Section 3.3 we concluded by reflecting
on the findings of this literature review.
3.1.1 Research Objectives
The following are the primary objectives of the research carried out for
this chapter:
• Gain a detailed understanding of specification forms, or as they are
more formally known “grammars”, which guide the generation of
solutions to a given problem;
• understand how grammars are used analytically, as a means of val-
idating sentences, and more importantly generatively, as a means
of creating sentences which are valid under the rules of a given
grammar;
• review and evaluate alternate grammar types which might be inte-
grated into GE to support improvements in expressiveness;
• review existing research conducted in the areas of each experimental
chapters of this thesis.
3.2 Discussion
In this section we outline details of the most relevant research found dur-
ing our review of the available literature. Research which has the greatest
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potential to help us address the various questions outlined in Section 3.1,
fulfil the research objectives outlined in Section 3.1.1, and ultimately
address the primary hypothesis of this thesis, which once again is: the
incorporation of more expressive and finely grained levels of control in
the genotype-phenotype mapping mechanism can be used to support
context sensitive decision making and ultimately lead to improvements
in the performance of EAs.
We begin in Section 3.2.1 by looking more closely at literature related
to grammars, analysing that which can help us better understand types
and their usage. We also review potential alternative grammar types,
which might allow us to support the improved expressiveness we seek,
without negatively impacting on pre-existing desirable characteristics of
an EA.
3.2.1 Grammars
We previously outlined in Section 2.5 that in GE the form which potential
solutions to a given problem can take is specified by a set of CFG rules.
In this section we look closely at CFGs, and more generally at the family
of formal grammars to which they belong. The most pertinent question
to address initially would seem to be: What is a grammar?
“A grammar can be regarded as a device that enumerates the
sentences of a language” Chomsky [1959].
This quote, along with many of the other terms which will underpin
the discourse of this chapter, have their origins in the field of linguistics.
In linguistics, grammars are categorised based on the method used to
express their rules as being one of descriptive, prescriptive, formal or
generative. The rules of a descriptive grammar are constructed based on
analysis of how speakers use a given language and are often developed
by linguists in an attempt to understand a language more deeply. A
prescriptive grammar on the other-hand is a set of explicit rules which
are taught and enforced to ensure that a given language is used in a
particular way. In formal grammars the rules are precise, defining a clear
set of instructions for producing valid sentences of a formal language.
37
Finally, for generative grammars the rules are capable of generating an
infinite number of sentences in a given language. As we are concerned
with grammars as they pertain to EAs, and in particular GE, in this
chapter we focus our attention on formal grammars.
Formal grammars are categorised, based on the context of their usage,
into, broadly speaking, two categories: Generative and Analytic. The
rules of a generative grammar outline how to construct a sentence in
a given language, a description of how to write a language (generator)
while the rules of an analytic grammar outline how to verify a given
sentence is a valid member of a given language, a description of how to
read a language (parser). We consider a grammar G as having the form
of the 4-tuple form outlined by Equation 3.1 and such that a sentence of
the language L, defined by G, would consist of a string of symbols in T
which were derived from one or more applications of productions in P to
start symbol S Johnson and Zelenski [2008].
G = {T,N, P, S} (3.1)
where:
T : terminal alphabet;
N : non-terminal alphabet;
P : set of productions;
S: start symbol and S ∈ N.
3.2.1.1 Formal Grammar Types
The types of formal grammars, and the languages they enumerate, are
represented in the Chomsky Hierarchy Chomsky [1956]. Each of the level
in this hierarchy are delineated in terms of stricter axioms (restriction on
the form taken by productions). A summary of its levels (presented in
ascending order of axiom strictness) can be found in Table 3.1. An im-
portant point to highlight is that while increased axiom strictness has the
benefit of making a given grammar easier to describe and subsequently
parse it also at the same time makes the grammar less expressive.
38
Grammar Language Automaton






Type-3 Regular or Right-Linear Finite state automaton
Table 3.1: Chomsky Hierarchy of formal grammar types.
Included along with each grammar type in Table 3.1 are the languages
they enumerate as well as the automata (self acting/abstract machine)
which can recognize them. In terms of the relationship between lan-
guages listed in Table 3.1 it it worth noting that while every regular
language is context-free, every context-free language is context-sensitive
and every context-sensitive language is unrestricted there also exist unre-
stricted languages which are not context-sensitive, context-sensitive lan-
guages which are not context-free and context-free languages which are
not regular. This relationship is often most intuitively expressed using
set notation, as outlined in Equation 3.2.
Type 3 ⊂ Type 2 ⊂ Type 1 ⊂ Type 0 (3.2)
“A finite state machine is a model of computation consisting
of a set of states, a start state, an input alphabet, and a tran-
sition function that maps input symbols and current states
to a next state” Pieterse and Black [2016].
With regards to the automata listed in Table 3.1 they can be described
as follows. A Turing machine is best described as a Finite State Machine
(FSM) associated with a special kind of environment, its tape, in which
it can store (and later recover) sequences of symbols Minsky [1967]. This
tape, being of infinite length and divided into discrete cells, provides the
machine with unlimited memory capacity into which it can store and
manipulate symbols according to a table of rules.
A linear-bounded non-deterministic Turing machine on the other hand
differs from a Turing machine in that while its tape is initially considered
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to have unbounded length, only a finite contiguous portion of the tape,
whose length is a linear function of the length on the initial input, can
be accessed by the read/write head Hopcroft et al. [2001].
Finally, a Push Down Automaton (PDA) is a type of automaton
which employs a stack. It differs from a Finite State Machine (FSM)
in two ways: it can use the top of the stack to decide what transition
to take; it can manipulate the stack when it is performing a transition.
Given an input symbol, a PDA transitions to another state based on its
current state and the stack symbol. If in any situation there is more than
one transition action possible the PDA is said to be non-deterministic.
Section 3.2.1 gave a general description of a grammar and outlined in
Equation 3.1 the 4-tuple form which one takes. Included in this 4-tuple
was P, a set of productions, which are applied to the grammar start
symbol S in order to produce a string of symbols. To further clarify
the types within the Chomsky Hierarchy outlined in Table 3.1 we have
provided definitions for the productions of each type in Table 3.2.
There are some subtle differences in the notational formats used in
Table 3.2, and previously Equation 3.1, and that of a BNF (such as
for example the CFG outlined in Table 2.3 when discussing GE). These
differences can be summarised as follows:
• The → of production rules, such as those defined in Table 3.2, is
represented as ::=;
• non-terminal symbols are enclosed by an opening < and a closing
>, terminal symbols are not;
• the X element of a rule, X → v, which is sometimes referred to
as the LHS, must define a single non-terminal while the v element
must be a list of one or more symbol (non-terminal and/or terminal)
sequences and is sometimes referred to as the Right Hand Side
(RHS);
• each production appearing in v element of rule is delimited by |;
• generally, for purposes of readability, each rule is separated by a
single empty line.
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Type 0: Free or Unrestricted Grammars
This is the most general, or least restrictive, type
in the hierarchy. Productions take the form:
u→ v (3.3)
where:
u and v are arbitrary strings of symbols in V (the
alphabet), with u non-null.
Type 1: Context-sensitive Grammars
Productions take the form:
uXv → uvw (3.4)
where:
u, v and w are arbitrary strings of symbols in V ,
with v non-null and X a single non-terminal.
Type 2: Context-free Grammars
Productions take the form:
X → v (3.5)
where:
v is an arbitrary strings of symbols in V , with X a
single non-terminal.
Type 3: Regular Grammars
Productions take the form:
X → a, X → aY , or X → ε (3.6)
where:
X and Y are non-terminals, a is a terminal and ε
is an empty string.
Table 3.2: Formal definitions of Chomsky Hierarchy production rules.
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3.2.1.2 Programming Language Design
In Programming Language Design (PLD) a software component known
as a parser uses a formal grammar specification when attempting to con-
vert an input string into an output sentence in the language defined by
the grammar. The parser stores the symbols of the output sentence in
some form of data structure while checking to ensure the input string
conforms to syntax defined by the production rules of the grammar. The
sequence in which the parser reads the input symbols has a direct effect
on format of the structure (parse tree or Abstract Syntax Tree (AST))
produced. The parallels between the AST structure used by parsers, the
tree structure representation used by GP (previously discussed in Sec-
tion 2.4.1), and indeed more so the tree structure representation used by
GE (previously discussed in Section 2.5.1) are such that it is useful to de-
scribe in more detail how a parser would typically use a formal grammar
when processing a given input string.
3.2.1.2.1 Parsers
Generally speaking parsers fall under one of two categories: Top-down or
Bottom-up. Top-down parsers begin with a start symbol and repeatedly
apply productions defined by the grammar until either a desired out-
put string is reached or no more suitable productions remain to choose
from. The output string, if reached, is a leftmost derivation of a sentence
which establishes that the output string is a valid sentence of the lan-
guage defined by the grammar. Examples of top-down parsers include
the Recursive Descent Parser and the Left to Right, Leftmost Derivation
Parser (LL Parser). As we are principally concerned with the use of
grammars as they pertain to the generation of sentences (programs/ex-
pressions) a more detailed review of the literature relating to parsers is
not beneficial.
3.2.1.3 More Expressive Grammars
One of the research objectives outlined in Section 3.1.1 was to investigate
extending the expressiveness of grammar rule specification for GE. A
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CFG, as the name suggests, cannot encode context among the symbols of
its productions. This means that while a CFG can be used to validate the
syntax of sentences (using a parser) or to ensure that only syntactically
valid sentences are produced (using a generator) it cannot do the same
for semantics.
For example, under the rules of the CFG defined in Table 2.3 the
expression a/0.0 is valid. While this expression is syntactically valid it
is semantically invalid, producing an undefined result regardless of the
value input for a. One commonly used practice in this particular case is
to use protected division Koza [1992], denoted by % (not to be confused
with modulo), which assigns a fixed value such as 1 to any divide by 0
operation. Subsequent research by Keijzer [2003] identified issues with
this approach and suggests that instead such individuals are discarded.
Both of these approaches are targeted at handling such semantic issues
when they occurs but we suggest an alternative strategy of preventing it
from occurring in the first place, exploiting GE’s use of grammars. This
isn’t something which possible using a CFG and so we instead turn our
attention to extending the expressiveness of grammar rule specification
for GE. To begin by outlining some grammar alternatives to a CFG,
namely: Affix grammars Koster [1970], Van Wijngaarden grammars van
Wijngaarden [1965], Tree adjoining grammars Joshi et al. [1975], Indexed
grammars Aho [1968] and finally Attribute Grammar (AG) Knuth [1968].
Affix grammars have rules similar to those of a CFG but are what is
referred to in formal grammars as a two-level grammar, which is a type
of grammar used to generate another grammar. Simply put two-level
grammars are a way of getting the power of type 0 Chomsky grammars
using only context free syntax rules Shutt [2001]. Koster highlighted that
they were “well suited for describing context-conditions” but made this
point in regards to their usage with imperative programming language
ALGOL 68. At the time (1968) ALGOL 68 was criticized for having a
much to complex language specification and it was suggested that be-
cause of this it was difficult to create compilers for it Tanenbaum [1976].
This suggests that affix grammars may be too complex to be usable with
GE, especially considering the fact the grammar specification is a foun-
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dational element in GE ability to be a general problem solving technique.
Van Wijngaarden grammars are another type of two-level grammar and
were developed in the context of ALGOL 68. They allow the definition
of syntactic restrictions and are considered to be a larger class of affix
grammars. For the same reasons as was highlighted for affix grammars,
we do not consider Van Wijngaarden grammars to be a viable choice for
integration into GE type system.
Tree-adjoining grammars are similar to CFGs but their rules are de-
fined to rewrite trees, as opposed to strings/sentences as is the case with
CFGs, and can be used to describe mildly context-sensitive languages.
Indexed grammars are an extension of CFGs in which the non-terminal
symbols defined can include lists of flags or index symbols. Indexed
grammars describe indexed languages which are a proper subset of the
context-sensitive languages, defined in the Chomsky Hierarchy previously
outlined in Table 3.2.
AGs arose from a desire to address issues relating to programming
language semantics Knuth [1990]. The production rules in AGs include
an additional term, called a semantic function, which provided a mecha-
nism for incorporating context among the nodes of an AST as it is being
processed by a parser.
3.2.1.4 Grammar-based GP
Over the last number of years a variety of EA systems have been de-
veloped which use grammar based formalisms to express problem con-
straints. While an in-depth discussion of all of such variants is beyond the
scope of this thesis it is useful to review those which were designed specif-
ically to incorporate semantics. A review of can be found in the McKay
et al. [2010] survey, the finding of which can be summarised as follows:
• Hussain & Browse created a system called NGAGE which uses AG
to guide the generation of neural networks Hussain [1998]. They
suggested their system could be used for a representation of general
GP, something which is noted as not verified at the time the survey
was carried out. Indeed we too were unable to find any evidence
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that Hussain & Browse had verified this suggestion at the time of
writing this thesis;
• Bruhn & Geyer-Schulz included linear constraints along with a
CFG, which represent semantic attributes Bruhn and Geyer-Schulz
[2002]. This was, according to the survey, the first use of AGs to
handle semantic information (in the context of EAs);
• Vanyi & Zvada used an AG based system to augment context-free
grammar-guided GP (GGGP) Ványi and Zvada [2003]. Their focus
was on caching information related to evolutionary and evaluation
operators. The survey highlighted that there was no indication that
they included problem specific semantic information;
• De la Cruz et al. demonstrated a speed-up in the search for a
symbolic regression problem by using semantic constraints de la
Cruz Echeand́ıa et al. [2005]. Their system incorporates a rep-
resentation which uses a GE-like transformation of the attribute
grammar search space;
• Cleary & O’Neill used AG with GE to tackle the knapsack prob-
lem Cleary and O’Neill [2005]. Their system ensured that con-
straints of the problem domain were adhered to as solutions were
being generated during mapping process;
• Ortega et al. used Christiansen grammars on artificial Boolean and
location allocation problems Ortega et al. [2007]. Christiansen
grammars having the equivalent expressive power of AG but pro-
vide a more condensed representation of semantic constraints.
Also of interest for our research, but postdating the McKay et al.
survey, is the work of Karim & Ryan. In addition to further investigating
the usage of AG with GE to tackle the knapsack problem Karim and
Ryan [2011] they also used AG to improve the performance of GE when
tackling the Santa Fe Trail problem Karim and Ryan [2012].
45
3.2.2 Integration of Semantics in Grammatical Evo-
lution
In recent times GE has been deployed successfully in a number of less tra-
ditional ways. For example, as a means of conducting Hyper-Heuristics
(HH), an approach in which one algorithm is used to search for others
which can solve a target problem Lourenço et al. [2012], Lourenço et al.
[2016]. We however remain focused on integration of semantics at the
grammar level, and we are not the first to investigation. As far back as
2005 research was conducted in which symbolic regression type problem
were tackled using a GE system with elements of AG de la Cruz Eche-
and́ıa et al. [2005]. More recently, results of experiments conducted on
the artificial ant trail problem using a GE system modified to support
an AG type specification were presented Karim and Ryan [2012].
Each set of results clearly demonstrate the performance gains a GE
system can achieve by supporting the incorporation AG specifications.
This is something which will become more important when dealing with
problems with increasingly large train and test sets and ever more time
consuming fitness evaluation cycles. Furthermore, the incorporation of
AG support has the potential to make problems where context sensitive
decision making is of key importance more amenable to tackle using GE.
Neither de la Cruz et al. nor Karim and Ryan described in detail
the underling operation of their systems in these publications. Also, at
the the time of writing this thesis, the source code or software design
specifications of their systems was not available elsewhere for inspection.
As a result, it is not possible to determine if either system addresses the
research objectives listed in Section 3.1.1. Neither discusses attribute
storage strategies, their effect on information passing between tree nodes
during mapping or the approach used for semantic function specification
and resultant interaction with tree nodes. With that said, these works act
as a good starting point from which to build the CSGE system outlined
in Chapter 6.
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3.2.3 The Role of Context Sensitive Decision Mak-
ing in Game Design
The successful deployment of GE as a means of automatic discovery
across a wide array of domains (many of which are not amenable to
“brute force” search techniques) is such, that is has the potential to be
a useful means of PCG for games and in particular level design layouts
for 2D platformers Patten and Ryan [2014].
The research of Shaker et al. [2012] shows that GE can indeed be
used successfully to automatically generate level layout designs for Su-
per Mario Bros. and by extension other 2D platformers. For their ex-
periments they created a CFG specification which encodes what they
describe as “important level design constraints” that they identified in
Super Mario Bros. Included in this specification is a non-terminal called
<chunk> and an associated set of production rules defining its expan-
sion possibilities to one of a set of what are described as as “geometric
representations” of level design elements. These include: a flat platform,
hills, a gap, a cannon, a tube, enemies, boxes and coins.
In their experiments Shaker et al. limited the width of a generated
level to 110 blocks. It’s worth noting that this is less than 50% of the size
of the very first level of Super Mario Bros. World 1 - Level 1 which is 224
block wide1 While they did choose this width to allow them to compare
their result to previous research that they carried out, the reduction in
the overall complexity of the level and well as the loss of design fidelity
(as compared to the original game) is worth noting. They also clearly
identify a number of issues, as they see it, in regards to their outlined
approach using GE. Among the issues they highlight we are primarily
concerned with the following:
1. In order to ensure that the level layouts generated were playable,
they had to design their CFG in a manner which ensured that the
chunks generated were placed within a predefined height limit
2. They also highlight the benefits they see in incorporating designer
1Source: https://www.mariowiki.com/World 1-1 (Super Mario Bros.)
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knowledge and player player experience models into the genera-
tion/evaluation process
Although they directly highlight the possibility that a GE system
which supports AGs could help them overcome the first problem, at the
time of writing this they did not seem to have investigated this further.
We have therefore, in Chapter 7, considered this and outlined an ap-
proach by which an AG based GE system might be used to generate
level layout specifications for 2D platformers.
3.3 Summary
We begin this chapter by outlining, in Section 3.1, a set of questions we
felt were important to consider as part of this literature review. Questions
which would help us address the central hypothesis of this thesis: the
incorporation of more expressive and finely grained levels of control in
the genotype-phenotype mapping mechanism can be used to support
context sensitive decision making and ultimately lead to improvements
in the performance of EAs.
As one focus of the review was on gaining a better understanding of
how grammars are specified and operate, we looked first to literature re-
lating to their origins in linguistics. Following this, after having outlined
a more precise and formal definition of the term “grammar”, we focused
on looking at the literature relating to Chomsky’s research on grammars
and in particular his formal grammar hierarchy 3.1.
This understanding of Chomsky’s research was then used to guide a
review of the literature relating to grammar usage in the context of pro-
gramming language design. Finally we discussed some more expressive
variants of grammars first in the context of language design and they
in the context of a survey carried out into grammar based GP. The re-
view of existing research in the areas of the experiential chapter acts as
not only a basis of the experimental design in the related experimental





While it has no one agreed upon definition, in a general sense “Game
design is the act of deciding what a game should be” Schell [2014]. Game
design, like many other design tasks, centres on finding optimal ways to
configure and combine available design aspects (elements) to create an
overall targeted design aesthetic. All games, regardless of genre, seek to
entertain players and this can only be achieved when design aspects are
balanced and contributing effectively to the overall aesthetic.
We believe that the domain of game design is one in which context
sensitive decision making, made possible by the improved expressiveness
we are proposing, can be deployed effectively. In the discussions of this
chapter we look not only to the technical aspects of game design, but
also to certain psychological aspects of it. The focus of any game design
is on the creation of engaging and compelling interactive experiences.
As the player has a fundamental role in these experiences, being a lens
through which a given design is viewed, we would argue that a rudimen-
tary understanding of certain psychological aspects of potential players
is required. We feel this is true regardless of whether a design is being
created, in whole or part, either manually or through some automated
means.
While there are many aspects of game design which could be targeted
for automation using an EA, in this chapter we focus on two in particular:
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character behaviours (PC and/or NPC) and level layout designs. Simply
speaking, PC is the term used for the character within a game that the
player exerts control over, while NPC on the other hand is the term for
those they cannot control.
The remainder of this chapter is laid out as follows: we begin by
outlining the primary research objectives of this chapter; following this
we provide some context for this chapter’s discussions, highlighting why
there is potential to improve character behaviours and level layouts in
games using EAs; we then discuss some psychological research which
explains the role of character behaviours in a gaming experience, how
player/character interaction can be improved and how level layouts effect
the player; finally we outline some of the most fundamental principles and
techniques of game design, which need to be understood if an EA is to
be integrated into the design process.
4.1.1 Research Objectives
• Gain a high-level understanding of the role of the player in a gam-
ing experience, how they perceive and interpret a given design, as
represented in a game;
• identify and understand the game design elements which effect NPC
and PC behaviours in game environments;
• investigate more formalized expressions of game design specifica-
tions, with a view using them in tandem with a problem-solving
technique such as an EA to automate one or more aspects of the
design process.
4.2 Background
Since the advent of video games consumer demand for more realistic
game environments has driven those in game development, as well as
other various related fields (hardware and middleware1 vendors), to con-
1graphics engines, physics engines, animation systems, etc.
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tinually invest in research and development of new and increasingly more
advanced hardware and software technologies. The widespread availabil-
ity of powerful Central Processing Units (CPUs), high performance Ran-
dom Access Memory (RAM), large capacity Hard Disk Drive (HDD) and
standalone Graphics Processing Units (GPUs) has lead to many games
being played on platforms with more power than those used from more
traditional computing tasks.
Even basic gaming platforms can render/animate complex Three-
Dimensional (3D) models, simulate lighting effects and display scenes
which are so dynamic and lifelike that it is difficult to distinguish them
from a real-world scene. Combined with advanced real-time physics many
game environments have reached levels of realism (both visually and in-
teractively) which would have been unthinkable a short time ago Akenine-
Moller et al. [2019], Liu et al. [2019].
Even with all these advances many of the Artificial Intelligence (AI)
and Machine Learning (ML) techniques used in games have remained
largely unchanged over the years. Any further improvements in graphic
and physics will no longer have as significant an impact on the gaming
experience so focus has begun to shift to AI. Game developers and re-
searchers have begun to investigate using more recent mainstream AI
techniques, developing new game-specific AI techniques and looking for
new ways to use AI in both in-game and with various design tasks Tha-
wonmas et al. [2019].
The creation of enjoyable gaming experiences has quite a number
of subtleties and during design and development great care is taken to
ensure all aspects behave precisely as expected and that no emergent
(unexpected/unpredictable) behaviours occur which negatively impact
on the overall experience. While many games incorporate sandbox ele-
ments, most designs rely heavily on tried and tested structures, scripted
interactions, narrative blocks and other carefully designed elements to
elicit precise emotional responses in players in order to create enjoyable
gaming experiences.
Many game developers see emergent behaviours as running contrary
to the ethos of game design, suggesting their reactive nature causes issues
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for traditional design approaches Sweetser [2006]. Sweetser interviewed a
number of such developers during her research into the usage of cellular
automata to create emergent behaviours in game environments, and we
have summarised her findings in Table 4.1.
It’s important to note that emergent behaviours are, within the con-
text of an overall gaming experience, not always undesirable. In some
cases they can not only create opportunities for players to find creative
solutions to in-game challenges but also give rise to new player defined
challenges. For example, in the 1993 First-Person Shooter (FPS) game
“Doom”, which was developed by id Software, players discovered that the
rocket launcher weapon could be used effectively as a means of increas-
ing their PC jumping distance. This behaviour, commonly referred to as
“rocket jumping”, became an integral part of later id Software releases,
such as the 1996 game “Quake”, and influenced many other FPSs which
followed. Additionally, the discovery of rocket jumping gave rise to a new
player defined challenge or competitive gameplay commonly referred to
as “speed running”, where a player attempts to get to the end of a game
as quickly as possible.
We believe that by providing an EA with a means of defining and
enforcing solution semantics (a key research objective of this thesis), one
which integrates effectively with its pre-existing abilities to enforce so-
lution syntax and operate as a supervised learning technique, it can be
used effectively to automatically create beneficial emergent behaviours
for games, while also addressing the developer concerns listed in Ta-
ble 4.1. While such an EA would have the potential to reduce the work-
load in many design aspect we shall, as stated earlier, focus on character
behaviours and level layouts.
While the commercial nature of the game industry is such that many
within it have been slow to push advancements in game AI, there has
long been those in academia who have understood the benefits of using
game environments as a test-bed for general AI research Laird [2002].
Laird’s research interests included, among other things, the behaviours
of, and interactions between, virtual characters (like those found in game






Much more effort is required to design gen-
eral purpose game items than to simply
script specific interactions.
The nature of emergence means that the ex-
act behaviours produced cannot be known in
advance. It is therefore difficult to create test
scripts that will ensure adequate test cover-
age before a product is released.
Efforts in modifying
and extending
As in all software production code reuse is
a common practice to minimize development
time, reduce effort and cost. Production of
a sequel to a successful game is a common
occurrence in the games industry. Reusing
a code base which contains emergent be-
haviours is difficult as it is difficult to be cer-
tain as to how it will react when operating
with other systems/inputs/components.
Level of creative con-
trol of game develop-
ers
Game designers fear that emergent be-
haviours will result in them losing control
over the creation of the game experience.
Some feel that they need to be able to ex-
ercise full control if they are to create the
game experience they desire.
Ease of feedback and
direction to players
In a game with emergent behaviour there is
no way to know the exact situation that the
player will find themselves in. It is therefore
difficult to provide pre-packaged feedback.
Table 4.1: Survey results on developer concerns relating to emergent
behaviours in games Sweetser [2006].
53
or avatar, using it to explore the environment and interact with items
contained within it. While the player controls one character there are
often many other characters controlled by some form of artificial agent.
The player controlled character is often simply referred to as the PC and
all other characters as NPCs. It is worth however highlighting that in
more recent times we have seen the development of commercial game,
such as “No Man’s Sky” by Hello Games in 2016, which used a PCG
system to create an expansive collection of planets in a vast open world
game.
Violence has long been a part of many games but, as graphics and
physics have become more sophisticated, some critics have voiced con-
cerns at what they call “excessive levels of graphic violence”. In some
cases designers/developers have even been accused of deliberately ap-
pealing to baser human instincts Kocurek [2012]. Most experienced
AI researchers reject this and point to a more fundamental reason for
the prevalence of violent interactions between PC and various NPCs in
games Laird and VanLent [2001].
Laird argued that violent interactions are a guise, that their chaos and
speed are used to conceal the limited range of behaviours or lack of intel-
ligence of NPCs. He points out that if players were allowed to undertake
more prolonged and considered interactions all vestiges of NPC intelli-
gence would be lost, much in the same way as in a Turing Test Turing
[1950], Hingston [2009]. In order to facilitate more meaningful, prolonged
and intricate levels of interaction between not only the PC and NPCs but
also among all NPCs in a game environment, far more sophisticated NPC
behaviours will be needed.
Most NPC behaviours consist of a number of well defined actions: 3D
model or 2D sprite animations; collision detections; physics simulations;
game environment movements; audio/text outputs. Once a set of actions
has been defined, designers decide how to best combine them to produce
desired behaviours and, in addition, also set conditions for how and when
they are triggered. This can be viewed as an optimisation problem and
as such can potentially be tackled using an EA where (referring back to
the terminology outlined Section 2.2.3) a solution fitness is a measure of
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how well the behaviour fits with or conforms to a desired overall design
aesthetic.
Some of the most common NPC behaviours came about over time,
as games became more sophisticated, to tackle specific problems in game
environments, such as, for example, path finding and collision detec-
tion/avoidance. Other are designed to trigger when an NPC detects
certain predefined input within the game environment. For example, an
enemy NPC may attack the PC if they enter their line of sight or move
towards an unusual noise source (the operational specific of which could
be designed in one of a number of ways).
While these “human-like” senses help make NPCs seem more dynamic
and realistic, the heavily scripted nature of many other interactions make
them seem artificial and lifeless. Take for example the scripting of an
NPC to initiate a conversation with the PC if they are within a certain
distance. In most cases such an interaction would be controlled using a
set of FSMs, or perhaps behaviour trees, but outside of a basic interaction
it becomes increasingly difficult to foresee and script NPC reactions for
every possible PC action Rasmussen [2016]. This may lead to a designer
choosing to limit the allowable player actions to compensate which risks
making such interactions feel artificial and lifeless. Those researching
emergent behaviours hope to create more reactive NPCs and in doing
so open up a whole new level NPC behaviours and interactions. As
highlighted in Section 2.1, the evolutionary nature of EAs is such that
they are more amenable to finding novel solutions to problems in complex
search spaces than brute force search techniques. This suggests that EAs
might also be, much in the same manner that Sweetser showed cellular
automata to be, a useful tool when approaching the creation of emergent
behaviours in games.
A number of other researchers have also investigated the usage of
evolutionary based techniques to create emergent behaviour and content
for games Mateas [2002], Schrum and Miikkulainen [2008], Schrum and
Miikkulainen [2009], Bryant and Miikkulainen [2004]. Mateas created a
sophisticated interactive drama with an emergent narrative using an AI
director to ensure NPC behaviours conformed to those needed to create
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a narrative with a traditional dramatic structure Heath et al. [1996].
Schrum used evolutionary neural networks to create emergent behaviours
in adaptive teams while Bryant used them to create multi-modal NPCs.
To the best of our knowledge these approaches are purely academic and
have not been deployed directly in a mainstream game.
We highlighted in Section 4.1 that in addition to character behaviours
we are also interested in investigating the usage of EAs to automate level
layout designs. Most games are broken up into well defined segments
or levels which, much like the acts of a drama, set tempo and pace of
gameplay, control difficulty and help maintain a form which is known
to be conducive to an entertaining experience. Early levels are often
designed to allow players to learn basic controls and develop the skills
required to overcome challenges presented and complete the game. As
the player progresses subsequent levels can then, to account for player
learning, introduce new and more difficult challenges.
All design choices, regardless of what aspect of a game is being dis-
cussed, must be made with a clear focus on the central tenet of game
design, to create an entertaining experience for the player. This is some-
thing which cannot be done without having a more in-depth understand-
ing of how the player thinks, how they are effected by the various aspects
and where they fit into an overall game design.
Even a basic computer game is constituted of a variety of complex
subsystems. Physics, animation, audio and narrative systems all of which
are themselves comprised of complex rule sets defining not only their in-
ternal behaviour but the manner of they interact with each other. Games
are complex systems in which the interactions of their subsystems give
rise to the overall system behaviour. By viewing them thus view we can
more easily find ways to automate aspects of their design using a ML tech-
nique such as EA. Player actions, their underlying motivations (intent
and purpose) and game system reactions, allow games create interactive
experiences which are simply not possible with any other form of me-
dia. Good designers anticipate player actions, patterns of behaviour and
carefully design system reactions, outputs and feedback, to give them the
information needed plan subsequent actions, make meaningful choices.
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Meaningful decisions about feedback, how much, what form, and
when it should be provided, along with all decisions relating to player ac-
tions cannot be made effectively without first understanding how a player
thinks and perceives when interacting with a game. This understanding
can be gained by looking at psychology, a field of study specialising in
research into the human mind and behaviour. Past discoveries as well
as ongoing research, even when not directly related to games, can help
designers create more effective and engaging gaming experiences. In Sec-
tion 4.3 we highlight some of these, maintaining a focus on those most
relevant to character behaviours and level layouts.
4.3 Player Perception and Understanding
the Role of Non-Player Characters
Since the advent of computer interfaces researchers have been studying
how humans interact with them and investigating ways to improve the
experience. While research into what is now commonly called Human-
Computer Interaction (HCI) has helped guide the evolution of games, in
addition to more traditional software systems, it is important not confuse
the underlying design motivations of each. Most aspects of traditional
software systems are designed to be unambiguous and easy to use but for
games, ambiguity and difficulty of use are essential parts of the challenges
presented to continuously provide the player with opportunities to learn.
Entertainment and fun in games comes from learning, allowing the player
to continuously develop and master new skills Koster [2013].
Research shows that when performing a task an individual’s mental
state is influenced by task difficulty (how challenging they perceive it
to be) and their skill (at performing said task) Csikszentmihalyi [1990].
Csikszentmihalyi found that certain ratios of challenge to skill induced
a highly enjoyable state in which an individual would become fully im-
mersed and engaged. He called this a flow state and outlined its chal-
lenge/skill ratio, along with that of a number of other states, in a single
model called flow theory.
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4.3.1 Flow Theory
Csikszentmihalyi proposed flow theory after interviewing a wide range
of individuals performing different tasks, paying particular attention to
those that seemed to be performing optimally. The flow model is pre-
sented as a graph of challenge against skill, as in Figure 4.1, and because
of its universality has already influenced a number of game designers in
both industry and academia Chen [2006], Cowley et al. [2008], Sweetser
and Wyeth [2005].
Figure 4.1: Mental states of flow model, outlined in terms of challenge
and skill level Csikszentmihalyi [1997].
Good games, rather than merely trying to induce and maintain a
flow state, are designed to continually transition a player’s mental state
between a number of different flow model states. While immersion and
engagement, which result from a flow state, are key elements of an ef-
fective gaming experience, the role of uncertainty cannot be underesti-
mated Costikyan [2013].
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As mentioned in Section 4.2 some games are designed with a tradi-
tional dramatic structure, but their interactive nature makes controlling
dramatic tension, especially with gameplay, very difficult. Player skill is
dynamic, changing with each challenge encountered, and by understand-
ing flow theory we can better control dramatic tension.
A game may, for example, initially present only trivial challenges,
helping the player feel a sense of relaxation, a low level of dramatic ten-
sion, allowing them time to experiment with controls, learn how to inter-
act with a game. Later more demanding challenges would be presented,
heightening dramatic tension and making the player feel a sense of con-
trol or perhaps even anxiety (temporarily). Finally, after inducing and
maintaining a flow state for a period of time, the challenge level would
again be reduced returning the player to a state of control or relaxation
once more. This cycle, through the various mental states of flow model,
would repeat over and over, building and reducing dramatic tension in
accordance to the structure of a traditional drama.
Level layout designs dictate when, where and what type of challenge
a player will encounter, character behaviours are often form part of a
challenge, so it is essential to understand flow theory before attempting
to integrate EAs into their design. In sections 4.3.2 and 4.3.3 we introduce
some other useful psychological research which can help us integrate an
EA.
4.3.2 Maslow’s Hierarchy of Needs
Within any game there are a wide variety of roles which an NPC can
take. From a simple challenge for the player to overcome (e.g. Goombas
in Super Mario Bros.) to a complex companion character (e.g. Ellie from
the 2013 game “The Last of Us”) who’s nuanced and intricate behaviours
help the player become emotionally invested in them. The importance
of a role, the level of interaction between NPC and PC (or other NPCs),
dictates the complexity and sophistication of behaviours an NPC must
display.
The behaviours of NPCs such as Ellie are used to reinforce the notion
that the character is more than merely a puppet on a string. Ellie’s be-
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haviour towards Joel (the game’s protagonist) evolves over the course of
the game, reflecting the changing dynamic in their relationship and indi-
cating her knowledge of not only past interactions with him but also other
elements within the game environment. Ellie is hostile and dismissive of
Joel to begin with, but slowly they develop a closer bond, reflected by
Ellie eventually telling jokes, from a book she picked up, during idle peri-
ods. We also see Ellie trying and failing over a period of time to whistle.
This not only creates a number of engaging and light-hearted moments
but also acts effectively as an indicator of Ellie’s character growth. All
these behaviours help develop a player’s sense of responsibility for Ellie,
feeding into the game narrative and providing the player with motivation
to overcoming the challenges presented Sloan [2015].
Very often, especially for complex NPC roles, behaviours are used as a
form of non-verbal communication, a way to suggest an emotional state.
Early NPCs, being capable of limited behaviours, could communicate
only basic emotions like happiness or anger. Various advances (discussed
in Section 4.2) has allowed more recent NPCs to communicate a much
wider range of emotions helping imbue them with distinct personalities.
When observing or interacting with an NPC (especially if anthropo-
morphic) a player will often ascribe human characteristics and construct
a model of personality which will help them predict future behaviours.
If we are to use an EA to design human-like behaviours we need to un-
derstand how to model human motivation and personality.
The psychologist Abraham Maslow proposed a hierarchy of needs to
explain human behaviour Maslow [1946], Maslow [1954]. This hierarchy,
as shown in Figure 4.2, has a total of five levels starting with basic
physiological needs like food and water. Once the needs in one level are
satisfied the needs in the next come into play.
Maslow’s hierarchy has already been successfully applied in games.
During a 2010 presentation at the Game Developers Conference (GDC)
the AI designer Richard Evans discussed how it was incorporated into the
game “The Sims 3” Evans [2010]. This is a sandbox type game, one with
little by way of defined goals, in which a dynamic and vibrant population
of NPCs go about a simulation of everyday life. They work a variety of
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Figure 4.2: Maslow’s hierarchy of needs, with most basic needs at bot-
tom Maslow [2013].
jobs to get money to support a lifestyle, pay rent, and build relationships
through interactions with other NPCs. The player takes control of their
own character, or Sim, building a role for them within the world. Evans
used Maslow’s hierarchy to simulate dynamically changing NPC needs
which created distinct and entertaining NPC personalities.
While these Maslow type NPCs are particularly suited to the unstruc-
tured nature of gameplay in sandbox type games, they can also play a
role in games with a more traditional dramatic structure. Some disagree
with Maslow Wahba and Bridwell [1976] but, as his theory was successful
used to create human-like behaviours and personalities in The Sims 3, it
is worth understanding when creating character behaviours for games.
In a dynamic game environment an NPC needs to continually react to
numerous environmental stimuli if they are to appear lifelike. They are
often designed to simulate senses like sight and sound which allow them
to react believable to changes in their environment. It’s common for an
enemy NPC to only attack once a player has entered a simulated “line
of sight” or to investigate anomalous sounds within a certain proximity
of their position.
In addition to making an NPC seem more lifelike, these simulated
senses support a wider range of gameplay styles, helping the player feel a
greater sense of freedom and ownership over their choices Walsh [2015].
61
The NPC should react in a believable way regardless of the player’s game-
play style. Whether a player employs a stealthy or aggressive approach
to overcome an enemy NPC they should behave appropriately. How an
NPC reacts to both the PC and other stimuli needs to be believable and
consistent if the player is to develop meaningful strategies to complete
the game.
How humans sense environmental stimuli, use it to plan, develop
strategies and make decisions has long been an area of research in psy-
chology. Research into what is commonly called situational awareness
can help us create NPCs which effectively use game environment stimuli
to behave in a more lifelike manner.
4.3.3 Situational Awareness
In the simple terms, situational awareness refers to an individual’s aware-
ness of what is happening around them, how information, events and
their own actions will impact on their goals and objectives both now and
into the future Endsley [1995]. Endsley outlined theories on the levels of
situational awareness observed in humans along with how relevant envi-
ronmental input is processed, encoded and stored in the human mind.
Endsley’s work builds on earlier research into the constructs (mental
models and schemata) which are used by the human mind to store infor-
mation and predict how actions taken will effect current environmental
conditions Barlett [1932], Mayer [1992], Rouse and Morris [1985].
To be situationally aware, humans builds mental models of each situa-
tions they encounter in their environment. Each model has a goal state,
or objective, and an associated script with a set of actions previously
used to achieve the objective. When a situation is first encountered the
individual builds a model, estimating the set of actions to achieve its
objective. This initial action script may be suboptimal so each time the
situation is encountered the script gets updated. This updating or opti-
misation, which acts as form of learning, continues until the individual
is satisfied with how effectively they are achieving the mental model ob-
jective. The parallel that can be drawn between the iterative nature of
mental model action script optimisation and the EA cycle, previously
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discussed in Section 2.2, is such that they would seem to integrate in-
tuitively when considering the automatic creation of situationally aware
NPCs.
While the psychological principles outlined in Flow Theory, Maslow’s
Hierarchy and Situational Awareness can help in the design of character
behaviours and level layouts there are also some important general game
design principles and techniques which need to be discussed. As no formal
game design language currently exists, designers use these principles as
a guide when assessing a design, analysis its characteristics or overall
potential to create an engaging and entertaining gaming experience. The
various techniques are tried and tested ways to optimally configure the
available aspects of any design. Game design principles and techniques
can help us integrate EAs more effectively in any aspect of game design,
character behaviour and level layout included, and so we discuss the most
important ones in Section 4.4 below.
4.4 Design Principals and Techniques
In 1984 one of the pioneers of video game design, Chris Crawford, pre-
sented a collection of principles, techniques and lessons he had learned
during his years as a game designer in a book entitled “The Art of Com-
puter Game Design” Crawford [1984]. In it he outlined the importance of
conflict, safety, interaction and representation in any game and some of
the fundamental reasons he believed people played games. After listing
what he found to be best practice when approaching a design task, he
outlined some of the techniques and ideals he found useful during his ca-
reer. This seminal work on game design theory provides much to consider
when deciding how a character should behave in a game environment or
how to best configure a level layout to create an entertaining gaming ex-
perience. This is important to understand before attempting to use EAs
to automate the design of either character behaviours or level layouts.
Another well regarded more recent book from game design veteran Bob
Bates expands further on the design principles and techniques outlined
in Crawford’s book Bates and LaMothe [2001].
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Academic research on game design has in recent years become far
more widespread resulting in a number of academics, who are also active
in industry, presenting interesting research into a wide variety of game re-
lated topics. These topics include, among other things, the classification
of design elements, analysis of their effect on the player and an in-depth
review of design principles and techniques in the hope of creating a more
formalised design process Salen and Zimmerman [2004], Schell [2014].
Schell’s work, like that of Crawford and Bates, centres on design fun-
damentals which can help guide the design of both character behaviours
and level layouts. Salen & Zimmerman in addition to looking at de-
sign fundamentals delve deeper into play as an activity, looking at its
important in human culture. Certain aspects of Salen & Zimmerman’s
work are very theoretical and philosophical, making it difficult to apply
directly during design. While this is the case it does help us to better
understand the relationship between the individual and play and so can
help in application of the more formal design principles and techniques.
Play is such a fundamental part of human existence that many before
Salen & Zimmerman have analysed its importance and role in human
culture Huizinga [1966], Suits and Hurka [2005]. Huizinga highlighted
the many parallels between game-world and real-world activities such
as competition, exploration and collection. He is probably best known
within video game design for proposing the notion of the “magic circle”.
The magic circle is an imaginary membrane which forms around the
player(s) when a game begins. A player can only enter the circle once
they have accepted the rules of the game and once inside seemingly trivial
actions take on significance. While Huizinga’s work predates video games
it does help us to better understand what happens when a player enters
the virtual world of a game. This world is insulated from the real world
(for the most part), so it is safe for the player to take actions and fantasise
free from the consequence which might be attached if similar actions were
taken in the real world. This helps explain why Crawford saw safety as
fundamental and also why games are such a compelling medium.
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One of the main difficulties with automating any aspect of the game
design process is that while there are many guiding principles and tech-
niques there is no general formalised process for approaching it. In an
attempt to provide a more standardised language in which to discuss
game design, Hunicke, LeBlanc and Zubek proposed what they called
the Mechanics Dynamics Aesthetics (MDA) framework Hunicke et al.
[2004]. The frameworks consists of three distinct layers: the mechanics
(simulated physics, user inputs, etc.), the dynamics (actions that are per-
missible) and the overall aesthetics (look, feel, evoked player emotion). A
game designer builds from the bottom layer, the mechanics, up while the
player experiences the game from the top layer, the aesthetics, down. In
outlining the framework they highlighted not only the need for awareness
of the three components it is made up of but also the interdependencies
which exists between them. In any game the mechanics directly impact
on the dynamics which in turn effect the overall aesthetics. Viewing a
game, or the design of a game, through the lens of the MDA framework
can help a designer better envisage how a player might view a game,
through the lens of its aesthetics, or how to create a particular overall
aesthetics through the support of particular in game dynamics. With the
dynamics in turn being created through the use of appropriate mechanics.
Using the MDA framework (described above) to analyse the FPS
Quake 3 (in multi-player mode) for example, we see that the design of
the respawn mechanic (which controls the return of a PC to game world
after defeat) gave rise to a dynamic called spawn camping. This is where
one PC waits by one of a limited number of respawn points and, when
another PC appears, they immediately attack them. The aesthetic this
creates for a respawning player is not desirable. It is reasonable for
a player to take any action which is allowed in a game so if it has a
negative effect this is a result of poor design not player misbehaviour.
The MDA framework, when considered with other proposals to create a
critical vocabulary for games Costikyan [2002], can help us to understand
how to better design character behaviours and level layouts which in turn
can help us to automate their design using EAs.
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4.5 Summary
In this chapter we identified two particular aspects of game design, char-
acter behaviours and level layouts, which have the potential to be tar-
geted for automation in part, or perhaps even in full, using an appropri-
ately configured EA. After highlighting some of the limitations or lack of
sophistication often seen in many game NPCs, we argues that tackling
these issues in a meaningful way has the potential to create a wide range
of new gaming experiences.
We followed this with an overview of a number of theories (research
findings) from psychology which can help us better understand the mind
of a player, how they are effected by aspects of the game and ways to best
use character behaviours and level layouts to create compelling, engaging
and enjoyable gaming experiences.
Finally, we highlighted some of the guiding principles which game
designers have been following for a number of years to create effective
gaming experiences. We emphasised that regardless of what approach
(manual or automated) is taken to designing game aspects (character
behaviour and level layouts included) there is a need to understand a





Generation for Ms. Pac-Man
using Strongly Typed GP
5.1 Introduction
In Chapter 2 we highlighted the power of EAs as a means of automat-
ically generating solutions to problems across a wide range of domains.
In addition to this we also provided, in Section 2.2.3, an overview of how
an evaluation process commonly know as a fitness function is used to
estimate the probability that a given population individual is a solution
to a given problem. In this chapter we are concerned with looking more
closely at this evaluation process with a particular focus on GP. We are
also concerned with looking more closely at how a potential solution en-
coded by an individual integrates with a given fitness function definition
and how this in turn influences the design of the terminal and function
set elements.
The remainder of the chapter is laid out as follows: We begin by out-
lining the primary research objectives of this chapter; following this we
provide some important background as to why we are interested in look-
ing at the fitness evaluation process of GP in more detail, highlighting
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some limitations of the traditionally used GP format as well as discussing
a variant, STGP, which was designed to overcome these limitations; fi-
nally we present a system designed to utilise STGP to generate a suite
of controllers for the game Ms. Pac-Man, each with different but still
interesting behaviours.
5.1.1 Research Objectives
The following are the primary objectives for this chapter:
• Gain a better understanding of GP fitness evaluation process of,
how it influences the design of function and terminal set elements;
• understand the usage of data type information to constrain the
syntax of program trees evolved by a STGP system;
• investigate usage of STGP as a means of PCG in digital video
games.
5.2 Background
In many GP experiments an evolved individual defines source code ex-
pressed in a particular programming language. This code is often a frag-
ment rather than a complete program specification, which is subsequently
integrated with additional fragment(s) as part of the fitness evaluation
process. From structuring code as such, in the form of a “code wrapper”,
the source code defined in the terminal and function set elements can be
greatly simplified. Take for example the expression a + 0.3 × b − 0.5,
produced by a GP system using the terminal and function set previously
defined in Section 2.4.1. As part of the fitness evaluation this could
be integrated with additional code fragments to produce a valid C++
or Python function such as those defined in Listing 5.1 and Listing 5.2
respectively.
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1 double GetResult(double a, double b) {
2 return a + 0.3 * b - 0.5;
3 }
Listing 5.1: C++ function created using a+ 0.3× b− 0.5
1 def GetResult(a, b):
2 return a + 0.3 * b - 0.5
Listing 5.2: Python function created using a+ 0.3× b− 0.5
In the case of the Listing 5.1 C++ function, lines 1 and 3 are taken
verbatim as defined in the fitness function while line 2 is generated by
appending a C++ indent (4 spaces) to the start of the expression (a +
0.3 ∗ b− 0.5) and the C++ punctuator ; to its end. Calls to this function
could then be made by additional functions designed as part of the fitness
evaluation process, for example a function designed to iterate over the
training set and calculate the root-mean-square-error.
Using this paradigm, GP can be insulated from complex aspects of fit-
ness evaluation process. For example, the case of an experiment in which
a complex simulation needs to be run as part of the fitness evaluation,
or when trigonometric function are required as part of the function set.
In the case of the latter by adding an additional with #include <cmath>
prior to line 1 of Listing 5.1 trigonometric function such as Sine, Cosine
or Tangent could be added to the function set elements.
Designing this separation of code fragments might begin with the
identification and abstraction of source code common to all fitness eval-
uations. This would in turn allow attention to be directed to finding
the most effective way of encoding source construct instance references
and calls as elements of the terminal and function sets. Finding a way
to do this which allows a GP system evolve syntactically correct source
code can be relatively straightforward if the target language supports
dynamic typing. In languages which support dynamic typing, for exam-
ple Lisp and Python, source code constructs such as function signatures
can be defined without the specification of data type information. For
example looking at the Python function in Listing 5.2 we see that type
information in not required for either the function arguments, a and b,
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or the function return. Dynamic typing also means that when a source
construct instance which requires parameter(s) to be passed (like for ex-
ample a function/method) is called, it is syntactically correct to pass any
available construct instance as a parameter.
In GP it is desirable that the elements of the terminal and function
sets exhibit a property called closure. “The closure property requires
that each of the functions in the function set be able to accept, as its
arguments, any value and data type that may possibly be returned by
any function in the function set and any value and data type that may
possibly be assumed by any terminal in the terminal set” Koza [1992].
The complexity of the code required to support closure will vary depend-
ing on the type of programming language being used. For example as
C++ is statically typed, as opposed to dynamically typed, the function
outlined in Listing 5.1 will only accept arguments that can be expressed
as a C++ double type. Additionally the result returned by this function
(also a C++ double type) could only be passed as an argument to an-
other C++ function also accepting a double type. This is in contrast to
the Python function outlined in Listing 5.2 which will, as a dynamically
typed language, accept a variety of argument types. This is of course with
the caveat that in its current format the result returned by Listing 5.2
function when evaluating a + 0.3 ∗ b − 0.5 will be undefined/invalid for
certain argument types are used, for example if a and b were “test” and
20.25 respectively a TypeError would be thrown. We would therefore
argue that it is fundamentally less complex to design for closure when
the fitness evaluator is designed using a dynamically type programming
language.
While an end-user may in some cases design and implement all as-
pects of the fitness evaluator, in many others they must design the eval-
uator around one or more predefined components (libraries, programs or
systems). Interfacing with these components can create a programming
language dependency with the end-user being required to utilise a set of
predefined interfaces with signatures in a particular language. Take for
example the case in which GP is being used to evolve a controller for a
virtual agent acting in a dynamic simulated environment. The controller
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may be required to issues all agent commands via a set of predefined
interfaces and base all decisions made on environment information ob-
tained via a set of additional interfaces. Telling an agent to move to
position X and perform task Y because of the presence of resource Z
was detected. If these interfaces use a statically typed language such as
C++, Java or C# then the evolved controller code may also need to do
so.
In its traditional format GP does not facilitate encoding type informa-
tion and as a consequence cannot use it to constrain terminal/function
element selection during source tree generation. Supporting such con-
straints is an important part of generating syntactically correct calls/ref-
erences to statically typed source constructs. As this is important in our
experiments, outlined in Section 5.4, rather than using a traditional GP
implementation we have chosen to use a variant called Strongly Typed
Genetic Programming (STGP), which was designed to support type infor-
mation specification. STGP handles data type information by means of
generic functions and generic data types (a generalisation of Koza’s con-
strained syntactic structures) allowing GP evolve trees to include typed
terms Montana [1995].
In Section 5.3 a new evolutionary based system, which we refer to as
an Evolutionary Character Behaviour Generator (EVO-CBG), is intro-
duced that was designed to facilitate the automatic generation of char-
acter behaviour programs for use in a target game environment. This
system incorporates STGP, as opposed to the more traditionally used
GP, to better support the evolution of syntactically correct, statically
typed source code. While many aspects of the game design process are
currently unformalised, the increasingly widespread usage of algorithmic
means of content generation presents new opportunities for the deploy-
ment of evolutionary based techniques. In a domain such as digital video
games assessing the fitness of an evolved program can be costly and time
consuming. This makes it all the more imperative to ensure that, in as
much as possible, only syntactically correct program trees are generated.
A number of experiments are outlined in Section 5.4 which use a C#
clone of the 2D game Ms. Pac-Man Flensbak and Yannakakis [2008].
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The complexity of finding a consistent optimal, or near optimal, pat-
tern of movement for Ms. Pac-Man PC makes it an interesting test-bed
for AI and ML research. Many techniques have been deployed in an
attempt to automatically generate an optimal PC controller Bell et al.
[2010], DeLooze and Viner [2009], Galván-López et al. [2010], Wirth and
Gallagher [2008]. The Bell et. al controller used a hand coded rule set
with Dijkstra’s algorithm and a tree search method. DeLooze & Viner’s
controller used the model free reinforcement learning method, Q-learning.
Galván-López et. al evolved a controller using GE, while Writh & Gal-
lagher’s used influence maps. Although the techniques used may have
been different the controllers generated all had the same goal, to achieve
a high score (points).
The Bell et. al controller averaged around 18000 points, getting to the
third level of the game. It did achieved a high score of 30930, reaching
the fifth level, but also occasionally scored as low as 6000 points. While it
is a little more difficult to determine the best score achieved by DeLooze
& Viner’s controller, from the graphs presented in their results section it
would seem to be 4750 points. This is significantly lower than what Bell
et. al achieved but they do highlight that information specific to levels
one, two and three was used to guide the controller. They further suggest
that while this information, the positions of pills and powerpills which
are worth ten and fifty points respectively, helps the controller in levels
one, two and three it hinders it in later levels.
Galván-López et. al evolved controllers in three different scenarios:
random, legacy and pincer team; each was differentiated by the be-
haviours of the ghost NPCs. In the scenario which resembles the normal
behaviour of the ghosts, “random”, the best score achieved was 11640
points. Finally, Writh & Gallagher’s controllers highest average score
was 6848 points but they also highlight that it did on one occasion score
19490 points and additionally have many best scores around 15000 points.
It is important to highlight that while we also used Ms. Pac-Man as a
test-bed for our experiments, we are focused on the generation of classes
of character behaviours, rather than on achieving high scores.
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Figure 5.1: Screenshot of Ms. Pac-Man level one maze.
5.2.1 Overview of Ms. Pac-Man
In spite it being originally introduced in 1981, Ms. Pac-Man is still quite
well known today. The game is made up of number of levels, each pre-
sented in the form of a maze, which the player must navigate using the
PC. Scattered throughout each maze are collectable items such as pills
and power pills. For each item collected the player is awarded a prede-
fined number of points and once all items have been collected the current
level is complete and the player moves on to the next one. In addition
to collectable items, each level contains a number of NPCs called ghosts.
As the PC moves around the maze the ghosts give chase, attempting
to capture it by making contact. If any of them do make contact the
player loses a life, the positions of PC and ghosts are reset and play then
continues. If the PC is captured and no lives remain, the game is over.
A screenshot of the first level of Ms. Pac-Man can be found in Figure 5.1
while a summary of the items within it can be found in Table 5.1.
In the context of the research presented in this chapter it is impor-
tant not to confuse Ms. Pac-Man with its similar looking predecessor
Pac-Man. A key difference between them is in how their ghost NPCs
behave. In Pac-Man they move in a deterministic manner, meaning that
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Item Description
Pill Each maze contains a predefined number of pills,
ranging between 220 and 240. To collect, or eat,
pills the PC merely needs to pass over them. By
doing so ten points are added to the score and the
pill is removed from the maze. In Figure 5.1 the
pills are the smaller white dots that are present in
the majority of the maze corridors.
Power Pill Referring once again to Figure 5.1 the power pills
are represented by the larger white dots seen in the
corners of the maze. They are eaten in the same
manner as the pills but for each one consumed fifty
points are added to the score. They also have the
additional effect of making the ghosts enters a flee
state for a for a limited period of time. This is
discussed in detail in “Ghosts” section below.
Bonus Items In the original, commercially released, version of
Ms. Pac-Man a number of “bonus items” were in-
cluded. These items were not included in the clone
used in experiments and therefore no mechanics re-
lated to them are included.
Ghosts Within each maze there are four ghosts which move
through the maze in pursuit of the PC. If any of
them manage to make contact with the PC during
a pursuit the player loses one life and the level is
reset, unless zero lives remain at which point the
game is over. The ghosts remain in this pursue
state until the PC eats a power pill. As mentioned
previously this causes all the ghosts to enter a flee
state for a limited period. During this time they
actively seek to avoid/evade the PC due to the fact
that if it come in contact with them the get eaten
(in the same manner as the pills and power pills).
Eating a ghost results in a much higher points
award than pills or power pills. A full breakdown of
these awards is discussed in detail in Section 5.4.3.
Table 5.1: Summary of Ms. Pac-Man level one items.
74
for each level there is a pattern of PC movement which, once discovered,
is guaranteed to result in optimal performance (maximum score with no
lose of life). This is however not the case in Ms. Pac-Man as its ghosts
move in a non-deterministic manner, meaning that for each level there
is no predefined pattern of PC movement which can guarantee optimal
performance.
5.3 Evolutionary Character Behaviour
Generator
EVO-CBG combines situational awareness research (Section 4.3.3), best
practices for approaching game design (Section 4.4), and the program
generation capabilities of STGP to automatically produce character be-
haviour programs for use in arbitrary game environments. The programs
evolved represent attempts to find combinations of game mechanics which
cause a given character to behave (react to in-game stimuli) in a manner
which contributes positively to an overall target game aesthetic.
When designing both the layout and operation of EVO-CBG, careful
consideration was given to the formalised approach to game design put
forward in the MDA framework (Section 4.4). EVO-CBG was also de-
signed to ensure that the strengths of its evolutionary component, STGP,
were maintained. All system components are modular and loosely cou-
pled to allow EVO-CBG to be quickly configured to target any arbitrary
game environment, regardless of its source code language. A high level
overview of the structure of the main EVO-CBG components is outlined
in Figure 5.2.
As highlighted in Section 4.1, high level character behaviours can be
broken down into a number of smaller low level actions and while some
actions are observable (visible/audible) others are not. Unobservable
actions, or operations, continuously process game environment inputs,
make decisions, and trigger observable actions at appropriate times. It
is only when both observable and unobservable actions are available and
subsequently paired appropriately that consistent and meaningful char-
acter behaviours can be produced. Equally as important is ensuring that
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Figure 5.2: A high level overview of the structure of the EVO-CBG
system.
these action(s) are triggered at appropriate times within the context of
the given game.
Part of our discussions in Chapter 4 centred on how character be-
haviours within games, that players perceive as consistent and mean-
ingful, can be a factor in the creation of conditions for enjoyable gam-
ing experiences. Consistent character behaviours offer opportunities for
the player to learn and facilitate design of incrementally more complex
character interactions by allowing a player to use prior knowledge to
decide strategies for interacting with NPCs. Strategies in which they
incorporate their personal play-style or approach (e.g. cautious or risky),
which is another factor known to help create enjoyable gaming experi-
ences. Furthermore, meaningful behaviours are an essential component
when attempting to create player empathy for more complex characters
in games.
The fun in games comes in no small part from their ability to pro-
vide the player with opportunities for learning Koster [2013]. While we
are primarily focused on characters here, the importance of consistent
behaviour from other game environment elements (e.g. physic system) is
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also clear. As mentioned previously NPC behaviours are kept consistent
by accompanying them with appropriate triggers. In dynamic environ-
ments such as those found in digital video games, behaviours paired with
appropriate triggers help create the illusion that NPCs are aware of their
surroundings, making them feel more “life-like”.
In EVO-CBG the game mechanics accessible to a given character in a
game world are represented as terminal and function set elements to the
STGP subsystem. Mechanics defined by parameterless functions encoded
as elements of the terminal set, while mechanics which require parameters
are encoded as elements of the function set. EVO-CBG is also designed
to allow inclusion of elements to support the evolution of memory model
type structures, discussed in Section 4.3.3, as part of character behaviour
programs.
When designing the experiments (detailed in Section 5.4) a conscious
decision was made to target the generation of behaviour for the Ms. Pac-
Man character, as opposed to one or more of the ghost characters. This
decision was motivated by a desire to focus on a single independent char-
acter with a clearly defined set of available actions. In the original game,
and indeed the simulator used in the experiments, the ghosts operate as
a quasi-team, making it difficult to consider the behaviour of any one in
isolation from the others. Finally, for the sake of brevity we do refer to
the Ms. Pac-Man character as the PC in our discussions. It may be more
accurate to refer to it as a NPC, as it is no longer controller by the player,
but in order to clearly differentiate between it and the other NPCs (the
ghosts) we chose to maintain usage of the term PC when referring to the
Ms. Pac-Man character.
5.4 Experiments
Before outlining the design of our experiments we once again emphasise
that we are not focused on achieving a high score, but rather on the gen-
eration of interesting PC behaviours. While the notion of “interesting” is
somewhat subjective, in the context of our experiments we see it as being
in line with positive emergent behaviours, as was previously discussed in
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Section 4.2. When designing a game, optimal character behaviours are a
fundamental part of entertaining the player. In this context the notion of
what is optimal is somewhat more nuanced than if we were just targeting
a high score, which we are not suggesting is by any means easier to do.
Knowing when an NPC should lose, get defeated by the PC or make a
mistake, is equally as important as knowing when they should win. To do
this effectively the player needs to feel they have a chance of overcoming
the challenge presented by the NPC. Additionally they need to feel that
the challenge is not overly trivial, if they are to feel a sense of achieve-
ment in overcoming it. We are interested in how an automated system
can help choose the most appropriate subset from available mechanics to
create interesting and engaging character dynamics.
5.4.1 Mechanics for Ms. Pac-Man Controller
Flensbak et al. specifically designed their Ms. Pac-Man clone as an AI
testbed, including in it an array of interfaces to support querying the
state of level items and for issuing commands to the PC. We previously
highlighted differences between behaviour of the ghost NPCs in Ms. Pac-
Man and its predecessor Pac-Man. While this is important in the context
of the experiments presented in this section, it should be noted that both
games do also share a number of similarities. Key among these are the
layouts of their levels and the collectible items which are present within
them. With these similarities in mind we decided to update the clones
interface, adding a number of functions in order to allow us include the
terminal and function set elements outlined by Koza in his Pac-Man
experiments Koza [1992]. A complete listing of all mechanics included
in the interface, and hence available for selection by EVO-CBG when
generating a character behaviour program for Ms. Pac-Man, can be found
in Table 5.2 and Table 5.3. The first table outlines mechanics/functions
which are parameterless and hence encoded as terminal set elements,
while the second outlines those that are not parameterless and hence
encoded as function set elements. In Table 5.2 we have for the sake
of conciseness used a single element to represent each specific mechanic




AFOOD Direction to move to advance to closest pill.
Direction
APILL Direction to move to advance to closest power pill.
Direction
AGi Direction to move to advance to closest ghost.
Direction
RPILL Direction to move to retreat from closest power pill.
Direction
RGi Direction to move to retreat from closest ghost.
Direction
DIR Random selection from available directions.
Direction
DISU Distance to closest pill.
Distance
DISPILL Distance to closest power pill.
Distance
DISGi Distance to closest ghost.
Distance
DIS Random distance selection, between 1 and 20.
Distance
Table 5.2: Ms. Pac-Man mechanics encoded in terminal set.
subscript which can be 1, 2, 3 or 4 and returns information in regards to
the closest, second, third and fourth closest ghost to the PC. A call to
AG2 for example would return the direction in which PC should move in
order to advance to the second closest ghost.
By using STGP, as opposed to traditional GP, EVO-CBG can encode
information on the data types associated with both the mechanics input
parameters as well as the values they return. This information can in
turn be used to filter the list of available set elements (mechanics) that
can be chosen from when adding a new node to an evolved character
behaviour program tree. This gives EVO-CBG an effective means of
ensuring that the types of all parameters passed to a given mechanic
match those outlined in its corresponding parameters list. This prevents





IFB If ghosts are in flee state p1 returned, else p2.
{Direction,Direction}
Direction
IFLTE If p1 is less than p2 then p3 returned, else p4.
{Distance,Distance,Direction,Direction}
Direction
IFPE If no pills remain then p1 returned, else p2.
{Direction,Direction}
Direction
IFPPE If no power pills remain then p1 returned, else p2.
{Direction,Direction}
Direction
Table 5.3: Ms. Pac-Man mechanics encoded in function set.
in Figure 5.3 being generated. As outlined in Table 5.3 the mechanic
encoded by IFLTE requires four input parameters of types Distance,
Distance, Direction and Direction. The return type of the mechanic in
the fourth position needs to be Direction but it is in fact (as highlighted
in red in Figure 5.3) of type Distance.
5.4.2 Targeted Character Behaviour Types
Three distinct experiments were carried out using EVO-CBG, with each
being designed to search for a set of game mechanic combinations which
would allow an evolved character behaviour program create a particular
target aesthetic Patten and Ryan [2012]. A detailed description of each,
including information such as the particular behaviour the controller is
encouraged to perform and how this relates to an overall aesthetic can
be found in Table 5.4.
5.4.3 Fitness Evaluation
The fitness of STGP individuals is measured by their ability to effectively
perform an assigned behaviour in the initial level of Ms. Pac-Man. While
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Figure 5.3: Example of a semantically incorrect tree segment that data




Behaviour: Move towards pills/power pills
avoiding ghosts in the process.
Aesthetic: Greedy, staying alive but always
with an eye on scoring points.
Two
Task: Eat ghosts.
Behaviour: Evade ghosts until a power pills
is eaten, at which point the closest ghost is
pursued.
Aesthetic: Patient, statically waiting for op-
portune moment to eat power pill.
Three
Task: Evade ghosts.
Behaviour: Keep moving in as opposite a
direction as possible from closest ghost.
Aesthetic: Cautious, always on the move
avoiding ghosts.
Table 5.4: Summary of the targeted behaviour in each experiment.
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Pills Power Pills Ghosts in Total Time Spent
Flee State Points Evading Ghosts
240 4 16 14, 600 3, 600, 000
Table 5.5: Level one details used for fitness evaluation.
the PC traditionally begins with three lives we have, in order to expedite
the fitness evaluation process, reduced this to one in all experiments. An
overview of the three target behaviour can be found in Table 5.4 while
details of items found in level one, and used to evaluate fitness are found
in Table 5.5.
The value of “Ghosts in Flee State” in Table 5.5 is 16 ( the maximum
possible number of ghosts that can be eaten in level one) because each
time a power pill is eaten all four ghosts become edible for a limited
period of time. It should be noted that if any additional power pills are
eaten when the ghosts are already in a flee state then is has no effect.
With regards to the value of entry for “Total Points”, 10 points are
awarded for each pill eaten while 50 points are awarded for each power
pill. As previously mentioned eating a power pill causes the four ghosts
to enter a flee state, in which they can be eaten by the PC. During a
single flee state period, each ghost eaten results in incrementally higher
points being awarded, 200 for the first ghost, 400 for second, 800 for
third and finally 1600 for fourth. Using this information the maximum
possible points that the PC can accumulate in level of Ms. Pac-Man is
14600, calculated as outlined in Equation 5.1.
(240× 10) + (4× (50 + 200 + 400 + 800 + 1600)) (5.1)
5.4.4 STGP and Ms. Pac-Man Simulator Settings
All setting, apart from the fitness calculation, remained the same for
each experiment. Standard GP settings were used, which again reflect
those used by Koza during his Pac-Man experiments. These settings are
presented in traditional GP tableau format in Table 5.6
As noted in Section 5.4.3, the fitness of each controller program gen-
erated is assessed by playing a single game using the initial level of Ms.
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Objective: Perform assigned behaviour optimally
Terminal Set: AFOOD, APILL, AGi, RPILL, RGi, DIR,
DISU, DISPILL, DISGi, DIS
Function Set: IFB, IFLTE, IFPE, IFPPE
Initialisation Type: Ramped Half & Half
Population Type: Generational
Elites per Generation: 0





Table 5.6: Tableau of STGP settings used for all EVO-CBG experiments.
Pac-Man, with a single life. In this context the assessment of a given
controller is deemed completed once either the level has been completed
(all pills and power pills have been eaten) or the single available life is
lost.
It was previously highlighted, in Section 5.2.1, that the behaviour of
the ghosts in Ms. Pac-Man is non-deterministic. The simulator used in
our experiments is designed mirror this but does allows the seeding of
the RNG used to drive the non-deterministic behaviour. With this in
mind the following points are important to note regarding seeding of the
simulator’s RNG in our experiments: at the start of each new generation
of the STGP a new seed is generated for the simulator’s RNG, with this
seed being then used to allow each individual (within that generation) be
evaluated against the same game instance; for each subsequent generation
a new seed is generated for the simulator’s RNG, thus, any individual




For each experiment a total of 20 runs were performed, with all results
presented being the average values over those runs. A summary of all
results can be found in Table 5.7 while discussions of each are presented
separately in Sections 5.5.1, 5.5.2 and 5.5.3.
Behaviour
One Two Three
Fitness Score Ghosts Eaten Score Time Alive Score
Average Best 4478.75 6.3 4315.21 31809.72 3405.18
Average Mean 1258.10 2.26 1645.68 13015.22 1140.16
Table 5.7: Average best & average mean fitness scores in each of the
three experiments.
5.5.1 Behaviour One: Maximise Score


















Average Best Points Scored
Average Mean Points Scored
Figure 5.4: Graph of average mean and average best points scored during
each generation.
Character behaviour programs evolved during this experiment are
evaluated based on their ability to maximise the overall number of points
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scored. Looking at the breakdown of how points are awarded, as sum-
marised by Equation 5.1, we see that successfully scoring points is fun-
damentally the result of the PC performing a number of distinct smaller
tasks optimally.
The most basic of these is moving effectively through the maze, evad-
ing ghosts long enough to eat all pills and power pills. In order to achieve
higher order scores an additional type of behaviour needs to evolve, one
which causes the PC to eat ghosts when they enter the flee state.
The proximity of the ghosts to the PC when a power pill is eaten, as
well as their positions in the maze, effect its ability to eat them before
the flee state period is over. On level one this period last approximately
8 seconds and is a sufficient time in which to catch and eat the closest
ghost. It is however exponentially more difficult to eat each subsequent
ghost, something that is reflected in the points awarded for eating each
subsequent ghost during a single flee state period. An additional chal-
lenge lies in the fact that when in pursuit of a fleeing ghost the PC needs
to try to avoid eating additional power pills. While 50 points are awarded
each time a power pill is eaten, doing so while the ghost are already flee-
ing does not result in any additional time being added to the remaining
flee state period. This effectively limits the paths in the maze which can
be taken when additional power pills remain to be eaten.
A graph of average mean and average best points scored during each
generation of STGP population is presented in Figure 5.4. A total of
20 runs were conducted and the results presented are the averages over
those runs. While the average mean points scored seems to plateau by
generation 50 there does remain some “turbulence” in the average best
points scored.
We suggest that this may be indicative of a need to include addi-
tional game mechanics in the simulator. Mechanics which might provide
better support for the generation of more sophisticated PC behaviours
(dynamics) required to eat multiple ghosts during each flee period.
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5.5.2 Behaviour Two: Maximise Number of Ghosts
Eaten





















Average Best Number of Ghosts Eaten
Average Mean Number of Ghosts Eaten
Figure 5.5: Graph of average mean and average best ghosts eaten during
each generation.
In this experiment the fitness of evolved behaviour programs are eval-
uated based on their ability to maximise the number of ghosts eaten by
the PC prior to losing a life. This number, as outlined in Equation 5.1,
can be a maximum of sixteen (four ghosts for each power pill eaten).
As was the case for the previously described behaviour one doing this
effectively is fundamentally the result of the PC performing a number of
distinct smaller tasks optimally.
While most of these smaller tasks are similar to those previously high-
lighted in Section 5.5.1, i.e. pursue & eat fleeing ghosts and avoid eating
power pills when ghost are already fleeing, it is important to note that as
the goal is to evolve behaviour focused solely on eating ghosts, no regard
is given for any standard pills which the PC may eat.
A graph of the performance of the evolved controllers (PC behaviour
programs) is presented in Figure 5.5, highlighting the average mean and
average best number of ghosts eaten during each generation, averaged
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once again over 20 runs. A similar scenario to that observed in the
previous experiment is evident, with the average mean seeming to have
plateaued by generation 50 while the average best remains somewhat
more turbulent. We previously highlighted that there is an exponential
increase in difficulty of eating each subsequent ghost during a single flee
state period. We suggest that while these results show that the behaviour
required to consistently eat a single ghost each time a power pill is eaten
has evolved, they would also seem to suggest that the more complex
behaviours required to eat multiple ghosts consistently has not.
In their default (non-fleeing) state the ghosts pursue the PC and
attempt to eat it. The probability that the PC cab successfully eats
more than a one ghost during a single flee state period is dependant on
a number of factors. Firstly, the PC must evade the ghosts and avoid
eating a power pill until all of them are close enough that the PC can
catch them once they enter a flee state. Secondly, once the ghosts begin
fleeing, the player (be they human or virtual) must attempt to select an
optimal order in which to pursue and eat them. This is difficult due to
the non-deterministic nature of the ghost movement in Ms. Pac-Man (as
was previously highlighted in Section 5.3. Finally, as seen in Figure 5.1
each of the four power pills are located in a corridor (areas with single
entry and exit routes). This means that it only takes two ghosts to box
the PC in. If this happens the player is left with no choice (if they do
not wish to lose a life) but to eat the power pill. In such a case the
remaining two ghosts may not be close enough to catch once they begin
fleeing. In this situation the other two ghost may be in maze locations
which make it nearly impossible to catch and eat them. As was the
case with the first experiment these results may suggest the need for
additional mechanics to be added to the simulator for multiple ghost
eating behaviour (dynamics) to evolve successfully.
5.5.3 Behaviour Three: Maximise Time Alive
The third and final experiment we conducted was designed around evolv-
ing behaviours which would allow the PC to remain alive as long as pos-
sible. Unlike in the two previous experiments in this case the fitness
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Average Best Time Alive (milliseconds)
Average Mean Time Alive (milliseconds)
Figure 5.6: Graph of average mean and average best evading ghost du-
rations during each generation.
target is not a definable optimal value, so we have therefore set it to an
arbitrarily high value (in milliseconds), as outlined in Table 5.5. As only
contact with a ghost, which is in a non-flee state, can cause the PC to
lose a life, behaving optimally centres on the PC being able to evade the
ghosts.
As the PC can move slightly faster than the ghosts (in a straight line)
evading a single one is relatively simple. However, the layout of the maze
is such that it is more difficult to avoid multiple ghosts when they are in
pursuit of the PC. As previously discussed there are a number of corridors
in the maze in which the PC can become boxed in by two ghosts. To
prevent this from happening an evolved behaviour needs to evaluate the
danger of entering a corridor while at the same time understanding the
ability of using a power pill (if present in corridor) as a means of escaping
when boxed in. A graph of average mean and average best lengths of
time the PC remained alive is presented in Figure 5.6 with these these
values once again being averaged over 20 runs. A similar pattern is seen
in the difference between the average mean and average best results as
the previous two experiments, leading us to draw a similar conclusion.
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Additional game mechanics may need to be added to the simulator if
more sophisticated behaviours (dynamics), the type necessary to keep
the PC alive longer, are to be evolved.
5.6 Discussion
While the fitness of the behaviour one controller was measured in terms
of how many points it scored, the fitness of behaviour two and three con-
trollers was not. To facilitate an analysis of all three controllers, with
a view of identifying potential “good scoring” behaviour, we included in
Table 5.7 the points scored by the behaviour two and three controllers.
Looking at the Average Best fitness values, we see the behaviour one
(maximise score) controller recorded the most points with 4478.75. This
is followed closely by the behaviours two (maximise ghosts eaten) con-
troller with 4315.21 points, with the behaviour three (maximise time
alive) controller a distant third with 3405.18 points.
In Table 5.5 we outlined details of the point scoring elements within
in the level one maze of Ms. Pac-Man. Later in Equation 5.1 we outlined
details of how the maximum possible level one score of 14600 points is
achieved from optimally combining collection (eating) of the Table 5.5
elements. While it is difficult to provide a definitive answer as to why
the behaviour one controller achieved the highest score, and indeed why
the behaviour three controller achieved the lowest, we would postulate
the following: as the behaviour two controller is focused on maximising
ghosts eaten it may not adequately use the more central portions of
the maze, meaning that it may miss collecting pills; the behaviour three
controller is focused on staying alive and the way to do this is to avoid the
ghosts, which may cause it to focus to heavily on avoidance behaviour at
the expense of more rewarding (points wise) pursuit behaviour; finally the
behaviour one controller is tasked with maximising points, as all elements
have associated points it may find a better way to prioritize the sequence
of eating each. Looking at the frequency of mechanics usage in each of
these controllers may provide further clarity on this but before we do that
we feel it is necessary first pause and reflect on an assertion we made we
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outlining the results of each of the three behaviours in Section 5.5.
When outlining the results of we suggested that better performance
could perhaps be achieved if a wider set of game mechanics were made
available in the simulator. We feel this suggestion is aligned to the struc-
ture of the MDA framework, in which Hunicke et al. clearly outline a
dependency between the dynamics (in the case of our experiments the
observable behaviours of the Ms. Pac-Man character) and the available
underlying mechanics. It may not be possible to get optimal (or at least
near optimal) behaviour in a given scenario without first specifying an
appropriate set of mechanics. Considering this further, as the mechanics
used in our experiments are encoded as elements in the terminal and
function sets, this suggestion would also seem to align to the notion of
“sufficiency” in GP (which was previously discussed in Section 2.4.1.
While it may be more difficult to succinctly express fitness evaluation
metrics in a domain such as games (especially when defining properties
such as aesthetic), it seems logical to consider controller performance in
the context of available mechanics.
We have summarised in Table 5.8 the frequency with which each of
the available parameterless simulator mechanics (encoded as terminal set
elements) appear in of the best performing controller evolved by EVO-
CBG during each of the three experiments. A similar summary of the
simulator mechanics with parameters (encoded as function set elements)
can be seen in Table 5.9. While the same terminal and function set
elements were used in each of the three experiments we see that Table 5.8
and 5.9 highlight noticeable differences in the frequency which some were
used across each three best performing controllers. Furthermore a set of
bar plots, one for each behaviour type, are presented in Figure 5.7 while
in Table 5.10 a summary of each mechanics usage frequency, summed
across the three best evolved controller, can be found.
Looking first at the frequency of AFOOD mechanic, we see that it
appears marginally higher in the Behaviour One: Maximise Score con-
troller than in the other two. This is perhaps not all that unexpected
given that pills are by far the most abundant item within the maze when




AFOOD 10 9 7
APILL 5 18 9
AG1 0 18 7
AG2 6 14 12
AG3 0 0 0
AG4 0 0 0
RPILL 3 1 8
RG1 2 11 11
RG2 1 4 9
RG3 0 0 0
RG4 0 0 0
DIR 3 8 7
DISU 0 5 1
DISPILL 4 4 7
DISG1 2 8 6
DISG2 7 10 7
DISG3 1 4 1
DISG4 1 2 6
DIS 5 9 6
Table 5.8: Summary of frequency with which terminal mechanics appear
in each of the three best performing evolved controllers.
Behaviour
One Two Three
IFB 4 32 21
IFLTE 10 21 17
IFPE 10 17 21
IFPPE 5 13 10
Table 5.9: Summary of frequency with which function mechanics appear







































































































Table 5.10: Summary of the overall simulator mechanics usage frequen-
cies across all three best evolved controllers, ordered by most to least
frequently used.
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score, albeit by the least amount possible (as discussed in Section 5.4.3).
Based on this one might also expect the Behaviour One: Maximise
Score controller to also be the most frequent user of the APILL me-
chanic, given that power pills represent the next most abundant source
of points. This is however not the case and it is in fact by far the least
frequent user of the APILL mechanic. While this may seem somewhat
counter intuitive, we would suggest that it can be explained by examina-
tion the overall structure of the maze (passageway/corridor layouts) as
well as the positioning of the power pills within it, which was previously
highlighted in Section 5.5.2 as being in corridors in each of the four cor-
ners of the maze. In addition to this each power pill is surrounded on
either side by a trail of pills, which means that if the PC eats a pill on
one side of a power pill a call to AFOOD would result in the passing
over the power pill (eating it) as it advances to the next uneaten pill.
Looking next at the usage frequencies of the mechanics which cause
the PC movement direction to change, to either advance towards or re-
treat from ghosts, we see that there are not only noticeable differences
but similarities. AG1 (advance towards closest ghost) appears with more
than twice the frequency in Behaviour Two: Maximise Number of Ghosts
Eaten than it does in the Behaviour Three: Maximise Time Alive con-
troller, and not at all in Behaviour One: Maximise Score controller. The
prevalence of AG1 in behaviour two controller seems intuitive given that
this controller is assessed based on number of ghosts eaten. As mentioned
previously the structure of the maze, as well as movement speed of the
ghosts and PC, are such that there is a high probability that at least one
ghost can be eaten if the PC advances towards the closest ghost as soon
as a flee state period begins. The IFB mechanic, which returns true if
the ghosts are in a flee state or false if they are not, also appears with
a far higher frequency in the behaviour two controller. Finally, we also
see that the behaviour two controller is, while somewhat marginally, also
the most frequent user of the AG2 (advance towards the second closest
ghost) mechanic.
What’s immediately noticeable across all three controllers (in terms
of advance towards/retreat from ghost behaviour) is that all have a fre-
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quency of zero for the mechanics associated with third and fourth closest
ghost, AG3, RG3 and AG4,RG4 respectively. An explanation for this
may lie fact that when a ghost is eaten it travels back to centre of the
maze, pausing briefly before once again beginning to traverse the maze
passages. Each time a ghost is eaten the order of ghost closeness to PC
changes, meaning that usage of AG1 still has the greatest probability of
causing PC to eat another ghost.
We once again highlight that the behaviour required to successfully
eat more than one ghost after eating a single power pill is complex and
with each ghost eaten, exponentially more difficult. So much so in fact
that many human players even find it a difficult challenge to overcome.
Recall our previous discussions (in Section 5.5.3) on how the PC may only
eat a power pill once all of the four ghosts are optimally positioned within
the maze? Positions which differ when eating each of the four power pills
and due to the non-deterministic nature of the ghosts movements are
difficult to encourage. Additionally, as was also discussed in Section 5.5.3,
the difficulty of doing this is added to by the fact that the PC must avoid
eating any subsequent power pill once the ghosts are in a flee state. While
the results in Table 5.7 show that the best Behaviour Two: Maximise
Number of Ghosts Eaten controller does not successfully eat more than
two ghosts per power pill, the higher frequency numbers with which
DISG1, DISG2, DISG3 as well as IFLTE appear may suggest that
EVO-CBG was searching for appropriate positions (proximities to the
PC).
Finally, looking at the frequencies for the Behaviour Three: Maximise
Time Alive controller, we see three interesting characteristics worth high-
lighting. Firstly, while the frequency of RG1 is the same as in Behaviour
Two: Maximise Number of Ghosts Eaten controller, the frequency of
RG2 is more than double. As coming in contact with a non-fleeing ghost
is the only way that the PC can lose a life, staying alive requires the PC
to continually retreat for the ghosts as they advance. While doing this
the PC also needs to ensure to avoid entering maze positions in which it
may become “boxed in”. As it takes only two ghosts to do this in certain
maze locations, retreating from the second closest ghost would seem to
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be a reasonable strategy and so perhaps explains the higher frequency of
RG2 in behaviour three controller. Secondly we see that the behaviour
three controller has higher usage frequencies of IFB, DISPILL and
IFPPE than the Behaviour One: Maximise Score controller. As long
as there power pills remaining in the maze eating them, when the ghosts
are not in a flee state, prevents the PC from losing a life. The longer the
PC can avoid having to eat a power pill (which can act as a means of
escaping when boxed in). Thirdly, we see that the behaviour three con-
troller is the most frequent user of IFPE. This would seem somewhat
confusing, given the fact that the pills have no effect on state of ghosts,
as as such it is difficult to draw any definitive conclusion about its usage
frequency.
So what do these results tell us in regards to the overall aesthetic
created by each of the three evolved controllers? Previously, in Sec-
tion 5.3, we discussed the consideration that was given to the work of
Hunicke et al. on the MDA framework when designing our EVO-CBG
system. Earlier still, in Section 4.4 of Chapter 4, we discussed in de-
tail how this framework was proposed as a means of providing a form
formalised approach to not only the design but also the evaluation of a
gaming experience. We have already discussed what we feel are some of
the reasons behind these usage frequency differences (as outlined in Ta-
ble 5.8 and Table 5.9) but it’s also worth considering them in the overall
context of the MDA framework.
While the EVO-CBG system was given the same set of terminal and
function elements (as outlined in Table 5.2 and Table 5.3 respectively)
to choose from in each of the three experiments (outlined in Section 5.4),
clear differences are seen in the frequencies in which many of them are
used in the best evolved PC controllers. Considering this in the context
of the MDA framework, the terminal/function set elements represent
the mechanics, the behaviour of the PC (determined by the structure
of the evolved PC controller) represents the dynamics, while finally the
specified fitness function metric is a short-hand used to represent the
desired aesthetic. Previously, in Table 5.4, we highlighted the controller
aesthetic targeted in each experiment, which once again are:
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Behaviour One: Maximise Score
Greedy, staying alive but always with an eye on scoring points;
Behaviour Two: Maximise Number of Ghosts Eaten
Patient, statically waiting for opportune moment to eat power pill;
Behaviour Three: Maximise Time Alive
Cautious, always on the move avoiding ghosts.
The slightly higher usage frequency of AFOOD in Behaviour One:
Maximise Score controller, paired with its far less frequent usage of IFB
could be argued to create a “greedy” aesthetic. The evolved controller
causing the PC to traverse the maze passages, opportunistically eating
the static items (pills and power pills) with far less regard that the other
two controllers of the status or position of ghost NPCs.
The Behaviour Two: Maximise Number of Ghosts Eaten controller
on the other-hand has much higher frequency of usage of mechanics as-
sociated with tracking positions of ghosts, their distances from the PC
as well as their status. Which could be argued as the controller being
more considerate of conditions, dare we say “patient”, before pursuing
ghosts. Its usage frequency of AG1 is more than double that of the next
closest controller usage, as indeed is its usage of ghost eatability polling
mechanic (IFB).
Finally, for the Behaviour Three: Maximise Time Alive controller
the desired aesthetic listed as “cautious”. We see that it uses AG1 me-
chanic less than half that of Behaviour Two: Maximise Number of Ghosts
Eaten controller, with the caveat that Behaviour One: Maximise Score
controller has a usage frequency of zero for it. It has equal or higher us-
age frequencies for both mechanic associated with retreating from closest
and second closest ghosts.
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5.7 Conclusions
In this chapter we considered the benefits of using STGP to encode data
type information in addition to the terminal and function information
used in a traditional GP. We looked specifically at how this information
can be used to better encode game mechanic details for the automatic
production of character behaviours for use in digital video games. To
validate this approach we created a new STGP based system, EVO-CBG,
and designed three experiments to test its performance at producing PC
controllers for the game Ms. Pac-Man.
Using STGP, the EVO-CBG system ensures that each time a me-
chanic is called (in a generated program) it always receives parameter
types and sequences which match those specified by its associated func-
tion signature. This helps constrain the solution search space and indeed
make generated programs easier to interpret and understand by a human
end user. With that said the rigidity of this specification, in terms of the






In this chapter we introduce a new GE variant, which we call Context
Sensitive Grammatical Evolution (CSGE), that has been designed to sup-
port the usage of AGs in addition to the traditionally supported CFGs.
As was discussed in Chapter 2, the ability of AGs to encode not only
syntactic but also semantic information is such that they can supports
more precise sentence construction. This is fundamental to the provision
of context sensitive decision making during the generation of sentences
in a given language and by incorporating support for AGs our system
allows context sensitive decision making during the genotype to pheno-
type mapping process. Our CSGE system was also designed in a manner
which ensures that the GE paradigm of separation of grammar specifica-
tion from core evolutionary loop is maintained. In order to accomplish
this, CSGE was designed to use shared memory spaces to store attribute
information (defined in an AG’s production rules) as the grammars rules
are chosen and used to add additional nodes to the AST produced during
the genotype to phenotype mapping process. Additionally, through the
use of an embedded dynamically typed functional programming language
(Python), our system provided easy access to the mapper to create, read
and/or update attributes as the AST is being produced.
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The remainder of this chapter is laid out as follows: to begin with
we outlined the primary research questions addressed in this chapter in
Section 6.1.1; following this some of the primary design considerations
when creating our CSGE system are outlined and discussed; then a set of
experiments are outlined which were conducted to test the effectiveness of
our system and provided a benchmarked comparison of it’s performance
using both an AG and a CFG; finally an overall summary of the main
points of this chapter is provided.
6.1.1 Research Objectives
The following are the primary objectives of the research carried out for
this chapter:
• Incorporation of context sensitive decision making in the genotype
to phenotype mapping process used by GE;
• preservation of the current desirable qualities of a GE system, such
as the abstraction of a grammar specification from the underlying
evolutionary mechanism used to traverse the solution search space;
• benchmarking of the new CSGE system performance using both an
AG and a CFG.
6.2 Background
In our discussion of GE, in Section 2.5, it was highlighted that a CFG
was used as a means of specifying the syntax of programs that can be
produced during the genotype to phenotype mapping process. A CFG, by
outlining a set of rules, controls the set of symbols that can appear in each
program produced. While a CFG provides a means of specifying program
syntax, it does not support specification of semantics, information which
could guide the generation of more meaningful programs.
While program syntax is important, in many more complex prob-
lem domain context sensitive decision making is crucial. As a CFG has
no ability to specify grammar semantics, a traditional GE system has
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no means of maintaining and evaluating context among the nodes of an
AST it produces during the genotype to phenotype mapping process.
This means that in effect traditional GE systems handle issues of seman-
tics as part of the fitness evaluation process. A common practice being to
include some means of detecting semantically invalid programs, e.g. pro-
tected division, or assignment of worst fitness score to individuals whose
fitness evaluation throws an error.
As fitness scores are used to decide which individuals get to act as
parents during evolution and to decide which individuals to replace in
a steady state population, the score assigned to an individual is very
important. While semantically invalid individuals do “die out” due to
the evolutionary process, the effects of their initial introduction into a
population is something that needs to be considered Keijzer [2003].
As training data sets become much larger and fitness evaluation time
increases, we need to more carefully consider the effects time spent at-
tempting to evaluate individuals that eventually get assigned the worst
fitness score allowed. One approach used to reduce the effect of this is the
addition of semantic information in the grammar used by the GE system.
Information which can be used to help guide the genotype to phenotype
mapping process, ensuring that the individuals produced are not only
syntactically but also semantically correct Patten and Ryan [2015].
When extending GE to add support for semantics there is also a need
to ensure that the original strengths of GE, such as its separation of
problem grammar from core evolutionary system, are maintained. Addi-
tionally, by storing the grammar in a standalone BNF file, GE is more
flexible and allows novice users quickly design and run experiments. For
these reasons the two main challenges faced with adding semantics sup-
port to GE are: the specification of semantics, in addition to syntactics,
in a concise and meaningful grammar in BNF type format; design and
incorporation of the new components, required to support AGs, into a
variant of the traditional GE genotype to phenotype mapping system.
Looking initially at the challenge of specifying semantics, we look
to AGs, introduced in Section 3.2.1.3, as an alternate to the CFGs com-
monly used by GE systems. AGs were proposed as a means of annotating
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a CFG with semantic information in the form of attributes and semantic
functions Knuth [1968]. As mentioned previously, when used in a GE
system the semantic functions define a means of managing and support-
ing context among the grammar symbols which appear in the derivation
tree, produced by the genotype to phenotype mapping process. To do
effectively this the mapper must be able to use the attribute information
in one part of the tree to make decisions in relation to the nodes added
in another part of the tree.
An AG uses two distinct types of attributes, inherited and synthe-
sised. The names are used to indicate the direction the attributes passes
information within the derivation tree. Inherited being used to identify
attributes which pass information down the tree and synthesised for at-
tributes which pass information up or across the tree. Semantic functions
interpret attribute information, using it to make decisions at one point
in the tree based on values of attributes found in another. The flexibility
of semantic functions is that they may also include what are commonly
referred to as helper functions. These helper functions provide a conve-
nient means reusing functionality across a range of semantic functions.
When initially introduced, AGs were seen as a means of specifying the
static semantics of programming languages, which in turn could be used
by a compiler to verify the correctness of sequence of symbols/character-
s/terms passed to it.
In order to integrate AG support into GE a number of extension
would be needed: Grammar rule, production and symbol classes need
updates to support semantic information; mechanisms would be needed
to allow this information be loaded from a BNF formatted specification
file at the same time as the syntactic information; a purpose built AST
structure would need to store grammar symbols chosen during a geno-
type to phenotype mapping process, with this AST in turn needing to
have mechanisms to allow the annotation of attribute information on its
nodes; the mapper would need to be able to call semantic functions asso-
ciated with each production rules as they are applied, adding, querying
and updating attributes; information would need to flow down (inherited
attributes) and back up/across (synthesised attributes) AST.
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6.3 CSGE System Overview
AG semantics, as used by our CSGE system, act as a form of logic which,
along with the grammar rules, guide the generation of an AST during
the genotype to phenotype mapping process. From this AST the sys-
tem then extracts the GE derivation tree and subsequently the GE parse
tree, which is then passed to the fitness function for evaluation. Careful
consideration was given when designing both the structure and opera-
tion on this AST in order to maintain a level of abstraction between the
contents of its nodes and the operations which add, modify or interpret
them. Maintaining abstraction between the semantic logic (responsible
for management of attribute annotation on AST nodes) and the underly-
ing AST representation (grammar symbols stored within nodes) is a key
part of ensuring that our CSGE system is, like GE, a general problem
solving system.
To accomplish this all the primary components of our CSGE system
was designed in C++, with inherited and synthesised attributes being
stored as Python object instances wrapped in C++ shared pointers1
which are stored in a shared memory space. Access to the attributes is
managed via a C++/Python interface with the various semantic func-
tions being instantiated as Python scripts, when loaded from the AG
specification file.
By storing the attributes in shared memory they can be associated
with any number of nodes within the AST. This is a key part of man-
aging the flow of attribute information between the AST nodes, which
is necessary to support the operation of both inherited and synthesised
attributes. A synthesised attribute is simulated by a single entry in the
shared memory space which all associated AST nodes have read and write
access to. If a change is made to the value of a synthesised attribute at
one point in the AST, all nodes with an association to that same attribute
see the change. For inherited attributes on the other hand, only the AST
node which the attribute is initially added has read/write access to it,
while all other nodes with an association to it having only read access.
1https://en.cppreference.com/w/cpp/memory/shared ptr
103
As Python is dynamically typed it reduces the complexity of the seman-
tic function specifications, allowing the loading of semantics at runtime
rather than having to compile them separately before running the CSGE
system. This was a carefully chosen design approach to help maintain,
in as much as is possible, the containment of the entire AG specification
on the single BNF file, like that of a CFG.
The AST designed for use with our CSGE system acts not only as a
structure into which the grammar symbols can be written, but also as a
means of supporting context among the them. Once the AG specification
is loaded, our CSGE system uses it in a similar manner to that of a CFG
during the genotype to phenotype mapping process. The AST structure
was designed to support the annotation of any type2, and indeed any
number, of attributes on each AST node.
6.3.1 CSGE Grammar Specification
Production Rule Index
S ::= <expr> (0)
<expr1> ::= <expr2> <op> <expr3> (1)
| ( <expr2> <op> <expr3> ) (2)
| <var> (3)




<var> ::= <input> (8)
| <prc> (9)





<prc> ::= PRC (15)




In this section an example of a CFG and a set of semantic function
which, when combined with it describe an AG are outlined. The CFG
is outlined in Table 6.1, while the semantic functions are defined sep-
arately in Table 6.2. The CFG outlines a set of production rules for
generating expressions using operators +,−,×, / and operands V , W ,
X, Y , Z and PRC (a set of random constants). V , W , X, Y and Z
represent independent variables designed to take inputs from a sets of
train/test cases. While the Table 6.1 CFG does include five indepen-
dent variables, the actual number included in the CFG supplied to the
CSGE system during each experiment (outlined in Section 6.4) depends
on the number of variables in each fitness case. PRC is shorthand for
a set of 50 persistent random constants, generated in the range PRC
= {c|c ∈ < ∧ −5 ≤ c < 5} Dempsey et al. [2007].
The semantics outlined in Table 6.2 are designed to reduce the occur-
rence of the mathematically undefined operation /0 in a parse tree. By
creating context between particular grammar symbols, stored within the
AST nodes, we can ensure that once an instance of <op> is expanded to
/, the operand 0 cannot appear to its right. To reiterate once again what
was highlighted in Section 6.2, the commonly used solution to this, pro-
tected division, can have undesirable consequences. We have, for the sake
of clarity, included only a single semantic function in Table 6.2 for the
rules at indexes (10), (11), (12), (13) and (14). While the precise spec-
ification of this semantic function depends on the independent variable
being processed, the example we have outlined in Table 6.2 if for that of
<input>::= V . A number of characteristics of these semantic functions
are important to highlight, not only in the context of these specific ex-
amples but more generally in the context of how semantic specifications
operate in the CSGE system.
cache
An attribute created when start symbol, S, is added as the root
node in the AST. This attribute memory space is in turn shared
with each new node added to the AST. It’s used like a blackboard
to which each leaf node terminal symbol is written. This allows a
semantic function to view, at any stage of the derivation tree pro-
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duction (being created in the AST structure), the current terminals
in the partially formed parse tree.
⇐
Shorthand indicating an attribute, .Name, associated with deriva-
tion tree node, R, on RHS of expression, should added as a shared
attribute to AST node, L, on LHS of expression. This functions as
an inherited attribute and as node L is expanded, information is
passed back up to node R.
appendSymbol(node.A, B)
A helper function which, given two parameters, node.A (a shared
memory location associated with an attribute) and B, a string
value, appends the string to the existing contents of attribute in
shared memory. This is a key function used in cooperation with the
cache attribute, to build up the parse tree as nodes are expanded
to terminals.
node.Data
A masked property which can be called on any AST node to access
the grammar symbol stored within it. As can be seen in seman-
tic functions at indexes (10), (11), (12), (13), (14) and (15) of
Table 6.2, .Data is used to access and modify an expansion to a
terminal symbol which could cause a “divide by zero” in the parse
tree, e.g. /V , /W , /X, /Y , /Z or /PRC when V , W , X, Y , Z or
PRC is 0.
When reading a grammar specification file, the CSGE system’s parser
checks for additional semantic function terms after production symbol
list. Braces are used to indicate to parser the beginning and end of a set
of semantic function terms (for a given production). Terms between these
brackets are loaded into a Python function which is then associated with
the production. During the genotype to phenotype mapping process,
after a production is used its associated semantic function is called. Var-
ious analysis is preformed, and operations are triggered, which results in
inherited and synthesised attributes being annotated on the AST node.
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<op>.op = ‘ + ’
appendSymbol(<op>.cache, ‘ + ’)
(5)
<op>.op = ‘− ’
appendSymbol(<op>.cache, ‘− ’)
(6)












(10) val = getPRC()
(11) while val == 0:
(12) val = getPRC()













Table 6.2: Semantic functions annotations made to the Table 6.1 CFG
to transform it into an AG.
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As was highlighted previously, semantic functions may also include
any number of additional “helper functions”. Due to the difference in
tasks which each helper may be required to perform they must be pre-
sented in a flexible and easy to use manner. This, added to the fact that
Python was used to represent semantics, makes Python the ideal choice
to represent helpers also. Doing so not only makes it easy for semantics
to import and use any helper, but also gives them access to all available
Python interpreter modules. This greatly extends semantics functional-
ity, which can be extremely useful when tackling more complex context
sensitive decision making problems.
6.3.2 Example of a CSGE Mapping
The diagrams in Figure 6.1 to Figure 6.5, outline the sequence of steps
which create an AST, using the AG outlined in Table 6.1 and Table 6.2, in
which a divide by zero is prevented from occurring. The diagrams present
the application of production rules and their associated semantics, to add
new nodes to the AST and annotate them with attribute information.
Each diagram is comprised of three distinct parts, laid out as follows: in
the LHS the nodes currently in the AST are outlined; in the top RHS
the contents of the shared memory location is outlined; finally, in the
bottom RHS the semantic function called is outlined.
Figure 6.1: Step 1 taken in a sequence steps taken to create an AG AST.
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Figure 6.2: Steps 2 and 3 taken in a sequence steps taken to create an
AG AST.
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Figure 6.3: Steps 4 and 5 taken in a sequence steps taken to create an
AG AST.
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Figure 6.4: Steps 6 and 7 taken in a sequence steps taken to create an
AG AST.
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To test the operation of the CSGE system, two sets of symbolic regres-
sion type problems were used. The first, a collection of low dimensional
problems suggested by Azad and Ryan [2014], and the second, a mix
of lower and higher dimensional problems that have been shown to be
useful for benchmarking the performance of GP and GE systems White
et al. [2013].
For each problem 60 runs were performed (30 using the CFG outline
in Table 6.1 and 30 using the AG outlined in Table 6.2). Each run used
the same set of standard GE configuration parameters, outlined in Ta-
ble 6.3, and normalised linear scaled mean squared error (NLSMSE) Kei-
jzer [2003] was used as a measure of fitness.
Population Size 500
Run Terminates at 50 generations
Operator probabilities Crossover: 0.9, mutation: 0.1
Tournament size 2
Replacement Steady state, inverse tournament




Initialisation Ramped half and half
(max. initial depth = 8)
Max wraps 5
Table 6.3: CSGE configuration parameters used in all experiments.
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6.4.1 Experiment Set One
In this first set of experiments the CSGE system was used to evolve
solutions to the problems outlined in Table 6.4. Details of the training
and testing sets used for each problem can in turn be found in Table 6.5.
Problem Variables
1 arcsinh(x) 1
2 x3e−xcos(x)sin(x)(sin2(x)cos(x)− 1) 2
3 y3e−xcos(y)sin(x)(sin2(y)cos(x)− 1) 2
4 y2x6 − 2.13y4x4 + y6x2 2
Table 6.4: Set of functions used in first set of experiments, along with
the number of independent variables appearing in each.
Training Set [min : step] 50 points
Problem Testing Set [min : step] 200 points
1 [0.0 : 1.0]
[0.1 : 0.25]
2 [0.0 : 0.2]
[0.05 : 0.05]
3 x[0.0 : 0.2], y = x+ 0.03
x[0.05 : 0.05], y = x+ 0.03
4 x[−1.9 : 0.075], y = x+ 0.015
x[−1.91 : 0.019], y = x+ 0.015
Table 6.5: Training and testing set ranges used with each of the functions
outlined in Table 6.4.
6.4.1.1 Results
A summary of results for runs carried out using the Table 6.1 CFG can
be found in Table 6.6, while a summary for those carried out using the
Table 6.2 AG can be found in Table 6.7. Each table includes the mean (±
standard deviation) and best fitness scores achieved using train and test
datasets outlined for each of the four low dimensional problems outlined
in Table 6.4.
Looking at these results we see that across all of the problems, on both
the train and test cases, the AG outperforms the CFG. The degree to
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Training Set Testing Set
Problem Mean Best Mean Best
1 0.8784 ± 0.0736 0.8866 0.9926 ± 0.0649 0.9940
2 0.9126 ± 0.0078 0.9205 0.9089 ± 0.0068 0.9111
3 0.9154 ± 0.0067 0.9319 0.9103 ± 0.0069 0.9318
4 0.8174 ± 0.0077 0.9541 0.8973 ± 0.0080 0.9418
Table 6.6: Results of experiments conducted using the CFG outlined in
Table 6.1.
Training Set Testing Set
Problem Mean Best Mean Best
1 0.8895 ± 0.0728 0.9012 0.9927 ± 0.0588 0.9943
2 0.9139 ± 0.0048 0.9282 0.9098 ± 0.0009 0.9282
3 0.9184 ± 0.0076 0.9534 0.9131 ± 0.0087 0.9534
4 0.8596 ± 0.0078 0.9713 0.8410 ± 0.0079 0.9701
Table 6.7: Results of experiments conducted using the AG outlined by
Table 6.1 and Table 6.2.
which it does this may be marginal but this is perhaps understandable in
the context of the relatively unsophisticated AG used and additionally
the manner in which the production rules are selected during a given
genotype to phenotype mapping operation. While the semantics of the
AG are designed to prevent a direct occurrence of a /0 in a parse tree
it cannot, in its current form, prevent the a more indirect occurrence
of one. For example an expressions such as /(2 − (7 − 5)) may occur,
meaning that protected division calls though reduced, may still occur.
To further analyse the performance of the grammars, we calculated a
set of Vargha-Delaney A measure values comparing the AG against the
CFG on each of the four problems. This test compares performance of
two techniques (A and B), returns a value between 0.0 and 1.0 indicating
the % of the time technique A outperforms B. A value of 0.5 indicates that
both techniques perform the same, while one > 0.5 indicates technique
A outperforms B. Looking at the results in Table 6.8, we see that across
all of the four problems the value is > 0.5, which indicates that the AG
out performs the CFG in all cases. The proximity of each value to 0.5
indicates that the AG performs “slightly better” than the CFG.
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Problem 1 2 3 4
Train 0.5226 0.5348 0.5954 0.5456
Test 0.5108 0.5732 0.541 0.576
Table 6.8: Results of the Vargha-Delaney A measure tests comparing the
AG against the CFG.
6.4.2 Experiment Set Two
For this second set of experiments we selected four of the symbolic re-
gression problems posed by White et al. [2013] in their paper entitled
“Better GP benchmarks: community survey results and proposals”. In
it they present details of a survey conducted of the Genetic Program-
ming community concerning the current state of benchmarks as used in
the field. The used the information they collected to inform the creation
of a set of seven symbolic regression problems, of varying dimensionality,
which are seen as a good means of benchmarking the performance of a
GP system. The experiments outlined in this section use four problems
from this set, details of which are outlined in Table 6.9.






1 E[1, 50, 1]
E[1, 120, 1]
Korns-12
2− 2.1cos(9.8x)sin(1.3w) 5 U [−50, 50, 10, 000]





5 U [0.05, 6.05, 1, 024]
U [−0.25, 6.35, 5, 000]
Nguyen-7
ln(x+ 1) + ln(x2 + 1)
1 U [0, 2, 20]
None
Table 6.9: Set of functions used in second set of experiments, the number
of independent variables appearing in each, and the training and testing
set details. U [a, b, c] is c uniform random samples drawn from a to b,
inclusive. E[a, b, c] is a grid of points evenly spaced with an interval of
c, from a to b inclusive White et al. [2013].
The reasons for selecting these particular problems was threefold.
Firstly, there is a level of consensus within the GP community that these
are a useful means of benchmarking a GP system, something which can-
not be argued as strongly for the problems outlined in Section 6.4.1.
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Secondly, by focusing on the lower dimensional problems (one to five
variables) from the proposed benchmarking set were able to use the same
set of semantic functions across all the experiments. Finally, as we are
proposing to collect metrics regarding the number of protected events
during the training phase, we felt that these lower dimensional problems
would make the data gathered more amenable to analysis.
6.4.2.1 Results
In this section we begin, as we did in Section 6.4.1.1, by outlining a
summary of the fitness scores achieved by the CSGE system on the set
of problems outlined in Table 6.9. The results for the runs conducted
using the CFG (outlined in Table 6.1) can be found in Table 6.10, while
the results for those conducted using the AG (outlined in Table 6.2) can
be found in Table 6.11.
Training Set Testing Set
Problem Mean Best Mean Best
Keijzer-6 0.9998105 ± 0.0032 0.999825 0.99201 ± 0.0172 0.993113
Korns-12 0.474102 ± 0.537 0.474131 0.46273 ± 0.0829 0.473826
Vladislavleva-4 0.9708655 ± 0.0049 0.975362 0.959476 ± 0.055 0.969879
Nguyen-7 0.9999955 ± 0.00069 0.999997 0.999994 ± 0.0001 1.0
Table 6.10: Results of CFG based experiments conducted on the GP
benchmarking problems outlined in Table 6.9.
Training Set Testing Set
Problem Mean Best Mean Best
Keijzer-6 0.999963 ± 0.0081 0.999978 0.9963385 ± 0.0205 0.99688
Korns-12 0.4740085 ± 0.787 0.474084 0.473806 ± 0.871 0.473812
Vladislavleva-4 0.975011 ± 0.0088 0.975744 0.971189 ± 0.0138 0.976339
Nguyen-7 0.9999885 ± 0.0029 0.999996 0.999997 ± 0.0055 1.0
Table 6.11: Results of AG based experiments conducted on the GP
benchmarking problems outlined in Table 6.9.
Looking at these results we see that across all of the problems, with
the exception of Korns-12, the AG outperforms the CFG on both the
training and testing sets. The level of performance improvement in
marginal, as was the case in experiments outlined in Section 6.4.1.1,
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and as we are using the same CFG and AG in all experiments the same
rationale for explaining this would seem to hold.
What is however important to note is that on the Korns-12 problem
both the CFG and AG performed poorly, and indeed the AG resulted in
lower scores on both the training and testing sets. While it is difficult
to be definitive as to why this is, we would suggest that the root cause
may be an unexpected negative consequence of appending a PRC, where
PRC = {c|c ∈ < ∧ −5 ≤ c < 5}, to the input variable (as detailed
in Table 6.2). Additionally, this PRC range could be unsuitable for
this particular problem or perhaps the set of operators included in the
grammars do not satisfy the sufficiency property (previously discussed in
Section 2.4.1).
In Table 6.12 we present data gathered on the number of protected
events detected during the training phase of each problem. As was the
case with the fitness scores, the values presented are averaged over the
total number of runs. For each problem two properties were recorded:
the number of fitness case failures and the number of program string
failures.
Fitness Case Failures Program String Failures
Problem CFG AG CFG AG
Keijzer-6 8669 8561.5 314.5 231.5
Korns-12 2465000 3665000 246.5 366.5
Vladislavleva-4 256512 16896 250 16.5
Nguyen-7 9682 1323 538 73.5
Table 6.12: Total numbers of fitness case and program string failures
during the training phase of each problem.
The fitness case failures property is a count of the total number of
protected events detected when running an evolved program string using
all of the fitness cases in the training set. The program string failures
property is also generated by running an evolved program string using
all of the fitness cases in the training set. This time however, instead
of counting each fitness case failure, we just count the first one that
occurs. This means that for a given program string, the worst possible
fitness case failures count is the total number of cases in the training set
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(e.g. for Korns-12 it would be 10,000), while the worst possible program
string failure count would be 1. Looking at the results in Table 6.12 we
see that there is a noticeable reduction in both the fitness case failures
and program string failures across all problems (with the exception of the
Korns-12 problem) when using the AG. This makes sense, based on the
observed fitness scores previously listed in Tables 6.10 and Table 6.11,
as a protected event triggers a worst fitness value to be assigned to an
individual.
Finally, as means of gaining additional insight into the effect of using
the CFG or AG, we conducted a static analysis of the best programs
generated by each grammar, for each problem. In this analysis, out-
lined Table 6.13, the total number of occurrence of the / operator in
each program is listed. We can see that the number of occurrences are
quite similar across all the problems with the exception of the Korns-12
problem.






Table 6.13: Static analysis of the number of / operator occurrences in
the best programs produced for each problem when using each type of
grammar.
6.5 Discussion
The fitness score improvement, when using the AG, is as a result of the
reduced number of calls made to protected division during fitness evalu-
ation. It would thus seem logical to create semantics which would reduce
the number of these calls to zero. While doing so is theoretically possible
using our system, there are a number of cost implications which need to
be carefully considered. Moving protected divisions calls further towards
zero would require that far more complex semantics be created. These
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semantics would take longer to design and increase the genotype/phe-
notype mapping time. Detecting and preventing the formation of any
direct or indirect /0 instance in a parse tree would require that all train
and test case inputs be checked as independent grammar variables (X
and Y ) are added during mapping.
The goal of the semantics expressed in the AG used in our experiments
was to facilitate context sensitive decision making when <op> symbol
gets expanded to /. During the mapping process, context among a set
of AST nodes cannot be precisely determined until certain nodes have
been fully expanded (to grammar terminal symbols). For any problem
type, including symbolic regression, determining context requires careful
interpretation of an AG’s attributes. Python’s flexibility, as a dynami-
cally typed interpretive language, can help our CSGE system do this, not
only on symbolic regression problems by also on many other type where
context sensitive decision making is key.
6.6 Conclusion
In this chapter we introduced a new context sensitive grammatical evo-
lution system, which we have called CSGE, that was designed to support
flexible and easy to use AG specifications. This system uses C++ for its
core evolutionary components and associated AG attribute management,
along with Python based semantic function specifications designed with
performance, usability and flexibility in mind.
The importance of expressing problem semantics and allowing evo-
lutionary algorithms such as GE and GP to use them has become an
important area of research in recent times. While other approaches to
the integration of AG into GE systems do exist, our approach focuses
on the development of a general, flexible and easy to use CSGE system,
rather than a problem specific implementation. This we feel makes our
system more usable, maximising it potential from deployment to solve
problems in domains other than just symbolic regression.
The results of experiments conducted on a number of problems, pre-
sented in this chapter, show the successful deployment of AG semantics
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by our system to reduce the number of protected division calls made
during fitness evaluation. By using an AG to reduce such calls, which
are known to negatively impact fitness, our system was able to achieve
better overall results that when a more traditional CFG was used.
Using AGs to improve the performance on symbolic regression prob-
lems while a good initial starting point is not the ultimate goal of our
new CSGE system design. There are a number of other domains, prob-
lem types, where context sensitive decision making, made possible by
semantics, can be of use. This is especially true in domains where the
cost and complexity of fitness evaluation is particularly pronounced. Do-
mains such as that of procedural content generation for digital video
games, something discussed in more detail in Chapter 7. The flexibil-
ity and benefits offered from usage of Python to encode semantics shall







The benefits of using some form of automation to reduce the time and
cost associated with large scale software development projects is generally
accepted in most domains, digital video games1 included. While a variety
of automation techniques exist, for the purposes of our discussions in this
chapter we focus on one in particular, Procedural Content Generation
(PCG), and moreover solely on its application in the domain of games.
PCG, which is characterised by its usage of an algorithmic means to
generate content, has been used successfully by a number of researchers
to generate a variety of different types of content for games Shaker et al.
[2016]. Rather than attempting to discuss each of these in detail we
focus instead on that which has most relevance to the research previously
outlined in this thesis, namely the usage of GE to generate level layout
designs for the 2D side scrolling game “Super Mario Bros.” Shaker et al.
[2012].
The remainder of the chapter is laid out as follows: we begin by
outlining the primary research objectives of this chapter; then, after dis-
cussing some important information regarding PCG in games, we then
1Referred to simply as “games” in the remainder of this chapter
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highlight some of the advantages that could be gained by usage of CSGE
in the same context, and describe the design of a level creation attribute
grammar; finally we reflect one again on the chapters research objectives
and summarise its key discussion points.
7.1.1 Research Objectives
The following are the primary objectives of the research carried out for
this chapter:
• Gain an understanding of the importance of, and benefits from, the
usage of PCG in games;
• identify opportunities for improvements in the generation process
through the usage of CSGE in the same context;
• design and present a proposal for an AG that could be used to
evolve level design layouts for 2D platform games.
7.2 Background
In Chapter 6 we introduced a new GE system designed to support the ex-
pression of solution semantics in addition to the traditionally supported
solution syntax. Subsequently we demonstrated improvement seen when
the system was used, along with a specifically designed attribute gram-
mar, to automatically generate solutions to a set of symbolic regression
problems. Among the improvements seen was an increase in the overall
fitness across the solutions generated and a reduction in the time spent
attempting to evaluate solutions which were mathematically undefined.
The mathematical nature of the expressions (potential solutions) gen-
erated by GE during these experiments was such that the formulation
the associated fitness function was relatively straightforward. Inclusion
of the Python math library2 provided access to the arithmetic operators
needed to evaluate each training case while a standard Python try/catch
block handled any mathematically undefined operations. It’s important
2https://docs.python.org/2/library/math.html
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to emphasise that in its role as a general problem solving technique it
may not always be possible to formulate a fitness function from such
well-defined components (libraries/structures). This is something which,
as we shall see in the later discussion in this chapter, is often the case
when dealing with PCG for games.
In Chapter 3 we described and highlighted the power and flexibility of
GE’s ability to evolve sentences (expressions) in any language, provided
that the rules of the language can be described succinctly in a formal
grammar specification. However, this ability can only be optimally ex-
ploited if paired with a fitness function definition which gives the GE
system a meaningful way to evaluate and compare the potential of any
given sentence created to that of another. In some domains, such as for
example games, these evolved sentences may require deployment as part
of a complex dynamic simulated environment in order to facilitate eval-
uation. Such simulated environments can in many cases require large
amounts of system resources (CPU cycles/threads, GPU cycles/mem-
ory or system RAM) and therefore prove to be a primary performance
bottleneck in the evolutionary cycle of a GE system. Clearly, it is cru-
cial to leverage any mechanism which could reduce the introduction of
undefined/invalid sentences into the fitness evaluation portion of the evo-
lutionary cycle. This is something which we highlighted our new CSGE
system, outlined in Chapter 6, can achieve.
The precise type of content procedurally generated for a given game
will generally vary depending on a number of factors, such as, for ex-
ample, genre, gameworld (virtual environment) complexity and overall
desired play duration. Regardless of whether the content is being gener-
ated automatically or manually it is of fundamental importance to always
keep in mind the effect that any such content has on the overall aesthetic
of the game. As highlighted during our discussion of the MDA framework
in Section 4.4, players experience a game from the top-down via the aes-
thetics, which a designer has carefully constructed from the bottom-up
via mechanics and dynamics. We, like many designers, academics and
theorists, see games as complex systems defined heavily in terms of how
their constituent parts interact.
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In some genres such as Massive Multiplayer Online Role Playing
(MMORP) and Massive Online Battle Arena (MOBA) (both of which
support interactions among a large number of players) for example, hu-
man behaviour has a greater influence on the creation of the overall aes-
thetic than in others, such as single player games. Regardless of whether a
game supports single or multiple players the designer’s influence is always
exerted via the mechanics and the dynamics they ultimately support.
While the flexibility of CSGE means that it could be used to tar-
get the generation of a wide variety of game content, for the purposes
of discussions in this chapter we shall focus solely on its potential for
generating level layout specifications for the 2D platform game “Super
Mario Bros”. This particular game and content type was chosen for two
primary reasons:
1. The original design of Super Mario Bros., including its level layout,
is almost universally accepted as an example of good design;
2. It has been used in the past as a testbed for PCG.
Before discussing existing PCG research conducted using Super Mario
Bros. as a testbed there are some important details in regards to its
design and gameplay (PC actions available to overcome the challenges
presented) that are important to highlight. The game was first released
for the Nintendo Entertainment System (NES) console in Japan in 1985
and is comprised of eight different worlds, each of which contains four
levels. As is the case in many such 2D platform game (sometimes re-
ferred to simply as “platformers”), in each level new challenges and level
layouts variations are presented. Each has been designed purposely to
account for player learning and increased mastery which each subsequent
level completed, very much in alignment with the psychological aspects
and principles of game design previously discussed in Section 4.3 and
Section 4.4 respectively.
When each level begins the PC is found in the bottom left region
of the viewable screen area and the player is tasked with moving the
PC forward, from left to right, towards a designated level exit/endpoint.
In doing so they must traverse various platforms (avoiding falling from
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them), defeat or evade a variety of enemy NPCs and optionally collect
various items (coins and powerups for example) along the way. As the
PC moves towards the right of the screen the viewing window which
surrounds it follows, revealing upcoming level areas while at the same
time occluding areas which the PC has already passed through. The 2D
nature of platformers is such that any given level can be represented by a
grid of N by M equally sized square blocks or tiles. Generally speaking
the blocks fall into defined categories each of which has a particular
behaviour and appearance.
7.3 Components of a Super Mario Bros.
Level
In this section we outline details of both the structure of, and the com-
ponents within, a Super Mario Bros. game level. While there is of course
variations in the type of blocks used within a given level, and indeed the
frequency with which they are used, there is however elements of com-
monality across all levels. In the case of Super Mario Bros. the following
are some of the important block categories found within its levels:
1. Empty Block: Non-collidable, used to represent empty space
which PC can pass through freely
2. Brick Block: Collidable, breakable (turns into an empty block
when hit from below by PC), sometimes release coins (a form of
reward) when hit
3. Question Block: Collidable, releases item or coins when hit by
PC
4. Solid Block: Collidable, non breakable, used to form immovable
obstacles and platforms the PC must navigate through
5. NPC Block: Used to indicate starting position and type of enemy
NPC. Most NPCs start moving once instantiated
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Figure 7.1: Example of how blocks are laid out to create portion of a
Super Mario Bros. level.
An example of how these blocks might be configured to create a por-
tion of a level can be seen in Figure 7.13. A level may also include a
range of other blocks such as:
• Start Block: Location where the PC is instantiated when the level
loads
• End Block: Location the PC must react to exit/end the level
• Pipe Block(s): Single pipe spans multiple blocks, 2x2, 2x3, 2x4,
and can be used to indicate access point to hidden sub-level or
chamber
The precise layout of the blocks has a great influence over now enter-
taining and engaging a player will find a level. Any automatic approach
used to create block layouts for Super Mario Bros. levels needs to be
able to avoid producing levels which players will most likely find boring
(lack of challenge), frustrating (too challenging) or worse still unplayable
(impossible to complete). If we look to the block layouts in the origi-
nal Super Mario Bros. we see that a number of variations or common
groupings of tiles are found across the levels, such as:
• collections of one or more raised solid blocks which produce a plat-
form;
3Graphics sourced from http://www.mariowiki.com
128
• platforms with NPC and/or reward;
• collection of empty block too wide to jump with platform in be-
tween.
Each of these block groupings/configurations are a deliberate design
technique, used by a game designer, to control the level of challenge
presented to the player. At the start of a game, or when a new level
begins, simpler block configurations are used to allow the player to be-
come accustom to new PC actions, control mechanisms, and various other
interactions that are possible within a given level. Additionally, by in-
troducing subtle variations in these groupings, as the player progresses
through the level, the experience gained by the player is counterbalanced
by skill level required to overcome subsequent challenges encountered.
Simply speaking, as the PC moves through a level from left to right, any
given portion of a level must inform the design and content of that which
follows. As this is a fundamental aspect of most level designs it would
seem pertinent for a PCG technique tasked with creation of level layouts
to be able to be able to encode/incorporate this information.
7.4 Procedural Content Generation using
GE
The complexity of a given PCG method is often reflective of complexity
of the domain for which it is being used to generate content. As was
highlighted in Section 2.5 one of the most powerful features of GE is its
decoupling of the underlying evolutionary cycle from the problem specific
elements (grammar specification and fitness function). This means that
as long as the components (words) required to express a solution (sen-
tence) can be encoded in a grammar and an appropriate fitness function
is provided, GE has the potential to find an optimal or near optimal solu-
tion. In a domain such as games the notion of an optimal solution is far
less defined, more subjective, and indeed potentially elusive than in one
such as that of the symbolic regression problems discussed in Section 6.4.
129
We believe that the geometric representations (previously discussed
in Section 3.2.3 as part of the literature review) Shaker et al. included in
their CFG are a reasonable means of compensating for issues due by the
inability to encode semantics. However, we would also suggest that it
could at the same time be argued that while the CFG productions may
encapsulate aspects of level layout syntax, they cannot encode a variety
of additional and perhaps more important information such as:
• difficulty of a challenge is created from certain block combinations;
• subtle variations in these combinations (when used in the correct
sequence) can allow the player to demonstrate mastery of existing
skills which at the same time challenging them to learn new skills.
The geometric representations used constrain what can be generated
by GE which helps mitigate occurrence or scenarios in which level por-
tions are unreachable and hence redundant or make the overall level un-
playable. For illustrative purposes we have outlined four such scenarios
in Figure 7.2.
It is important to understand that as a result of such constrains some
potentially innovative segments of level design layouts may be suppressed.
Take for example those outlined in Figure 7.3. We feel that the increased
expressiveness offered by a GE system which supports the encoding of
not only syntax but also semantics in its grammar has the potential to
help address this.
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Figure 7.2: Examples of design issue scenarios that might occur in Super
Mario Bros. level due to inability to encode semantics.
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Figure 7.3: Examples of innovative level design layout segments.
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7.5 Procedural Content Generation using
CSGE
In Chapter 6 we discussed in detail a new GE system we created which
supports the usage of usage of AGs as a means of incorporating semantics
in addition to the traditionally supported syntactics for a given prob-
lem specification. After parsing the AG during initialisation the system,
which we refer to as CSGE, subsequently uses the various semantic and
helper functions included in the AG to annotate the nodes of the AST be-
ing generated during the genotype to phenotype mapping process. These
annotations, in the form of synthesised and inherited attributes, provided
a means of passing information back up (synthesised) as well as down and
across (inherited) the nodes in the tree. This effectively gives the map-
per a way to make context sensitive decisions in one part of the AST
based on earlier decision made in another part. Contextual information
flows through the tree, from left to right, as the terminal nodes are being
added.
The left to right sequence of node addition to the AST is important
because a clear analogy can be drawn between it and the way a player
encounters/experiences the content of a 2D platformer level. A com-
mon level design technique used in games is to present the player with
a “basic” version of a challenge initially and then, at a later stage in
the level, present a similar challenge, only with an added dimension of
difficulty. The logic behind this technique is to allows players gain an
understanding of game mechanics, practising their skills when stakes are
low, early in a level. Later in the level when the designer knows that
a player has reached a certain level of skill a similar but more difficult
challenge is presented (higher stakes and perhaps greater rewards). This
is a fundamental feature in all level design and not only in 2D performers.
The early portion of the World 1 - Level 1 does not have gaps for
player to jump over so players can test their jumping precision skill with-
out risk of falling down gap and losing a life. We can also see that the
initial platform encountered does not contain any enemies, meaning that
the precision challenge it presents has a low level of risk. Later in the
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level gaps are present which player avatar call fall down and lose a life.
This increases the risk associated with making a precision jump. We also
see that a platform appears which has two enemies present. This adds
timing challenge to the original precision challenge and increasing the
risks.
In each level of Super Mario Bros. the order in which challenges ap-
pear along with the ways basic challenge types are combined is carefully
designed to optimise player experience by balancing the degree of dif-
ficulty with the increasing level of player skill. This is an essential if
a designer wishes to create opportunities for a player to enter a flow
state (as was discussed in detail in Section 4.3.1). Such sequencing of
challenges and indeed how they are configured and designed with a par-
ticular risk/reward structure is fundamentally expressed in terms context
between blocks placed within a given level.
Taking the same view as Shaker et al., which is that we can view
a level as being made up of a predefined number of chunks, then the
best way to encode high level context between the chunks, as well as the
lower level context between the blocks within a given chunk, is by using
an AG. As the GE mapping process creates the AST, the choices of block
groupings (defined in a terminal) in one part of the tree can influence
the choices of block groupings in another. This allows the generation of
not only entertaining block groupings but can also detect and prevent
introduction ones that would make the level of unplayable.
Generally speaking, in 2D platform games the dimensions of a level
are directly related to the structure of blocks used within them. Take
for example Super Mario Bros., which uses a block size of 16 x 16 pixels,
meaning that World 1-1 is approximately 208 blocks wide and 15 blocks
high. The question then becomes, when creating an AG how do we design
it such that it facilitates the decomposition of the level into distinct parts
(or zones) between which semantic information can flow? The first and
we would argue most important step, is a considered breaking down of
the level layout into distinct zones. A proposal for such a breakdown is





























































Production Rule Semantics Index
s ::= <level> { start semantics } (0)
<level> ::= <begin> <middle 1> <middle 2> <end> { level semantics } (1)
<begin> ::= <zone 0> <zone 1> <zone 2> <zone 3> { begin semantics } (2)
<middle 1> ::= <zone 4> <zone 5> <zone 6> <zone 7> { middle 1 semantics } (3)
<middle 2> ::= <zone 8> <zone 9> <zone 10> <zone 11> { middle 2 semantics } (4)
<end> ::= <zone 12> <zone 13> <zone 14> <zone 15> { end semantics } (5)
<zone 0> ::= <zone 0 0> <zone 0 1> <zone 0 2> { zone 0 semantics } (6)
<zone 1> ::= <zone 1 0> <zone 1 1> <zone 1 2> { zone 1 semantics } (7)
<zone 2> ::= <zone 2 0> <zone 2 1> <zone 2 2> { zone 2 semantics } (8)
<zone 3> ::= <zone 3 0> <zone 3 1> <zone 3 2> { zone 3 semantics } (9)
<zone 4> ::= <zone 4 0> <zone 4 1> <zone 4 2> { zone 4 semantics } (10)
<zone 5> ::= <zone 5 0> <zone 5 1> <zone 5 2> { zone 5 semantics } (11)
<zone 6> ::= <zone 6 0> <zone 6 1> <zone 6 2> { zone 6 semantics } (12)
<zone 7> ::= <zone 7 0> <zone 7 1> <zone 7 2> { zone 7 semantics } (13)
<zone 8> ::= <zone 8 0> <zone 8 1> <zone 8 2> { zone 8 semantics } (14)
<zone 9> ::= <zone 9 0> <zone 9 1> <zone 9 2> { zone 9 semantics } (15)
<zone 10> ::= <zone 10 0> <zone 10 1> <zone 10 2> { zone 10 semantics } (16)
<zone 11> ::= <zone 11 0> <zone 11 1> <zone 11 2> { zone 11 semantics } (17)
<zone 12> ::= <zone 12 0> <zone 12 1> <zone 12 2> { zone 12 semantics } (18)
<zone 13> ::= <zone 13 0> <zone 13 1> <zone 13 2> { zone 13 semantics } (19)
<zone 14> ::= <zone 14 0> <zone 14 1> <zone 14 2> { zone 14 semantics } (20)
<zone 15> ::= <zone 15 0> <zone 15 1> <zone 15 2> { zone 15 semantics } (21)
Table 7.1: Part 1 of of Super Mario Bros. AG. In this part of the grammar
the set of productions which define the 48 distinct zones and manage flow
of information between them is defined.
The level breakdown, or segmentation, outlined in Figure 7.4 is such,
that the level will have 48 distinct zones, each of which is 13 blocks wide
and 5 blocks high. In order to allow the CSGE system produce an AST
with this zone structure (during the genotype to phenotype mapping
process), we need to define an appropriate AG specification. Such a
specification is presented in two parts, in Table 7.1 and Table 7.1. We
have split this AG into two parts to aid readability, and while the number
of production rules included may make it appear verbose, or perhaps even
overly complex, they offer (when paired with their associated semantic
function) a great deal of flexibility and fine grained level of control over
the information flow (semantics) between the level layout zones.
A noticeable feature of the productions outlined in Table 7.1, is that
each of their RHSs are blank/empty. This is by design as the decision to
what appears in each terminal node of the AST is made by an associated
semantic function. As the GE symbol data stored in each node is ac-
cessible in the semantics functions, it can be updated as required during
mapping.
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Production Rule Semantics Index
<zone 0 0> ::= { terminal semantics } (22)
<zone 0 1> ::= { terminal semantics } (23)
<zone 0 2> ::= { terminal semantics } (24)
<zone 1 0> ::= { terminal semantics } (25)
<zone 1 1> ::= { terminal semantics } (26)
<zone 1 2> ::= { terminal semantics } (27)
<zone 2 0> ::= { terminal semantics } (28)
<zone 2 1> ::= { terminal semantics } (29)
<zone 2 2> ::= { terminal semantics } (30)
<zone 3 0> ::= { terminal semantics } (31)
<zone 3 1> ::= { terminal semantics } (32)
<zone 3 2> ::= { terminal semantics } (33)
<zone 4 0> ::= { terminal semantics } (34)
<zone 4 1> ::= { terminal semantics } (35)
<zone 4 2> ::= { terminal semantics } (36)
<zone 5 0> ::= { terminal semantics } (37)
<zone 5 1> ::= { terminal semantics } (38)
<zone 5 2> ::= { terminal semantics } (39)
<zone 6 0> ::= { terminal semantics } (40)
<zone 6 1> ::= { terminal semantics } (41)
<zone 6 2> ::= { terminal semantics } (42)
<zone 7 0> ::= { terminal semantics } (43)
<zone 7 1> ::= { terminal semantics } (44)
<zone 7 2> ::= { terminal semantics } (45)
<zone 8 0> ::= { terminal semantics } (46)
<zone 8 1> ::= { terminal semantics } (47)
<zone 8 2> ::= { terminal semantics } (48)
<zone 9 0> ::= { terminal semantics } (49)
<zone 9 1> ::= { terminal semantics } (50)
<zone 9 2> ::= { terminal semantics } (51)
<zone 10 0> ::= { terminal semantics } (52)
<zone 10 1> ::= { terminal semantics } (53)
<zone 10 2> ::= { terminal semantics } (54)
<zone 11 0> ::= { terminal semantics } (55)
<zone 11 1> ::= { terminal semantics } (56)
<zone 11 2> ::= { terminal semantics } (57)
<zone 12 0> ::= { terminal semantics } (58)
<zone 12 1> ::= { terminal semantics } (59)
<zone 12 2> ::= { terminal semantics } (60)
<zone 13 0> ::= { terminal semantics } (61)
<zone 13 1> ::= { terminal semantics } (62)
<zone 13 2> ::= { terminal semantics } (63)
<zone 14 0> ::= { terminal semantics } (64)
<zone 14 1> ::= { terminal semantics } (65)
<zone 14 2> ::= { terminal semantics } (66)
<zone 15 0> ::= { terminal semantics } (67)
<zone 15 1> ::= { terminal semantics } (68)
<zone 15 2> ::= { final terminal semantics } (69)
Table 7.2: Part 2 of of Super Mario Bros. AG. In this part the production
rules which expand non-terminals to terminals are defined.
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In the Table 7.1 semantic functions, the index (0) function is called
when the root node is added to the AST and an outline of its specification
can be found is Listing 7.1.
1 # CSGE AG modules
2 from ag_module import AstNode , MapOfAstNodes ,
GetAttributeValue
3
4 # user defined semantic helper modules
5 import super_mario_bros_helpers as smb_helpers
6 import numpy as np , datetime as dt , json
7
8 # start_semantics: s ::= <level >
9 def start_semantics(node):
10 # add attribute of type dict to root node
11 node.SetAttribute(’level_details ’, { })
12
13 # load in user defined (.json file) with details
14 # of enemies , coins , etc. wanted in the level
15 props = {}
16 with open(’level_properties.json’) as f:
17 json.dump(props , json_file)
18
19 # add properties to level_details dict
20 node.GetAttribute(’level_details ’)[’properties ’]
= props
Listing 7.1: Semantic function which adds an empty Python dict
attribute called ’level details’ to the root node of the AST and loads
in desired level elements from a JSON file.
On line 2 of Listing 7.1 the CSGE module definitions of AstNode,
MapofAstNodes and GetAttributeValue are imported. This is essential
to include in any semantic function designed for used by the CSGE sys-
tem, because these definitions allow the semantic function to interact
with the nodes of the AST. On lines 5 and 6 some additional import
calls are made. The first import, of “super mario helpers” module, gives
the semantic function access to a range custom Super Mario Bros. level
generation functions. Each of which is designed with a specific intent
in mind: deciding based on the position of a zone what elements must
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or indeed must not be included (e.g. no “end block” until <zone 13>);
ensuring that the elements placed in adjacent zones are complementary
and indeed not incompatible (such as scenario 4 in Figure 7.2); including
a pre-designed or hand crafted zone chosen from a set of known good
zone designs. The second import gives it access to the functionality in
python modules “numpy”, “datetime” and “json”, which are used later.
As we define all semantic function specifications in a single .py file, they
all have access to the modules loaded using these import calls.
On line 11 of Listing 7.1, a call is made to the AG interface that re-
sults in an attribute named “level details”, which is a Python dictionary
instance, being added to the root node of the AST. On lines 15 to 17
the contents of a user defined JSON file is parsed then added as a new
entry in the “level details” dictionary. Within this JSON file are details
of a range of level properties which will influence the behaviour of the
semantic function called expanding non-terminal to terminal nodes, de-
tails of which are outlined in Table 7.1. Properties such as the number
of each type of enemy to include in the level (e.g. 16 Little Goombas and
1 Green Koopa Troopas), as well as details of the number of collectables
(e.g. 39 coins and 3 magic mushrooms). By abstracting this detail to a
JSON file, the level properties can be quickly and easily modified with-
out having to update the AG production rules and semantic functions.
This provided a great deal of design flexibility, for example the number of
enemies could be increased to make the level more chaotic and difficult.
The role of all other semantic functions in Table 7.1, from index (1) to
(21), is to maintain and support communication of attribute information
among the nodes of the AST, which allows CSGE system maintain con-
text among the nodes. An example of how this is accomplished, through
the use of appropriate calls to attribute creation, referencing, copying
and querying functions available within the AG interface of the CSGE
system, is outlined in Listing 7.2.
In the CSGE system, when an attribute is added to an AST node
using the “SynthesizeAttribute(...)” call, a reference to the attribute
which is passed is created (as opposed to a copy). This allows the flow
of attribute information between the nodes of the AST as it is being
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generated during the genotype to phenotype mapping process. In the
case of Listing 7.2, read/write access is given to the Python dictionary
attribute stored on the root node of the AST, to all the child nodes which
get added by the mapper when processing the GE symbols outlined in
RHS of the production rule.
1 # level_semantics :
2 # <level > ::= <begin > <middle_1 > <middle_2 > <end >
3 def level_semantics(nodes):
4 nodes[’<begin >’]. SynthesizeAttribute(
5 ’level_details ’, nodes[’<level >’].
GetAttribute(’level_details ’))
6 nodes[’<middle_1 >’]. SynthesizeAttribute(
7 ’level_details ’, nodes[’<level >’].
GetAttribute(’level_details ’))
8 nodes[’<middle_2 >’]. SynthesizeAttribute(
9 ’level_details ’, nodes[’<level >’].
GetAttribute(’level_details ’))
10 nodes[’<end >’]. SynthesizeAttribute(
11 ’level_details ’, nodes[’<level >’].
GetAttribute(’level_details ’))
Listing 7.2: Semantic function that adds an attribute called ’level details’
to each of the RHS production nodes to give them read/write access to
the <level> node attribute of the same name.
We previously stated that the grammar outlined in Table 7.1 and
Table 7.1 was designed such that the level layout (represented in the
final AST) will consist of 48 distinct zones or segments, each of which
is 13 blocks wide and 5 blocks high. An example of a zone with these
specifications is outlined in Figure 7.5. A commonly used way of repre-
senting level layout specifications of 2D block based games such as Super
Mario Bros. is in an M by N grid structure (in our case M = 5 and
N = 13). Within the grid a unique symbol is used to represent each
different type of block (for example 0, 1, 2, 3, and 4 for the blocks in
Figure 7.5. This design means that a level layout can be easily loaded an
appropriately formatted file such as a Comma-separated values (CSV),
or indeed written to an stored in a CSV file for later use or examination.
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Figure 7.5: Example of a 13 blocks wide and 5 blocks high zone within
a Super Mario Bros. level
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 2 1 2 1 1 0 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 4 0 0 0 0 0 0 0 0
3 3 3 3 3 3 3 3 3 3 3 3 3
Table 7.3: M x N grid structure of symbols that represent the Super
Mario Bros. zone shown in Figure 7.5.
The block structure of the Figure 7.5 zone could be therefore repre-
sented as the grid of symbols outlined in Table 7.3. With this in mind, we
now look more closely at the production rules and associated semantics
defined in Table 7.2. While there are a total of 47 production defined
in Table 7.2, there are however only two different semantic functions
specified, “terminal semantics” and “final terminal semantics”. The first
function is designed to create a new entry in the Python dictionary at-
tribute, which resides on the root node of the AST but a reference to
which is available in the LHS node passed to the semantic function when
it is called. An outline of this semantic function can be found in List-
ing 7.3. After this semantic function has been called and completed, a
new attribute of type numpy array (with a dimension of 5 by 13) will
have been created on the LHS node attribute called “level details”. As
this attribute has been passed down the AST by reference, the changes
made are reflected in the root node attribute of the same name. This
process continue as each non-terminal node in the AST is expanded to a
terminal node. Until production of Table 7.2 (at index (69)) gets called,
at which time “final terminal semantics” function is called.
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1 import super_mario_bros_helpers as smb_helpers
2
3 # <zone_x_x > ::= terminal
4 def terminal_semantics(nodes):
5 # get exact zone name we are dealing with
6 zone_name = [k for k,v in nodes.items ()
7 if "<" in k]
8
9 # Create a 5 x 13 numpy array or all zeros
10 # This represents an empty zone
11 nodes[zone_name ]. GetAttribute(
12 ’level_details ’)[zone_name] = np.zeros
((5 ,13))
13
14 # Step 1: Pass to PlaceSolidBlocks ()
15 # This adds blocks of type 3
16 PlaceSolidBlocks(
17 nodes[zone_name ]. GetAttribute(
18 ’level_details ’)[zone_name ])
19
20 # Step 2: Pass to PlaceRewardBlocks ()
21 # This adds blocks of type 1 and 2
22 PlaceRewardBlocks(
23 nodes[zone_name ]. GetAttribute(
24 ’level_details ’)[zone_name ])
25
26 # Step 3: Pass to the PlaceEnemyBlocks ()
27 # This adds blocks of type 4
28 PlaceEnemyBlocks(
29 nodes[zone_name ]. GetAttribute(
30 ’level_details ’)[zone_name ])
Listing 7.3: Semantic function which adds a numpy array with
dimensions of 5 x 13 to the ’level details’ Python dict attribute passed
by reference from the root node of the AST.
An outlined of this “final terminal semantics” function can be found
in Listing 7.4. This final semantic function operate is almost the same
manner as the Listing 7.3 one. We have therefore only included the new,
additional, components of it in Listing 7.4.
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1 import super_mario_bros_helpers as smb_helpers
2 import numpy as np , datetime as dt
3
4 # <zone_x_x > ::= terminal
5 def final_terminal_semantics(nodes):
6
7 # Step 5: Pass to the CombineZones ()
8 # combines all zones into single large array
9 GenerateFinalLayout(
10 nodes[zone_name ]. GetAttribute(
11 ’level_details ’)[zone_name ])
12
13 # write the final array as string
14 complete_layout = np.array_str(
15 nodes[zone_name ]. GetAttribute(
16 ’level_details ’)[zone_name ])
17 # assign to rightmost GE terminal in AST
18 nodes[’terminal ’]. Symbol.Data = complete_layout
Listing 7.4: Final semantic function which adds the final zone grid to the
’level details’ attribute and they builds entire level layout by combining
all zones into single large numpy array with dimensions of 15 x 208.
7.5.1 Applications in Other 2D Grid Based Games
The AG outlined in this section represents a generalizable approach to
the creation of level layout specifications for 2D block based games. For
any given game of this type, once the components and dimensions of
the blocks which represent them have been identity, the design of the
semantic functions which add the contents to the zones (represented as
numpy arrays with dimensions M x N) can be customized. Take for
example the 2D horizontal-scrolling shooter “R-Type”, a level screenshot
of which can be seen in Figure 7.6.
In “R-Type” you control a spaceship, moving from left to right col-
lecting weapons power ups and and blasting your way past a whole host
of different enemy spaceships which seek to block your path. Each type
of enemy has a different attach pattern and intensity and the weapon
power ups which appear in the each level are somewhat tailored to help
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Figure 7.6: Screen shot of a level of the 2D horizontal-scrolling shooter
“R-Type”.
you defeat them more efficiently. Looking at this from a point of view of
semantics, we see that there should be a proximity between the weapon
power up type available to pickup and the type of enemy encountered.
The fact that the PC in “R-Type” is a spaceship means there is
a far greater scope to move about the level (as it appears within the
moving window that continuously scrolls horizontally from left to right).
This means that there is far more “empty space” than the levels of 2D
platformers such as Super Mario Bros. Having loaded in details of a set of
“R-Type” specific level properties (spaceship weapons and enemies types
and numbers) we could then constrain the addition of block components
to a given zone based on the proximity of their companion item. For
example, the last weapon type dropped (made available) could be used
in a semantic function increase the probability of a specific type of enemy
spawning next.
While in most cases it will undoubtedly take more time to design
an AG than a CFG, we feel that for some domains, such as games, the
overall benefits outweigh this cost. Games by their nature are prone to
emergence behaviours (which was described in Section 4.2) and therefore
the need for context sensitive decision making when generating content
for them cannot be underestimated. Especially if we want GE to pro-
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duce the best possible candidate solutions. Additionally such emergent
behaviour can have a positive or negative effect on an overall experience
of a player. Understanding of the context among the constituent parts
of a level and encoding the semantics which specify it in an AG can help
guide GE towards the positives while at the same time guiding it away
from the negatives.
7.6 Conclusion
In Chapter 6 we discussed in detail the benefits of a system such as
CSGE, which is designed to support the specification of semantics in
addition to syntactics. Also discussed was the increased expressiveness
this facilitates during the genotype to phenotype mapping process and
how this allows CSGE to better target problem in domains in which
context sensitive decision making is key.
In this chapter we discussed one such domain, digital video games,
and discussed in detail the importance of context sensitive decision mak-
ing when procedurally generating level layout specifications for the 2D
platformer game Super Mario Bros. We feel that the points highlighted
in this chapter suggest strongly that a properly defined AG could help
a system such as CSGE to produce level layouts which have a greater
probability of engaging and entertaining the player.
The importance of finding a balance between the level of difficulty
of challenge presented and the level of skill of a player has long been
understood by game designers. Most designers also understand the need
to be quickly able to create prototypes of designs and test their potential
of delivering an engaging and entertaining experience to a player. While
we referred to the generation of level layouts for a 2D Platformer in this
chapter, we feel that a PCG system that uses CSGE has the potential to
also aid designers in the production of content for other areas also.
Most good game designers know the types and configurations of chal-
lenges that should be included in a given game, and at what point in the
game. They understand how these challenges interact with player actions
and skill to produce an overall experience. While this is the case, tradi-
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tionally there is not a widely accepted formal language for game design.
While this may be the case currently, we need only look at the research
of Dormans [2010] or indeed Adams and Dormans [2012] to see that this
is changing. As a more formal language for game design emerges the





The research presented in this thesis focused on finding ways to incorpo-
rate problem specific semantic information into EAs in a manner which
maintains their pre-existing desirable characteristics. In addition to this,
a detailed analysis was carried out on a number of key game design
techniques and components, examining their effect on human cognition,
experience and behaviour. This was done in order help inform discus-
sions on potential usages of more formalised game design grammar in a
semantic supporting EA systems.
The central hypothesis of this thesis is that when EA systems are de-
signed to support the inclusion of problem specific semantic information,
for use during the genotype to phenotype mapping process, performance
gains can be made in traditional problem domains such as symbolic re-
gression. We also discussed the potential that such support could have
in making EAs more amenable to tackling problems in which context
sensitive decision making is key.
A brief review of this research is now provided.
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8.1.1 Empirical Analysis
In the initial phase of research in this thesis a comprehensive analysis
of GP and GE, key aspects of game design and their associated dimen-
sions of human cognition, and formal grammars was carried out. After
conducting a detailed review of available literature into the specification
of semantics in formal grammars, and their deployment as a means of
generating sentences in the languages represented by said grammars, we
investigated approaches to integrating of such grammar types in EAs in
a meaningful way.
8.1.2 Semantic EA Systems
Using the analysis carried out, two distinct EA systems were designed
and implemented to support the encoding on semantic information for
use during the genotype to phenotype mapping process. The first, a
STGP system, was used to conduct a set of experiments designed to
produce aesthetically novel controllers for the game Ms. Pac-Man.
The second, a GE system variant designed to support encoding of
problem semantics using shared memory spaces and dynamically typed
semantic functions, was used to demonstrate improvements across a set
of symbolic regression problems.
8.1.3 Applications
The research outlined in this thesis demonstrates the performance im-
provements that can be made in traditional EA problem domains, such
as symbolic regression, by using a CSGE system. A CSGE system, pro-
vided with a set of appropriately designed set of problem specific seman-
tic functions, can reduce the production on invalid individuals during the
genotype to phenotype mapping process.
The ability of a CSGE system to encode of semantics, in addition to
syntactics, gives it the potential to tackle a wide range of problems in
which context sensitive making is key. Domains, such as digital video
games, in which fitness evaluation can be complex and have significant
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associated costs.1 In such domains any reduction in the number of in-
valids produced during mapping could result in significant cost savings.
8.2 Outcomes of Research Objectives
An overview of the outcomes of the research objectives posed in each of
the experimental chapters will now be provided.
8.2.1 Analysis of EAs and Key Game Design Com-
ponents
A comprehensive analysis of two EAs, GP and GE, and key principles
of game design of concern to the research described in this thesis is con-
ducted, leading to:
• A detailed description of GP and GE with a focus on the generation
and interpretation of phenotype structures;
• an investigation and discussion of the core game design compo-
nents and aspects of human cognition needed to be understood for
creation of a successful game design;
• an overview of FGs and discussion of their usage in the generation
of AST type structures into which an EA mapping operation can
write its output.
8.2.2 Design and Incorporation of Semantics into
an EA System
A detailed description of the design and implementation of modifications
to existing EAs to allow the inclusion of semantic information to sup-
port the incorporation of context sensitive decision making during the
genotype/phenotype mapping process, leading to:
1Costs meaning duration and computational resources required to conduct each
fitness evaluation.
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• Creation of a STGP system, a set of terminal/function set elements
and a fitness function which supports creation of PC controllers for
the 2D platform game Ms. Pac-man;
• creation of a CSGE system designed to allow the specification of
problem specific semantic information which supports context sen-
sitive decision making during the mapping process;
• integration of context sensitive decision into GE in a manner such
that its existing desirable characteristic are not damaged or nulli-
fied;
• demonstration of performance improvements made by the usage of
CSGE, over traditional GE, on a set of symbolic regression type
problems;
• detailed discussion of automatic generation of level layout configu-
rations for the 2D platform game Super Mario Bros using CSGE.
8.3 Future Work
A number of potential avenues to further the research presented in this
thesis are outlined below.
8.3.1 Incorporation of Analytics
The flexibility offered by the design of the CSGE system, detailed in
Chapter 6, is such that it has the potential to be extended in a number
of ways. One potential avenue is in the incorporation of analysis of
the training data set. For many real-world problems, rather than being
clearly expressed, these semantic properties required for incorporation
into an AG need to be deduced. This can be done in part through
the incorporation of domain specific knowledge, and potentially through
analysis of the data set. To design semantic functions suitable for a
particular problem it is important to understand the properties (data
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types, range of values, etc.) of potential inputs to a sentence2 generated
using the AG.
The dynamic nature of the expression of the semantic functions in the
CSGE system is such that they could be plugged out, or in, or even up-
dated on the fly (based on results of analytics) while a run is in progress.
Additionally aspects of semantics could be turned on or off, making them
more of less restrictive in the form that AST produced could take.
8.3.2 Dynamic Evolvable Grammars
Another feature of the flexibility offered by the CSGE system is that
even the symbols in the production rules of the AG could be dynami-
cally updated while a run is in progress. Essentially, with some minor
configuration changes, the CSGE system could support usage of a gram-
mar that is designed to dynamically vary based on the results of fitness
evaluations, in essence evolving aspects of the grammar rules as part of
the evolutionary process.
8.3.3 Analysis of CSGE Mapping Cost
While the results of the experiments conducted in Chapter 6 show that
an AG can help improve the overall fitness scores achieve, more detailed
analysis of potential cost implications are warranted. Anecdotally the
operation and monitoring of semantics during the genotype to phenotype
would seem to have a number of overheads (system memory usage as
well as increased mapping times) worth investigating further. A time
based analysis could potentially be used to inform the deployment more,
or less, constrained semantics during the mapping process. This has
the potential to have massive benefits for any experiments conducted on
simulators or in heavily constrained environments using CSGE.
2A sentence being a combination of grammar symbols representing, for example,









EVO-CBG generates a form of AST in which the nodes are designed to
encode a range of information in addition to the terminal or function
set element that will appear in the parse tree. A complete list of this
information can be found in Table A.1.
An example of a parse tree for a Ms. Pac-Man PC controller generated
by EVO-CBG is outlined in Figure A.1. This parse tree is generated
by running a depth-first search on a given AST, outputting only the
<Name> attribute of each node encountered. In addition to passing this
parse tree to the fitness function for evaluation EVO-CBG also serialize
each AST generated to XML for later review and analysis. The XML for
the AST from which the parse tree outlined in Figure A.1 was extracted
is outlined in Listing A.1.
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Attribute Description
<Id> Unique Id associated with the terminal/function
set element encoded in node.
<Name> Name of symbol that will appear in final parse tree
for node.
<Persistent> True/False flag to indicates if value in <Value> is
a constant.
<Value> Constant value if <Persistent> is true, else may
change each time controller is used.
<Type> Indicates type of element (terminal or function)
stored in node.
<Arity> Number of child nodes this node requires, num-
ber of parameters that the function associated with
<Name> takes.
<Grammar> List of type that each child node must return
when called, type of each parameter indicated by
<Arity>.
<ReturnType> Type returned when function associated with
<Name> is called.
<Depth> Depth of this node within AST.
<Children> List of child nodes, if any, this node has in AST.
Table A.1: List of the attributes that can be encoded in each node of the
AST generated by EVO-CBG.
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Figure A.1: Example of a program tree for a Ms. Pac-Man PC controller
generated by the EVO-CBG system.
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10 <s t r i n g>DISTANCE</ s t r i n g>
11 <s t r i n g>DISTANCE</ s t r i n g>
12 <s t r i n g>DIRECTION</ s t r i n g>






































50 <s t r i n g>DIRECTION</ s t r i n g>








































90 <s t r i n g>DIRECTION</ s t r i n g>













104 <s t r i n g>DIRECTION</ s t r i n g>





















































The CSGE system, as detailed in Chapter 6, was built primarily using
C++ but, in order to manage the incorporation of the various operations
associated with AGs, a number of extensions were made to support usage
of embedded Python. In this section an overview of the structure of this
CSGE system, along with the various classes it is made up of, is provided
in the form of UML Class Diagrams.
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Kronberger, G., Jaśkowski, W., O’Reilly, U.-M., and Luke, S. (2013).
Better gp benchmarks: community survey results and proposals. Ge-
netic Programming and Evolvable Machines, 14(1):3–29.
Wirth, N. and Gallagher, M. (2008). An influence map model for play-
ing ms. pac-man. In Computational Intelligence and Games, 2008.
CIG’08. IEEE Symposium On, pages 228–233. IEEE.
173
