ABSTRACT Optical coherence tomography (OCT) technology enables experts to analyze coronary lesions from high-resolution intravascular images. Studies have shown a relationship between vascular bifurcation and a higher occurrence of wall thickening and lesions in these areas. Some level of automation could benefit experts since the visual analysis of pullback frames is a laborious and time-consuming task. Although convolutional neural networks (CNNs) have shown promising results in classifying medical images, in this paper, we found no studies using CNNs in IVOCT images to classify the vascular bifurcation. In this paper, we evaluated four different CNN architectures in the bifurcation classification task trained with the IVOCT images from nine pullbacks from nine different patients. We used data augmentation to balance the dataset, due to the small number of bifurcation-labeled frames, and also applied transfer learning methods to incorporate the knowledge from a lumen segmentation task into some of the evaluated networks. Our classification outperforms other works in this literature, presenting AUC = 99.72%, obtained by a CNN with transferred knowledge.
I. INTRODUCTION
Cardiovascular diseases are one of the leading causes of death globally, responsible for over 17.9 million deaths per year [1] . Atherosclerosis is an inflammatory disease in which cholesterol builds up on inner layers of the vessel wall, narrowing blood flow and forming lesions (atheromatous plaque). Rupture of these plaques may release lipid fragments and cellular debris, forming thrombus and impairing blood flow, which can lead to heart attacks and strokes [2] . The occurrence of atherosclerosis and wall thickening is higher in vessel
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bifurcations, due to changes in blood flow rate and patterns found in these regions [3] , [4] . Variations in flow velocity and shear stress, flow separation, and turbulence has been proposed as some factors that increase the lesion formation rate [3] , [5] . Therefore, detecting and characterizing these regions could help monitor progression of the disease and reduce mortality through early diagnosis and treatment.
Intravascular Optical Coherence Tomography (IVOCT) and intravascular ultrasound (IVUS) are widely used intracoronary imaging techniques that can assess the vessel in order to detect coronary diseases [6] - [10] . OCT uses near-infrared light for image acquisition, providing higher resolution (10-20 µm) compared to ultrasound images (100-150 µm), allowing OCT to provide more details of the vessel wall, showing features not visible in IVUS images, such as characteristics of coronary plaque [7] . In an IVOCT pullback, up to 72 mm of the vessel can be imaged, with a speed of 20 mm/s, resulting in hundreds of cross-sectional images [11] . Automated methods for analyze IVOCT pullback images could benefit physicians since the manual tasks involving the inspection this massive amount of data are timeconsuming and could be subject to intra-and interobserver variability [12] .
In recent years, Convolutional Neural Networks (CNN) have shown promising results in different areas of medical imaging, such as detection of diabetic retinopathy [13] , classification of skin cancer [14] , segmentation of neuronal structures [15] , and for intra-retinal cyst segmentation from OCT images [16] . In regards to applying CNN techniques to IVOCT images, Xu et al. [17] use these networks for feature extraction to train a SVM model for fibroatheroma identification, Gessert et al. [10] for automatic plaque detection, and Yong et al. [18] applied CNN to lumen segmentation. However, we did not identify any work evaluating CNNs for detecting bifurcation regions in IVOCT images.
Some authors have addressed the detection of bifurcation regions in IVUS and IVOCT. Alberti et al. [6] detected bifurcations evaluating three different classifiers (Adaboost, Random Forest, and SVM) using texture-based features from IVUS images. Their main features characterize the textures from tissue, using Gabor filters and local binary patterns (LBL), and the blood region, using autocorrelation and cross-correlation techniques. The classification was divided into two steps in a Multiscale Stacked Sequential Learning (MSSL) scheme: the input features and the classification margin from the first classifier are used as input to a second classifier. The classification margin is converted into an estimate of the likelihood that a frame is a bifurcation region, passing to the second classifier a spatial context from frame sequences, improving performance. In the end, a postprocessing step is done, aiming to remove false positives, due to the guidewire shadow, and other artifacts.
Wang et al. [19] detected bifurcations by analyzing the distance between the lumen center and its contour. A Dijkstra algorithm [20] is used to detect the lumen contour from a gradient image, and the center of the lumen is detected by a distance transformation method. A sharp increase in the distance between the lumen center and the wall, possibly indicates a bifurcation. A false positive removal step was added, removing misclassifications due to unmapped vessel areas, caused by obstructions when the catheter is near the wall, and shadow regions caused metallic stent struts.
Macedo et al. [21] identified bifurcations by extracting geometric features from shape descriptors of the lumen contour, which was detected by using a set of operators based on Ughi et al. [22] . Three machine learning methods (SVM, Adaboost, and Random Forest) were trained and two feature selection methods based on orthogonal least squares (ORL) were evaluated: Forward regression with Orthogonal Least Squares (FROLS) and Multiples FROLS (MFROLS). The best results were achieved by Adaboost without feature selection.
Using the same dataset and features from Macedo et al., Porto et al. [23] evaluated the performance of neural networks and SVM classifiers in the bifurcation detection task. Fourlayer neural networks were evaluated, with a different number of neurons in their hidden layers, comparing the performance of the following stop criteria: mean squared error (MSE), regularization, and early stop. For SVM, two kernels were evaluated: polynomial and Gaussian radial basis function (GRBF). Moreover, three feature selection techniques were used: scalar feature selection with correlation (SFS), linear discriminant analysis (LDA), and principal component analysis (PCA). In general, the results obtained with neural networks were better than SVM, and the best performance was achieved by a neural network trained with all features and MSE stop criteria.
Transfer learning reduces training effort by using the knowledge acquired from a different source domain and learning task to solve new problems [24] , [25] . Previous studies have shown advantages when using transfer learning in medical imaging applications [10] , [17] , [26] , [27] . However, using CNN trained in a lumen segmentation context to improve bifurcation detection in IVOCT images has not been explored.
The primary objective of this study is to use CNNs for bifurcation detection in IVOCT images. Also, we have the following secondary objectives:
• Evaluate the influence on bifurcation detection when presenting images in Polar coordinates or Cartesian coordinates at CNN input;
• Evaluate the influence on bifurcation detection of geometric information obtained in lumen segmentation;
• Compare the performance of bifurcation detection with the CNN proposed in this work with the performance of the methods used by Macedo et al. [21] and Porto et al. [23] in the same database, with conventional machine learning techniques; Therefore, this paper makes two key contributions: first, we present a CNN-based approach to detect vascular bifurcation in IVOCT images. Second, a transfer learning strategy is also evaluated in this context, using knowledge from a lumen segmentation task from a previous work of our group [28] . This paper is organized as follows: Sections II and III describe the materials and image pre-processing steps used in this work, respectively; Section IV describes the CNN architecture used for bifurcation classification; Section V presents the evaluation metrics used for evaluating the experiments; Section VI presents the results and discussion of the experiments; Section VII presents the conclusions.
II. MATERIALS
This work uses the same image dataset adopted by Macedo et al. [21] and Porto et al. [23] to classify coronary image frames as bifurcation regions (BR) or non-bifurcation regions (NBR). This database was acquired using a FourierDomain OCT (FD-OCT) system at the Heart Institute, University of São Paulo (INCOR-HC-FMUSP). The system was equipped with a Dragonfly catheter with a diameter of 0.90mm, a Guide Wire (GW) with a maximum outer diameter of 0.3556mm (ImagewireTM, LightLab Imaging), and a working length of 135cm. Nine pullbacks from 9 different patients were analyzed with a pullback speed of 20mm/sec over a distance of 54.0mm. An expert previously classified frame-by-frame as BR or NBR by visual inspection. The frames corresponding to the trunk vessel were discarded. The dataset used has, therefore, 157 BR images, and 1,204 NBR images. The images are RGB images of 1, 024×1, 024 pixels, and their format are DICOM.
III. IMAGE PRE-PROCESSING STEPS
The flowchart depicted in Fig. 1 and the illustrations of Fig. 2 show the pre-processing steps applied to an original image. A circle detector was used in order to isolate the shortaxis view of each frame. The algorithm first binarizes the image with a global threshold, highlighting most of both the short-axis and longitudinal view, and isolating the background. A closing morphological operation followed by a morphological gradient provides the main outlines of the frame. A Circle Hough Transform is used to detect the circle. Finally, the image is cropped, resulting in an image of 768 × 768 pixels.
Considering that the percentage of images corresponding to a bifurcation region (BR) is only 11.5% of the full set, there is a class imbalance problem, which could bias the training process to the dominant class (NBR). Thus, a data augmentation step was added in order to address this problem: new BR images were obtained by rotating each BR image seven times with steps of 45 • . This strategy resulted in 1,099 new BR images and the augmented dataset of 2,460 images.
From the original set, two new sets were obtained, differing only in the system of the spatial coordinates of the images: Cartesian coordinates or polar coordinates, as shown in Table 1 . Polar coordinate conversion simplifies image descriptions, assisting lumen contour detection by converting the circular structure of the artery cross-section to a straightened structure, as shown in Fig. 2c [21] , [29] , [30] .
IV. BIFURCATION DETECTION IN IVOCT IMAGES
Four architectures were evaluated for classifying bifurcation regions in IVOCT images. Fig. 3 shows the first one, CNN-A. This network is fed with an input frame. The architecture starts with a 1 × 1 kernel convolution layer, followed by five stages (dotted green rectangles in Fig. 3 ). Each one is comprised of four blocks of a 3 × 3 kernel convolution layer -batch normalization layer -ReLU layer, a 1×1 kernel convolution layer, and a MaxPool layer with filter size = 2 and stride = 2. All convolution layers have stride = 1 and padding = 1. A stack of four 3 × 3 convolution layers has the same receptive field of an 11 × 11 kernel convolution layer with some advantages. First, more non-linearity is added due to multiple ReLU layers, instead of a single non-linear layer. Second, the stack adds fewer parameters to the network compared to a single layer with the same effective receptive field [31] .
After the five stages, there is a sequence of four blocks with convolution -batch -ReLU layers, a dropout layer and four fully connected layers. In the end, there is a Softmax and a classification layer. The dropout layer, with a sampling rate of 30%, determined empirically, helps improve generalization by dropping units out of the network [32] . The output is binary, where the logic level 0 means no bifurcation, while logic level 1 means bifurcation.
The other three architectures, CNN-B, CNN-C, and CNN-D, shown in Fig. 4b, 4c, and 4d , respectively, use a transfer learning strategy to improve the classification task. They are fed with both an input frame and a pre-trained CNN architecture. In this case, we used the knowledge learned from CNN-S. This network, Fig. 4a , presented in a previous work of our group [28] , was designed to perform lumen segmentation.
The first transfer learning architecture, CNN-B, connects the output of CNN-S to the input of CNN-A. The main idea is to use the segmented output from the trained network as a starting point. CNN-A is trained only with segmented frames.
The second transfer learning architecture, CNN-C, is a Direct Acyclic Graph Network (DAG network), and has a concatenation layer between the subnetworks. The concatenation layer is fed with the input frame and the output of CNN-S. subnet in Fig. 4a ), connected to a stage with three fully connected layers, a Softmax, and a classification layer.
In transfer learning, the training weights of a CNN-S or CNN-S subnet were frozen, so only the right side of each transfer learning CNN was prone to learn. The CNN-S subnet used in this work was chosen by empirical test, where several candidates of different network depths were evaluated in a smaller scale training [28] .
As shown in Table 2 , for evaluating bifurcation classification, eight experiments, combining the datasets and CNN architectures, previously shown, were conducted. Table 2 also shows the training time of each experiment. The hyperparameters used for the training phase were the same for all the experiments: SGD algorithm, mini-batch size = 32, initial learning rate = 0.001, learning rate drop factor = 0.5, learning rate drop factor period = 40 epochs, and 5,000 iterations. During training, the batch size was set to a value that would not exceed GPU memory limit. The initial weights were defined by a Gaussian distribution with mean = 0 and standard deviation equal to 0.01. A 10-fold cross-validation technique was used to conduct the training and testing phase of all experiments. A Windows 10 desktop computer with 8 GB GeForce GTX 1070 GPU board, and MATLAB 2017b was used in the experiments.
V. EVALUATION METRICS
The following metrics were used to evaluate the classification task: False positive rate (FPR), True positive rate (TPR), Accuracy (ACC), Specificity (SPE), Precision (PRE), False alarm ratio (FA), F-measure (F), and Area under ROC curve (AUC). These metrics are defined in equations (1)- (8) and x is the TPR value. Table 3 shows the results of the experiments of bifurcation classification with training sets based on a Cartesian coordinate system (Set 1), while Table 4 shows the results of the experiments with training sets based on a Polar coordinate system (Set 2). Fig. 5a and Fig. 5b illustrate the ROC curves for experiments #1 to #4, while Fig. 5c and Fig. 5d show the ROC curves for experiments #5 to #8. The first architecture proposed in this work on vascular bifurcation detection in IVOCT images, CNN-A, is trained from scratch, i.e., it does no use transfer learning. This architecture shows the best AUC value in Polar coordinates (#5), 99.70 ± 0.16, but a poor performance in Cartesian coordinates (#1), 99.59 ± 0.19. Assessing the significance of the difference between the areas that lie under these two ROC curves [35] , we found that P = 0.257 > 0.05, and the null hypothesis should be rejected (i.e., CNN-A performance using input data in Polar coordinate system, Set 2, was not superior to its performance using input data in a Cartesian coordinate system, Set 1, at the 5% significance level).
VI. RESULTS AND DISCUSSION
Transfer learning, the combination of lumen data with their segmented area, improved the vascular bifurcation detection performance. This work proposes three transfer learning architectures for vascular bifurcation detection in IVOCT images. The first one, CNN-B, connects the output of the pre-trained segmentation network to the input of a CNN-A network. This architecture presented the worst results (#2 and #6), showing that only the lumen segmentation data were not a reliable source for BR classification.
The second transfer learning architecture, CNN-C, a DAG network, combines the output of the pre-trained segmentation network and the frame in a concatenation layer. The output of this concatenation layer is the input of a CNN-A network. The best results of CNN-C, obtained with Cartesian coordinates (#3), 99.72 ± 0.22, is better than the best result of CNN-A (#5), 99.70 ± 0.16, obtained with Polar coordinates. Assessing the significance of the difference between the areas that lie under these two ROC curves [35] , we found that P = 0.448 > 0.05, and the null hypothesis should be rejected (i.e., CNN-C performance using input data in Cartesian coordinate system, Set 1, was not superior to CNN-A performance using input data in Polar coordinate system, Set 2, at the 5% significance level). The third transfer learning architecture, CNN-D, is the most creative architecture presented in this work. It uses only the down sampling section of the pre-trained segmentation network connected to the input of a simple classifier with four layers. CNN-D presented the best results (#4 and #8), either in Cartesian or Polar coordinate system, showing that features acquired from the downsampling stage of CNN-S influenced positively during the training. Their ROC curves could be compared in Fig. 5e and Fig. 5f .
The best AUC values were 99.72% and 99.70%, obtained with Cartesian coordinate system and Polar coordinate system, respectively. Although the Polar coordinate system is observed to be frequently used in IVOCT analysis [21] , [29] , [30] , in this work the classifiers performance using both coordinate systems is similar; i.e., there is no statistically significant difference between these results. Table 5 presents a comparison with other methods proposed in the literature. We can observe that our results from CNN-based classification are comparable to the other results in the literature, especially when they are compared with Macedo et al. [21] , and Porto et al. [23] , who use the same image set and metrics. Our best method, AUC = 99.72± 0.17, outperforms the best method proposed by Macedo et al. [21] , AUC = 96.41± 3.18 and Porto et al. [23] , 99.0 ± 1.0. Assessing the significance of the difference between the AUCs, we found that, in both cases, P <0.00001. Thus, the null hypothesis should not be rejected (i.e., the performance of the proposed method was superior to the performance of the method proposed by Macedo et al. [21] , and by Porto et al. [23] , at the 5% significance level).
Although we cannot directly compare the results from Alberti et al. [6] and Wang et al. [19] , since our datasets are different, our method delivered better results in all given metrics.
VII. CONCLUSIONS
IVOCT has been used as a routine technique to lead percutaneous coronary intervention and provide clinically interesting features, such as bifurcation. IVOCT provides detailed plaque composition, lesion extent and the correct position of stent. However, the detection of bifurcation regions in IVOCT is still a time-consuming and operator-dependent task, because it is done manually. Automated methods, as the one proposed in this work, may improve the detection of bifurcation regions to assist the physian in many procedures, such as the correct stent positioning and many other quantitative analysis applications.
Another important point to be considered, when use CNN to solve medical image problems, is the limited number of annotated data available for training. In most of the cases, this requires the involvement of well-trained physicians in a time consuming task, which limits the number of annotated data available. Although electronic systems have great potential to improve care, they may also have perverse effects. Some studies suggest that U.S. physicians now spend as much time on ''desktop medicine'' (interacting with the computer) as they do face to face with patients. To overcome this restriction, strategies such as data augmentation and transfer learning, as presented in this work, can offer alternatives for training new algorithms.
In future works, we intend to exploit the potential of transfer learning in vascular bifurcation detection, evaluating the performance of our CNN against other well-known network architectures such as VGG19 [31] , GoogleNet [33] , and ResNet50 [34] and also using other techniques for data augmentation such as generative adversarial networks. 
