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C a r l o s  W i n k l e r  
N o v e m b e r  1 9  7 4 
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n o t  n e c e s s a r i l y  r e f l e c t  t h o s e  o f  I I A S A .  

BASIS FACTORIZATION FOR BLOCK-ANGULAR LINEAR PROGRAMS: 
UNIFIED THEORY OF PARTITIONING AND DECOMPOSITION 
* 
USING THE SIMPLEX METHOD 
C a r l o s  W i n k l e r  
A b s t r a c t  
A G e n e r a l  B lock-Angula r  B a s i s  F a c t o r i z a t i o n  i s  d e v e l o p e d  
t o  r e p r e s e n t  t h e  i n v e r s e  o f  t h e  b a s i s  o f  b l o c k - a n g u l a r  l i n e a r  
p rob lems  i n  f a c t o r i z e d  fo rm.  T h i s  f a c t o r i z a t i o n  t a k e s  advan-  
t a g e  o f  t h e  s t r u c t u r e  o f  t h e  m a t r i x  and  c a n  b e  e f f i c i e n t l y  
u p d a t e d  when one  column i s  r e p l a c e d  by a n o t h e r .  
P a r t i t i o n i n g  and  Decompos i t ion  methods ( e x c l u d i n g  
Dant zig-Wolf e  d e c o m p o s i t i o n )  f o r  b  l o c k - a n g u l a r  l i n e a r  p rob lems  
w i t h  c o u p l i n g  c o n s t r a i n t s ,  o r  c o u p l i n g  v a r i a b l e s ,  o r  b o t h ,  
a r e  shown t o  b e  v a r i a n t s  o f  a  S i m p l e x  Method u s i n g  t h i s  
G e n e r a l  B1ock:Angular B a s i s  F a c t o r i z a t i o n  fo rm o f  t h e  i n v e r s e ,  
w i t h  v a r i o u s  c r i t e r i a  a s  t o  t h e  v e c t o r  p a i r  s e l e c t e d  t o  e n t e r  
a n d  t o  l e a v e  t h e  b a s i s .  By c o n s i d e r i n g  o t h e r  c r i t e r i a  new 
a l g o r i t h m s  a r e  o b t a i n e d .  I n  p a r t i c u l a r ,  a l g o r i t h m s  a r e  
p r e s e n t e d  f o r  which  a t  e a c h  i t e r a t i o n  o n l y  a  s u b s e t  o f  t h e  
t e r m s  i n  t h e  f a c t o r i z a t i o n  n e e d s  t o  b e  u s e d  o r  t o  b e  u p d a t e d .  
P r e l i m i n a r y  e x p e r i m e n t a l  r e s u l t s  w i t h  s u c h  a n  a l g o r i t h m  f o r  
b l o c k - a n g u l a r  l i n e a r  p rob lems  w i t h  c o u p l i n g  c o n s t r a i n t s  a r e  
i n c l u d e d .  
R e s u l t s  a r e  e x t e n d e d  t~ t h e  c a s e  when imbedded i n  t h e  
b l o c k - a n g u l a r  s t r u c t u r e s  t h e r e  a r e  b l o c k s  which  t h e m s e l v e s  
a r e  o f  b l o c k - a n g u l a r  fo rm.  A p p l i c a t i o n s  t o  t h e  s o l u t i o n  of 
dynamic l i n e a r  p rograms  ( s t a i r c a s e  s t r u c t u r e )  a r e  d e v e l o p e d .  
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CHAPTER 1 
GENERAL 
1.1. I n t r o d u c t i o n  a n d  Summary 
With t h e  g r o w i n g  a w a r e n e s s  o f  t h e  p o t e n t i a l i t i e s  o f  t h e  
l i n e a r  programming a p p r o a c h  t o  b o t h  dynamic a n d  s t a t i c  p rob lems  
of i n d u s t r y ,  o f  t h e  economy, a n d  o f  a p p l i e d  s y s t e m s  a n a l y s i s ,  
t h e  s i z e  o f  t h e  models  h a s  i n c r e a s e d  t o  t h e  p o i n t  where  t h e  
main o b s t a c l e s  t o w a r d  f u l l  a p p l i c a t i o n  a r e  t h e  l i m i t a t i o n s  o f  
c u r r e n t  c o m p u t a t i o n a l  compute r  codes  t o  c o p e  w i t h  t h e  s i z e  o f  
t h e  m a t r i x .  However, e s p e c i a l l y  i n  l a r g e - s c a l e  mode l s ,  t h e  
m a t r i x  u s u a l l y  h a s  s p e c i a l  s t r u t u r e ,  b e c a u s e  t h e  s y s t e m  con- 
s is t s  o f  i n d e p e n d e n t  s u b s y s t e m s  c o u p l e d  by o n l y  a  few common 
c o n s t r a i n t s  o r  l i n k i n g  v a r i a b l e s .  
A s  a n  example  o f  s u c h  a s p e c i a L  s t r u c t u r e ,  c o n s i d e r  t h e  
f o l l o w i n g  m a t r i x  where  non-ze ros  a p p e a r  i n  a b l o c k - a n g u l a r  
p a t t e r n  ( s h a d e d  a r e a s )  : 
Such a  m a t r i x  a r i s e s  i n  a p l l i c a t i o n s  where  e a c h  s m a l l  b l o c k  
o f  non-Zeros  ( G . )  r e p r e s e n t s  t h e  t e c h n o l o g y  m a t r i x  o f  a n  i n -  1 
d u s t r y  ( o r  s e c t o r  o f  t h e  economy),  t h e  l o n g e r  r e c t a n g u l a r  
b l o c k  F r e p r e s e n t s  t h e  common c o n s t r a i n t s  imposed on them by 
s h a r i n g  t h e  same r e s o u r c e s ,  and  t h e  t h i n  r e c t a n g u l a r  b l o c k  E 
r e p r e s e n t s  c o u p l i n g  a c t i v i t i e s .  
Many a l g o r i t h m s  h a v e  b e e n  p r o p o s e d  o v e r  t h e  y e a r s  t o  
t a k e  a d a v a n t a g e  o f  t h e  s p e c i a l  s t r u c t u r e  o f  b l o c k - a n g u l a r  
l i n e a r  s y s t e m s .  Among t h o s e  - n o t  b a s e d  on  t h e  Dantzig-Wolfe  
d e o o m p o s i t i o n  p r i n c i p l e  1131, we h a v e  D a n t z i g  and  Van S l y k e ' s  
G e n e r a l i z e d  Upper Bounding 1121, B a l a s '  I n f e a s i b i l i t y  P r i c i n g  
Method 111, R o s e n t s  P r i m a l  P a r t i t i o n i n g  Method 1321, and  t h e  
methods o f  Kaul  1221, Mi l l e r -Mehrbach  1271, B e n n e t t  141, 
Orchard-Hays ( 2 9 1 ,  Ohse ( 2 8 1 ,  Knowles 1231 ,  B e a l e  131, Gass 
1151, R i t t e r  1311, Hartmann and  Lasdon 1201, e t c .  
G r i g o r i a d i s  and  Whi te  ( 1 7  1 , 119 ( , shows t h a t  many o f  
t h e  methods f o r  b l o c k - a n g u l a r  l i n e a r  p rob lems  w i t h  c o u p l i n g  
c o n s t r a i n t s  c a n  b e  viewed a s  h a v i n g  a common d a t a  h a n d l i n g  
s t r u c t u r e  a n d  d i f f e r i n g  o n l y  i n  t h e  s t r a t e g y  u s e d  as t o  t h e  
v e c t o r  p a i r  s e l e c t e d  t o  e n t e r  a n d  t o  l e a v e  t h e  b a s i s .  
I n  t h e  f o l l o w i n g  we p r e s e n t  a b l o c k - a n g u l a r  b a s i s  f a c t o r -  
i z a t i o n  t h e o r y  t h a t  p r o v i d e s  a u n i f y i n g  f ramework f o r  p a r t i t i o n -  
i n g  and  d e c o m p o s i t i o n  methods n o t  b a s e d  on t h e  Dantz ig -Wol fe  
d e c o m p o s i t i o n  p r i n c i p l e ,  which a l l o w s  us  t o  view them a s  s p e -  
c i a l  i n s t a n c e s  o f  t h e  S i m p l e x  Method u s i n g  b a s i s  f a c t o r i z a t i o n .  
I n  i t s  g e n e r a l i t y  it  g i v e s  us  a n  a d d i t i o n a l  deg ree  o f  freedom, 
s i n c e  i t  can  be s p e c i a l i z e d  t o  any o f  t h e  p r e v i o u s  approaches  
o r  a l t e r n a t i v e l y  t o . o b t a i n  new v a r i a n t s .  T h i s ,  i n  a d d i t i o n  t o  
a  more thorough t h e o r e t i c a l  unde r s t and ing ,  a l l o w s  us  t o  d e s i g n  
s p e c i a l i z e d  a l g o r i t h m s  t o  t a k e  f u l l  advan tage  o f  a  p a r t i c u l a r  
b lock -angu la r  s t r u c t u r e .  For  b lock -angu la r  l i n e a r  problems w i t h  
c o u p l i n g  c o n s t r a i n t s  such  a n  a l g o r i t h m  h a s  been programmed w i t h  
good expe r imen ta l  r e s u l t s  ( s e e  Appendix A). I n  a d d i t i o n  t h e  
t h e o r y  g i v e s  us a  good s t a r t i n g  p o i n t  f o r  deve lop ing  n e s t e d  
f a c t o r i z a t i o n  methods. 
I n  t h e  remainder  o f  t h i s  c h a p t e r  we w i l l  c l a r i f y  t h e  s e n s e  
i n  which we use  c e r t a i n  c o n c e p t s  and t e r m i n o l o g i e s  and mo t iva t e  
t h e  development i n  l a t e r  c h a p t e r s .  
I n  Chapter  2 we deve lop  and v a l i d a t e  t h e  Genera l  Block- 
Angular  Bas i s  F a c t o r i z a t i o n  (GBBF) and show how t o  update  t h e  
f a c t o r i z e d  terms i n  t h e  r e p r e s e n t h t i o n  of  t h e  i n v e r s e  a s  one 
column s u b s t i t u t e s  f o r  a n o t h e r  i n  t h e  b a s i s .  
Chapter  3 i s  devoted  t o  t h e  u s e  o f  t h e  GBBF i n  t h e  Simplex 
Method. F i r s t  i t s  u s e  i n  pe r fo rming  t h e  backward and forward  
t r a n s f o r m a t i o n s  i s  ana lyzed  and i t s  i m p l i c a t i o n s  on t h e  c h o i c e  
o f  s imp lex  s t r a t e g y  a r e  d i s c u s s e d .  Then some a l g o r i t h m s  a r e  
developed  t h a t  t a k e  f u l l  advantage  o f  t h e  s t r u c t u r e ,  and some 
c o n s i d e r a t i o n  i s  g iven  t o  a l t e r n a t i v e  ways o f  implementing them 
on computer  codes .  
I n  Chapter  4 GBBF i s  used t o  g i v e  a  u n i f i e d  p r e s e n t a t i o n  
of  P a r t i t i o n i n g  and Decomposi t ion methods n o t  based  on t h e  
Dantzig-Wolfe decomposi t ion  p r i n c i p l e .  E x i s t i n g  methods f o r  
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b lock -angu la r  l i n e a r  problems w i t h  c o u p l i n g  c o n s t r a i n t s ,  o r  
c o u p l i n g  v a r i a b l e s ,  o r  b o t h ,  a r e  shown t o  be v a r i a n t s  o f  t h e  
Simplex Method u s i n g  GBBF w i t h  v a r i o u s  s t r a t e g i e s  a s  t o  t h e  
7 
v e c t o r  p a i r  t o  e n t e r  and t o  l e a v e  t h e  b a s i s .  Some new 
s t r a t e g i e s  t h a t  l o o k  p romis ing  i n  c o n j u n c t i o n  w i t h  GBBF a r e  
p r e s e n t e d .  
Chapter  5 i s  devo ted  t o  n e s t e d  f a c t o r i z a t i o n s  t h a t  a r i s e  
i n  c a s e s  where some o f  t h e  components o f  t h e  o r i g i n a l  f a c t o r -  
i z a t i o n  have  a l s o  a  b lock -angu la r  s t r u c t u r e  t h a t  can  c o n v e n i e n t l y  
b e  f a c t o r i z e d  f u r t h e r .  Nested f a c t o r i z a t i o n  methods t o  s o l v e  
s t a i r c a s e  problems a r e  a n a l y  ed .  
F i n a l l y  i n  chapi'er 6 some comments and c o n c l u s i o n s  a r e  
p r e s e n t e d .  
Appendix A c o n t a i n s  e x p e r i m e n t a l  r e s u l t s  o f  t e s t s  w i t h  a  
Basis F a c t o r i z a t i o n  ~ l g o r i t h m  f o r  b lock -angu la r  l i n e a r  problems 
w i t h  coup l ing  c o n s t r a i n t s .  
1 .2 .  Concepts ,  Terminologies  and Mot iva t ions  
It w i l l  be convenient  t o  c l a r i f y  t h e  s e n s e  i n  which we 
use  c e r t a i n  c o n c e p t s  and t e r m i n o l o g i e s .  
Simplex Method: Any LP a l g o r i t h m  t h a t  fo l l ows  a  p a t h  a l o n g  
a d j a c e n t  b a s i c  s o l u t i o n s  o f  t h e  s e t  o f  l i n e a r  r e l a t i o n s  i n  such  
a  way t h a t  no b a s i s  i s  r e p e a t e d .  
Accordingly we d i s t i n g u i s h  two a s p e c t s  o f  t h e  Simplex 
Method : 
S t r a t e g y :  Rules  a s  t o  how t o  move i t e r a t i v e l y  from one b a s i c  
s o l u t i o n  t o  t h e  n e x t ,  i . e .  c r i t e r i a  a s  t o  t h e  v e c t o r  p a i r  
s e l e c t e d  t o  e n t e r  and l e a v e  t h e  b a s i s .  
Data-Ha'ndli'ng ' S t r u c t u r e :  Tnformat ion  a s  t o  what t o  c a r r y  
forward,  and i n  what form, from one i t e r a t i o n  t o  t h e  n e x t .  
Improvements i n  t h e  Simplex Method u s u a l l y  i n v o l v e  
changing  one o r  bo th  o f  t h e  above.  Fo r  example t h e  da ta-  
h a n d l i n g  s t r u c t u r e  s t a r t e d  i n  1947 w i t h  t h e  s imp lex  t a b l e a u  
[lo]. T h i s  was fo l lowed by t h e  r e v i s e d  s imp lex  u s i n g  t h e  
e x p l i c i t  i nve r se ,  and t h i s  was soon fo l lowed  by t h e  p roduc t  
form o f  t h e  i n v e r s e  [ill. 
Each o f  t h e s e  d a t a - h a n d l i n g  s t r u c t u r e s  can be  combined 
w i t h  any o f  t h e  s e l e c t i o n  s t r a t e g i e s  such  a s  t h e  u s u a l  p r i m a l ,  
d u a l  o r  p r ima l -dua l  s e l e c t i o n  c r i t e r i a  [7]. 
A s t r a t e g y  may be  e f f i c i e n t  w i t h  a  g i v e n  d a t a - h a n d l i n g  
s t r u c t u r e  and no t  s o  w i t h  a  d i f f e r e n t  da t a -hand l ing  s t r u c t u r e .  
Moreover c r i t e r i a  such a s  t h e  g r e a t e s t  change i n  t h e  o b j e c t i v e  
f u n c t i o n  [40] may be e f f i c i e n t  compared t o  t h e  o t h e r s  i f  a  
t a b l e a u  s imp lex  s t r u c t u r e  i s  used ,  b u t  some o t h e r  c r i t e r i a  may 
be  b e t t e r  i f  t h e  p roduc t  form s t r u c t u r e  i s  used.  
With t h e  above c o n c e p t s  i n  mind, t h e  advan tages  o f  a  
g e n e r a l  t h e o r y  become c l e a r e r .  I f  we a r e  a b l e  t o  i d e n t i f y  o r  
d i s c o v e r  a  common body o f  d a t a - h a n d l i n g  s t . r u c t u r e s  f o r  g e n e r a l  
b lock -angu la r  systems, i t  w i l l  be  much e a s i e r  t o  s e p a r a t e  t h e  
s t r a t e g y  from t h e  d a t a - h a n d l i n g  a s p e c t s  i n  t h e  e x i s t i n g  
a l g o r i t h m s .  I n  an  ana logous  way, i n  i d e n t i f y i n g  t h e  s t r a t e g i e s ,  
i t  w i l l  be  much e a s i e r  t o  g e t  a  f e e l i n g  fo r .  t h e  convergence 
c h a r a c t e r i s t i c s  ( e f f i c i e n c y )  o f  t h e  method by f i r s t  comparing 
i t  w i t h  a l t e r n a t i v e  s t r a t e g i e s  f o r  t h e  g e n e r a l  S implex  Yethod. 
Also by s t u d y i n g  t h e  o r i g i n a l  m a t r i x  s t r u c t u r e  and how t h e  
d a t a - h a n d l i n g  a s p e c t s  a r e  t r e a t e d ,  we may be  a b l e  t o  i d e n t i f y  
a  s t r a t e g y  t h a t  makes b e s t  u se  o f  bo th .  
+ 
Other  advantages  a r e  t h a t  convergence f o l l o w s  from t h a t  
o f  t h e  s imp lex  Method and t h i s  makes i t  p o s s i b l e  t o  c o n v e n i e n t l y  
w r i t e  one  code t o  t e s t  many d i f f e r e n t  methods o r  s t r a t e g i e s .  
I n  t h e  remainder  t h e  te rminology p r i m a l  ( d u a l ,  p r ima l -  
d u a l )  s t r a t e g y  w i l l  b e  used t o  r e f e r  t o  t h e  r u l e s  used i n  t h e  
p r i m a l  (Dual ,  p r i m a l - ~ u a l )  s i m p l e x  ye thod  as t o  how t o  move 
i t e r a t i v e l y f r o m  one b a s i c  s o l u t i o n  t o  t h e  n e x t .  
Nice P r o p e r t i e s  under  t h e  Assumption t h a t  t h e  Block- 
Angular Sub-Matr ices a r e  Square and Nons ingular*  
To mot iva t e  t h e  da t a -hand l ing  a s p e c t s ,  c o n s i d e r  t h e  
"square"  b lock -angu la r  b a s i s  s t r u c t u r e .  
I m x m i d e n t i t y  
9 0  0  
Bi mi x mi n o n s i n g u l a r  
T h i s  b a s i s  has  c e r t a i n  n i c e  p r o p e r t i e s .  To s e e  t h i s ,  
h 
c o n s i d e r  f i r s t  a s p e c i a l  c a s e ,  t h e  m a t r i x  B a s s o c i a t e d  w i t h  j 
b l o c k  j and i t s  i n v e r s e :  
*The a c t u a l  b a s i s  s t r u c t u r e  o f  a  S lock -angu la r  . l i n e a r  program 
need n o t ,  o f  c o u r s e ,  have s q u a r e  b locks  a l o n g  t h e  d i a g o n a l  b u t  
l a t e r  we w i l l  a s s o c i a t e  w i t h  i t  a  b a s i s  t h a t  does .  
where = A B - 1 j j j  
We can  now e x p r e s s  
k  A k  A - 1  
BN = Mi and Bil = Ii Bi 
i=l i=l 
where t h e  te rms  forming t h e  p r o d u c t s  can  be commuted. 
Some o f  t h e s e  n i c e  p r o p e r t i e s  of  t h e  s q u a r e  b lock-  
a n g u l a r  b a s  i s  a r e  : 
1 )  I n s t e a d  o f  i n v e r t i n g  one b i g  m a t r i x  o f  d imens ion  
% x 9, one can i n v e r t  k  s m a l l  m a t r i c e s  of  dimension mi x m i 
( i  = I , . .  . k ) .  
2 )  To r e p r e s e n t  ( i n  t e rms  o f  b a s i s )  a n  incoming v e c t o r  
d  "be longing"  t o  b lock  j ,  we have  
i . e .  we need on ly  t h e  i n v e r s e  a s s o c i a t e d  wi th  t h e  b lock .  T h i s  
i m p l i e s  s a v i n g s  i n  computa t ions  and d a t a  t r a n s f e r .  TO show ( 1 . 4 )  
h * A  A 
we prove  i n s t e a d  d  = B d  = B.d.  P a r t i t i o n i n g  d and d ,  we may 
N J 
w r i t e  t h i s  ou t  more e x p l i c i t l y  
But s i n c e  d  i s  i n  b l o c k  j ,  f o r  i # j di = 0 ,  which 
A 
i m p l i e s  di = 0  f o r  i # j ,  s i n c e  t h e  B i t s  a r e  n o n s i n g u l a r .  
Hence e q u a t i o n s  (I. 5 )  r educe  t o  
A A A 
But t h i s  co r r e sponds  t o  B.d = d  and hence  d  = B. d. 
J J 
-3) The "p r i ce1 '  v e c t o r  TI i s  d e f i n e d  by IIBN= C ( s e e  Ch. 3 ) .  
To c a l c u l a t e  t h e  p a r t i t i o n  ll o f  II c o r r e s p o n d i n g  t o  b l o c k  j ,  j 
we need on ly  compute  
imp ly ing  t h e  same k i n d  of  s a v i n g s  as i n  2 ) .  R e l a t i o n  ( 1 . 7 )  
fo l l ows  from t h e  s t r u c t u r e  o f  B  which i m p l i e s  TI = C and 
N ' 0  0  
ll A .  + lliBi = Ci  f o r  i = 1,. . . , k .  0  1 
Our m o t i v a t i o n  t h e n  i s  t o  p r e s e r v e  as much o f  t h e s e  n i c e  
p r o p e r t i e s  (mentioned above )  a s  we can f o r  t h e  more g e n e r a l  c a s e  
when t h e  I l o c k - a n g u l a r  b a s i s  a r i s e s  from problems h a v i n g  e i t h e r  
c o u p l i n g  c o n s t r a i n t s  o r  c o u p l i n g  v a r i a b l e s  o r  b o t h .  
CHAPTER 2 
BLOCK-ANGULAR BASIS FACTORIZATION THEORY 
2.1. The Problem 
Cons ide r  t h e  b lock -angu la r  l i n e a r  problem w i t h  c o u p l i n g  
c o n s t r a i n t s  and v a r i a b l e s  
max z ( +  
( x ~ ,  X 1 > " . , X k ,  Y) 2 O 
where U i s  mo x 1, Di i s  m x ni i = O , l ,  ..., k ,  Hi i s  mi x n  0 k + l  
i = O , l ,  ..., k ,  Gi i s  mi x ni i = 1 ,... k ,  b .  i s  mi x 1 i = O , l ,  ... k,  
1 
xi i s  ni x 1 i = O , l ,  ... k ,  y i s  n x  1 and z  s c a l a r .  k t 1  
( + )  We assume t h a t  f o r  min {cx :  Ax = b ,  x  > 0 )  w e  l e t  z = -cx  
l c  z  0  
and s o l v e  max { z :  ( A ) ( x )  = ( b ) ,  x 2 0 and f o r  max {cx :  Ax = b ,  
0  
X ? 0) we l e t  z  = c x  and max { I :  ( )  = ( 1 ,  x  2 0 .  Thus, 
bo th  f o r  minimiz ing  and maximizing, we can use  a  n e g a t i v e  
reduced  c o s t  c r i t e r i o n t o  i n d i c a t e  t h a t  a  non-bas ic  column w i l l  
improve t h e  c u r r e n t  s o l u t i o n  if i t  r e p l a c e s  one i n  t h e  b a s i c  s e t  
Th i s  w i l l  be assumed t h r o u g h o u t .  
8 
We assume that each of the matrices Gi and (UDO) h a s  
rank equal to its row count. T h i s  c a n  a l w a y s  b e  a c h i e v e d  ( i f  
necessary) by augmenting the system with artificial variables 
with appropriate coefficient structure. 
k 
The constraints Uz + C Dixi + HOy = bo will be called 
i =O 
coupling constraints and rows corresponding to thev will also 
be referred to as common rows. Similarly the y variables will 
be called coupling variables. 
2.2. Constructive Development of the Block-Angular Basis 
Factorization 
Let Ji = {set of indices (of columns) associated with 
activities in block i) i = la...ak 
JO = {indices of columns in Do) 
Jk+l = {indices associated with activities y) 
A I ~  = restriction of matrix A to columns with 
indices in set J. 
Let BT be a basis for problem ( P )  and suppose that M is 
the set of indices of basic columns. Let 
L~ = M n J~ and consider 
Let Ki be the indices of a maximum set of linearly 
i ndependen t  columns i n  G I and* i Li 
By assumpt ion  t h e  r ank  o f  Gi i s  e q u a l  t o  i t s  row c o u n t ,  
s o  t h a t  we can  augment t h e  columns o f  G ~ ( * ,  by i n c l u d i n g  enough 
I 
o t h e r  columns o f  G t o  form a  b a s i s  Bi o f  l i n e a r l y  independent  i 
columns i n  G Let Mi be t h e  i n d i c e s  o f  t h e  s e t  o f  columns o f  i' 
Gi forming  Bi ( i . e .  Bi = G i I R i ) .  
The n o n s i n g u l a r  m a t r i x  
i s  s q u a r e  b lock -angu la r  and h a s  t h e  " n i c e "  p r o p e r t i e s  d i s c u s s e d  
e a r l i e r .  We now e x p r e s s  t h e  r e l a t i o n s h i p  between BT and BN i n  
t h e  form o f  a  p roduc t  : 
BT = BNBA 
where 
B* = B N ~ B ~  
* For  many p r a c t i c a l  a p p l i c a t i o n s  i t  has  been  observed  t h a t  t h e  
k 
number o f  e lements  i n  K i s  c l o s e  t o  1 mi. It i s  t h i s  t h a t  
i=l 
makes t h e  f a c t o r i z a t i o n  scheme which fo l lows  e f f i c i e n t  i n  p r a c t i c e .  
The columns of BA corresponding to K are unit columns 
so that it is convenient for discussion p&poses here to 
permute its rows and columns so that the units form a submatrix 
identity I in the lower right partition. 
where as we have noted the number of columns in I is,for an 
important class of practical applications,close to that of 
k . 
C m: . 
i=1 
Columns corresponding to K (or to I above) are called 
trivial, the remaining, MfKC (where is the complement of K) 
are called non-trivial. We refer to the upper left matrix as 
the "Working Basis" or "WB" for short. 
Without loss of generality we assume that 
where P is a permutation matrix satisfying PP = I. 
We can further factorize B into 
P A 
and hence express the basis in factorized form as the product 
A A 
o r  by permut ing  a g a i n  t h e  f a c t o r s  B and V ( i . e .  
P  w P 
= P  B P  and V = P  VP) Bw p  w P  
Lemma 1 : Bw, t h e  Working B a s i s ,  i s  n o n s i n g u l a r .  
P roo f :  Obviously Bw i s  s q u a r e .  Hence 
A A 
0  # d e t  BT = d e t  BN d e t  Bw d e t  V . 
S i n c e  pe rmuta t ions  do n o t  change t h e  a b s o l u t e  v a l u e  o f  t h e  
d e t e r m i n a n t  
. and 
A 
d e t  Bw # 0  . 
A 
Moreover, by permut ing  Bw we g e t  
0 # d e t  d= d e t  Bw . 
Hence we can  work w i t h  t h e  f o l l o w i n g  f a c t o . r i z e d  r e p r e s e n t a t i o n  
f o r  t h e  i n v e r s e  
* Double s l a s h e s  w i l l  be used  f o r  end o f  p r o o f .  
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F o r  a p p l i c a t i o n s  i t  i s  no t  n e c e s s a r y  t o  permute t h e  m a t r i c e s  
A A 
Bw and V t o  have rows and columns o f  Bw and V ( s e e  ( 2 . 5 ) )  i n  
t h e  upper  l e f t  and lower  l e f t  c o r n e r s  r e s p e c t i v e l y .  However, 
f o r  t h e  development o f  t h e  formulas  f o r  u p d a t i n g  t h e  f a c t o r -  . 
i z e d  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e  when one column r e p l a c e s  
a n o t h e r  i n  t h e  b a s i s , i t  w i l l  be  conven ien t ,  f o r  n o t a t i o n a l  
p u r p o s e s ,  t o  work w i t h  t h e  permuted m a t r i c e s .  T h e r e f o r e  l e t  
pBT = P BT P and pBN = P BN P . 
Then from ( 2 . 6 )  
N o t i c e  t h a t  e x p r e s s i o n  (2 .10 )  d i f f e r s  from ( 2 . 7 )  on ly  i n  
t h a t  a l l  t e rms  a r e  permuted. Thus, f o r  s i m p l i c i t y ,  i n  what 
f o l l o w s  t h e  l e f t  s u b s c r i p t  p  w i l l  be dropped when working  w i t h  
t h e  permuted m a t r i c e s ,  s i n c e  t h i s  w i l l  be c l e a r  from t h e  c o n t e x t .  
2 . .  Some P r o p e r t i e s  o f  t h e  F a c t o r i z e d  R e p r e s e n t a t i o n  o f  t h e  
I n v e r s e  
R e c a l l i n g  t h e  n i c e  p r o p e r t i e s  o f  squa re  block-angular 
sys t ems ,  we s e e  f o r  t h e  g e n e r a l  b lock -angu la r  ca se  t h a t  i n  
a d d i t i o n  t o  t h e  b l o c k - i n v e r s e s  we have t o  c a r r y  t h e  i n v e r s e  of  
A 
t h e  Working Bas i s  and t h e  m a t r i x  V o f  V. Hence under  t h e  
assumpt ion  t h a t  t h e  dimension \ o f  Bw i s  " sma l l "  r e l a t i v e  t o  
- 1 m T y  O r  more p r e c i s e l y  t h a t  t h e  number of  non-zeros i n  V and Rw 
( o r  some r e p r e s e n t a t i o n  of  8,11) i s  " sma l l " ,  t h e  a d d i t i o n a l  
amount of  i n f o r m a t i o n  s t o r e d  and manipula ted  w i l l  be  s m a l l .  I n  
p a r t i c u l a r , w i t h  r e g a r d  t o  p r e s e r v i n g  a s  much a s  p o s s i b l e  o f  t h e  
n i c e  p r o p e r t i e s :  
1 )  I n s t e a d  o f  i n v e r t i n g  one b i g  9 x  m a t r i x  we can  
s t i l l  i n v e r t  and  m a i n t a i n  k  s m a l l  mi x  mi m a t r i c e s  
i = 1,. . . k  . However, i n  a d d i t i o n  a n  m t ~  x  m t ~  
Working B a s i s  w i l l  need t o  be i n v e r t e d  and ma in t a ined ;  
a l s o  V w i l l  be .needed.  
2 )  The f i r s t  s t e p  i n  u p d a t i n g  a  v e c t o r  from b lock  j 
proceeds  t h e  same a s  t h a t  d e s c r i b e d  e a r l i e r  - and 
hence  t h e  same compu ta t iona l  advantages  c a r r y  through.  
However, i n  a d d i t i o n  we have t o  use  B-t and V. 
Hence i f ,  a s  we have assumed, t h e  non-zeros i n  
8;' and V a r e  low r e l a t i v e  t o  t h o s e  o f  t h e  b l o c k  
h 
i n v e r s e s  Bi, i # j ,  n o t  r e q u i r e d  i n  t h e ' f i r s t  s t e p ,  
we w i l l  g e t  s a v i n g s  i n  t h e  forward  t r a n s f o r m a t i o n  
o v e r  a d i r e c t  r e p r e s e n t a t i o n  o f  B T ~  .
3 )  For  c a l c u l a t i n g  a  l t h e  s i t u a t i o n  i s  s i m i l a r  t o  t h a t  j 
o f  t h e  updates  i n  ( 2 ) .  A s  w i l l  be shown i n  Chap te r  3 
t h e r e  i s  t h e  a d d i t i o n a l  advan tage  t h a t  when t h e  b a s i c  
v a r i a b l e s  which co r r e spond  t o  columns n o t  i n  t h e  
h 
Working B a s i s  a r e  f e a s i b l e ,  t h e n  t h e  V m a t r i x  i s  n o t  
needed i n  t h e  backward t r a n s f o r m a t i o n .  T h i s  i s  always 
t h e  c a s e  i n  Phase 2 .  
Because no s imp le  s t a t e m e n t  can  be  made a t  t h i s  p o i n t  on 
how much work i s  r e q u i r e d  t o  update  t h e  f a c t o r i z e d  r e p r e s e n t a b i o n  
of  t h e  i n v e r s e  ( a f t e r  t h e  rep lacement  o f  one column i n  t h e  b a s i s  
by a n o t h e r ) ,  we w i l l  d e f e r  d i s c u s s i o n  of  t h i s  t o  l a t e r .  I n  
s e c t i o n  2 . 4  we show how t o  do t h i s  u p d a t i n g  e f f i c i e n t l y .  
Thus w i th  t h e  a d d i t i o n a l  e f f o r t  t o  m a i n t a i n  and t o  make 
use  o f  8;' and V, we can  c a r r y  ove r  much o f  t h e  d e s i r a b l e  
p r o p e r t i e s  o f  independent  s q u a r e  b lock -angu la r  problems.  I f  t h e  
d imens ion  \ of  Bw i s  no t  t o o  l a r g e  ( r e l a t i v e l y )  and t h e  
a d d i t i o n a l  work i n  upda t ing  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  o f  
t h e  i n v e r s e  i s  no t  t o o  e x c e s s i v e ,  we can  e x p e c t  t h e  b lock-  
a n g u l a r  f a c t o r i z a t i o n  method t o  be more e f f i c i e n t  t h a n  working 
d i r e c t l y  on t h e  b a s i s  BT u s i n g  g e n e r a l  methods. 
We now e x p l o r e  t h e s e  p o i n t s  more deep ly .  F i r s t  we 
i n t r o d u c e  some n o t a t i o n .  We c l a s s i f y  columns a s  b e i n g  e i t h e r  
Type A o r  Type B. 
Type A :  Those t h a t ,  excep t  f o r  t h e  common rows, have 
non-zeroes i n  rows co r r e spond ing  t o  a t  most 
one b lock  i = 0 , l ,  ..., k ,  i . e .  t h o s e  w i t h  i n d i c e s  
k  
be long ing  t o  JA = U Ji. 
i =O 
Type B :  Ot~he rwi se ,  i . e .  J~ = J k + l  . 
Fur thermore ,  t h e  b a s i c  columns o f  Type A a r e  f u r t h e r  
s u b c l a s s i f i e d  i n t o  
Type A l :  Those b a s i c  columns a s s o c i a t e d  w i t h  b lock  i, 
f o r  i = l . . . k  e .  Type A c o l u m n s ) , t h a t  
be long  t o  t h e i r  own b lock  b a s i s  Bi. 
Type A 2 :  Otherwise ,  i . e .  b a s i c  columns a s s o c i a t e d  wi th  
b lock  i ,  f o r  i = 1,.  . . ,k, t h a t  be long  t o  t h e  
Working B a s i s .  
Let  BwO be t h e  m a t r i x  o f  columns common t o  BT and t h e  
Working B a s i s .  . P a r t i t i o n  BwO a c c o r d i n g  t o  
common rows/ BOB R' - rows i n  WB BwO = 
t y p e  B columns f t t y p e  A columns 
Let 
?I - 1 
B ~ O  = B~ Bwo =(:) = 
p a r t i t i o n e d  a s  above.  
We c a l l  a column t h a t  i s  i n  BN bu t  n o t  i n  BT a pseudo- 
b a s i c  column; i t s  c o r r e s p o n d i n g  v a r i a b l e  w i l l  be r e f e r r e d  t o  
a s  p s e u d o b a s i . ~  a l s o .  
R e c a l l  from s e c t i o n  2 . 2  t h a t  Ki was chosen  t o  have t h e  
i n d i c e s  o f  a maximum s e t  o f  l i n e a r l y  independent  columns i n  
Ci l L i  and t h s t  fTXC c o n t a i n s  t h e  i n d i c e s  of  columns i n  t h e  
k 
Working B a s i s  (where K' i s  t h e  complement o f  K = U Ki). 
i=1 
Observe t h a t  : 
a )  The maximum s e t s  o f  l i n e a r l y  independent  columns 
i n  oil Li ( i  = 1,. . . , k )  need n o t  be  unique.  I f  t h i s  
i s  t h e  c a s e  we cou ld  choose t h e  i n d i c e s  o f  columns 
i n  any such  s e t  t o  be  i n  Ki and hence i n  K. Thus 
a l t e r n a t i v e  f a c t o r i z a t i o n s  a r e  p o s s i b l e  t h a t  l e a d  
t o  d i f f e r e n t  Working B a s i s ' s  of t h e  same dimension.  
b )  I f  Ki i s  no t  r e q u i r e d  t o  c o n t a i n  t h e  i n d i c e s  o f  a 
maximum s e t ,  b u t  on ly  o f  a  s u b s e t  o f  l i n e a r l y  
independent  columns i n  oilLi, t hen  t h e  r e s u l t i n g  
f a c t o r i z a t i o n  would have a  Working Basis o f  h i g h e r  
dimension ( l e s s  i n d i c e s  i n  K ,  more i n  K', i . e .  
of  columns i n  WB) . 
Fol lowing t h e  c o n s t r u c t i v e  p rocedure  i n  s e c t i o n  2 . 2  we 
a lways  o b t a i n  a  Working B a s i s  w i t h  t h e  s m a l l e s t  p o s s i b l e  
d imension .  For  t h e  c a s e  when one column r e p l a c e s  a n o t h e r  i n  
t h e  b a s i s ,  we-want  t o  o b t a i n  t h e  new f a c t o r i z a t i o n  from t h e  o l d  
one .  The re fo re  i t  i s  convenient  t o  e s t a b l i s h  some easy  way t o  check 
c o n d i t i o n s  f o r  a  Working Bas i s  be ing  minimal ( i . e .  t h e r e  b e i n g  
no a l t e r n a t i v e  f a c t o r i z a t i o n  g i v i n g  r i s e  t o  a  WB of  s m a l l e r  
d imens ion ) .  
A 
Theorem 1: The Working Bas i s  i s  minimal i f  and only  i f  UA = 0 . 
P r o o f :  Le t  BW be minimal.  Assume (on t h e  c o n t r a r y )  t h a t  
A A 
UA # 0 .  Pick  a  non-zero e lement  of UA and suppose it  i s  on row 
j i n  t h e  p a r t i t i o n  correspondi .ng t o  some b lock  i. This  non- 
ze ro  e lement  i s  used a s  a  p i v o t  t o  r e p l a c e  t h e  pseudobas ic  
columns of b l o c k  b a s i s  i a s s o c i a t e d  w i t h  row j. The new BN 
now i n c l u d e s  one more v e c t o r  p r e v i o u s l y  i n  t h e  Working B a s i s .  
Thus, t h e  new WB w i l l  have one l e s s  non t r i v i a l  v e c t o r - - a  
c o n t r a d i c t i o n  ! 
CI 
WB minimal  .-> UA = 0 
h 
Now suppose  UA,= 0 and t h e  Working B a s i s  i s  n o t  minimal .  
Then f o r  a t  l e a s t  one b l o c k  i ( f o r  i = 1, ..., k )  t h e r e  i s  a  s e t  
o f  l i n e a r l y  i ndependen t  columns among t h o s e  w i t h  i n d i c e s  i n  
MiuLi t h a t  c o n s t i t u t e s  a  b a s i s  and  t h a t  does  n o t  i n c l u d e  a t  
l e a s t  one o f  t h e  p seudobas i c  v a r i a b l e s  ( i . e .  t h o s e  w i t h  i n d i c e s  
i n  M ~ L ;  where L: i s  t h e  complement o f  L i ) .  Suppose t h i s  new 
b l o c k  b a s i s  ~r~~ i s  p a r t i t i o n e d  a s  
w i t h  s u p e r s c r i p t s  
1 : b a s i c  columns t h a t  remained  
2 : pseudobas i c  columns t h a t  remained 
3 : new columns ( p r e v i o u s l y  i n  WB p a r t i t i o n )  t h a t  have 
r e p l a c e d  b a s i c  columns ( p o s s i b l e  none )  
4 : new columns ( p r e v i o u s l y  i n  WB) t h a t  have  r e p l a c e d  
p seudobas i c  columns ( a t  l e a s t  o n e )  
and l e f t  s u b s c r i p t s  
1 : rows i n  which b a s i c  columns t h a t  remain  were b a s i c  
2 : rows i n  which p seudobas i c  columns t h a t  remain were 
b a s i c  
3  : rows i n  which b a s i c  columns r e p l a c e d  were b a s i c  
4 : rows i n  which p seudobas i c  columns r e p l a c e d  were 
b a s i c .  
Then p r e - m u l t i p l y  i n g  ~y~~ by B I ~  
O 1 i 3  
P2 2  i 
O 3  i 
0 4 i 3  
c o e f f i c i e n t s  t h o s e  o f  
where P1 and 
P2 a r e  p e r m u t a t i o n s  
of i d e n t i t i e s .  
. 
columns t h a t  were 
i n  t h e  WB i n  rows co r r e spond ing  t o  t h e  U p a r t i t i o n .  Thus 
A 
t h e y  c o n s t i t u t e  a  s u b s e t  o f  c o e f f i c i e n t s  o f  UA and hence  t hey  
a y e  a l l  0 .  But t h i s  i m p l i e s  t h a t  rows c o r r e s p o n d i n g  t o  l e f t  
new is 
s u b s c r i p t  4 ( a t  l e a s t  o n e )  a r e  0 and hence  t h a t  Bi 
s i n g u l a r ,  which i s  a  c o n t r a d i c t i o n .  
A 
. . uA = O+WB minimal 
A 
and WE m i n i m a l w U A  = 0 . 
. - 
. - 
Lemma 2 :  The dimension of  a minimal Working B a s i s  s a t i s f i ~ s  
where mB i s  t h e  number of  c o u p l i n g  v a r i a b l e s  i n  t h e  b a s i s .  
A 
Proof :   or Bw, a  minimal Working B a s i s  UA = 0;  t h u s  
-
Suppose UB i s  mR x mB where mg i s  t h e  number o f  t y p e  B v a r i a b l e s  
( c o u p l i n g  v a r i a b l e s )  i n  t h e  b a s i s .  Then 
A 
Now f o r  Bw t o  be n o n s i n g u l a r  UB has  t o  have f u l l  row rank.  
T h i s  r e q u i r e s '  ' 
m~ 5 m~ 
and hence  
mw 5 mo + mB 5 mo ' "ktl ' 
2 . 4 .  Updating t h e  F a c t o r i z e d  R e p r e s e n t a t i o n  o f  t h e  I n v e r s e  
Before  p r e s e n t i n g  a  p rocedure  f o r  u p d a t i n g  t h e  
r e p r e s e n t a t i o n  o f  t h e  f a c t o r i z e d  i n v e r s e  a f t e r  t h e  r ep l acemen t  
o f  one column i n  t h e  b a s i s  by a n o t h e r ,  some r e s u l t s  t h a t  a r e  
needed l a t e r  w i l l  be  developed .  It w i l l  be  conven ien t  t o  use  
* as a  s u p e r s c r i p t  t o  d e n o t e  a m a t r i x  i n  t h e  updated  r e p r e s e n -  
t a t i o n  t o  d i s t i n g u i s h  i t  from t h e  c o r r e s p o n d i n g  m a t r i x  b e f o r e  
t h e  upda t ing .  Also,  u n l e s s  s t a t e d  o t h e r w i s e ,  p a r t i t i o n s  o f  
mT x % m a t r i c e s  w i l l  be  assumed t o  have been permuted t o  
co r r e spond  w i t h  t h o s e  o f  t h e  f a c t o r i z a t i o n ,  i . e .  s o  a s  t o  have 
rows and columns i n  t h e  Working Basis in t h e  uDDer l e f t .  corn~r. 
2.4-1.  I n c r e a s e  o r  Reduct ion  i n  t h e  Dimension o f  t h e  Working 
B a s i s  
Some o f  t h e  upda te  s i t u a t i o n s  w i l l  i n v o l v e  a n  i n c r e a s e  
o r  a r e d u c t i o n  i n  t h e  d imens ion  o f  t h e  Working Bas i s .  I n  
d e v e l o p i n g  t h e  u p d a t i n g  formulas  f o r  t h e s e  c a s e s  we assume t h a t  
t h e  i n v e r s e  i s  g iven  i n  p roduc t  form. . 
We want t o  d e c r e a s e  t h e  d imens ion  o f  a  Working B a s i s  
when i t  has  a  s t r u c t u r e  such as 
which can  s u b s t i t u t e  f o r  i t  i n  a p p l i c a t i o n s  o f  a  p r o d u c t  form 
r e p r e s e n t a t i o n .  
t h e n  
and 
and hence it is accomplished by adding an elementary row eta to 
the representation of the inverse. 
Similarly, to add a row, i. e. to get from 
which a g a i n  i s  a c c o p l i s h e d  t h r o u g h  a n  e l e m e n t a r y  row t r a n s -  
formation. 
2.4-2 Genera l  Updating Formulas 
Theorem 2: Let E, E be t h e  e lementary  m a t r i c e s  t h a t  update  N 
- 1 
*-' = ENB;la and l e t  Bil and BN a i . e .  B = EBT' and BN 
cor respond  t o  t h e  p a r t i t i o n i n g  used i n  . t h e  f a c t o r i z a t i o n  (which 
is assumed n o t  t o  change) .  F u r t h e r  suppose E2 = 0 o r  E; = 0 , 
t h e n  
-1 1 -1 B *  = (El - E2V)Bw (EN) 
W 
(2 .16)  
Proof :  We have 
But 
L e t  
t h e n  
-*-1 " *  "-lA-1- 
Bw = V EV Bw EN , 
and w r i t i n g  t h i s  p roduc t  i n  p a r t i t i o n e d ,  form 
and now r e s t r i c t i n g  o u r s e l v e s  t o  t h e  rows and columns i n  t h e  
Working Bas is,  
Since  EN is  an e lementary  column m a t r i x  we have 
Hence i n  e i t h e r  ca se  we g e t  t h e  same e x p r e s s i o n s  
S u b s i t u t i n g  above, wr o b t a i n  
But under  t h e  c o n d i t i o n s  i n  t h e  h y p o t h e s i s  E ~ E ~  = 0 ,  s o  t h a t  
A s  w i l l  be s e e n  i n  s e c t i o n  2.4-3, most o f  t h e  update  
s i t u a t i o n s  can  be a r r anged  t o  s a t i s f y  t h e  c o n d i t i o n s  o f  t h e  
above theorem and u s u a l l y  ( E ; ) - ~  = I and E2 = 0 ,  s o  t h a t  
B * ' ~  = E ~ B ; ~ ,  o r  under  c o n d i t i o n s  such  t h a t  i t  s i m p l i f i e s  t o  
W 
- 1 B*-l  = ( I w  - n v B w  . The f o l l o w i n g  r e s u l t s  w i l l  Always a l l o w  
W 
us  t o  e x p r e s s  t h e s e  u p d a t i n g  r e l a t i o n s h i p s  a s  p roduc t  o f  elemen- 
t a r y  t r a n s f o r m a t i o n  m a t r i c e s .  
Theorem 3:  Le t  ncRm be a  column v e c t o r  and vgRm a  row v e c t o r .  
Suppose vn - 1 # 0 ,  t h e n  Im - qv i s  n o n s i n g u l a r .  Furthermore 
i f  vp # 0  i s  a  component o f  v  t h e n  
where E  
R1 
and E  
R2 
a r e  t h e  e lementary  row m a t r i c e s  g i v e n  by 
I 
a # 0, b  # 0 a r b i t r a r y  c o n s t a n t s ,  v  = (vl ,vp,v2) ,  and EC i s  an 
e l emen ta ry  column m a t r i x  g i v e n  by 
w i t h  - 1-vq 
" P 
= - -  
a b  and TI=( :~)  . 
P r o o f :  Note t h a t  i f  v  = 0 ,  t h e  theorem i s  t r i v i a l l y  t r u e .  I f  
n o t  t h e n  t h e r e  e x i s t s  some vp # 0. It i s  e a s y  t o  v e r i f y  by d i r e c t  
m u l t i p l i c a t i o n  t h a t  
and t h e r e f o r e  
d e t ( I m  - qv)  = d e t  E d e t  EC d e t  E 
R1 1 R2 
A n o t h e r  i m p o r t a n t  p o i n t  t o  c o n s i d e r  i s  t h e  p o s s i b i l i t y  
of  a n  a l t e r n a t i v e  minimal  b a s i s .  E s p e c i a l l y  o f  i n t e r e s t  i s  t h e  
c a s e  where  we c a n  r e p l a c e  a  v e c t o r  i n  a  b l o c k  b a s i s  by a  v e c t o r  
i n  t h e  Working B a s i s  b e l o n g i n g  t o  t h e  same b l o c k .  
Theorem 4 :  L e t  col'umn b  w i t h  i n d e x  i n  Ji b e  t h e  b a s i c  a c t i v i t y  
a s s o c i a t e d  w i t h  row r i n  f o r m i n g  t h e  i n v e r s e  o f  b l o c k  i. L e t  
v  = (vB,vA)  b e  t h e  c o r r e s p o n d i n g  row o f  V. Then i f  vA # 0,  any 
I' 
o n e  o f  t h e  columns c o r r e s p o n d i n g  t o  a  non-zero  component of  v!,: 
s a y  v  ( i . e .  t h e  j - t h  column i n  Bw), c a n  b e  exchanged  w i t h  b  
A: J 
t o  g i v e  a  new b a s i s  f o r  b l o c k  i a n d  a n e w  Working, B a s i s .  
Moreover 
where  ER i s  a n  e l e m e n t a r y  row m a t r i x  g i v e n  by 
and i f  Bw i s  minimal ,  s o  i s  B*.  
W 
Proof :  R e c a l l  t h a t  by ( 1 . 4 )  f o r  any column from some b l o c k  P ,  
A 
and hence by ( 1 . 6 )  d  can  have non-zeros only  i n  t h e  common rows 
and i n  t h e  rows o f  i t s  own b lock  P.  It f o l l o w s ,  s i n c e  a l l  c o l -  
umns i n  t h e  p a r t i t i o n  co r r e spond ing  t o  vA a r e  o f  Type A ,  t h a t  
under  t h e  c o n d i t i o n s  o f  t h e  h y p o t h e s i s  any column cor responding  
t o  a  non-zero component v O f  vA must be long  t o  b lock  i a n d  c a n  A - 
J 
r e p l a c e  t h e  a c t i v i t y  b a s i c  i n  row r o f  t h e  b l o c k  b a s i s  s i n c e  i t s  
p i v o t  e lement  i s  d i f f e r e n t  from 0. R e c a l l  t h a t  Bw minimal i m -  
A 
p l i e s  UA = 0 s o  t h a t  
and hence  t h e  updated  v e c t o r  j t h a t  w i l l  be exchanged w i t h  b  has  
A A 
z e r o s  i n  t h e  rows co r r e spond ing  t o  t h e  p a r t i t i o n  (UBUA). Thus 
t h e  e t a  v e c t o r  w i l l  have z e r o s  t h e r e  and a l l  t h e  r ema in ing  c o l -  
umns w i l l  be unchanged i n  t h e s e  rows. Also t h e  r e p r e s e n t a t i o n  
of  t h e  exchanged v e c t o r  b  i n  te rms  o f  t h e  new b lock  b a s i s  c o r r e s -  
* * 
ponds t o  t h e  e t a  v e c t o r  s o  t h a t  UA = 0 and Bw minimal. 
The exchange co r r e sponds  t o  a  s imple  p e r m u t a t i o n  o f  c o l -  
* 
umns, s o  t h a t  BT = BTE, E :I s i m ~ l e  a e r r n u t a t i n n  m n t r i y ,  f o r  
2 8 
* -1 - 1 
which dl = E and BT = EBT . Also 8;-1 = E ~ B ~ ~  w i t h  
s i n c e  t h e  p i v o t i n g  o c c u r s  i n  a  row no t  i n  t h e  Working B a s i s .  
Thus t h e  u p d a t i n g  formula  ( 2 . 1 6 )  becomes 
Also  
s o  t h a t  E2V has  z e r o s  i n  a l l  rows excep t  row j, and El i s  a n  
i d e n t i t y  e x c e p t  f o r  row j which i s  z e r o .  Hence 
and 
2.4- 3 An Updating Procedure  
The rep lacement  o f  one o u t g o i n g  column (OC) from t h e  
b a s i s  by a n o t h e r ,  t h e  incoming column in co gives r i s e  t o  f o u r  
somewhat d i f f e r e n t  u p d a t i n g  c a s e s :  
1 )  I C  of  Type A and O C  i n  Working B a s i s  
2) I C  o f  Type A and OC i n  BN 
3 I C  of  Type B  and OC i n  Working Basis 
4)  I C  o f  Type B and O C  i n  BN. 
I n  F ig .  1 we g i v e  a  f low-shee t  o f  an  e f f i c i e n t  u p d a t i n g  
p rocedure  c o v e r i n g  a l l  f o u r  c a s e s  f o r  t h e  f a c t o r i z e d  r e p r e s e n t a -  
t i o n  o f  t h e  i n v e r s e  a f t e r  t h e  rep lacement  o f  one column i n  t h e  
b a s i s  by a n o t h e r .  
We can compactly s t a t e  some o f  t h e  i m p o r t a n t  f e a t u r e s  o f  
t h e  u p d a t i n g  p rocedure  i n  t h e  form o f  a  theorem, and t h e n  develop  
i t  i n  g r e a t e r  d e t a i l  i n  a  c o n s t r u c t i v e  way i n  t h e  p r o o f .  
  he or em 5 (Updat ing  P r o c e d u r e ) :  The f low-shee t  i n  F ig .  1 g i v e s  
a  v a l i d  p rocedure  f o r  u p d a t i n g  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  of  
t h e  i n v e r s e  a f t e r  t h e  r ep l acemen t  o f  one column i n  t h e  b a s i s  
by a n o t h e r .  I n  p a r t i c u l a r ,  i f  t h e  o l d  Working B a s i s  was mini-  
mal s o  w i l l  be t h e  new one ,  and ( e x c e p t  when a  p seudobas i c  v a r i -  
a b l e  i s  d r i v e n  out  o f  some b lock  b a s i s  t o  keep t h e  Working B a s i s  
minimal ( s e e  * *  i n  F ig .  1)) a t  most one b lock  i n v e r s e  needs t o  
be updated  due t o  t h e  r ep l acemen t  of  o n l y  one column i n  i t  by 
a n o t h e r  ( i n  t h e  e x c e p t i o n  a t  most two columns a r e  r e p l a c e d  i n  
t h e  b l o c k  b a s i s ' s  ) . 
Proof ( V a l i d a t i o n  o f  t h e  Updat ing  P r o c e d u r e ) :  R e f e r r i n g  t o  F i g .  1 
we p o i n t  o u t  t h a t  s i n c e  a l l  t e s t s  a r e  o f  t h e  yes-no t y p e  i t  s u f -  
f i c e s  t o  show t h a t  each  p a t h  g i v e s  a c o r r e c t  u p d a t i n g  p rocedure  
f o r  t h e  c a s e  i t  i n v o l v e s .  
Case I. Incoming Column o f  Type B 
Case I-a. Outgoing  Column i n  Working Bas i s  
e 
S i n c e  we s t a r t  w i t h  a  minimal 'working  B a s i s ,  UA = 0 .  
* 
L e t t i n g  BN = BN, t h e  upda t ing  co r r e sponds  t o  changing  one column 
- 
i n  BwO ( s e e  ( 2 . 1 1 ) ) .  I f  t h e  o u t g o i n g  column i s  o f  Type B ,  t h e n  
6; = GA = 0  and t h e  new Working B a s i s  i s  minimal. I f  t h e  a u t -  
J'* 
go ing  column i s  o f  Type A2, t h e n  a f t e r  t h e  exchange,  UA i s  e q u a l  
e 
t o  U w i t h o u t  t h e  column co r r e spond ing  t o  t h e  o ' u tgo ing  column A J'* A * (which i s  now i n  U B )  anc! hence UA = 0  and t h e  new Working Bas i s  
i s  minimal .  
* - 
- 1 The e l emen ta ry  column m a t r i x  E t h a t  upda te s  BT = EBT 
has  i t s  p i v o t  e lement  i n  some row i n  t h e  Working B a s i s  and hence 
FIGURE 1 
I n f o r m a t i o n  Flow-Sheet of  
Updat ing  P r o c e d u r e  
xchange OC w i t h  a  
a r i a b l e  i n  WB a s  
n  theorem 3,  i. e .  
p d a t e  WB i n v e r s e  
y row e t a  and 
l o c k  i n v e r s e  o f  
* 
A l s o , s i n c e  B = BN we have EN = I and t h e  u p d a t i n g  formula  (2 .16 )  N 
i n  theorem 2  r educes  t o  
Also V  changes only  i n  t h e  column o f  t h e  o u t g o i n g  v a r i a b l e ,  
which i s  r e p l a c e d  by t h e  p a r t i a l l y  updated  incoming column I C ,  
i . e .  B N ~  ( IC) ,  r e s t r i c t e d  t o  rows n o t  i n  WB. Not i ce  t h a t  a l l  
t h e  n e c e s s a r y  i n f o r m a t i o n  i s  g e n e r a t e d  d u r i n g  t h e  f i r s t  s t e p  i n  
t h e  forward  t r a n s f o r m a t i o n .  
Case I -b .  Outgoing Column i n  Some Block B a s i s  
Suppose t h e  o u t g o i n g  ~ ' a r i a b l e  be longs  t o  b l o c k  j and 
co r r e sponds  t o  row r of t h e  i n v e r s e .  Le t  v2 = (vB,vA)  be  t h e  
c o r r e s p o n d i n g  row of  V  = (VB,VA). I f  vA f 0  p i c k  a component,  
say  vA. # 0 .  By theorem 4 we can  a s s i g n  t h e  o u t g o i n g  v a r i a b l e  
1 .  
t o  WB and r e p l a c e  i t  i n  t h e  b l o c k  b a s i s  by t h e  column cor respond-  
i n g  t o  v  , o b t a i n i n g  a new e x p r e s s i o n  f o r  t h e  WB, B i - l  = E  B-la 
Ai R w  
Bes ides  t h e  b lock  i n v e r s e  j and V have t o  be updated  by a s i m p l e  
column p i v o t .  A f t e r  t h i s  exchange t h e  o u t g o i n g  v a r i a b l e  i s  i n  
t h e  Working B a s i s  and we a r e  back t o  c a s e  I-a. 
I f  vA = 0  t h e  d imens ion  o f  t h e  Working B a s i s  i s  i n c r e a s e d  
by one t o  i n c l u d e  t h e  p i v o t  row and t h e  o u t g o i n g  v a r i a b l e .  T h i s  
c o r r e s p o n d s  t o  go ing  from 
* 
A s  shown i n  s e c t i o n  2.4-1, t h e  i n v e r s e  o f  Bw i s  o b t a i n e d  from 
B - ~  ( s e e  ( 2 . 1 0 ) )  by P r e ~ r n u l t i ~ l v i n a . b v  t h e  e lementary  row m a t r i x  
W 
Now t h e  o u t g o i n g  column i s  i n  t h e  WB and we p roceed  a s  i n  c a s e  
I - a .  S ince  ;; =(:) = 0  t h e  r e s u l t i n g  WB i s  minimal .  
Case 11. Incoming Column o f  Type A 
Le t  d  be  t h e  incoming column and 
-1 d  = B., 
Le t  d  = I d A  1 ,  
b e  p a r t i t i o n e "  a s  P ( 3 0 0  a l s o  (2.11)). 
w 0  
A h 
Also l e t  dr and dr be t h e  e lements  o f  d  and d on t h e  p i v o t  row. 
Case 11-a.  Outgoing Column i n  Working Bas i s  
Replace  t h e  o u t g o i n g  column d i r e c t l y  i n  t h e  Working B a s i s .  
--1 - B*-l  - - 1 Thi s  co r r e sponds  t o  upda t ing  a s  i n  c a s e  1-a.  Le t  Bw - - EIBw . 
W 
" * h h 
Then f o r  Bw we have  U A  = (UAdA),  i . e .  i t  c o n s i s t s  o f  z e r o s  e x c e p t  
p o s s i b l y  f o r  t h e  column co r re spond ing  t o  t h e  incoming v a r i a b l e  
A A 
( i . e .  d A ) .  If dA = 0 t h e  Working Bas i s  i s  minimal and we f i n i s h  
by u p d a t i n g  V a s  i n  ca se  I - a .  
A 
Otherwise p i c k  an element  dA # 0 and use  i t  a s  p i v o t  t o  
r 
i n t r o d u c e  t h e  incoming column i n t o  i t s  b lock  b a s i s ,  d i s p l a c i n g  
* 
a  pseudobas ic  v a r i a b l e .  Th i s  cor responds  t o  BT = BT and 
\ ( s e e  theorem 2 )  
where 
o t h e r w i s e ,  f o r  
a  row index  i n  
i 
WB. 
Accordingly t h e  update  formula ( 2 . 1 6 )  reduces  t o  
where 
A 
and  dw is the restriction of d :o rows in the Working Basis. 
These  c h a n g e s  c o r r e s u o n d  t o  khe f o l l o w i n g  two s t e p s :  
1 )  From Bw t o  g,# r e p l a c e  one  column i n  B ( w i t h o u t  l o s s  o f  W 
g e n e r a l i t y  t h e  l a s t  o n e ) ,  
1 - 
2 )  From iw t o  ENBw: p i v o t  on  row r ( w i t h o u t  l o s s  o f  
generality t h e  l a s t ) ,  
where  Ur i s  a  u n i t  v e c t o r  w i t h  a uni: component on row r .  NOW we 
a r e  i n  t h e  s i t u a t i o n  o f  r e d u c i n g  t h e  s i z e  o f  t h e  WB by p r e - m u l t i -  
p l y i n g  i t  by a n  e l e m e n t a r y  row m a t r i x  a s  d i s c u s s e d  i n  s e c t i o n  
* 
2 . 4 - 1  t o  o b t a i n  a  new min imal  WB. L e t t i n g  Bw d e n o t e  t h e  r e s u l t -  
i n g  WB we h a v e  
w i t h  
--1- 
*-1 = E (B E ) = E E  B - ~ E  Bw R w N  R l w  N 
Formula ( 2 . 2 7 )  g i v e s  t h e  e x p r e s s i o n  t o  u p d a t e  t h e  WB i n  t h e  c a s e  
h 
?n d  # 0 .  It is a l s o  n e c e s s a r y  t o  u p d a t e  V. T h i s  i s  done  by A .  
d e l e t i n g  t h e  column co r r e spond ing  t o  t h e  o u t g o i n g  v a r i a b l e  and 
u p d a t i n g  t h e  columns c o r r e s p o n d i n g  t o  t y p e  B by a p p l y i n g  t h e  
same e l emen ta ry  t r a n s f o r m a t i o n  m a t r i x  used t o  update  t h e  b l o c k  
i n v e r s e  when i t  was mod i f i ed .  
I n  some computer sys tems i t  i s  i n e f f i c i e n t  t o  add new 
i n f o r m a t i o n  ( i n  o u r  c a s e  e t a s )  t o  t h e  b e g i n n i n g  and end o f  a  
f i l e  ( i n  o u r  c a s e  t h e  e t a  f i l e ) .  To g e t  around t h i s  d i f f i c u l t y  
we can make use o f  t h e  f o l l o w i n g  e q u i v a l e n t  e x p r e s s i o n  f o r  ( 2 . 2 7 ) .  
P r o p o s i t i o n  1: Expres s ion  ( 2 . 2 7 )  can a l s o  be r e p r e s e n t e d  i n  
p r o d u c t  form a s  
where ER and El a r e  a s  i n  (2 .23)  and 
and ,  l e t t i n g  Ur be t h e  r - t h  u n i t  v e c t o r :  
The p roo f  of  p r o p o s i t i o n  1 w i l l  be d e f e r r e d  t o  t h e  end 
o f  t h e  s e c t i o n  i n  o r d e r  no t  t o  d i s r u p t  t h e  p r e s e n t a t i o n  o f  t h e  
u p d a t i n g  p r o c e d u r e .  
Case 11-b. Outgoing Column n o t  i n  Working B a s i s  
Sub-case 11-b-1. VA # 0  
By theorem 4 i t  i s  p o s s i b l e  t o  a s s i g n  t h e  o u t g o i n g  c o l -  
umn t~ WB, o b t a i n i n g  a  new minimal WB,whose i n v e r s e  d i f f e r s  f r o m  
t h e  o l d  one by an e l emen ta ry  row t r a n s f o r m a t i o n .  The exchange 
a l s o  i m p l i e s  u p d a t i n g  t h e  a p p r o p r i a t e  b l o c k  i n v e r s e  because  o f  
t h e  rep lacement  o f  t h e  o u t g o i n g  column by i t s  exchange v e c t o r  
from t h e  WB, a n d  modifying V due t o  t h e  changes i n  t h e  b lock  in -  
v e r s e .  Now w e  a r e  back t o  c a s e  11-a.  
Sub-case 11-b-2. VA = 0 
fi 
Sub-sub-case 11-b-2-a. d, = 0 
Augment t h e  Working B a s i s  t o  i n c l u d e  t h e  O C .  A s  s e e n  
b e f o r e  i n  s e c t i o n  2.4-1, t h i s  co r r e sponds  t o  a d d i n g  an  e l emen ta ry  
row t r a n s f o r m a t i o n  t o  t h e  o l d  Working B a s i s  i n v e r s e  a c c o r d i n g  t o  
( 2 . 1 5 ) .  S ince  vA = 0 ,  a f t e r  r e p l a c i n g  t h e  OC by t h e  incoming 
column i n  t h e  WB, t h e  form o f  t h e  WB i s  g i v e n  by ( 2 . 2 5 )  and t h u s  
augmenting t h e  Working B a s i s  we f a l l  back t o  c a s e  11-a. 
C, 
Sub-sub-case 11-b-2-b. dr  f 0  
I n  t h i s  c a s e  t h e  o u t g o i n g  column can be r e p l a c e d  i n  i t s  
b lock  b a s i s  d i r e c t l y  by t h e  incoming column. T h i s  i m p l i e s  up- 
d a t i n g  t h e  b lock  i n v e r s e  a s  u s u a l  by add ing  a  column e t a  t o  i t s  
r e p r e s e n t a t i o n .  Columns o f  V c o r r e s p o n d i n g  t o  Type B v a r i a b l e s  
must a l s o  be  updated  by t h e  same e l emen ta ry  column m a t r i x .  
A s  f o r  t h e  WB, s i n c e  we a r e  p i v o t i n g  on a row n o t  i n  
t h e  WB, we have f o r  t h e  e l emen ta ry  m a t r i c e s  i n  theorem 2 
where t h e  columns o f  E2 a r e  0 e x c e p t  f o r  t h e  p i v o t  column which 
i s  - (?) 
w i t h  iw t h e  r e s t r i c t i o n  of 2 t o  rows i n  WB ( r e c a l l  zr i s  t h e  
pYgot e l e m e n t ) .  Thus - ( 2 . 1 6 )  r educes  t o  
s i n c e  
NOW t h e r e  a r e  two p o s s i b i l i t i e s :  
A )  vB = 0 , i . e .  v  = (vB,O) = 0 , and s o  
r 
- Bw , i . e .  t h e  WB does  n o t  change.  
B) vg # 0 , Consider  
a n d  
A 
zs = ds - V" , 
i n  p a r t i c u l a r  f o r  t h e  r - t h  component 
a n d  s i n c e  zr i s  t h e  p i v o t  e l e m e n t  i t  i s  non-zero  and we can  d i v i d e  
by i t  
Hence,  s i n c e  ( 2 . 3 1 ) ,  ( 2 . 3 3 )  a n d  vB # 0  s a t i s f y  i t s  h y p o t h e s i s  
w e  c a n  u s e  t h e o r e m  3. Choose some column P w i t h  vg # 0 ,  a n d  
A P 
b = -  1, a = d  f 0 .  Then f o r  t h i s  c a s e ,  a c c o r d i n g  t o  r e l a t i o n s  
r 
( 2 . 1 7 )  t h r o u g h  ( 2 . 2 1 )  
where we have  p a r t i t i o n e d  
= (vl,vBp .V2) and r 
TO show t h a t  t h e  Working B a s i s  i n  ( 2 . 3 4 )  i s  min imal ,  r e -  
c a l l  t h a t  t h e  same columns r ema in  i n  t h e  Working B a s i s ,  and  o n l y  
t h e i r  r e p r e s e n t a t i o n  i n  t e rms  o f  BN ( s e e  ( 2 . 2 )  and ( 2 . 3 ) )  may have  
changed due  t o  p i v o t i n g  on t h e  r - t h  row o f  BN. But because  vA = 0 
a l l  t y p e  A2 columns have  z e r o s  i n  t h e  ~ i v o t  row o f  BN and  r ema in  
-. 
? *  " 
unchanged.  Thus UA = UA = 0 and  t h e  work ing  a a s i s  i n  ( 2 . 3 4 )  i s  
minimal .  
T h i s  f i n i s h e s  c a s e  11-b ,  and now a l l  f o u r  p o s s i b l e  u p d a t e  
c a s e s  have been convered .  By f o l l o w i n g  a l l  p a t h s  i n  t h e  up- 
d a t i n g  Procedure  we s e e  t h a t  a t  most one v e c t o r  i s  r e p l a c e d  
among t h o s e  i n  t h e  b lock  b a s i s ' s ,  excep t  when r educ ing  t h e  dimen- 
s i o n a l i t y  o f  t h e  Working Bas i s  ( s e e  * *  box i n  lower  r i g h t  c o r n e r  
of F i g .  1) ,  i n  which ca se  i t  could  be two. I I 
Proof  o f  P r o p o s i t i o n  1: R e c a l l  f rom (2 .27 )  t h a t  
B*- 1 -1- 
W 
= E E B  E .  R l w  N . 
Le t  
Then 
Without l o s s  o f  g e n e r a l i t y  we t a k e  t h e  p i v o t  column t o  be  t h e  
l a s t .  R e c a l l  t h a t  iN and ER d i v o t  on - t he  same row, which we 
a g a i n  can  t a k e  t o  be  t h e  l a s t .  Then 
and s o  t h e  r - t h  row of A i s  a r  = ( 0  ,... ,O,dr). Now p i v o t s  
on t h e  l a s t  row and r educes  t h e  l a s t  column o f  A t o  t h e  r - t h  
u n i t  v e c t o r .  Hence 
t h u s  B; i s  ob ta ined  from A b y  r e p l a c i n g  t h e  l a s t  column i n  A by  
t h e  r - t h  u n i t  v e c t o r .  Hence l e t t i n g  
and 
we have 
and from (2.35) 
CHAPTER 3 
USING THE GENERAL BLOCK-ANGULAR BASIS FACTORIZATION ( C R ~ P )  
I N  THE SIMPLEX METHOD 
I n  a r e v i s e d  Simplex Method ( s e e  [2]), a r e p r e s e n t a t i o n  
of t h e  i n v e r s e  i s  needed f o r  pe r fo rming  two t y p e s  of  c a l c u l a -  
t ions : 
1) Solv ing  t h e  sys tem 
I1 BT = C f o r  I7 , 
which i s  computed u s i n g  t h e  backwerd t r a n s f o r m a t i o n  (BTRAN).in 
p roduc t  form a lgo r i thms  ( s e e  [37 ]  1. Here C i s  t h e  v e c t o r  of  co- 
e f f i c i e n t s  i n  t h e  o b j e c t i v e  f u n c t i o n  o f  t h e  b a s i c  v a r i a b l e s  f o r  
p r ima l  s t r a t e g i e s ,  o r  t h e  F - t h  u n i t  v e c t o r  i n  d u a l  s t r a t e g i e s .  
2 )  Solv ing  t h e  sys tem 
~~d = d  f o r  d , 
which  i s  computed u s i n g  t h e  f o r w a r d  t r a n s f o r m a t i o n  (FTRAN) i n  
p r o d u c t  f o r m  a l g o r i t h m s .  I n  t h e  s e c t i o n  we show how t h e s e  c a l -  
c u l a t i o n s  c a n  b e  c a r r i e d  o u t  e f f i c i e n t l y  u s i n g  GBBF. 
* 
3 . 1 .  The Backward T r a n s f o r m a t i o n  (BTRAN) 
U s i n g  t h e  GBBF r e p r e s e n t a t i o n  o f  t h e  i n v e r s e e w e  c a n  write  
f o r  ( 3 . 1 )  
A 
--1 " ' - A - 1  D e f i n e  C = CV and  TI = CBW . We c a n  c o n s i d e r  t h e  backward 
t r a n s f o r m a t i o n  as c o n s i s t i n g  o f  t h r e e  s t e p s  : 
S t e p  1: C a l c u l a t e  C = c;-~ 
A A - 1  
S t e p  2:  C a l c u l a t e  TI = CBW 
-1 S t e p  3 :  C a l c u l a t e  TI = JIBN 
which  we w i l l  now a n a l y z e  s e p a r a t e l y .  
L e t  t h e  row v e c t o r s  = ( c ~ , c ~ ; .  .  , C k ) ,  TI = ( ~ O y ~ l ~ - - .  9 n k ) j  
A A A A A A A A 
C = (CO,C1, . . . ,Ck)  a n d  jl = (jlO,TIl,...,TIk) b e  p a r t i t i o n e d  a c c o r d -  
i n g  t o  rows i n  b l o c k  O , l , .  . . , k .  S i m i l a r l y  l e t  Vi be t h e  r e s t r i c -  
t i o n  o f  V  t o  rows i n  b l o c k  i. F u r t h e r m o r e ,  f o r  i = 1,. . . , k  we 
0 1  A A O A 1  A '-0 "1 p a r t i t i o n  Ci = (Ci ,Ci ) ,  Ci  = (Ci ,Ci ) ,  TIi  = ( n i J I I i ) ,  where  t h e  
s u b s c r i p t  0  c o r r e s p o n d s  t o  rows o f  b l o c k  i f o r  which t h e  b a s i c  
v a r i a b l e  i s  I n  t h e  WB, and t h e  s u p e r s c r i p t  1 t o  t h o s e  b a s i c  i n  
0  1 0  t h e i r  own b l o c k .  S i m i l a r l y  we p a r t i t i o n  Vi = (Vi,Vi) where  Vi 
c c r r e s p o n d s  t o  columns b a s i c  i n  t h e  coinmon rows and V: t o  t h e  
o t h e r  columns i n  t h e  Working Basis.  
For  s i m p l i c i t y  l e t  a l s o  
1 0 0 "1 " 0  A Co = (C1, ..., C k )  and Co = (C1, .  . . , C k )  
1 A A A 1 
and l e t  IO be an m x m i d e n t i t y  where m i s  t h e  dimension o f  Co. 
3.1-1 S t e p  1 
By r e a r r a n g i n g  rows and columns ( i f  n e c e s s a k y )  we can 
" 
"-1 
e x p r e s s  C = C V a s  
from which we o b t a i n  t h e  f o l l o w i n g  r e l a t i o n s h i p s :  
w w e  have t o  c o n s i d e r  t h r e e  c a s e s .  
Case 1' : D u r i n g  Phase  2  
Here C  = ( 1 , 0 , 0 ,  ..., 0 )  ( a s s u m i n g  t h e  o b j e c t i v e  f u n c t i o n  
i s  t h e  f i r s t  row i n  t h e  common r o w s ) ,  and hence  Ci = 0 i = 1, ...,k 
A 
Thus f r o m  r e l a t i o n s h i p s  ( 3 . 4 )  we o b t a i n  C = C and h e n c e  S t e p  1 
i s  n o t  r e q u i r e d  d u r i n g  Phase  2 .  
Case 2  : Phase  1, v a r i a b l e s  n o t  i n  WB f e a s i b l e  
Again c1 = 0  f o r  i = 1,. . . , k  and  hence  = C and  S t e p  1 i 
i s  n o t  r e q u i r e d .  
Case 3 : Phase  1, some v a r i a b l e s  n o t  i n  WB infeasible 
A 
I n  t h i s  c a s e  i n  g e n e r a l  C # C and we h a v e  t o  g o  t h r o u g h  
S t e p  1. However, i f  we a r e  m i n i m i z i n g  a n  unweigh ted  sum o f  
i n f e a s i b i l i t i e s ,  t h e n  t h e  components o f  C t a k e  on v a l u e s  0 ,  1 o r  
-1*, and  h e n c e ,  as c a n  b e  o b s e r v e d  f rom r e l a t i o n s  ( 3 . 4 ) ,  no 
m u l t i p l i c a t i o n s  o r  d i v i s i o n s  w i l l  b e  n e c e s s a r y ,  b u t  o r l l y  a d d i t i o n s  
o r  s u b t r a c t i o n s .  
3.1-2 S t e p  2  
A A A - l  
R e c a l l  t h a t  Il = C Bw . T h i s  i s  a n  o r d i n a r y  backward 
t r a n s f o r m a t i o n ,  and h e n c e  t h e  number o f  o p e r a t i o n s  r e q u i r e d  f o r  
i t s  c a l c u l a t i o n  w i l l  be p r o p o r t i o n a l  t o  t h e  number o f  non-zero ,  
i n  t h e  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e  o f  t h e  Working B a s i s .  
* The i n f e a s i b i l i t y  form can  b e  e x p r e s s e d  as min ( C Xi - C Xi) 
i s S l  i € S 2  
where S1 = { i  : Xi > 0 b a s i c  and a r t i f i c i a l )  a n d  
S2 = { i  : Xi < 0 b a s i c ) .  Thus t h e  components Ci t a k e  on v a l u e s  
1, -1 o r  0 a c c o r d i n g  t o  i b e l o n g i n g  t o  S1, S2 o r  none o f  them 
( s e e  a l s o  [ 2 ]  1. 
3.1-3 S t e p  3  
Rewr i t i ng  II = a s  IIBN = i, from t h e  s t r u c t u r e  
o f  BN ( s e e  ( 1 . 1 ) )  we s e e  t h a t  
and 
A 
n0Ai  + niBi = IIi f o r  i = 1,. . . ,k 
o r  
A A 
A -  1 (no ,o , .  . . ,o,ni ,o, .  . . ,o) = (no ,o , .  . . ,o,ni ,o, .  . . , o ) B ~  . 
( 3 . 6 )  
That  i s ,  f o r  any i = 1, ..., k,  c a l c u l a t i n g  ni  i s  e q u i v a l e n t  t o  
a n  o r d i n a r y  backward t r a n s f o r m a t i o n  u s i n g  t h e  r e p r e s e n t a t i o n  
f o r  t h e  i n v e r s e  o f  i t s  b lock  b a s i s ,  and hence t h e  number o f  
o p e r a t i o n s  i s  a l s o  p r o p o r t i o n a l  t o  t h e  number o f  non-zeros i n  
t h i s  r e p r e s e n t a t i o n .  
3.2 The Forward Trans fo rma t ion  (FTRAN) 
Using  t h e  GBBF we can  w r i t e  f o r  (3 . ,2 )  
f t h e  incoming column be longs  t o  b lock  i, t h e n  by ( 1 . 4 )  
-1 A-lA-l.,;ld 8 - l d  = B ~ l d  and d = BT d = V N 1 Bw ( 3 . 8 )  
That  i s ,  we need o n l y  i t s  own b l o c k  i n v e r s e ,  t h e  Working B a s i s  
i n v e ~ s e  and t h e  V m a t r i x  t o  p e r f o r m  t h e  c a l c u l a t i o n s  o f  t h e  
f o r w a r d  t r a n s f o r m a t i o n .  
3.3.  I m p l i c a t i o n s  f o r  t h e  Choice o f  S implex  S t r a t e g y *  
By u s i n g  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e  
a n d  by t a k i n g  f u l l  a d v a n t a g e  o f  t h e  s t r u c t u r e ,  a p p r e c i z b l e  
s a v i n g s  can b e  o b t a i n e d  i n  t h e  number o f  o p e r a t i o n s  t h a t  h a v e  
t o  b e  per formed  and i n  t h e  amount o f  d a t a  r e q u i r e d  i n  b o t h  t h e  
backward a n d  f o r w a r d  t r a n s f o r m a t i o n s .  I n  p a r t i c u l a r :  
1 )  Whenever a l l  b l o c k s  a r e  f e a s i b l e  t h e  V m a t r i x  i s  n o t  
u s e d  i n  t h e  backward t r a n s f o r m a t i o n .  Hence a  good 
s t r a t e g y  would b e  t o  make a l l  b l o c k s  f e a s i b l e  i n  t h e  
b e g i n n i n g .  
2 )  When u s i n g  a  p r i m a l  s i m p l e x  s t r a t e g y  w i t h  p a r t i a l  
p r i c i n g  ( s e e  [ 3 0 ] )  t o  c o i n c i d e  w i t h  columns i n  a  
b l o c k  ( o r  i n  some b l o c k s ) ,  o n l y  t h e  ITils c o r ~ e s p o n d i n ~  
t o  t h a t  b l o c k  ( o r  b l o c k s )  h a v e  t o  b e  c a l c u l a t e d ,  w i t h  
c o n s i d e r a b l e  s a v i n g s  i n  t h e  backward t r a n s f o r m a t i o n  
w i t h  r e s p e c t  t o  t h e  c a s e  when a  g e n e r a l  r e p r e s e n t a t i o n  
i s  u s e d  f o r  B T ~ .  When u s i n g  a  d u a l  s i m p l e x  s t r a t e g y  
t h e  whole p i v o t  row h a s  t o  b e  u p d a t e d  ( " p r i c e d  o u t " )  
a n d  h e n c e  p a r t i a l  p r i c i n g  i s  n o t  p o s s i b l e .  However, 
t h e r e  i s  one  s p e c i a l  c a s e  when u s i n g  GBBF which i s  
f o r m a l i z e d  i n  t h e  f o l l o w i n g  lemma. 
* S t r a t e g y  i s  used  h e r e  a s  d e f i n e d  i n  s e c t i o n  1 . 2 ,  i . e .  r u l e s  
2s t p  t o m o v e  i t e r : c t i v e l v  f rom one  b a s i c  s o l u t i o n  t o  t h e  n e x t .  
Lemma 3:  I f  t h e  ou tgo ing  v a r i a b l e  be longs  t o  b lock  i and 
co r r e sponds  t o  row r of  i t s  b lock  b a s i s  i n v e r s e ,  and  i f  t h e  
co r r e spond ing  row o f  V, vr = 0 ,  t h e n  t h e  s o l u t i o n  t o  t h e  sys tem 
I' - Il  BT - U r ,  where Ur i s  t h e  r - t h  u n i t  v e c t o r ,  i s  g iven  by 
and 
^-lA-l -1 
Proof :  n r  = u B-l = R T  UrV Bw BN . But urbl = Ur s i n c e  vr = 0, 
and  ur;i1 = Ur s i n c e  p i v o t  row i s  n o t  i n  WB. Thus Ilr = U B-1 
r N 
r 
o r  e q u i v a l e n t l y  Il BN = U r ,  from which t h e  lemma f o l l o w s  because  
of  t h e  s p e c i a l  s t r u c t u r e  o f  BN ( s e e  ( 1 . 1 ) ) .  I 1 
Hence, f o r  u p d a t i n g  t h e  whole p i v o t  row we need i n  t h i s  
c a s e  t o  per form only one backward t r a n s f o r m a t i o n  u s i n g  on ly  one 
b lock  i n v e r s e ,  and t o  p r i c e  o u t  on ly  t h e  columns on t h a t  b lock  
and t h e  columns o f  t h e  c o u p l i n g  v a r i a b l e s ,  s i n c e  a l l  t h e  o t h e r s  
w i l l  p r i c e  o u t  t o  0 .  The above i s  a  g e n e r a l i z a t i o n  o f  a  r e s u l t  
o f  Ohse [28]. 
3)  Except  f o r  t h e  c o u p l i n g  columns t h e  forward  t r a n s f o r -  
mation a l s o  r e q u i r e s  only  t h e  use o f  one o f  t h e  b lock  
i n v e r s e s .  Also t h e  u p d a t i n g  o f  t h e  f a c t o r i z e d  r e p r e -  
s e n t a t i o n  o f  t h e  i n v e r s e  s i m p l i f i e s  c o n s i d e r a b l y  i n  
t h e  absence  o f  c o u p l i n g  columns ( s e e  F i g .  2 i n  s e c t i o n  
3 . 4 ) .  T h i s  s u g g e s t s  a  s p e c i a l  t r e a t m e n t  f o r  c o u p l i n g  
columns. 
4 )  Savings  o c c u r  a l s o  i n  t o t a l  t ime s p e n t  i n  i n v e r s i o n s ,  
s i n c e  on t h e  ave rage  s m a l l e r  m a t r i c e s  w i l l  be i n v e r t e d  
and t h e  number of i n v e r s i o n s ,  n o t  coun t ing  those  of t h e  
Working B a s i s ,  w i l l  remain roughly  t h e  same. 
With t h e s e  p o i n t s  i n  mind we f i r s t  t u r n  t o  deve lop  an  e f -  
f i c i e n t  s t r a t e g y  f o r  t h e  b lock -angu la r  l i n e a r  problem w i t h  
c o u p l i n g  c o n s t r a i n t s  on ly .  
3 .4.  A S t r a t e g y  f o r  Block-Angular L i n e a r  Problems wi th  Coupling 
C o n s t r a i n t s  
I n  c o n t r a s t  t o  b lock  columns, coup l ing  columns r e q u i r e  
t h e  use  o f  a l l  b lock  i n v e r s e s  bo th  f o r  t h e  backward and f o r  t h e  
forward  t r a n s f o r m a t i o n .  They a l s o  t e n d  t o  i n c r e a s e  t h e  s i z e  o f  
t h e  Working B a s i s  and t o  compl i ca t e  t h e  u p d a t i n g  p rocedure .  F o r  
a l l  t h e s e  reas 'ons t hey  s h o u l d  b e  t r e a t e d  d i f f e r e n t l y :  f o r  i n -  
s t a n c e ,  t o  c o n s i d e r  them a s  c a n d i d a t e s  t o  e n t e r  t h e  b a s i s  and t o  
p r i c e  them o u t  on ly  when no improvements can be  made w i t h  b lock  
v a r i a b l e s ,  o r  t o  t r e a t  them a s  f i x e d  pa rame te r s  whenever p o s s i b l e .  
Hence t h e  s t r a t e g y  f o r  t h e  s p e c i a l  c a s e  o f  a  b lock -angu la r  
problem wi th  c o u p l i n g  c o n s t r a i n t s  w i l l  p l ay  an i m p o r t a n t  r o l e  i n  
t h a t  o f  t h e  more g e n e r a l  problem P. 
3.4-1 S i m p l i f i c a t i o n s  i n  t h e  Updating Procedure  
S ince  t h e r e  a r e  no c o u p l i n g  columns i n  t h i s  c a s e  a l l  va- 
r i a b l e s  a r e  o f  Type A and t h e  u p d a t i n g  procedure  g i v e n  i n  F i g .  1 
r educes  t o  t h a t  i n  F i g .  2 .  There  a r e  now only  t h r e e  u p d a t i n g  
c a s e s  which depend e x c l u s i v e l y  on t h e  p o s i t i o n  o f  t h e  o u t g o i n g  
v a r i a b l e  i n  t h e  b a s i s .  Also  s i n c e  t h e  Wo~.king B a s i s  i n c l u d e s  
FIGURE 2 
I n f o r m a t i o n  Flow-sheet o f  Updat ing  Procedure  
f o r  Block-Angular L i n e a r  Problems wi th  
Coupl ing  C o n s t r a i n t s  
y e s  
no 
T 
Replace OC d i r e c t l y  i n  
i t s  b l o c k  b a s i s .  Update 
b l o c k  i n v e r s e  an  V m a t r i x  
i n  u s u a l  way. WB does 
n o t  change.  
T 
Exchange OC wi th  a 
column i n  WB as i n  
theorem 3 ,  i . e .  upda t e  
WB i n v e r s e  by row e t a  
and b lock  i n v e r s e  o f  OC 
and V ' m a t ~ i x  i n  t h e  
u s u a l  way. 
T 1 
Replace OC i n  WB. Update i t s  
i n v e r s e  by column e t a .  Replace  
column i n  V 
a l l  common rows, and a s  a  consequence o f  Lemma 2, f o r  t h i s  c a s e  
we have  t h a t  t h e  Working B a s i s  w i l l  have c o n s t a n t  s i z e  mo x mo. 
3.4-2 S t r a t e g y  Cons ide ra t i ons .  
Dual and pa rame t r i c  s t r a t e g i e s  f o r  b lock -angu la r  l i n e a r  
problems w i t h  c o u p l i n g  c o n s t r a i n t s  ( s e e  s e c t i o n  4 . 1 )  a r e  based  
o n  t h e  o b s e r v a t i o n  t h a t  i f  a l l  b l o c k s  a r e  i ndependen t ly  sub-. 
op t imized  a t  t h e  beg inn ing  t h e n  t h e  r e s u l t i n g  s o l u t i o n  i s  d u a l  
f e a s i b l e  f o r  t h e  o v e r a l l  problem. Hence t h e  f i r s t  s t e p  i n  t h e s e  
methods i s  t o  sub-opt imize  a l l  b l o c k s .  
On t h e  o t h e r  hand,  i n  o r d e r  t o  make f u l l  u s e  o f  t h e  r e -  
d u c t i o n  i n  computa t ions  and d a t a  t r a n s f e r  i n  t h e  backward t r a n s -  
f o r m a t i o n  f o r  p r i m a l  s t r a t e g i e s  when u s i n g  GBBF, i t  i s  n e c e s s a r y  
t o  have a l l  b l o c k s  f e a s i b l e .  
A l t e r n a t i v e l y  we c o u l d  sub -op t imize  them on t h e  h e u r i s t i c  
t h a t  l a t e r  we c o u l d  approach f e a s i b i l i t y  i n  t h e  common rows 
"from above" ( i n  t h e  maximizing c a s e )  and c o u l d  e x p e c t  t o  a r r i v e  
a t  t h e  f e a s i b l e  r e g i o n  w i t h  a  h i g h e r  va lue  o f  t h e  o b j e c t i v e  func-  
t i o n ,  and hence would have fewer i t e r a t i o n s  i n  Phase 2 .  Pr imal  
s t r a t e g i e s  o f f e r  t h e  f o l l o w i n g  advan tages  d u r i n g  t h i s  f i r s t  s t e p :  
1) They do no t  r e q u i r e  a  d u a l  f e a s i b l e  s o l u t i o n  a f t e r  
s o l v i n g  a l l  b l o c k s ,  a l l o w i n g  us  t o  s t o p  b e f o r e  r each -  
i n g  o p t i m a l i t y  i f  t h i s  i s  c o n s i d e r e d  conven ien t  t o  
s a v e  i t e r a t i o n s .  
2 )  For  t h e  same r e a s o n  they  do n o t  r e q u i r e  any s p e c i a l  
t r e a t m e n t  i f  some b l o c k  h a s  an unbounded s o l u t i o n  o r  
i f  t h e  m a t r i x  D # 0 ( s e e  problem P i n  2 . 1 ) .  0 
A f t e r  t h i s  f i r s t  s t e p  p r i m a l  s t r a t e g i e s  have t h e  advan- 
t a g e  o f  a l l o w i n g  s a v i n g s  i n  BTRAN i f  we make u s e  o f  p a r t i a l  p r i c -  
i ng .  S i n c e  f o r  l a r g e  problems p a r t i a l  p r i c i n g  i s  d e s i r a b l e  t o  
reduce  o v e r a l l  computa t ion  t ime ,  t h e  added b e n e f i t s  o f  r e d u c i n g  
t h e  amounts o f  d a t a  and of  computa t ions  r e q u i r e d  i n  t h e  backward 
t r a n s f o r m a t i o n  make i t  even more a t t r a c t i v e  h e r e .  We w i l l  r e f e r  
t o  t h e  u se  o f  t h e  p a r t i a l  p r i c i n g  t echn ique  a p p l i e d  t o  t h e  c o l -  
umns o f  a b l o c k  as t h e  P a r t i a l  Block P r i c i n g  s t r a t e g y ,  o r  PBP 
f o r  s h o r t .  
The above c o n s i d e r a t i o n s  l e a d  t o  t h e  f o l l o w i n g  two-s tep  
p r i m a l  s t r a t e g y  : 
S t e p  1: Optimize a l l  b lock  problems ( a l t e r n a t i v e l y  s t o p  once 
f e a s i b i l i t y  i s  r e a c h e d ) .  I f  some b lock  has  no f e a s i b l e  s o l u t i o n  
STOP, t h e  whole problem i s  i n f e a s i b l e .  Otherwise  p roceed  t o  
S t e p  2 .  
S t e p  2 :  Use t h e  p a r t i a l  b l o c k - p r i c i n g  s t r a t e g y  t o  t a k e  advan tage  
of  t h e  s a v i n g s  i n  BTRAN t h a t  a r e  made p o s s i b l e  by t h e  f a c t o r i z e d  
r e p r e s e n t a t i o n  of  t h e  i n v e r s e .  Th i s  s t e p  t e r m i n a t e s  i n  one of  
t h e  u s u a l  p r ima l  t e r m i n a t i o n  s t a t e s ,  i . e .  no f e a s i b l e  s o l u t i o n ,  
unbounded s o l u t i o n  o r  o p t i m a l  s o l u t i o n .  
3 . 4 3  Exper imenta l  R e s u l t s  
The above two-s tep  s t r a t e g y  f o r  b lock -angu la r  l i n e a r  prob- 
lems w i t h  c o u p l i n g  c o n s t r a i n t s  h a s  been coded i n  FORTRAN I V  i n  
a program c a l l e d  G-GUB. P r e l i m i n a r y  expe r imen ta l  r e s u l t s  look  
p r o m i s i n g  and a r e  r e p o r t e d  i n  [38]. I n  Appendix A we g i v e  a  
more d e t a i l e d  f low-shee t  o f  t h e  a l g o r i t h m  r e s u l t i n g  from t h e  
a p p l i c a t i o n  o f  t h e  above two-s tep  s t r a t e g y  and reproduce  some 
o f  t h e  r e s u l t s  i n  [3q. 
I n  t h e  fo l lowing  we w i l l  r e f e r  t o  t h i s  a l g o r i t h m  a s  t h e  
Coupl ing  C o n s t r a i n t s  Algor i thm ( o r  CCA  f o r  s h o r t ) .  Fo r  o t h e r  
s t r a t e g i e s  f o r  b lock -angu la r  l i n e a r  problems w i t h  c o u p l i n g  
c o n s t r a i n t s  s e e  s e c t i o n  4 .1 .  
3.5. A S t r a t e g y  f o r  t h e  Genera l  Problem 
P r i c i n g  o u t  and u p d a t i n g  coup l ing  columns r e q u i r e s  i n  
g e n e r a l  t h e  u se  o f  k  b lock  i n v e r s e s  i n s t e a d  o f  one.  They a l s o  
t e n d  t o  i n c r e a s e  t h e  s i z e  of  t h e  Working Bas i s  and t o  compl i ca t e  
t h e  u p d a t i n g  o f  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e .  
To ampl i fy  t h e s e  p o i n t s  f u r t h e r : :  
a )  From Lemma 2 ,  i f  t h e r e  a r e  mB c o u p l i n g  v a r i a b l e s  i n  
t h e  b a s i s  t h e n  mo + mB i s  an upper  bound on t h e  s i z e  
o f  t h e  Working B a s i s .  Thus, t h e  fewer  c o u p l i n g  
v a r i a b l e s  i n  t h e  b a s i s ,  t h e  s m a l l e r  i s  t h i s  upper  
bound e s t i m a t e .  
b )  When t h e  s i z e  o f  t h e  Working Bas i s  i n c r e a s e s ,  
s o  does t h e  number o f  columns i n  t h e  V m a t r i x .  
Moreover, e ach  Type B  column ( c o u p l i n g  column) can  
have non-zeros i n  a l l  rows o f  V a s  compared t o  Type 
A2 columns which can  have non-zeros only  i n  rows o f  
V be long ing  t o  t h e i r  own b lock .  Thus, t h e  h i g h e r  
t h e  number of  c o u p l i n g  v a r i a b l e s  i n  t h e  b a s i s ,  
t h e  h igher  the  number of opera t ions  r e q u i r e d  t o  
update a  vec to r .  
c )  A comparison of  Figures 1 and 2 shows t h a t  t h e  work 
t o  update the  f a c t o r i z e d  r e p r e s e n t a t i o n  of  t h e  
inverse  can be expected t o  be more s u b s t a n t i a l  when 
t h e r e  a r e  coupl ing v a r i a b l e s  i n  t h e  b a s i s .  
Thus we conclude:  
1 )  P r i c i n g  out  and updat ing a  coupl ing column t o  
. .. 
in t roduce  i t  t o  t h e  b a s i s  r e q d i r e s  more work than  
f o r  a  block column, s i n c e  t h e  f u l l  I1 v e c t o r  i s  
needed f o r  p r i c i n g  and hence a l l  b lock inverses  have 
t o  be used dur ing  t h e  backward and forward t r a n s f o r -  
mat ions .  
2 )  Having coupl ing columns i n  t h e  b a s i s  i n c r e a s e s  t h e  
work pe r  i t e r a t i o n  even when p r i c i n g  out  only block 
v a r i a b l e s  by a ) ,  b )  and c )  above. 
From t h e s e  cons ide ra t ions  evolves t h e  genera l  philosophy 
"do not  touch t h e  coupl ing columns u n t i l  i t  becomes necessary" .  
That i s ,  reduce the  genera l  problem P t o  one wi th  only coupl ing 
c o n s t r a i n t s  by cons ide r ing  t h e  coupl ing v a r i a b l e s  y  f i x e d  a t  
some va lue ,  and use C C A  t o  s o l v e  i t .  Only then  r e l a x  t h e  
r e s t r i c t i o n s  on y .  
The hope i s  t h a t  most of t h e  work can be done wi thout  
us ing t h e  coupl ing v a r i a b l e s  and t h a t  they w i l l  e n t e r  the  game 
only a t  t h e  end f o r  r e l a t i v e l y  few i t e r a t i o n s .  This  i s  probably 
t h e  case  i n  many l a r g e  a p p l i c a t i o n s ,  where from knowledge of the  
problem i t  i s  p o s s i b l e  t o  s p e c i f y  a  value  of y  f o r  which t h e  
whole problem has  a  f e a s i b l e  s o l u t i o n ,  and t h e n  a l l  o f  Phase 1 
and most o f  Phase 2  can be  done u s i n g  CCA. 
3.5-1 Genera l  S t r a t e g y  
Repea t ed ly ,  i n  t h e  Genera l  Algor i thm t h a t  w i l l  b e  p r e s e n t e d  
i n  3.5-2, t h e  v a l u e s  o f  y  w i l l  be f i x e d  a s  a  pa rame te r  t o  r educe  
problem P t o  one w i t h  c o u p l i n g  c o n s t r a i n t s  o n l y .  Whenever i t  is  
n o t  p o s s i b l e  t o  keep t h e  v a l u e s  o f  y  f i x e d  any more we w i l l  use 
t h e  f o l l o w i n g  Genera l  S t r a t e g y ,  o r  GS f o r  s h o r t :  
S t e p  1: Relax  r e s t r i c t i o n s  on y .  I f  some component o f  y  was 
f i x e d  a t  some f e a s i b l e  v a l u e  d i f f e r e n t  from i t s  bounds,  i n t r o d u c e  
i t  t o  t h e  b a s i s  by i n c r e a s i n g  i t s  v a l u e  i f  t h i s  improves t h e  
v a l u e  o f  t h e  o b j e c t i v e  f u n c t i o n ,  o r  by d e c r e a s i n g  i t  o t h e r w i s e ,  
u s i n g  t h e  u s u a l  p r i m a l  s implex c r i t e r i a  t o  de t e rmine  t h e  ou t -  
g o i n g  v a r i a b l e .  
S t e p  2 :  Optimize t h e  o b j e c t i v e  f u n c t i o n  u s i n g  t h e  PBP s t r a t e g y  
t o  s e l e c t  t h e  incoming v a r i a b l e  ( f o r  t h i s  purpose  c o n s i d e r  
c o u p l i n g  columns a s  a  b lock  k + l ) .  
3.5-2 A Genera l  Algor i thm 
A l l  t h e  p r e v i o u s  c o n s i d e r a t i o n s  l e a d  t o  t h e  f o l l o w i n g  
Genera l  Algor i thm,  whose f low-shee t  i s  given  i n  F i g u r e  3: 
S t e p  0 :  F i x  t h e  c o u p l i n g  v a r i a b l e s  a t  a  v a l u e  y  = yo. I f  a  
v a l u e  o f  y  i s  known f o r  which t h e  whole problem i s  f e a s i b l e  i t  
can be used  a s  yo. Otherwise  an  a r b i t a r y  va lue  between i t s  
bounds can  be t a k e n .  
S t e p  1: Minimize on each  b lock  t h e  sum o f  i n f e a s i b i l i t i e s .  If 
a l l  problems g e t  f e a s i b l e  go t o  S t e p  3.  E l s e  c o n t i n u e  t o  S t e p  2. 
S t e p  2:  Use t h e  Genera l  S t r a t e g y  t o  minimize t h e  sum o f  i n -  
f e a s i b i l i t i e s  f o r  b l o c k s  (common row c o n s t r a i n t s  s t i l l  r e l a x e d ) .  
I f  no f e a s i b l e  s o l u t i o n  i s  a t t a i n e d  STOP, t h e  whole problem i s  
i n f e a s i b l e .  E l s e  f i x  y  a t  i t s  c u r r e n t  v a l u e  and c o n t i n u e  t o  
S t e p  3. 
S t e p  3 :  Use t h e  Coupl ing  C o n s t r a i n t s  Algor i thm t o  minimize t h e  
sum o f  i n f e a s i b i l i t i e s  i n  t h e  common rows. I f  a  f e a s i b l e  
s o l u t i o n  i s  a t t a i n e d  go t o  S t e p  5.  E l s e  c o n t i n u e  t o  S t e p  4 .  
S t e p  4 :  Use t h e  Gene ra l  S t r a t e g y  t o  minimize t h e  sum o f  i n -  
f e a s i b i l i t i e s  i n  t h e  common rows. I f  no f e a s i b l e  s o l u t i o n  i s  
a t t a i n e d  STOP, t h e  whole problem i s  i n f e a s i b l e .  E l s e  f i x  y  
a t  i t s  c u r r e n t  va lue  and c o n t i n u e  t o  S t e p  5. 
S t e p  5 :  Use t h e  Coupl ing  C o n g t r a i n t s  A lgo r i t hm t o  minimize t h e  
o b j e c t i v e  f u n c t i o n .  I f  a n  unbo~unded s o l u t i o n  i s  encoun te red  
STOP, problem unbounded. E l s e  c o n t i n u e  t o  S t e p  6 .  
S t e p  6 :  Use t h e  Gene ra l  S t r a t e g y  t o  minimize t h e  o b j e c t i v e  
f u n c t i o n .  I f  a n  unbounded s o l u t i o n  i s  encoun te red  STOP, problem 
i s  unbounded. Otherwise  t h e  o p t i m a l  s o l u t i o n  i s  o b t a i n e d .  
3 . 5 -  Obse rva t ions  
The Genera l  Algor i thm h a s  been s t a t e d  i n  te rms  o f  a  
Gene ra l  S t r a t e g y  and t h e  Coupl ing  C o n s t r a i n t s  A lgo r i t hm w i t h  t h e  
f o l l o w i n g  i d e a s  i n  mind: 
1) The Genera l  S t r a t e g y  a s  s t a t e d  i n  3.5-1 i s  one 
s e n s i b l e  s t r a t e g y  t h a t  t a k e s  advantage  o f  t h e  
s t r u c t u r e  o f  t h e  problem by u s i n g  t h e  p a r t i a l  b lock  
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FIGURE 3-b 
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p r i c i n g  s t r a t e g y .  I f  i t  t u r n s  ou t  that b e t t e r  
r e s u l t s  can be o b t a i n e d  by u s i n g  a  d i f f e r e n t  
s t r a t e g y ,  f o r  example p r i c i n g  ou t  coup l ing  
v a r i a b l e s  on ly  when b l o c k  v a r i a b l e s  do n o t  supp ly  a 
c a n d i d a t e ,  o r  eve ry  t c y c l e s  f o r  t > 1, t h e n  it  can  
be  used as Genera l  S t r a t e g y  t o  t h e  b e n e f i t  o f  t h e  
Genera l  Algor i thm w i t h o u t  any o t h e r  m o d i f i c a t i o n .  
2 )  S i m i l a r l y ,  i f  a n  improved s t r a t e g y  i s  found f o r  t h e  
b lock -angu la r  l i n e a r  c a s e  w i t h  c o u p l i n g  c o n s t r a i n t s ,  
i t  can  be adop ted  f o r  t h e  CCA t o  t h e  advan tage  o f  t h e  
Genera l  Algor i thm.  
3 )  Not i ce  t h a t  i f  a  y  i s  known f o r  which t h e  whole problem 
P i s  f e a s i b l e ,  t h e n  t h e  method r educes  t o  t h e  Coupl ing  
C o n s t r a i n t s  Algor i thm fo l lowed by S t e p  6 .  Thus, when 
t h e r e  a r e  no c o u p l i n g  v a r i a b l e s  i t  r e d u c e s  t o  CCA. 
A t  t h e  end o f  Chapter  4 ,  a f t e r  a n a l y z i n g  o t h e r  p a r t i t i o n -  
and decomposi t ion  methods, f u r t h e r  s t r a t e g i e s  a r e  compared. 
3 . 6 .  R e p r e s e n t a t i o n  f o r  I n v e r s e  and V Mat r ix  
So f a r  on ly  some p roduc t  form r e p r e s e n t a t i o n  o f  t h e  
i n v e r s e  was assumed i n  d e s c r i b i n g  t h e  u p d a t i n g  o f  t h e  f a c t o r i z e d  
r e p r e s e n t a t i o n  of t h e  i n v e r s e .  T h i s  assumpt ion  was no t  n e c e s s a r y ;  
i t  was used only because  p roduc t  form r e p r e s e n t a t i o n s  have been 
found t o  be t h e  most e f f i c i e n t  ones f o r  g e n e r a l  l a r g e  s c a l e  
l i n e a r  problems,  and t h i s  a l l owed  us t o  speak  o f  t h e  u p d a t i n g  
o f  a n  i n v e r s e  i n  te rms  of  a d d i n g  a  column e t a  o r  a row e t a  t o  
i t s  r e p r e s e n t a t i o n ,  from which i t  i s  easy  t o  o b t a i n  an  i n t u i t i v e  
f e e l i n g  o f  t h e  r e l a t i v e  e f f o r t  r e q u i r e d  t o  m a i n t a i n  and t o  c a r r y  
an i n v e r s e .  
Thus f o r  ' e ach  b a s i s  we can  use t h e  r e p r e s e n t a t i o n  t h a t  
g i v e s  t h e  b e s t  r e s u l t s  f o r  i t s  i n v e r s e .  F o r  g e n e r a l  s p a r s e  b a s i s ' s  
and L-U f a c t o r i z a t i o n  i n v e r s i o n  w i t h  t h e  u s e  o f  t h e  Fo r r e s t -Toml in  
u p d a t i n g  method f o r  t h e  t r i a n g u l a r  f a c t o r s  ( s e e  [ 1 4 ]  ) seem t o  
g i v e  t h e  most economic r e p r e s e n t a t i o n ,  and hence  i t  seems t o  be  
t h e  one t o  use  f o r  b lock  i n v e r s e s .  
I n  c e r t a i n  c a s e s  though,  some o r  a l l  o f  t h e  b l o c k s  may 
have s p e c i a l  s t r u c t u r e  which we can  t a k e  advan t age  o f .  Fo r  
i n s t a n c e ,  i f  some b l o c k  co r r e sponds  t o  a  ne twork ,  e a c h  b a s i s  
w i l l  b e  a  t r e e  and we do  n o t  have t o  keep an  i n v e r s e ;  i t  s u f f i c e s  
t o  keep  a  s e t  o f  p o i n t e r s  t h a t  a l l o w  u s  t o  r e c o n s t r u c t  t h e  t r e e  
[7] .  Tha t  i s ,  t h e  GBBF approach  n o t  on ly  g i v e s  us  t h e  advan t ages  
o f  a  r educed  BTRAN and FTRAN, b u t  a l s o  a l l o w s  u s  t o  t a k e  advan- 
t a g e  o f  t h e  s p e c i a l  s t r u c t u r e  o f  e ach  b l o c k .  
The Working B a s i s  can be expec t ed  i n  g e n e r a l  t o  be more 
dense  t h a n  t h e  o r i g i n a l  m a t r i x .  Also i t s  s i z e  may va ry  from one 
i t e r a t i o n  t o  t h e  n e x t  and b o t h  row and column e l emen ta ry  m a t r i c e s  
may be  r e q u i r e d  t o  upda t e  i t s  i n v e r s e .  Hence t h e  For res t -Toml in  
method canno t  be used .  I f  t h e  Working B a s i s  i s  very  dense ,  a n  
e x p l i c i t  i n v e r s e  ( s e e  [7])  w i l l  be  b e s t .  Otherwise  an L-U 
f a c t o r i z a t i o n  fo l l owed  by p r o d u c t  form u p d a t e s  can be used .  Fo r  
t h e  l a t t e r  t h e  f o l l o w i n g  c o n d i t i o n s  w i l l  keep t h e  d e n s i t y  from 
g e t t i n g  t o o  h i g h :  
1 )  A f a i r  p r o p o r t i o n  o f  v e c t o r s  i n  t h e  Working B a s i s  can 
be e x p e c t e d  t o  c o n s i s t  o f  common row s l a c k s  and of 
o th . e r  c o l ~ m s  i n  Do ( s e e  probxem P ) .  
2 )  Common rows w i l l  c o n s i s t  o f  rows wi.th non-zeros i n  
more t h a n  one b lock ,  b u t  no t  n e c e s s a r i l y  i n  a l l .  
Columns be long ing  t o  a  b l o c k  hav ing  on ly  z e r o s  i n  a  
common row do n o t  c o n t r i b u t e  i n  t h a t  row a  non-zero 
t o  t h e  Working B a s i s .  The same i s  t r u e  i f  a l l  columns 
o f  a  b lock  hav ing  non-zero i n  a  g i v e n  common row a r e  
non-bas ic ,  and even  i f  some a r e  b a s i c ,  t h e r e  i s  a  
c e r t a i n  p r o b a b i l i t y  t h a t  i t  may s t i l l  be s o .  
h 
3 )  From Theorem 1 f o r  a  minimal Working Bas i s  UA = 0 .  
Bes ides  t h e s e  t h r e e  p o i n t s  t h e r e  a r e  a l s o  some programming 
c o n s i d e r a t i o n s  t h a t  make i t  advantageous  t o  u se  a  p r o d u c t  form 
r e p r e s e n t a t i o n  f o r  t h e  Working B a s i s  i n v e r s e :  i t  i s  p o s s i b l e  t o  
use  e s s e n t i a l l y  t h e  same INVERT, BTRAN and FTRAN s u b r o u t i n e s  f o r  
Working B a s i s  and b lock  i n v e r s e s .  
As f o r  t h e  V m a t r i x ,  f rom ( 2 . 1 1 )  
- 1 Hence i t  i s  n o t  mandatory t o  s t o r e  V ,  s i n c e  i n  BN and 
BwO we have a l l  t h e  i n f o r m a t i o n  needed t o  c a r r y  ou t  t h e  computa- 
t i o n s  i n v o l v i n g  V .  In BTRAN V i s  no t  needed anyhow when a l l  t h e  
v a r i a b l e s  n o t  i n  t h e  Working B a s i s  a r e  f e a s i b l e ,  and s o  i n  t h i s  
c a s e  i t  would make no d i f f e r e n c e  whether  we have s t o r e d  V o r  n o t .  I n  
FTRAN on t h e  c o n t r a r y  a l l  t h e  b l o c k  i n v e r s e s  would be  r e q u i r e d  
i n  t h e  l a s t  p a r t  o f  it which i n v o l v e s  V. Th i s  i s  o n l y  j u s t i f i e d  
i n  c a s e  t h e  number of non-zeros i n  a l l  b lock  i n v e r s e s  i s  
l e s s  t h a n  t h a t  i n  V. Th i s  would p robab ly  mean t h a t  t h e  s i z e  o f  
t h e  Working Bas i s  i s  l a r g e ,  s i n c e  t h e  number o f  columns i n  V  
e q u a l s  t h a t  i n  t h e  Working B a s i s ,  and t h e  advan tages  o f  u s i n g  
t h e  GBBF approach  a r e  r educed  w i t h  r e s p e c t  t o  a  g e n e r a l  method. 
Hence f o r  problems where i t  i s  advantageous  t o  u s e  t h e  GBBF 
approach ,  i . e .  t h o s e  l e a d i n g  t o  a  Working B a s i s  w i th  a  r e l a t i v e l y  
small s i z e ,  i t  i s  b e t t e r  t o  s t o r e  V  ( i . e .  s t o r e  t h e  non-zeros  
o f  V). 
R e c a l l  t h a t  i n  u p d a t i n g  an  incoming column d  we c a l c u l a t e  
f i r s t  
,. CI 
where dw i s  t h e  r e s t r i c t i o n  o f  d  t o  rows i n  t h e  Working B a s i s .  
S i n c e  t h i s  i n f o r m a t i o n  i s  a l r e a d y  a v a i l a b l e  i t  seems conven ien t  
A 
t o  s t o r e  t h e  whole updated  v e c t o r  d .  T h i s  way we a l s o  have 
a v a i l a b l e  t h e  v e c t o r s  forming  t h e  Working B a s i s  and i t  i s  n o t  
n e c e s s a r y  t o  recompute them eve ry  t ime  we want t o  i n v e r t  i t .  
A l l  t h a t  i s  r e q u i r e d  i s  a  f l a g  t h a t  t e l l s  us  which rows a r e  i n  
t h e  WB and which ones  a r e  n o t .  
I n  c a s e s  where s t o r a g e  r e s t r i c t i o n s  do n o t  a l l ow  s t o r i n g  
V, i n  a d d i t i o n  t o  a  h i g h e r  compu ta t iona l  e f f o r t  i n  FTRAN i t  
becomes n e c e s s a r y  t o  g e n e r a t e  t h e  row o f  V which cor respond t o  t h e  
p i v o t  row and which i s  r e q u i r e d  i n  t h e  u p d a t i n g  p rocedure .  A s  
can  be  r e a d i l y  s een  from ( 2 . 1 1 )  t h i s  i s  e q u i v a l e n t  t o  BTRAN 
u s i n g  t h e  b l o c k  i n v e r s e  o f  t h e  o u t g o i n g  v a r i a b l e  p l u s  p r i c i n g  
o u t  t h e  columns i n  t h e  Working B a s i s  w i t h  t h e  ITr t h u s  c a l c u l a t e d .  
3.7. O the r  Cons ide ra t i ons  
Up t o  now we have i m p l i c i t l y  assumed t h e  use  o f  t h e  most 
n e g a t i v e  reduced  c o s t  a s  t h e  c r i t e r i o n  f o r  s e l e c t i n g  t h e  column 
t o  e n t e r  t h e  b a s i s  among t h o s e  t h a t  were p r i c e d  o u t .  Of c o u r s e  
o t h e r  c r i t e r i a  and t e c h n i q u e s  w ide ly  used i n  t h e  p r i m a l  Simplex 
Method a r e  a l s o  p o s s i b l e  h e r e ;  s o  f o r  i n s t a n c e  m u l t i p l e  p r i c i n g  
[301, i . e .  where a t  e ach  p r i c i n g  o p e r a t i o n  t h e  k  columns hav ing  
t h e  most n e g a t i v e  reduced c o s t  among t h o s e  p r i c e d  o u t  a r e  s e l e c t e d  
as c a n d i d a t e s  and updated ,  and  a r e  'hen used i n  a sub- 
o p t i m i z a t i o n  where t h e  g r e a t e s t  change r u l e  i s  a p p l i e d  t o  
de t e rmine  t h e  column t o  e n t e r  t h e  b a s i s .  
There  a r e  a l s o  o t h e r  c r i t e r i a  which do no t  l ook  good i n  
g e n e r a l ,  b u t  look  p romis ing  when p a r t  o f  a  GBBF approach .  These 
w i l l  be examined i n  more d e t a i l  i n  Chapter  4 ,  e s p e c i a l l y  i n  
S e c t i o n  4.1-5. 
CHAPTER 4  
A UNIFYING APPROACH TO PARTITIONING 
AND DECOMPOSITION METHODS 
General  Block-Angular Basis  F a c t o r i z a t i o n  a l lows us t o  
un i fy  e x i s t i n g  P a r t i t i o n i n g  and Decomposition methods (no t  
based on t h e  Dant zig-Wolfe decomposition p r i n c i p l e  ) f o r  s o l v i n g  
block-angular  l i n e a r  problems. I n  essence a l l  o f  them can be 
viewed a s  t h e  Simplex Method us ing  t h e  QBBF r e p r e s e n t a t i o n  f o r  
t h e  i n v e r s e ,  and d i f f e r i n g  on t h e  s t r a t e g y  a s  t o  t h e  v e c t o r  
p a i r  s e l e c t e d  t o  e n t e r  and t o  l eave  t h e  b a s i s .  
For  each method we w i l l  r e f e r  t o  t h e  a p p r o p r i a t e  p l a c e  
i n . : t h e  l i t e r a t u r e  f i r  i t s  d e t a i l e d  d e s c r i p t i o n ,  and s t a t e  i t  
here  only i n  terms of t h e  p ivo t  s t r a t e g y  i t  uses .  When necessary  
we w i l l  expand somewhat on a l t e r n a t i v e  ways of implementing them. 
We w i l l  f i r s t  cons ide r  b lock-angular  l i n e a r  problems wi th  
coup l ing  c o n s t r a i n t s ,  then  those  with coupling v a r i a b l e s  and 
f i n a l l y  those  with both coupling c o n s t r a i n t s  and v a r i a b l e s .  
4.1. Block-Angular Linear  l roblems wi th  Coupling C o n s t r a i n t s  
As was d i scussed '  i n  3.4-1, i n  t h i s  case  t h e  Working 
Basis  i s  always of  cons tan t  s i z e  mo x  mo, and t h e  upda t ing  
procedure f o r  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  of t h e  i n v e r s e  
s i m p l i f i e s  t o  t h a t  i n  F i g u r e  2 because  o f  t h e  absence  o f  Type B  
v a r i a b l e s .  Many " P a r t i t i o n i n g "  o r  ' 'Decomposition" methods have 
been  proposed  o v e r  t h e  y e a r s  f o r  t h i s  c l a s s  of  problem. We 
w i l l  now a n a l y z e  them t o  i d e n t i f y  t h e i r  s t r a t e g y  i n  t h e  Simplex 
Method u s i n g  GBBF ( b u t  n o t  n e c e s s a r i l y  i n  t h e  o r d e r  i n  which 
t h e y  were f i r s t  p r e s e n t e d ) .  A t  t h e  end o f  t h e  s e c t i o n  we l o o k  
a t  some new s t r a t e g i e s  which can  be implemented e f f i c i e n t l y  
when u s i n g  t h e  GBBF approach  i n  t h e  Simplex Method. 
4.1-1 P r ima l  Simplex S t r a t e g y :  Methods o f  Kaul r221, 
Benne t t  r4] and MUller-Mehrbach [27]. 
A l l  t h r e e  a u t h o r s  proposed  t h e i r  methods i ndependen t ly  
abou t  t h e  same t ime .  K a u l l s  method i s  b e t t e r  known a s  Genera l -  
i z e d  GUB ( s h o r t  f o r  Gene ra l i zed  Gene ra l i zed  Upper Bounding I 2 2 1  ) ,  
and MUller-Mehrbachls a s  t h e  Method o f  D i r e c t  Decomposi t ion [27]. 
There  a r e  s l i g h t  v a r i a t i o n s  i n  t h e i r  methods, b u t  a l l  cor respond 
t o  t h e  GBBF Simplex Method u s i n g  t h e  u s u a l  p r i m a l  s t r a t e g y  of 
i n t r o d u c i n g  i n t o  t h e  b a s i s  t h e  column w i t h  t h e  most n e g a t i v e  
reduced  c o s t ,  and hence l e a d i n g  " t o  t h e  same s o l u t i o n  p a t h  a s  
t h e  Simplex Method" [22f, [27]. 
4.1-2 
We can  d i s t i n g u i s h  t h r e e  s t e p s  i n  t h e  o v e r a l l  s t r a t e g y  
o f  Rosen ' s  method: 
S t e p  1: Solve  a l l  b l o c k  problems t o  o p t i m a l i t y .  I f  some b l o c k  
i s  i n f e a s i b l e  STOP, t h e  whole problem i s  i n f e a s i b l e .  E l s e  go 
t o  S t e p  2 .  
S t e p  2 :  Relax  t h e  n o n - n e g a t i v i t y  c o n s t r a i n t s  on v a r i a b l e s  i n  
t h e  b l o c k  b a s i s ' s .  So lve  t h e  r e l a x e d  prob lem.  I f  t h e  s o l u t i o n  i s  
i n f e a s i b l e  STOP, t h e  prob lem i s  i n f e a s i b l e .  E l s e  go t o  S t e p  3 .  
S t e p  3 :  Check whe the r  t h e  r e l a x e d  n o n - n e g a t i v i t y  c o n s t r a i n t s  a r e  
s a t i s f i e d .  If s o  STOP, t h e  s o l u t i o n  i s  o p t i m a l .  E l s e  r e a r r a n g e  
v a r i a b l e s  between b l o c k s  and  Working B a s i s  a s  shown i n  Rosen 
[32] f o r  a t  l e a s t  one b l o c k  h a v i n g  a  v a r i a b l e  n o t  s a t i s f y i n g  
t h e  n o n - n e g a t i v i t y  c o n s t r a i n t s .  T h i s  way a t  l e a s t  one  i n f e a s i b l e  
v a r i a b l e  i s  exchanged  t o  t h e  Working B a s i s .  R e t u r n  t o  S t e p  2 .  
O b s e r v a t i o n s  : 
1 )  The v a l i d i t y  o f  t h e  above  s t r a t e g y  was p r o v e n  by 
Rosen i n  [ 3 2 ] .  It f o l l o w s  a l s o  f rom t h e  r e l a x a t i o n  
s t r a t e g y  i n  G e o f f r i o n  1161 ( s e e  a l s o  Lasdon [241 1, 
o f  which t h i s  i s  a  s p e c i a l  c a s e .  
2 )  N o t i c e  t h a t  t h e  r e l a x e d  prob lem i n  S t e p  2 c o u l d  
be  unbounded even  though  t h e  whole prob lem is  n o t .  
To a v o i d  t h i s  a  bounding  row making t h e  sum o f  a l l  
v a r i a b l e s  l e s s  o r  e q u a l  t o  a  ve ry  l a r g e  number i s  
added t o  t h e  common rows .  I f  t h i s  c o n s t r a i n t  i s  
b i n d i n g  i n  a n  o p t i m a l  s o l u t i o n  t h e  whole prob lem i s  
d e c l a r e d  t o  be unbounded. 
3 )  N o t i c e  t h a t ' a t  t h e  end o f  S t e p  2 t h e  s o l u t i o n  i s  d u a l  
f e a s i b l e  f o r  t h e  whole problem, and a f t e r  r e t u r n i n g  
f rom S t e p  3 a t  l e a s t  one p r e v i o u s l y  v i o l a t e d  non- 
n e g a t i v i t y  c o n s t r a i n t  i s  e n f o r c e d .  Thus t h e  s o l u t i o n s  
i n  S t e p  2 fo rm a  non -dec rea s ing  s equence  o f  l ower  
bounds t o  t h e  prob lem ( a s suming  we a r e  m i n i m i z i n g ) .  
4 )  Rosen D2] s u g g e s t s  u s i n g  a  p r ima l  s t r a t e g y  i n  
S t e p  2. I n  t h i s  c a s e  we can  t a k e  advan tage  o f  t h e  
s a v i n g s  i n  BTRAN w i t h  t h e  PBP s t r a t e g y .  A p r i m a l  
approach a l s o  a l l o w s  us t o  hand le  t h e  s i t u a t i o n  
when some b lock  problem i s  unbounded w i t h o u t  a d d i n g  
a  bounding c o n s t r a i n t  t o  i t .  Othe r  a u t h o r s  have  
sugges t ed  u s i n g  a  d u a l  approach  ( s e e  G r i g o r i a d i s  
l17] ) ,  i n  which c a s e  PBP cou ld  n o t  b e  used ,  and a  
bounding row would have t o  be  added t o  any un- 
bounded problem. 
5) Not i ce  t h a t  a l l  t h e  p i v o t i n g  i n  S t e p  2  o c c u r s  i n  
t h e  common rows,  i . e .  t h e  o u t g o i n g  column always 
be longs  t o  t h e  WB, l e a d i n g '  t o  t h e  e a s i e s t  upda t e  
s i t u a t i o n  ( s e e  F i g .  2 ) .  T h i s  i s  a  consequence o f  
b 
r e l a x i n g  t h e  n o n - n e g a t i v i t y  c o n s t r a i n t s  on v a r i a b l e s  
i n  t h e  b lock  b a s i s ' s .  It  a l s o  i m p l i e s  t h a t  i t  i s  not  
n e c e s s a r y  t o  comple t e ly  upda te  t h e  incoming column 
on t h e s e  rows. That  i s ,  t h e  V m a t r i x  i s  n o t  
r e q u i r e d  i n  t h e  forward  t r a n s f o r m a t i o n .  
6 )  The d u a l  form o f  Rosenf s method i s  known a s  Gass f  
Dualp lex  Method ( s e e  4.2.21 . 
4.1-3 Primal-Dual  S t r a t e g y  : Balas  [I], Knowles [23] 
I n  t h i s  approach  a l l  b l o c k  problems a r e  f i r s t  o p t i m i z e d .  
T h i s  s o l u t i o n  i s  t h e n  d u a l  f e a s i b l e  f o r  t h e  whole problem, and 
p r i m a l  f e a s i b l e  excep t  p o s s i b l y  i n  t h e  common rows. The p r ima l -  
dua l  s t r a t e g y  i s  t h e n  employed t o  reduce  t h e  sum o f  
i n f e a s i b i l i t i e s  i n  t h e  common rows, m a i n t a i n i n g  a  d u a l  f e a s i b l e  
s o l u t i o n  f o r  t h e  whole problem. 
T h i s  s t r a t e g y  i s  i n t u i t i v e l y  a p p e a l i n g .  I t s  compu ta t iona l  
advan tages  w i l l  depend on how many non-basic  columns t h e r e  a r e  
on each  r e s t r i c t e d  p r i m a l ,  s i n c e  i f  t h e r e  i s  on ly  one,  t h e  e f f o r t  
p e r  i t e r a t i o n  i s  e s s e n t i a l l y  t h e  same as i n  a d u a l  method. On 
t h e  o t h e r  hand,  i f  t h e r e  a r e  many, most o f  t h e  work can  be 
expec t ed  t o  be  on t h e  p r i m a l  i t e r a t i o n s  of  t h e  r e s t r i c t e d  problem, 
and i n  t h i s  c a s e  we can  t a k e  advan tage  o f  t h e  s a v i n g s  i n  BTRAN 
w i t h  PBP. 
B a l a s  f i r s t  p r e s e n t e d  t h i s  a l g o r i t h m  as "An I n f e a s i b i l i t y  
P r i c i n g  Decomposi t ion Method f o r  L i n e a r  Programs (Ver s ion  A)" 
1 Knowles [231 l a t e r  wro te  a FORTRAN code f o r  a v e r s i o n  o f  
t h e  Algor i thm.  He o b t a i n e d  encourag ing  p r e l i m i n a r y  e x p e r i m e n t a l  
r e s u l t s .  
4 . 1 - 4  Dual and Pa rame t r i c  S t r a t e g i e s :  Ohse r281, 
Orchard-Hays [ 2 9 1  
Again a l l  b l o c k s  a r e  op t imized  f i r s t  i n  o r d e r  t o  o b t a i n  
a  d u a l  f e a s i b l e  s o l u t i o n  t o  t h e  whole problem which i s  p r i m a l  
i n f e a s i b l e  o n l y  i n  t h e  common rows. A c o n s t r a i n t  bounding t h e  
sum o f  t h e  v a r i a b l e s  t o  be l e s s  o r  e q u a l  t o  a  very  l a r g e  number 
has  t o  be added i n  c a s e  o f  unbounded subproblems.  
O h s e f s  Dual Method [28] t h e n  uses  t h e  u sua l  d u a l  s t r a t e g y  ( s e e  
[7? 1, t a k i n g  advantage  o f  t h e  r e d u c t i o n  i n  computa t ions  when 
u s i n g  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e  whenever t h e  
o u t g o i n g  v a r i a b l e  i s  b a s i c  i n  some b lock  and v, = 0  ( s e e  Lemma 3).  
7 0  
Any d u a l  p a r t i a l  p r i c i n g  scheme t o  s e l e c t  t h e  o u t g o i n g  v a r i a b l e  
can  b e  used .  Th i s  a l l o w s  some l e v e r a g e  a s  t o  what v a r i a b l e  t o  
s e l e c t  t o  l e a v e  t h e  b a s i c  s e t .  R e c a l l  t h a t  t h e  compu ta t iona l  
e f f o r t  t o  update  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e  
depends e x c l u s i v e l y  on t h e  p o s i t i o n  o f  t h e  o u t g o i n g  v a r i a b l e  
( s e e  3 . 4 - l ) ,  and hence i n  t h i s  method we can e x e r t  some i n f l u e n c e  
t o  f a l l  i n t o  t h e  e a s i e r  c a s e s .  
Orchard-Hays Block-Product Algor i thm [29] i s  a  p a r a m e t r i c  method. 
It m o d i f i e s  t h e  r i g h t  hand s i d e  o f  t h e  common rows t o  make t h e  
d u a l  f e a s i b l e  s o l u t i o n  o b t a i n e d  a f t e r  s o l v i n g  a l l  b lock  problems 
a l s o  p r i m a l  f e a s i b l e .  Then t h e  r i g h t  hand s i d e  o f  t h e  common 
rows i s  v a r i e d  p a r a m e t r i c a l l y  t o  i t s  o r i g i n a l  va lue .  
Bes ides  adding  bounding c o n s t r a i n t s  t o  hand le  unbounded 
b l o c k s ,  Orchard-Hays a l s o  shows how t o  g e t  a  d u a l  f e a s i b l e  
s o l u t i o n  when hav ing  non-uni t  v e c t o r s  i n  Do ( s e e  [29] ) .  T h i s ,  
same approach  can  be a p p l i e d  t o  t h e  Primal-Dual  and Dual methods 
when n e c e s s a r y .  
4.1-5 O the r  S t r a t e g i e s  
Among many o t h e r  p o s s i b l e  s t r a t e g i e s  we would l i k e  t o  
mention two v a r i a t i o n s  on p r ima l  s t r a t e g i e s .  
The P a r t i a l  Block P r i c i n g  (PBP) P r ima l  S t r a t e g y :  r e f e r r e d  t o  
a l r e a d y  i n  s e c t i o n  3.4-2 and used i n  t h e  Coupling C o n s t r a i n t s  
Algor i thm which has  g i v e n  encourag ing  r e s u l t s  on some t e s t  
problems ( s e e  Appendix A ) .  A l l  b lock  problems a r e  f i r s t  
op t imized  ( o r  made f e a s i b l e ) .  Th6,n t h e  PEP p r i m a l  S t r a t e g y  i s  
used t o  t a k e  advantage  o f  t h e  s a v i n g s  i n  t h e  backward 
t r a n s f o r m a t i o n  t h a t  it makes p o s s i b l e  when u s i n g  t h e  GBBF 
method. 
PBP w i t h  a  R a t i o  P r i c i n g  C r i t e r i a :  R a t i o  p r i c i n g  was proposed  
o r i g i n a l l y  by Markowitz ( s e e  D a n t z i g  [7] ) .  It r e q u i r e s  t a k i n g  
f o r  e ach  non-bas ic  column a  r a t i o  o f  i t s  upda t ed  c o e f f i c i e n t s  
i n  t h e  o b j e c t i v e  row and i n  t h e  i n f e a s i b i l i t y  row. Thus i n  t h e  
u s u a l  p r o d u c t  form methods two backward t r a n s f o r m a t  i o n s ,  one 
t o  o b t a i n  t h e  p r i c e s  on t h e  o b j e c t i v e  row, t h e  o t h e r  t h o s e  on t h e  
i n f e a s i b i l i t y  row, and two p r i c i n g  o p e r a t i o n s ,  one t o  upda t e  
t h e  c o e f f i c i e n t s  i n  t h e  o b j e c t i v e  row, t h e  o t h e r  t h o s e  i n  t h e  
i n f e a s i b i l i t y  row, a r e  n e c e s s a r y .  T h i s  makes t h e  c o m p u t a t i o n a l  
r e q u i r e m e n t s  e x c e s s i v e .  
I n  t h i s  c o n t e x t  a  somewhat modi f ied  r a t i o  p r i c i n g  r u l e  i s  
proposed ,  which can  be  implemented e f f i c i e n t l y  on b l o c k - a n g u l a r  
p roblems when t h e  GBBF approach  i s  used .  
Suppose t h a t  i n  Phase  1, f o r  column j , d .  is  t h e  reduced  J 
c o s t  f o r  t h e  min imiza t i on  o f  t h e  sum of  i n f e a s i b i l i t i e s ,  and 
C f o r  t h e  o b j e c t i v e  f u n c t i o n .  Then d e f i n e  j 
i . e .  t h e  s e t  o f  columns t h a t  would d e c r e a s e  t h e  sum o f  in -  
f e a s i b i l i t i e s  i f  i n t r o d u c e d  t o  t h e  b a s i s  ( 6  i s  t h e  0 t o l e r a n c e  
f o r  t h e  reduced  c o s t  i n  t h e  compu te r ) .  
The r a t i o  p r i c i n g  c z q i t e r i o n  sugges t feu  b y  PfTarkowitz i s  : 
i . e .  choose  t h a t  column t o  e n t e r  t h e  b a s i s  which, g i v e s  t h e  
maximum improvement i n  t h e  o b j e c t i v e  f u n c t i o n  p e r  u n i t  d e c r e a s e  
i n  t h e  sum o f  i n f e a s i b i l i t i e s .  
When s o l v i n g  b lock -angu la r  l i n e a r  problems w i t h  c o u p l i n g  
c o n s t r a i n t s ,  a f t e r  o p t i m i z i n g  a l l  b l o c k  problems,  we t h e n  have 
a  s o l u t i o n  which i s  d u a l  f e a s i b l e  ( u n l e s s  some b l o c k  g i v e s  an  
unbounded s o l u t i o n )  f o r  t h e  o v e r a l l  problem and p r i m a l  i n -  
f e a s i b l e  on ly  i n  t h e  common rows. Thus t h e  o b j e c t i v e  f u n c t i o n  
w i l l  have a  va lue  below t h e  optimum (minimiz ing  c a s e ) .  Hence 
we modify t h e  r a t i o  p r i c i n g  c r i t e r i o n .  Herewith d e f i n e  
Then i n  Phase 1, i f  SD i s  empty t h e  problem i s  i n f e a s i b l e .  
O the rwi se  use t h e  : 
R a t i o  P r i c i n ~  C r i t e r i o n  
Rule 1: I f  SM i s  empty use r u l e  2 .  Otherwise  s e l e c t  t h e  i n -  
coming v a r i a b l e  s o  t h a t  
i - e .  maximize t h e  r e d u c t i o n  i n  t h e  sum o f  i n f e a s i b i l i t i e s  p e r  
u n i t  improvement i n  t h e  o b j e c t i v e  f u n c t i o n .  
Rule 2 :  I f  SO i s  empty use r u l e  3. Otherwise  s e l e c t  t h e  i n -  
coming v a r i a b l e  s o  t h a t  
Rule 3:  S e l e c t  t h e  incoming v a r i a b l e  s o  t h a t  
That  i s ,  i f  p o s s i b l e  we s e l e c t ,  u s i n g  r u l e  1, t h e  column 
t h a t  g i v e s  t h e  La rges t  d e c r e a s e  i n  t h e  sum o f  i n f e a s i b i l i t i e s  
p e r  u n i t  improvement i n  t h e  o b j e c t i v e  f u n c t i o n .  I f  t h e r e  i s  no 
column which improves b o t h  o b j e c t i v e s  t h e n  by r u l e  2 we s e l e c t  
t h e  one t h a t  g i v e s  t h e  g r e a t e s t  d e c r e a s e  i n  t h e  sum o f  i n -  
f e a s i b i l i t i e s  w i thou t  a f f e c t i n g  t h e  o b j e c t i v e  f u n c t i o n  v a l u e .  
I f  t h i s  s e t  is  empty we f a l l  back  on r u l e  3 and s e l e c t  t o  e n t e r  
t h e  b a s i s  t h e  column t h a t  g i v e s  t h e  minimum i n c r e a s e  i n  t h e  
o b j e c t i v e  f u n c t i o n  (minimiz ing  c a s e )  p e r  u n i t  d e c r e a s e  i n  t h e  
sum o f  i n f e a s i b i l i t i e s .  
Observe t h a t  t h e s e  p r i c i n g  c r i t e r i a  have many p o i n t s  i n  
common w i t h  t h e  pr imal -dual  s t r a t e g y ,  b u t  t h e y  do n o t  r e q u i r e  
keep ing  a  d u a l  f e a s i b l e  s o l u t i o n  and hence a l l o w  t h e  u se  o f  
p a r t i a l  p r i c i n g .  
Herewith we change SD t o  
SDi = I j  : d j  < - 6  , column j i n  b l o c k  i} ( 4 . 9 )  
i n  ( 4 . 3 )  t h rough  ( 4 . 5 ) .  Then i f  we a r e  i n  Phase 1 and SDi i s  
n o t  empty we use  t h e  r a t i o  p r i c i n g  c r i t e r i o n .  ' I f  SDi i s  empty 
we p roceed  t o  a n o t h e r  b lock .  I f  i t  i s  empty f o r  a l l  b l o c k s  i 
t h e n  t h e  problem i s  i n f e a s i b l e .  Now we can s t a t e  t h e  : 
PBP Algor i thm u s i n g  t h e  R a t i o  P r i c i n g  C r i t e r i o n  
S t e p  1: Optimize each  b lock  problem ( o r  make f e a s i b l e ) .  I f  
some problem i s  i n f e a s i b l e  STOP, t h e  o v e r a l l  problem i s  i n -  
f e a s i b l e  . 
S t e p  2 :  Minimize t h e  sum o f  i n f e a s i b i l i t i e s  i n  t h e  common rows 
u s i n g  t h e  p a r t i a l  b l o c k  p r i c i n g  s t r a t e g y  w i t h  t h e  above r a t i o  
p r i c i n g  c r i t e r i o n  t o  s e l e c t  t h e  incoming column among t h o s e  
p r i c e d .  I f  t h e  minimum i s  n o t  0  STOP, t h e  problem i s  i n f e a s i b l e  
S t e p  3:  Use t h e  Coupl ing  C o n s t r a i n t s  Algor i thm t o  o b t a i n  t h e  
optimum. 
The d i f f e r e n c e  from t h e  Coupl ing  C o n s t r a i n t s  Algor i thm 
l i e s  i n  S t e p  2,  which can  b e  implemented e f f i c i e n t l y  u s i n g  t h e  
GBBF method. Hopefu l ly  when a c h i e v i n g  f e a s i b i l i t y  i n  t h e  
common rows a t  t h e  end o f  Stel)  2  t h e  problem w i l l  b e  o p t i m a l  
o r  n e a r  o p t i m a l ,  r e q u i r i n g  only  a  few Phase 2 i t e r a t i o n s  i n  
S t e p  3. 
Implementa t ion  
Let  n = (no ,  n l , . . . , n k  ) be t h e  d u a l  p r i c e s  a s s o c i a t e d  
w i t h  t h e  o b j e c t i v e  f u n c t i o n  f o r  t h e  c u r r e n t  b a s i s ,  and l e t  
a  = ( a o ,  u l , . .  . , u k )  b e  t h e  d u a l  p r i c e s  a s s o c i a t e d  wi th  t h e  sum 
o f  i n f e a s i b i l i t i e s  f o r  t h e  c u r r e n t  b a s i s .  Then when p r i c i n g  o u t  
a  non-bas ic  column i n  b l o c k  i, we need t o  compute 
and 
where D~ i s  t h e  r e s t r i c t i o n  o f  ,column j t o  common rows and  j 
i G .  i t s  r e s t r i c t i o n  t o  rows i n  i t s  own b l o c k  i. Thus we o n l y  J 
h a v e  t o  c a l c u l a t e  a o ,  a  110 a n d  lli a n d  hence  t h e  number o f  ia  
o p e r a t i o n s  i n  t h e  two backward t r a n s f o r m a t i o n s  w i l l  b e  p r o -  
p o r t i o n a l  t o  two t i m e s  t h e  number o f  non-zeros  i n  t h e  r e p r e s e n -  
t a t i o n  o f  t h e  Working B a s i s  a n d  i h ' t h a t  o f  t h e  i n v e r s e  o f  b l o c k  
i. I f  t h e  number o f  n o n - z e r o s  i n  t h e  r e p r e s e n t a t i o n  o f  t h e  
Working B a s i s  i s  l e s s  t h a n  i n  any  one  o f  t h e  b l o c k  i n v e r s e s ,  
t h e n  p r o b a b l y  f o r  p rob lems  w i t h  3 o r  more b l o c k s  t h i s  would 
s t i l l  b e  l e s s  t h a n  t h e  number o f  o p e r a t i o n s  i n  one backward 
t r a n s f o r m a t i o n  u s i n g  a  g e n e r a l  r e p r e s e n t a t i o n  f o r  t h e  p r o b l e m  
i n v e r s e .  
The p r i c i n g  c a n  a l s o  be done a t  o n l y  a  small a d d i t i o n a l  
c o s t .  F o r  e a c h  n o n - b a s i c  column i n  b l o c k  i ,  f i r s t  compute d by j 
( 4 . 1 0 ) .  I f  d .  > -6  t h e n  j d SDi a n d  i t  i s  n o t  n e c e s s a r y  t o  
J 
compute c  O t h e r w i s e  c  i s  computed a n d  w e  s e e  which o f  t h e  j ' j 
t h r e e  r u l e s  a p p l i e s .  
Thus t h e  p r i c i n g  e f f o r t  i n c r e a s e s  by t h e  p e r c e n t a g e  o f  
columns t h a t  have  a  n e g a t i v e  r e d u c e d  c o s t  f o r  t h e  sum o f  i n -  
f e a s i b i l i t i e s .  E s p e c i a l l y  i n  t h e  l a t e r  s t a g e s  t h e s e  c a n  be 
e x p e c t e d  t o  c o n s t i t u t e  a  s m a l l  f r a c t i o n  o f  t h e  t o t a l  number o f  
non- 'as ic  columns.  
4.1-6 Some Comments 
E x t e n s i v e  e x p e r i m e n t a l  t e s t s  and  c o m p a r i s o n s  i n  a  
s y s t e m a t i c  way a r e  n e c e s s a r y  t o  d e t e r m i n e  which o f  t h e  above  
s t r a t e g i e s  w i l l  p e r f o r m  b e t t e r  f o r  b l o c k - a n g u l a r  l i n e a r  p rob lems  
w i t h  c o u p l i n g  c o n s t r a i n t s  when u s i n g  t h e  GBBF S i m p l e x  Method. 
Up t o  now t h e r e  are o n l y  a few e x p e r i m e n t a l  r e s u l t s  ( s e e  [23], 
r381)  a n d  no compar i sons  a v a i l a b l e ,  which  s t r e s s e s  t h e  n e e d  f o r  
s y s t e m s  o p t i m i z a t i o n  l a b o r a t o r i e s  ( s e e  D a n t z i g  [6] ) t o  remedy 
t h i s  s i t u a t i o n  . 
From p r a c t i c a l  c o n s i d e r a t i o n s  p r i m a l  s t r a t e g i e s  h a v e  
t h e  a d v a n t a g e  ( b e s i d e s  t h e  s a v i n g s  i n  BTRAN when u s i n g  GBBF) 
t h a t  t h e y  can  b e  u s e d  i n  c o n j u n c t i o n  w i t h  a l m o s t  a l l  c o m b i n a t i o n s  
o f  p r i c i n g  a n d  p i v o t i n g  c r i t e r i a  u s e d  i n  c u r r e n t  p r o d u c t i o n  
c o d e s ;  s o  f o r  i n s t a n c e  b e s i d e s  p r i c i n g  o u t  a t  e a c h  p r i c i n g  
o p e r a t i o n  o n l y  a  s u b s e t  o f  t h e  n o n - b a s i c  v a r i a b l e s  ( p a r t i a l  
p r i c i n g ) ,  s e v e r a l  c a n d i d a t e s  may b e  s e l e c t e d  a n d  u p d a t e d  
( m u l t i p l e  p r i c i n g )  u s i n g  g r e a t e s t  change  c r i t e r i a  i n  a  sub-  
o p t i m i z a t i o n  i n v o l v i n g  o n l y  t h e s e  c a n d i d a t e s  t o  d e t e r m i n e  which  
o n e s  a r e  t o  b e  i n t r o d u c e d  t o  t h e  b a s i s  and i n  what  o r d e r .  
4 . 2 .  B lock-Angula r  L i n e a r  Prob lems  w i t h  C o u p l i n g  V a r i a b l e s  
T h i s  i s  t h e  s p e c i a l  c a s e  o f  t h e  g e n e r a l  b l o c k - a n g u l a r  
p r o b l e m  P when t h e r e  a r e  no c o u p l i n g  c o n s t r a i n t s .  It i s  t h e  
d u a l  p r o b l e m  t o  t h e  b l o c k - a n g u l a r  p r o b l e m  w i t h  c o u p l i n g  
c o n s t r a i n t s  a n a l y s e d  i n  4 . 1 .  Of c o u r s e  one s o l u t i o n  s t r a t e g y  
c o u l d  b e  t o  d u a l i z e  a n d  t h e n  u s e  any one o f  t h e  methods i n  4 . 1 .  
I t  i s  however  o f  i n t e r e s t  t o  h a v e  methods t h a t  s o l v e  i t  d i r e c t l y ,  
s i n c e  t h i s  s t r u c t u r e  a r i s e s  o f t e n  i n  a p p l i c a t i o n s  i n v o l v i n g  
u n c e r t a i n t y  ( s e e  [25] ) .  
A l s o  f o r  b l o c k - a n g u l a r  l i n e a r  p rob lems  w i t h  c o u p l i n g  
v a r i a b l e s  t h e r e  a r e  some methods  t h a t  have  been'  a r o u n d  f o r  a  
l o n g  t i m e  a n d  f o r  which  no e x p e r i m e n t a l  r e s u l t s  a r e  a v a i l a b l e .  
4 .2 -1  B e a l e  I s  P s e u d o b a s i c  V a r i a b l e s  Method 731 
B e a l e ' s  method u s e s  a p r i m a l  s t r a t e g y . ,  The c e n t r a l  i d e a  
i s  t o  t r e a t  t h e  c o u p l i n g  v a r i a b l e s  as p a r a m e t e r s  i n  o r d e r  t o  
p r e s e r v e  a s q u a r e  b l o c k - a n g u l a r  s t r u c t u r e  f o r  t h e  b a s i s .  A f t e r  
a  c l o s e r  l o o k  i t  becomes a p p a r e n t  t h a t  t h e y  a r e  o n l y  t r e a t e d  a s  
p a r a m e t e r s  i n  t h e  f i r s t  p a r t  o f  t h e  a l g o r i t h m ,  where  t h e y  a r e  
f i x e d  a t  a v a l u e  f o r  which  t h e  s y s t e m  i s  assumed t o  have  a 
s o l u t i o n .  L a t e r  on t h e y  a r e  r e a l l y  t r e a t e d  as b a s i c  v a r i a b l e s ;  
however ,  t h e  algebra o f  t h e  Simplex Method h a s  been  m o d i f i e d  s o  
t h a t  t h e  v a l u e s  o f  t h e  i n c o m i n g  v a r i a b l e  a n d  o f  t h e  o t h e r  b a s i c  
v a r i a b l e s  a r e  e x p r e s s e d  as a f u n c t i o n  o f  one  o f  t h e  c o u p l i n g  
v a r i a b l e s  which  i s  t h e n  a l l o w e d  t o  c h a n g e  v a l u e  u n t i l  o n e  of  
t h e  b a s i c  v a r i a b l e s  l e a v e 5  t h e  b a s i c  s e t .  The v a l u e s  o f  t h e  
" l i n k i n g  p a r a m e t e r s "  a r e  m o d i f i e d  i n  t h i s  p r o c e s s  e x a c t l y  as a l l  
t h e  o t h e r  b a s i c  v a r i a b l e s .  U s i n g  GBBF B e a l e ' s  method i s  e q u i v a l -  
e n t  t o  t h e  s p e c i a l i z a t i o n  o f  t h e  G e n e r a l  A l g o r i t h m  t o  t h e  c a s e  
when t h e r e  a r e  no c o u p l i n g  a o n s t r a i n t s .  
4 .2-2 Gass' D u a l p l e x  Method r151 
A s  h a s  b e e n  p o i n t e d  o u t  b e f o r e ,  t h i s  method c a n  b e  viewed 
as t h e  d u a l  o f  R o s e n ' s  a l g o r i t h m  ( s e e  4 . 1 - 2 ) .  It assumes  t h a t  
f o r  a g i v e n  Y = Yo f i x e d  a l l  b l o c k  p r o b l e m s  h a v e  a f e a s i b l e  
s o l u t i o n .  I t s  s t r a t e g y  e x p r e s s e d  i n  t e r m s  o f  t h e  GBBF S i m p l e x  
Method i s :  
S t e p  1: S e t  k  = 0 .  Optimize each  b lock  problem f o r  Y = Yo.  
I f  any problem i s  unbounded STOP, t h e  whole problem i s  un- 
bounded. Otherwise  go t o  S t e p  2 .  
S t e p  2 :  S e t  k  = k  + 1. Solve  a  r e s t r i c t e d  problem where on ly  
c o u p l i n g  v a r i a b l e s  a r e  a l l owed  t o  e n t e r  t h e  b a s i c  s e t .  I f  a n  
unbounded s o l u t i o n  i s  encoun te red  STOP, t h e  problem i s  unbounded. 
Otherwise  c o n t i n u e  t o  S t e p  3. 
S t e p  3:  Le t  Yk and ilk be t h e  v a l u e s  f o r  t h e  Y v a r i a b l e s  and 
f o r  t h e  d u a l  p r i c e s  i n  t h e  o p t i m a l  s o l u t i o n  a t  t h e  end o f  S t e p  2 .  
F i x  Y a s  a  pa rame te r .  Fo r  each  b lock  use  ilk t o  p r i c e  o u t  non- k  
b a s i c  b l o c k  v a r i a b l e s .  I f  a l l  p r i c e  o u t  op t ima l  STOP, t h e  
c u r r e n t  s o l u t i o n  i s  o p t i m a l .  Otherwise  exchange a s  many pseudo- 
b a s i c  v a r i a b l e s  a s  p o s s i b l e  w i t h  non-bas ic  v a r i a b l e s  t h a t  p r i c e  
o u t  non-optimal .  (Observe t h a t  when f i x i n g  yk a s  a pa rame te r  
BN becomes t h e  t r u e  b a s i s ,  w i t h  a l l  p r e v i o u s l y  pseudobas ic  
v a r i a b l e s  a t  va lue  0 .  S ince  we p i v o t  on ly  i n  rows o f  pseudo- 
b a s i c  v a r i a b l e s  t h e  v a l u e  o f  t h e  s o l u t i o n  does n o t  change,  and 
hence a t  t h e  end t h e  s o l u t i o n  from S t e p  2 i s  s t i l l  f e a s i b l e ,  
b u t  n o t  b a s i c  any more . )  R c t u r n  t o  S t e p  2 .  
4.2-3 O the r  S t r a t e g i e s  
Both Bea le  and Gass assume t h e  knowledge o f  a n  i n i t i a l  
Y = Yo f o r  which each  b lock  problem has  a f e a s i b l e  s o l u t i o n .  
If t h i s  i s  n o t  t h e  c a s e  t h e  problem can be s e t  up i n  t h e  u s u a l  
way, a Phase 1 procedure  t o  minimize t h e  sum o f  i n f e a s i b i l i t i e s .  
If t h i s  minimum i s  g r e a t e r  t h a n z e r o  t h e  problem i s  i n f e a s i b l e .  
O t h e r w i s e  t h e  v a l u e  o f  Y i n  t h e  f i r s t  f e a s i b l e  s o l u t i o n  i s  u s e d  
as Yo t o  s t a r t  e i t h e r  method i n  P h a s e  2.  With  t h i s  a d d e d  
f e a t u r e  B e a l e ' s  method i s  e q u i v a l e n t  t o  t h e  s p e c i a l i z a t i o n  o f  
t h e  G e n e r a l  A l g o r i t h m  i n  s e c t i o n  3 .5-2  f o r  t h e  c a s e  when t h e r e  
a r e  n o  c o u p l i n g  c o n s t r a i n t s .  
A l t e r n a t i v e l y  t h e  PBP s t r a t e g y  w i t h  t h e  r a t i o  p r i c i n g  
c r i t e r i o n  t o  s e l e c t  t h e  i n c o m i n g  v a r i a b l e  c o u l d  b e  u s e d  i n  
P h a s e  1. 
4 . 3 .  B lock-Angu la r  L i n e a r  P r o b l e m s  w i t h  C o u p l i n g  C o n s t r a i n t s  
a n d  V a r i a b l e s  
On ly  a few a l g o r i t h m s  h a v e  b e e n  p r o p o s e d  i n  t h e  l i t e r a t u r e  
f o r  t h e  g e n e r a l  p r o b l e m  P. They u s u a l l y  w e r e  worked  o u t  as 
e x t e n s i o n s  o f  a l g o r i t h m s  f o r  t h e  b l o c k - a n g u l a r  l i n e a r  c a s e  w i t h  
c o u p l i n g  c o n s t r a i n t s ,  a s  f o r  i n s t a n c e  t h e  G e n e r a l i z e d  GUB 
method ( s e e  4 . 1 - 1 )  a n d  R o s e n ' s  a l g o r i t h m  ( s e e  4 . 1 - 2 ) .  E x t e n s i o n s  
o f  t h e  d u a l  a n d  p r i m a l  d u a l  s t r a t e g i e s  h a v e  n o t  b e e n  p r e s e n t e d ,  
p r o b a b l y  b e c a u s e  o f  t h e  r e q u i r e m e n t  o f  h a v i n g  a d u a l  f e a s i b l e  
s o l u t i o n  a t  h a n d  t o  s t a r t  t h e  p r o c e d u r e s .  
4 . 3 - 1  P r i m a l  S t r a t e g y :  t ia r tman a n d  L a s d o n ' s  Method [201 
Hartman a n d  Lasdon  u s e  t h e  u s u a l  p r i m a l  s i m p l e x  s t r a t e g y .  
They d e v e l o p  a b a s i s  f a c t o r i z a t i o n  scheme i n  w h i c h  a column 
c o r r e s p o n d i n g  t o  a  b l o c k  v a r i a b l e  t h a t  becomes p s e u d o b a s i c  i s  
d r o p p e d  f r o m  t h e  b l o c k  b a s i s  t o g e t h e r  w i t h  t h e  row i n  w h i c h  i t  
was b a s i c ,  t h u s  r e d u c i n g  t h e  s i z e  o f  t h e  b l o c k  b a s i s .  Hence a l l  
b a s i s t  s may v a r y  i n  s i z e .  B e s i d e s  t h e y  do n o t  r e q u i r e  t h e  Working 
B a s i s  t o  be  minimal. To a v o i d  it i n c r e a s i n g  t o o  much, checks  
a r e  made which r e q u i r e  do ing  some computa t ion .  
They p r e s e n t  some compu ta t iona l  r e s u l t s  o f  t h e i r  method 
f o r  a  s p e c i a l  c l a s s  o f  p r o d u c t i o n  and i n v e n t o r y  problems.  For  
a  g i v e n  problem, t h e  s m a l l e r  t h e  s i z e  o f  t h e  Working B a s i s ,  t h e  
f a s t e r  t h e  i t e r a t i o n s .  I n  p a r t i c u l a r ,  o v e r a l l  s o l u t i o n  t ime i s  
s m a l l e s t  i f  c g u p l i n g  columns a r e  no t  i n t r o d u c e d  i n t o  t h e  b a s i s  
i n  Phase 1 ( u n l e s s  n e c e s s a r y ) ,  t o  keep t h e  Working B a s i s  s m a l l .  
These o b s e r v a t i o n s  a g r e e  w i t h  o u r  a n a l y s i s  i n  3 .5 .  
4.3-2 R i t t e r ' s  Method [31] 
R i t t e r ' s  method amounts t o  a  g e n e r a l i z a t i o n  o f  Rosen ' s  
method t o  problems hav ing  a l s o  c o u p l i n g  v a r i a b l e s .  It uses  t h e  
same r e l a x a t i o n  s t r a t e g y  a s  Rosen's  ( s e e  a l s o  Geof f r ion  [16] 
and 4.1-2)  w i t h  a  s l i g h t l y  d i f f e r e n t  c r i t e r i o n  a s  t o  which 
v a r i a b l e s  t o  r e l a x  and which v i o l a t e d  r e l a x e d  v a r i a b l e s  t o  
e n f o r c e  t o  account  f o r  t h e  p re sence  o f  t h e  c o u p l i n g  v a r i a b l e s .  
A l l  comments on Rosen's  method ( s e e  4.1-2)  app ly  a l s o  h e r e  ( w i t h  
some s l i g h t  m o d i f i c a t i o n s  i n  some c a s e s ) .  We s t a t e  h i s  method 
under  t h e  assumpt ion  t h a t  a  Yo i s  known f o r  which a l l  b l o c k s  
have a f e a s i b l e  s o l u t i o n .  
S t e p  1: For  Y = Yo f i x e d ,  o p t i m i z e  a l l  b locks .  
S t e p  2 :  Relax  non-negat iv iky  c o n s t r a i n t s  on v a r i a b l e s  co r r e spon-  
d i n g  t o  t h e  b lock  b a s i s ' s .  So lve  t h e  r e l a x e d  problem ( n o  r e s t r i c -  
t i o n s  on c o u p l i n g  v a r i a b l e s ) .  I f  t h e  r e l a x e d  problem has  no 
s o l u t i o n  STOP, t h e  problem i s  i n f e a s i b l e .  
S t e p  3:  Check whether  t h e  r e l a x e d  non-nega t iv i t y  c o n s t r a i n t s  a r e  
s a t i s f i e d .  I f  s o  STOP, t h e  s o l u t i o n  i s  o p t i m a l .  Otherwise  
r e a r r a n g e  v a r i a b l e s  between b l o c k s  and Working B a s i s  a s  i n  
Rosen l s  a l g o r i t h m  f o r  a t  l e a s t  one b lock  h a v i n g  a  v a r i a b l e  n o t  
s a t i s f y i n g  t h e  n o n - n e g a t i v i t y  c o n s t r a i n t s .  Whenever a c c o r d i n g  
t o  t h i s  r u l e  a  c o u p l i n g  v a r i a b l e  a s s o c i a t e d  wi th  t h e  Working 
B a s i s  h a s  t o  be  swi tched  wi th  a b l o c k  b a s i c  v a r i a b l e  i n  i t s  own 
b lock ,  t h e  s i z e  o f  t h e  Working B a s i s  i s  i n s t e a d  i n c r e a s e d  by 
add ing  t h e  b lock  basic-column and i t s  p i v o t  row t o  i t .  T h i s  
way a t  l e a s t  one column a s s o c i a t e d  w i t h  an  i n f e a s i b l e  v a r i a b l e  
i s  i n t r o d u c e d  t o  t h e  Working B a s i s .  Return  t o  S t e p  2. 
Observe t h a t  when u s i n g  t h e  GBBF approach ,  b e s i d e s  S t e p  1, 
a l s o  Btep 2  i s  t h e  same a s  R o s e n l s  and R i t t e r l s  a l g o r i t h m s ,  i . e .  
r e l a x  n o n - n e g a t i v i t y  c o n s t r a i n t s  on b a s i c  v a r i a b l e s  n o t  i n  t h e  
Working B a s i s .  
Only t h e  rear rangement  p rocedure  i n  S t e p  3  i s  more g e n e r a l  
i n  R i t t e r l s  method t o  accoun t  f o r  t h e  c o u p l i n g  v a r i a b l e s .  Thus 
t h e  f i v e  o b s e r v a t i o n s  which we p r e s e n t e d  e a r l i e r  i n  4.1-2 a f t e r  
R o s e n l s  method apply  h e r e .  
4 .  - 3  Other  S t r a t e g i e s  
The Genera l  Algor i thm p r e s e n t e d  i n  3.5 i s  a n o t h e r  example 
o f  a  p r i m a l  s t r a t e g y ,  more r e f i n e d  t h a n  t h e  u s u a l  s imp lex  
s t r a t e g y  t o  g e t  t h e  most o u t  o f  t h e  s t r u c t u r e  o f  t h e  problem. 
The r a t i o - p r i c i n g  t e c h n i q u e  d e s c r i b e d  i n  4.1-5 i s  a n o t h e r  
p o s s i b i l i t y  t h a t  l ooks  p romis ing  and can  be ex t ended  d i r e c t l y  
t o  problems w i t h  c o u p l i n g  v a r i a b l e s  and c o n s t r a i n t s  because  i t  
does no t  r e q u i r e  d u a l  f e a s i b i l i t y .  It was n o t  i n c o r p o r a t e d  i n t o  
t h e  Gene ra l  Algori thm because  i t  i s  s t i l l  u n t e s t e d ,  as compared 
t o  t h e  p a r t i a l  block p r i c i n g  s t r a t e g y  w i t h  t h e  most n e g a t i v e  
reduced  g r a d i e n t  c r i t e r i o n  used i n  C C A .  I f  t e s t s  l a t e r  show t h a t  
P a r t i a l  b lock  p r i c i n g  w i t h  t h e  r a t i o  p r i c i n g  c r i t e r i o n  i s  more 
e f f i c i e n t ,  i t  shou ld  be  i n c o r p o r a t e d  i n t o  t h e  Genera l  Algori thm. 
O f  t h e  s t r a t e g i e s  f o r  b lock -angu la r  l i n e a r  problems w i t h  
c o u p l i n g  c o n s t r a i n t s  t h a t  r e q u i r e  d u a l  f e a s i b i l i t y ,  t h e  e a s i e s t  
t o  e x t e n d  i s  Orchard-Hays'  p a r a m e t r i c  s t r a t e g y  ( s e e  4 . 1 - 4 ) .  
R e c a l l  t h a t  i n  t h i s  approach ,  a f t e r  s o l v i n g  a l l  b lock  problems,  
t h e  r i g h t  hand s i d e  i n  t h e  common rows i s  changed t o  f o r c e  t h e  
c u r r e n t  s o l u t i o n  t o  be b o t h  d u a l  and p r i m a l  f e a s i b l e .  Fo r  
problems w i t h  c o u p l i n g  c o n s t r a i n t s  and v a r i a b l e s  t h e  same t h i n g  
can  be done a l s o  t o  t h e  c o s t  c o e f f i c i e ~ i t s  i n  t h e  c o u p l i n g  con- 
s t r a i n t s  t o  f o r c e  them d u a l  f e a s i b l e  a f t e r  a l l  b lock  problems 
have been op t imized .  A f t e r  t h i s ,  bo th  t h e  modi f ied  c o s t  co- 
e f f i c i e n t s  of t h e  c o u p l i n g  v a r i a b l e s  and t h e  mod i f i ed  r i g h t  hand 
s i d e  of  t h e  common rows a r e  f o r c e d  back t o  t h e i r  o l d  v a l u e s  u s i n g  
a p a r a m e t r i c  t e c h n i q u e .  
4 . 4 .  S p e c i a l i z a t i o n s  o f  t h e  Gene ra l  Algori thm 
To end t h i s  c h a p t e r  we want t o  mention t h e  s p e c i a l i z a t i o n s  
o f  t h e  Gene ra l  Algori thm f o r  some s p e c i a l  c a s e s .  
For  b lock -angu la r  l i n e a r  problems w i t h  c o u p l i n g  c o n s t r a i n t s  
i t  r educes  t o  t h e  C C A  method d e s c r i b e d  i n  3.4.  Fur thermore ,  if 
each  b l o c k  co r r e sponds  t o  a  GUB s e t ,  t h e n  t h e  CCA method i n  t u r n  
r educes  t o  t h e  GUB a l g o r i t h m  ( s e e  112]),  i n  which f o r  each  GUB 
s e t  we i n i t i a l l y  s e l e c t  a s  key v a r i a b l e  t h e  one making t h e  GUB 
s e t  f e a s i b l e  and g i v i n g  t h e  b e s t  v a l u e  f o r  t h e  o b j e c t i v e  f u n c t i o n .  
F o r  b lock -angu la r  problems w i t h  c o u p l i n g  v a r i a b l e s  t h e  
Genera l  Algor i thm s p e c i a l i z e s  t o  t h e  same s t r a t e g y  as B e a l e ' s  
Pseudobas ic  V a r i a b l e s  Method ( s e e  4 . 2 - 1 ) .  
CHAPTER 5  
NESTED FACTORIZATION 
5.1.  Genera l  
Imbedded i n  b lock -angu la r  s t r u c t u r e s  a r e  b l o c k s  which 
themselves  a r e  o f  b lock -angu la r  form e t c .  r e c u r s i v e l y .  Thus 
t h e  a p p l i c a t i o n  o f  GBBF i n  t h e  Simplex Method cou ld  l e a d  t o  many 
l e v e l s  o f  r e p r e s e n t a t i o n  o f  i n v e r s e s  i n  f a c t o r i z e d  form. I n  t h e  
f o l l o w i n g  t h e  s p e c i a l  ca se  o f  b lock -angu la r  s t r u c t u r e s  w i t h  cou- 
p l i n g  c o n s t r a i n t s  w i l l  be  c o n s i d e r e d  t o  show how t h e  b a s i s  f a c -  
t o r i z a t i o n  approach developed  s o  f a r  l e n d s  i t s e l f  n a t u r a l l y  t o  
n e s t e d  a p p l i c a t i o n s .  L a t e r  t h e s e  r e s u l t s  w i l l  be a p p l i e d  t o  t h e  
s o l u t i o n  o f  s t a i r c a s e  problems.  
5 .2 .  No ta t ion  and Concepts 
R e c a l l  
A A 
from ( 2 . 7 )  BT = B N B W V  
from ( 1 . 3 )  BN = Bi 
i=l 
a n d  f r o m  ( 1 . 2 )  
We c a n  w r i t e  f o r  ( 1 . 2 )  
a n d  h e n c e  
I n  t h e  n e s t e d  f a c t o r i z a t i o n s  t h a t  w i l l  b e  c o n s i d e r e d  
h e r e ,  a t  l e a s t  f o r  one j B h a s  t h e  s t r u c t u r e  o f  a  b l o c k - a n g u l a r  j 
prob lem w i t h  c o u p l i n g  c o n s t r a i n t s ,  i . e .  o f  t h e  t y p e :  
and we can  r e p r e s e n t  i t s  i n v e r s e  i n  f a c t o r i z e d  form. Again 
some o f  t h e  b locks  i n  B  cou ld  have t h e  b lock -angu la r  s t r u c t u r e  j 
( 5 . 3 )  and s o  on,  and hence we cou ld  have many l e v e l s  o f  f a c t o r -  
i z a t  i o n .  
The b a s i s  f a c t o r i z a t i o n  developed  i n  Chapter  2 w i l l  be 
r e f e r r e d  t o  a s  a  1 l e v e l  f a c t o r i z a t i o n  ( o r  t h e  l e v e l  1 f a c t o -  
.: 
i z a t i o n ) ,  and acco rd ing ly  i t s  Working B a s i s  w i l l  be c a l l e d  t h e  
l e v e l  1 Working Bas i s  and i t s  b lock  b a s i s ' s  t h e  l e v e l  1 block  
b a s i s ' s .  I f  one o r  more of  t h e  block b a s i s ' s  a r e  f a c t o r i z e d  a g a i n ,  
t h e n  each  one o f  them g i v e s  r i s e  t o  a  l e v e l  2 Working B a s i s  and 
t o  l e v e l  2 b lock  b a s i s ' s .  To s i m p l i f y  t h i s  p r o c e s s  we would l i k e  
t o  r e p r e s e n t  it  i n  t h e  f o l l o w i n g  by a  t r e e - l i k e  d iagram (which 
w i l l  be c a l l e d  t h e  " a s s o c i a t e d  t r e e " ) :  
Here a d i r e c t e d  a r c  r e p r e s e n t s  a  b a s i s .  I f  a n  a r c  
does  n o t  end i n  a node i t  means t h a t  a g e n e r a l  r e p r e s e n t a t i o n  
i s  used  f o r  t h e  i n v e r s e  o f  t h e  b a s i s  i t  r e p r e s e n t s .  Otherwise  
a f a c t o r i z e d  r e p r e s e n t a t i o n  i s  used and we a s s o c i a t e  t h e  Work- 
i n g  Basis and V m a t r i x  o f  t h e  f a c t o r i z a t i o n  w i t h  t h e  node,  and 
each  one o f  t h e  b lock  b a s i s ' s  w i t h  an ou tgo ing  a r c .  
Fo r  example, f o r  a b lock -angu la r  b a s i s  BT wi th  t h r e e  
b l o c k s  
would be t h e  a s s o c i a t e d  t r e e  i f  
f a c t o r i z a t i o n  i s  no t  u s e d ;  
4 i f  we f a c t o r i z e .  
F u r t h e r ,  i f  b lock  2 has  a l s o  a b lock -angu la r  s t r u c t u r e  w i t h  two 
b l o c k s ,  t h e n  
would be t h e  a s s o c i a t e d  t r e e  o f  
t h i s  2 l e v e l  f a c t o r i z a t i o n .  
No t i ce  t h a t  t h e  l e v e l  o f  a  b a s i s  co r r e sponds  t o  t h e  
number o f  nodes i n  t h e  p a t h  s t a r t i n g  from t h e  o r i g i n  t h a t  . l eads  
t o  i t .  
A s  w i t h  t h e  b a s i s ,  we can  use t h e  a s s o c i a t e d  t r e e  t o  
r e p r e s e n t  t h e  c l a s s i f i c a t i o n  o f  t h e  columns of  t h e  problem. 
That  i s ,  a l l  columns i n  a  m a t r i x  co r r e spond  t o  a n  a r c .  If i t  
does  no t  l e a d  t o  a node t h e  co lun~ns  a r e  n o t  s u b d i v i d e d  f u r t h e r .  
Otherwise  we a s s o c i a t e  w i t h  each  o u t g o i n g  a r c  t h e  sub -ma t r ix  
o f  columns be long ing  t o  t h e  b l o c k  whose b a s i s  it r e p r e s e n t s .  
For  s i m p l i c i t y  we assume t h a t  a t  any l e v e l  o f  t h e  f a c t o r i z a t i o n  
a l l  columns i n  a  b lock -angu la r  m a t r i x  be long  t o  some b l o c k  ( i . e .  
Do = 0 ( s e e  2 . 1 ) ) .  T h i s  way each  p a t h  co r r e sponds  t o  a  s u b s e t  
o f  t h e  problem columns h a v i n g  a  p a r t i c u l a r  s t r u c t u r e .  
5.3. A Nested Updat ing  Procedure  
Le t  I C  be t h e  incoming column, 
OC t h e  o u t g o i n g  co lunn ,  and 
EC t h e  column i n  t h e  Working Bas i s  t h a t  i s  
exchanged w i t h  t h e  OC i n  some b l o c k  (when- 
e v e r  t h e  c a s e  a r i s e s ) .  
It w i l l  be conven ien t  t o  modify t h e  I n f o r m a t i o n  Flow- 
Shee t  o f  t h e  Updat ing Procedure  f o r  Block-Angular L i n e a r  Prob- 
lems w i t h  Coupl ing  C o n s t r a i n t s  ( s e e  F i g u r e  2 ) ,  s o  t h a t  t h e  up- 
d a t i n g  o f  t h e  i n v e r s e  o f  a  b l o c k  b a s i s  i s  done a s  a  l a s t  s t e p  
(when t h e  c a s e  a r i s e s ) .  T h i s  mod i f i ed  I n f o r m a t i o n  Flow-Sheet 
i s  shown i n  F i g u r e  4 .  
Observe t h a t  when t h e  O C  i s  i n  t h e  Working B a s i s  on ly  
i t s  i n v e r s e  i s  updated and a  column i s  r e p l a c e d  i n  t h e  V m a t r i x ,  
i n d e p e n d e n t l y  of  t h e  r e p r e s e n t a t i o n  used f o r  t h e  b l o c k  i n v e r s e s .  
I n  t h e  o t h e r  c a s e s ,  due t o  t h e  r ep l acemen t  of  one column by an- 
o t h e r  i n  some b lock  b a s i s ,  t h e  r e p r e s e n t a t i o n  of  i t s  i n v e r s e  
h a s  t o  be  upda ted  a s  a  l a s t  s t e p  u s i n g  t h e  a p p r o p r i a t e  u p d a t i n g  
p r o c e d u r e .  I f  a  f a c t o r i z e d  r e p r e s e n t a t i o n  i s  used f o r  i t ,  t h e n  
we can  use  a g a i n  t h e  scheme i n  F i g u r e  4 .  
I n  g e n e r a l  t h e n ,  whenever a  b lock  b a s i s  h a s  t o  be up- 
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d a t e d ,  a  check i s  made t o  de t e rmine  whether  a  f a c t o r i z e d  r e -  
p r e s e n t a t i o n  i s  used f o r  i t s  i n v e r s e .  I f  no t  we proceed  as be- 
f o r e .  Otherwise  f i r s t  t h e  O C  i s  r e p l a c e d  by t h e  I C  i n  t h e  A j 
m a t r i x  ( s e e  ( 5 . 2 ) ) ,  and t h e n  t h e  procedure  i n  F i g u r e  4 i s  used 
t o  upda te  i t s  f a c t o r i z e d  r e p r e s e n t a t i o n .  The r e s u l t i n g  n e s t e d  
upda t ing  p rocedure  i s  shown i n  F igu re  5. Fo r  s i m p l i c i t y  i n d i c e s  
have been  o m i t t e d  excep t  t o  i n d i c a t e  t h e  l e v e l  o f  f a c t o r i z a t i o n ,  
s i n c e  t h e  p o s i t i o n  o f  t h e  O C  un ique ly  de t e rmines  t h e  p a t h  t h a t  
i s  t a k e n .  
R e c a l l  from s e c t i o n  2 . 3  t h a t  
Thus,  knowing t h e  p i v o t  row and h a v i n g  t h e  r e p r e s e n t a -  
t i o n  o f  t h e  I C  i n  te rms  o f  i t s  b l o c k  b a s i s  we can  upda te  t h e  
V m a t r i x  b e f o r e  u p d a t i n g  t h e  b l o c k  i n v e r s e .  I n  t h e  n e s t e d  f ac -  
t o r i z a t i o n  c a s e ,  however, i t  may t u r n  o u t  t h a t  i n  o r d e r  t o  up- 
d a t e  t h e  l a t t e r  a  p a i r  o f  columis has  t o  be exchanged between 
i t s  Working Bas i s  and one o f  i t s  b lock  b a s i s ' s .  This  pe rmuta t ion  
r e q u i r e s  t h e  s w i t c h i n g  o f  t h e  rows o f  V co r r e spond ing  t o  t h e  
p i v o t  rows o f  t h e  exchanged columns. This  i s  i n c l u d e d  a s  t h e  
l a s t  s t e p  i n  F igu re  5 .  A l l  i t  r e q u i r e s  i s  s t o r i n g  t h e  informa- 
t i o n  about  t h e  p i v o t  rows o f  columns t h a t  have been  exchanged 
( a t  most a  p a i r  f o r  each  l e v e l  o f  f a c t o r i z a t i o n ) ,  and t h e  a c t u a l  
s w i t c h i n g  of  t h e  rows ( o r  t h e  s w i t c h i n g  o f  t h e  row i n d i c e s  o f  
i t s  non-zero c o e f f i c i e n t s )  i n  t h e  a f f e c t e d  V m a t r i c e s  can b e  p o s t -  
poned u n t i l  t h e y  a r e  needed f o r  t h e  f i r s t  t ime  f o r  a  backward 
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N e s t e d  U p d a t i n g  P r o c e d u r e  
y e s  
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R e p l a c e  O C  i n  WB(L). 
Update  i t s  i n v e r s e  by 
column e t a .  R e p l a c e  
column i n  V(E 1.  
n o  
D e t e r m i n e  EC a s  i n  
t h e o r e m  3. Update  
i n v e r s e  o f  WB(k) by row 
e t a .  Update  V(k) t o  
a c c o u n t  f o r  e x c h a n g e .  
R e p l a c e  OC i n  w ~ ( L ) .  
S e t  I C  = EC 
? 
1 yes  
R e p l a c e  OC by I C  i n  
a  m a t r i x  o f  b l o c k  R e p l a c e  OC by I C  i n  b l o c k  
b a s i s .  S e t  E = k + 1  b a s i s  and u p d a t e  i t s  
a n d  WB(k) t o  t h o s e  i n v e r s e .  
o f  t h i s  f a c t o r i z a -  
t i o n .  
R e t r a c e  t h e  u p d a t i n g  
4 p a t h  on a s s o c i a t e d  t r e e  
o r  a f o r w a r d  t r a n s f o r m a t i o n .  Some p r o p e r t i e s  o f  t h e  n e s t e d  up- 
d a t i n g  p r o c e d u r e  a r e  summarized i n  t h e  f o l l o w i n g .  
P r o p o s i t i o n  2 :  I f  Lmx i s  t h e  maximum l e v e l  o f  f a c t o r i z a t i o n ,  
t h e n  t o  u p d a t e  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e  
af te r  t h e  r e p l a c e m e n t  o f  one  column by a n o t h e r  i n  t h e  b a s i s ,  a t  
most Lmax + 1 o f  t h e  WB1s and  b l o c k  i n v e r s e s  and  Lmax o f  t h e  
V m a t r i c e s  h a v e  t o  b e  u p d a t e d .  Moreover ,  
a) i f  t h e  o u t g o i n g  v a r i a b l e  i s  i n  a l e v e l  k  WB, a t  most k  o f  t h e  
WB i n v e r s e s  and k  - 1 o f  t h e  V m a t r i c e s  h a v e  t o  b e  u p d a t e d ,  and  
b )  i f  t h e  o u t g o i n g  v a r i a b l e  i s  i n  a  l e v e l  k  b l o c k  b a s i s  t h a t  
i s  n o t  f a c t o r i z e d  f u r t h e r ,  t h e n  a t  most k  + 1 o f  t h e  WB and  
b l o c k  i n v e r s e s  and  k  o f  t h e  V m a t r i c e s  have  t o  b e  u p d a t e d .  
P r o o f :  Suppose t h e  O C  i s  on  a l e v e l  k  b a s i s .  Then f o r  l e v e l s  
L = 1 , 2 ,  ..., k  - 1 we c y c l e  on  t h e  l o o p  i n  F i g u r e  5 and e a c h  t i m e  
we have  t o  u p d a t e  a t  most one  WB i n v e r s e  and one V m a t r i x  ( i f  
V # 0 1 ,  i . e .  k - 1 i n  a l l .  F o r  L = k  i f  t h e  OC i s  i n  t h e  WB A 
we u p d a t e  i t s  i n v e r s e  and  f i n i s h  ( e x c e p t  p o s s i b l e  f o r  s w i t c h i n g  
rows on V m a t r i c e s  a l r e a d y , m o d i f i e d )  which shows a ) .  If t h e  OC 
i s  i n  a b l o c k  b a s i s  t h a t  i s  n o t  f a c t o r i z e d  f u r t h e r ,  t h e n  i t  
may b e  n e c e s s a r y  t o  u p d a t e  t h e  k - t h  l e v e l  WB and V m a t r i x  be-  
s i d e ' t h e  b l o c k  i n v e r s e  o f  t h ' s  O C ,  and h e n c e  b ) .  The f i r s t  p a r t  
f o l l o w s  f r o m  b )  w i t h  k  = Lmax. 1 I 
5.4 .  N e s t e d  F a c t o r i z a t i o n  i n  t h e  S implex  Method 
A s  was d i s c u s s e d  e a r l i e r  ( s e e  s e c t < - o n  3 )  a  r e p r e s e n t a -  
t i o n  o f  t h e  i n v e r s e  i s  needed i n  a r e v i s e d  Simplex Method t o  
per form two k inds  o f  c a l c u l a t i o n s :  t h e  backward and t h e  f o r -  
ward t r a n s  fo rma t ions .  
5.4-1 Backward Transformat ion  
I n  s e c t i o n  3 . 1  t h e  backward t r a n s f o r m a t i o n  f o r  t h e  1 
l e v e l  f a c t o r i z a t i o n  
, i s  c o n s i d e r e d  a s  c o n s i s t i n g  o f  t h r e e  s t e p s :  
S t e p  1: C a l c u l a t e  = c $ - ~  
A A n - 1  
S t e p  2 :  C a l c u l a t e  II = CBW 
A -1 S t e p  3: C a l c u l a t e  II = IIBN . 
I n  p a r t i c u l a r ,  when a l l  l e v e l  1 b locks  a r e  f e a s i b l e ,  
S t e p  1 i s  n o t  r e q u i r e d .  For S t e p  3  we had 
A 
" =  n o  
and 
ni = (ti - % A i ) 8 ; l  , i = 1,. . . , k  ( r e l a t i o n  ( 3 . 5 )  ) 
I f  a f a c t o r i z e d  r e p r e s e n t a t i o n  i s  used f o r ' B i ,  i . e .  
-1 A - 1  A - 1  -1 
Bi = Vi B~ B ~ ,  , t h e n  by l e t t i n g  
we o b t a i n  
i . e .  t h e  same r e l a t i o n s h i p  a s  i n  ( 3 . 3 ) .  Thus it i s  p o s s i b l e  t o  
use ' t he  above t h r e e  s t e p s  f o r  t h e  c a l c u l a t i o n  of  ITi. ' N o t i c e  though 
by (5 .5 )  t h a t  now a l l  components of  Ci may be non-zero and Step 1 has 
t o  be performed no mat te r  whether i n  Phase 1 o r  i n  Phase 2 .  Other- 
wise every th ing  i s  a s  be fo re  and t h e  same approach can be extended 
t o  h i g h e r  l e v e l s  of  f a c t o r i z a t i o n .  
P ropos i t ion  3:  If k i s  t h e  number of  a r c s  i n  a  p a t h  of t h e  as-  
s o c i a t e d  t r e e ,  then t o  c a l c u l a t e  t h e  components o f  t h e  p r i c e  vec- 
t o r  lI needed t o  p r i c e  out  t h e  columns corresponding t o  t h a t  p a t h ,  
only  t h e  k  i n v e r s e s  and k  - 1 V matr ices  a s s o c i a t e d  t o  i t  a r e  re -  
qu i red  i n  t h e  backward t r ans fo rmat ion .  
P roof :  By induc t ion .  It i s  t r u e  f o r  k  = 1 and k = 2 ,  i . e .  no fac-  
t o r i z a t i o n  and l e v e l  1 f a c t o r i z a t i o n .  Assume it i s  t r u e  f o r  
k  = 1, ..., L, L - > 2 .  Let a  subindex 0  denote t h e  common rows and a  
subindex i t h e  rows i n  b lock i f o r  t h e  l e v e l  1 f a c t o r i z a t i o n .  
P a r t i t i o n  a  column d  according t o  t h i s  i n t o  
and hence ncd = 110 do + ITi di 
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t Thus t o  compute II d f o r  columns a s s o c i a t e d  with an a r c  
o f  l e n g t h  k  = + 1 we have t o  compute nodo and nidi. To com- 
pu te  nodo, no i s  r equ i red ,  f o r  whose c a l c u l a t i o n .  only t h e  l e v e l  
1 WB i n v e r s e  i s  needed. To compute IIidi i s ' e q u i v a l e n t  t o  p r i c -  
i n g  o u t  t h e  columns a s s o c i a t e d  wi th  a  p a t h  of  l eng th  k - 1 = k 
i n  t h e  a s s o c i a t e d  t r e e  o f  t h e  b lock b a s i s  Bi, and hence by t h e  i n -  
d u c t i v e  assumption only k i n v e r s e s  and k - 1 V matr ices  a r e  
needed t o  c a l c u l a t e  t h e  components of  t h e  ni v e c t o r  r e q u i r e d  f o r  
i t .  Thus i t  i s  a l s o  t r u e  f o r  k  = L + 1. I I 
5.4-2 Forward Transformation 
As d i scussed  i n  s e c t i o n  3.2 t h e  forward t r ans fo rmat ion  f o r  
a  column d  from block i can be expressed a s  
"-1 
~ e t  d  = Bi d  . Then by (1 .6 )  and (5 .2 )  
Thus a s  a  f i r s t  s t e p  
has  t o  be c a l c u l a t e d .  I f  B;' i s  represen ted  i n  a  f a c t o r i z e d  
form 
9 5 
A 
where Bij i s  t h e  b a s i s  o f  t h e  j - t h  b l o c k  i n  t h e  f a c t o r i z a t i o n  o f  
Bi, t o  which di i s  assumed t o  b e l o n ~ .  But t h i s  i s  t h e  same? re- 
l a t i o n  a s  f o r  t h e  l e v e l  1 forward  t r a n s f o r m a t i o n  and hence i t  i s  
p o s s i b l e  t o  c o n t i n u e  on t h e  same l i n e s  f o r  h i g h e r  l e v e l s  o f  f ac -  
t o r i z a t i o n .  
P r o p o s i t i o n  4:  To upda t e  a column c o r r e s p o n d i n g  t o  a p a t h  o f  l e n g t h  
k ,  o n l y  t h e  k  i n v e r s e s  and k  - 1 V m a t r i c e s  a s s o c i a t e d  w i t h  t h a t  p a t h  
a r e  r e q u i r e d  i n  t h e  forward  t r a n s f o r m a t i o n .  
P r o o f :  By i n d u c t i o n .  From t h e  no f a c t o r i z a t i o n  and t h e  1 l e v e l  
f a c t o r i z a t i o n  i t  i s  t r u e  f o r  k  = 1 and k  = 2 .  Assume i t  i s  t r u e  
f o r  k  = 1, ..., L , L 2 2 .  Then f o r  k  = L + 1, by r e l a t i o n s  ( 3 . 8 )  
and ( 5 . 7 )  a  column d  can, be  upda t ed  from knowledge o f  t h e  l e v e l  
1 WB i n v e r s e ,  V m a t r i x  and one b l o c k  i n v e r s e .  The l a t t e r  i s  used  
t o  c a l c u l a t e  ii = ( s e e  ( 5 . 8 ) ) .  But t h i s  c o r r e s p o n d s  t o  up- 
d a t i n g  a column a s s o c i a t e d  wi th  a  p a t h  of  l e n g t h  k - 1 = R i n  khe 
a s s o c i a t e d  t r e e  o f  t h e  b l o c k  b a s i s  Bi, and hence b y  t h e  induckj.ve 
a s sumpt ion  o n l y  L i n v e r s e s  and L - 1 o f  t h e  V m a t r i c e s  a r e  r e q u i r e d .  
Thus t o g e t h e r  w i t h  t h e  l e v e l  1 WB and V m a t r i x  a  t o t a l  o f  L + 1 i n -  
v e r s e s  and 9, V m a t r i c e s  a r e  used .  . ' .  True  f o r  9. --) t r u e  f o r  
9. + 1. 
5.4-3  O b s e r v a t i o n s  
Cons ide r  a m u l t i l e v e l  b a s i s  f a c t o r i z a t i o n  where f o r  L 
l e v e l s  e a c h  l e v e l  L b l o c k  b a s i s  c a n  i n  t u r n  b e  f a c t o r i z e d  g i v -  
i n g  r i s e  t o  two o r  more l e v e l  L + 1 b l o c k  b a s i s ' s .  Then t h e  num- 
b e r  o f  a r c s  i n  t h e  a s s o c i a t e d  t r e e ,  and  hence  t h e  number o f  i n -  
v e r s e s  and  m a t r i c e s  i n  t h e  t o t a l  f a c t o r i z e d  r e p r e s e n t a t i o n ,  i n -  
c r e a s e s  e x p o n e n t i a l l y  w i t h  L. But a c c o r d i n g  t o  p r o p o s i t i o n s  2  
and  4  t h e  e f f o r t  t o  u p d a t e  t h e  t o t a l  f a c t o r i z e d  r e p r e s e n t a t i o n  
o f  t h e  i n v e r s e ,  a s  w e l l  a s  t h a t  t o  u p d a t e  an incoming  column i n  
t e r m s  o f  a  b a s i s ,  i n c r e a s e s  o n l y  l i n e a r l y ,  s i n c e  i t  i n v o l v e s  o n l y  
t h e  t e r m s  a s s o c i a t e d  w i t h  one  p a t h .  By p r o p o s i t i o n  3  t h e  same 
i s  a l s o  t r u e  f o r  t h e  work o n  t h e  backward t r a n s f o r m a t i o n  when 
p r i c i n g  o u t  o n l y  t h e  columns a s s o c i a t e d  w i t h  one p a t h .  
Observe  t h a t  t h e  a d v a n t a g e s  o f  f a c t o r i z a t i o n  do n o t  s t e m  
f rom i t s  g i v i n g  a  more economic r e p r e s e n t a t i o n  f o r  t h e  i n v e r s e  
(which i s  c e r t a i n l y  n o t  t h e  c a s e )  b u t  f rom t h e  f a c t  t h a t  o n l y  a  
f r a c t i o n  o f  t h e  t o t a l  i n f o r m a t i o n  needs  t o  b e  u s e d  on any i t e r a -  
t i o n .  T h u s ,  i f  t h i s  f r a c t i o n  i n v o l v e s  a  s m a l l e r  number o f  non- 
z e r o s  t h a n  a  g e n e r a l  r e p r e s e n t a t i o n  i t  w i l l  b e  o f  a d v a n t a g e  t o  
u s e  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n .  
5.5.  The G e n e r a l  A l g o r i t h m  Us ing  Nes ted  F a c t o r i z a t i o n  
R e c a l l  t h e  C o u p l i n g  C o n s t r a i n t s  A l g o r i t h m  d e v e l o p e d  i n  
3 .4-2.  I n  S t e p  1 a l l  b l o c k  prob lems  a r e  o p t i m i z e d .  Then i n  
S t e p  2  t h e  PBP s t r a t e g y  i s  used  t o  t a k e  a d v a n t a g e  o f  t h e  r e d u c -  
t i o n s  i n  BTRAN t h a t  a r e  made p o s s i b l e  by t h e  u s e  o f  a  f a c t o r i z e d  
r e p r e s e n t a t i o n  o f  t h e  i n v e r s e  ( i . e .  t o  p r i c e  o u t  columns a s s o -  
c i a t e d  w i t h  one  p a t h  o n l y ) .  I n  a  g e n e r a l i z a t i o n  t o  n e s t e d  fat- 
t o r i z a t i o n  b o t h  s t e p s  r e q u i r e  o r  a l l o w  m o d i f i c a t i o n s .  
F o r  S t e p  1 n o t i c e  t h a t  i n  t h e  n e s t e d  c a s e  each  b l o c k  
problem i s  a b lock -angu la r  l i n e a r  problem w i t h  c o u p l i n g  con- 
s t r a i n t s  and can be s o l v e d  by u s i n g  t h e  Coupl ing  C o n s t r a i n t s  
Algor i thm.  
F o r  S t e p  2 i t  i s  p o s s i b l e  t o  s p e c i a l i z e  t h e  PBP s t r a t e g y  
t o  p r i c i n g  o u t  columns En on ly  one p a t h ,  o r  i n  some s u b s e t  o f  
t h e  p a t h s .  Although p r i c i n g  o u t  columns i n  on ly  one p a t h  a t  a  
time would minimize t ime p e r  i t e r a t i o n ,  i t  cou ld  t e n d  t o  i n c r e a s e  
t h e  number o f  i t e r a t i o n s  i f  t h e r e  a r e  t o o  many p a t h s ,  because  
t h e  c a n d i d a t e  i s  s e l e c t e d  from a  small s u b s e t  o f  t h e  non-bas ic  
columns, and hence i s  l i k e l y  t o  be dropped l a t e r  on.  
Probably  t h e  b e s t  would be t o  s e l e c t  a s e t  o f  complete  
p a t h s  whose s e t  o f  a r c s  and nodes form a  s u b t r e e ,  and t o  p r i c e  
o u t  non-bas ic  columns a s s o c i a t e d  wi th  i t .  A s  a s t r a i g h t  ex ten-  
s i o n  of  P r o p o s i t i o n  3 it  i s  p o s s i b l e  t o  show t h a t  on ly  t h e  i n -  
v e r s e s  and V m a t r i c e s  a s s o c i a t e d  w i t h  t h a t  s u b t r e e  w i l l  be r e -  
q u i r e d  i n  t h e  backward t r a n s f o r m a t i o n .  Moreover, i f  s u i t a b l e  
c r i t e r i a  e x i s t  f o r  what c o n s t i t . u t e s  a  "good" c a n d i d a t e  ( n o t  on ly  
an  improving  o n e )  it  i s  p o s s i b l e  t o  s t a r t  p r i c i n g  o u t  columns 
on one p a t h  and c a l c u l a t e  on ly  t h e  components of  t h e  Ills needed 
f o r  i t ,  and c o n t i n u e  w i t h  columns on o t h e r  p a t h s ,  one p a t h  a t  a  
time, c a l c u l a t i n g  Il components when needed ,  and s t o p p i n g  when- 
e v e r  a  "good" c a n d i d a t e  i s  found.  Based on l i m i t e d  e x p e r i e n c e  
w i t h  GUB t h e r e  i s  ev idence  t h a t  t h e  s t a n d a r d  s imp lex  c r i t e r i a  
when a p p l i e d  t o  t h e  above r e s t r i c t e d  s e t  o f  columns w i l l  s e l e c t  
good c a n d i d a t e s  f o r  t h e  f u l l  problem. 
I n  t h e  f o l l o w i n g  t h e  u se  o f  such  a  PBP s t r a t e g y  i s  as- 
sumed. Then t h e  G e n e r a l  A l g o r i t h m  f o r  t h e  n e s t e d  c a s e  c a n  b e  
s t a t e d  i n  t e r m s  o f  t h e  n e x t  two s t e p s .  
S t e p  1: On e a c h  p a t h  s o l v e  t h e  b l o c k  prob lems  a s s o c i a t e d  
w i t h  i t s  l a s t  a r c .  ( i . e .  t h o s e  t h a t  a r e  n o t  f a c t o r i z e d  f u r t h e r ) .  
I f  one  s u c h  p r o b l e m  i s  i n f e a s i b l e  STOP, t h e  whole  pr,oblem i s  i n -  
f e a s i b l e .  O t h e r w i s e  s e t  L = Lmax and go t o  S t e p  2-a.  
S t e p  2 :  2 - a )  S o l v e  e a c h  l e v e l  L b l o c k a n g u l a r  b l o c k  prob-  
lem u s i n g  t h e  PBP s t r a t e g y .  I f  some p r o b l e m  i s  i n f e a s i b l e  STOP, 
t h e  whole  p rob lem i s  i n f e a s i b l e .  O t h e r w i s e  go t o  2-b. 
2-51, I f  J. > 1 s e t  J. = E - 1 and  r e t u r n  t o  2-a. O t h e r -  
w i s e  t h e  s o l u t i o n  i s  o p t i m a l  ( o r  unbounded, i f  t h e  p r o b l e m  i s  
unbounded) .  
5.6. A p p l i c a t i o n  t o  S t a i r c a s e  Problems 
5 . 6 - 1  The S t a i r c a s e  Problem 
C o n s i d e r  t h e  p rob lem 
max Z 
where f o r  i = 1, ..., n  
Ai i s  a  mi x ni m a t r i x  
Xi i s  a  n  x 1 m a t r i x  i 
bi i s  a  mi x 1 m a t r i x  
C i  i s  a  1 x ni m a t r i x  
and f o r  i = 1, ..., n  - 1 
D. i s  a  m i+l x ni m a t r i x  . 1 
The above problem i s  c a l l e d  a s t a i r c a s e  Problem (SP) ,  
because  o f  t h e  s t a i r c a s e  p a t t e r n  o f  t h e  non-zeros i n  i t s  m a t r i x .  
The SP can  be exp re s sed  more compactly as 
min CiXi 
i = 1 
R e l a t i o n s  Di-lXi-l + AiXi = bi w i l l  be r e f e r r e d  t o  a s  t h e  
i - t h  " s t a g e "  o r  " t ime p e r i o d " ;  AIXl = b ,  a s  t h e  f i r s t  s t a g e  
( o r  t ime  p e r i o d ) .  
5.6-2 Nes ted  F a c t o r i z a t i o n  f o r  t h e  S t a i r c a s e  Problem 
Observe t h a t  f o r  any s t a g e  ( excep t  t h e  f i r s t  and t h e  l a s t ) ,  
t h e  v a r i a b l e s  w i t h  non-zero c o e f f i c i e n t s  can  on ly  have non-zero 
c o e f f i c i e n t s  i n  t h e  p r e c e d i n g  and t h e  f o l l o w i n g  s t a g e .  Hence 
i f  one s t a g e  i s  removed, s ay  t h e  k - t h ,  t h e n  problem SP r educes  
t o  two s m a l l e r  independent  s t a i r c a s e  problems,  i . e .  
min 1 CiXi 
i =l 
and 
n  
min CiXi 
i = k  
I n s t e a d  s t a g e  k  t o g e t h e r  w i t h  t h e  o b j e c t i v e  row can  be 
c o n s i d e r e d  a s  t h e  common rows ( c o u p l i n g  c o n s t r a i n t s )  o f  a  b lock-  
a n g u l a r  l i n e a r  problem w i t h  c o u p l i n g  c o n s t r a i n t s  which has  two 
b l o c k s ;  t h e  f i r s t  b lock  i s  formed u s i n g  s t a g e s  1 t h rough  k  - 1 
and t h e  second u s i n g  s t a g e s  k + 1 t h rough  n. Each o f  t h e s e ,  i n  
t u r n ,  ha s  a  s t a i r c a s e  s t r u c t u r e  o f  lower  d i m e n s i o n a l i t y ,  which 
can  a l s o  be t r e a t e d  i n  t h e  same way, l e a d i n g  t o  an a p p l i c a t i o n  of 
n e s t e d  f a c t o r i z a t i o n .  
I n  p a r t i c u l a r ,  by choos ing  a t  each  l e v e l  of f a c t o r i z a t i o n  
t h e  s t a g e  i n  t h e  "middle" o f  t h e  s t a i r c a s e  a s  t h e  c o u p l i n g  s t a g e ,  
i t  can  be  ensu red  t h a t  each  r e s u l t i n g  b lock  problem w i l l  heve 
a  s t a i r c a s e  s t r u c t u r e  wi th  a t  most h a l f  the  number of s t a g e s .  
P ropos i t ion  5:  Let i f o r  iI 2 i - < iF be t h e  i n d i c e s  o f  t h e  
s t a g e s  o f  a  s t a i r c a s e  problem, where iI i s  t h e  index o f  t h e  
f i r s t  s t a g e  and iF t h e  index o f  t h e  l a s t  s t a g e .  Then i f  t h e  
s t a g e  wi th  index ik = i + [(iF - iI + 1 ) / 2 ]  i s  removed (where I 
( X I  s t a n d s  f o r  i n t e g e r  value  of  X ) ,  each one of  t h e  two r e s u l t i n g  
s t a i r c a s e  problems wi th  i n d i c e s  iI < i < ik-1 and ik + 1 5 i < iF 
has a t  most h a l f  the  number of s t a g e s  i n  t h e  o r i g i n a l  one. 
Proof :  I f  (iF - i + l ) ,  t h e  number of  s t a g e s  i n  t h e  s t a i r c a s e ,  
I 
i s  even then  [(iF - i + 1 ) / 2 ]  = (iF - i + 1 ) / 2  I I 
and 
iF + iI + 1 
ik = 
2  
The number of s t a g e s  i n  t h e  f i r s t  r e s u l t i n g  s t a i r c a s e  i s  
i . e .  h a l f  t h e  number of  s t a g e s  o f  t h e  o l d  one. The second must 
have one s t a g e  l e s s  and hence a l s o  l e s s  than h a l f  those  of  t h e  
o l d  one. I F  (iF - iI + 1) i s  odd, then the  number of  s t a g e s  i n  
t h e  f i r s t  r e s u l t i n g  s t a i r c a s e  i s  
and i n  t h e  second 
b u t  iF - iI i s  even ,  s o  
i - i  
= ( i F  - iI - (iF - i 1 ) / 2 )  = F  I 2 
P r o p o s i t i o n  6 :  I f  N i s  t h e  t o t a l  number o f  s t a g e s  o f  a  s t a i r -  
c a s e  problem which i s  f a c t o r i z e d ,  u s i n g  t h e  r u l e  i n  P r o p o s i t i o n  
5 t o  choose  t h e  c o u p l i n g  s t a g e ,  u n t i l  i n . a l l  b r anches  t h e r e  a r e  
s i n g l e  s t a g e  b lock  problems,  t h e n  t h e  maximum l e v e l  of  f a c t o r -  
i z a t i o n  i s  g i v e n  by 
Comment: A s t a i r c a s e  problem with, N = 31 t ime p e r i o d s  would 
have f o u r  l e v e l s  o f  f a c t o r i z a t i o n .  
k P r o o f :  Cons ider  t h e  v a l u e s  o f  N f o r  which 2  < N < 2  f o r  
k = 1 , 2  ... . For  d i f f e r e n t  v a l u e s  o f  k t h i s  c o v e r s  a l l  N > 2, 
which a r e  o f  i n t e r e s t  h e r e .  Fo r  k = 1, 2 < N < 3,  Lmax = 1 
and i t  i s  t r u e .  Assume i t  i s  t r u e  f o r  k = 1, 2,  ..., R ,  L > 1. 
Rt2 Then f o r  L + 1 c o n s i d e r  t h e  v a l u e s  o f  N such  t h a t  2"l 5 N < 2  . 
S e l e c t i n g  a  c o u p l i n g  s t a g e  a s  i n  P r o p o s i t i o n  5 ,  each r e s u l t i n g  
b lock  has  Ni < 2"*, i = 1 , 2 ,  and by i n d u c t i v e  h y p o t h e s i s  t h e s e  
can  be f a c t o r i z e d  g i v i n g  a  maximum l e v e l  o f  f a c t o r i z a t i o n  o f  L, 
and hence a t o t a l  o f  L + 1 i s  o b t a i n e d  f o r  k  = !L + 1. . ' .  t r u e  
f o r  k  2 !?,+true f o r  k < !L + 1. 
- I I 
5.6-3 Obse rva t ions  
From t h e  development i n  s e c t i o n  5.6-2 i t  i s  a p p a r e n t  t h a t  
t h e  a l g o r i t h m  i n  5 .5  can be a p p l i e d  t o  s o l v e  s t a i r c a s e  problems.  
Observe t h a t  : 
1 )  The Working B a s i s  h a s ,  f o r  each  f a c t o r i z a t i o n ,  
t h e  same number o f  rows a s  t h a t  a s s o c i a t e d  w i t h  t h e  t ime  p e r i o d .  
Thus i n  t h e  o v e r a l l  f a c t o r i z a t i o n  o f  t h e  i n v e r s e  t h e r e  w i l l  be 
one i n v e r s e  a s s o c i a t e d  w i t h  each  t ime  p e r i o d .  About h a l f  o f  
t h i s  i n v e r s e  w i l l  co r r e spond  t o  b lock  b a s i s ' s  i n  t h e  f i n a l  l e v e l  
o f  f a c t o r i z a t i o n  and t h e  r e s t  t o  Working B a s i s ' s  a t  a l l  l e v e l s .  
2)  The maximum l e v e l  o f  f a c t o r i z a t i o n  i s  g i v e n  by 
Lma x = [lg N/lg  21 ( by P r o p o s i t i o n  6 ) .  Thus t o  p r i c e  o u t  t h e  
columns o f  any t ime p e r i o d ,  on ly  [lg N/lg 21 i n v e r s e s  w i l l  b e  
r e q u i r e d  f o r  t h e  backward t r a n s f o r m a t i o n  (by P r o p o s i t i o n  3 ) .  
S i m i l a r l y  f o r  t h e  forward  t r a n s f o r m a t i o n  by P r o p o s i t i o n  4 .  
3)  To upda te  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  o f  t h e  prob- 
lem i n v e r s e  a f t e r  t h e  rep lacement  o f  one b a s i c  column by a n o t h e r ,  
a t  most [lg N/lg  21 + 1 i n v e r s e s  ( each  o f  t h e  d imens ion  o f  a  
s t a g e )  and  [ l g  N/ lg  21 V m a t r i c e s  have t o  be updated  (by P ropos i -  
t i o n  2 ) .  
4 )  By t h e  mechanics of  t h e  g e n e r a l  a l g o r i t h m ,  t h e  s o l u -  
t i o n  o f  a n  N-stage s t a i r c a s e  problem reduces  t o  t h e  s o l u t i o n  of 
about  N/2 independent  one - s t age  problems as a f i r s t  s t e p .  A s  a 
second s t e p  t h e  PBP s t r a t e g y  i s  used on t h e  b lock -angu la r  prob-  
lems r e s u l t i n g  from l i n k i n g  a t  each  l e v e l  2  problems from t h e  
p r e v i o u s  l e v e l  th rough a  c o u p l i n g  s t a g e .  
5.6-4 Othe r  Nested F a c t o r i z a t i o n  Approaches f o r  S t a i r c a s e  
Prob lems 
D a n t z i g  [5] s u g g e s t s  t h a t  every  o t h e r  s t a g e  be  cons ide red  
as b l o c k s  o f  a  b lock -angu la r  problem and t h e  r ema in ing  ones  as 
t h e  common rows ;  t h e n  t h e  Working Basis when formed w i l l  have a 
s t a i r c a s e  s t r u c t u r e  w i t h  only  h a l f  t h e  number o f  s t a g e s .  He 
s u g g e s t s  f a c t o r i z i n g  t h e  WB f u r t h e r  a l o n g  t h e  same l i n e s  i n  a  
n e s t e d  way u n t i l  on ly  one s t a g e  i s  l e f t .  S i n c e  i n  t h e  GBBF 
method a  WB i n v e r s e  may be updated  by b o t h  e l emen ta ry  column 
and e l emen ta ry  row m a t r i c e s ,  i t  becomes n e c e s s a r y  t o  develop  
formulas  t o  update  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e  
when a  row m a t r i x  upda te s  t h e  u n f a c t o r i z e d  r e p r e s e n t a t i o n .  
E s p e c i a l l y  when t h e r e  a r e  many l e v e l s  o f  f a c t o r i z a t i o n ,  i t  i s  
n e c e s s a r y  t o  fo l l ow t h e  i m p l i c a t i o n s  o f  one such  upda te  f c r  a l l  
t e rms  and q u a n t i t i e s  r e l a t e d  t o  a l l  h i g h e r  l e v e l s  o f  t h e  f a c -  
t o r i z a t i o n .  Thus t h e  n e s t e d  u p d a t i n g  p rocedure  i n  t h i s  c a s e  
can  be expec t ed  t o  be  more complex t h a n  i n  t h e  approach  t a k e n  
i n  5.6-2.  
Observe a l s o  t h a t  i f  t h e  f i r s t  s t a g e  i n  a n  N-stage s t a i r -  
c a s e  problem i s  t a k e n  a s  t h e  common rows, t h e n  t h e  r e s u l t i n g  
b lock -angu la r  problem w i t h  c o u p l i n g  c o n s t r a i n t s  has  only  one 
b lock ,  whose s t r u c t u r e  i s  s t a i r c a s e  w i t h  N - 1 s t a g e s .  T h i s  
a p p r o a c h  l e a d s  t o  a  n e s t e d  f a c t o r i z a t i o n  w i t h  a n  N - 1 l e v e l  
o f  f a c t o r i z a t i o n .  By t h e  r e s u l t s  i n  p r o p o s i t i o n  2 ,  3  and 4  t h e  
e f f o r t  f o r  u p d a t i n g  t h e  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e ,  o r  f o r  a  
backward t r a n s f o r m a t i o n  o r  a  f o r w a r d  t r a n s f o r m a t i o n ,  depends on 
t h e  maximum l e v e l  o f  f a c t o r i z a t i o n ,  which i n  t h i s  c a s e  grows 
l i n e a r l y  w i t h  N i n s t e a d  o f  l o g a r i t h m i c a l l y  a s  i n  t h e  a p p r o a c h  
t a k e n  i n  5.6-2. Hence it  a p p e a r s  t o  b e  l e s s  p r o m i s i n g  and w i l l  
n o t  b e  p u r s u e d  f u r t h e r .  
On t h e  o t h e r  hand ,  by c o n s i d e r i n g  t h e  l a s t  s t a g e  o f  a  
s t a i r c a s e  b a s i s  a s  a  b l o c k  p r o b l e m  i n  a  b l o c k - a n g u l a r  b a s i s  f a c -  
t o r i z a t i o n ,  a  WB w i t h  a n  N - 1 s t a g e  s t a i r c a s e  i s  o b t a i n e d .  By 
t r e a t i n g  e a c h  s u c h  r e s u l t i n g  s t a i r c a s e  WB i n  t h e  same way t h i s  
l e a d s  t o  a n  N - 1 l e v e l  f a c t o r i z a t i o n .  A n e s t e d  f a c t o r i z a t i o n  
a l o n g  t h e s e  l i n e s  was p r o p o s e d  by S a i g a l  1341 f o r  s t a i r c a s e  
p rob lems  . 
5.6-5 E f f i c i e n c y  C o n s i d e r a t i o n s  
Observe  t h a t ,  a s  was p o i n t e d  o u t  i n  5 .4 -3 ,  t h e  a d v a n t a g e s  
o f  f a c t o r i z a t i o n  do n o t  d e r i v e  f rom a  more economic r e p r e s e n t a -  
t i o n  f o r  t h e  i n v e r s e  ( f o r ,  i n  g e n e r a l ,  t h i s  w i l l  n o t  be t h e  c a s e )  
b u t  f r o m  t h e  f a c t  t h a t  o n l y  a  f r a c t i o n  o f  t h e  t o t a l  i n f o r r n a t i o n  
n e e d s  t o  b e  u s e d  on  any g i v e n  i t e r a t i o n ,  a n d  i f  t h i s  f r a c t i o n  
happens  t o  i n v o l v e  a  s r r ~ a l l e r  number o f  n o n - z e r o s  ( t h a n  would a 
g e n e r a l  r e p r e s e n t a t i o n )  i t  w i l l  b e  o f  a d v a n t a g e  t o  u s e  t h e  f a c -  
t o r i z e d  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e .  
These  a d v a n t a g e s  c a n  b e  e x p e c t e d  t o  be i n d e p e n d e n t  o f  t h e  
l e v e l  o f  f a c t o r i z a t i o n  whenever  o n l y  t h e  i n f o r m a t i o n  c o r r e s p o n d -  
i n g  t o  one p a t h  i n  t h e  a s s o c i a t e d  t r e e  i s  r e q u i r e d ,  a s  f o r  i n -  
s t a n c e  f o r  t h e  forward t r a n s f o r m a t i o n  and f o r  upda t ing  t h e  i n v e r s e ;  
and a l s o  f o r  t h e  backward t r a n s f o r m a t i o n  when only columrls 
a s s o c i a t e d  w i t h  one p a t h  a r e  p r i c e d  o u t .  A s  t h e  l e v e l  o f  f a c -  
t o r i z a t i o n  i n c r e a s e s  t h e  number o f  p a t h s  i n  t h e  a s s o c i a t e d  t r e e  
can  b e  expec t ed  t o  i n c r e a s e  e x p o n e n t i a l l y  w i t h  i t ,  and t h e  c o l -  
umns a s s o c i a t e d  wi th  any one p a t h  a r e  l i k e l y  t o  c o n s t i t u t e  a  
s m a l l  f r a c t i o n  o f  t h e  t o t a l .  I n  t h i s  c a s e , ,  a l t hough  p r i c i n g  o u t  
t h e  columns co r r e spond ing  t o  only  one p a t h  would be  b e s t  a s  r e -  
g a r d s  t i m e  p e r  i t e r a t i o n ,  i t  may i n c r e a s e  t o o  much t h e  t o t a l  
number o f  i t e r a t i o n s  t o  s o l v e  t h e  problem, because  t h e  c a n d i d a t e  
is  s e l e c t e d  from a  s m a l l  s u b s e t  o f  t h e  non-bas ic  columns, and 
t h e r e  i s  h i g h  p r o b a b i l i t y  o f  t h e  s e l e c t e d  column b e i n g  dropped 
l a t e r  from t h e  b a s i s .  
But i f  columns a s s o c i a t e d  w i t h  more t h a n  one p a t h  a r e  
p r i c e d  o u t ,  f o r  example t h o s e  co r r e spond ing  t o  some s u b t r e e ,  
t h e n  from some l e v e l  on ,  say l e v e l  k ,  a l l  t h e  t e rms  i n  t h e  f a c -  
t o r i z e d  r e p r e s e n t a t i o n  o f  a  l e v e l  k b lock  i n v e r s e  a r e  r e q u i r e d  
f o r  t h e  backward t r a n s f o r m a t i o n .  I n  t h i s  c a s e  a  g e n e r a l  r e p r e -  
s e n t a t i o n  may be more economic f o r  t h e  b lock  i n v e r s e s  a t  l e v e l  
k ,  l i m i t i n g  t h e  maximum l e v e l  o f  f a c t o r i z a t i o n  t o  k .  
Only e x t e n s i v e  e x p e r i m e n t a l  t es t s  on a  v a r i e t y  o f  r e a l  
problems can show whether  o r  n o t  t h i s  l i m i t a t i o n  i s  outweighed 
by t h e  p o s s i b l e  advantages  i n  t h e  forward  t r a n s f o r m a t i o n  and i n  
t h e  u p d a t i n g  o f  t h e  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e .  
CHAPTER 6 
CONCLUSIONS 
A Genera l  Block-Angular Basis F a c t o r i z a t i o n  (GBBF) 
method has  been p r e s e n t e d  t o g e t h e r  w i t h  a n  e f f i c i e n t  p rocedure  
t o  upda te  t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  of  t h e  i n v e r s e  a f t e r  
one column r e p l a c e s  a n o t h e r  i n  t h e  b a s i s .  
The use  o f  t h i s  r e p r e s e n t a t i o n  o f  t h e  i n v e r s e  i n  a 
r e v i s e d  'Simplex Method f o r  b lock -angu la r  l i n e a r  problems h a s  
t h e  advantage  t h a t ,  though t h e  t o t a l  number o f  non-zeroes i n  
t h e  f a c t o r i z e d  r e p r e s e n t a t i o n  may b e  h i g h e r  t h a n  f o r  a  g e n e r a l  
r e p r e s e n t a t i o n  o f  t h e  i n v e r s e ,  on ly  a f r a c t i o n  o f  t h e s e  te rms  
need t o  be used  and updated  on any g iven  i t e r a t i o n .  
It a l s o  a l l ows  u n i f y i n g  e x i s t i n g  P a r t i t i o n i n g  and De- 
compos i t i on  methods ( n o t  based  on t h e  Dantzig-Wolfe decomposi t ion  
p r i n c i p l e )  a s  v a r i a n t s  of  a  r e v i s e d  Simplex Method u s i n g  t h e  
GBBF form of t h e  i n v e r s e ,  d i f f e r i n g  from each  o t h e r  w i t h  r e s p e c t  
t o  t h e  c r i t e r i a  used t o  s e l e c t  t h e  v e c t o r  p a i r  t o  e n t e r  and t o  
l e a v e  t h e  b a s i s .  T h i s  opens t h e  way t o  e x t e n s i v e  t e s t i n g  t o  
compare t h e s e  methods on p r a c t i c a l  problems s i n c e  o n l y  one 
computer program has  t o  b e  w r i t t e n ,  hav ing  t h e  d i f f e r e n t  s t r a t e g y  
o p t i o n s  t o  s e l e c t  t h e  v e c t o r  p a i r  t o  e n t e r  and l e a v e  t h e  bas!-s. 
The approach i s  e a s i l y  ex tended  t o . n e s t e d  a p p l i c a t i o n s  
and can  be a p p l i e d  i n  p a r t i c u l a r  t o  t h e  s o l u t i o n  o f  s t a i r c a s e  
problems.  
APPENDIX 
EXPERIMENTAL RESULTS WITH THE COUPLING 
CONSTRAINTS ALGORITHM 
I n  F i g u r e s  A 1  and A2 a  more d e t a i l e d  i n f o r m a t i o n  flow- 
s h e e t  f o r  t h e  two s t e p  Coupl ing  C o n s t r a i n t s  A lgo r i t hm i s  g i v e n  
( s e e  s e c t i o n  3 .4 -2 ) .  T h i s  a l g o r i t h m  was implemented i n  a  
FORTRAN computer code under  t h e  name G-GUB. G-GUB i n  t u r n  was 
deve loped  a s  an  e x t e n s i o n  o f  LPM1, a n  a l l  i n - c o r e  FORTRAN l i n e a r  
programming code w r i t t e n  a t  S t a n f o r d  by J . A .  Tomlin. LPMl s t o r e s  
t h e  problem m a t r i x  by columns packed i n  a  v e c t o r  o f  non-zeroes ,  
a v e c t o r  o f  t h e  same d imens ions  g i v i n g  f o r  each  non-zero co- 
e f f i c i e n t  i t s  row i n d e x ,  and a  v e c t o r  g i v i n g  f o r  e ach  column t h e  
p o s i t i o n  o f  i t s  f i r s t  non-zero e lement  i n  t h e  two above v e c t o r s .  
The e t a  f i l e  i s  s t o r e d  a c c o r d i n g  t o  t h e  same p r i n c i p l e .  It u s e s  
a n  L-U f a c t o r i z a t i o n  f o r  i n v e r t i n g  t h e  b a s i s ,  f o l l owed  by p roduc t -  
form u p d a t e s .  
The G-GUB FORTRAN Code 
G-GUB was conce ived  a s  a n  ou t -of -core  code ,  where a t  e ach  
t i m e  d a t a  f o r  one b l o c k ,  m a t r i x  and  e t a  f i l e ,  i s  h e l d  i n  c o r e  i n  
t h e  form r e q u i r e d  by LPM1, w h i l e  i n  t h e  meantime t h e  d a t a  f o r  
a l l  o t h e r  b l o c k s  i s  k e p t  on a  d i s k .  The working b a s i s  i n v e r s e ,  
Do and V a r e  s t o r e d  i n  t h e  same way a s  a  b l o c k  0.' Whenever we 
need t h e  d a t a  f o r  a n o t h e r  b lock ,  t h e  one i n  c o r e  i s  w r i t t e n  
o u t  t o  d i s k  ( u n l e s s  i t  has  n o t  changed) and t h e  new one i s  r e a d  
i n .  Due t o  t h e  packing  scheme used by LPM1, which was des igned  
as an  i n - c o r e  code, t h e  1-0 o p e r a t i o n s  f o r  G-GUB a r e  somewhat 
I 
i n e f f i c i e n t .  From t h e  v iewpoin t  of a n l y z i n g  e x p e r i m e n t a l  
r e s u l t s ,  however, t h i s  i s  not  s e r i o u s .  For  an expe r impn ta l  code 
such  a s  G-GUB t h e  t ime s p e n t  on 1-0 can be measured, which a l l ows  
u s  t o  make comparisons on computa t ion  t imes  a l o n e ,  o r  t o  have 
a n  e s t i m a t e  o f  t h e  e f f e c t  o f  i n e f f i c i e n c i e s  due  t o  1-0. Because 
o f  t h i s ,  i t  was f e l t  t h a t  t h e  t ime  invo lved  i n  coding  cou ld  be  
c o n s i d e r a b l y  s h o r t e n e d  by a d a p t i n g  a n  e x i s t i n g  LP code i n s t e a d  
o f  w r i t i n g  a  new one w i t h  s u p e r i o r  1-0 f a c i l i t i e s .  
O the r  compu ta t iona l  c h a r a c t e r i s t i c s  o f  G-GUB a r e :  
1) Block i n v e r s e s  were i n v e r t e d  whenever N 1  new e t a s  
had been added t o  i t  s i n c e  i t s  las t  i n v e r s i o n ,  and t h e  same f o r  
t h e  Working B a s i s .  (Fo r  t e s t s  N 1  = 3 0 . )  
2 )  Every N 2  i t e r a t i o n s  t h e  s o l u t i o n  was recomputed by 
"-1"-1 -1 
s o l v i n g  XB = V BW BN b .  A f i r s t  s t e p  f o r  t h i s  i s  t o  c a l c u l a t e  
f o r  each  i = 1, ..., k ,  Bi = Bi bi. When doing  t h i s  t h e  accu racy  
of t h e  computed B1 was checked.  I f  t h e  maximum row e r r o r  
exceeded a  t o l e r a n c e ,  t h e  co r r e spond ing  bl'ock b a s i s  was r e -  
i n v e r t e d  even  though i t  was n o t  n e c e s s a r y  by t h e  c r i t e r i o n  i n  
- 1 (1). A t  t h e  same t ime t h e  co r r e spond ing  Vi = B.  Ci  was r e -  1 
computed u s i n g  t h e  new r e p r e s e n t a t i o n  f o r  t h e  i n v e r s e .  A f t e r  
t h i s  s t e p  t h e  Working B a s i s  was r e i n v e r t e d  w i t h  i t s  recomputed 
columns. The accuracy  o f  t h e  Xg t h u s  recomputed was always 
found t o  be good. (Fo r  t e s t s  N 2  = 6 0 . )  
3 A l l  computa t ions  were performed on an  IBM 360/91  a t  
t h e  S t a n f o r d  L inea r  A c c e l e r a t i o n  C e n t e r  (SLAC) . The computing 
times r e p o r t e d  a r e  CPU seconds .  
D e s c r i p t i o n  of  Problems 
Three  problems were a v a i l a b l e .  They a r e  d e s c r i b e d  i n  
Tab le  1. 
Tab le  1. D e s c r i p t i o n  o f  Problems 
Problem 
- 
FIXMAR FORESTRY D I N A M I C O  
T o t a l  number o f  rows 
T o t a l  number o f  columns 
T o t a l  d e n s i t y  
Number of  b l o c k s  
Common rows 
Block 1 rows/column/ d e n s i t y  
Block 2  
Block 3  
B ~ O C ~  4 
Block 5  
Block 6  
325 
4  5  2  
1 . 8 %  
4  
- 
1 8  
92/114/  6.08 
73194.1 5 .4% 
57/125/  3.5% 
85/1181 8'71 
404 
603 
1 .6% 
6  
11 
73/103/  6.1% 
47/71/  12.3' 
69/109/  8'91 
72/134/  5 .7% 
63 /89 /  12 .1% 
69/9i'/ 7 .4% 
417 
5 2 7  
1 . 8 %  
3 
5 6 
1 1 7 / 1 7 7 / ~ ' ~ %  
108/164/  4 .3% 
136/192/  4.5% 
F i r s t  Runs 
The f i r s t  e x p e r i m e n t s ,  w i t h  a n  e a r l y  v e r s i o n  o f  t h e  code ,  
were  done  t o  compare s o l u t i o n  times o f  G-GUB and  MPS-360. The 
r e s u l t s  w i t h  t h e  two prob lems  a v a i l a b l e  a t  t h a t  t i m e  a r e  g i v e n  
I 
i n  T a b l e  2 .  Note t h a t  t h e  s o l u t i o n  t i m e s  of  t h e  e x p e r i m e n t a l  
first  v e r s i o n  G-GUB i s  comparab le  w i t h  t h a t  o f  t h e  commerc ia l  
MPS-360 s y s t e m .  
T a b l e  2 .  S o l u t i o n  Times U s i n g  G-GUB and  MPS-360 
Second Runs 
The above t i m e s  f o r  G-GUB were c o n s i d e r e d  e n c o u r a g i n g .  
It was f e l t  t h a t  f o r  l a t e r  t e s t s  LPMl s h o u l d  b e  u s e d  a s  t h e  
s t a n d a r d  LP s i n c e  t h e n  t h e  t i m e s  would n o t  b e  a f f e c t e d  by 
d i f f e r e n c e s  i n  t h e  c o d e s  and  would b e  d i r e c t l y  comparab le .  
B e s i d e s ,  i f  G-GUB p e r f o r m e d  b e t t e r ,  i t  was i m p o r t a n t  t o  d e t e r m i n e  
t o  what d e g r e e  t h i s  was due  t o  t h e  S t e p  1 p r o c e d u r e ,  t o  t h e  
GBBF r e p r e s e n t a t i o n ,  o r  t o  t h e  p a r t i a l  p r i c i n g  s t r a t e g y  u s e d  i n  
MPS-360 
3 6  
1 1 2  
G- GUB 
making f i r s t  
b l o c k s  o p t i m a l  
2 1  
113 
G-GUB 
making f i r s t  
b l o c k s  f e a s i b l e  
FIXMAR 
D I N A M I C O  
2 2 
1 2 6  
c o n j u n c t i o n  w i t h  t h i s  l a t t e r  one .  
T h e r e f o r e  some s l i g h t  m o d i f i c a t i o n s  were i n t r o d u c e &  t o  
t h e  code ,  which a l lowed us  t o  t e s t  d i f f e r e n t  o p t i o n s .  These 
o p t i o n s  were I 
A )  Bas i s  r e p r e s e n t a t i o n  u s i n g  GBBF o r  t h e  s t a n d a r d  
LPMl LU f a c t o r i z a t i o n  w i t h  p roduc t  form upda te s  
f o r  t h e  b a s i s  o f  t h e  whole problem. 
B) S t e p  1: Here we c o n s i d e r e d  t h r e e  o p t i o n s :  (1) s o l v i n € +  
b l o c k s  t o  o p t i m a l i t y ,  ( 2 )  making b l o c k s  f e a s i b l e ,  o r  
( 3 )  u s i n g  s t a n d a r d  Phase 1 w i t h o u t  t r e a t i n g  b locks  f i r s t .  
C) P r i c i n g :  ( 1 )  P a r t i a l  Block P r i c i n g  (PBP) o r  ( 2 )  
t o t a l  p r i c i n g  a t  each  i t e r a t i o n  ( t o t a l ) .  
By a combina t ion  o f  t h e s e  o p t i o n s  t h e  f o l l o w i n g  s t r a t e g i e s  cou ld  
be t e s t e d :  
B a s i s  b 
S t r a t e g y  R e p r e s e n t a t i o n  S t e p  1 P r i c i n g  
GBBF f e a s i b i l i t y  PBP 
GBBF o p t i m a l i t y  PBP 
GBBF o p t i m a l i t y  t o t a l  
GBBF no PBP 
GBBF no t o t a l  
LPMl no t o t a l  
LPMl no PBP 
Using problem FIXMAR t h e s e  s t r a t e g i e s  were compared. The 
r e s u l t s  a r e  g iven  i n  Table  3. 
Table  3. Comparison of  s t r a t e g i e s  on Problem FIXMhR 
T h i r d  Run 
By t h i s  t ime s t r a t e g i e s  0  and 5  were compared on problem 
FORESTRY. The r e s u l t s  a r e  g iven  i n  Table  4 .  
Table  4 .  Comparison of  S t r a t e g i e s  0  and 5  on 
Problem FORESTRY 
5a 
47.65 
200k 
- - 
47.65 
-- 
5.30 
T o t a l  CPU s e c  
S t ep  2 . i t e r a t i o n  
S t r a t e g y  
T o t a l  CPU s e c  
Core used  
I /O  C P U  s e c  
T o t a l - 1 / 0  
CPU s e c  
Comp . t ime / 
S t e p  2 i t e r .  ' 
Comp. t i m e /  
LMPl i t e r .  
3  
38.70 
156k 
10 .53  
28.17 
4 . 4 1  
- - 
5  
35.02 
200k 
-- 
35.02 
-- 
5.15 
2  
38.52 
156k 
10.99 
27 .53  
3.40 
- - 
1 
I 
25.45 
I 
,156k 
1 
, 4.35 
'21.10 
4.42 
- - 
-1 
2 2 . 1 2  
156k 
4.30 
17.82 
3.35 
- - 
0  
21.04 
1 5 6 k  
2.98 
18.06 
3.46 
- - 
Ana lys i s  o f  R e s u l t s  
1 )  With r e s p e c t  t o  comparable g e n e r a l  L P ' s ,  t h e  CCA 
a l g o r i t h m  can produce s u b s t a n t i a l  r e d u c t i o n s  i n  o v e r a l l  computa t icn  
t ime f o r  b lock -angu la r  l i n e a r  problems w i t h  coup l ing  c o n s t r a i n t s ,  
a s  can be  s een  by comparing the  t o t a l  s o l u t i o n  t imes  
f o r  problems FIXMAR and FORESTRY u s i n g  s t r a t e g i e s  0  ( C C A  
a l g o r i t h m )  and 5 ( g e n e r a l  LP).  
2 )  I f  FIXMAR i s  any i n d i c a t i o n  t h e n  each  one o f  t h e  t h r e e  
o p t i o n s  i n  t h e  CCA a l g o r i t h m  h e l p s  i n  r e d u c i n g  t h e  o v e r a l l  
s o l u t i o n  t ime .  The b e s t  r e s u l t s  a r e  o b t a i n e d  when a l l  t h r e e  
a r e  i n  e f f e c t ;  i n  t h i s  case  we g e t  a  r e d u c t i o n  by approximate ly  
a f a c t o r  of 2 .  
3 )  Note t h a t  s t r a t e g i e s  1 and 3  d i f f e r  on ly  i n  t h a t  
1 makes use o f  t h e  S t e p  1 o p t i o n  and t h i s  g i v e s  abou t  a 25% 
r e d u c t i o n  i n  computat ion t imes .  T h i s  would mean, i f  i t  were 
t r u e  i n  g e n e r a l  f o r  b lock -angu la r  problems w i t h  c o u p l i n g  
c o n s t r a i n t s ,  t h a t  g e n e r a l  LP ' s  cou ld  be made more e f f i c i e n t  f o r  
t h i s  t y p e  of  problem by u s i n g  t h i s  s t r a t e g y .  
4 )  The mean t ime  p e r  i t e r a t i o n  was seen  t o  i n c r e a s e  
w i t h  t h e  number o f  b lock  v e c t o r s  i n  t h e  Working Basis. T h i s  
r e l a t i o n s h i p  i s  p l o t t e d  on F i g .  A3 f o r  D I N A M I C O ,  f o r  which t h e  
e f f e c t  i s  more pronounced due t o  t h e  l a r g e  number o f  common 
rows. No t i ce  t h a t  t h e  mean t ime  p e r  i t e r a t i o n  w i t h  45 b lock  
v e c t o r s  i n  t h e  Working Basis i s  about  t h r e e  t imes  t h a t  w i t h  0 .  
T h i s  e f f e c t  i s  due mainly t o  l o n g e r  t r a n s f o r m a t i o n  t i m e s ,  
e s p e c i a l l y  i n  FTRAN, a s  t h e  number o f  non-zeroes  i n  t h e  WB 
and i n  t h e  V m a t r i c e s  i n c r e a s e s  l i n e a r l y  w i t h  t h e  number of  
b l o c k  v e c t o r s  i n  t h e  Working B a s i s ,  and t o  a n  i n c r e a s e  i n  t h e  
f requency o f  t h e  more expens ive  t y p e  3 updates .  (The more 
b l o c k  v e c t o r s  i n  WB t h e  s m a l l e r  t h e  p r o b a b i l i t y  of  v r  = 0.) 
T h i s  sugges t s  a  s t r a t e g y  m o d i f i c a t i o n  t o  reduce  t h e  mean 
t ime p e r  i t e r a t i o n .  A t  t h e  end o f  Phase 1, a l l  b lock  v a r i a b l e s  
i n  t h e  Working B a s i s  a r e  t r e a t e d  a s  parameters  f i x e d  a t  t h e i r  
c u r r e n t  va lue .  Thus t h e r e  a r e  no b lock  v e c t o r s  i n  t h e  Working 
B a s i s  and V = 0 and we g e t  f a s t e r  i t e r a t i o n s  because o f  t h e  
reduced t r a n s f o r m a t i o n  t ime.  When t h e  number o f  b lock  v e c t o r s  
i n  t h e  Working B a s i s  has  a g a i n  i n c r e a s e d  t o  a  l e v e l  s i m i l a r  t o  
t h a t  a t  t h e  end o f  Phase 1, t h e  v a r i a b l e s  t r e a t e d  a s  parameters  
a r e  cons ide red  a s  c a n d i d a t e s  and t h e i r  va lues  modified i n  t h e  
d i r e c t i o n  t o  improve t h e  o b j e c t i v e  f u n c t i o n  u n t i l  they  r e a c h  
t h e i r  bounds o r  d i s p l a c e  a  b a s i c  v a r i a b l e .  
FIGURE A 1  
'Coup'ling C o n s t r a i n t s  Algor i thm : 
Step '  1 
S e t  o b j e c t i v e  f o r  G-GUB 
and. I = 1 
GO TO STEP 2 
( s e e  F i g .  A 2 )  
I FIGURE A2 
b 
Calculate n, and pr ice  Coupling Constraints 
c o l m  i n  ~g Algorithm: Step 2 
4 
- 
Calculate il and pr ice  out 
columns i n  h o c k  I. A 
m c  
(object ive ) 
t no 
If 
( I .u r .K)I= l  
t Q(1) = &BL 
Update incoming column 
I = I + 1  and CHUZR (outgoing 
column). 
4 
1 
4 I = I + 1  
i 
no If 
(1.GT.K)I = 1 
Update RHS and deter- 
mine type of  bas i s  
update . 
Set Q(J) = F 
J = 1, ..., K 
b 
Update 
exchange s u h ! ~ r ' o t ) l a m  - 
variable. I inverse. 
C 
Update 
subproblem 1 columns i n  H 
Add row e t a  
t o  e t a  f i l e  
, forBW-1 
4 
Add column ?La t o  e t a  f i l e  
of  BW-1. Replace column i n  v 
v. bWP. I f  i n  Phase I no 
solut ion.  Otherwise o p t i m l .  
FIGURE A3.MEAN TIME PER STEP 2 ITERATION 
VS. NUMBER OF BLOCK VECTORS 
IN WORKING BASIS. 
I DlNAMlCO PROBLEM RUN A 0 RUN B / 
NUMBER OF BLOCK VECTORS IN WORKING BASIS 
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