We give a novel algorithm for enumerating lattice points in any convex body, and give applications to several classic lattice problems, including the Shortest and Closest Vector Problems (SVP and CVP, respectively) and Integer Programming (IP). Our enumeration technique relies on a classical concept from asymptotic convex geometry known as the M-ellipsoid, and uses as a crucial subroutine the recent algorithm of Micciancio and Voulgaris (STOC 2010) for lattice problems in the 2 norm. As
INTRODUCTION
The Shortest and Closest Vector Problems (SVP and CVP, respectively) on lattices are central algorithmic problems in the geometry of numbers, with applications to Integer Programming [29] , factoring polynomials over the rationals [28] , cryptanalysis (e.g., [37] , [24] , [36] ), and much more. (An n-dimensional lattice L is a discrete additive subgroup of R n , and is generated as the set of integer linear combinations of some basis vectors b 1 , . . . , b k ∈ R n , for some k ≤ n.) The SVP is simply: given a lattice L represented by a basis, find a nonzero v ∈ L such that v is minimized, where · denotes a particular norm on R n . The CVP is an inhomogeneous analogue of SVP: given a lattice L and a point t ∈ R n , find some v ∈ L that minimizes v − t . In these problems, one often uses the Euclidean ( 2 ) norm, but many applications require other norms like p or, most generally, the semi-norm defined by a convex body K 0 as x K = inf{r ≥ 0 : x ∈ rK}. Indeed, general (semi-)norms arise quite often in the study of lattices; for example, the "flatness theorem" in Integer Programming -which states that every lattice-free convex body has lattice width bounded by a function of the dimension alone -is a statement about SVP in general norms.
Much is known about the computational complexity of SVP and CVP, in both their exact and approximation versions. On the negative side, SVP is NP-hard (in 2 , under randomized reductions) to solve exactly, or even to approximate to within any constant factor [1] , [11] , [32] , [26] . Many more hardness results are known for other p norms and under stronger complexity assumptions than P = NP (see, e.g., [41] , [12] , [38] , [22] ). CVP is NP-hard to approximate to within n c/ log log n factors for some constant c > 0 [4] , [13] , [12] , where n is the dimension of the lattice. Therefore, we do not expect to solve (or even closely approximate) these problems efficiently in high dimensions. Still, algorithms providing weak approximations or having super-polynomial running times are the foundations for the many applications mentioned above.
The celebrated LLL algorithm [28] and variants [40] , [18] , [19] give 2 n/polylog(n) approximations to SVP and CVP in 2 , in poly(n) time. For exact SVP and CVP in the 2 norm, Kannan's algorithm [25] gives a solution in deterministic 2 O(n log n) time and poly(n) space (an improved analysis of this algorithm is given in [21] ). This performance remained essentially unchallenged until the breakthrough randomized "sieve" algorithm of Ajtai, Kumar, and Sivakumar [2] , which provides a 2 O(n)time and -space solution for exact SVP; moreover, the algorithm generalizes straightforwardly to p and other norms [9] , [5] . For CVP, in a sequence of works [3] , [9] , [5] it was shown that a modified version of the AKS sieve can approximate CVP in any p norm to within a (1 + ) factor in time and space (1/ ) O(n) for any > 0. Very recently, Eisenbrand et al [15] build on these results to solve 1 + CVP in ∞ in (ln 1 ) O(n) time. Furthermore, these algorithms can solve CVP exactly in 2 O(n) time as long as the target point is "very close" to the lattice. It is worth noting that the AKS sieve is a Monte Carlo algorithm: while the outputted solution is correct with high probability, it is not guaranteed.
In a recent breakthrough, Micciancio and Voulgaris [33] gave a deterministic 2 O(n) -time (and space) algorithm for exact SVP and CVP in the 2 norm, among many other lattice problems in NP. Interestingly, their algorithm works very differently from the AKS sieve, by computing an explicit description of the Voronoi cell of the lattice. (The Voronoi cell is the set of all points in R n that are closer to the origin than to any other lattice point.) In contrast to the AKS sieve, however, the algorithm of [33] appears to be quite specialized to 2 (or any norm defined by an ellipsoid, simply by applying a linear transformation). This is in part because in 2 the Voronoi cell is convex and has 2 O(n) facets, but in general norms this is not the case. A main problem left open in [33] was to find deterministic 2 O(n) -time algorithms for lattice problems in p and other norms.
Results and Techniques
Our main contribution is a novel algorithm for enumerating lattice points in any convex body. It uses as a crucial subroutine the Micciancio-Voulgaris (MV) algorithm [33] for the 2 norm that enumerates lattice points in an ellipsoid, and relies on a classical concept from asymptotic convex geometry known as the Mellipsoid. This connection between lattice algorithms and convex geometry appears to be a fertile direction for further research.
For a lattice L and convex body K in R n , let G(K, L) be the largest number of lattice points contained in any translate of K, i.e.,
Our starting point is the following guarantee on the enumeration of K ∩ L. 1 Theorem 1.1 (Enumeration in convex bodies, informal). Given any convex body K ⊆ R n along with an Mellipsoid E of K, and any n-dimensional lattice L ⊆ R n , the set K ∩ L can be computed in deterministic time G(K, L) · 2 O(n) .
As we describe later, an M-ellipsoid E of a convex body K ⊆ R n is an ellipsoid with roughly the same 'size' and 'shape' as K. We will show that it can generated in randomized poly(n) time with high probability, and verified in deterministic 2 O(n) time, and hence can always be computed in expected 2 O(n) time. Moreover, in many specific cases of interest, such as the unit ball of any p norm, an M-ellipsoid is deterministically computable in poly(n) time.
Our enumeration algorithm is at the core of the following applications. We begin with the Shortest Vector Problem in any "well-centered" semi-norm. 2 Theorem 1.2 (SVP in any (semi-)norm, informal). There is a deterministic 2 O(n) -time (and -space) algorithm that, given any well-centered n-dimensional convex body K and an M-ellipsoid E of K, solves SVP exactly on any n-dimensional lattice L in the semi-norm · K defined by K.
Besides being a novel algorithm, the improvement over previous approaches is in the generalization to (semi-)norms defined by arbitrary convex bodies, the use of much less randomness (if any), and in having a Las Vegas algorithm whose output is guaranteed to be correct.
We get a similar algorithm for the Closest Vector Problem, but its complexity grows with the distance from the target point to the lattice. There is a deterministic algorithm that, given any well-centered n-dimensional convex body K and an M-ellipsoid E of K, solves CVP exactly on any ndimensional lattice L in the semi-norm · K defined by K, in (1 + 2α) n · 2 O(n) time and space, provided that the distance from the query point x to L is at most α times the length of the shortest nonzero vector of L (under · K ).
A main motivation of our work is to develop more powerful tools for solving Integer Programming. We note that solving IP reduces to solving CVP in any well-centered semi-norm: to decide if K ∩ L = ∅, first approximate the centroid b of K, then solve CVP with respect to the well-centered body K − b on lattice L and target point b. Then K ∩L = ∅ if and only if there exists y ∈ L such that y − b K−b ≤ 1. However, unless we have a bound on the ratio α from the above theorem, we may not get a satisfactory guarantee on the running time of our CVP algorithm in this setting.
For the general case, we can still get an unqualified improvement in the state of the art for IP using our SVP algorithm for general norms. Theorem 1.4 (Integer Programming, informal). There exists a randomized algorithm that, given a compact convex set K ⊆ R n presented by a separation oracle, and an n-dimensional lattice L ⊂ R n , either decides that K ∩L = ∅ or returns a point y ∈ K ∩L in expected O(f * (n)) n time, where f * (n) is the optimal bound for the "flatness theorem."
The flatness theorem, a fundamental result in the geometry of numbers, says that every lattice-free convex body has lattice width bounded by a function of the dimension alone. As first noticed by Lenstra [29] , it suggests a recursive algorithm for IP that uses a subroutine for finding good flatness directions. Finding an optimal flatness direction directly reduces to solving an SVP in a general norm, which was solved only approximately in previous refinements of Lenstra's algorithm. The above is therefore an essentially "optimal" Lenstra-type algorithm with respect to the classical analysis.
Using the current best known bounds on f * (n) [7] , [39] , our IP algorithm has a main complexity term of order O(n 4/3 log c n) n . This improves on the previous fastest algorithm of Hildebrand and Köppe [23] for integer optimization over quasi-convex polynomials (our algorithm can be plugged-in to their framework to give a corresponding improvement for IP over quasi-convex polynomials) which achieved a leading complexity term of O(n 2 ) n ; the previous best before that is due to Kannan [25] and achieves a leading complexity term of O(n 2.5 ) n . It is conjectured that f * (n) = Θ(n) [7] , and this would give a bound of O(n) n for IP.
In the rest of this introduction we give an overview of our enumeration technique and its application to SVP, CVP, and IP.
Enumeration via M-ellipsoid coverings: We now explain the main technique underlying Theorem 1.1 (enumeration of lattice points in a convex body K).
The key concept we use is a classical notion from asymptotic convex geometry, known as the M-ellipsoid. An M-ellipsoid E for a convex body K has the property that 2 O(n) copies (translates) of E can be used to cover K, and 2 O(n) copies of K suffice to cover E. The latter condition immediately implies that
Using the former condition, enumerating K ∩L therefore reduces to enumerating (E + t) ∩ L for at most 2 O(n) values of t (and keeping only those lattice points in K), which can be done in deterministic 2 O(n) · G(E, L) time by (an extension of) the MV algorithm [33] .
The existence of an M-ellipsoid for any convex body K was established by Milman [34] , [35] , and there are now multiple proofs. Under the famous slicing conjecture [10] , an appropriate scaling of K's inertial ellipsoid (defined by the covariance matrix of a uniform random point from K) is in fact an M-ellipsoid. When K is an p ball, an M-ellipsoid is simply the scaled 2 ball n 1/2−1/p · B n 2 . For general convex bodies K, we give an algorithm for computing an M-ellipsoid of K, along with a covering by copies of the ellipsoid. Under the slicing conjecture, the former task is straightforward: simply estimate the covariance matrix of K using an algorithm for sampling uniformly from a convex body (e.g., [14] ). To avoid assuming the slicing conjecture, we use an alternative proof of M-ellipsoid existence due to Klartag [27] . The resulting guarantees can be stated as follows.
Theorem 1.5 (M-ellipsoid generator, informal). There is a polynomial-time randomized algorithm that with high probability computes an M-ellipsoid E of a given n-dimensional convex body K. 3 Theorem 1.6 (M-ellipsoid covering algorithm, informal). Given an ellipsoid E and convex body K, there is a deterministic 2 O(n) -time algorithm which certifies that E is an M-ellipsoid of K, and if so returns a covering of K by 2 O(n) copies of E. 4 Combining these two theorems, we get an expected require 2 Ω(n) time when K is specified by an oracle [17] .
Shortest and Closest Vector Problems: Here we outline our deterministic 2 O(n) -time algorithm for SVP in any norm defined by a symmetric convex body K, given an M-ellipsoid of K. (Well-centered semi-norms are dealt with similarly.) For instance, as noted above the scaled 2 ball E p = n 1/2−1/p · B n 2 is an M-ellipsoid for any p ball K = B n p . Moreover, a good covering of B n p by E p is straightforward to obtain: for p ≥ 2, just one copy of E p works (since B n p ⊆ E p ), while for 1 ≤ p < 2, we can cover B n p by a tiling of E p 's axis-aligned inscribed cuboid.
Let L be an n-dimensional lattice, and let λ 1 = λ 1 (K, L) be the length of its shortest vector under · K . We can assume by rescaling that 1/2 < λ 1 ≤ 1, so K contains an SVP solution. Our algorithm simply enumerates all nonzero points in K ∩ L (using Theorem 1.1), and outputs one of the shortest. For the running time, it suffices to show that G(K, L) ≤ 2 O(n) , which follows by a simple packing argument: for any x ∈ R n , copies of 1 4 K centered at each point in (K +x)∩L are pairwise disjoint (because λ 1 > 1/2) and contained in 5 4 
For CVP with target point x, the strategy is exactly the same as above, but we use a scaling dK so that
d is a 2approximation of the distance from x to L). In this case, the packing argument gives a bound of G(dK, L) ≤ (1 + 2d/λ 1 ) n .
In retrospect, the above algorithms can be seen as a derandomization (and generalization to semi-norms) of the AKS sieve-based algorithms for exact SVP in general norms, and exact CVP in p norms [2] , [3] , [9] , [5] , with matching running times (up to 2 O(n) factors). Specifically, our algorithms deterministically enumerate all lattice points in a convex region, rather than repeatedly sampling until all such points are found with high probability. However, we do not know whether our techniques can derandomize the (1 + )-approximate CVP algorithms of [3] , [9] in asymptotically the same running time.
Integer Programming: Our algorithm for Integer Programming (finding a point in K ∩ L, if it exists) follows the basic outline of all algorithms since that of Lenstra [29] . The main step of the algorithm (and Lenstra's key insight, refined dramatically by Kannan [25] ) is to find a direction along which the lattice width of the target convex body K is small. Given such a direction, we recurse on the lattice hyperplanes orthogonal to this direction that intersect K, thus reducing the dimension of the problem by one.
In previous work, a small lattice-width direction was found by replacing K by an ellipsoid E containing K, then solving SVP in the norm defined by the dual ellipsoid E * on the dual lattice L * . Here we instead use our SVP algorithm for general norms, solving it directly for the norm induced by (K − K) * on L * . This refinement allows us to use the best-known bounds on f * (n) (from the flatness theorem) for the number of hyperplanes on which we have to recurse.
Organization
The remainder of the paper is organized as follows. In Section 2 we recall basic concepts from convex geometry that are needed to understand our M-ellipsoid algorithms. In Section 3 we give the M-ellipsoid construction (formalizing Theorems 1.5 and 1.6) and outline its analysis. In Section 4 we formalize our enumeration technique (Theorem 1.1) and apply it to give algorithms for SVP, CVP and IP.
CONVEX GEOMETRY BACKGROUND
Convex bodies.: For sets A, B ∈ R n we define the Minkowski sum of A and B as A + B = {x + y : x ∈ A, y ∈ B}. K ⊆ R n is a convex body if K is convex, compact and full-dimensional. We say that a body is centrally symmetric, or 0-symmetric, if K = −K.
Let K ⊆ R n be a convex body such that 0 ∈ K. We define the gauge function, or Minkowski functional, of K as x K = inf{r ≥ 0 : x ∈ rK}, x ∈ R n . From convex analysis, we have that the functional · K is a semi-norm, i.e., it satisfies the triangle inequality and tx K = t x K for t ≥ 0, x ∈ R n . If K is centrally symmetric, then . K is a norm in the usual sense. The polar (or dual) body K * is defined as K * = {x ∈ R n : ∀y ∈ K, x, y ≤ 1}. A basic result in convex geometry is that K * is convex and that (K * ) * = K.
Define the p norm on R n as x p = (
p . For convenience we write x for x 2 . Let B n p = {x ∈ R n : x p ≤ 1} denote the p ball in R n . Note from our definitions that x B n p = x p for x ∈ R n . For a positive definite matrix A ∈ R n×n , we define the norm generated by A as x A = √
x t Ax, and the ellipsoid generated by A as
. Lastly, an elementary computation gives the useful fact that E(A) * = E(A −1 ).
Let f : R n → R + be an measurable function
We note that cov(f ) is always positive definite and symmetric. The inertial ellipsoid of f is defined as
. For a convex body K ⊆ R n , we similarly define the barycenter b(K), covariance matrix cov(K), inertial ellipsoid E(K), and isotropic constant L K of K, where we use the above definitions against the function f (x) = I[x ∈ K], the indicator function of K. A major open conjecture in convex geometry, which will play an important role for us, is the following:
Conjecture 2.1 (Slicing Conjecture [10] ). There exists an absolute constant C > 0, such that L K ≤ C for all n ≥ 1 and any convex body K ⊆ R n .
The original bound computed by Bourgain [10] was L K = O(n 1/4 log n). This has since been improved by Klartag [27] to L k = O(n 1/4 ). In addition, the conjecture has been verified for many classes of bodies including the p norm balls.
Computational model: For a matrix A ∈ Q m×n , let A denote the binary encoding length of A. All our algorithms will work with convex bodies and norms presented by oracles (see [20] for more details). We briefly describe the oracles we use for a convex body K. A weak membership oracle O K , given any point x ∈ R n and > 0 satisfies O K (x, ) = 1 if x + B n 2 ⊆ K, O K (x, ) = 0 if x / ∈ K + B n 2 , and either O K (x, ) = 0, 1 otherwise. A weak distance oracle D K (here we assume 0 ∈ K), given x ∈ R n and > 0 satisfies |D K (x, ) − x K | ≤ . A strong separation oracle S K , applied on an input x ∈ R n returns 1 if x ∈ K, and otherwise outputs a separator c ∈ R n such that sup y∈K c, y < c, x . We will always assume that these oracles return output whose length is bounded by some polynomial in the encoding length of their input.
In our algorithms, we will assume that K is either (a 0 , r, R)-centered, i.e. that rB n 2 ⊆ K − a 0 ⊆ RB n 2 , or that K is R-circumscribed, i.e. that K ⊆ RB n 2 , where these guarantees are explicitly included in the input of the algorithm. The complexity of our algorithms will be measured by the number of arithmetic operations as well as the number of calls to the oracle.
COMPUTING M-ELLIPSOIDS AND COVERINGS
An M-ellipsoid of a convex body K is an ellipsoid E with the property that at most 2 O(n) translated copies of E are sufficient to cover all of K, and at most 2 O(n) copies of K are sufficient to cover E. More precisely, for any two subsets A, B ∈ R n , define the covering number N (A, B) = min{|Λ| : Λ ⊆ R n , A ⊆ B + Λ}. (3.1) Hence N (A, B) is the minimum number of translates of B needed to cover A. The following theorem was first proved for symmetric bodies by Milman [34] and extended by Milman and Pajor [35] to the general case. 1 ([35] ). There exists an absolute constant C > 0, such that for all n ≥ 1 and any convex body K ⊆ R n , there exists an ellipsoid E satisfying
Definition 3.2 (M-ellipsoid). Let K ⊆ R n be a convex body. If E is an ellipsoid satisfying Equation (3.2) (for some particular fixed C) with respect to K, then we say that E is an M-ellipsoid of K.
There are many equivalent ways of understanding the M-ellipsoid; here we list a few (proofs of many of these equivalences can be found in [35] ).
Theorem 3.3. Let K ⊆ R n be a convex body with b(K) = 0 (centroid at the origin), and let E ⊆ R n be an origin-centered ellipsoid. Then the following conditions are equivalent, where the absolute constant C may vary from line to line:
From the above we see that the M-ellipsoid is very robust object, and in particular is stable under polarity (assuming K is well-centered). We will use this fact in what follows, to help us certify a candidate M-ellipsoid.
For general convex bodies, the proofs of existence of an M-ellipsoid in [34] and [35] are non-constructive. It is worth noting, however, that under the slicing conjecture (also known as the hyperplane conjecture), a √ n scaling of K's inertial ellipsoid is an M-ellipsoid -indeed, this is an equivalent form of the slicing conjecture. For many norms, including p , absolutely symmetric norms (where the norm is preserved under coordinate sign flips), and other classes, the slicing conjecture has been proved. Therefore, for such norms, an M-ellipsoid computation is straightforward: using random walk techniques, estimate the covariance matrix cov(K) of K, the unit ball of the norm, and return a √ n scaling of K's inertial ellipsoid. In the rest of this section, we describe how to generate an M-ellipsoid in general, using a technique developed by Klartag [27] , without directly relying on the slicing conjecture, with good probability in probabilistic polynomial time. Moreover, we show how to certify that an ellipsoid is an M-ellipsoid in deterministic 2 O(n) time. A by-product of the certification is a covering of the target body by at most 2 O(n) translates of the candidate M-ellipsoid. Such a covering will be used by all the lattice algorithms in this paper.
The Main Algorithm
The main result of this section is Algorithm 1 (M-Ellipsoid). The algorithm uses two main subroutines. The first, M-Gen, described in Section 3.2 below, produces a candidate ellipsoid that is an M-ellipsoid with good probability. The second, Build-Cover, described in Sec- along with a set T ⊆ Q n , |T | ≤ 2 9n such that K ⊆ T + E, in expected time 2 13n · poly(n, log( R r )).
Generating a Candidate M-Ellipsoid
Our algorithm for generating a candidate M-ellipsoid is based on a constructive proof of Theorem 3.1 by Klartag [27] , who suggested to us the idea of using these techniques to build an M-ellipsoid algorithmically.
The main theorem of [27] , reproduced below, does not explicitly refer to M-ellipsoids; instead, it shows that for every convex body K, there is another convex body K that sandwiches K between two small scalings and satisfies the slicing conjecture.
Theorem 3.5 ([27] ). Let K ⊆ R n be a convex body. Then for every real ∈ (0, 1), there exists a convex body K ⊆ R n such that d(K,
where c > 0 is an absolute constant and L K is the isotropic constant of K .
From the closeness of K and K it follows that an M-ellipsoid for K is an M-ellipsoid for K, and from the bound on L K the inertial ellipsoid of K is an M-ellipsoid for K .
Here we will not need to construct K itself, but only an ellipsoid very close to its inertial ellipsoid (which as just mentioned is an M-ellipsoid for K). The body K is derived from a certain family of reweighted densities over K. These densities are given by exponential reweightings of the uniform density along some vector s ∈ R n , i.e., f s (x) = e s,x for x ∈ K (and 0 otherwise). More precisely, a √ n scaling of the inertial ellipsoid of a density f s , where s is sampled uniformly from n(K − K) * , will yield an M-ellipsoid of K with high probability.
Algorithm 2 makes the above description more formal. Note that given an oracle for a convex body, an oracle for the polar body can be constructed in polynomial time [20] . Sampling, both from the uniform and exponentially reweighted distributions, can be done in polynomial time using the random walk algorithm of [31] , [30] . with probability at least 1 − 3 n in time poly(n, log( R r )).
Building a Covering
The next theorem yields an algorithm to approximately decide (up to single exponential factors) whether a given convex body K can be covered by a specified number of translates of an ellipsoid E. The algorithm is constructive and proceeds by constructing a simple parallelepiped tiling of K, where the parallelepiped in question is a maximum volume inscribed parallelepiped of E. Algorithm 3 Build-Cover: Deterministic construction of an ellipsoid covering of a convex body. Input: A weak membership oracle O K for an (0, r, R)centered convex body K, an ellipsoid E = E(A), and some H ≥ 1. Output: Either a covering of K by ( √ 8πeH) n translates of E, or a declaration that K cannot be covered by H n copies of E. 1: Let C E be any maximum-volume inscribed parallelepiped of E (e.g., a maximum-volume inscribed cuboid with the same axes as the ellipsoid). 2: Attempt to cover K using translates of C E with respect to the natural parallelepiped tiling, via a breadth-first search over the tiling lattice, starting from the origin. 3: If the attempted covering grows larger than ( √ 8πeH) n , abort. Otherwise, output the covering.
Theorem 3.7. Algorithm 3 (Build-Cover) is correct, and runs in time √ 8πeH n · poly(n, A , log( R r )).
LATTICE ALGORITHMS
In this section we present our general enumeration theorem for convex bodies (Theorem 1.1, formalized in Theorem 4.2) and give its application to the Shortest and Closest Vector Problems, and Integer Programming.
Lattice Background
An n-dimensional lattice L ⊂ R n is a discrete subgroup under addition. It can be written as L = k i=1 z i b i : z i ∈ Z for some (not necessarily unique) basis B = (b 1 , . . . , b k ) of k ≤ n linearly independent vectors in R n . The dual lattice L * of L is defined as L * = {y ∈ span(b 1 , . . . , b k ) : ∀x ∈ L, x, y ∈ Z}.
The minimum distance of L with respect to K is λ 1 (K, L) = min y∈L\{0} y K . The covering radius of L with respect to K is µ(K, L) = inf{s ≥ 0 : L + sK = R n }. We define the distance of x from L under · K as d K (L, x) = inf y∈L y − x K .
The shortest vector problem (SVP) with respect to K is the following: given a basis of an n-dimensional lattice L, compute an element of SVP(K, L) = arg min y∈L\{0} y K . The closest vector problem (CVP) with respect to K is: given a basis of an ndimensional lattice L and a point x ∈ R n , compute an element of CVP(K, L, x) = arg min y∈L y − x K .
To denote the sets of approximate minimizers for SVP and CVP, we define for any > 0, SVP (K,
Lattice Point Enumeration in Convex Bodies
We now present our algorithm to enumerate lattice points in any convex body. To do this we will need the recent algorithm of Micciancio and Voulgaris [33] for the Closest Vector Problem under the 2 norm (and hence any ellipsoidal norm), which we call the MV algorithm for short. The following is an immediate extension of their graph-traversal approach [42] . Here the idea is that the points inside (E(A) + t) ∩ L form a connected subgraph, where we consider two lattice points adjacent if they differ by a Voronoi-relevant vector of L, where Voronoi relevance is defined with respect to the inner product defined by A (see [33] for formal definitions). An initial point inside (E(A)+t)∩L can be computed (if it exists) in a single call to the MV algorithm, and the rest can be computed by a standard breadth-first search of the graph.
For a convex body K ⊆ R n and a lattice L ⊆ R n define
the maximum number of lattice points in K under any translation. We now state our enumeration theorem, which formalizes Theorem 1.1 from the introduction. 
We note that the only place randomness is used in the algorithm is to build the M-ellipsoid; once this has been achieved the rest of the algorithm is deterministic. Hence, in the cases where the M-ellipsoid is known explicitly, as it is for the p balls (where an appropriately scaled Euclidean ball suffices), the algorithm can be in fact made completely deterministic. The algorithms for the shortest vector and closest vector problem described in the next sections will only depend on the Lattice-Enum algorithm, and hence they will be deterministic as long as Lattice-Enum is deterministic.
Shortest Vector Problem
Here we will use the above enumeration algorithm to solve the Shortest Vector Problem. The following gives a useful bound on G(K, L) for a general convex body. Lemma 4.3. Let K ⊆ R n be a convex body satisfying vol(K ∩ −K) ≥ γ −n vol(K), γ ≥ 1, and let L be an n-dimensional lattice. Then for d > 0 we have that
(4.4)
We note γ above is easily bounded in many natural situations. When K is centrally symmetric we can set γ = 1 since K ∩ −K = K, and if K is a general convex body with b(K) = 0 setting γ = 2 is valid (see Corollary 3 in [35] ). Hence the notion of "well-centered", i.e., γ ≤ 4, is quite robust.
We can now state the algorithm and main theorem of this section. Algorithm 5 Shortest-Vectors(K, L, ) Input: A (0, r, R)-centered convex body K presented by a weak distance oracle D K for · K , a basis B for a lattice L, and 0 < < 1. Output: S ⊆ L, SVP(K, L) ⊆ S ⊆ SVP (K, L) 1: Compute z ∈ SVP(B n 2 , L) using the MV algorithm.
Closest Vector Problem
Before presenting our CVP algorithm, we will need a simple enumeration bound. Lemma 4.5. Let K ⊆ R n be a convex body, and let L ⊆ R n denote an n-dimensional lattice. Then for t > 0 we have G(tK, L) ≤ (4t + 2) n · G(K, L) (4.5)
We can now state the algorithm and main theorem of this section. 
Integer Programming
In this section, we present an algorithm for integer programming feasibility based on a general norm SVP solver. Our main result is the following: Theorem 4.7 (Integer Programming). Let K ⊆ RB n 2 be a convex body given by a strong separation oracle SEP K . Let L ⊆ R n be a n-dimensional lattice given by a basis B ∈ Q n×n . Then there exists an algorithm which either decides that K ∩ L = ∅, or returns a point x ∈ K ∩ L in expected time O(n 4 3 log c (n)) n poly( R , a 0 , B )
Furthermore, letting f * (n) denote the optimal function for the flatness theorem, the leading complexity term above can be replace by O(f * (n)) n .
To get the complexity bound for the above algorithm, we use the best known bounds on f * (n) (see [7] , [39] ), which give f * (n) = O(n 4 3 log c (n)). We give an outline of the algorithm. The algorithm works as almost all previous IP algorithms do, i.e. by finding a "thinnest" width direction of K with respect to L. More precisely, we adopt a recursive solution strategy, where given K and L as above, we seek to find a small collection of parallel hyperplanes H k , k ∈ A, such that if K ∩ L = ∅ then for some k ∈ A we have that K ∩ L ∩ H k = ∅. At this point, we simply solve the integer program with respect to K ∩ H k , L ∩ H k recursively for each k ∈ A, and decide that K ∩ L is empty if all the subproblems return empty and return any found lattice point otherwise. Finding the above set of hyperplanes reduces to solving a shortest vector problem with respect to a general norm, in particular the "width" norm of K, i.e. x (K−K) * = sup y∈K y, x − inf y∈K y, x . In previous IP algorithms, the alluded to SVP problem is solved only approximately via a reduction to 2 (i.e. via an ellipsoidal approximation of the norm). The main source of improvement for our algorithm comes from the fact the we solve the associated SVP exactly using a general norm SVP solver.
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