We investigate the classical and quantum mechanics of diatomic molecules in noncollinear ͑tilted͒ static electric and nonresonant linearly polarized laser fields. The classical diatomic in tilted fields is a nonintegrable system, and we study the phase space structure for physically relevant parameter regimes for the molecule KCl. While exhibiting low-energy ͑pendular͒ and high-energy ͑free-rotor͒ integrable limits, the rotor in tilted fields shows chaotic dynamics at intermediate energies, and the degree of classical chaos can be tuned by changing the tilt angle. We examine the quantum mechanics of rotors in tilted fields. Energy-level correlation diagrams are computed, and the presence of avoided crossings quantified by the study of nearest-neighbor spacing distributions as a function of energy and tilting angle. Finally, we examine the influence of classical periodic orbits on rotor wave functions. Many wave functions in the tilted field case are found to be highly nonseparable in spherical polar coordinates. Localization of wave functions in the vicinity of classical periodic orbits, both stable and unstable, is observed for many states.
I. INTRODUCTION
There has been considerable recent interest in the control of atomic and molecular quantum dynamics ͑see, for example Refs. 1-8 and references therein͒. Research on the control of molecular rotational degrees of freedom 9, 10 includes production of specific states 11, 12 or bands of highly excited rotational states, 13 rotationally induced bond dissociation, [13] [14] [15] [16] [17] and coherent control of periodically kicked molecules. [18] [19] [20] Particular attention has been given to the production of angularly localized ͑aligned or oriented͒ states. 2, 4, 9, 21, 22 For a recent survey, see Ref. 23 .
In the present paper we consider the rotational dynamics of a diatomic molecule in a combination of strong static electric and pulsed nonresonant infrared laser fields. This combination of fields, primarily in the collinear configuration, has been investigated as a means of producing oriented states, both theoretically [24] [25] [26] [27] and experimentally. [28] [29] [30] [31] Here we study both the classical and the quantum mechanics for the case of tilted fields, where the classical dynamics is typically nonintegrable. 32 The properties of strongly mixed rotational quantum states produced by molecule-field interactions are a novel topic in the study of the classical-quantum correspondence for both integrable 33 and nonintegrable 34 systems. For example, both symmetric tops in static electric fields 35 and diatomics in collinear static and laser fields 36 exhibit quantum monodromy, a phenomenon recently studied in both atomic and molecular systems. [37] [38] [39] [40] The classical phase space in the integrable collinear field case is organized by relative equilibria, 36 which are associated with stationary points of the effective angular potential. 41 Here we investigate the classical-quantum correspondence for the nonintegrable tilted field case, with special emphasis on the role of periodic orbits that evolve from the relative equilibria of the collinear field limit.
In Sec. II we provide some relevant background on the problem of rotational dynamics of molecules in strong external fields. The classical and quantum Hamiltonians for our system are introduced in Sec. III. Section IV presents our results on the classical phase space structure of the diatomic in collinear and tilted combined fields. In Sec. V we discuss our analysis of the nearest-neighbor level spacing distribution for the quantum problem, and correlate our findings with the corresponding classical dynamics. In Sec. VI we examine rotor wave functions, paying particular attention to localization of eigenfunction probability densities in the vicinity of classical periodic orbits. Section VII concludes.
II. ROTATIONAL DYNAMICS OF MOLECULES IN STRONG EXTERNAL FIELDS: GENERAL BACKGROUND
Beams of oriented molecules have long been used as probes of the orientation dependence of molecular collision dynamics. 2, 21, 42 Oriented states can be produced by "brute force" techniques, in which strong static uniform external E-fields induce mixing between J levels and lead to angular localization ͑nonzero ͗P 1 ͑cos ͒͒͘. 21, 43 Field strengths used in brute force orientation require a nonperturbative approach to state mixing. For polar diatomics, the resulting oriented "pendular" states have received extensive study. [43] [44] [45] [46] Some studies of state mixing in symmetric tops and asymmetric tops subject to intense external fields have also been carried out. 47, 48 One focus of this work has been on the evolution of eigenstates from the zero field to the strong-field limit; sharply avoided crossings of energy levels as a function of static field strength can lead to incorrect state labeling according to the zero-field limit parent in an adiabatic correlation scheme, 47 although in such cases it might be possible to provide physically significant labels in terms of diabatic states. Onset of field-induced ionization limits experimental static electric-field strengths to values Շ5 ϫ 10 4 V cm −1 . This limitation on the static field strength has motivated the development of alternative approaches to producing angularly localized states for systems with small dipole moments and/or moments of inertia. Nonresonant linearly polarized laser fields oscillating at infrared frequencies lead, via second-order molecule-field interaction ͑mediated by molecular polarizability rather than dipole moment͒, to aligned states. 4, [49] [50] [51] These pendular states have been investigated theoretically. 24, 25, 45, 46, 49 An important aspect of the use of pulsed fields is the time dependence of alignment, both during 26, [52] [53] [54] and following the pulse, so-called "field-free" alignment. 23 Studies of the quantal time evolution of rigid rotors subject to single nonresonant laser pulses have identified three regimes: 53 an adiabatic regime, where the pulse length pulse ӷ rot , where rot is the time scale for rotation; a short pulse regime, where pulse Ӷ rot ; and an intermediate regime, where pulse ϳ rot . In the adiabatic regime, the time dependence of the alignment essentially follows that of the nonresonant laser pulse.
For small enough values of angular momentum component m ͑see below͒, the effective potential in the coordinate ͑the angle between the diatomic axis and the laser polarization vector͒ associated with the nonresonant oscillatory field has the form of a double well, and closely spaced level doublets of aligned states are found at large field strengths.
25,49,51
Friedrich and Herschbach noted that application of a collinear static field leads to a splitting of the doublets, and so to the production of strongly oriented states. 24, 25 This method for the production of oriented molecules has been verified experimentally for OCS molecules 28, 29 ͑see also Ref. 30͒.
In the present study we focus our attention on the instantaneous rigid-rotor eigenstates in the combined static and laser fields, so that our considerations are relevant for the ͑experimentally accessible 28, 29 ͒ adiabatic regime. A new level of complexity is attained by subjecting polar molecules to tilted static and oscillatory E-fields. 24 This case is now discussed in detail.
III. POLAR DIATOMIC MOLECULE IN TILTED FIELDS
In this section we consider the classical and quantum Hamiltonians for a diatomic molecule in combined static and nonresonant linearly polarized laser fields. In the general case, where the static field and laser field polarization vectors are not collinear, the classical problem is nonintegrable, and can exhibit complicated dynamics.
A. Classical mechanics 1. Hamiltonian
The classical Hamiltonian for a rigid polar diatomic in a static electric field S along the space-fixed z axis is
where j is the rotor angular momentum, I the moment of inertia, D the magnitude of the dipole moment, the spherical polar coordinates ͑ , ͒ describe the orientation of the rotor axis, and ͑p , p ͒ are conjugate momenta. The angle between the diatom axis and the external field is . In terms of freerotor action-angle variables ͑j , m , q j , q m ͒, 55 H = H͑j , m , q j ͒ is a function only of j, m, and q j ,
The projection m ͑p ͒ is therefore a constant of the motion. The dependence of H on q j results in j mixing ͑j is no longer a constant of the motion͒, while the dependence on m means that the angular momentum vector j precesses around the z axis with constant projection m. Hamiltonians ͑1͒ and ͑2͒ describe the spherical pendulum. 33 The classical spherical pendulum, although an integrable system, 56 exhibits the phenomenon of monodromy, which is a topological obstruction to the existence of a global set of action-angle variables. 33 The quantum spherical pendulum exhibits quantum monodromy. 37 Eigenstates of the quantum spherical pendulum exhibit orientation of the rotor by the field. 43, 45 For a polarizable diatomic in a rapidly oscillating nonresonant ͑infrared frequency͒ linearly polarized laser field L ͑t͒ along the space-fixed z axis, the relevant Hamiltonian is the time-averaged interaction
where ␣ ʈ , ␣ Ќ are components of the polarizability parallel and perpendicular to the diatomic axis, respectively, and
, where v is the laser frequency, L the field amplitude, and f͑t͒ a slowly varying envelope function,
Note that the molecule-field interaction depends on cos 2 . The projection m is a constant of the motion, and the effective potential in the orientation angle has a double minimum ͑for small values of m 2 ͒. Quantum mechanically, for a strong field, extensive J mixing occurs to produce aligned rather than oriented states; 4, 13, 25, 50 eigenstates of the double-well potential form closely spaced ͑par-ity͒ doublets. 25 Conservation of m means that the classical system is integrable. While there is no monodromy for the rotor in a linearly polarized laser field with no additional fields, the circularly polarized case does exhibit classical 33 and quantum 36 monodromy.
A more complicated but still integrable problem results when collinear static and linearly polarized laser fields are applied. 25 The effective potential in has ͑for small enough m͒ the form of an asymmetric double well. 25 In terms of dimensionless variables ϵ S D / B and ⌬ ϵ͗ L ͑t͒ 2 ͑͘␣ ʈ − ␣ Ќ ͒ /2B ͑B ϵ ប 2 /2I͒, and omitting a constant energy shift,
where cos is the static field term, ⌬ cos 2 is the term due to the laser field, and j is now a dimensionless angular momentum measured in units of ប. The larger the parameter ⌬, the greater the number of aligned states trapped in the double well; the larger the value of , the more asymmetric the well. The classical dynamics depends only on the dimensionless ratio A ϵ / ⌬, whereas the quantum problem depends also on the magnitude of ប through the rotational energy Bប 2 . The quadratic spherical pendulum Hamiltonian ͑4͒ shows classical and quantum monodromy. 36, 40, 57 A weak static field desymmetrizes the laser field potential and leads to a splitting of the parity doublets found in the absence of the static field. The eigenstates can then exhibit orientation enhanced over the value obtainable with the static field only.
25,51
The dynamics becomes more complex when the static and laser field directions are tilted with respect to one another. 24, 25, 36 Setting the static field S along the direction ͑sin ␤ ,0,cos ␤͒ in the xz plane, the scaled classical Hamiltonian is
and is a function of all four free-rotor action-angle variables
The "downright botanical" complexity of the quantum eigenstates previously noted in the tilted field case 25 is a consequence of classical nonintegrability. 32 The classical Hamiltonian ͑6͒ for the tilted field case no longer conserves m and there is both j and m mixing, so that the classical motion can exhibit chaos. The complicated classical dynamics arises from a competition between the tendency of the rotor to align along the laser field axis and the tendency to orient along the static field. Quantum mechanically, the presence of the cos term in Hamiltonian ͑5͒ leads to M mixing as well as J mixing. We shall investigate numerically both the classical and quantum mechanics for a rigid diatomic in tilted fields, Eq. ͑5͒.
The model parameters we use are appropriate for the diatomic KCl ͑cf. For KCl we therefore have ⌬ Շ 240 and Շ 50 for experimentally attainable field strengths, so that the number of trapped pendular states created by both the static field and the laser pulse for reasonable intensities is large enough for semiclassical considerations to be appropriate ͑that is, , ⌬ ӷ 1͒. Moreover, in this semiclassical regime the dimensionless ratio A ϵ / ⌬ of the static field interaction energy to the laser field interaction energy can be in the range 1/6−1/4, where significant classical chaos is present for large tilt angles ͑see below͒.
Other molecules for which the dynamical regime investigated here could be realized experimentally are bimetallic compounds LiM. 58 
Classical trajectories and surfaces of section
To avoid singularities in the classical equations of motion for the rotor expressed either in terms of spherical polar coordinates ͑ , , p , p ͒ ͑5͒ or free-rotor action-angle variables ͑j , m , q j , q m ͒ ͑6͒, we integrate trajectories using Cartesian coordinates ͑x , y , z͒ and associated conjugate momenta ͑p x , p y , p z ͒. The holonomic constraint of constant bond length, x 2 + y 2 + z 2 = const, is imposed via a Lagrangian multiplier. 59 This constraint can easily be relaxed to allow bond stretching and dissociation. Integration of trajectories is performed using a sixth-order hybrid Gear algorithm. 60 At any time step along the trajectory, we can extract values of either spherical polar coordinates and their conjugate momenta or of free-rotor action-angle variables, together with the time derivatives of all these quantities. Details of the transformations involved are given elsewhere. 61 The phase space for the diatomic rotor in tilted fields is four dimensional. In the collinear field case ͑␤ =0͒ the existence of two constants of the motion E and m means that the phase space explored by a typical trajectory is two dimensional. In the general tilted field case, however, when ␤ 0, the only constant of the motion is the total energy and motion can occur on a three-dimensional manifold as well as on two-tori and periodic orbits.
We use Poincaré surfaces of section 32 ͑SOS͒ to explore the classical phase-space structure as a function of energy and other parameters. Surfaces ⌺͑z͒ are defined by the condition q i = const, where q i is a canonical variable. Values of the other conjugate pair of variables ͑q j , p j ͒ are recorded every time a trajectory crosses ⌺ with q i Ͼ 0.
Involutions, lines of symmetry, and periodic solutions
Hamilton's equations of motion ͑5͒ are invariant under the change of variables S,
The transformation S is an involution ͑self-inverse operation͒
where I is the identity transformation. If P −1 is the inverse of the Poincaré map P, then the product P −1 S is also an invo- lution, and P can be written as the product of two involutions, 32 ,62
A symmetry line L on a given SOS is the intersection of the SOS with the set of phase points invariant under the involution . For = S, the symmetry line on the ͑ , p ͒ SOS defined by =0 or , Ͼ 0, is the line p = 0. Periodic solutions lying on symmetry lines can be found efficiently by locating the intersections of the symmetry line with its iterates under the map P. 62 Any phase point lying on such an intersection after a single iteration is either a period-1 or a period-2 periodic orbit.
Analysis of the iterated symmetry line L S is performed in Cartesian coordinates. A one-parameter family of rotor phase points on L S at fixed energy is defined by the conditions y =0, ż =0, ẋ =0, ẏ Ͼ 0. Both positive and negative values of x are allowed, so that the ͑ =0, Ͼ 0͒ and ͑ = , Ͻ 0͒ surfaces of sections are treated together. Each point in this family of initial conditions is propagated forwards in time until its trajectory intersects the xz plane ͑y =0͒ again in the positive sense ͑ẏ Ͼ 0͒. Since ẋ ϰ ż for phase points in the xz plane ͑except at the poles!͒, those phase points having ż = 0 again lie on the symmetry line L S . These points can therefore be found by one-dimensional interpolation.
B. Quantum mechanics 1. Eigenvalues and eigenvectors
Eigenvalues and eigenvectors for the quantum version of Hamiltonian ͑4͒ are computed by matrix diagonalization in a basis of spherical harmonics Y M J ͑ , ͒. Our computer program allows for nonconservation of the quantum number M, as required for the tilted fields case. For the tilting angle ␤ 0, eigenfunctions of the quantum Hamiltonian are superpositions
Standard checks are carried out for convergence of the computed levels with respect to basis size. 63 In the following, probability densities ͑ , ͒ = sin ͉ ͑ , ͉͒ 2 associated with eigenstates ͑10͒ are plotted, and patterns of wave-function localization in the vicinity of classical periodic orbits ͑scarring 64 ͒ are investigated. For 0 Ͻ ␤ Ͻ / 2, the only symmetry of the Hamiltonian is the reflection operation xz , with associated angle transformation xz : ͑ , ͒ ‫ۋ‬ ͑ ,−͒. A suitably symmetrized basis is then
with ͉J ,0, +͘ϵY M=0 J . For ␤ = / 2, the Hamiltonian is in addition invariant under reflection yz and rotation C 2x .
The quantum calculations of energy levels used for the analysis of nearest-neighbor level spacing statistics given below are carried out in the symmetrized basis and the positive-parity ͑ϩ͒ state level statistics analyzed.
IV. CLASSICAL DYNAMICS AND PHASE-SPACE STRUCTURE
In this section we investigate the classical phase space of the rotor in collinear and tilted fields. We identify key structures in phase space ͑low-order stable and unstable periodic orbits, resonance islands, and regions of chaotic motion͒ and study their dependence on Hamiltonian parameters. We do not provide a comprehensive survey of the classical dynamics, but rather briefly describe those classical phase space features that are important for understanding and interpreting the properties of the corresponding quantum system. More details on the classical dynamics can be found in Ref. 61 .
The classical mechanical problem is integrable for collinear fields ͑␤ =0͒. Our classical trajectory survey shows the existence of a significant fraction of chaotic classical phase space for ratios A տ 0.25 and tilt angles ␤ ϳ /4 ͑see below͒.
A. Diatomic rotor in collinear fields: Integrable dynamics
For the diatomic molecule in collinear static and laser fields ͑␤ =0͒, with scaled Hamiltonian ͑4͒, is an ignorable coordinate and p = m is a constant of the motion, as is H itself. The static field case ͑⌬ =0͒ is the well-known spherical pendulum problem. 33, 56, 65 A more extensive discussion of the classical mechanics of the rotor in the pulsed laser field ͑ =0͒ is given in Ref. 61 . Here we mainly focus on the physically and dynamically interesting ratio A = / ⌬ =1/4.
The effective potential V eff ͑ ; m͒ for motion at fixed m is 
Scaled energies Ē ϵ Ẽ / ⌬ vs values for relative equilibria are shown in Fig. 1 . Consider first the case with A =0, ⌬ Ͼ 0 ͑laser field only͒, Fig. 1͑a͒ . At energies just above E =0 there are three curves, associated with the two symmetrically located potential minima and a central potential maximum. The lowest-energy point on each of the three curves is a relative equilibrium with m = 0. The two stable relative equilibria with m = 0 correspond to the rotor stationary either parallel ͑ =0͒ or antiparallel ͑ = ͒ to the field; the unstable relative equilibrium at = / 2 corresponds to a oneparameter family of stationary rotor configurations in the full phase space, parametrized by azimuthal angle = 0 . For ͉m ͉ Ͼ 0, the relative equilibria are associated with pairs of periodic orbits with ±m ͑conical pendulum orbits 66 ͒. The relative equilibria merge at E = ⌬ in a symmetric pitchfork bifurcation, a consequence of the invariance of V eff under the transformation → − of V eff .
Relative equilibria for A =1/4 are shown in Fig. 1͑b͒ and, together with other periodic orbits, in Fig. 2͑a͒ . The symmetry → − is now broken, and one of the stable relative equilibrium periodic orbit pairs merges with the unstable relative equilibrium orbit pair in a pair of saddle-node bifurcations. 67 In addition to the relative equilibria, there also exist one-parameter families of planar ͑m =0͒ periodic orbits passing through the poles. These orbits are librational ͑pen-dular͒ for energies below the barrier height, and rotational at higher energies. The transition from librational to rotational motion occurs at precisely the energy at which the unstable relative equilibrium appears. These additional orbits are represented by vertical traces at = 0 and in Fig. 2͑a͒ ͓cf. 
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Diatomic molecules in tilted fields J. Chem. Phys. 122, 184303 ͑2005͒ relative equilibrium. Unlike the periodic orbits associated with the relative equilibria, the angle is not constant along the 1:1 resonant periodic orbits ͓see Fig. 3͑a͔͒ .
The corresponding E vs m plot for the relative equilibria is the classical energy-momentum diagram. 33 Classical E − m diagrams for collinear fields have been given in Ref. rectness of our trajectory numerics and the associated transformations from Cartesian to polar coordinates.
It is also interesting to examine the classical dynamics in free-rotor action-angle variables ͑j , m , q j , q m ͒, 55 in terms of which the Hamiltonian is ͓setting ␤ = 0 in Eq. ͑5͔͒
Rearranging to get m 2 as a function of q j , j 2 , q j , and Ē ϵ Ẽ / ⌬ gives
͑15͒
There are two possible solutions corresponding to Ϯ signs. Since we must have sin ജ 0, the physically relevant range of q j for the first branch ͑positive sign͒ is 3 /2ഛ q j ഛ /2 ͑mod 2͒, while that for the second ͑negative sign͒ is /2 ഛ q j ഛ 3 /2. Contours of m 2 are shown in Fig. 5͑a͒ for the case Ē =1, A =1/4, as in Fig. 4͑a͒ . The stable fixed point appears at q j =0 ͑mod 2͒. Figure 5͑c͒ shows contours of m 2 for Ē = 0.25. Corresponding SOSs in action-angle variables ͑j , q j ͒ defined by q m =0,q m Ͼ 0 are shown in Figs. 5͑b͒ and 5͑d͒, respectively. In the SOS of Fig. 5͑b͒ there is only one fixed point, a stable po at q j = 0, corresponding to the single stable relative equilibrium at this energy. Some invariant curves are clearly associated with librations around q j = 0, while the rest correspond to rotations in q j . In Fig. 5͑d͒ there are two stable fixed points ͑relative equilibria͒, at q j = 0 and q j = . Around each of these stable pos there is an associated quasiperiodic region, the region around q j Ӎ corresponding to larger potential energy. The unstable relative equilibrium appears at q j = /2,3 / 2. Again, comparison of m 2 contours with SOS shows that the transformation of coordinates along trajectories has been correctly implemented.
B. Diatomic rotor in tilted fields: Nonintegrable dynamics
We now turn to the tilted field case, ␤ 0. The angular momentum component m is no longer conserved, and the dynamics is no longer integrable. We shall examine several SOSs for fixed A = / ⌬ =1/4 as a function of energy Ē and the tilt angle ␤, with a focus on the most important low-order pos that evolve from relative equlibria in the collinear field case, and on the onset of localized and global chaos. For ␤ = / 100 and Ē = 1.0 the ͑ , p ͒ SOS ͓Fig. 6͑a͔͒ is very similar in appearance to Fig. 4͑b͒ , except near = 0 and = . There are two new stable fixed points with p = 0 close to = 0 and = , and Figs. 6͑b͒ and 6͑c͒ show these regions in detail. The stable fixed points of Fig. 6͑b͒ and 6͑c͒ correspond to clockwise and counterclockwise rotations, respectively, about the lab-fixed x axis in the yz plane. The ͑ , p ͒ SOS for Ē = 0.2 is shown in Fig. 6͑d͒ . The conical pendulum periodic orbits ͑stable relative equilibria͒ for ␤ =0 ͓Fig. 3͑a͔͒ are now deformed ͓Fig. 3͑c͔͒, although they remain stable. Although invisible on the scale of the figure there are two stable fixed points near = 0 and = as for Ē =1 ͓cf. Figs. 6͑e͒ and 6͑f͔͒. These stable fixed points again correspond to rotations about the x axis, clockwise and counterclockwise, respectively ͓see Fig. 3͑d͔͒. Comparing Fig. 6͑d͒ with Fig.  4͑d͒ , it is clear that even a small tilting angle ␤ = / 100 results in the onset of chaotic motion in the vicinity of the separatrix dividing pendular from free-rotor states.
Small tilting angle
For collinear fields, ␤ = 0, the ͑ , p ͒ SOS was not shown on account of its trivial structure. Since p is a constant of the motion the section = 0 , Ͼ 0, consists of invariant curves with constant p = m. The invariant line m =0 consists of a continuous set of period-1 fixed points. Moreover, the conical stable periodic orbits typically do not appear on the SOS as they have constant 0 . The ͑ , p ͒ SOS is of greater interest for A =1/4, ␤ 0. Sections with = / 10, Ͼ 0 are shown in Figs. 7͑a͒ ͑Ē = 1.0͒ and 7͑b͒ ͑Ē = 0.2͒. The line of fixed points with m = 0 present for ␤ = 0 disappears and is replaced in accord with the Poincaré-Birkhoff theorem by two stable and two unstable fixed points and associated homoclinic tangle. 32 The stable fixed points at = / 2 and =3 / 2 correspond to the same periodic trajectories associated with the stable fixed points in the − p surface of section near = 0 and = , respectively ͑cf. 
Larger tilting angles
More complete Ē vs plots for periodic orbits on the symmetry line L S are given in Fig. 8 for ␤ =0 ͓Fig. 8͑a͔͒, ␤ = 0.01 ͓Fig. 8͑b͔͒, ␤ = 0.25 ͓Fig. 8͑c͔͒, and ␤ = 0.5 ͓Fig. 8͑d͔͒. These plots are obtained by propagation of points on the symmetry line L S in Cartesian coordinates, as described in Sec. III A 3. The range of the coordinate is formally extended from 0 ഛ ഛ to 0 ഛ ഛ 2, where 0 ഛ ഛ for = 0 and ഛ ഛ 2 for = . An intricate bifurcation structure evolves from the integrable limit. Note that, for ␤ = / 2, the po plots are invariant under the transformations → − ͑0 ഛ ഛ ͒, and → 3 − ͑ ഛ ഛ 2͒ induced by the symmetry xy : z → −z.
Several ͑ , p ͒ SOSs for A =1/4 and ␤ = / 4 are shown for various energies in Fig. 9 . At energies well below the barrier height, ͓Ē = −0.5, Fig. 9͑f͔͒ , the phase space primarily exhibits regular pendular motion, with trajectories confined to one well or the other. At energies well above the barrier height ͓Ē = 1.5, Fig. 9͑a͔͒ , the phase space mainly consists of regular, free-rotor-type motion, although some irregular motion is present near Ϸ /2, p Ϸ 0. For energies between these limiting values, the phase space shows large scale chaotic dynamics ͓Figs. 9͑b͒-9͑e͔͒. In Sec. V, we examine quantum-mechanical energy-level correlation diagrams and nearest-neighbor level spacing distributions for the parameter values that correspond to the existence of chaotic classical motion.
V. QUANTUM MECHANICS: ENERGY-LEVEL CORRELATION DIAGRAMS AND LEVEL SPACING DISTRIBUTION

A. Energy-level correlation diagrams
Energy-level correlation diagrams ͑E n versus Hamiltonian parameter such as the tilting angle or field strength͒ are important in the study of molecule-field problems. Friedrich and Herschbach have calculated correlation diagrams for low-energy eigenstates of the rotor in parallel fields ͑␤ =0͒. 25 In Fig. 10͑a͒ we show a correlation diagram for 60 states spanning an energy range from the ground state to well above the barrier for = 60, ␤ = 0, and ⌬ = 150 → 300. At fixed , the energies of all eigenstates E n decrease as ⌬ increases, in accord with the Hellmann-Feynman theorem, 68 
‫ץ‬E
On the other hand, at fixed ⌬, energies either increase or decrease as increases, depending on the expectation value ͗n͉‫ץ‬Ĥ / ‫͉ץ‬n͘ =−͗n͉cos ͉n͘. Figure 10͑b͒ is similar to Fig. 10͑a͒ , but for tilted fields, ␤ = / 4. Qualitatively, although still monotonically decreasing with ⌬, the levels appear to "fan out" more uniformly than in the tilted field case, reflecting increased level repulsion in the nonintegrable case. This qualitative observation is quantified by the computation of nearest-neighbor spacing statistics discussed below.
The existence of extensive avoided crossings in the nonintegrable case is demonstrated more clearly in Fig. 11 , which shows a correlation diagram at fixed =60,⌬ = 240 for the range of tilting angle ␤ =0→ / 2. The limiting case ␤ = / 2, although nonintegrable, possesses an additional reflection symmetry xy , which results in closely spaced pairs of levels.
B. Analysis of nearest-neighbor spacing distributions
Strong state mixing found in systems with no rigorously conserved constants of the motion except the Hamiltonian naturally leads to an association between the existence of extensive avoided crossings and the presence of classical chaos, where trajectories explore all of the available phase spaces. [69] [70] [71] The influence of avoided crossings on the quantum level spectrum is quantified by the analysis of the nearest-neighbor spacing ͑NNS͒ distribution P͑s͒, where P͑s͒ds is the probability of the energy difference between two levels lying in the range s → s + ds. When levels repel each other, P͑s͒ will tend to vanish as s → 0. Otherwise, P͑s͒ will have its maximum value at s ϳ 0. Reviews of the basic theory can be found in Refs. 70 and 71.
The analytical form of P͑s͒ is known for ideal limiting cases. When the quantum levels are completely uncorrelated P͑s͒ = e −s , the exponential distribution, corresponding to completely regular classical phase space. 72 Strong level repulsion, as found for Hamiltonians with random matrix elements, leads to the Wigner distribution, P͑s͒ = ր 2 se Note that P͑s͒ ϰ s at small s. Much numerical evidence supports the notion that level spacings for quantum counterparts of classically strongly chaotic systems are described by the "universal" Wigner distribution. 71 Classical systems with mixed regular/chaotic phase space fall between these two extremes ͑for example, Refs. 48 and 73͒. Calculated level spacing distributions P͑s͒ for such systems can be fitted using one-parameter models that interpolate between the exponential and Wigner distributions, such as the distributions of Berry-Robnik 74 and Brody et al. 75 The Berry-Robnik function is a semiclassical result obtained by analyzing the level spacings for a single connected chaotic region in an otherwise regular phase space. 74 A single parameter q, varying between 0 and 1, is the fraction of phase-space volume occupied by the chaotic region. The distribution of Brody et al. simply interpolates between exponential and Wigner distributions,
where
.
͑19͒
The parameter q has no immediate physical interpretation, though it is presumably related to the chaotic phase space fraction. Both distributions reduce to the exponential distribution for q = 0, and to the Wigner distribution for q =1. The standard procedure for calculating P͑s͒ is as follows. First, the calculated or experimental energy-level spectrum is mapped ͑"unfolded"͒ to a new spectrum with unit mean level density to remove the effect of varying mean level density. The level spacings from the new spectrum are then sorted into histogram bins. This histogram representation of P͑s͒ is then fitted to one of the model distributions, thus determining q. In the calculations reported here we use a fifth-order polynomial to fit the smoothed staircase function N ͑E͒ ͑Refs. 70 and 71͒ and histogram bins with width ⌬ = 0.1.
Several features of the present problem render quantitative analysis of level spacing distributions difficult. Schlier has convincingly demonstrated that q parameters are unreliable when less than several hundred energy levels are used, and recommends using at least a thousand levels. 76 At physically relevant field strengths, our system has less than one hundred bound states in the energy range of interest. Thus we combine smoothed spacings from many independent spectra across a correlation diagram into one histogram.
The tilted fields Hamiltonian ͑5͒ has reflection plane symmetry. The existence of a good parity quantum number results in the existence of two uncorrelated level sequences. Only the positive-parity eigenstates are used in our level spacing calculations.
We are particularly interested in learning how changes in classical phase-space structure with energy influence the quantum level spectra. This influence can be monitored by selecting the same N L levels, from a specified "base state" to the ͑N L −1͒th level above that, from each spectrum in the correlation diagram as discussed above, and then calculating q. The N L level window is then moved up to start at the next highest level so that the resulting q corresponds to a slightly higher-energy range. All NNS calculations presented here are of this form.
C. Results for tilted fields
When only one field is on, or the static and laser fields are collinear, the classical problem is integrable with two conserved quantities H and m. In the absence of anomalies such as those associated with, e.g., harmonic-oscillator spectra, P͑s͒ is expected to be exponential, reflecting two interspersed independent spectra creating random spacings. 72, 74 Tilting the fields leads to a classically nonintegrable problem and typically mixed phase space. The quantum P͑s͒ exhibits a smaller fraction of spacings in the smallest bins due to more avoided crossings in the correlation diagram, and develops a maximum at s Ͼ 0.
Parameter regimes for NNS calculations must be chosen carefully to obtain meaningful results. We wish to show a correlation between the nature of the classical phase-space structure in a given energy range and the quantum NNS distribution. Lowest-energy states are in the two-dimensional ͑2D͒ harmonic-oscillator limit, 43 so including them in the NNS analysis yields anomalous behavior, where P͑s͒ has a maximum near s = 1 related to harmonic-oscillatorlike states at the bottom of the potential well unrelated to any quantum manifestations of classical chaos. 72 Eigenstates at energies well above the top of the potential-energy barrier are approximately free-rotor eigenstates, and the spectrum at these energies exhibits clusters of almost-degenerate levels. Our analysis is therefore restricted to intermediate energies between these limits.
We have calculated both the parameters of Berry-Robnik. 74 and Brody et al. 75 We find that BerryRobnik q parameters obtained from our analysis are consistently 0.2-0.3 larger than the corresponding q values of Brody et al., but exhibit the same trends. As we are only interested in broad trends rather than quantitative interpretation of the q parameters, we show only the parameters of Brody et al. here. Our results are consistent with the underlying classical phase-space structure. The first three panels ͓Figs. 12͑a͒-12͑c͔͒ show that q is small across the whole energy range, reflecting the regular phase-space structure for collinear fields. The q values obtained for the nonintegrable case ␤ = / 4 first increase then decrease at higher energies, reflecting the change in character of the classical phase space with energy seen in the surfaces of section of Fig. 9 . In particular, the transition to regular ͑free-rotor͒ behavior at high energies is apparent ͑cf. Ref. 48͒ . For a nonscaling system with a relatively small density of states, this is about as much information as can meaningfully be extracted concerning NNS distributions. 76 A similar analysis of NNS distributions for the correlation diagram of Fig. 11 shows that the parameter q of Brody et al. is uniformly larger for the spacings at large tilt angles ͑␤ = 0.3 → 0.4͒ compared to those for small tilt angles ͑␤ =0→ 0.1͒.
Note that the shape of the Berry-Robnik distribution changes most rapidly from exponential to Wigner for q between 0.5 and 1.0, so that the Berry-Robnik distribution with q = 0.5 is actually very close to an exponential distribution. The distribution of Brody et al. ͑18͒ changes most rapidly for 0 ഛ q ഛ 0.5, so the distribution of Brody et al. with q = 0.5 is essentially Wigner-type. Since the collinear field problem is integrable, we should have q = 0. We attribute discrepancies 
between our calculated q values and ideal exponential behavior to the difficulties noted above on the unreliability of q calculations for nonscaling systems with small numbers of levels. For ␤ = /4, q is well into the Wigner-type region for this nonintegrable problem. As the base level increases, energy increases and q decreases, consistent with increasing regularity of the classical phase space.
VI. QUANTUM MECHANICS: WAVE FUNCTIONS
Energy eigenstates ͑ , ͒ for the rotor in collinear fields are separable in coordinates and , due to conservation of m. They can, however, exhibit localization in ͑ori-entation; see Ref. 25͒ .
When the fields are tilted, eigenstates are no longer separable. Examination of rotor eigenfunctions ͑ , ͒ for the tilted field case reveals localization of a significant fraction of rotor eigenstates in the vicinity of classical periodic orbits ͑see Figs. 13 and 14͒. These periodic orbits can be stable ͑cf. Fig. 13͒ , in which case the localized quantum states are associated with a quantizing torus in a regular region of the rotor phase space, or unstable ͑cf. Fig. 14͒ , in which case we have the phenomenon of scarring. 64 The stable periodic orbits can be those orbits that evolve from the stable relative equilibria in the collinear field case ͓for example, Figs. 13͑a͒ and 13͑c͔͒, leading to states localized in , or new stable orbits associated with regular states localized in ͓Figs.
13͑b͒ and 13͑d͔͒. Scarring by unstable pos leads to localization in angles ͓Figs. 14͑c͒ and 14͑d͔͒, ͓Fig. 14͑e͔͒, or both ͓Figs. 14͑a͒, 14͑b͒, and 14͑d͔͒.
More definitive characterization of eigenstate localization will require the computation of associated phase-space densities. It is possible to define rotational coherent states, which are parametrized by four classical action-angle variables and are localized in phase space. These states are obtained by suitably modifying the coherent states for diatomic rotors defined by Morales et al., 77 and can be used to define a rotational phase-space density ͑Husimi function 78 ͒ associated with rotor eigenstates. 63 The rotational Husimi function can then be used to investigate phase-space localization properties of rotor eigenstates.
63
VII. SUMMARY AND CONCLUSION
In this paper we have investigated the classical and quantum mechanics of diatomic molecules in noncollinear ͑tilted͒ static and nonresonant linearly polarized laser fields. The classical diatomic in tilted fields is a nonintegrable system, and we have examined in some detail the phase-space structure for physically relevant parameter regimes for the molecule KCl. While exhibiting low-energy ͑pendular͒ and high-energy ͑free-rotor͒ limits, the rotor in tilted fields shows chaotic dynamics at intermediate energies in the vicinity of the potential barrier to rotation. The degree of classical chaos can be tuned by changing the tilt angle, with tilting angles Ӎ / 4 leading to widespread chaos over a wide energy range.
We have examined the quantum mechanics of rotors in tilted fields. Energy-level correlation diagrams have been computed over physically significant ranges of field strengths. Tilting the fields from a collinear configuration leads to the appearance of avoided crossings in the level correlation diagram. The presence of avoided crossings was quantified by the study of nearest-neighbor spacing distributions as a function of energy and tilting angle.
Finally, we examined the influence of classical periodic orbits on rotor wave functions. Many wave functions in the tilted field case are found to be highly nonseparable in spherical polar coordinates ͑ , ͒. Localization of wave functions in the vicinity of classical periodic orbits, both stable and unstable, was observed for many states. Such localization facilitates assignment of the strongly mixed rotor eigenstates obtained with tilted fields.
Nonintegrable dynamics of rotors in various external field configurations provides a rich area for exploration of the classical-quantum correspondence. In model Hamiltonians for molecular vibrational problems, it is found that essential information on the underlying classical mechanics, such as the existence of resonances, is encoded in the level dynamics. [79] [80] [81] [82] The same is likely to be true for the problem of rotors in external fields. The connection between phasespace localization and molecule-field level dynamics 83 and the importance of chaotic/dynamical tunneling 84, 85 in the tilted strong-field problem are topics deserving further study.
