Abstract: This paper presents an off-line time domain output error identification algorithm for linear continuous-time systems with time delay from sampled data. The proposed method use a NonLinear Programming algorithm and needs an initialization step that is also proposed from a modification of the Yang algorithms. Simulations, as illustrated by Monte-Carlo runs, show that the obtained parameters are unbiased and very accurate.
INTRODUCTION
Many industrial processes possess a time delay, such as chemical, thermal or biological systems. It is important to identify the value of this delay, in particular for control. For example, when using a Smith predictor controller, the design of a regulation with good performances needs a good knowledge of the time delay because this value is included in the controller.
There are several papers coping with the identification of time delay systems. Almost all are proposed to identify first and second order delayed systems from step signals. Amongst the existing methods, most of them use integrals to obtain a parameters vector that contains the time delay. There are off-line (Liu et al. [2007] , Hwang and Lai [2004] , Wang et al. [2001] ) and on-line methods (Ahmed et al. [2006] , Garnier and Wang [2008, chap. 11] ). The parameters are then identified using least-squares, or instrumental variable methods. Other methods separate the model in two different parts: the first one contains the linear parameters and the second one the nonlinear parameter, i.e. the time delay. The nonlinear part can be estimated using the correlation of signals, or the wavelet approach . There are also methods that use nonlinear programming (NLP) to estimate the nonlinear parameter. Amongst these, Yang et al. (Yang et al. [2007] , Garnier and Wang [2008, chap. 12] ), proposed a really interesting method which permits to identify multiple input single output (MISO) systems with little prior knowledge. Two versions exist: one using the least-squares, that will be used for initialization of the proposed algorithm; and the other using the instrumental variable, to obtain unbiased parameters in presence of noise, that will be used for comparison purposes. These two algorithms are adapted to our case.
In this paper, it is proposed an algorithm which permits to identify all the parameters of the system. It is an extension of the sensitivity based identification algorithm previously proposed in Carrillo et al. [2009] . This algorithm, based on the output error method, can identify a linear stable system of any order with time delay in a very accurate manner.
The paper is organized as follows. In the second section the model used is presented. Then, the output error method is detailed in the third section. The fourth section describes the modified Yang et al. methods. The results of a simulation and a comparison study are analyzed in section 5. Finally, conclusions are presented in the section 6.
MODELING
When using sampled data, the system with input u(t k ) and output y(t k ) can be represented by (see Garnier and Wang [2008] ):
where w(t k ) is a Gaussian white noise, p is the derivative
is the time delay and e −T d p has to be understood as:
) A(p) and B(p) are polynomials with the following structure:
y (t k ) is the amplitude of the continuous-time signal y(t) at time t k = kT s , with T s the sampling period. For the rest of the presentation, the signals are written as a function of the time (t). For implementation purpose, they have to be considered at sampling intervals.
Let us denote y(t) the estimated output of the model, defined as:
Where T d is the estimated time delay ; A(p) and B(p) are polynomials of estimated parameters. The output can be expressed in a regressor form:
with:
where
The proposed approach identifies at the same time the parameters θ and the parameter T d . Thus, a vector Θ which contains all the parameters is defined as
THE OFF-LINE OUTPUT ERROR METHOD
The quadratic criterion to be minimized from N sampled data is:
Since this criterion is nonlinear, one must use a NonLinear Programming (NLP) method. These methods are based on an iterative approach to converge. At the iteration j + 1, the parameters are updated using:
where ∆ Θ j is the increment of the parameters Θ j . The three NLP methods most used are the gradient method, the Gauss-Newton method, and the Levenberg-Marquardt method, where the increment is respectively described as: (13) where J ( Θ j ) and J ( Θ j ) are respectively the gradient and the Hessian, µ is a parameter which permits the tuning of the algorithms. The latter algorithm (13) is the most performant because it uses advantages of the two first ones, because of its tuning parameter µ: for high value the algorithm is close to the gradient method; for low value the algorithm is close to the Gauss-Newton method. The gradient and the Hessian are computed using the sensitivity functions. Denoting σ θ (t) = ∂ y (t)
∂ θ the sensitivity function of θ, the sensitivity functions vector σ (t) is written in the following form:
The gradient and the Hessian, with the Gauss-Newton approximation, are then respectively given by:
Sensitivity functions computation
The sensitivity of a parameter of the numerator b i is computed in the following way:
The sensitivity of a parameter a i of the denominator is given by:
By using the expression of the estimated model given by (5), the sensitivity is written:
Notice that the sensitivity functions σ T θ (t) can be written in compact notation:
So the sensitivity functions σ T θ (t) is the regression vector
. This implicit filtering gives an optimal estimate as shown in Garnier and Wang [2008] , when A(p) A(p).
The sensitivity of the simulated output with respect to the time delay T d is computed in the following manner:
It must be noted that the sensitivity function σ T d is realizable only if m < n.
Algorithm description of the proposed method
Using the Levenberg-Marquardt NLP method, the proposed algorithm can be described in the following way.
(1) Let j=0. Use an initial value of Θ 0 , µ 0 and J 0 .
(2) Simulate the model using (5) to obtain y(t). (3) Compute the sensitivity function σ T (t k ) using (17), (19) and (21). (4) Compute the gradient and the Hessian with (15) and (16). (5) Perform the following:
Compute
(a) Simulate the model (5) to obtain the new estimated output y(t).
(6) Terminate the algorithm if the convergence condition is satisfied. Otherwise, let j = j + 1 and go back to step 2.
It can be seen in the algorithm, that there are two cascaded loops. The inner one go from step 5.(a) to 5.(d) and permits to tune the µ coefficient. When this coefficient is small, the Levenberg-Marquardt method is close to the Gauss-Newton method, which is useful when the estimated parameters are close to the real ones. When this coefficient is large, the Levenberg-Marquardt is close to the gradient method, useful when the estimated parameters are far away from the real ones.
The outer loop, from step 2 to 6, permits the evolution of the estimated parameters vector.
ALGORITHMS USED FOR INITIALIZATION AND COMPARISON
The proposed output error method needs an initialization step for the estimated model (5). This tasks can be done by an adaptation of the method proposed by Yang et al. [2007] . This method, based on the separable leastsquares method, identify firstly the nonlinear parameter with a NLP algorithm, and then the linear parameters with the classical linear least-squares algorithm for a first version, or with the instrumental variable estimator to give unbiased estimates for a second version. The two versions of algorithm are respectively called GSEPNLS and GSEPNIV for Global Separable Nonlinear LeastSquares and Global Separable Nonlinear Instrumental Variable.
The nonlinear parameter, i.e. the time delay, is identified using a Gauss Newton algorithm. It is well-known that this NLP algorithm only gives local convergence. Thus, to avoid local minima, Yang et al. [2007] propose to use a random variable added to the gradient. The algorithm permits then to obtain a better convergence.
It is proposed in the following an adaptation of the GSEPNLS and the GSEPNIV algorithms. The main differences come from their use in a SISO system, the use of a continuous-time filter to compute the derivatives, and the use of the filtered derivative as output.
The modified Yang et al. GSEPNLS algorithm
When using the least-squares algorithm, the model (5) can be written in regressor form as:
Notice that if the time delay is known, or equal to zero, the model (22) is linear in the parameters. And then, because of the time delay, (22) is a nonlinear model.
In order to use to vector φ T (t, T d ), it is necessary to compute the derivatives of the signals u(t) and y(t). This is achieved using a low-pass filter, defined as:
where λ is a constant which determines the pass band of the filter, and λ 1 , . . . , λ n are polynomial coefficient of the filter. The choice of this parameter implies prior knowledge of the system band pass.
Denoting with the subscript f the filtered signals, the regressor model (22) can be written: 
Using (26), the quadratic criterion that have to be minimized is written:
In the following, for the presentation of this algorithm, it is easier to use matrix notation. Thus, the following variables are defined:
With this notation, the quadratic criterion (28), (29) can be written as:
The principle of the separable algorithm is to firstly identify the nonlinear parameter T d with a NLP method then the linear parameters ϑ with the linear least squares algorithm. To show how the gradient and the Hessian are computed, the quadratic criterion (33) must be written as a function of the time delay T d . The estimated vector ϑ, can be replaced by its identified value using the linear least squares algorithm.
where Φ † f is the pseudo-inverse of Φ f . So the quadratic criterion (33) can be expressed only as a function of the time delay:
To compute the gradient and the Hessian, a notation similar to Ngia [2001] is used:
The gradient and the Hessian, with the Gauss-Newton approximation, will have the form (as shown in Ngia [2001] ):
Yang et al. propose to use the Gauss-Newton NLP method, with a stochastic term added to the gradient. Denoting η a Gaussian random variable, the evolution of the estimated time delay with the Gauss-Newton algorithm is then written:
where β j is the variance of the random variable η. This variance is computed using β j = β 0 J( T d ), with β 0 a positive constant chosen sufficiently large. The idea is if the quadratic criterion becomes smaller, the stochastic perturbation β j η becomes weaker and the algorithm tend to be closer to the classical Gauss-Newton algorithm. The algorithm used has the form:
(1) Let j=0. Set β 0 , the initial estimate T d,0 and an upper bound of time delays
with the low-pass filter (25). 
The modified Yang et al. GSEPNIV algorithm
The GSEPNIV method use the instrumental variable method to identify unbiased parameters ϑ. The main idea of this method is to use instrumental signals that are not correlated with the noise (Söderström and Stoica [1983] ). This instrumentental signal is created from the simulation of the estimated model, using θ, T d and u(t). Using the filter (25), the simulated output can be described as:
where ϑ IV is the estimated parameters using the IV estimator, and has the same form as (23).
Let us denote φ f (t, T IV d ) the regressor vector with the filtered noisy signals, which has the same form as (27).
As for the GSEPNLS, it is easier to use a matrix representation. So, the following variables are defined:
The instrumental variable estimator can then be written:
For other necessary computations, one has to replace the matrix (44), and the vector ϑ by the instrumental variable estimator ϑ IV of (46), in (33) and (34) to obtain the quadratic criterion, and in (37), (38), (39) and (40) to obtain the gradient and the Hessian.
Concerning the procedure, the GSEPNIV algorithm adds a few steps to the GSEPNLS algorithm. Denoting with the exponent IV the variables used for this method, the algorithm can be described as:
(1) Let j=0. Set β 0 , the initial estimate ϑ 
SIMULATION RESULTS
Consider a third order system with a zero, defined by: 
The system is excited with a Pseudo Random Binary Signal (PRBS). An additive white noise is added to the output with a Signal to Noise Ratio (SNR) of 15 dB. This SNR is defined as:
where y 0 is the noiseless output and y is the noisy output. The figure 1 presents the input and the output used for the identification.
The simulation procedure is to firstly obtain an initial estimate of the parameters using the GSEPNLS method. Then, the GSEPNIV and the proposed output error methods start with this initial estimate. standard deviation in table 1. The parametric distance, computed using the following formula, is also presented:
where i is the index of the Monte-Carlo simulation, and l the index of the parameter vector Θ.
The sampling period chosen is T s = 10 ms. The initial parameter for the proposed algorithm is µ = 0.1; for the GSEPNLS and the GSEPNIV methods, the initial variance of the stochastic variable is β 0 = 10 5 , as proposed in Yang et al. [2007] . The initial value of T d is 5 s and the parameter for the filter (25) is chosen as λ = 0.2.
It can be seen on the table 1 that the GSEPNLS gives biased results, due to the use of the least-squares. The GSEPNIV permits then to give unbiased results. This observation is confirmed by the parametric distance which is decreased between the GSEPNLS and GSEPNIV methods. However, the standard deviations obtained for the GSEPNIV method are a bit high because of not using the optimal filter
; this explains that the decrease for the parametric distance is only of 4 %.
In contrast, the proposed method gives very accurate results, and better than the others, with unbiased estimates, and very small standard deviations and parametric distance.
Another comparison is done in table 2 with the average of iterations of the internal and the external loops of each method, for the 100 Monte-Carlo runs. The internal loop can be seen as the needed iterations to tune the parameter ∆ T d and the external loop is the number of steps needed to converge to the estimated parameters. The table 2 shows that the GSEPNLS uses a lot of iterations for the internal loop. This loop can be very long because of the stochastic variable η. For the GSEPNIV, the average of iterations for the internal loop is smaller, because of the initialization, but still high. Finally, the output error method needs more steps to converge (external loop) than the GSEPNIV method because all the parameters are identified with the NLP algorithm instead of only one. However, considering the overall number of iterations, the output error method converges faster when the initialization is good.
CONCLUSION
This paper has presented a time domain output error algorithm to identify a continuous-time linear system with time delay. It has been also proposed a modified version of the GSEPNLS to initialize the output error algorithm. Furthermore, simulations results on a third order system with an unstable zero have been compared with the modified GSEPNIV method, showing that the proposed algorithm gives more accurate and better results. Furthermore, the output error method converge faster when the initialization is good.
