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1. Introduction
Let G be a locally compact group. Let P1(G) be the set of all continuous positive deﬁnite functions on G with norm one.
G∗ , the dual space of G (see [4]), is the set of all extreme points of P1(G). This object was ﬁrst studied by Akemann and
Walter (see [1]) and was latter studied by Lau, Miao, Mah and the author (see [19,21,4,5], respectively). When G is abelian,
G∗ is just the dual group of G .
If G is abelian, by using the Pontryagin duality theorem, it can be shown that there is a one-to-one correspondence
between the set of all closed subgroups of G and the set of all closed subgroups of the dual group Gˆ . It maps a subgroup
H of G to H⊥ , a subgroup of Gˆ , which is deﬁned by the following
H⊥ = {χ ∈ Gˆ: χ(x) = 1 for any x ∈ H}.
In the non-abelian case, there is no such correspondence since we do not have the notion of dual group deﬁned in a natural
way.
If H is a closed subgroup of G and A is a subset of G∗ , we put
H⊥ = {g∗ ∈ G∗: g∗(x) = 1 for any x ∈ H}
and
A⊥ =
{
x ∈ G: g∗(x) = 1 for any g∗ ∈ A}.
A subgroup H of G is said to have the bipolar property, or to be a bipolar subgroup, if (H⊥)⊥ = H and a subset A in G∗ is
said to have the bipolar property, or a bipolar subset, if (A⊥)⊥ = A. Kaniuth and Lau ﬁrst deﬁned and studied a separation
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M.Y.-H. Cheng / J. Math. Anal. Appl. 388 (2012) 160–174 161property of subgroups of G . One of the major result in this paper is that H is bipolar in G if and only if H is separating
in G . As a result, it provides an alternatively way to study the separation property.
The translation operators are fundamental notions in the classical theory of L1(G) and L∞(G). Thus, it is natural for us
to search for a non-commutative version of translation operators in A(G) and VN(G). We ﬁnd that “generalized” translation
operators of A(G) and VN(G) can be deﬁned by using G∗ . Note that if G is abelian, the generalized translation operators of
A(G) and VN(G) can be identiﬁed as the usual translation operators of L1(Gˆ) and L∞(Gˆ) via Fourier Transform.
The closed convex translation invariant subsets in L1(G) and L∞(G) were studied in [18]. Under the assumption that
A(G) has approximate identity, we generalize most of the results in [18] in the our setting. It was proved in [20] (also
see [3]) that G is amenable if and only if every completely complemented weak∗-closed translation invariant subspace of
L∞(G) is invariantly complemented. We generalize the forward implication of this result in our setting.
This paper is organized as follows: in Section 3, we prove that there is a one-to-one correspondence between bipolar
subgroups of G and bipolar subsets of G∗ and a subgroup is bipolar in G if and only if it is separating in G; in Section 4,
we study functorial properties of bipolar subgroups. We show that the dual space of G/N can be identiﬁed with N⊥ if N is
a closed normal subgroup of G and calculate the dual space of a product of two groups if one of them is of abelian. At the
end of this section. The later notion were studied by Kaniuth and Lau (see [15,16]); in Section 5, we prove that G is abelian
if and only if G∗ is a semigroup under certain assumptions; in Section 6, we give some results about translation invariant
closed convex subsets of A(G) and VN(G) and give characterizations of WAP(Gˆ) and AP(Gˆ) via G∗ when G is amenable; in
Section 7, we show that every completely complemented weak∗-closed translation invariant subspace of VN(G) is invariantly
complemented if G is amenable. For the reference of related study, see [11].
2. Deﬁnitions and notations
Let E be a Banach space. Throughout this paper, E1 and SE will denote the unit ball and unit sphere of E respectively.
Let K be a subset of E . We denote by E(K ) the set of all extreme points of K , and denote by co(K ) the algebraic convex
hull of K . Let E ′ be the dual space of E , which contains all bounded linear functional of E .
In this paper, all groups will be assumed to be locally compact, and G will denote a locally compact group. A left (right)
Haar measure on G is a non-zero positive Borel regular measure μG on G such that μG is left (right) translation invariant.
Every locally compact group possesses a left (right) Haar measures, which is unique up to multiplication by a positive
constant. Let mG be a ﬁxed left Haar measure on G . Let 1 p < ∞ and let Lp(G) be the set of all p-integrable functions
on G with respect to mG . Let f1, f2 ∈ Lp(G). f1 and f2 are said to be equivalent if ‖ f1 − f2‖p = 0. Denote by Lp(G) the set
of all equivalent classes in Lp(G).
The convolution operation ∗ on L1(G) is given by
f ∗ g(y) =
∫
G
f (yx)g
(
x−1
)
dmG(x) a.e.
The ∗-operation on L1(G) is given by
f ∗(x) = (x−1) f (x−1).
We will call the Banach ∗-algebra L1(G), with the above convolution product, the group algebra of G . Write δG = {δx: x ∈ G}.
Let f be a function on G and y ∈ G . We deﬁne the left translates of f through y by
L y f (x) = f
(
y−1x
)
.
A unitary representation of G is a homomorphism π from G into the group U(Hπ ) of unitary operators on some non-zero
Hilbert space Hπ that is continuous with respect to the strong operator topology. Let ΣG be the class of unitary representa-
tions of G , and let λ2 : G → B(L2(G)), [λ2(x)( f )](y) := f (x−1 y) (x, y ∈ G, f ∈ L2(G)) be the left regular representation of G .
We will also denote by Gˆ the class of all irreducible unitary representations of G . If G is abelian, we also denote the dual
group of G by Gˆ .
Let G be a locally compact group. For any f ∈ L1(G), deﬁne
‖ f ‖C∗(G) := sup
π∈ΣG
∥∥π( f )∥∥.
It is easily seen that ‖ · ‖C∗(G) is a C∗-norm on L1(G). Let C∗(G) be the completion of L1(G) under ‖ · ‖C∗(G) . Then C∗(G)
is called the full group C∗-algebra or simply the group C∗-algebra of G . Let B(G) := {x 	→ 〈π(x)ξ,η〉: π ∈ ΣG , ξ, η ∈ Hπ } be
the Fourier–Stieltjes algebra of G . B(G) is a commutative Banach algebra with the pointwise multiplication and its norm is
given by
‖u‖B(G) = inf
{‖ξ‖‖η‖: u(x) = 〈π(x)ξ,η〉, π ∈ ΣG , ξ,η ∈ Hπ}.
Let VN(G) be the von Neumann algebra generated by the image of λ2 in B(L2(G)). It is called the group von Neumann
algebra of G . It is proved by Eymard [9] that the dual Banach space of A(G) is isometrically isomorphic to VN(G). For
u ∈ A(G) and T ∈ VN(G), deﬁne u · T ∈ VN(G) by 〈u · T , v〉 = 〈T ,uv〉, v ∈ A(G).
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P (G) :=
{
φ ∈ B(G):
∫ (
f ∗ ∗ f )φ  0 for any f ∈ L1(G)}.
It can be shown that P (G) = {〈π(·)ξ, ξ〉: π ∈ ΣG , ξ ∈ Hπ } and φ(e) = ‖φ‖∞ = ‖φ‖B(G) .
See [9] and [10] for more details.
3. A bipolar property on subgroups
We will use the following notations throughout this paper:
P0(G) :=
{
φ ∈ P (G): 0 φ(e) 1} and P1(G) := {φ ∈ P (G): φ(e) = 1}.
Let G∗ be the set of all extreme points of P1(G) (i.e. G∗ = E(P1(G))), equipped with the relative weak∗-topology inher-
ited from B(G). It is called the dual space of G . If G is abelian, it is just Gˆ , the dual group of G .
Given a non-empty subset X in G , let
X := {φ ∈ P0(G): φ(x) = φ(y) for any x, y ∈ X},
X◦ := {φ ∈ P1(G): φ(x) = 1 for any x ∈ X},
X⊥ := {g∗ ∈ G∗: g∗(x) = 1 for any x ∈ X}.
It is easy to see that X◦ = P1(G) ∩ X and X⊥ = G∗ ∩ X .
We quote the following classical results about positive deﬁnite functions (see [14, Theorem 32.4]), which is useful in the
sequel.
Lemma 3.1. Let φ ∈ P (G). Then |φ(e)φ(yz) − φ(y)φ(z)|2  (φ(e)2 − |φ(y)|2)(φ(e)2 − |φ(z)|2) for any y, z ∈ G.
The closed subgroup generated by X in G is denoted by 〈X〉.
The proof of the following lemma is left to the reader.
Lemma 3.2. For any non-empty subset X in G, we have
X◦ = 〈X〉◦ and X⊥ = 〈X〉⊥.
If X contains identity, then
X = 〈X〉.
The following lemma is a generalization of [10, Lemma 3.26], and its proof is standard.
Lemma 3.3. Let X be a closed non-empty subset of G. Then E(X◦) = X⊥ . If X contains identity, then E(X) = X⊥ ∪ {0}.
We deﬁne the strict topology of B(G) in the following: A net ( fα) in B(G) is said to converge strictly to f if∥∥( fα − f ) · g∥∥→ 0 for any g ∈ A(G).
Proposition 3.4. Let G be a locally compact group, and let X be a non-empty subset of G. Then X is weak∗-compact, and hence
co(X⊥) is weak∗ (strictly) dense in X◦ .
Proof. Let x ∈ X , (φα) ⊆ X and φ ∈ B(G) such that φα → φ in the weak∗-topology. Since the weak∗-topology and the
topology of uniform convergence on compacta coincide on the unit ball of B(G) (see [13]), we have φα(x) → φ(x) for any
x ∈ X . If x, y ∈ X such that φα(x) = φα(y), then φ(x) = φ(y). Also, we have
‖φα‖ = φα(e) → φ(e) = ‖φ‖.
Hence, φ ∈ X and therefore X is weak∗-compact. With Lemma 3.3, the rest is basically the same as that of [10, Theo-
rem 3.27]. We will prove it here for the sake of completeness. By Krein–Milman theorem and Lemma 3.3, for any φ ∈ X◦ , φ is
the weak∗-limit of a net of functions φα of the form c1g∗1 + · · · + cng∗n + cn+10, where g∗1, . . . , g∗n ∈ X⊥ , c1, . . . , cn, cn+1  0,
and
∑
j c j = 1. Since ‖φ‖∞ = 1 and ‖φα‖∞  1, we have
1= ‖φ‖∞  lim‖φα‖∞  lim‖φα‖∞  1.
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φ′α =
n∑
i=1
(
ci/φα(e)
)
g∗i and
n∑
i=1
ci/φα(e) = φα(e)/φα(e) = 1.
Thus, φ′α ∈ co(X⊥) and φ = limw∗ φ′α . 
Let A be a subset of P1(G). Write A⊥ := {x ∈ G: φ(x) = 1 for all φ ∈ A}.
The proof of the following lemma is easy and left to the reader.
Lemma 3.5. Let X , Y be non-empty subsets of G, A, B be non-empty subsets of G∗ and P , Q be non-empty subsets of P1(G). Then we
have the following inclusions:
(a) X ⊆ (X⊥)⊥ and Y⊥ ⊆ X⊥ if X ⊆ Y .
(b) X ⊆ (X◦)⊥ and Y ◦ ⊆ X◦ if X ⊆ Y .
(c) A ⊆ (A⊥)⊥ and B⊥ ⊆ A⊥ if A ⊆ B.
(d) P ⊆ (P⊥)◦ and Q⊥ ⊆ P⊥ if P ⊆ Q .
Deﬁnition 3.6. Let X and A be subsets of G and G∗ , respectively.
(a) X is said to have the bipolar property, or to be a bipolar subset, in G if (X⊥)⊥ = X (or equivalently, (X⊥)⊥ ⊆ X ).
(b) A is said to have the bipolar property, or to be a bipolar subset, in G∗ if (A⊥)⊥ = A (or equivalently, (A⊥)⊥ ⊆ A).
Lemma 3.7. If (Hα) is a family of bipolar subsets in G, then
⋂
α Hα is bipolar in G. Moreover, if A is a subset of G
∗ , then A⊥ is a closed
bipolar subgroup in G.
Proof. Let K =⋂α Hα . Since K ⊆ Hα , we have H⊥α ⊆ K⊥ by Lemma 3.5(a). Consequently, we have ⋃ H⊥α ⊆ K⊥ . It follows
that (
K⊥
)
⊥ ⊆
( ⋃
H⊥α
)
⊥ =
⋂(
H⊥α
)
⊥ =
⋂
Hα = K .
Therefore, K is bipolar.
We now prove the second statement in the lemma. Since g∗ is continuous, the set {x ∈ G: g∗(x) = 1} is closed in G .
Therefore,
A⊥ =
⋂
g∗∈A
{
x ∈ G: g∗(x) = 1}
is closed in G . Let x, y ∈ A⊥ and g∗ ∈ A. By Lemma 3.1, we have
g∗(xy) = g∗(x)g∗(y) = 1 and g∗(x−1)= g∗(x) = 1.
Let H = A⊥ . Then we have H ⊆ (H⊥)⊥ by Lemma 3.5(a). On the other hand, since A ⊆ (A⊥)⊥ , we have(
H⊥
)
⊥ =
(
(A⊥)⊥
)
⊥ ⊆ A⊥ = H
by Lemma 3.5(c). 
Let X be a bipolar subset of G . Then X is of the form A⊥ where A = X⊥ . Hence, only closed subgroups can be bipolar
by the second part of Lemma 3.7.
Similarly, we have the following lemma:
Lemma 3.8. If (Aα) is a family of bipolar subsets in G∗ , then
⋂
α Aα is bipolar in G
∗ . Moreover, if X is a subset of G, then X⊥ is a
closed bipolar subset in G∗ .
Theorem 3.9. Let π ∈ Gˆ ,  ∈ Hπ and put Gπ, = {x ∈ G: π(x) = }. Then Gπ, is bipolar in G. Consequently, for any subset H in G,
H is bipolar if and only if H is of the form⋂
π∈A
⋂
∈Bπ
Gπ,
where A is a subset of Gˆ and Bπ is a subset of Hπ .
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then
H = (H⊥)⊥ = ⋂
g∗∈H⊥
{
g∗
}
⊥.
But {g∗}⊥ is of the form Gπ, for some π ∈ Gˆ and  ∈ Hπ . The converse follows from Lemma 3.7. 
Therefore, one can use irreducible unitary representations of G to generate bipolar subgroups of G .
For bipolar subsets in G∗ , we have a similar characterization:
Theorem 3.10. Let x ∈ G and G∗x = {g∗ ∈ G∗: g∗(x) = 1}. Then G∗x is bipolar in G. Consequently, for any subset A in G∗ , A is bipolar
if and only if A is of the form
A =
⋂
x∈X
G∗x ,
for some subset X in G.
Corollary 3.11. Let H be a closed subgroup of G and N = (H⊥)⊥ . Then N⊥ = H⊥ and N is the smallest closed subgroup in G containing
H such that N is bipolar in G.
Proof. The equality that N⊥ = H⊥ follows from Lemma 3.8. Let K be a subset of G such that H ⊆ K and K is bipolar. Then
we have
N = (H⊥)⊥ ⊆ (K⊥)⊥ = K . 
Notation. Write
G = {X ⊆ G: X is bipolar}
and
G∗ = {B ⊆ G∗: B is bipolar}.
Remark 3.12. It is not hard to see that
G = {A⊥: A ⊆ G∗}= {(X⊥)⊥: X ⊆ G}= {(H⊥)⊥: H is a subgroup of G}
and
G∗ = {X⊥: X ⊆ G}= {(A⊥)⊥: A ⊆ G∗}= {H⊥: H is a subgroup of G}.
In conclusion, we have the following theorem:
Theorem 3.13. Φ : G → G∗ , Φ(H) = H⊥ is a bijection, and its inverse is given by Ψ : G∗ → G , Ψ (B) = B⊥ .
Proof. Write B = H⊥ for some closed subgroup H of G . We have
Φ
(
Ψ (B)
)= Φ(B⊥) = Φ((H⊥)⊥)= ((H⊥)⊥)⊥ = H⊥ = B
(the second last equality follows by Lemma 3.8). On the other hand, for any closed subgroup H of G , we have
Ψ
(
Φ
((
H⊥
)
⊥
))= Ψ (((H⊥)⊥)⊥)= Ψ (H⊥)= (H⊥)⊥
(the second last equality follows again by Lemma 3.8). 
The following proposition can be proved by using the fact that the weak∗-topology and the topology of uniform conver-
gence on compacta coincide on the unit ball of B(G) (see [13]).
Proposition 3.14. Let A and B be subsets of P1(G). If A ⊆ B ⊆ co(A)w∗ , then we have A⊥ = B⊥ . In particular, if H is a subgroup
of G, then (H◦)⊥ = (H⊥)⊥ .
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(a) H is bipolar.
(b) For any x ∈ G \ H, there exists an element g∗ ∈ H⊥ such that g∗(x) = 1.
Proof. If x ∈ (H⊥)⊥ , then g∗(x) = 1 for any g∗ ∈ H⊥ . By assumption, x ∈ H . Conversely, let x ∈ G \ H = G \ (H⊥)⊥ . By
assumption, g∗(x) = 1 for some g∗ ∈ H⊥ . Therefore, H is bipolar in G . 
Remark 3.16. Let G be a locally compact group. Lau and Kaniuth deﬁned in [15] the following separation property: H is
said to be separating in G if for any x ∈ G \ H , there exists φ ∈ H◦ such that φ(x) = 1. In our notation, it is just equivalent
to say that (H◦)⊥ = H . It follows that if H is bipolar, then H is separating in G .
We are going to prove the main result in this section.
For any closed subgroup H of G , let VNH (G) be the von Neumann subalgebra of VN(G) generated by λ2(H).
Theorem 3.17. Let H be a closed subgroup of G. Then the following conditions are equivalent:
(a) H is separating in G.
(b) H is bipolar in G.
(c) VNH (G) = {T ∈ VN(G): g∗ · T = T for all g∗ ∈ H⊥}.
(d) VNH (G) = {T ∈ VN(G): φ · T = T for all φ ∈ H◦}.
Proof. The equivalence of (a) and (c) was shown in [15, Proposition 3.1]. (b) ⇒ (a) follows from the previous remark.
(c) ⇒ (d). If g∗ · T = T for all g∗ ∈ H⊥ , then clearly φ · T = T for all φ ∈ co(H⊥). Let ψ ∈ H◦ . By Lemma 3.4, there exists
a net (φα) in co(H⊥) converging to ψ in the strict topology. For any u ∈ A(G), we have
〈T ,u〉 = 〈φα · T ,u〉 = 〈T ,u · φα〉 → 〈T ,u · ψ〉 = 〈ψ · T ,u〉.
Therefore, ψ · T = T for all φ ∈ H◦ .
(d) ⇒ (b). It follows in the same way as [15, Proposition 3.1] ((iii) ⇒ (i)). We will give a proof for the sake of complete-
ness. Let x ∈ (H⊥)⊥ . Then for u ∈ A(G) and g∗ ∈ H⊥ ,〈
g∗ · λ2(x),u
〉= (g∗u)(x) = u(x) = 〈λ2(x),u〉.
We conclude that λ2(x) ∈ VNH (G) since g∗ · λ2(x) = λ2(x). Hence, x ∈ H by the deﬁnition of VNH (G). 
Examples.
(1) Let G be the “ax+b”-group, and H = {( a 0
0 1
)
: a > 0
}
. From the calculation in Example 3(i) of [15], we see that H⊥ = {1},
and hence (H⊥)⊥ = G .
(2) Let G be the Heisenberg group, and
H =
{(1 a 0
0 1 0
0 0 1
)
: a ∈ R
}
,
and let
K =
{(1 a b
0 1 0
0 0 1
)
: a,b ∈ R
}
.
It is known (see [16]) that if G is a connected nilpotent group and H is a closed subgroup of G , then H is bipolar if
and only if G is a normal of subgroup of G . It is straightforward to check that K is the smallest normal subgroup of G
which contains H as a subgroup. Therefore, by Corollary 3.11, we have (H⊥)⊥ = K .
(3) Let G = R3 and α ∈ R with multiplication
(t1, x1, y1)(t2, x2, y2) =
(
t1 + t2, x1 + eαt1(x2 cos t1 − y2 sin t1), y1 + eαt1(x2 sin t1 + y2 cos t1)
)
.
Let H = {(0, x,0): x ∈ R} and K = {(0, x, y): x, y ∈ R}. Then it follows that (H⊥)⊥ = K (see Example 3(iii) of [15]).
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Let GˆF be the set of all ﬁnite-dimensional irreducible representations of G . A locally compact group G is a [MAP]-
group if GˆF separates points in G . Write G∗F = {x 	→ 〈π(x)ξ, ξ〉: π ∈ GˆF , ξ ∈ Hπ , ‖ξ‖ = 1}. This class of groups was ﬁrst
deﬁned and studied by von Neumann [26] (see [24, Section 6 of Chapter 12] for references). For the deﬁnition of amenable
representations, we refer readers to [2]. Let Gˆam be the set of all amenable irreducible representations of G . Let G∗am be
the set {x 	→ 〈π(x)ξ, ξ〉: π ∈ Gˆam, ξ ∈ Hπ , ‖ξ‖ = 1}. Since every ﬁnite-dimensional representation is amenable (see [2,
Theorem 1.3(i)]), it follows that G∗F is a subset of G
∗
am .
Proposition 4.1. Let G be a locally compact group and let e be the identity of G.
(a) G is a [MAP]-group if and only if (G∗F )⊥ = {e}.
(b) Gˆam separates points in G if and only if (G∗am)⊥ = {e}.
Proof. Suppose that G is a [MAP]-group. Let x be an element of (G∗F )⊥ . For any g
∗ ∈ G∗F , we have g∗(x) = 1. Therefore,
〈π(x)ξ, ξ〉 = 1 for any π ∈ GˆF and ξ ∈ Hπ . Consequently, π(x) = π(e) and hence x= e. Conversely, let x and y be elements
in G such that π(x) = π(y) for any π ∈ GˆF . Now, we have π(xy−1) = 1. Therefore, for any g∗ ∈ G∗F , we have g∗(xy−1) = 1.
It follows that xy−1 = e. The proof of part (b) is similar and is left to the reader. 
Since the constant function 1 is an element in P1(G), P1(G) is a monoid (a semigroup with identity) under the pointwise
multiplication. It is natural to ask if G∗ is a subsemigroup of P (G). Also, note that 1 is contained in G∗ as the trivial
representation is irreducible. It is known that G is abelian if and only if every elements in G∗ is invertible in P1(G)
(see [1]). Walter also pointed out G is abelian if and only if G∗ with the pointwise multiplication is a group in the same
paper.
Let π be an unitary representation of G . The contragredient of π , denoted by π¯ , is the representation such that its
representation space Hπ¯ is the dual space of H′¯π and π¯ (x) is the adjoint map of π(x−1).
Suppose that G1, G2 are locally compact groups, and π1 and π2 are representations of G1 and G2 on H1 and H2,
respectively. We recall that the deﬁnition of the outer tensor product of π1 and π2 of G1 × G2 on H1 ⊗ H2 is given by
(π1 ⊗π2)(x, y) = π1(x) ⊗π2(y).
If G1 = G2, the inner tensor product of π1 and π2 is the restriction of π1 ⊗ π2 to the diagonal subgroup of G × G . We will
abuse the notation and write π1 ⊗ π2 for both inner and outer tensor product. In particular, this notation represents inner
and outer tensor product in this section and Section 5, respectively.
The following lemma is well known, and we give the outline of the proof below for the sake of completeness.
Lemma 4.2. Let G be a locally compact group andπ be a ﬁnite-dimensional unitary representation of G. Then the trivial representation
is a subrepresentation of π ⊗ π¯ .
Proof. Suppose that Hπ is n-dimensional. Let {ξi: 1 i  n} be a basis of Hπ . Let
η = 1√
n
n∑
i=1
ξi ⊗ ξ¯i
be an element in Hπ⊗π¯ . It is clear that ‖η‖ = 1. Fix x ∈ G . It can be shown by using Parseval’s formula that〈
(π ⊗ π¯ )(x)η,η〉= 1.
By Cauchy–Schwarz inequality, we have (π ⊗ π¯ )(x)η = η. The result follows immediately. 
Theorem 4.3. Let G be a locally compact group. Consider the following conditions:
(a) G is abelian.
(b) G∗ is a subsemigroup of P1(G).
(c) G∗am is a subsemigroup of P1(G).
(d) G∗F is a subsemigroup of P1(G).
(e) Every ﬁnite-dimensional irreducible unitary representation of G is one-dimensional.
Then we have (a) ⇔ (b) ⇒ (c) ⇒ (d) ⇒ (e). If we further assume that G is a [MAP]-group, then the conditions are equivalent to each
other.
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uct of ﬁnite-dimensional representations is ﬁnite-dimensional, “(c) ⇒ (d)” is also clear. Suppose that G∗F is a subsemigroup
of P1(G). Let g∗ ∈ G∗F . Then g∗(·) = 〈π(·), 〉 for some π ∈ GˆF and  ∈ Hπ . Since g∗ · g¯∗ ∈ G∗F , we conclude that π ⊗ π¯
is irreducible. However, by Lemma 4.2, the trivial representation 1 is a subrepresentation of π ⊗ π¯ . We hence conclude that
1 is unitarily equivalent to π ⊗ π¯ . It follows that g∗ is invertible, and hence π is one-dimensional (see [1]).
For the last part of the theorem, assume that G is [MAP]-group and (f) holds. Let χ ∈ G∗F , x, y ∈ G . We have
χ
(
xyx−1 y−1
)= χ(x)χ(x)χ(y)χ(x) = 1.
By Proposition 4.1, it follows that xyx−1 y−1 = e for any x, y ∈ G . 
A C∗-algebra A is said to be CCR if π( f ) is a compact operator for every f ∈ A and irreducible ∗-representation π of A.
G is called a [CCR]-group if C∗(G) is CCR (see [7] or [24, Section 6.11 of Chapter 12] for references).
For more results of [CCR] groups, we refer the readers to [24].
Corollary 4.4. Suppose that G is an amenable [CCR]-group. Then all of the conditions below are equivalent to each other:
(a) G is abelian.
(b) G∗ is a subsemigroup of P1(G).
(c) G∗am is a subsemigroup of P1(G).
(d) Every amenable irreducible unitary representation of G is one-dimensional.
Proof. Since G is amenable, Gˆ and Gˆam coincide (see [2]). Therefore, G∗am = G∗ separates points by the Gelfand–Raikov’s
theorem. Suppose that G∗am is a subsemigroup of P1(G). Let g∗ ∈ G∗am . Then g∗(·) = 〈π(·), 〉 for some π ∈ Gˆam and  ∈ Hπ .
Since g∗ · g¯∗ ∈ G∗am , we conclude that π ⊗ π¯ is irreducible. However, the trivial representation 1 is always weakly contained
in π ⊗ π¯ . Since G is a [CCR]-group, we may easily conclude that 1 is unitarily equivalent to π ⊗ π¯ . It follows that g∗ is
invertible, and hence π is one-dimensional (see [1]). Assume that (e) holds. Let χ ∈ G∗am , x, y ∈ G . We have
χ
(
xyx−1 y−1
)= χ(x)χ(x)χ(y)χ(x) = 1.
By Proposition 4.1, it follows that xyx−1 y−1 = e for any x, y ∈ G . 
Remarks 4.5.
(a) If G is a [CCR] group such that G∗am separates points in G , then the conclusion in Corollary 4.4 is still true. The author
does not know whether this condition implies that G is an amenable [CCR]-group.
(b) Suppose that G has the property that Gˆam separates points in G . Then G is not necessarily amenable. In fact, if G is
a [MAP] group, then Gˆam separates points in G since GˆF does. Therefore, F2, the free group on two generators, is a
[MAP]-group which is not amenable.
(c) A locally compact groups is called a [Moore]-group if all of its irreducible unitary representations are ﬁnite-dimensional.
Compact groups and abelian groups are clear contained in this class of groups. One can show that a [Moore]-group G
is an amenable [CCR] group (see [24] for more details and examples).
(d) An amenable [CCR] group is not necessarily a [MAP] group (see [24]). Thus, Theorem 4.3 and Corollary 4.4 are indepen-
dent.
5. Some functorial properties
Let N be a closed normal subgroup of G , and let σ : G → G/N be the canonical homomorphism. Deﬁne B(G)N =
{φ ∈ B(G): φ(x) = φ(y) for any x, y ∈ N} and j : B(G/N) → B(G)N , j( f ) = f ◦ σ . Then j is an isometric isomorphism.
Furthermore, we have j(P1(G/N)) = N◦ (see [9, Corollary 2.26]).
Proposition 5.1. The restriction of j to (G/N)∗ maps (G/N)∗ onto N⊥ .
Proof. If φ(σ (x)) = 〈π(σ (x))ξ, ξ〉 for some π ∈ (G/N)∧ , then π ◦ σ ∈ Gˆ . Therefore, we have j(φ) = φ ◦ σ ∈ G∗ . It follows
that j maps (G/N)∗ into N⊥ . Now, let ψ ∈ N⊥ ⊆ P1(G). Then j−1(ψ) ∈ P1(G/N). If j−1(ψ) = (ψ¯1+ ψ¯2)/2 for some ψ¯1, ψ¯2 ∈
P1(G/N), then ψ = ( ¯j(ψ1) + ¯j(ψ2))/2 where j(ψ¯1), j(ψ¯2) ∈ P1(G). But ψ ∈ G∗ , so ψ = ¯j(ψ1). Therefore, j−1(ψ) = ψ¯1 is an
extreme point of P1(G/N). 
Corollary 5.2. If N is a closed normal subgroup of G such that N⊥ = {1}, then G = N.
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rem 3.34]). It follows that G/N = {eG/N}. 
Recall that a unitary ∗-representation π of G is primary if the center of C(π) = {T ∈ B(Hπ ): Tπ(x) = π(x)T for any
x ∈ G} consists of scalar multiples of I . G is said to be a [Type I]-group if every primary representation of G is a direct sum
of copies of some irreducible representations (see [7, Chapter 4] and [10, Chapter 7] for references).
Remark 5.3.
(a) The map Gˆ1 × Gˆ2 → (G1 × G2)∧ , (π1,π2) 	→ π1 ⊗ π2 is a bijection if either G1 or G2 is a [Type I]-group [10, Theo-
rem 7.25].
(b) π1 ⊗ π2 and ρ1 ⊗ ρ2 are unitary equivalent if and only if π1 is unitary equivalent to ρ1 and π2 is unitary equivalent
to ρ2 [10, Corollary 7.22].
Proposition 5.4. Let G1 be an abelian locally compact group, and G2 a locally compact group. Then G∗1 × G∗2 → (G1 × G2)∗ ,
(g∗1, g∗2) 	→ g∗1 ⊗ g∗2 is a bijection where g∗1 ⊗ g∗2 is given by g∗1 ⊗ g∗2(x, y) = g∗1(x)g∗2(y).
Proof. The map is well deﬁned as π1 ⊗ π2 is irreducible if and only if π1 and π2 are irreducible, see [10, Corollary 7.20].
Since G1 is abelian, it is a [Type I]-group. By Remark 5.3, given any h∗ ∈ (G1 × G2)∗ , h(x, y) = 〈Π(x, y), 〉 for some
Π ∈ (G1 × G2)∧ ,  ∈ HΠ . Since Π is unitary equivalent to π1 ⊗ π2 for some π1 ∈ Gˆ1, π2 ∈ Gˆ2, we have h(x, y) =
〈π1 ⊗ π2(x, y)ξ, ξ〉 for some ξ ∈ Hπ1 ⊗ Hπ2 . Since Hπ1 is one-dimensional, we may assume that ξ = 1 ⊗ η for some
η ∈ Hπ2 . Thus, h(x, y) = 〈π1 ⊗π2(x, y)(1⊗ η),1⊗ η〉 = 〈π1(x)(1),1〉〈π2(y)η,η〉. So, the map is onto. By using the fact that
Gˆ1 is a group and part (b) of Remark 5.3, it is clear that the map is injective. 
From now on, let H be a closed subgroup of G and let X be a subset of H .
Given a non-empty subset X in H , put
X (◦,H) = {ψ ∈ P1(H): ψ(x) = 1 for any x ∈ X}
and
X (⊥,H) = {h∗ ∈ H∗: h∗(x) = 1 for any x ∈ X}.
Let A be a subset of P1(H). Write A(⊥,H) := {x ∈ H: ψ(x) = 1 for all ψ ∈ A}.
Theorem 5.5.We have(
X (⊥,H)
)
(⊥,H) ⊆
(
X⊥
)
⊥.
Proof. It is suﬃcient to show that (X (◦,H))(⊥,H) ⊆ (X◦)⊥ . Let x0 ∈ (X (◦,H))(⊥,H) . Then ψ(x0) = 1 for any ψ ∈ X (◦,H) . For each
φ ∈ X◦ , φ|H ∈ P1(H) and φ|H (x) = 1 for any x ∈ X . In other words, φ|H ∈ X (◦,H) for any φ ∈ X◦ . Now, we can conclude that
φ(x0) = φ|H (x0) = 1 for any φ ∈ X◦ . Therefore, x0 ∈ (X◦)⊥ . 
Corollary 5.6. If X is bipolar in G, then X is bipolar in H.
Corollary 5.7. If G has separation property, then H has separation property.
A locally compact group G is said to have H-extension property if the restriction map between B(G) and B(H) is
surjective (see [6] for references). In this case, one can show that the restriction map between P1(G) and P1(H) is surjective
(see [23]). It is also not hard to see that for any h∗ ∈ H∗ , there exists g∗ ∈ G∗ such that g∗|H = h∗ .
Theorem 5.8. If G has H-extension property, then:
(a) X (⊥,H) ⊆ X⊥|H and X (◦,H) ⊆ X◦|H .
(b) (X⊥)⊥ ∩ H ⊆ (X (⊥,H))(⊥,H) .
Proof. (a) We will prove the ﬁrst equality, and the second equality follows similarly. Let ψ ∈ X (◦,H) . Then there exists
φ ∈ P1(G) such that φ|H = ψ . Since φ(x) = φ|H (x) = ψ(x) = 1 for any x ∈ X , it follows that φ ∈ X◦ .
(b) Let x ∈ (X⊥)⊥ ∩ H . Then g∗(x) = 1 for any g∗ ∈ X⊥ . Since x ∈ H , we have g∗|H (x) = 1 for any g∗ ∈ X⊥ . By (a), we
conclude that h∗(x) = 1 for any h∗ ∈ X (⊥,H) . Hence, x ∈ (X (⊥,H))(⊥,H) . 
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Corollary 5.10. Assume that G has H-extension property. Suppose that (X⊥)⊥ is a subset of H. Then X is bipolar in G if and only if X
is bipolar in H.
Corollary 5.11. Assume that G has H-extension property. If H is a bipolar subgroup of G, then X is bipolar in G if and only if X is
bipolar in H.
6. Some general results on translation invariant convex subsets of A(G) and VN(G)
In this section, we will study the closed convex G∗-invariant subsets in A(G) and VN(G), and also the operators on A(G)
and VN(G) which commute with the actions of G∗ . Many results in this section are inspired by [18].
Let τ denote the locally convex topology on B(G) determined by the separating family of semi-norms {p f ,T : f ∈ A(G),
T ∈ VN(G)} where p f ,T (φ) = 〈T , f · φ〉 for each φ ∈ B(G). It is easy to see that the strict topology is stronger than the
τ -topology on B(G).
Lemma 6.1. For any locally compact group G, we have P1(G) ⊆ co(G∗)(τ ) . Moreover, G is amenable if and only if P1(G) ⊆
A(G) ∩ P1(G)(τ ) .
Proof. Since co(G∗) is strictly dense in P1(G), the ﬁrst part of this lemma is straightforward. Let (eα) ⊆ A(G) ∩ P1(G) be a
BAI in A(G). For any f ∈ P1(G), we have ( f eα)α ⊆ A(G) ∩ P1(G) and〈
T , ( f eα)g − f g
〉
 ‖T‖‖ f ‖‖eα g − g‖ → 0 for all T ∈ VN(G), g ∈ A(G).
The converse follows from [13, Theorem B2]. 
Lemma 6.2. Let G be a locally compact group.
(a) For any u ∈ A(G), the function B(G) → A(G), φ 	→ φ · u is continuous when B(G) has τ -topology and when A(G) has the
weak-topology.
(b) For any T ∈ VN(G), the function B(G) → VN(G), φ 	→ φ · T is continuous when B(G) has τ -topology and when VN(G) has the
weak∗-topology.
(c) For any ψ ∈ B(G), the function B(G) → B(G), φ 	→ φ · ψ is weak∗–weak∗-continuous.
Proof. (a) Let (φα) be a net in B(G) converging to some φ in B(G) in the τ -topology. By deﬁnition,
〈T , φα · u〉 → 〈T , φ · u〉 for all T ∈ VN(G), u ∈ A(G).
In particular, φα · f → φ · f weakly.
(b) Let (φα) be a net in B(G) converging to some φ in B(G) in the τ -topology. By deﬁnition,
〈φα · T ,u〉 = 〈T , φα · u〉 → 〈T , φ · u〉 = 〈φ · T ,u〉 for all T ∈ VN(G), u ∈ A(G).
In particular, φα · T → φ · T in the weak∗-topology.
(c) Clear. Note that C∗(G) is a B(G)-bimodule. 
It is known that a closed subspace I of L1(G) is a left ideal of L1(G) if and only if I is left translation invariant. The author
generalized this result to the non-commutative setting [5, Proposition 4.3]: if G is amenable, then a closed subspace I of
A(G) is an ideal of A(G) if and only if I is invariant under the action of elements in G∗ . The following result is a further
generalization of this fact. This result can also be regarded as a non-commutative of [18, Theorem 4.1].
Theorem 6.3. Let G be a locally compact group, let K be a closed convex subset of A(G) or a weak∗-closed convex subset of VN(G).
(a) If g∗ · K ⊆ K for each g∗ ∈ G∗ , then φ · K ⊆ K for each φ ∈ A(G) ∩ P1(G).
(b) Suppose, in addition, that G is amenable. Then g∗ · K ⊆ K for each g∗ ∈ G∗ if and only if φ · K ⊆ K for each φ ∈ A(G) ∩ P1(G).
Proof. (a) Let φ ∈ A(G)∩ P1(G), f ∈ K , and let (φα) be a net in co(G∗) such that φα →τ φ. Note that φα · f ∈ K for each α.
Since K is weakly closed, it follows from Lemma 6.2 that φ · f ∈ K .
(b) Since G is amenable, P1(G) ⊆ A(G) ∩ P1(G)(τ ) by Lemma 6.1. For any g∗ ∈ G∗ , let (φα) be a net in A(G) ∩ P1(G)
such that φα →τ g∗ . Since φα · f ∈ K for each α and f ∈ K , by Lemma 6.2 again, we have g∗ · K ⊆ K . 
The following results are generalizations of [18, Corollary 4.2].
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Proof. Let K1 = co{g∗ · v0: g∗ ∈ G∗} and K2 = {φ · v0: φ ∈ (A(G) ∩ P1(G))}− . Then g∗ · K1 ⊆ K1 for each g∗ ∈ G∗ . So,
by Theorem 6.3, φ · K1 ⊆ K1 for each φ ∈ A(G) ∩ P1(G). Therefore, K2 ⊆ K1. Conversely, let φα be a net in A(G) ∩ P1(G)
converging to 1. By Lemma 6.2, φα · v0 → v0 in the weak-topology of A(G). It follows that v0 ∈ K2. By the same argument,
g∗ · K2 ⊆ K2 for each g∗ ∈ G∗ . In particular, g∗ · v0 ∈ K2 for each g∗ ∈ G∗ . 
Corollary 6.5. Suppose that G is amenable. If T ∈ VN(G), then cow∗ {g∗ · T : g∗ ∈ G∗} = {φ · T : φ ∈ A(G) ∩ P1(G)}−w∗ .
Proof. The proof is similar to the proof of Theorem 6.4. 
There are a lot of results about bounded linear operators of L1(G) which commutes with left translations in the literature.
We refer the reader to [17] and [14, Section 35] for references. Some important results in the non-commutative setting can
be found in [22] and [19, Section 6]. The following result is a generalization of [18, Theorem 5.1].
Theorem 6.6. Suppose that G is amenable. Let A and B be closed G∗-invariant convex subsets of A(G). If Φ is an aﬃne norm-
continuous map from A into B, then the following conditions are equivalent:
(a) Φ(g∗ · f ) = g∗ · Φ( f ) for each g∗ ∈ G∗ , f ∈ A.
(b) Φ(φ · f ) = φ · Φ( f ) for each φ ∈ A(G) ∩ P1(G), f ∈ A.
Proof. Suppose that (a) holds. Let φ ∈ A(G)∩ P1(G). By Lemma 6.1, there exists a net (φα) ⊆ co(G∗) such that φα →τ φ. By
Lemma 6.2, φα · f → φ · f weakly for each f ∈ A. Since A is closed and convex, and T is aﬃne, Φ is also continuous when
A, B have the respective weak-topology. Thus, Φ(φ · f ) = limΦ(φα · f ) = limφα · Φ( f ) = φ · Φ( f ). Conversely, let g∗ ∈ G∗ .
By Lemma 6.1 again, there exists a net (φα) ∈ A(G) ∩ P1(G) such that φα →τ g∗ . By Lemma 6.2, φα · f → g∗ · f weakly for
each f ∈ A. Then, Φ(g∗ · f ) = limΦ(φα · f ) = limφα · Φ( f ) = g∗ · Φ( f ). 
The proofs of the following theorems are just slight modiﬁcations of the proof of Theorem 6.6.
Theorem 6.7. Let A be a closed G∗-invariant convex subset of A(G), and B be weak∗-closed G∗-invariant convex subset of VN(G).
Suppose that Φ is an aﬃne norm-continuous map from A into B, then the following conditions are equivalent:
(a) Φ(g∗ · f ) = g∗ · Φ( f ) for each g∗ ∈ G∗ , f ∈ A.
(b) Φ(φ · f ) = φ · Φ( f ) for each φ ∈ A(G) ∩ P1(G), f ∈ A.
Theorem 6.8. Let A, B be weak∗-closed G∗-invariant convex subsets of VN(G). Suppose that Ψ is an aﬃne w∗–w∗-continuous map
from A into B, then the following conditions are equivalent:
(a) Ψ (g∗ · T ) = g∗ · Ψ (T ) for each g∗ ∈ G∗ , T ∈ A.
(b) Ψ (φ · T ) = φ · Ψ (T ) for each φ ∈ A(G) ∩ P1(G), T ∈ A.
Let G be an amenable group. It was shown in [25] that if M is a bounded multiplier of A(G), then there exists a
unique element u ∈ B(G) such that M( f ) = u f for any f ∈ A(G). This result of course is a generalization of a classical
result of Wendel [27, Theorem 1]. The following result is a generalization of Renaud’s result, and is also a non-commutative
generalization of [18, Theorem 5.5].
Theorem 6.9. Suppose that G is amenable. Let B be a closed G∗-invariant subset of A(G), and let Γ be a continuous aﬃne mapping
from A(G) ∩ P1(G) into B. Then Γ (g∗ · ψ) = g∗ · Γ (ψ) for any g∗ ∈ G∗ , ψ ∈ A(G) ∩ P1(G) if and only if there exists φ ∈ B(G) such
that Γ (ψ) = φ · ψ for any ψ ∈ A(G) ∩ P1(G).
Proof. Assume that Γ (g∗ · ψ) = g∗ · Γ ( f ) for any g∗ ∈ G∗ , ψ ∈ A(G) ∩ P1(G). Let (φα) be a net in A(G) ∩ P1(G) such
that φα →τ 1. By Lemma 6.2, φα · ψ → ψ in the weak-topology of A(G). Thus, Γ (φα) · ψ = Γ (φα · ψ) → Γ (ψ) weakly.
On the other hand, since {Γ (φα)} is bounded, we may assume that Γ (φα) →w∗ φ for some φ ∈ B(G). By Lemma 6.2 again,
Γ (φα) ·ψ → φ ·ψ in the weak∗-topology of B(G). Hence, Γ (ψ) = φ ·ψ for each ψ ∈ A(G)∩ P1(G). The converse is trivial. 
Next, we give two different characterizations of discrete groups by using some special properties of G∗-invariant subsets
in A(G) and C∗(G).
Theorem 6.10. A locally compact group G is discrete if and only if there exists a weakly compact, convex, G∗-invariant subset K in
A(G) such that K = {0}.
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in K . Deﬁne T : A(G) → A(G), T (u) = uv0. Then T is weakly compact. In fact, let K1 = coweak{g∗ · v0: g∗ ∈ G∗}. Then
K1 is relatively compact in the norm topology. We may adapt the proof of Theorem 6.4 to show that K1 ⊆ {φ · v0: φ ∈
(A(G)∩ P1(G))}− without the amenability assumption. Thus, K1 is relatively weakly compact. Consider the weakly compact
set K2 = {λk: λ ∈ [0,1], k ∈ K1}. For each u ∈ A(G)1, we have v0u ∈ K2 − K2 + i(K2 − K2). In fact, let
u(·) = 〈λ2(·)ξ,η〉 for some ξ,η ∈ L2(G).
Then, we have
u = u1 − u2 + iu3 − iu4 where u j(·) =
〈
λ2(·)
(
ξ + i jη), ξ + i jη〉, j = 1,2,3,4.
Clearly, ‖u j‖  1 and u j ∈ A(G) ∩ P (G) for j = 1,2,3,4. Therefore, u j v0 ∈ ‖u j‖K1 ⊆ K2. So, T (A(G)1) is relatively weakly
compact. It follows that v0u = T (u) = 0 for all u ∈ A(G) (see [19, Proposition 6.9]). Therefore, v0 = 0. 
Remark 6.11. Since A(G) is an essential ideal in B(G),
i.e. for any u ∈ B(G), u = 0 whenever uA(G) = {0}.
B(G) has a weakly compact, convex, G∗-invariant subset K such that K = {0} if A(G) does. As a result, Theorem 6.10 holds
if A(G) is placed by B(G).
The following result is a non-commutative generalization of [8, Theorem 1].
Corollary 6.12. Let G be a locally compact group. The following conditions are equivalent:
(a) G is discrete.
(b) A(G) has a ﬁnite-dimensional non-zero ideal.
(c) B(G) has a ﬁnite-dimensional non-zero ideal.
Proof. If G is discrete, take I = {cδe: c ∈ C}. Then I is a ﬁnite-dimensional ideal in A(G) or B(G). Conversely, let I be such
an ideal in A(G) or B(G). Then the unit ball I1 is the required weakly compact, convex, G∗-invariant subset. 
Theorem 6.13. A locally compact group G is non-discrete if and only if every norm-compact, convex, G∗-invariant subset of C∗(G)
contains zero.
Proof. If G is discrete, then K = {δe} is such a subset which does not contain zero. Conversely, suppose that G is non-
discrete. Let K be a norm-compact, convex, G∗-invariant subset of C∗(G). For any g∗ ∈ G∗ , deﬁne T g∗ : K → K , f 	→ g∗ · f .
Then each T g∗ is a norm-continuous aﬃne map from K to K . Also, {T g∗ : g∗ ∈ G∗} is a commuting family. By Markov–
Kakutani ﬁxed point theorem, there exists f0 ∈ C∗(G) such that f0 is G∗-invariant. It follows from [5, Theorem 3.9] that
f0 = 0 as G is not discrete. 
Let us recall the deﬁnition of AP(G) and WAP(G):
For any f ∈ L∞(G), write o( f ) = {Lx f : x ∈ G}. Then
AP(G) := {o( f ) is compact in L∞(G)};
WAP(G) := {o( f ) is weakly compact in L∞(G)}.
Notice that these deﬁnitions depend on the concept of translations of functions in L∞(G). In deﬁning the non-commutative
analogue of them, namely, AP(Gˆ) and WAP(Gˆ), we use the notion of (weakly) compact operators instead. The set of all T in
VN(G) for which the operator from A(G) to VN(G) given by u 	→ u · T is weakly compact (compact) is denoted by WAP(Gˆ)
(resp. AP(Gˆ)) (see [19] for more details). However, if G is amenable, we are able to characterize AP(Gˆ) and WAP(Gˆ) by using
the concept of generalized translation operators.
For any T ∈ VN(G), write O (T ) = {g∗ · T : g∗ ∈ G∗}.
Theorem 6.14. If G is amenable, then
WAP(Gˆ) = {T ∈ VN(G): O (T ) is relatively weakly compact in VN(G)}.
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weak-topology and the weak∗-topology coincide on K . By using this observation and Corollary 6.5, we have
O (T ) ⊆ cow∗(O (T ))= {φ · T : φ ∈ A(G) ∩ P1(G)}−w∗ ⊂ K w∗ = Kweak.
Therefore, O (T ) is relatively weakly compact. Conversely, suppose that O (T ) is relatively weakly compact. Therefore,
co(O (T )) is also relatively weakly compact. By the same argument, the weak-topology and the weak∗-topology coincide
on K ′ = co(O (T ))weak. By using Corollary 6.5 again, we may conclude that
K ′ = cow∗(O (T ))= {φ · T : φ ∈ A(G) ∩ P1(G)}−w∗ = {φ · T : φ ∈ A(G) ∩ P1(G)}−.
Consequently, for any u ∈ A(G)1, we have u · T ∈ K ′ − K ′ + i(K ′ − K ′). 
By replacing “weak-topology” by “norm topology” everywhere in the proof of Theorem 6.14, one can show that:
Theorem 6.15. If G is amenable, then
AP(Gˆ) = {T ∈ VN(G): O (T ) is relatively compact in VN(G)}.
7. Invariantly complemented subspaces of VN(G)
Throughout this section, we will assume that G is a locally compact group such that A(G) has an approximate identity.
This is always the case when G is amenable.
Lemma 7.1. For any locally compact group G, we have span(G∗)τ = B(G) and A(G)τ = B(G).
Proof. The ﬁrst assertion follows from Lemma 6.1. To prove the second assertion, let f ∈ B(G), there exists a net ( fα) ⊆
A(G) such that fα → f strictly, i.e. fα g → f g for any g ∈ A(G). But, it follows clearly that 〈T , ( fα − f ), g〉 → 0 for any
g ∈ A(G). 
Lemma 7.2. Let X be a weak∗-closed subspace of VN(G). Then X is G∗-invariant if and only if X is an A(G)-submodule of VN(G).
Proof. Let f ∈ A(G). By Lemma 7.1, there exists a net fα ∈ span(G∗) such that fα →τ f . For all g ∈ X , we have fα g ∈ X
Since X is weak∗-closed, it follows that f g ∈ X . Conversely, let g∗ ∈ G∗ . By Lemma 7.1, there exists a net fα ∈ A(G) such
that fα →τ g∗ . Then we use the same argument. 
Deﬁnition 7.3. Let X be a weak∗-closed G∗-invariant subspace of VN(G).
(a) X is said to be invariantly complemented in VN(G) if there exists a bounded projection from VN(G) onto X such that
P (g∗ · T ) = g∗ · P (T ) (g∗ ∈ G∗, T ∈ VN(G)).
(b) X is said to be topologically invariantly complemented in VN(G) if there exists a bounded projection from VN(G) onto X
such that P ( f · T ) = f · P (T ) ( f ∈ A(G), T ∈ VN(G)).
The notion of (topologically) invariantly complemented subspaces of UCB(Gˆ) is deﬁned similarly.
If X is a weak∗-closed G∗-invariant subspace of VN(G), then X⊥ is an ideal of A(G) by Lemma 7.2. Hence, X⊥ can be
regarded as a Banach A(G)-bimodule in a natural way.
Given a Banach algebra A, it is possible to deﬁne a multiplication on A∗∗ . If A = A(G), M,N ∈ VN(G)∗ , the (second)
Arens product M  N ∈ VN(G)∗ is deﬁned by
〈M  N, T 〉 = 〈N, T  M〉 for each T ∈ VN(G)
where
〈T  M, f 〉 = 〈M, f · T 〉 for each f ∈ A(G).
If (uα) and (vβ) are nets in A(G) such that M =w∗-limαuα and N =w∗-limαvβ , then
M  N =w∗-limβ
(
w∗-limαuαvβ
)
.
Theorem 7.4. Let X be a weak∗-closed G∗-invariant subspace of VN(G). Consider the following conditions:
(a) X⊥ has a BAI.
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(c) X is invariantly complemented in VN(G).
(d) X ∩ UCB(Gˆ) is invariantly complemented in UCB(Gˆ).
(e) X ∩ UCB(Gˆ) is topologically invariantly complemented in UCB(Gˆ).
Then we have (a) ⇒ (b) ⇒ (c) ⇒ (d) ⇒ (e). If G is amenable, then all of the conditions above are equivalent to each other. Moreover,
G is amenable if and only if (a) is equivalent to any of (b)–(e).
Proof. (a) ⇒ (b): Let (vα) be a BAI in X⊥ and let N be a weak∗-limit point of (vα) in VN(G)∗ . Without loss of generality,
assume that vα →w∗ N . It is easy to show that N  N = N . Deﬁne P : VN(G) → VN(G) by〈
P (T ), f
〉= 〈T , f 〉 − 〈T ,N  f˜ 〉 for any f ∈ A(G),
where f 	→ f˜ is the canonical embedding of A(G) into VN(G)∗ . Then〈
P2(T ), f
〉= 〈P (T ), f 〉− 〈P (T ),N  f˜ 〉
= (〈T , f 〉 − 〈T ,N  f˜ 〉)− (〈T ,N  f˜ 〉 − 〈T ,N  (N  f˜ )〉)
= 〈T , f 〉 − 2〈T ,N  f˜ 〉 + 〈T , (N  N)  f˜ 〉
= 〈T , f 〉 − 2〈T ,N  f˜ 〉 + 〈T ,N  f˜ 〉
= 〈T , f 〉 − 〈T ,N  f˜ 〉
= 〈P (T ), f 〉 for any f ∈ A(G) and T ∈ VN(G).
Also, we have〈
P ( f · T ), g〉= 〈 f · T , g〉 − 〈 f · T ,N  g˜〉
= 〈T , g f 〉 − 〈T , (N  g˜)  f˜ 〉
= 〈T , g f 〉 − 〈T ,N  (g˜ f )〉
= 〈P (T ), g f 〉
= 〈 f · P (T ), g〉 for any f , g ∈ A(G) and T ∈ VN(G).
So, P is a projection which commutes with the action by A(G) on VN(G). Let T ∈ VN(G) and f ∈ X⊥ . Then we have〈
P (T ), f
〉= 〈T , f 〉 − 〈T ,N  f˜ 〉 = 〈T , f 〉 −w∗-limα〈T , vα f 〉 = 〈T , f 〉 − 〈T , f 〉 = 0.
Therefore, P (T ) ∈ (X⊥)⊥ = X .
(b) ⇒ (c): Let P : VN(G) → X be a projection such that P ( f · T ) = f · P (T ) ( f ∈ A(G), T ∈ VN(G)), and let (uα) be an
approximate identity for A(G). If g∗ ∈ G∗ , f ∈ A(G) and T ∈ VN(G), then we have〈
P
(
g∗ · T ), f 〉= limα 〈P(g∗ · T ),uα f 〉= limα 〈uα · P(g∗ · T ), f 〉= limα 〈P((uα g∗) · T ), f 〉
= limα
〈(
uα g
∗) · P (T ), f 〉= limα 〈g∗ · P (T ),uα f 〉= 〈g∗ · P (T ), f 〉.
Hence, P (g∗ · T ) = g∗ · P (T ).
(c) ⇒ (d): Let P : VN(G) → X be a projection such that P (g∗ · T ) = g∗ · P (T ) (g∗ ∈ G∗ , T ∈ VN(G)). If f ∈ A(G), then there
exists a net of functions ( fα) ⊆ span(G∗) such that fα → f strictly. So, we get〈
P
(
f · (u · T )), v〉= 〈P(( f · u) · T ), v〉= limα 〈P(( fα · u) · T ), v〉
= limα
〈
fα · P (u · T ), v
〉= limα 〈P (u · T ), fαv〉
= 〈P (u · T ), f v〉= 〈 f · P (u · T ), v〉 for any u, v ∈ A(G) and T ∈ VN(G).
Since A(G) · VN(G) is dense in UCB(Gˆ), we have
P ( f · S) = f · P (S) for all f ∈ A(G) and S ∈ UCB(Gˆ). (∗)
By the same argument in proving (b) ⇒ (c), we have P (g∗ · S) = g∗ · P (S) for all g∗ ∈ G∗ and S ∈ UCB(Gˆ).
(d) ⇒ (e): Use the same argument in the proof of (∗) above.
For the last statement, we only need to show that G is amenable if and only if (a) is equivalent to (e). Suppose that
(a) and (e) are equivalent. Let X = {0}, then X ∩ UCB(Gˆ) = {0} is topologically invariantly complemented in UCB(Gˆ). There-
fore, A(G) = X⊥ has a BAI, and hence G is amenable by Leptin’s theorem. The converse follows by Proposition 6.4 and
Proposition 7.5 of [12]. 
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A subspace X of VN(G) is said to be completely complemented in VN(G) if there exists a completely bounded projection
from VN(G) onto X (see [28] for more details).
Theorem 7.6. Consider the following conditions:
(a) G is amenable.
(b) A closed ideal I of A(G) has a BAI if and only if I⊥ is completely complemented in VN(G).
(c) Every completely complemented weak∗-closed G∗-invariant subspace of VN(G) is topologically invariantly complemented.
(d) Every completely complemented weak∗-closed G∗-invariant subspace of VN(G) is invariantly complemented.
Then we have (a) ⇔ (b) ⇒ (c) ⇒ (d).
Proof. (a) ⇒ (b) follows by [28, Theorem 3] and (b) ⇒ (c) ⇒ (d) follows by Theorem 7.4. Suppose that (b) holds. Let I =
A(G). Then I⊥ = {0} is completely complemented in VN(G). Thus, A(G) = X⊥ has a BAI, and hence G is amenable by
Leptin’s theorem. 
Unfortunately, we have been unable to prove the implications (c) ⇒ (b), (d) ⇒ (c) and (d) ⇒ (a).
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