Numerical solutions for hypersonic flows of carbon-dioxide and air around a 70-deg sphere-cone have been computed using an axisymmetric non-equilibrium Navier-Stokes solver. Freestream flow conditions for these computations were equivalent to those obtained in an experimental blunt-body heat-transfer study conducted in a high-enthalpy, hypervelocity expansion tube. Comparisons have been made between the computed and measured surface heat-transfer rates on the forebody and afterbody of the sphere-cone and on the sting which supported the test model. Computed forebody heating rates were within the estimated experimental uncertainties of ±10% on the forebody and ±15% in the wake except for within the recirculating flow region of the wake. ∆ t est / y ref
INTRODUCTION
In recent years, NASA has embarked on a long-term exploration initiative 1 in which unmanned orbiters and landers will be employed to gather scientific data on the planet Mars. This initiative has produced renewed interest in blunt-body entry vehicle and aerobrake configurations such as the 70-deg sphere-cone geometry of the Mars-Pathfinder (formerly known as MESUR) spacecraft 2 . This interest has led to a number of computational and experimental studies of blunt-body flows in perfect-gas 3,4 , high-enthalpy [4] [5] [6] [7] [8] , and rarefied [9] [10] [11] environments.
The present work contributes to the growing data base on blunt-body flows through the presentation of comparisons between surface heat-transfer rates measured in a high-enthalpy test facility and heattransfer rates obtained from flow field solutions computed using a nonequilibrium Navier-Stokes solver. These comparisons were made for test environments (CO 2 and N 2 -O 2 ) representative of the atmospheres of Mars and Earth, and encompassed both the forebody and wake (that is, the afterbody and model sting) regions of the flow.
The subject of these comparisons was a 70-deg sphere-cone configuration ( Fig. 1) derived from the geometry of the Mars-Pathfinder spacecraft. The radius of the sphere-cone forebody was 2.54 cm (1 inch). The forebody had a nose-to-forebody-radius ratio of 0.5 and a corner-to-forebody-radius ratio of 0.05. This configuration also had a 40-deg cone-frustrum afterbody which represented the payload section of the vehicle. The cone-frustrum angle was altered from that of MarsPathfinder (49.5 deg) in order to accommodate the sting which was used to support the model in the test facility. This sting was fully instrumented with heat-transfer gages and was included in the geometry definition for the numerical computations. The location of reference points on the model in terms of normalized surface distance, S/R b , from the forebody stagnation point are given in Fig. 2 .
Although this research encompassed both the forebody and wake regions of the sphere-cone configuration, emphasis was placed on measurements and computations for the wake of the configuration. The important features of a blunt-body wake flow field (Fig. 3) are: a free shear layer formed by the separation of the forebody boundary layer at or around the corner of the vehicle; a large recirculating flow region bordering on the afterbody and base of the vehicle; a shear-layer impingement point on the sting (or a "neck" region in the case of actual spacecraft, which would not have a sting); and a recompression shock formed as the shear layer is turned back into the direction of the freestream. These features define the aerothermodynamic environment of the wake, and their behavior influences the design of an aerobrake or entry vehicle. Thermal protection shielding on the payload of the vehicle must be sufficient to withstand the aerothermodynamic loads imposed upon it, and the size and placement of the payload must be such that the wake free-shear layer does not impinge upon it or a localized region of high heating will be produced.
EXPERIMENT DESCRIPTION
Heat-transfer test models of the 70-deg spherecone geometry were fabricated from Macor (a trademark name of Corning, Inc.), a thermally-insulative, machineable glass-ceramic material, and were instrumented with fast-response thin-film heat-transfer gages 12 . Model stings were fabricated from stainless steel and included a slot into which a contoured Macor insert with additional gages was fitted. Each model and sting combination had a total of 70 thin-film gages (Fig. 4) which provided instrumentation coverage on the forebody and afterbody of the model and on the sting.
These models were tested in the NASA HYPULSE Expansion Tube 13 , which is operated by the General Applied Sciences Laboratories (GASL). The HYPULSE Expansion Tube is an impulse facility in which high-enthalpy, hypervelocity flows can be produced using a variety of test gases. The HYPULSE facility is used in the study of high-temperature, chemically-reacting flow fields such as those inside a scramjet 14 or around a planetary entry vehicle 15 . The details of the present HYPULSE blunt-body heating study are presented in full in Refs. 4 and 6.
Freestream flow properties for the air and CO 2 test conditions at which HYPULSE was operated during this study are presented in Table 1 . Nondimensional simulation parameters for these test conditions are listed in Table 2 . The flow properties were computed using the ERGAS 16 (Equilibrium Reacting Gas) code with measured static pressures, shock speeds and pitot pressure calibration data as inputs. Uncertainty estimates in Table 1 for the flow properties are defined by two standard deviations (σ) of the mean values computed from the data from 26 CO 2 and 20 air runs conducted during this research. The values from Table 1 were used to define the freestream boundary conditions for the numerical solution of the Navier-Stokes equations. Of these properties, the freestream density and velocity are the factors which have the greatest influence or aerodynamic heating 17 :
As the uncertainty in these properties was estimated to be no more than ±1% for velocity and no more than ±3% for density, it can be expected that the uncertainty introduced into numerical computations by the freestream properties specification will be small.
During the HYPULSE tests, gage data were sampled at 500 kHz over a test window of ~150 µsec. Gage data in the form of voltage time-histories were 2 American Institute of Aeronautics and Astronautics converted to temperature time-histories using pre-test voltage-temperature calibrations. The temperature timehistories were then used as inputs to the 1DHEAT 18 data reduction code. This code was used to compute surface heat-transfer rates through both a closed-form analytical method 19 and a finite-volume solution for the temperature distribution within the model. In both methods, one-dimensional heat conduction into the model is assumed. The analytical method includes an empirical correction for the variation of the thermal properties of Macor with temperature, while the temperature dependence of Macor properties is incorporated into the formulation of the finite-volume method.
Owing to the short duration of HYPULSE tests, the model surface temperature increase was no more than 150 K at the forebody stagnation point and was considerably less elsewhere on the model. This increase was negligible in relation to the flow field total temperatures (6026 K in air and 3703 K in CO 2 ), which drive the surface heat-transfer rates. Therefore, surface heat-transfer rates essentially remained constant except for the effects of experimental noise and the wake flow establishment process. Experimental results reported thus are taken to be at a uniform ambient wall temperature of 300 K.
In order to eliminate the effects of experimental noise, surface heat-transfer rates were averaged over the data acquisition window of each test. Experimental uncertainty was estimated by two standard deviations from the mean values determined for each test. Forebody heat-transfer rate uncertainty was estimated to be no more than ±10%. Owing to the much lower (one to two orders of magnitude) heating in the wake, signalto-noise ratios were higher, and thus a greater uncertainty level of ±15% was computed.
The wake flow establishment process was thoroughly investigated 4 in order to insure the validity of the data reported for use in comparisons to computational results. This was necessary because the time required for the flow in the wake of a blunt-body to become fully established can represent a significant fraction of the total available test time. Transient data obtained during this establishment process cannot be included in the data-averaging process or the resulting mean values will be inaccurate. It was found that flow establishment in HYPULSE required ~60 flow-path lengths in CO 2 tests and ~70 flow-path lengths in air tests. Flow-path lengths are defined by the nondimensional establishment parameter, τ: Wall temperatures were set to a uniform value of 300 K. Owing to the low surface temperature, a noncatalytic wall boundary condition was specified. Initial grids of 125 x 90 points in the streamwise and normal directions for the two test cases were constructed using an elliptical grid generation code. The grids were separated into forebody and wake zones along the normal grid line from the outermost point on the forebody corner. Flow field distributions at the supersonic outflow boundaries of the forebody grids were used as starting conditions for solutions on the wake grids.
A grid adaptation scheme based on the algorithm described by Gnoffo 26 was employed to align the streamwise grid lines with the bow shock and to cluster points in the wall boundary layer. The height of the first cell at the wall initially was set to a cell Reynolds number (based on local sonic speed) of O(1). However, it was found that the extremely large differences in density between the forebody and wake flows resulted in unreasonably large cell growth in the separated flow region of the wake when all wall cells were fixed at a uniform Reynolds number. Instead, cell heights were set to a uniform value for all wall cells. Test computations were performed with wall cell heights of between 1x10 -7 m and 1x10 -5 m; it was found that the wall heating results were nearly invariant for cell heights (~1x10 -6 m) which produced cell Reynolds numbers of O(10) or below.
After solutions were computed on the original grids for the CO 2 and air cases (these are the results presented in Ref 6.), shear-layer adapted grids were created through the use of the VGM (Volume Grid Manipulator) code. VGM was employed to cluster streamwise grid lines in the region of the wake free shear layer and within the wake recirculation zone. The adapted grids for the two test cases are shown in Figs. 7a-b and 8a-b. This grid adaptation had a significant effect on surface heat transfer rates on the afterbody and sting, as will be discussed in the next section. Grids of 125 x 45 and 125 x 180 points also were constructed from the adapted 125 x 90 point grids in order to investigate the effects of grid refinement on the computational solutions.
COMPUTATIONAL RESULTS AND COMPARISON WITH EXPERIMENT
Non-dimensionalized heat-transfer and surface pressure distributions for the CO 2 and air cases (from the fine 125 x 180 point grids) are presented in Figs. 9a and 9b for the forebody and for the afterbody and sting, respectively. The effects of grid adaptation and refinement on the surface heat-transfer distributions for the CO 2 and air cases are shown in Figs 10a-b and 11a-b, respectively.
The CO 2 case forebody pressure distribution (Fig. 9a) showed an over-expansion and recompression at the sphere-cone junction, while the influence of the corner extended slightly further upstream for the air case. These effects were reflected in the shape of the non-dimensional heating distributions in these areas. Wake heating distributions were one to two orders of magnitude lower than on the forebody for both test cases (Fig. 9b) . Local heating maxima were produced on the afterbody where the flow was accelerated around the corner at S/R b = 1.72, and where the wake free shear layer impinged on the sting (S/R b = 3.5 for CO 2 and S/R b = 4 for air).
For both CO 2 and air cases, a significant decrease in heating (~10%) on the forebody was observed between the coarse 125 x 45 grids and the intermediate 125 x 90 point grids (Figs. 10a and 11a ). Forebody heating rates decreased by no more than 2% between the intermediate grids and the fine 125 x 180 point grids. Shear layer adaption affected only the wake portion of the grids, and so there were no changes in the heating rates computed on the original and adapted 125 x 90 point grids.
As was observed in other studies 8 , the surface heating rates on the afterbody and sting proved to be sensitive to both the resolution and point-distribution of the grids. This was due to the existence of a large region of separated, recirculating flow behind the model. As shown in Figs. 12 and 13., this vortex extended approximately 1-1/2 body radii downstream from the base of the model for both test cases. Smaller, counterrotating vortices also were produced where the flow in the main vortex was turned at the model/sting junction and at the corner on the afterbody.
It was because of the viscous nature of the shear layer and the complicated recirculating flow patterns that the original 125 x 90 point grids were adapted to provide better resolution within this region. As shown in Figs. 10b and 11b, grid adaption had two effects: first, the magnitude of the surface heating rates within the recirculation region decreased (the value of the local heating peak on the sting was reduced by 4 American Institute of Aeronautics and Astronautics ~30% for the CO 2 case and ~10% for the air cases); second, the heating peak was moved approximately half a body radius further away from the model. The same effects, although of smaller magnitude, were observed when the number of normal points in the adapted grids was increased from 45 to 90 points and from 90 to 180 points. It also was noted that the heating distributions downstream of the wake vortex were affected only minimally by either grid adaptation of refinement.
Heating distributions computed on the fine 125 x 180 point grids are compared to the averaged values from the experimental data on Figs. 14 and 15. Note that the forebody and wake heating distributions are plotted on separate linear y-axes in order to resolve the details in both regions. Error bars on the experimental data represent the uncertainty estimates of ±10% for the forebody and ±15% for the wake. Computed forebody heating rates were within the uncertainty bands of the experimental data. The computed wake heating rates for the air case were approximately 25% lower than the experimental data within the recirculation zone, but approached the experimental data downstream from the shear layer impingement point. For the CO 2 case, computed wake heating rates were approximately 25% higher than the experimental data in the center of the recirculation region, but were within the experimental uncertainty band around the impingement point and further downstream on the sting.
It is worth noting that the effects of grid adaptation and grid resolution were favorable in terms of comparisons with the experimental data. Adaptation and refinement moved the peak heating point further downstream, which brought it into good agreement with the experimentally determined location. This also lowered the heating rates in the recirculation zone, which made the comparison with experiment in this region more favorable. As agreement between the two sets of data is already good outside of the recirculation zone, further adaptation of the grid point distribution within this region would probably be more computationally efficient than a global increase in the number of grids points. This course of action is currently being pursued.
SUMMARY AND CONCLUSIONS
Numerical solutions for the forebody and wake flow around a 70-deg sphere-cone in CO 2 and air were computed using a non-equilibrium Navier-Stokes solver. Freestream conditions for these computations were equivalent to those at which tests were conducted in a high-enthalpy, hypervelocity expansion tube. Comparisons were made between these results of these computations and the experimental data. The experimental and computational forebody results were found to agree to within less than the estimated experimental uncertainty of ±10% for this region. The sensitivity of wake computations to grid resolution and to the distribution of grid points within the wake free shear layer and recirculation region was demonstrated. Computed wake results for the air test case fell outside of the estimated experimental uncertainty of ±15% for the wake, although the discrepancies appeared to decrease with distance from the recirculation zone. With the exception of a small region in the center of the recirculation zone, computed wake results for the CO 2 case were within the estimated range of experimental uncertainty. 
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