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Abstract
In this paper, we define a new type of decoherent quantum random walks
with parameter 0 ≤ p ≤ 1, which becomes a unitary quantum random walk
(UQRW) when p = 0 and an open quantum random walk (OPRW) when
p = 1 respectively. We call this process a partially open quantum random walk
(POQRW). We study the limiting distribution of a POQRW on Z1 subject to
decoherence on coins with n degrees of freedom, which converges to a convex
combination of normal distributions if the superoperator Lkk satisfies the eigen-
value condition, that is, 1 is an eigenvalue of Lkk with multiplicity one and all
other eigenvalues have absolute values less than 1. A Perron-Frobenius type of
theorem is provided in determining whether or not the superoperator satisfies
the eigenvalue condition. Moreover, we compute the limiting distributions of
characteristic equations of the position probability functions for n = 2 and 3.
1
1 Introduction
It has been given rise to a vast field of exploration for the behavior of quantum
open systems [2, 3, 5–7] since S. Attal et al. [1] recently introduced a new type of
an open quantum random walk (OQRW) on graphs, which is an exact quantum
analogue of classical Markov Chain. This new type of walks has exhibited many
interesting phenomenon since it is partially a quantum walk and partially a classical
walk; moreover, it has a speed-up property like a quantum walk behavior and yet it
has a Markov property like a classical walk [3]. In particular, S. Attal et al. [1] pointed
out that there is a strong link between OQRWs and the well known unitary quantum
random walks (UQRW) and that it is difficult to produce the limit distribution for
OQRWs, due to lack of knowledge about the invariant measures of this Markov chain
and even their existence at time of their paper was written. But soon in [3] S.
Attal et al. obtained a Central Limit Theorem for the case of the nearest neighbors
homogeneous OQRW on Zd under an assumption that the superoperator admits a
unique invariant state. The variance is somewhat abstract, so Konno and Yoo [7]
further studied the limit distributions of OQRWs on one-dimensional lattice space and
compute the distribution of the OQRWs concretely for many examples and thereby
obtain the limit distributions of them. Under an equivalent condition that 1 is an
eigenvalue of the superoperator with multiplicity one and all other eigenvalues have
absolute values less than 1(for convenience, throughout the paper, this condition is
called“eigenvalue condition”), the authors of this paper also [4] obtained the limit
distribution (a convex combination of Gaussian distribution) for UQRWs on Z. This
suggests us to further explore the strong link between these two types of quantum
walks and the limit distributions of OQRWs under the eigenvalue condition.
In this paper, we consider an OQRW resulting from a total decoherent on the
coin space of a UQRW while the dimension of the coin space can be arbitrarily large.
In such case, we investigate the transitions of how a unitary QRW is eventually
collapsed into an OQRW. Moreover, we study a type of QRWs where each step has
a probability p of decoherent on the coin space. If p > 0, this process will eventually
collapse into OQRW and exhibit the diffusive behavior. We call this process partially
open quantum walk with parameter p (POQRW). Here 0 ≤ p ≤ 1. If p = 0, it’s a
UQRW; if p = 1, it is corresponding to an OQRW. Assuming the superoperator of
the POQRW satisfies the eigenvalue condition, we conclude that the POQRW also
converges to a convex combination of normal distributions.
The rest of our paper is organized as follow: in Section 2 we briefly summarize the
formalism of POQRWs. In Section 3 we prove a limiting theorem of POQRWs on Z1
with decoherence on coins with n degrees of freedom with the help of the Quantum
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Fourier Transform and the generalized Gell-Mann matrices basis. In Section 4 we
prove a Perron-Frobenius type of theorem which is very useful in determining when
the superoperator Lkk satisfies the eigenvalue condition. In Section 5 we demonstrate
some examples of POQRWs (n = 2, 3) that satisfy the eigenvalue condition and give
explicit formulas for their limiting distributions. In particular, our results generalize
the Central Limit Theorem in [3].
2 The partially open quantum random walk on the
lattices Zd and decoherence
Let us consider a general open quantum random walk on Zd. Let {ej}dj=1 be the
standard orthonormal basis of Zd and we put ej+d = −ej , j = 1, 2, . . . , d. We denote
the state space by a Hilbert space H = HP ⊗ HC , where HP denotes the position
space and HC denotes the coin space. The orthonormal basis of the position space
HP are |x >, where x ∈ Zd, the basis of the coin space HC are |ξi >, i = 1, 2, . . . , n.
We will assume that the walk starts at the origin. Let us describe the dynamics of
the quantum walker.
Let U = [u1, u2, . . . , un]
T be a n × n unitary matrix and Πj , j = 1, 2, . . . , m
be orthogonal projection matrices which partition the matrix U into m matrices
Bj , j = 1, 2, · · · , m, where
B1 = [u1, u2, . . . , ud1, 0, 0, . . . , 0]
T ,
B2 = [0, 0, . . . , 0, u1+d1, u2+d1 , . . . , ud1+d2 , 0, 0, . . . , 0]
T ,
Bj = [0, 0, . . . , 0, u1+∑j−1i=1 di
, u2+
∑j−1
i=1 di
, . . . , u∑j
i=1 di
, 0, 0, . . . , 0]T ,
for j = 1, 2 . . . , m, and
∑m
i=1 di = n. Note that
Bj = ΠjU,
m∑
j=1
B∗jBj = I,
m∑
j=1
Bj = U.
Let us define
Ljx = |x+ ej >< x| ⊗ Bj,
Lj =
∑
x
Ljx, for j = 1, 2, . . . , m,
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where m = 2d, and we also put Lx =
∑m
j=1 L
j
x, and L =
∑
x Lx. Then L is a unitary
operator on H. Let ψ0 ∈ H and ψn = Lnψ0. Then {ψn}∞n=0 is called a quantum
random walk on Zd.
In terms of density operator
M0(ρ) = LρL
∗
is the one-step dynamics of the density operator. So ρ(n) =Mn0 (ρ
(0)) is the dynamics
of the quantum random walks. Note that
M0(ρ) =
m∑
j,j′=1
∑
x,x′
LjxρL
j′
x′
∗
.
Let
Mopen(ρ) =
m∑
j=1
∑
x
LjxρL
j
x
∗
.
Then ρ(n) =Mnopen(ρ
(0)) is the dynamics of the open quantum random walks defined
by S. Attal, F. Petruccione and I. Sinayskiy [1] (2012).
Let us now define the partially open quantum random walk. Let
Dj =
√
pLj , j = 1, 2, . . . , m,
and
D0 =
√
qL,
where 0 ≤ p, q ≤ 1, p+ q = 1. We have ∑mj=0Dj∗Dj = IH and therefore {Dj}mj=0 can
be viewed as measurements on H = HP ⊗HC . Let us define a positive map on H:
M(ρ) =Mp(ρ) =
m∑
j=0
DjρD
∗
j ,
where ρ is a density operator on H, then {Mn}∞n=1 is called the POQRW on Zd
associated with {Bj}. Note that if p = 0, it is a UQRW. If p = 1, it is corresponding
to an OQRW, as seen below.
The superoperator of open quantum random walks defined in S. Attal, N. Guillotin-
Plantard and C. Sabot [3] is
Mopen(ρ) =
m∑
j=1
∑
x
LjxρL
j
x
∗
,
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and in our case,
M1(ρ) =
m∑
j=1
∑
x,x′
LjxρL
j
x′
∗
,
so they are not exactly the same operators. But if ρ =
∑
x |x >< x| ⊗ ρx, where ρx
is a positive operator on HC such that
∑
x Tr(ρx) = 1, then ρ
1 = Mopen(ρ) also has
the same form and
Mopen(ρ) =M1(ρ), for all ρ =
∑
x
|x >< x| ⊗ ρx.
Therefore, our case p = 1 includes the corresponding open quantum random walks.
Since we are dealing with partially open quantum random walks, the form of density
operator has a nontrivial off-diagonal (in x-space) entry after the initial step, we need
to consider general density operators for later iterations. Thus our formula M1 is a
generalization of the open quantum random walks.
In general, the density operator for quantum random walk in Fourier transforma-
tion basis is given by
ρ =
∫
dk
(2pi)d
∫
dk′
(2pi)d
|k >< k′| ⊗ χkk′, (2.1)
where k = (k1, k2, ..., kd), 0 ≤ ki ≤ 2pi, and dk = dk1dk2...dkd. Then after one step
the density operator becomes
ρ→ ρ′ =
m∑
j=0
DjρD
∗
j
=
m∑
j=1
∑
x′
∑
x
p(LjxρL
j
x′
∗
) + q
∑
x′
∑
x
(LxρLx′
∗)
=
∫
dk
(2pi)d
∫
dk′
(2pi)d
|k >< k′| ⊗
m∑
j=0
AjUkχkk′U
∗
k′A
∗
j ,
where Aj =
√
pΠj, A0 =
√
qI, Bjk = e
−ikejBj, Uk =
∑m
j=1Bjk, and kej denotes
the dot product of k and ej . Suppose the quantum walk starts at a pure state
|0 > ⊗|Φ0 >, then the initial state is
ρ0 =
∫
dk
(2pi)d
∫
dk′
(2pi)d
|k >< k′| ⊗ |Φ0 >< Φ0|. (2.2)
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Let the quantum random walk proceed for t steps. Then the state evolves to
ρt =
∫
dk
(2pi)d
∫
dk′
(2pi)d
|k >< k′| ⊗
∑
j1,...,jt
AjtUk · · ·Aj1Uk|Φ0 >< Φ0|U∗k′A∗j1 · · ·U∗k′A∗jt .
Let Lkk′ be the operator acting on the vector space of linear operators L(HC) and
χkk′ ∈ L(HC), then it follows from the direct computation
Lkk′χkk′ ≡
∑
j
AjUkχkk′U
∗
k′A
∗
j = p
m∑
j=1
Bjkχkk′B
∗
jk′ + qUkχkk′Uk′
∗. (2.3)
Lkk′ is a linear operator that maps from L(HC) to L(HC), that is Lkk′ ∈ L(L(HC)).
Lkk′ is also called a superoperator, and∫
dk
(2pi)d
∫
dk′
(2pi)d
|k >< k′| ⊗
∑
j
AjUkχkk′U
∗
k′A
∗
j
=
∫
dk
(2pi)d
∫
dk′
(2pi)d
|k >< k′| ⊗ Lkk′χkk′.
In terms of the superoperator Lkk′,
ρt =
∫
dk
(2pi)d
∫
dk′
(2pi)d
|k >< k′| ⊗ Ltkk′|Φ0 >< Φ0|. (2.4)
The probability to reach a point x at time t is
p(x, t) = Tr{[|x >< x| ⊗ I]ρt}
=
1
(2pi)2d
∫
dk
∫
dk′ < k|x >< x|k′ > Tr{Ltkk′|Φ0 >< Φ0|}
=
1
(2pi)d
∫
dk
∫
dk′e−ix(k−k
′)Tr{Ltkk′|Φ0 >< Φ0|}. (2.5)
3 The limiting distributions of quantum walks on
Z1 with decoherence on coins with n degrees of
freedom
Consider the Fourier transformation of p(x, t)
Pˆ (ν, t) ≡< eiνx >t=
∑
x
eiνxp(x, t). (3.1)
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To simplify < eiνx >t, we use the properties of δ function
1
2pi
∑
x
xme−ix(k−k
′) = (−i)mδ(m)(k − k′). (3.2)
Then
< eiνx >t =
∑
x
eiνxp(x, t)
=
∑
x
eiνx
∫
dk
2pi
∫
dk′
2pi
e−ix(k−k
′)Tr{Ltkk′|Φ0 >< Φ0|}
=
∫
dk
2pi
∫
dk′
2pi
∑
x
eix(ν+k
′−k)Tr{Ltkk′|Φ0 >< Φ0|}
=
∫
dk
2pi
∫
dk′
2pi
2piδ(ν + k′ − k)Tr{Ltkk′|Φ0 >< Φ0|}
=
1
2pi
∫
dkTr{Ltk,k+ν|Φ0 >< Φ0|}. (3.3)
Let Oˆ denote any operator on HC . Then the generating function of < eiνx >t is given
by
G(z, ν) =
∞∑
t=0
zt < eiνx >t
=
1
2pi
∫
dk
∞∑
t=0
ztTr{Ltk,k+νOˆ}
=
1
2pi
∫
dkTr{ 1
I − zLk,k+ν Oˆ}.
where |z| < 1. This definition makes sense since the spectrum of Lk,k+ν is less than
or equal to 1 by Lemma (3.1) in [4].
Let the coin Hilbert space HC be n-dimensional spanned by orthogonal ba-
sis ξ1, ξ2, . . . , ξn, Π1 be the orthogonal projection onto the subspace spanned by
ξ1, ξ2, . . . , ξn1, and Π2 be the orthogonal projection onto the subspace spanned by
ξn1+1, ξn1+2, . . . , ξn. We set n2 = n−n1. Let U be a unitary operator on HC , suppose
B1 = Π1U and B2 = Π2U . Then
B1k = ωkB1, B2k = ωkB2,
7
where ωk = e
ik and it follows Uk = B1k +B2k and
Lkk′(ρ) = p(B1kρB∗1k′ +B2kρB∗2k′) + qUkρU∗k′ (3.4)
or
Lkk′(ρ) = p(ωkΠ1UρU∗Π∗1ωk′ + ωkΠ2UρU∗Π∗2ωk′) + qUkρU∗k′ . (3.5)
In order to analyze the spectrum of the superoperator Lkk′, we will use the nor-
malized Gell-Mann basis. Let Ejk be the matrix with 1 in the jk-th entry and 0
elsewhere. Consider the space of d× d complex matrices, Cd×d, for a fixed d. Define
the following matrices
* For k < j, f dk,j = Ekj + Ejk.
* For k > j, f dk,j = −i(Ejk − Ekj).
* For k = j, Let f d1,1 = h
d
1 = Id, the identity matrix.
* For 1 < k = j < d, f dk,k = h
d
k = h
d−1
k ⊕ 0.
* For k = j = d, f dd,d = h
d
d =
√
2
d(d−1) (h
d−1
1 ⊕ (1− d)).
The collection of matrices {f dk,j, 1 ≤ k, j ≤ d} are called the generalized Gell-
Mann matrices in dimension d. Here ⊕ means Matrix Direct Sum. The generalized
Gell-Mann matrices are Hermitian and traceless by construction, just like the Pauli
matrices. One can also check that they are orthogonal in the Hilbert-Schmidt inner
product on Cd×d. By dimension count, one sees that they span the vector space of
d× d complex matrices. When d = 2, they are Pauli matrices. When d = 3, they are
Gell-Mann matrices.
Notes that {fnk,j} are not normalized. We put γnk,j =
fn
k,j
||fn
k,j
|| , then {γnk,j, 1 ≤ k, j ≤
n} are orthonormal basis of n × n complex matrices in the Hilbert-Schmidt inner
product. For short notation, we set γl
n = γnl,l =
hn
l
||hn
l
|| . When we fixed the dimension
n, we omit the superscript n. i.e, γk,j = γ
n
k,j, γl = γ
n
l . We order the basis γij by
γ11, γ12, . . . , γ1n, γ21, γ22, . . . , γ2n, . . . , γn1, γn2, . . . , γnn. Now we are ready to prove
Lemma 3.1. Suppose U ∈ U(n),Π1,Π2 are defined as above and {Bj} is unital.
Then Lk,k+ν has the following form in terms of normalized Gell-Mann basis γij: the
first column of Lk,k+ν satisfies


< γkj,Lk,k+ν(γ1) >= 0, ∀k 6= j
< γl,Lk,k+ν(γ1) >=


2n2 cos ν
n
+ n1−n2
n
ων, l = 1
0, 2 ≤ l ≤ n1
2n1i sin ν√
n(l−1)l , n1 + 1 ≤ l ≤ n,
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where ων = e
iν . The first row of Lk,k+ν satisfies
< γ1,Lk,k+ν(γ) >= ωνδγγ1 − 2i sin ν
1√
n
Tr(B2γB2
∗),
where γ is a normalized basis. In particular, if ν = 0, then Lk,k has the following
representation


1 0 0 0
0 × × ×
0 × × ×
0 × × ×

 .
Proof: For n1 ≤ i ≤ n− 1,
γi =
1
||hi||


1 0 · · · 0 0 · · · 0 0 · · · 0
0 1 · · · 0 0 · · · 0 0 · · · 0
...
...
. . .
...
...
. . .
...
...
...
...
0 0 · · · 1 0 · · · 0 0 · · · 0
0 0 · · · 0 1 . . . 0 0 · · · 0
...
...
. . .
...
...
. . .
...
...
. . .
...
0 0 · · · 0 0 · · · 1 0 · · · 0
0 0 · · · 0 0 · · · 0 −(i− 1) · · · 0
...
...
. . .
...
...
. . .
...
...
. . .
...
0 0 · · · 0 0 · · · 0 0 · · · 0


where ||hi|| =
√
i(i− 1) and there are n1 rows above the line and the first i− n1 − 1
9
rows below the line with one nonzero entry. It follows
Lkk′(γ1) = 1√
n
[p(ωk′−kΠ1UIU∗Π∗1 + ωk′−kΠ2UIU
∗Π∗2) + q(ωk′−kΠ1UIU
∗Π∗2 + ωk′−kΠ2UIU
∗Π∗1)]
=
1√
n
(ωk′−kΠ1 + ωk′−kΠ2)
=
1√
n


ων 0 · · · 0 0 0 · · · 0
0 ων · · · 0 0 0 · · · 0
...
...
...
...
...
...
...
...
0 0 · · · ων 0 0 · · · 0
0 0 · · · 0 ων 0 · · · 0
0 0 · · · 0 0 ων · · · 0
...
...
...
...
...
...
...
...
0 0 · · · 0 0 0 · · · ων


where ν = k′− k, and the block at (1, 1) and (2, 2) positions are n1× n1 and n2× n2
respectively. Hence
< γi,Lk,k+ν(γ1) > = 1√
n
1√
i(i− 1)[n1ων + (i− n1 − 1)ων − (i− 1)ων ]
=
1√
n
1√
i(i− 1)2n1i sin ν.
For
γn =
1
||hn||


1 0 0 · · · 0 0 · · · 0
0 1 0 · · · 0 0 · · · 0
...
...
...
...
...
...
...
...
0 0 · · · 1 0 0 · · ·
0 0 · · · 0 1 0 · · · 0
0 0 · · · 0 0 1 · · · 0
...
...
...
...
...
...
...
0 0 · · · 0 0 0 · · · −(n− 1)


we have
< γn,Lk,k+ν(γ1) > = 1√
n
1√
n(n− 1)[n1ων + (n2 − 1)ων − (n− 1)ων ]
=
1√
n
1√
n(n− 1)2n1i sin ν.
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As for fnkj, the nonzero entry 1 is always off diagonal, hence
< γkj,Lk,k+ν(γ1) >= 0, ∀k 6= j.
Therefore on the first column of Lk,k+ν, we have


< γkj,Lk,k+ν(γ1) >= 0, ∀k 6= j
< γl,Lk,k+ν(γ1) >=


2n2 cos ν
n
+ n1−n2
n
ων , l = 1
0, 2 ≤ l ≤ n1
2n1i sin ν√
n(l−1)l , n1 + 1 ≤ l ≤ n.
Let γ be a normalized basis in n-dimension, then
< γ1,Lk,k+ν(γ) > =< γ1, ωνΠ1UγU∗Π∗1 + ωνΠ2UγU∗Π∗2 > +q < γ1, ωνΠ1UγU∗Π∗2 + ωνΠ2UγU∗Π∗1 >
= < γ, ωνU∗Π1∗γ1Π1U + ωνU∗Π2∗γ1Π2U >+ q< γ, ωνΠ2∗γ1Π1U + ωνU∗Π1∗γ1Π2U >
= < γ, ωνB1
∗B1 + ωνB2∗B2 + q(ωνB2∗B1 + ωνB1∗B2) >
=
1√
n
< γ, ωνI + 2i sin νB2
∗B2 >
= ων
1√
n
< γ, I >− 2i sin ν 1√
n
< γ,B2
∗B2 >
= ων< γ, γ1 >− 2i sin ν 1√
n
< B2
∗B2, γ >
= ωνδγγ1 − 2i sin ν
1√
n
< B2
∗B2, γ > .
Therefore on the first row of Lk,k+ν in Gell-Mann basis:
< γ1,Lk,k+ν(γ) >= ωνδγγ1 − 2i sin ν
1√
n
Tr(B2γB2
∗).
By plug in γ = γi, i = 1, 2, . . . , n and ν = 0, the matrix representation of Lk,k+ν has the
desired form listed in the lemma. In particular, if h = γ1, then
< B2
∗B2, γ1 >= Tr(Π2Uγ1U∗Π2∗) =
1√
n
Tr(Π2Π2
∗) =
n2√
n
,
we have
l11(ν) = ων − 2i sin ν n2
n
= ων
n1
n
+ ων
n2
n
,
and
l11(0) = 1.
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Theorem 3.1. Suppose U ∈ U(n),Π1,Π2 are defined as above. If 1 is an eigenvalue of
Lkk with algebraic multiplicity 1 and |λ| < 1 for any other eigenvalue λ of Lkk.Then
(a) z′0(0) =
(n2−n1)i
n
(b) limt→∞ Pˆ (νt , t) = e
−z′0(0)ν
(c) limt→∞ Pˆ ( ν√t , t)e
z′0(0)ν
√
t = 12pi
∫ 2pi
0 e
− 1
2
[z′′0 (0)−(z′0(0))2]ν2dk
where z0(ν) is the root of det(1− zLk,k+ν) = 0 such that z0(0) = 1.
Proof. a) We order the generalized Gell-Mann orthonormal basis γij by γ11, γ12, . . . , γ1n,
γ21, γ22, . . . , γ2n, . . . , γn1, γn2, . . . , γnn. Let A be them×mmatrix representation of 1−zLk,k
with respect to {γij} in the given order. Any operator Oˆ which act onHC can be represented
by linear combination of matrices {γij}:
Oˆ = s1γ11 + s2γ12 + · · · + smγnn, m = n2. (3.6)
Hence Oˆ can be represented by a column vector Oˆ = (s1, s2, . . . , sm)
T . Let Aij be the
cofactor of A at the ij-th entry, then
A−1Oˆ =
1
det(A)


A11 A21 · · · Am1
A12 A22 · · · Am2
...
... · · · ...
A1m A2m · · · Amm




s1
s2
...
sm

 .
Since Tr(γij) = 0, for all i, j except for Tr(γ11) =
√
n, we have
Pˆ (ν, t) < eiνx >t=
1
2pii
∮
|z|=r<1
G(z, v)
zt+1
dz =
1
2pi
∫
dk
1
2pii
∮
|z|=r<1
√
nh(z, ν)
zt+1detA
, (3.7)
for some 0 < r < 1, where h(z, v) = A11s1+A21s2+ · · ·+Am1sm using the same argument
as in [ [4], Theorem (3.1)], we have
lim
t→∞ Pˆ (
ν
t
, t) =
√
nh(1, 0)
∂g
∂z
(1, 0)
lim
t→∞ z0
(ν
t
)−t−1
,
where g(z, ν) = det(A). If ν = 0, the first row of A is equal to 0 except a11 = 1−z. We will
show that
√
nh(1,0)
∂g
∂z
(1,0)
= −1 and z′0(0) = (n1−n2)in . Note that z′0(0) = (n1−n2)in is independent
of k.
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Let’s first show that
√
nh(1,0)
∂g
∂z
(1,0)
= −1. Let M denote the following submatrix of L = (lij):
M(ν) =


l22 · · · l2m
l32 · · · l3m
...
...
...
lm2 · · · lmm

 .
Then the matrix
A|ν=0 =
(
1− z 0
0 Im−1 − zM(0)
)
.
The cofactors A21 = A31 = · · · = Am1 = 0 and A11 = det(Im−1 − zM(0)). By Lemma 3.1,
1
zi(0)
are eigenvalues of Lk,k for i = 0, 1, . . . ,m − 1. Therefore 1z1(0) , 1z2(0) , . . . , 1zm−1(0) are
eigenvalues of M(0). Hence
det(Im−1 − zM(0)) =
(
1− z
z1(0)
)(
1− z
z2(0)
)(
1− z
zm−1(0)
)
= −(z − z1(0))(z − z2(0)) · · · (z − zm−1(0))
z1(0)z2(0) · · · zm−1(0) .
On the other hand,
∂g
∂z
(1, 0) =
(1− z1(0))(1 − z2(0)) · · · (1− zm−1(0))
z1(0)z2(0) · · · zm−1(0) . (3.8)
Hence
√
nh(1, 0)
∂g
∂z
(1, 0)
=
√
ns1
− 1
z1(0)z2(0)···zm−1(0)(1− z1(0))(1 − z2(0)) · · · (1− zm−1(0))
1
z1(0)z2(0)···zm−1(0)(1− z1(0))(1 − z2(0)) · · · (1− zm−1(0))
= −√ns1 = −
√
n < γ11, Oˆ >= −
√
nTr(
1√
n
IOˆ) = −Tr(Oˆ) = −1,
since Oˆ is a density operator.
Next we show that z′0(0) =
(n1−n2)i
n
. Since g(z0(ν), ν) = 0, we have
0 =
d
dν
g(z0(ν), ν) =
∂
∂ν
g(z, ν)
∣∣∣
z=z0(ν)
+
∂
∂z
g(z, ν)
∣∣∣
z=z0(ν)
z′0(ν). (3.9)
When ν = 0, we have z0(0) = 1 and it follows that
0 =
∂
∂ν
g(1, ν)
∣∣∣
ν=0
+
∂
∂z
g(z, 0)
∣∣∣
z=1
z′0(0). (3.10)
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By the form of the first column of Lk,k, we have
g(1, ν) =
(
1− 2n2 cos ν
n
− n1 − n2
n
ων
)
A11ν −
n∑
l=n1+1
2n1i sin ν√
n(l − 1)lAl1ν.
By Lemma 3.1, the cofactor Al1(0) = 0, l = n1 + 1, . . . , n. It follows that
∂
∂ν
g(1, ν)
∣∣∣
ν=0
=
(
2n2 sin ν
n
− n1 − n2
n
iων
)
A11ν +
(
1− 2n2 cos ν
n
− n1 − n2
n
ων
)
A′11ν
−
n∑
l=n−1+1
2n1i cos ν√
n(l − 1)lAl1ν −
n∑
l=n−1+1
2n1i sin ν√
n(l − 1)lA
′
l1ν
=
−(n1 − n2)i
n
A11(0) =
−(n1 − n2)i
n
det[1−M(0)].
On the other hand, by
∂g(z, 0)
∂z
∣∣∣
z=1
= −det[1−M(0)],
it follows that z′0(0) =
−(n1−n2)i
n
. Therefore
lim
t→∞ Pˆ
(ν
t
, t
)
=
1
2pi
∫ 2pi
0
dk lim
t→∞[1 + z
′
0(0)
ν
t
+ o(
ν
t
)]−t−1 = e−z
′
0(0)ν = e
(n1−n2)iν
n .
Let φ(ν) = z0 (ν) exp (−z′(0)ν), then φ(0) = 1, φ′(0) = 0 and φ′′(0) = z′′0 (0)−[z′0(0)]2, hence
lim
t→∞ Pˆ
(
ν√
t
, t
)
exp
(
z′(0)ν
√
t
)
= lim
t→∞ z0
(
ν√
t
)−t−1
exp
(
z′(0)ν
√
t
)
= lim
t→∞
[
z0
(
ν√
t
)
exp
(
−z′(0) ν√
t
)]−t
lim
t→∞ z
−1
0
(
ν√
t
)
=
1
2pi
∫ 2pi
0
dk lim
t→∞[1 + φ
′′
0(0)
ν2
t
+ o(
ν
t
)]−t
=
1
2pi
∫ 2pi
0
e−
1
2
[z′′0 (0)−(z′0(0))2]ν2dk.
4 Superoperators and the eigenvalue condition
In this section, we prove a Perron-Frobenius type of theorem which is very useful for deter-
mining if the superoperator Lkk satisfies the eigenvalue condition. That is, one is its only
eigenvalue with absolute value 1 and the absolute values of all other eigenvalues are strictly
less than 1.
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Theorem 4.1. Let H be a finite dimensional Hilbert space over the complex field C equipped
with the regular inner product, and A and B are linear operators on H. Let L = qA+pB, 0 <
p, q < 1, p + q = 1. Suppose i) ||A||, ||B|| ≤ 1; ii) 1 is an eigenvalue of A and B and there
is a ρ1 such that A
∗ρ1 = ρ1, B∗ρ1 = ρ1, then
a) If Lρ = λρ with |λ| = 1, then Aρ = λρ and Bρ = λρ.
b) If the multiplicity of 1as an eigenvalue of B is 1, then the multiplicity of 1 as an eigenvalue
of L is also 1.
Corollary 4.1. Under the hypothesis of Theorem (4.1). If λ = 1 is the only eigenvalue of
B with |λ| = 1, then λ = 1 is also the only eigenvalue of L with |λ| = 1.
Proof of a): Lρ = λρ with |λ| = 1 implies that
||ρ|| = |λ|||ρ|| = ||qAρ+pBρ|| ≤ ||qAρ||+||pBρ|| = q||A||||ρ||+p||B||||ρ|| ≤ q||ρ||+p||ρ|| = ||ρ||.
The equality holds only when Aρ = αBρ for some α > 0. The assumptions i) and ii) imply
that ||A|| = ||B|| = 1, since ρ 6= 0, so it follows that α = 1 and Aρ = λρ and Bρ = λρ.
Proof of b) Suppose ρ is a generalized eigenvector of L, then there is an l ≥ 2 such
that (L − 1)lρ = 0 or (L − 1)(L − 1)l−1ρ = 0. It follows that (L − 1)l−1ρ is an eigenvector
of L with eigenvalue 1. By a), (L − 1)l−1ρ is also an eigenvector of B with eigenvalue 1.
Since the multiplicity of 1 as an eigenvalue of B is 1, the dimension of the eigenspace of 1
is 1, and we have (L − 1)l−1ρ = βρ0 for some β ∈ C, where ρ0 is an eigenvector of B with
eigenvalue 1. We will show that (L − 1)l−1ρ = 0 for the next step. Note that
β < ρ1, ρ0 >=< ρ1, βρ0 > = < ρ1, (L − 1)l−1ρ >=< ρ1, (L − 1)(L − 1)l−2ρ >
= < ρ1,L(L − 1)l−2ρ > − < ρ1, (L − 1)l−2ρ >
= < L∗ρ1, (L − 1)l−2ρ > − < ρ1, (L − 1)l−2ρ >
= < ρ1, (L − 1)l−2ρ > − < ρ1, (L − 1)l−2ρ >
= 0,
it is sufficient to show that β = 0 or equivalently < ρ1, ρ0 > 6= 0. Since the dimension of
the eigenspace of 1 as an eigenvalue of B is 1, it is also true for B∗. If < ρ1, ρ0 >= 0, then
ρ0 ⊥ Ker(B∗ − I) or ρ0 ∈ Ran(B − I) = Ran(B − I). The last equality holds since B is
a bounded linear and therefore continuous operator on H. Therefore ρ0 = (B − I)x for
some x ∈ H and (B − I)2x = (B − I)ρ0 = 0, that is, x is a generalized eigenvector of B of
eigenvalue 1. Then x = γρ0 for some γ ∈ C and we have ρ0 = (B − I)x = γ(B − I)ρ = 0,
which is a contradiction. Therefore < ρ1, ρ0 > 6= 0 and (L − 1)l−1ρ = 0.
Repeat the above argument, we have (L − I)ρ = 0, that is, ρ is a genuine eigenvector
of L of eigenvalue 1. The multiplicity of 1 as an eigenvalue of L is 1.
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Proof of Corollary: the assumption ii) implies that L∗ρ1 = ρ1 or
1 ∈ Spec(L∗) = Spec(L).
On the other hand, if λ ∈ Spec(L) with |λ| = 1 and λ 6= 1, then by Theorem 4.1(a), λ is
also an eigenvalue of B, a contradiction.
The following theorem is a special version of Theorem (4.1) which applies to the partially
open quantum random walk on Z1 defined in this paper.
Theorem 4.2. Let H be a finite dimensional Hilbert space over the complex field C equipped
with the regular inner product. C(ρ) = UρU∗ and D(ρ) =
∑n
j=1AjρAj
∗ are linear operators
on H for ρ ∈ H. Where U is a unitary operator and {Aj} are unital measurements. Define
L(ρ) = qC(ρ) + pD(ρ), 0 < p, q < 1, p + q = 1. Suppose λ = 1 is the only eigenvalue
of D(ρ) with |λ| = 1, then λ = 1 is the only eigenvalue of Lwith |λ| = 1. Moreover, if
the multiplicity of λ = 1 as an eigenvalue of D is 1, then the multiplicity of λ = 1 as an
eigenvalue of L is also 1.
Proof: Let ρ1 =
IH
dim(H) , then it is easy to verify that C(ρ1) = Uρ1U
∗ and D(ρ1) =∑n
j=1Ajρ1Aj
∗ satisfy the assumption of Theorem 4.1 and therefore theorem follows.
Theorem 4.3. Consider a decoherent quantum random walk on Z1 with coin space HC
given by Lk,k′,p(ρ) = qC(ρ) + pD(ρ), 0 < p ≤ 1, p + q = 1. Where C(ρ) = UkρU∗k′ and
D(ρ) =
∑m
j=1ΠjUkρ(ΠjUk′)
∗ are linear operators on H for ρ ∈ L(H) and Uk is a uni-
tary operator. Assume Lk,k,1 satisfies the eigenvalue condition, then Lk,k,p satisfies the
eigenvalue condition for any 1 ≥ p > 0.
Remark 4.1. Lk,k′,0 is the coherent quantum random walk and Lk,k′,1 is the decoherent
quantum random walk.
Proof: Assume Lk,k,1 satisfies eigenvalue condition. By Theorem (4.2), Lk,k,p satisfies
eigenvalue condition for all 0 < p < 1 and therefore for all 0 < p ≤ 1.
5 Applications
In this section, we will illustrate two examples for n = 2, 3 and compute the limiting
distributions of characteristic equations of the position probability functions p(x, t). First
we find a general formula to compute the variance σ2 = z′′0 (0)−z′(0)2. Note that g(z, ν) = 0,
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direct computation shows that
0 =
d
dν
[∂g(z, ν)
∂ν
∣∣∣
z=z0(ν)
+
∂g(z, ν)
∂z
∣∣∣
z=z0(ν)
z′0(ν)
]
=
∂gν(z, ν)
∂ν
∣∣∣
z=z0(ν)
+
∂gν(z, ν)
∂z
∣∣∣
z=z0(ν)
z′0(ν)
+
(∂gz(z, ν)
∂ν
∣∣∣
z=z0(ν)
+
∂gz(z, ν)
∂z
∣∣∣
z=z0(ν)
z′0(ν)
)
z′0(ν) + gz(z0(ν), ν)z
′′
0 (ν).
When ν = 0, we have z0(ν) = 1. It then follows that
gνν(1, 0) + gνz(1, 0)z
′
0(0) + gzν(1, 0)z
′
0(0) + gzz(1, 0)(z
′
0(0))
2 + gz(1, 0)z
′′
0 (0) = 0.
Hence
σ2 = z′′0 (0)− z′(0)2 =
[
− gzz(1, 0)
gz(1, 0)
− 1
]
z′0(0)
2 − gzν(1, 0)
gz(1, 0)
z′0(0)−
gνν(1, 0)
gz(1, 0)
.
Recall g(z, 0) = (1− z)det(I − zM(0)). It then follows that
gz(z, 0) = −det(I − zM(0)) + (1− z)[det(I − zM(0))]′,
gzz(z, 0) = −2[det(I − zM(0))]′ + (1− z)[det(I − zM(0))]′′.
So gz(1, 0) = −det(I −M(0)) and gzz(1, 0) = −2[det(I −M(0))]′.
Example 5.1. Let’s consider the general Hadamard walk on Z1, the evolution operator is
Uk =
(
ωk cos θ ωk sin θ
ωk sin θ −ωk cos θ
)
. (5.1)
Suppose Π1Uk = ωk
(
cos θ sin θ
0 0
)
and Π2Uk = ωk
(
0 0
sin θ − cos θ
)
. Order the Pauli
matrices as in the generalized Gell-Mann matrices:
γ11 =
1√
2
(
1 0
0 1
)
, γ12 =
1√
2
(
0 1
1 0
)
, γ21 =
−i√
2
(
0 1
−1 0
)
, γ22 =
1√
2
(
1 0
0 −1
)
. Under
the Pauli matrices basis:
Lk,k+ν =


cos ν i sin ν sin 2θ 0 i sin ν cos 2θ
0 −q cos(2k + ν) cos 2θ q sin(2k + ν) q cos(2k + ν) sin 2θ
0 −q sin(2k + ν) cos 2θ −q cos(2k + ν) q sin(2k + ν) sin 2θ
i sin ν cos ν sin 2θ 0 cos ν cos 2θ


The superoperator Lk,k+ν satisfies the eigenvalue condition (see c.f. Section 4 in [4]). We
have
z′0(0) = 0; z
′′
0 (0) =
1 + q cos(2k) + q2
1− q2 cot
2 θ,
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where q = 1− p, and
Pˆ (
ν√
t
, t)→ 1
2pi
∫ 2pi
0
e
− 1
2
1+q cos(2k)+q2
1−q2
cot2 θν2
dk.
Example 5.2. Let r = 1√
2
, U = r

 1 0 1r 1 −r
−r 1 r

, then the evolution operator is given by
Uk = r

 ωk 0 ωkrωk ωk −rωk
−rωk ωk rωk

 .
Define
B1k = Π1Uk = r

 ωk 0 ωkrωk ωk −rωk
0 0 0

 ,
B2k = Π2Uk = r

 0 0 00 0 0
−rωk ωk rωk

 .
Under the ordered Gell-Mann basis, Lk,k+ν =


cos ν + 1
3
i sin ν 1√
3
i sin ν 0 1
2
√
6
i sin ν − 1√
6
i sin ν 0 − 2√
3
i sin ν 0 − 1
2
√
3
i sin ν
0 1
2
ων 0 0
1
2
√
2
ων
1
2
ων 0 0
3
2
√
6
ων
0
q cos (2k+ν)
2
0 −
q sin (2k+ν)
2
−
q cos (2k+ν)
2
√
2
q cos (2k+ν)
2
−
q sin (2k+ν)√
2
q sin(2k+ν)
2
−
√
6q cos (2k+ν)
4
0 0 0 − 1
2
ων 0 0
1√
2
ων
1
2
ων 0
0 − 1
2
√
2
ων
3
4
ων 0
3
8
ων
1√
2
ων 0 0
−3
4
√
12
ων
0 0
q cos (2k+ν)
2
−
q sin (2k+ν)√
2
−
3q cos (2k+ν)
4
0 0 −
q sin (2k+ν)√
2
3q cos (2k+ν)
2
√
12
0
−qiω2k+ν
4
0 −
q cos (2k+ν)
2
q sin (2k+ν)
2
√
2
−
q sin (2k+ν)
2
−
q cos (2k+ν)√
2
q cos (2k+ν)
2
√
6q sin (2k+ν)
4
0 0 −
q sin(2k+ν)
2
−
q cos (2k+ν)√
2
3q sin (2k+ν)
4
0 0 −
q cos (2k+ν)√
2
−
3q sin (2k+ν)
4
√
12
2
√
2
3
i sin ν ων
2
√
6
+ ων√
6
ων
4
√
3
+ ων
2
√
3
0 ων
4
√
12
+ ων
2
√
12
−ων√
6
−
2ων√
6
0 0 −ων
24
+ ων
4


Denote
I(λ, ν) =


1
2
ων 0 0
1
2
√
2
ων
1
2
ων 0 0
3
2
√
6
ων
q cos (2k+ν)
2
0 −
q sin (2k+ν)
2
−
q cos (2k+ν)
2
√
2
q cos (2k+ν)
2
−
q sin (2k+ν)√
2
q sin(2k+ν)
2
−
√
6q cos (2k+ν)
4
0 0 − 1
2
ων 0 0
1√
2
ων
1
2
ων 0
−
1
2
√
2
ων
3
4
ων 0
3
8
ων
1√
2
ων 0 0
−3
4
√
12
ων
0
q cos (2k+ν)
2
−
q sin (2k+ν)√
2
−
3q cos (2k+ν)
4
0 0 −
q sin (2k+ν)√
2
3q cos (2k+ν)
2
√
12
−qiω2k+ν
4
0 −
q cos (2k+ν)
2
q sin (2k+ν)
2
√
2
−
q sin (2k+ν)
2
−
q cos (2k+ν)√
2
q cos (2k+ν)
2
√
6q sin (2k+ν)
4
0 −
q sin(2k+ν)
2
−
q cos (2k+ν)√
2
3q sin (2k+ν)
4
0 0 −
q cos (2k+ν)√
2
−
3q sin (2k+ν)
4
√
12
ων
2
√
6
+ ων√
6
ων
4
√
3
+ ων
2
√
3
0 ων
4
√
12
+ ων
2
√
12
−ων√
6
−
2ων√
6
0 0 −ων
24
+ ων
4


,
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J(λ, ν) =


1√
3
i sin ν 0 1
2
√
6
i sin ν − 1√
6
i sin ν 0 − 2√
3
i sin ν 0 − 1
2
√
3
i sin ν
1
2
ων 0 0
1
2
√
2
ων
1
2
ων 0 0
3
2
√
6
ων
q cos (2k+ν)
2
0 −
q sin (2k+ν)
2
−
q cos (2k+ν)
2
√
2
q cos (2k+ν)
2
−
q sin (2k+ν)√
2
q sin(2k+ν)
2
−
√
6q cos (2k+ν)
4
0 0 − 1
2
ων 0 0
1√
2
ων
1
2
ων 0
−
1
2
√
2
ων
3
4
ων 0
3
8
ων
1√
2
ων 0 0
−3
4
√
12
ων
0
q cos (2k+ν)
2
−
q sin (2k+ν)√
2
−
3q cos (2k+ν)
4
0 0 −
q sin (2k+ν)√
2
3q cos (2k+ν)
2
√
12
−qiω2k+ν
4
0 −
q cos (2k+ν)
2
q sin (2k+ν)
2
√
2
−
q sin (2k+ν)
2
−
q cos (2k+ν)√
2
q cos (2k+ν)
2
√
6q sin (2k+ν)
4
0 −
q sin(2k+ν)
2
−
q cos (2k+ν)√
2
3q sin (2k+ν)
4
0 0 −
q cos (2k+ν)√
2
−
3q sin (2k+ν)
4
√
12
.


.
Next we will show that the superoperator Lk,k satisfies the eigenvalue condition, it’s
sufficient to show Lk,k,1 satisfies the eigenvalue condition. We will use the standard basis
|ξi >< ξj|, i, j = 1, 2, . . . , n, with lexicographical ordering
|ξ1 >< ξ1|, |ξ1 >< ξ2, . . . , |ξ1 >< ξn|, |ξ2 >< ξ1|, . . . , |ξ2 >< ξn|, . . . , |ξn >< ξ1|, . . . , |ξn >< ξn|.
Note that Lk,k,1(ρ) = B1ρB1∗ +B2ρB2∗ =
(
B1 ⊗B1 +B2 ⊗B2
)
(ρ). Then
Lk,k,1(ρ) = r2


1 0 1 0 0 0 1 0 1
r 1 −r 0 0 0 r 1 −r
0 0 0 0 0 0 0 0 0
r 0 r 1 0 1 −r 0 −r
r2 r −r2 r 1 −r −r2 −r r2
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0 0
r2 −r −r2 −r 1 r −r2 r r2


.
Let λ be an eigenvalue of Lk,k,1 and β = λr2 . Then
Lk,k,1
r2
− β =


1− β 0 1 0 0 0 1 0 1
r 1− β −r 0 0 0 r 1 −r
0 0 −β 0 0 0 0 0 0
r 0 r 1− β 0 1 −r 0 −r
r2 r −r2 r 1− β −r −r2 −r r2
0 0 0 0 0 −β 0 0 0
0 0 0 0 0 0 −β 0 0
0 0 0 0 0 0 0 −β 0
r2 −r −r2 −r 1 r −r2 r r2 − β


.
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By using the minors matrices on rows with only nonzero entry −β, we have
Lk,k,1
r2
−β = β4
∣∣∣∣∣∣∣∣∣∣
1− β 0 0 0 1
r 1− β 0 0 −r
r 0 1− β 0 −r
r2 r r 1− β r2
r2 −r −r 1 r2 − β
∣∣∣∣∣∣∣∣∣∣
=
1
2
(β−1)(β−2)(−2β2+5β−4)(β+1).
Hence β = 2 is the largest simple root. Equivalently, λ = 1 is the largest eigenvalue of Lk,k,1
with multiplicity one and the absolute value of all other eigenvalue are strictly less than 1.
That is, Lk,k,1 satisfies the eigenvalue condition. By Theorem (4.3), the superoperator Lk,k
satisfies the eigenvalue condition for all 0 < p ≤ 1 and by Theorem 3.1, we have
Pˆ (
ν√
t
, t)→ 1
2pi
∫ 2pi
0
e−
1
2
σ2ν2dk,
where σ2 = 1
I(1,0)
[
13
3 I(1, 0) − 49Iλ(1, 0) − 4
√
2J(1, 0) + 4
√
2
9 Jλ(1, 0) − 4
√
2i
3 Jν(1, 0) − 13
]
.
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