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Neurons can generate a complex oscillatory rhythm known as bursting, consisting of a rapid sequence of spikes followed by a quiescent state. There has been much work on mechanisms that generate such bursting [14] . Interacting bursting neurons may exhibit dierent forms of synchrony; including synchronization of individual spikes, burst synchronization when only the envelopes of the spikes become synchronized, and complete synchrony [5, 6] . The emergence of the synchronous rhythms in a neuronal network is closely related to the properties of the individual bursting neurons, type of synaptic coupling, and network topology [512] . In particular, inhibitory connections, slow or fast, have been shown to play multiple roles in promoting synchrony or fostering asynchronous activities in bursting networks [711] . More precisely, it has been found that a slow decay of inhibition, or a time-delay, is needed to established a synchrony in the network [8] . The underlying architecture of an inhibitory network also plays an important role in synchronizing/desynchronizing the network. For example, synchronization in an inhibitory network of two bursting neurons, interconnected via fast non-delayed synapses is typically unstable. Here, the desynchronizing inhibition can lead to asynchronous or antisynchronous behavior [7] . This carries over to larger interconnected inhibitory networks [10] . At the same time, a common fast inhibition of a neuronal network received from one or several pacemaker neurons were shown to favor synchronization [11] . Central pattern generators (CPGs) and other neural circuits are often composed of pairs of mutually inhibiting cells, driven by a common bursting pacemaker [13, 14] . Understanding the emergence of dierent anti-phase and synchronous rhythms in such networks requires an indepth knowledge of the interplay among mutual internal inhibition, common external driving, and temporal characteristics of neurons composing the network.
In this Letter, we report our counterintuitive result that weak common inhibition applied to a network of neurons with strong desynchronizing connections can induce its synchronization. More precisely, we consider an inhibitory network of bursting neurons that are all driven by the same pacemaker neuron(s). The desynchronizing inhibitory coupling within the network is much (e.g., a hundred times) stronger than the common, external inhibition. We show that the weak synchronizing inhibition can overcome the contribution of the strongly desynchronizing coupling, provided that the pacemaker's duty cycle, the fraction of the period during which the neuron bursts, is suciently long. We reveal the general mechanism that induces synchronization and therefore allows a weaker common inhibition to win the David vs. Goliath struggle. Using a similar argument, we show how neurons' duty cycles are used to induce clusters of synchrony in larger inhibitory networks of bursting neurons.
We consider a heterogeneous network of bursting interneurons [3] with fast inhibitory connections modeled, within the Hodgkin-Huxley framework, by the following equations:
Here, the ith neuron variables V i , h i , and m i are the membrane potential, opening probabilities of the sodium and potassium channels, respectively. Due to the disparity of the time constants τ Na = 0.0405 and τ K2 = 0.9, the system (1) possesses two characteristic time scales: the voltage and the sodium current are the fast variables, while the potassium current is a slow one. It is known that the dynamics of the individual slow-fast system composing the network is centered around stable manifolds formed by the limit sets of the fast subsystem. The model possesses two such manifolds constituting a skeleton of bursting activity: 2D spiking and 1D quiescent, M eq , manifolds, composed of limit cycles and equilibria of the fast system. The individual model exhibits square-wave bursting; the bursting solution traverses along and repeatedly jumps between these manifolds (see Fig. 1 ). In it, the solid blue S-shape curve M eq and the dark yellow surface m = 0 are two nullclines of the fast and slow systems, respectively. They are often called fast and slow nullclines. By construction, a point of intersection of M eq with the slow nullcline, m = 0, is an equilibrium state of the corresponding neuron. Further details on the dynamics of uncoupled equations (1) can be found in [3] . Here, V shift i is the intrinsic, bifurcation parameter governing the temporal characteristics of bursting cells. In network (1), the synapses are fast and non-delayed [6] . The reversal potential E s = −0.0625 is set to make all synapses inhibitory. The parameter g ij is the strength of the synaptic coupling from neuron i to neuron j. The synaptic coupling is modeled using the sigmoidal function [10] ,
where Θ syn = −0.03 is the synaptic threshold. I. Two-neuron network: a half-center oscillator. Consider rst a pair of bursting neurons (1) with reciprocally inhibitory couplings. This network, called a half-center oscillator, is a principal building block of various CPGs [13] that produces anti-phase oscillations [10] . By geometry of the nullclines, each uncoupled cell has a single, unstable equilibrium state located away from the stable, hyperpolarized branch of M eq . The eect of inhibition from one cell to the other is to shift the S-shape nullcline M eq towards the slow nullcline m = 0 in the phase space of the inhibited cell. If inhibition is sucient, this creates a new stable equilibrium around the lower knee of M eq through a saddle-node bifurcation (Fig. 1 ). We will refer to this stable equilibrium state as a lock-down state. Cutting inhibition o makes this equilibrium state disappear through the reverse saddle-node bifurcation. This bifurcation has a remarkable feature of the bifurcation memory, revealed through a specic, scalable delay of the ight time of the phase point passing throughout a vicinity of the disappeared saddle-node. While spiking, the active cell keeps oscillating around the synaptic threshold Θ syn , rapidly switching inhibition of the inactive cell on and o. Therefore, the inhibiting current emerges periodically for a period shorter than the characteristic escape time of the inactive cell. Hence, the latter is trapped and oscillates around the lower knee of the inhibited nullcline, depicted by the dotted blue line in Fig. 1 . The active cell eventually reaches the end of the spiking manifold and falls down to M eq . This changes the governing nullcline for the other cell and releases it from inhibition. Therefore, the released cell jumps up and turns inhibition of the other cell on. This process of switching between active and inactive states of the two cells is cyclic and results in the onset of anti-phase bursting. A similar hold-then-release mechanism of the anti-phase behavior of spiking cells is often referred to as "synaptic release" [7, 10] , causing post-inhibitory rebound [15] . Below we show that the synaptic release mechanism along with a long duty cycle of driving neu- rons play the crucial role in inducing synchronization in larger networks. II. Three-neuron network: "David vs. Goliath." Inspired by the circuitry of a heart leech CPG [13] and a tritonia CPG governing locomotion [14] , we consider their principal subnetwork shown in the left inset of Fig. 2 . In this network, code-named David vs. Goliath, neurons 1 and 2 form a half-center pair, receiving common inhibition from neuron 3. The reciprocal inhibition within the pair is strong, and the pair bursts in anti-phase in the absence of inhibition from neuron 3. Neuron 3 is assumed to have much weaker unidirectional connections with the pair. In what follows, neuron 3, David, shall attempt to make the half-center pair, Goliath, burst synchronously, ghting against a much stronger desynchronizing force within the Goliath network. It is worth noticing that the David vs. Goliath ratio of the couplings is particularly pronounced in the tritonia CPG [14] . Let us consider two distinct outcomes of this David vs. Goliath struggle, depending on the duty cycle of the David neuron. To better isolate the key eect, we will only change the duty cycle of the David neuron while keeping the duty cycle of the Goliath neurons constant around 50%.
We set the David neuron relatively close to the transition from bursting into tonic spiking which is due to either the blue sky bifurcation [3] or the bi-stability scenario [4] . In either case, the duty cycle grows fast as V shift 3 approaches the transition value [3] . This allows the David neuron to maintain long burst durations without changing the interburst interval. In other words, it spends more time on the spiking manifold than on the lower branch of the nullcline M eq . We start with the duty cycle of 80% which lies in a biologically plausible interval [13] . Recall that due to the antiphase dynamics, either cell of the Goliath network is always inactive, being locked down near the lower knee of M eq . While the phase state of the David neuron is on the spiking manifold and above the threshold, it also inhibits the inactive cell of Goliath, extending its lock-down state further. Note that in the 3D phase space of each individual system, the gap between the S-shape nullcline M eq and the slow nullcline m = 0 is initially small so that a weak inhibition originating from the David neuron is sucient to close it and hence to lock the inactive Goliath neuron down. This small gap between the fast and slow nullclines is not a peculiarity of the neuron model (1), but is typical for many other Hodgkin-Huxley-type models, including Sherman and a modied Morris-Lecar ones [2] . Figure 2 shows that the duty cycle of the driving neuron 3 is long enough to put both neurons 1 and 2 into the lock-down state and therefore synchronize them. For the given synaptic threshold Θ syn , this results in complete synchronization. It is important to emphasize that weak common inhibition is unable to establish burst or complete synchronization within the Goliath network if the duty cycle of the driving neuron 3 is short, typically shorter than 50%. In this case, neuron 2 does not have enough time to catch up with neuron 1. Released from inhibition, neuron 1 is free to re a rst action potential in a burst, while neuron 2 remains yet inactive. After jumping up, the phase point of neuron 1 crosses the synaptic threshold and turns the strong inhibition within Goliath network on. It makes neuron 2 locked down until neuron 1 is out of its active phase. This leads to the anti-phase behavior of the Goliath network, described in Fig. 1 . Thus, an eort of the driving neuron 3 to break down the anti-phase ring rhythm of the Goliath network fails. Figure 3 shows that the "David" neuron with a duty cycle shorter than about 50% cannot synchronize the given "Goliath" neurons, even if the strength of common inhibition exceeds that of reciprocal inhibition within the "Goliath" network. It clearly reveals two key components of the mechanism, underlying the onset of induced synchronization in the "Goliath" network. These are: (i) the hold-then-release synaptic property, allowing the "David" neuron to lock down the "Goliath" neurons, and (ii) a long duty cycle of the "David" neuron. Consequently, the synchronization mechanism is not restricted to square-wave bursting, but is applicable to other types of bursters, allowing for the synaptic release mechanism and therefore, forming a half-center oscillator. Fig. 3 shows a wide horizontal plateau in the duty cycle-dependence curve of the synchronization threshold coupling. This conrms that the strength of common inhibition, that is supposed to be the third important component, plays no essential role in inducing synchronization, provided that it is sucient to close the gap be-tween the nullclines. The induced burst synchronization persists even when the driven neurons are mismatched due to both intrinsic properties of the cells and asymmetries of the network. In particular, it persists even under a 200% mismatch between coupling strengths, like g 12 = 1 and g 21 = 3. Moreover, the inhibitory connections from neuron 3 do not have to be unidirectional; for example, symmetric synaptic couplings g 13 = g 31 = 0.02 and g 23 = g 32 = 0.02 also induce synchronization in the "Goliath" network. III. Larger networks. Our results carry over to larger networks of bursting neurons (1), where subnetworks (clusters) of neurons with strong desynchronizing connections receive a common input from the same driving neurons. Examples of networks with the above properties are depicted in Fig. 4 . In summary, the duty cycle of neurons driving an inhibitory network is shown to be the critical characteristic, explicitly determining synchronization properties of the network. We have shown that a bursting network with strong desynchronizing connections can be synchronized by a weak common inhibitory input from an external pacemaker neuron whose duty cycle is sufciently long. In strongly heterogeneous networks, the ratio of the duty cycles becomes the imperative order parameter that controls the dynamics of the network and designates its pacemaker by the intrinsic properties, or by the network structure. Thus, the pacemaker being the longest bursting cell makes other strongly uncorrelated neurons synchronized and determines the network's paces and rhythms. The discovered mechanism of induced synchronization is generic and applicable to other Hodgkin-Huxley-type neurons, capable of forming a halfcenter oscillator. It demonstrates how neurons with different duty cycles can be employed as building elements for constructing complex neuronal networks with prescribed cooperative behaviors. This work was supported by the GSU Brains and Behavior program and RFFI No 050100558.
