Abstract-The authors have derived a receiver model that provides an explicit relationship between the factor and the optical signal-to-noise ratio (OSNR) in optical fiber communication systems for arbitrary pulse shapes, realistic receiver filters, and arbitrarily polarized noise. It is shown how the system performance depends on both the degree of polarization of the noise and the angle between the Stokes' vectors of the signal and the noise. The results demonstrate that the relationship between the OSNR and the factor is not unique when the noise is partially polarized. This paper defines the enhancement factor and three other parameters that explicitly quantify the relative performance of different modulation formats in a receiver. The theoretical and experimental results show that the performance of the return-to-zero format is less sensitive to variations in the receiver characteristics than is the performance of the nonreturn-to-zero format. Finally, a validation of the formula is presented for computing the factor from the OSNR and the Stokes vectors of the signal and the noise by comparison with both experiments and Monte Carlo simulations.
and of the spaces are not Gaussian, this approach can provide a good estimate of the BER in some cases [4] , [5] . When the BER can be directly measured in the receiver BER , the factor can be estimated from the BER [3] . Otherwise, in experiments, the factor is usually estimated using the decision-circuit method that was introduced by Bergano et al., [5] . In both these cases, the reported factor is really just a restatement of the BER, rather than an independent performance measure. The optical signal-to-noise ratio (OSNR) is another commonly used performance indicator that is even easier to measure than the factor [4] , [6] . However, the relationship between the OSNR and the factor is not straightforward, since the factor also depends on the shapes of the optical pulses after transmission, the polarization state of the noise, and on the characteristics of the receiver.
The design and performance evaluation of optical fiber communication systems relies just as much on the accuracy and efficiency of receiver models as it does on accurate and efficient modeling of the transmission line [7] . Accurate receiver modeling is especially important when comparing modulation formats [7] , [8] . Marcuse [1] and Humblet and Azizoglu [4] derived widely used approximate expressions for the factor as a function of the signal-to-noise ratio (SNR) of the electric current and as a function of the OSNR, respectively. In both [1] and [4] , the authors assume that the receiver consists of a rectangular optical filter, a square-law photodetector, and an integrate-and-dump electrical filter. They also assume that the optical signals have a perfect extinction ratio and that the optical noise is Gaussian and white prior to the optical filter. Finally, they assume that the signal is polarized and that the optical noise is either unpolarized or is completely polarized and is co-polarized with the signal.
In this paper, Marcuse's and Humblet and Azizoglu's results are generalized by deriving a formula for the factor in terms of the OSNR for an optical signal in a single polarization state with an arbitrary pulse shape immediately prior to the receiver, with an arbitrary optical extinction ratio in the spaces, for arbitrary optical and electrical filters in the receiver and for arbitrarily polarized noise. To do so, the moments of the electric current in the receiver are calculated using an approach that was introduced earlier by Winzer et al. [7] to calculate the BER.
For systems without polarization effects, the optical noise entering the receiver is unpolarized. This case has been extensively treated in the literature [1] , [4] , [7] , [9] , [10] . However, the polarization state of the noise can be significantly affected by the presence of polarization-dependent components, such as components with polarization-dependent loss (PDL) and polarization-dependent gain (PDG) [11] . Recently, there has been a sub-stantial amount of work that indicates the importance of these effects [12] , [13] , and the work reported in this paper was motivated by the experimental work reported in [14] .
In this paper, the method in [7] is extended to account for arbitrarily polarized noise. Here, it is demonstrated that, for a fixed OSNR, the factor can vary widely depending both on the degree of polarization (DOP) of the noise and on the angle between the Stokes' vectors of the signal and the noise. In this paper, it is assumed that the signal is polarized across the bandwidth of the optical filter. Consequently, the proposed formula for the factor is valid only for systems in which the polarization-mode dispersion (PMD) is small enough so that PMD-induced pulse spreading and depolarization of the signal does not have a significant impact on the performance of the system. In such systems, it is still possible for the noise within the bandwidth of the optical filter to become partially polarized due to PDL in the amplifiers. An example of such a system is the prototypical transoceanic undersea system studied in [15] , which has low-PMD fiber and a large number of amplifiers, each with a small amount of PDL. In this system, the probability that the degree of polarization of the noise at the receiver exceeds 0.3 is larger than . For such a system, a receiver that accounts for partially polarized noise is necessary to accurately calculate the low probability tails of the distribution of the factor [16] . A closely related example is the long-haul dispersion-managed soliton system studied in [17] in which the signal remains highly polarized over long distances, since any PMD-induced pulse spreading and depolarization of the signal is counteracted by the strong nonlinearity. Indeed, in [17] , our receiver model was used to obtain excellent agreement between simulations and experiments over 18 000 km. Such good agreement would not have been possible without a receiver model that accounted for partially polarized noise. Therefore, although there are important situations in which both the signal and the noise may become depolarized, the assumption used in this paper that the signal is polarized is reasonable, since it holds for an important class of experimental systems. The formula for the factor presented here can be used in combination with reduced models of the transmission line to quantify how the performance of a system depends on the combined effects of PMD, PDL, PDG and the gain saturation of optical amplifiers [15] , [18] . In particular, in [17] , the expression for the factor that was derived in this paper was used, together with the reduced Stokes' model of the polarization effects [15] , to model the performance of a dispersion-managed soliton optical fiber recirculating loop. Excellent agreement was obtained between simulations and experiments at a transmission distance of 18 000 km.
In order to correctly account for the pulse shape in the formula for the factor, an enhancement factor was defined that explicitly quantifies how efficiently the combination of a pulse shape and a receiver translates the OSNR into the SNR of the electric current in the receiver.
For the results presented in this paper, any intersymbol interference (ISI) in the receiver was accounted for by computing the factor using the mark with the smallest voltage and the space with the largest voltage in the noise-free electrically filtered signal [9] , [10] . However, in the presence of transmission-induced bit-pattern dependences, one must use the formulas for the mean and the variance of the electric current derived to compute the factor more accurately using the procedure introduced in [19] . In other words, using the formula in this paper, one can incorporate partially polarized noise into receiver models that correctly treat bit-pattern dependences in the noise-free signal. Thus, the results presented here are complementary to those of other authors.
The formula for the factor is validated by comparison with several experiments and Monte Carlo simulations. Using the authors' own theory and back-to-back experiments, it is shown that the return-to-zero (RZ) format is less sensitive to variations in the receiver characteristics than the nonreturn-to-zero (NRZ) format. In [8] , a simplified version of this formula was used to explicitly quantify the advantage in the receiver of using a chirped return-to-zero (CRZ) modulation format rather than an RZ or an NRZ format with the same mean optical power and receiver characteristics. Just as in [1] [2] [3] [4] , the computational cost of computing the factor using this formula is orders of magnitude less than the cost of accurately computing the factor in the time domain using Monte Carlo simulations. However, this model does not take into account nonlinear signal-noise interactions during transmission that can both amplify and color the noise prior to the receiver in long-haul fiber transmission systems [20] , [21] .
In Section II, the formula for the factor is derived. In that formula, the factor is expressed in terms of the SNR of the electric current, and it is extended to express the factor in terms of the OSNR and the polarization state of the noise relative to that of the signal. In Sections III and IV, the receiver model discussed in Section II is validated by comparison to Monte Carlo simulations of the receiver and back-to-back experiments, respectively. In both sections, the validation is performed with unpolarized optical noise and with partially polarized noise prior to the receiver. The formula for the factor includes parameters, such as the enhancement factor, that only depend on the shape of the noise-free signal and the receiver filters. In the Appendix, tables are provided for these parameters that allow one to easily calculate the factor for such systems without having to compute the multiple integrals described in Section II, which are required for the computation of these parameters.
II. RECEIVER MODEL

A. Introduction
In this section, we derive an expression that relates the factor to the OSNR, and we introduce the enhancement factor. The enhancement factor quantifies the relative performance of different modulation formats and receivers [15] . We begin by recalling the expressions for the mean and variance of the electrically filtered current in the receiver as in [7] , which we generalize to account for arbitrarily polarized optical noise. We emphasize that one cannot simply compute the variance of the electric current due to the beating of the noise with itself by summing the variance of the current that is produced by the noise component that is co-polarized with the signal with the variance of the current produced by the noise component that is orthogonal to the polarization state of the signal. This approach is not correct in general, since these two orthogonal components of the noise may be correlated in systems with PDL. Instead, one must decompose the noise into two uncorrelated orthogonal components, neither of which can be assumed to be co-polarized with the signal. However, in Section II-B, we show that this approach can only produce accurate results when the PMD-induced depolarization of the noise within the bandwidth of the optical filter is negligible.
At the receiver, we assume that noise from optical amplifiers is the dominant source of noise, as is the case in an optical communications system with an optically preamplified receiver [22] . Prior to the optical filter in the receiver, we assume that the signal is polarized and that the noise is a Gaussian white noise process that has been generated by optical amplifiers. We let and denote the Jones vectors of the electric-field envelopes of the signal and noise, respectively, prior to the receiver, where is time. Since most optical transmission systems have polarization-dependent components that can affect the polarization state of the noise, we assume that the optical noise entering the receiver has an arbitrary polarization state.
Our receiver model consists of an optical filter with a complex equivalent baseband transfer function and corresponding impulse response , a square-law photodetector, and an electrical filter with a transfer function and corresponding impulse response . In our derivation, we have neglected the gain and attenuation in the optical filter and in the electrical circuit of the receiver at the central frequency of the channel, since they do not affect the SNR. Therefore, the absolute value of the transfer functions of the optical and the electrical filters have the value 1 at the central frequency of the channel . The transfer function can account for the linear effects in other electrical components of the receiver, including the photodetector. Then, the electric current at the receiver is given by (1) where is the responsivity of the photodetector, and the convolution of two arbitrary functions and is defined by .
B. Noise Correlation
We assume that the optical noise prior to the optical filter at the receiver is a Gaussian white noise process that has been generated by optical amplifiers. Therefore, the optical noise is delta-correlated with independent and identically distributed real and imaginary Gaussian probability density functions with zero mean [23] . Hence, the autocorrelation function of the optical noise is given by (2) where is the standard Hermitian inner product of two Jones vectors and , which is independent of the choice of the orthonormal basis of Jones space. The bracket indicates an average over all noise realizations, and is the total power spectral density of the noise prior to the receiver. The effect of the optical filter on the input light is given by the convolution of the impulse response of the optical filter with the Jones vector of the input light. Therefore, the optically filtered noise can be defined as . Using (2), the autocorrelation function of the optically filtered noise is given by (3) where (4) is the autocorrelation function of the optical filter. The quantity (5) is the noise equivalent bandwidth of the optical filter [24] , which we also denote by . To account for the effect of polarization-dependent components in the transmission line, we must first derive expressions for the autocorrelation function of the noise in the two orthogonal polarization state components in which the noise is uncorrelated. To do so, we compute the temporal coherency matrix [24] , which is a 2 2 complex Hermitian matrix that describes both the time correlation and the polarization state of light. Assuming that the optical noise entering the receiver has an arbitrary polarization state, the temporal coherency matrix J of the optically filtered noise is defined by
where and are the components of the Jones vector of the optically filtered electric field of the noise in an orthonormal basis of Jones space, and is a time delay between the field components. We assume that the noise process is wide-sense stationary. Therefore, J does not depend on the time . Assuming that the differential-group delay between two orthogonal components of the complex envelope of the noise field due to PMD in the transmission line is small compared with the width of the impulse response of the optical filter , the PMD will not cause a significant depolarization of the polarized component of the noise in the bandwidth of the optical filter. As a consequence, all the elements of the temporal coherency matrix J have approximately the same time-delay dependence given by (3) . In this case, the state of polarization of the filtered noise can be represented by the coherency matrix J J of the optically filtered noise defined as [25] J
and the temporal coherency matrix becomes
The elements and in (7) are the intensity of the filtered noise in the and polarizations, respectively, while is a measure of the correlation between the components of the electric field in the and polarizations [25] . The optical intensity of the filtered noise is equal to the trace of the matrix J J
and the degree of polarization of the filtered noise is given by
where is the optical intensity of the polarized part of the filtered noise [25] . Note that the quantities , and DOP do not depend on the choice of orthonormal basis of Jones space.
The polarization state of the optically filtered noise can also be characterized by the Stokes' parameters of the noise, where is the average power of the noise after it is filtered by an optical filter in the receiver. The filtered noise can be decomposed as the sum of a polarized part with Stokes' parameters and an unpolarized part with Stokes' parameters , where is the Stokes' vector of the filtered noise. The DOP of the noise given by (10) is the power ratio of the polarized part of the noise to the total noise, i.e., DOP . The Stokes' parameters of the optically filtered noise can be expressed in terms of the noise coherency matrix by the formula (11) Since the coherency matrix J is Hermitian, there is an orthonormal basis of Jones space in which J is diagonal with [25] . This basis simply consists of the unit length eigenvectors of J . In the corresponding frame for Stokes' space, the Stokes' vector of the filtered noise is DOP . Consequently, in Jones space, the unit vectors and are, respectively, parallel and perpendicular to the polarized part of the filtered noise. In the basis , the electric field of the filtered noise is given by (12) where the components and of the filtered noise are uncorrelated, since J is diagonal. Moreover, in this basis, (10) simplifies to DOP (13) Using (6)- (10) and (13), we find that DOP DOP (14) and . Therefore, the autocorrelation functions of the components of the optically filtered noise are DOP (15) and DOP (16) while the cross correlation is (17) where is the total power spectral density of the noise prior to the receiver that was introduced in (2).
C. Moments of the Electric Current
Since we are assuming that the signal is polarized, we can express the Jones vector of the optically filtered signal as , where is a scalar field and is a unit Jones vector. The expression for in the basis is (18) The term is the component of the Jones vector of the filtered signal that is in the same polarization state as the polarized part of the noise, while is the component of the Jones vector of filtered signal that is orthogonal to the polarized part of the noise.
We now substitute the the expressions for and in (12) and (18) into (1) to obtain (19) In order to compute the mean and the variance of the current at any time , we use the statistical properties of the optically filtered noise that we described earlier in this section.
Combining (15)- (17) with (19), we find that (20) where is the average over the statistical realizations of the noise at time , and (21) is the electric current due to the signal. Furthermore, (22) is the mean current due to noise, which is time independent, since the optical noise is a wide-sense stationary random process. The parameter is the noise-equivalent bandwidth [24] of the optical filter. If, for example, the noise has a power spectral density of 1 W/Hz, then after passing an optical filter with noise-equivalent bandwidth (in hertz) the optical power is exactly equal to (in watts), regardless of the shape of the optical filter. As a consequence, the noise-equivalent bandwidth is a measure of the optical bandwidth that is more useful for the study of optical noise statistics in this context than other more traditional bandwidth measures, such as the full-width at half-maximum (FWHM) and the root-mean-square width.
Following a similar procedure used in the derivation of (22), we find that the variance of the current at any time has the form (23) The first term on the right side of (23) is the variance of the current due to the noise beating with itself in the receiver-the noise-noise beating. The variance of the current due to the noise-noise beating is given by (24) where DOP (25) and (26) Here, the expression (27) is the autocorrelation function of the electrical filter. The noise-noise beating factor is the ratio between the variance of the current due to noise-noise beating in the case that the noise is unpolarized to the actual variance of the current due to noise-noise beating. The second term on the right-hand side of (23) is the variance of the current due to the beating between the signal and the noise in the receiver-the signal-noise beating. The variance of the current due to the signal-noise beating is given by DOP DOP (28) where (29) The integral expressions in (26) and (29) may be derived following a procedure similar to the one in [7] . The terms and are the relative intensities of the components of the field that are, respectively, parallel and perpendicular in Jones space to the polarized part of the optically filtered noise. These terms can be represented in Stokes' space as (30) (31) where and are the unit Stokes' vectors of the signal and the polarized part of the filtered noise, respectively. The dot products on the right-hand sides of (30) and (31) are the standard dot product between two real valued vectors with three dimensions, which can also be mathematically represented by the definition given after (2) . Substituting (30) and (31) is the signal-noise beating factor, which is the fraction of the noise that beats with the signal. In the case with the signal, (22), (24), and (32) agree with the corresponding expressions in [7] .
D. The Q Factor and the Enhancement Factor
We now use the expressions for the mean and the variance of the current that we derived in Section II-C to derive a general expression for the factor as a function of the OSNR. We follow a procedure that is similar to the one described in [1] , but we use the exact mean and the exact variance of the electric current. We start with the standard time-domain definition of the factor, as follows: (34) as in [1] , which is related to the BER by BER , provided that the electric currents in the marks and in the spaces are Gaussian distributed.
For the results presented in this paper, we compute the factor using the smallest mark and largest space in the noise-free signal, since these two bits are the main sources of errors in the receiver [9] , [10] . Rebola and Cartaxo showed that this procedure produces accurate -factor estimates in systems that do not have significant ISI [10] . Substituting (20) and (23) into (34), we now obtain (35), shown at the bottom of the page, where and are the sampling times of the lowest mark and the highest space, respectively. To define the sampling time for marks and spaces, we recover the clock using algorithms based on those described by Trischitta and Varma [26] . In the presence of pattern dependences and ISI, one can use the expressions for the moments of the electric current in (22), (24) , and (32) to compute a more accurate expression for the factor using a procedure that was introduced by Anderson and Lyle [19] , which corresponds to the true factor in [27] .
By rearranging (35), the factor can be expressed in terms of the SNR of the electric current of a mark SNR
and the extinction ratio of the electric current in the receiver
where (39) and (40) We use the definition of the electrical SNR given in (36) since, as we will see in (49) hereafter, it is closely related to the OSNR. We call and the signal-noise beating parameters for the spaces and marks, respectively, because they are directly proportional to the ratio between the variance of the current due to the signal-noise beating and the variance of the current due to the noise-noise beating. The parameter (41) is the effective number of noise modes. We use this terminology because is a generalization of the parameter indicating the number of noise modes that was introduced by Marcuse [1] . In that work, Marcuse found that only a finite number of noise Fourier components-noise modes-contribute to the electric current due to noise in a receiver with a rectangular optical filter and an integrate-and-dump electrical filter.
The parameters , and are dimensionless and do not depend on the average power of the signal or on the average power of the noise. To separate out the dependence of these three parameters on the polarization state of the noise, we use (24) 
is equal to in the case where the noise is unpolarized. Then, the factor can be expressed as (47), shown at the bottom of the page. In this formula, the dependence on the polarization state of the noise is accounted for by the noise-noise beating factor defined in (25) and the signal-noise beating factor given in (33). These factors have values in the range and . If the noise is unpolarized, and . If the noise is completely co-polarized with the signal, and . The expression for the factor in (47) separates the effects of the polarization state of the noise and of the signal from the pulse shape and the receiver characteristics. However, the factor is given as a function of the SNR of the marks SNR in the receiver, which also depends on the pulse shape and on the characteristics of the receiver. Thus, it is appropriate to express the factor in terms of a quantity that does not depend on the pulse shape or on the receiver, such as the OSNR. We define the OSNR by
where is the time-averaged noiseless optical power per channel prior to the optical filter, and is the noise equivalent bandwidth of an optical spectrum analyzer (OSA) that is used to measure the optical power of the noise. This definition of OSNR is consistent with the definition in [6] , [28] and agrees with the OSNR value that can be obtained directly from an OSA whose resolution bandwidth is large compared with the bandwidth of the signal.
In order to express the factor as a function of the OSNR, we define the enhancement factor as the ratio between the SNR of the electric current of the marks SNR and the OSNR at the receiver. The enhancement factor can be expressed as SNR OSNR (49) where is the normalized enhancement factor, which is equal to when . The enhancement factor quantifies how efficiently the combination of the pulse shape and receiver translates the OSNR into the SNR of the electric current of the marks in the receiver.
Substituting (49) into (47), we finally obtain an exact expression that relates the factor directly to the OSNR and to the polarization states of the optical noise and of the signal prior to the receiver, as shown in (50) at the bottom of the page. The optical pulse shape prior to the receiver and the shapes and bandwidths of the optical and electrical filters in the receiver are taken into account in the determination of the values for and , as given in (44)-(46).
E. Comparison With Previous Formulas for the Q Factor
In an optical fiber system with the NRZ modulation format that consists of perfectly rectangular pulses with perfect optical extinction ratio , unpolarized optical noise, and a receiver that consists of a rectangular optical filter and an integrate-and-dump electrical filter, the formula (47) for becomes SNR SNR
where , which is the same as the formula for in [1] . Using (50) and (51), we can express the factor in terms of the OSNR as OSNR OSNR (52) where and , which is the same as the formula for in [6] for the same system that we considered in (51). In (52), because the average optical power in this system is equal to half of the average optical power in the marks.
F. Numerical Efficiency
To efficiently compute the parameters , and , we can use Fourier transforms to numerically compute the multiple integrals in (26) and (29) . From the convolution theorem, we obtain Therefore, for each fixed value of , a discrete approximation to (55) is given by the inverse discrete Fourier transform (DFT) of the product of the DFTs of the vectors and . Then, to interpret (54), we observe that (57)
III. RECEIVER MODEL VALIDATION WITH MONTE CARLO SIMULATIONS
We now present a validation of (50) for computing the factor from the OSNR with a known pulse shape at the receiver by comparison with two sets of Monte Carlo simulations in which the factor is computed using the standard time-domain formula . For the first set of simulations, we used a back-to-back 10-Gb/s optical system with unpolarized optical noise that was added prior to the receiver using a Gaussian noise source that has a constant spectral density within the spectrum of the optical filter. For the second set of simulations, we used another back-to-back 10-Gb/s system with partially polarized optical noise, which was obtained by transmitting unpolarized noise through a PDL element. Since our study is focused on the combined effect that the pulse shape and the receiver have on the system performance, we did not include transmission effects here, such as those due to nonlinearity and dispersion.
In Fig. 1 , we show the factor versus the OSNR for an RZ raised-cosine format with a 50% duty cycle and an optical extinction ratio of 18 dB. The electric field of an RZ raised-cosine pulse is given by , where is the peak power and is the bit period. The receiver consisted of a Gaussian-shaped optical filter with a FWHM of 124 GHz and a fifth-order, low-pass electrical Bessel filter with a 3-dB bandwidth of 8.5 GHz. The noise-equivalent bandwidth [24] of the OSA was equal to 25 GHz. The parameters in (50) for this system are 18 dB, , and . In Fig. 1 , we show the results using (50) with a solid line. We obtained these results using only a single mark and a single space of the transmitted bit string. We show the results for the time-domain Monte Carlo method with a dashed line. We obtained these results by averaging over 100 samples of the factor, where for each sample the means and standard deviations of the marks and spaces were estimated using 128 b. The agreement between the two methods is excellent, except for the statistical error in the computation of the factor using the time-domain Monte Carlo method. The numerical estimator of the standard deviation of the current due to noise using the time-domain Monte Carlo method is a biased estimator [29] , which contributes to the small systematic error in the estimation of the factor using the time-domain Monte Carlo method. The region between the dotted lines in Fig. 1 is the confidence interval for the computation of the factor using the time-domain Monte Carlo method for a string with 128 b. The confidence interval, defined by the mean factor plus and minus one standard deviation of the factor, gives an estimate of the error in the computation of the factor using the time-domain Monte Carlo method with a single string of bits. Since we used 100 strings to obtain an estimate of the factor using the time-domain Monte Carlo method in Fig. 1 , its confidence interval is ten times smaller [29] than the factor computed from a single bit string. In this figure, we show the confidence interval of the mean factor with error bars. In Fig. 1 , the time-domain Monte Carlo method obtained with a single bit string has a relative statistical uncertainty larger than 15% with a single string when . For the second set of simulations, we used partially polarized noise. In Fig. 2 , we plot the factor versus the OSNR for a linearly polarized RZ raised-cosine signal with an optical extinction ratio of 18 dB. We used a 10-Gb/s back-to-back system and added partially polarized noise with DOP prior to the receiver. The receiver and the optical spectrum analyzer bandwidth were the same as that used for Fig. 1 . In Fig. 2 , the curves show the results obtained using (50) and the symbols show the results obtained using Monte Carlo simulations. The solid curve and circles show the results when the polarized part of the noise is co-polarized with the signal. Similarly, the dashed curve and the squares, and the dotted curve and the triangles show the results when the polarized part of the noise is in the left circular and orthogonal linearly polarized states, respectively. The agreement between (50) and Monte Carlo simulations is excellent. When DOP , the factor varies by about 60% as we vary the polarization state of the noise. This variation occurs because the signal-noise beating factor in (33) depends on the angle between the Stokes' vectors of the signal and the polarized part of the noise. The parameters in (50) for this system are the same ones in Fig. 1 , except that and for the solid line, for the dashed line, and for the dotted line.
IV. RECEIVER MODEL VALIDATION WITH EXPERIMENTS
We now present a validation of (50) by comparison with two sets of back-to-back 10-Gb/s experiments. In the first set of experiments, the noise is unpolarized DOP . In the second set of experiments, for which the noise is partially polarized DOP , the factor depends strongly on the polarization state of the noise when the noise is partially polarized. In both cases, the experiments agree well with our formula.
In Fig. 3 , we plot the factor versus the OSNR obtained using both simulations and experiments for RZ and NRZ signals with unpolarized optical noise DOP that is generated by an erbium-doped fiber amplifier (EDFA) without input power [30] . In the transmitter, we generated a 10-Gb/s pulse train using an electroabsorption modulator (EAM). The data was encoded on the pulse train using an electrooptic modulator (EOM). For the NRZ signal, the EAM was bypassed. To avoid pattern dependences in the EOM modulator that we used to encode the data, we used the fixed pattern 01 010 101. Therefore, these results provide an important baseline for future studies that will include pattern dependences. The RZ pulse was Gaussian-shaped with a FWHM of 23 ps, and the NRZ pulses had a rise time of 34 ps. The optical extinction ratio was 18 dB for the RZ signal and 12 dB for the NRZ signal. At the receiver, an optical preamplifier increased the signal and noise power so that the optical noise dominated the electrical noise. The total power into the 20-GHz photodetector was kept fixed at 2 dBm by tuning an attenuator. The FWHM of the Gaussian optical filter was 187 GHz, and either a fifth-order low-pass electrical Bessel filter with a 3-dB bandwidth of 7 GHz or no electrical filter was used in the receiver. The photodetector and the scope limited the bandwidth of the electric signal when no electrical filter was used. We experimentally verified that the combined frequency response of the photodetector and the scope was well approximated by a Gaussian filter with a bandwidth of 15 GHz. The noise-equivalent bandwidth of the OSA was 25 GHz. A high-speed sampling oscilloscope was used to measure the factor at the same time that the OSNR was measured. In Fig. 3 , the curves show results obtained using (50), and the symbols show the experimental results. The dotted-dashed curve and the diamonds show the results for an RZ format with the electrical filter. The solid curve and circles show the results for the RZ format without the electrical filter. The dashed curve and squares show the results for the NRZ format with the electrical filter, and the dotted curve and triangles show the results for the NRZ format without the electrical filter. The parameters in (50) for the modulation formats shown in Fig. 3 are described in Table I . In Fig. 3 , we observe that the performance of the RZ format is less sensitive than is the performance of the NRZ format to variations in the characteristics of the receiver. Since the noise is unpolarized, , and . The results that we obtain using the formula (50) are in good agreement with the experimental results shown in this figure. An increase of the bandwidth of the electrical filter increases the amount of noise in the decision circuit which degrades the system performance. On the other hand, for systems with a 10-Gb/s RZ format, increasing the electrical bandwidth from 7 to 15 GHz also reduces the broadening of the RZ pulses, and thereby increases the electric current due to the signal in the marks. However, this same effect does not occur in systems that use the NRZ format, since the NRZ pulses have a much narrower bandwidth.
In the second set of experiments, we investigated the effect of partially polarized noise on the system performance. In Fig. 4 , we plot the maximum and the minimum values of the factor as a function of the degree of polarization of the noise at the receiver DOP . These simulation and experimental results are for an RZ signal with optical noise added by two EDFAs without input power [31] . The RZ pulse was Gaussian-shaped with a FWHM of 23 ps. In the simulations, we used a perfect optical extinction ratio. The receiver consisted of a photodetector, an optical filter, and an electrical amplifier. We used the method described in [5] to obtain the factor from the BER margin measurements. Bergano et al. [5] showed that the factor obtained from BER margin measurements is well correlated to the BER. The first optical amplifier generated unpolarized noise, and the noise generated by the second optical amplifier was polarized by passing it through a polarizer and a polarization controller. The degree of polarization of the noise DOP was controlled by adjusting two variable attenuators that follow the two optical amplifiers. The direction on the Poincaré sphere of the normalized Stokes' vector of the polarized part of the noise was adjusted by the polarization controller that follows the polarizer. The SNR of the electric current of the marks SNR , which was defined in (36), was fixed at 10.9 dB. The FWHM of the Gaussian optical filter was 187 GHz, and the frequency response of the photodetector and electrical amplifier was modeled by a Gaussian electrical filter with a 3-dB bandwidth of 15 GHz.
In the experiment, for each value of DOP , we varied the angle between the Stokes' vectors of the signal and the polarized part of the noise and recorded the maximum value and minimum value of the factor. In the simulations, we obtained by choosing the Stokes' vectors of the signal and the polarized part of the noise to be antiparallel so that the corresponding Jones vectors are orthogonal to each other. Similarly, we obtained by choosing the Stokes' vectors and to be parallel . In Fig. 4 , the curves show results obtained using (47), and the symbols show the experimental results. We observed an excellent agreement between the formula (47) and the experimental results. The solid curve and circles show the maximum value of the factor versus DOP , while the dashed curve and squares show the minimum value of the factor. As the DOP of the noise increases from 0 to 1, we observe a dramatic increase in the range of the factor. For this receiver, the parameters in (47) are , and . When the noise is depolarized DOP , one has , and . When the noise is completely polarized DOP , one has so that when the noise is co-polarized with the signal, and when the polarization state of the noise is orthogonal to the signal. The results that we show in Figs. 2 and 4 illustrate the significant impact that partially polarized noise can have on the performance of an optical fiber transmission system. Typical values for the PDL per optical amplifier in optical fiber systems range from 0.1 to 0.2 dB [2] , which can partially polarize the optical noise in the transmission line. In a prototypical system described in [15] , which has 270 amplifiers with 0.15 dB of PDL per amplifier, the average-noise DOP at the receiver is equal to 0.15. However, in this prototypical system, the probability that the DOP of the noise exceeds 0.3 is larger than .
V. CONCLUSION
In conclusion, a formula has been derived that relates the factor to the OSNR for amplitude-shift-keyed optical fiber transmission systems with arbitrary optical pulse shapes, arbitrary receiver characteristics, and arbitrarily polarized noise using a realistic receiver model. In this paper, the enhancement factor and three other parameters were also defined that explicitly quantify the performance of different modulation formats. This method was validated by comparison with back-to-back 10-Gb/s experiments and Monte Carlo simulations. The proposed method was used to show that the RZ format is less sensitive to variations in the receiver than the NRZ format, and this conclusion was experimentally validated. The method developed can be used in receiver optimization studies, and it can also be applied to the study of other amplitude-shift-keyed formats. This method accounts for partially polarized noise, which can be produced by PDL and PDG in optical amplifiers. Computer simulations and laboratory experiments were used to quantify the strong dependence of the system performance on the polarization state of the noise relative to that of the signal when the optical noise is partially polarized. Therefore, this method can be used in combination with reduced system models to study the combined effect that the polarization effects have on the system performance. Since the method is computationally efficient, it can also be used as a baseline for the analysis of transmission systems that have pattern dependences due to effects such as chromatic dispersion, PMD, and the Kerr nonlinearity.
APPENDIX
In this Appendix, tables are provided for the effective number of noise modes ; the signal-noise beating parameters; and for the spaces and marks, respectively; and the enhancement factor . The results are for back-to-back systems with typical RZ and NRZ modulation formats and typical receiver filters. These tables allow one to easily calculate the factor for such systems without having to compute the multiple integrals in (26) and (29) .
The parameters and satisfy the following scaling laws. First, they are independent of the power in the signal. where is the bandwidth of the electrical filter, is the full-width at half-maximum (FWHM) of the optical filter, and is the FWHM of the optical pulse. In the derivation of (59), it was assumed that there are no bit-patterning effects, i.e., (59) holds for an isolated mark or space.
For all the results presented here, a Gaussian optical filter and a fifth-order electrical Bessel filter were used. In Table II , values are provided for as a function of . Table III  shows the common value of as a function of and for a 10-Gb/s RZ modulation format with Gaussianshaped pulses and an optical extinction ratio of 15 dB. Due to bit-patterning effects, the values in Table III are only valid for optical bandwidths larger than . The first subscript on each of the values in Table III shows the values of for which the relative error between the actual values of at all bandwidths and the value in the table are less than 10%. The second subscript shows the corresponding value of for . In most cases, the relative error is less than about 2% when 15 GHz. Table IV shows the corresponding values of the enhancement factor , with the subscript indicating the value of . For all the results in this Appendix, a De Bruijn pseudorandom bit pattern of length was used, the time and frequency domains were discretized using 8192 points, and the parameters were computed using the space with the largest voltage and the mark with the smallest voltage in the electrically filtered signal at the clock-recovery time. Table V shows the values of for a 10-Gb/s NRZ modulation format with an optical extinction ratio of 15 dB and an optical filter bandwidth of 50 GHz. The different rows in the table correspond to different rise times for the NRZ signal. In Table VI , the corresponding values of are shown. It does not make sense to scale the widths of the pulses of the NRZ signal, unless one also scales the bit rate. To investigate how the parameter values depend on the bandwidth of the optical filter, simulations were also performed for the NRZ format using an optical filter with an FWHM of 25 GHz. It was found that the values and for the 25-GHz bandwidth optical filter are related to the entries and in Tables V and VI 
