Abstract. Reactor dosimetry is based on the analysis of the activity of irradiated dosimeters, such as 93m Nb and 103m Rh. The activity measurement of these dosimeters is conventionally performed by X-ray spectrometry, but the low-energy of emitted photons makes it difficult to derive reliable results with low uncertainties. Approaches to improve these characterisations are presented: they include high accuracy efficiency calibration of a HPGe detector using both experiments and Monte Carlo simulation, calculation of corrective factors for the geometry (selfabsorption) and self-fluorescence effects. Improvement of the knowledge of the 103m Rh decay scheme is also required and a specific experiment is proposed, including activity measurement of a 103m Rh solution by liquid scintillation, and measurement of the photon emission intensities by X-ray spectrometry. A method for calculating coefficients to take into account the self-fluorescence effects in dosimeters is also suggested to improve the uncertainties on activity measurements.
Introduction
Reactor dosimetry aims at determining the neutron flux density received during an irradiation and to characterise the energy distribution of neutrons. This technique is based on the analysis of the activity of irradiated dosimeters including isotopes which are subject to activation or fission reactions under the neutron flux. For example, inelastic scattering reactions (n, n') are useful to characterise neutron beams with energies around 1 MeV [1] [2] [3] [4] . Both reactions 93 Nb(n,n') 93m
Nb and 103 Rh(n,n') 103m Rh are of particular importance for dosimetry in reactor. The measurement of the activity of Nb and Rh dosimeters provides the basic data that can be traced back to the reactor operating information. The activity measurement of such dosimeters is conventionally performed by X-ray spectrometry. Unfortunately, the low-energy of emitted photons makes it difficult to derive results with sufficiently low uncertainties. Indeed, the efficiency calibration of the detector must be accurately performed and selfattenuation in the dosimeter must be taken into account. In addition, niobium and rhodium are not 100 % pure, other elements are present. These impurities and other isotopes of niobium and rhodium created during irradiation are activated by neutrons and induce fluorescence in the dosimeters which increase their activity. In the present study, different aspects of the methodology used to measure the dosimeters activity are examined and improvements of the usual measurement procedure are provided.
93m Nb and 103m Rh decay schemes
Activation of niobium dosimeters produces 93m Nb, characterised with a half-life of 16.12 (15) years, which decays by gamma transition to the ground state of the stable nuclide 93 Nb (Figure1 -left panel). This transition is highly converted thus leading to the emission of characteristic X-rays of niobium, with energies for K Xrays between 16.5 keV and 19 keV. Their emission intensities are quoted with relative standard uncertainties of the order of 2% [5] . X-ray spectrometry is performed using a high-purity germanium (HPGe) detector. The experimental efficiency calibration is defined for a reference geometry, using radioactive standard point sources for a given source-detector distance (8 cm 210 Pb and 241 Am. The radioactive solutions are standardised at the Laboratoire National Henri Becquerel by absolute methods with relative combined uncertainties less than 1%. Then a weighted drop of solution is deposited between two sheets of Mylar® to prepare point sources for γ-and X-ray spectrometry. These are used to establish the full-energy peak efficiency calibration of HPGe detectors, according to:
Where ε(E) is the detection efficiency at the energy "E", N(E) is the number of counts under the full-energy peak with energy "E", A the activity of the radionuclide included in the standard point source, I(E) the emission intensity line with energy line "E", t the acquisition time and Ci stands for different correction factors. The experimental values are fitted using least-square method, to have an efficiency value for any energy, with the use of a poly-logarithmic function (Figure 2 ). Both experimental and efficiency values are obtained with 1.5 % relative combined standard uncertainties.
Efficiency calculation with Monte Carlo method

Fig. 3. Radiography of the detector
Due to the poor knowledge of the photon emission intensities of radionuclides in the low energy range, the efficiency calibration curve was refined using Monte Carlo simulation. PENELOPE [7] and GEANT4 [8] code were used and optimisation of physical parameters of the germanium crystal was necessary to adjust the efficiency curve obtained with the simulation with the experimental fit. We started with the dimensions provided by the manufacturer and those which can be determined from the radiography of the detector ( Figure  3 ). The result (Figure 4 ) was obtained after many changes in the crystal dimensions with relative differences between experimental and simulations lower than 1%. The results obtain with GEANT4 are very close to those of PENELOPE, the low-energy models used with GEANT4 is the PENELOPE physics package. 
Measurement procedures
93m Nb
The dosimeter activity measurement is carried out using the calibrated HPGe detector, at the same distance than the reference point sources. The activity measurement, A, is obtained from the number of counts under the fullenergy peaks of K X-rays, and calculated with the following formula:
In addition to corrections for radionuclide decay and coincidence summing, such as used for the efficiency calibration, further specific corrections must be taken into account to obtain the activity of the dosimeters. The sample is in the shape of a metal strip, 5 mm long, 1 mm wide and 19.89 µm thick. Corrective factors must be applied to take into account the change in geometry and self-absorption of X-rays in the material thickness. Self-absorption and geometry corrections are computed by Monte Carlo simulation. In spite of the thinness of the dosimeter (20 µm) the self-absorption correction is around 20%. Currently, the relative standard uncertainty on activity measurement is about 6%. Correction coefficients for fluorescence caused by each impurity were calculated in 1972. The value of these corrections depends on the activity of the impurities compared to the activity of the dosimeter and can vary from 0.5% to 7%. The activity of the impurities is measuresd by classical γ-ray spectrometry.
103m Rh
The measurement activity procedure for reactor dosimetry is the same as in the case of 93m Nb; however, these are pellets of pure 103 Rh which are irradiated. But uncertainties on the X-ray intensities lead to high uncertainties in measurement results, of the order of 10%. Self-absorption and geometry corrections are taken into account and computed as for 93m Nb. With a thickness of 50 µm, the self-absorption in rhodium dosimeters is about 50%. The correction coefficients for fluorescence have never been calculated for rhodium impurities. Because, unlike the niobium, only the fluorescence induced by iridium impurities can disturb the measurements, and should be considered.
Improvement of decay data
Emission intensities of X-rays in the recommended data for isomeric transition are determined from the γ-ray transition probabilities, internal conversion coefficients and fluorescence yield values [9] . The knowledge of the fluorescence yields for 93m Nb is rather poor and based on old experiments [10] . All data for 103m Rh, are not well known and leading to high uncertainties on emission intensities [10] . Two experiments were performed to measure the K fluorescence yields of Nb and Rh and the emission intensities of K X-rays of 103m Rh, in order to improve the knowledge of the decay data.
K fluorescence yields measurements
New measurements of the K fluorescence yields of niobium and rhodium were performed, taking advantage of optimized experimental facilities, using tunable monochromatic X-rays [10] . The experiment included two steps:
Mass attenuation coefficients
First, accurate values of the mass attenuation coefficients ( ఓ ఘ ሺ‫ܧ‬ሻ) of niobium and rhodium were measured at the SOLEIL synchrotron [11] . These coefficients were obtained following an experimental procedure previously established and validated for similar measurements on different metallic targets [12, 13] . Mass attenuation coefficients, were measured in transmission mode using a monochromatic parallel photon beam with energy E, under normal incidence to the sample with thickness x. The measurement consists in measuring the intensity of a monochromatic photon flux in front the sample, I0(E), and immediately behind it I(E). For each energy step, the mass attenuation coefficient can be calculated assuming the Beer-Lambert law:
where μ is the linear attenuation coefficient of the target material and ρ is the material density.
Fluorescence yields
In the second step, the fluorescence yields are measured in a reflection mode ( Figure 5 ) where the target (niobium or rhodium) is placed at the angle of 45° relative to the incident monochromatic photon beam, with energy E0 and intensity I0. Electronic rearrangement following
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7009 photoelectric effect induces X-ray emission with energy Ei according to the partial K fluorescence yield ωKi.
These are recorded with an energy-dispersive detector (HPGe) installed at 45° from the target. Thus, the fullenergy peak areas of each line, Ni, allow deriving the partial fluorescence yield, according to:
Where:
Ω : detection solid angle, εi: full-energy peak (FEP) efficiency of the HPGe detector,
τK : photoelectric interaction cross section in the K shell μ0 and μι : mass attenuation coefficients of the target material for the incident and the emitted photon beams, respectively. Using nine incident energies ranging from 20 keV to 25 keV, the total K fluorescence yield for niobium was obtained as ωK= 0.724 (14) . For rhodium, results were derived with an average of eight measurements with incident photons in the 26 keV to 30 keV energy range. The total K fluorescence yield of rhodium was computed as ωK= 0.814 (41). 
Photon emission intensities of 103m Rh
A specific experiment was planned in order to measure the absolute photon emission intensities of 103m Rh. The procedure includes activity measurement using a primary method, liquid scintillation, and photon emission intensity measurement using X-ray spectrometry, on the same sample.
Source preparation
Due to the short half-life of 103m Rh, a specific irradiation was conducted at the nuclear reactor ISIS (CEA Saclay), immediately before chemical preparation of the samples for measurements. The dissolution of pure rhodium is very complex and difficult to obtain in the laboratory. For this experiment the sample consist in a rhodium(III) chloride powder, with the formula RhCl3(H2O)n. The RhCl3 was irradiated in the reactor core, placed in a thermal neutron filter to avoid activating chlorine. The powder is soluble in water and allowed having samples quickly ready for measurements in liquid scintillation and spectrometry.
Activity measurement
The activity measurement was performed by liquid scintillation (LS), using the triple-to-double coincidence ratio method (TDCR). After dissolution, the rhodium source is mixed with a commercial liquid scintillator and the scintillating sources are measured using a triple photomultiplier LS counter. The detection efficiency is deduced from the triple to double coincidence ratio, using a model describing the light emitted by the source, from the radiation-matter interaction to the statistics of the light emission. This method is described in detail in reference [14] . The uncertainty of the activity is evaluated with a Monte Carlo method, following the recommendations of [15] .
Photon emission intensity measurement
In parallel, X-ray spectrometry allows to determine photon emission intensities. A specific container was optimized for measuring low-energy X-rays. It was filled with the radioactive solution and placed at the reference distance. The efficiency calibration curve required corrective factors to take into account the geometry difference between a point source and the volume source. These corrections can be obtained by Monte Carlo method. Accurate processing of the X-ray spectra requires deconvolution of the K X-ray lines with peak shape taking into account scattering effect (low-energy tailing). The results are under processing but it is expected to derive photon emission intensities with relative combined standard uncertainties around 3%.
Self-fluorescence corrections
In this section we focus on the additional fluorescence induced in niobium dosimeters. The typical composition of niobium foils used for dosimetry includes other elements ( Table 1 ). The quantities were determined by mass spectrometry or by neutron activation method (Ta). These impurities are activated during irradiation in the reactor. For Moreover, the presence of 60 Co has been occasionally observed during measurement. Photons and electrons originating from the decay of these impurities (blue arrow on Figure 6 ) can interact with atoms of the dosimeter itself by photoelectric effect or other electromagnetic interactions. The dosimeter material is ionised, and photo-electrons are thus ejected from atoms of niobium. This is followed by electron rearrangement, with X-rays emission of niobium. This fluorescence effect generates an extra niobium X-ray emission (red arrows on Figure 6 ) which is added to the one due to the decay of 93m Nb (green arrows on Figure 6 ). Consequently, this increase of the number of counts under the full-energy peaks of 93m Nb leads to an overestimation of the dosimeter activity and corrective factors and must be taken into account to derive the activity of 93m Nb only. The self-fluorescence coefficients were calculated analytically in 1972 (Table 2) , indicating the number of fluorescence X-rays emitted per second and per decay of the impurity. Nb and the selfabsorption of Nb X-rays in the dosimeter following the electronic rearrangement [16] . It was thus decided to actualize the contributions of the impurities in the dosimeters spectra using Monte Carlo method.
Monte Carlo method and results
GEANT4 simulation
The assessment of the coefficients for all radionuclides mentioned above requires simulating radioactive decay according to the decay scheme for each radionuclide. This means taking into account the branching ratios, electronic and photonic emission intensities and their interactions with matter and atomic relaxation processes. GEANT4 enables to simulate radioactive decay thanks to the module "G4RadioactiveDecay" and its associated classes. Instead of decay data taken from ENSDF files [17] , we preferred to use, when they were available, decay data recommended by the Decay Data Evaluation Project (DDEP) and published by the LNHB [18] . For 94 Nb and 92m Nb, we took ENSDF data. Thus we used PENNUC code, which simulate random decay pathways of radioactive nuclides, and associated decay data files [19] . PENNUC generates file a called "CASCADE" which is then read by GEANT4, simulating radioactive decay while taking into account the branching ratios, emission intensities (for electrons, photons and positrons) and internal conversion with recommended data. The electromagnetic physics used in the GEANT4 simulation is the physics models of PENELOPE for electrons, positrons and photons, which is dedicated to the low-energy interactions (Atomic effects, fluorescence, Doppler broadening …). The geometry of the simulation is the same as for efficiency calculation, but the source is not a point but a niobium volume with the same dimensions as those of dosimeters under study. The particles (photons, electrons and positrons) are emitted inside the niobium volume with a random starting position and a random direction within a solid angle of 4π steradian. The energy of any particles deposited in the detector volume, is recorded in a root file. The result is an energy spectrum from which the self-fluorescence coefficient is calculated for a given impurity. This coefficient is obtain with the following formula
Where "CN, X" is self-fluorescence coefficient for the radionuclide "N" (N = 182 Ta, 95 Nb…) and the specific characteristic X-ray "X" (X = Kα or Kβ), "NXi" is the number of counts under the full-energy peak for the line "Xi" (i = [1, 2] for Kα or i = [1, 5] for Kβ), "ND" is the number of simulated decay and "εX" is the efficiency for the mean energy of the line "X". The total coefficient "CN" for a radionuclide is simply the addition of the "CN, Kα" and "CN, Kβ" coefficient values. Simultaneously, we count the number of photons exiting the niobium volume by discriminating the type of the particle, its energy and the process responsible of the ionisation of the niobium atom: "photo-electric effect", "electron ionisation" and "Compton scattering". Thus, it is possible to determine the particles at the origin of the atom ionization and subsequent fluorescence emission: electrons for "electron ionisation" or photons for "photoelectric effect" or "Compton scattering".
Results and discussion
The coefficients were calculated from the spectra obtained by the simulations for the niobium energy lines. The treatment of the spectra is quite simple since fullenergy peaks appear as Dirac functions from which the background was subtracted. The background comes from the energy deposited indirectly by electrons (Bremsstrahlung) and Compton scattering. The coefficients values were obtained from simulations with several decays for each radionuclide. Table 2 shows the results obtained, with standard uncertainties calculated according to the GUM [15] , and compares them with the coefficients assessed in 1972. These results are valid only for a solid angle less or equal to the one of the geometry in the simulation. For 182 Ta, both recent and former values are rather close, although values in 1972 did not take into account electron interactions and self-absorption of Nb fluorescence X-rays in the dosimeter. By tracking the origin of the fluorescence of niobium as explained above, we can determine the ratio of X-rays number resulting from the electron interactions in the dosimeter on the total number of fluorescence X-rays. For this impurity, twenty percent of the X-ray fluorescence is due to electrons. The other part is due to the photoelectric and Compton effects. 95 Nb agree quite well. In 1972 they tried to take into account interactions of electrons coming from the β -decay [16] . They checked their calculations experimentally, and were able to find a value reasonably good. In addition, knowledge on the decay scheme and data has not changed significantly since 1972, whether on the beta spectrum, the half-life, etc. For 94 Nb, both recent and former values differ by a factor two. As for 95 Nb, they tried to take into account in 1972 interactions of electrons and evaluated experimentally their calculations. But, knowledge on the decay scheme and data changed significantly since 1972, especially data on the beta spectrum. For example, the maximum energy of the spectrum has decreased from 610 keV in 1972 to 470 keV today. For these two radionuclides, the contribution of the electrons to the fluorescence emission is higher than eighty percent. The consideration of their interactions is essential, however the theoretical calculation and experimental validation is very complex especially with the calculation means available at the time. For 92m Nb, both recent and former values disagree by a factor upper than thirty. In 1972, they deduced the coefficient by observing the evolution of the ratio of Zr X-rays Nb peaks [16] : 92m Nb disintegrates to 92 Zr and emits Zr X-rays. They have probably considered that the radionuclide is only emitting Zr X-rays in the dosimeter, although this may not be the case. The magnitude of corrections on the dosimeter activity for each impurity depends on the activity of this impurity. However we notice that the 182 Ta and 94 Nb can be troublesome if a significant activity is observed relatively to 93m Nb activity. For 92m Nb, the impact is quite negligible, especially since it is generally observed with low activities.
Conclusion
Low-energy X-ray spectrometry applied to activity measurement of solid dosimeters is challenging. Different aspects have been examined in the present study and different experiments have been conducted to improve the atomic data of rhodium and niobium, as well as the decay scheme of 103m Rh. The importance of corrective factors has been underlined and Monte Carlo simulation has been used to compute self-absorption and fluorescence effects. The use of Monte Carlo method enables more accurate calculations of the selffluorescence corrections than previously. Moreover, modern particle transport codes make possible to take into account all the effects occurring at low energies and to clearly identify the main ones. Due to the present study, significant improvement in the measurement methodology for solid dosimeters is expected.
