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I. INTRODUCTION 
A.' Introductory 
Visual search is an important aspect of human tasks in many 
industrial and military applications. Physically, a visual search 
process consists of a sequence of eye-fixations, it has been hypothe­
sized, based on search patterns found in early studies, that it is 
possible for fixations to follow both random and systematic patterns. 
Much work has been done in visual search (20, 21). Traditional 
methods for analysis of human visual search involve examining experi­
mental data and fitting the search time distribution. Some investi­
gators have found that search times aure described well by the expo­
nential distribution (12, 18). The investigation of the search time 
distribution is helpful in computing the probability of detecting a 
target, given a specified duration of search. However, the problem of 
deriving an optimal search procedure or search pattern for which the 
expected search time is minimized is another important question that 
should be explored. The present study is concerned with modeling 
human visual search tasks and developing optimal search strategies 
using dynamic programming. 
B. Overview 
As pointed out in the previous section, one of the major develop­
ments in the theory of visual search is the establishment of a perform­
ance model based on fitting the search time distribution. In Chapter 
II, a model is examined based on a paper by Morawski et al. (19). The 
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analysis proposed in (19) is modified. An improved version of this 
model is provided, permitting a more realistic representation of 
typical visual seaurch tasks. This version improves auid extends the 
mathematical basis of this general method of quantifying visual search. 
In Chapter III, a modification of the traditional traveling 
salesman problem is made to relate specifically to the development 
of optimal search strategies. This modification involves inserting 
"capture" probabilities at the "cities" to be visited, and adapts the 
traditional dynamic programming algorithms to this added stochastic 
feature. A countably infinite version of this stochastic modification 
is formulated. For this formulation, typical ingredients of infinite 
dynamic programs are explored; these include; the convergence of 
the optimal value function. Bellman's functional equation, eind the 
construction of optimal (in this case only conditionally optimal) 
strategies. 
As stated by William (28), visual search is not strictly random 
in nature, but rather is a process involving certain deterministic, 
as well as random, components. In Chapter IV, this idea is incor­
porated into a second search model for which the expected value, vari­
ance and distribution of search time are computed, and also approximated 
numerically, A certain accelerated Monte Carlo method is discussed 
in connection with the numerical approximation of the distribution of 
search time, and an example is provided. 
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II. THE DISTRIBUTICaî OP THE NUMBER OF 
FIXATIONS TILL DETECTION 
A. Introductory 
Morawski et al. (19) recently proposed a visual search model based 
on a certain principle of sampling without replacement, which these 
authors identify with "systematic search". In this chapter, an analysis 
and modified version of this approach are presented. 
B. Statement of the Problem 
Consider the following situation; an observer is to find k 
critical targets among M targets which are randcxnly placed in the 
visual search field. Assume that the observer will complete the search 
in M fixations, with each fixation covering a single target and 
requiring a fixed amount of time. In the process of searching, the 
observer will fixate one target after cinother without returning to a 
previously fixated target, a process reasonably described in terms of 
sampling without replacement. Of interest is the waiting time, in 
terms of either the number of fixations, or the actual search time, 
req^red to locate the first critical target. 
C. Formulation of the Model for the Case 
of Two Critical Targets 
Let p^(i = 1,2) be the probability that the observer locates 
the i^ critical target, given that the target is fixated. All M 
targets are in specified locations. Hence, in a sequence of M fixa­
tions, only two among M fixations will cover the first and second 
critical targets. We may think of the two critical targets as being 
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randomly assigned to the M fixations. Therefore, it is appropriate 
to consider a set Z = {(x,y): x = 1,...,M, y = 1,...,M; x ^  y} of 
M(M-l) equally likely ordered pairs, with (x,y) indicating that 
critical targets 1 and 2 are fixated on the x^ and the y^ fixations 
respectively. For example, if M = 10, then (5, 3) indicates that 
critical target 1 is fixated on the fifth fixation and the critical 
target 2 is fixated on the third fixation in a complete scan of 10 
fixations. 
Consider a random vector (X,Y), such that the density function of 
(X,Y) is given by 
= moLI) ' ^ Z, (2.1) 
where 
X = number of fixations needed to fixate critical target 1 
and 
Y = number of fixations needed to fixate critical target 2. 
Then 
Min(X,Y) = the number of fixations needed to fixate a critical 
target for the first time, 
so that the event £Min{X,Y) = x = i} is the event that the first 
critical target fixated is critical target 1, and is in fact fixated 
on the i^ fixation. Also, the event {Min(x,Y) = Y = i} is the 
event that the first critical target fixated is critical target 2, 
and is in fact fixated on the i^ fixation. Therefore, 
P(critical target 1 is fixated first, and then on the i^ fixation) 
= P(Min(X,Y) = X = i) 
= P({(i, i-Ha) 6 Z; m = 1,2,. 
= <2-2' 
and 
P(critical target 2 is fixated first, and then on the i^ fixation) 
= P(Min(X,Y) = Y = i) 
= P(C(i-to, i) € Z: m = 1,2,...,m}) 
= • '2-3' 
Similarly, 
Max(X,Y) = the number of fixations needed to fixate both critical 
target 1 and critical target 2, 
so that the event {Max(X,Y) = X = i} is the event that the second 
critical target fixated is critical target 1, and is in fact fixated 
the i^ fixation. Also, the event {Max(X,Y) = Y = i} is the event on 
that the second critical target fixated is critical target 2, and is 
in fact fixated on the i^ fixation. Therefore, 
P(Max(X,Y) = X = i) 
= P({(i,m) € Z; m = 1,2,... ,i-l}) 
= «.4) 
and 
P(Max(X,Y) = Y = i) 
= € Z; m = 1,2,... 
= 
Now it is possible to compute the following; 
P (critical target 1 is fixated first, and detected, and in fact 
on the i^ fixation) 
= p^ • P(Min(X,Y) = X = i) 
and 
P (critical target 2 is fixated first, and detected, and in fact 
on the i^ fixation) 
= 4- (2-7' 
Similarly, it is possible to compute 
P (detect critical target 1 on the i^ fixation, having missed 
critical target 2) 
= P^d-Pg) • P{Max(X,Y) = X = i) 
_ (i-1) 
M(M-l) . p^ . (l-Pg) (2.8) 
and 
P(detect critical target 2 on the i^ fixation, having missed 
critical target 1) 
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= Pgd-Pi) • P(Max(X,Y) = Y = i) 
= • ^2 • 
Let W be the number of fixations needed to locate a critical target 
for the first time. Then fron (2.6), (2.7), (2.8), (2.9), 
P(W=i) = • ((M-i)p^ + (M-i)p^ + (i-Dp'd-p*) 
+ (i-l)(l-p:)p2) 
= 5 5 ^ 2 - lisEir ^>2 • 
Similar arguments also give the evident relations 
P(detect critical target 1 on the i^ fixation) 
= * (i-l)PlCl-p') 1-
"Snbr • c-i'Pi 
= i p- , (2.11) 
and 
P(detect critical target 2 on the i^ fixation) 
= ip'. (2.12) 
Returning to (2.10), we have as well the relation 
P (detect a critical tairget on or before the fixation) 
j 
= 2 P(W=i) 
i=l 
8 
~ ~ M(M-l) ^ 1^2 ^ 1,2,...,M (2.13) 
and (2.11) implies that 
P(detect critical target 1 on or before the fixation) 
= ^  PÎ j = (2.14) 
also, (2.12) implies that 
P(detect critical target 2 on or before the fixation) 
~ M ^2 3 =1,2,...,M. (2.15) 
Moreover, we have 
P(complete detection of both critical targets at precisely the 
i^ fixation) 
and 
P (detecting both critical target 1 and target 2 on or before 
the fixation) 
= il ïïïfe • 2(i-l)PlP2 
~ M(M-l) ^ 1^2 j = 1,2,...,M (2.17) 
D. Generalization to Several Critical Targets 
If there are k critical targets on the search field, let 
p^(i = 1,... ,k) be defined analogously to the definition of p^ in 
Section C. Now consider the following events; 
(i) = critical target i is fixated during the first j 
fixations; alternatively, critical target i is among 
the j targets fixated first, 
(ii) = critical target i is detected in the course of the 
first j fixations, 
k 
(iii) EI = n E^, k < i , 
and 
. k 
(i v )  F^2 k = n p ] ,  k < j .  
Targets are, of course, in given locations, and are fixated in random 
sequence; however, we may, as in Section C, equivalently and advanta­
geously think in terms of a given sequence of location fixations, 
with targets randomly assigned to locations. Under this latter model, 
the event E? is the event that target i is assigned, under the 
randcati assignment of targets to locations, to a location among the 
j locations fixated first in the given sequence of locations 
Consequently, the probability P(E^) of E^ is the hypergeometric 
probability H{M,j; 1,1) that a single ball randomly designated in a 
population of j green balls and M-j red balls, is in fact green, 
hence, 
P(E3)=J. (2.18) 
Analogously, the probability P(E^ ) of E^ . is the 
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hypergecmetric probability H{M,j; 3c,k) that k balls randomly 
designated in a population of j green balls and M-j red balls, 
are in fact all green, hence, 
S3. ,2.1,, 
Furthermore, the probabilities of the events F are related to those 
of the events E through the multipliers p^, i.e., 
P(fJ) = p^ • P(eJ) (2.20) 
and 
where 0 < p^ < 1 (i = l,...,k). 
If W is the waiting time analogous to that defined in Section C, 
k . 
then {W < j} = { U F.}, so that Boole's formula yields 
i=l ^ 
k i 
P(W < j) = P{ U F-^} 
i=l ^  
k . . 
= S P(PJ) - S S P(F? . ) 
i=l ij<i2 1' 2 
+ ... + (-1)^ "^  ^PCpi - . ). (2.22) 
X y  6 p * # ,  ^ J C  
Therefore, 
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(:) 
p(wçi) = s (i)p'- ï I ir%X 
i=l lj<i2 (j) -1-2 
(^) 
+ s s Z -§- p: p! p' 
(3) 1 : 3 
k+14) ^ , 
+ ... + (-1) n p. , k < j . (2.23) 
1=1 
Formula (2.23) pertains to the waiting time till first alert, i.e., 
to the time required to first detect a critical target. For k = 2, 
formula (2.23) reduces to formula (2.13) of Section C. 
According to Morawski et al. (19), if there are k critical 
targets on the search field, then one has 
P(W < j) 
= P(a critical target is detected on or before the fixation) 
+ ... + (-1)^ "^  ^(j)^  n p! , k < j 
i=l 1 
=B°(j), (2.24) 
which is a different expression from (2.23). 
Morawski et al. (19) also introduced the notion of a random number 
12 
of critical targets, and the extension to the case \ôien several 
complete scans of the search field might be allowed. 
We complete this section by extending formula (2.23) to cover 
these generalizations (formula (2.28)). Finally, we compare, in two 
examples, calculations based on (2.28) (involving just one type of 
critical target) with the Morawski's analogue of (2,28) based on 
Morawski's formula (2.24). 
Suppose that it is known that a randan number r, 1 < r < R, 
of critical targets of type i might be present in the seeurch field. 
Let 
q^r ~ = r) 
with 
R 
2 q^r = 1 < i < M. 
r=l 
It follows from (2.23) that 
P(a critical target of type i is detected by the end of the 
fixation) 
= <îiin^)p!] + qi2[2(2jp: -
^-qi3[3(i)p: - Pi'] 
+ qij^[R(^)p^ - ^ 2^^M(M-I)^% 
+ ... + (-i)^ '*'^ (^  p'*)] 
(*) 
=B^(j) (2.25) 
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\diere is the probability of detection, given that a critical 
target of type i is fixated; hence, 
B^(M) = = P (detect a critical target of type i by the 
end of a complete scan) 
= ^il^I + ^i2f2p! - p[2] 
+ q^sisp! - (2)p!^ + p!^] 
+ ... SjJRfSyPi -
+ ... + (-l)^"^^p!^^3 . (2.26) 
It is now assumed that, at the end of one complete scan, the observer 
will recommence scanning, so that 
P (detect at least one critical target of type i by the end 
of the fixation of the (n+l)st scan) 
= 1 - (1-B )*(1 - B.(j)) = P^ . . . (2.27) 
X i II* J f 1 
For more than one type of critical target present, let 0 be the 
set of all types of critical targets. Then, 
P (detect at least one critical target by the end of the 
fixation of the (n+l)th scan) 
= 1 — TT (1 - B. )^(1-B. ( j ) ) 
i€e ^ ^ 
= *.,9 ' 
Let us consider the following examples to compsure the results of 
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Morawski's model with our modified model. 
Example 1. (Morawski et al. (19)) 
An inspector faces only a single type of critical target on a 
search field of 50 targets, with the probability of detection, given 
a fixation, being 0.8. Each fixation takes 300 ms. Suppose that 
the fault can occur up to 3 times on the field, with probabilities 
of occurrence = 0.7, = 0.2, ~ 0.1. Hence, 
= (0.7).(0.8) + (0.2)(0.8 + 0.8 - 0.64) + (0.1)(3 x 0.8 
- 3 X O.EF + 0.8^) 
= 0.8512, 
= (0.7)(0.016j) + (0.2)(0.032] - 0.0002612j(j-1)) 
+ (0.1)(0.048] - 3 X 0.0002612j(j-1) 
+ 0.000004354(j)(j-l)(j-2)) 
= (0.7 X 0.016 + 0.2 X 0.037 + 0.2 x 0.0002612 + 0.1 x 0.048 
+ 0.1 X 3 X 0.0002612 + 0.1 x 2 x 0.000004354)j 
- (0.2 X 0.0002612 + 0.3 x 0.0002612 
+ 0.3 X 0.000004354)]^ + 0.0000004354 
= 0.02253j - 0.0001319+ 0.0000004354. (2.29) 
By Morawski's method, the analogous quantity is calculated as; 
B°(j) = 0.0224] - 0.000128]^ + 0.0000004096]^. (2.30) 
Formulas (2.29) and (2.30) make it possible to compute the cumulative 
distribution functions 
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j = 1 - (1-B^)^(l-B^{j)) 
= 1 - (0.1488)^(1-B^(j)) , (2.31a) 
and 
P° = 1 - (0.1488)"(1-B°(j)) . (2.31b) 
J X 
Data from the two emulative search time distributions, P . and 
J J 
are shown in Table 2.1. 
Example 2. 
If there is only a single type of critical target on a field of 
10 targets and the critical target occurs up to 3 times with prob­
abilities of occurrence being the same as in example 1, then 
B^ = 0.8512 
and 
B^(j) = (0.7)(0.08j) + (0.2)(0.16] - 0.00711j(j-1)) 
+ (0.1)(0.24] - 3(0.00711)j(j-1) 
+ 0.000711j(j-l)(j-2)) 
= 0.1156972] - 0.0037683]^ + 0.0000711]^ . (2.32) 
By Morawski's method, the analogous quantity is calculated as; 
B°(i) = 0.112] - 0.0032]^ + 0.0000512j^. (2.33) 
Data from the cumulative search time distributions, P . and P^ ., 
n,] n,]' 
are shown in table 2.2. 
The results in tables 2.1 and 2.2 show that the modified model 
yields an improvement over Morawski's model in search performance 
16 
at the early stages of the search. The amount of improvement depends 
on M. The larger the value of M, the less vd.ll be the improvement. 
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Table 2.1. Cumulative distributions of search time of example 1 
1.50 0,10941 0.10885 
3.00 0,21255 0.21161 
4,50 0,30974 0,30858 
6,00 0,40132 0,40008 
7,50 0.48762 0,48640 
9,00 0,56895 0,56786 
10,50 0,64564 0,64476 
12,00 0.71803 0,71741 
1.3,50 0.78643 0,78612 
1.5,00 0.85118 0,85120 
16,50 0.86748 0,86740 
18,00 0.88283 0,88269 
19,50 0.89729 0,89712 
21,00 0.91092 0,91073 
22,50 0.92376 0,92358 
24,00 0.93586 0,93570 
25,50 0.94727 0,94714 
27,00 0.95804 0,95795 
28,50 0.96822 0.96818 
30,00 0.97785 0.97786 
31,50 0.98028 0.98027 
33,00 0.98256 0.98254 
34,50 0.98472 0.98469 
36,00 0.98674 0.98672 
37,50 0.98866 0,98863 
39,00 0.99046 0,99043 
40,50 0.99215 0,99213 
42,00 0.99376 0,99374 
43,50 0.99527 0.99526 
45,00 0.99670 0.99671 
46,50 0.99707 0.99706 
48,00 0.99741 0.99740 
49,50 0.99773 0.99772 
51,00 0.99803 0.99802 
52,50 0.99831 0.99831 
54,00 0.99858 0.99858 
55,50 0.99983 0.99883 
57,00 0.99907 0.99907 
58,50 0.99930 0.99930 
60,00 0.99951 0.99951 
= [q^] - X 50, \ri3ere I ] is the greatest integer function. 
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"Table 2.2. Cumulative distributions of search time of example 2 
0.30 0.11200 0,10885 
0,60 0.21689 0,21161 
0,90 0,31510 0,30858 
1.20 0,40705 0,40008 
1,50 0,49317 0 » 48640 
1,80 0,57388 0,56786 
2,10 0,64962 0.64476 
2,40 0,72081 0.71741 
2,70 0,78787 0,7861? 
3.00 0,85124 0,85120 
3.30 0,86787 0,86740 
3 , 60 0,88347 0,88269 
3,90 0,89809 0,89712 
4,20 0,91177 0,91073 
4.50 0,92458 0,92358 
4,80 0,93659 0,93570 
5,10 0,94786 0,94714 
5,40 0,95846 0,95795 
5,70 0,96844 0.96818 
6,00 0,97786 0,97786 
6,30 0,98034 0,98027 
6 , 60 0,98266 0,98254 
6,90 0,98484 0.98469 
7.20 0,98687 0,98672 
7.50 0,98878 0.98863 
7,80 0,99057 0,99043 
8,10 0,99224 0.99213 
8,40 0,99382 0.99374 
8,70 0,99530 0.99526 
9,00 0,99671 0.99671 
9.30 0,99707 0,99706 
9,60 0,99742 0.99740 
9,90 0,99774 0.99772 
10,20 0,99805 0.99802 
10,50 0,99833 0,99831 
10,80 0,99860 0,99858 
11,10 0,99885 0,99883 
11,40 0,99908 0,99907 
11,70 0,99930 0.99930 
12,00 0.99951 0.99951 
[y] X 10, where [ ] is the greatest integer function. 
= r|] . 
= 'A' -
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III. A STOCHASTIC TRAVELING SALESMAN PORMULATim 
FOR OPTIMAL FIXATION PATTERNS 
A. Introductory 
In Chapter II, we provided a visual search model to predict search 
performance, in which targets are randomly placed in the visual field. 
But this model failed to incorporate considerations of efficiency that 
pertain to locating a critical target in minimum time or with minimum 
effort. Therefore, we will now investigate the feasibility of some 
optimal search techniques addressing the above considerations. A 
related model underlies the traditional "traveling salesman problem". 
Certain modifications of this problem aure needed, however, to adapt it 
to our visual search problem. These modifications involve the insertion 
of "capture" probabilities at the "cities" to be visited, and the adapt­
ing of the usual dynamic programming algorithm for the traveling sales­
man problem to this added stochastic feature. 
The traditional traveling salesman problem involves a general 
network of N+1 "cities". These "cities" are numbered 0 to N, and 
dj^j is the traveling time (cost) frcxti city C^ to city C^. A sales­
man would like to begin traveling at city C^ and to visit each one 
of the other N cities, with exactly one stay at each of these N 
cities C^,C2,...,Cj^. The problem is to find a route which has 
minimum total traveling time. This problem can be solved by a variety 
of approaches, which include a dynamic programming approach, vdiich we 
now describe (see also (8)). The objective function of the traveling 
salesman problem is given by 
20 
N—1 
F{k,,.,.,k^) — 2 d, , (3.1) 
i=0 i' i+1 
where = 0 and. (k^,...,k^) represents a permutation of the 
elements of = {C^,.. .,0^^}. Now, let denote a subset of 
and define 
f(Ci|Sj^) = , for and ^ C^, the minimum scheduled 
trip length from city C^, covering all the cities of 
®N- (Sx + Ce.}). (3.2) 
Then the recurrence relation of the dynamic programming formulation 
is given by 
f(C. |Sjj) = min(d_%^ + f(C%|SM + {cj)) (3.3) 
with boundary conditions 
f(Ci|Sjj-{Ci,Cj^}) = d^^ i ?î k 0 . (3.4) 
* 
Hence, the optimal trip length f of a complete trip is given by 
f = minCdg^ + f(Cj^|<{))) . (3.5) 
We denote by Tr(C^ ,... ,C^ ) the set of all permutations of the 
elements of {c, ,...,C. }. To justify the recurrence relation, let 
^1 
us consider the optimal value function 
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min(d . + iniii(d. + ... +d )) 
ID 3.^2 
min(d.. + ffCjlS^ + {C^}) 
(3.6) 
where • • • »Cj^ } = - (S^ + {C^}) and Tr^CC^ ,...,C^ ) is the 
set of all permutations of {C. ,...,C, } - {C.} with 
1 r J 
j Ç ... • 
Therefore, the optimal trip length can indeed be obtained by 
first computing 
f(Cll\ - [=1. Cy C„}) = - [c^, cj» 
where none of the subscripts Z ,  m and i equal each other, or 
zero, fran the boundary condition (3.4). We then compute 
f(C.|S - {c.,C ,C ,C }) from (3.7). By continuing in the same 1 w  ^ Xt il 
manner until f(C^|<j)) has been calculated for all i, the optimal 
trip length is given by (3.5). A corresponding optimal trip can be 
obtained by recursively recording the cities k vdiich minimize the 
right hand side of (3.3). 
B. The Finite Stochastic Traveling Salesman Problem 
In the previous section, we described the dynamic programming 
approach to solve the traditional traveling salesman problem, it is 
a "stochastic version" of it vdiich we shall now discuss. Let us 
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assume that "absorption probabilities" 1 - 0<P^<1, are 
attached to all cities C^, such that any trip reaching will 
terminate on the spot with probability 1 - P^. What we are seeking 
here is a scheduling of a trip, of a type described in the previous 
section, having minimum expected total traveling time. Thus, the 
problem is one of minimizing the objective function 
N-1 m 
F(k = 2 ( n P )(d^ ) (3.8) 
m=0 i=0 i m m+l 
over the permutations {k^,...,kjj) of (1,2,...,N). 
The form of (3.8) follows from the following considerations. 
Without loss of generality, let us consider 
N—1 m 
P(1,2,...,N) = S(np.){d ). (3.9) 
m=0 i=0 ' 
Let L be the random variable denoting the trip length of a planned 
trip; then we have 
P{L < *01 - €) = 1 - P, 
P(L < d^2 - G) = (I-PQJ + ^ - Vl 
P(L < d23 - €) = (I-Pq) + Pod-P^) + PoFl(l-F2) = ^"^2 
P(L < d 
- \-l,N ~ ^ Vl^2''"*^N-l 
Therefore, by the familiar link of the complementary cdf to expecta­
tion, the expected traveling time is computed by 
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E(L) = (1 - (l-PQ)).dQ^ + (1 - (l-PQP]^)).d^2 
+ (1 - (1-PqP^P2))*d23 
+ ... + (1 -
N—1 M 
which is (3.9). 
Let S„ and S,, be defined as in the previous section. Con-N M 
sider the optimal value function 
f(CilSj^) = , for € Sjj and C^, the minimum expected 
length of a scheduled trip from C^, covering, 
except possibly for early randomly determined 
termination, all the cities of + {c^}). 
(3.10) 
The recurrence formula similar to that in the previous section is 
given by 
£!Ci|s^) = P. + f(c^|S„ • [C.3))  ,  
(3.11) 
with the boundary conditions 
fCCilSjj - {C^,CJ^}) = i 5^ k ?£ 0 . (3.12) 
Thus, we have the optimal expected length of a trip 
f* = Pq min(d^^ + f(C^|<|>)) . (3.13) 
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To justify the recurrence formula, note that (3.12) is immediate 
since there is only one city to go to after C^, so that 
- CCi,<T,}> = ci-p^j-o 4-
= P.d.|^, i f k f 0. 
At the next stage, we consider 
ficjs^ - fCi.Cj.'Tc)' 
= min{(l-P^).0 + Pj. (l-Pj)dj^j + P\Pj(d^j+dj^), 
(1-P. ).0 + 
= mxn{P^d^^ + PiPjdj^, + PiPfc'^j} 
= P. min{d. . + Pjd.^, d^ + Pk\j} 
= P^min(d^ + fCC^JSjj - {C^,Cj^})), (3 
where none of the subscripts i, j and k equal each other, or 
zero. 
Similarly, we have, in general 
f(cjs„) = " ••• " \-i\ 
TT(Cj^, • • • ) 
= p. «in(dy f Pj + Wh * 
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= Pi + f(Cj|s^ + {c.})) 
= Pi niin(d.^ + f(Cj|S^ + [Cj)) , 
(3.15) 
^ere - (S^ + and TTj(C^^,...,C^ ) is 
the set of all permutations of {C. ,...,C, } - {c.} with 
«1 Kj. J 
j € » ^ 2 »•••» • 
We next exhibit a theorem which states that the ordinary and 
stochastic traveling salesman problems share the same optimal 
(scheduled) trips, vdienever all the P^'s have the same nonzero 
value. The theorem is established by noting that all minimizing 
solutions, at all steps of the dynamic programming iterations, 
coincide, 
Theorem 3.0. 
* 
I f  P ^ = P  ¥ 0, V i ,  t h e n  t h e  o r d i n a r y  a n d  s t o c h a s t i c  t r a v e l ­
ing salesman problems, with objective functions given respectively 
by (3.1) and (3.8), share the same set of optimal solutions. 
Let us consider an example. We have the matrix of traveling time 
for a network consisting of 4 cities, as shown in table 3.1, and a 
vector of capture probabilities 1. - P = (l-P^, 1-P^, l-P^, l-P^) ~ 
(0, 0.6, 0.5, 0.2) pertaining to cities i, for i = 0,1,2,3. 
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Table 3,1. 4x4 distance matrix 
X 0 1 2 3 
0 - 100 50 80 
1 40 - 20 80 
2 30 30 - 60 
3 20 10 10 -
By using the recursion relations (3.11) and (3.12), we can construct 
the optimal scheduled trip. Table 3.2 displays the calculations for 
the 4x4 matrix of table 3,1, yielding an optimal traveling sequence 
of  0 - ^ 2 ^ 1 - ^ 3 ,  
Table 3.2. Calculations yielding optimal solution 
Stage 1 
f(ll{2}) = P^d^2 = 0.4 x 80 = 32 (l-»3) 
f(l|(3}) = P^d^2 = 0.4 X 20 = 8 (1+2) 
f(2|{l}) = ^ 2^23 = 0.5 X 60 = 30 (Z»3) 
f(2|[3]) = = 0,5 X 30 = 15 (2+1) 
f(3!{l}) = P^d^2 = 0.8 X 10 = 8 (3+2) 
f(3|{2}) = Pgdg^ = 0,8 X 10 = 8 (3+1) 
Stage 2 
f (ll<j>) = ^2^23' *^13 ^3^32^ 
= 0,4 min(10 + 30, 80 + 8) 
= 20 (1+2) 
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Table 3.2. (continued) 
f (2|<j>) = Pg inin(d2j^ + dgS ^3^31 
= 0.5 min(30 + 32, 60 + 8) 
= 31 (2»1) 
f(3|<j>) = P^ minCd^j^ + P^d^g' ^ 32 ^2*^21 
= 0.8 min(10 + 8, 10 + 30) 
= 14.4 (3^1) 
Stage 3 
f* = 1.0 min(dQ^ + f(l|*), dQ2 + f(2|<j», d^^ + f(3|*)) 
= min(100 + 20, 50 + 31, 80 + 14.4) 
= 81 (0^2) 
Optimal scheduled trip; 0 ->• 2 -»• 1 ^  3 
Expected length of the scheduled trip length; 81 
* 
Before proving a theorem under the assumption that d^^ = d 
for all i and j, let us state a result due to Smith (24) indicating 
circumstances under which an optimal trip schedule is easily identified. 
Theorem 3.1. (Smith) 
* 
A sufficient condition that P(Q ) < F(Q) for all permutations 
Q of n objects is that 
(a) there is a real-valued function g of ordered pairs of 
elements, such that, if Q is any permutation and Q* the 
permutation obtained from Q by the interchange of the i^ 
amd (i+l)st elements, then F(Q) < F(g' ) if 
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* th tifl (b) Q is such that the i objects precedes the j object 
i f  g ( i , j )  <  g{ j , i ) .  
Note that if g is a function of only one of the elements, then 
* til th (b) becomes; Q is such that the i object precedes the j object 
if g(i) < g(j). 
Now, we prove the following theorem; 
Theorem 3.2. 
* 
If d^j = d,VO<i<N, 0<j<N, then the objective function 
* * * 
(3.8) is minimized by any permutation (k^, k^, ..., k^), such that. 
1 2 3 ^ 
Proof; Without loss of generality, we will show that the scheduled 
trip Q = (1,2,3,... ,N) minimizes the objective function F in (3.8) 
if < ^ 2 < ... < Pjj. 
If dj^j = d , ? i and j, then 
1 m 
F(1,2,3,...,N) = d Z ( n P ) . (3.16) 
m=0 k=0 
Let g* be the same scheduled trip as Q, except that cities 
i and i+1 are interchanged; then 
i i-1 
F(Q) - F(g') = n P - ( n P )(P ) 
k=0 ^  k=0 ^  
k=0 
hence, if P^ < P^^^^ we have F(g) < F(g'), and the scheduled trip 
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with city i preceding city i+1 is as good as or better than the trip 
with these two cities interchanged. Hence, theorem 3.1 yields the 
desired conclusion that em optimal scheduled trip can be completed by 
ordering the cities according to the magnitude of the P's. Q.E.D. 
This theorem shows that the trip should be arranged according 
to the magnitude of the P's if the traveling distance between cities 
is constant, which of course accords with one's heuristic expectations. 
C. The Finite Stochastic Traveling Salesman Problem 
in the Context of Visual Search 
We now apply the model described in Section B to the following 
situation. 
Consider a topologically structured visual field. The field might 
be a large wall of displays in the control room of a power station, 
a radar scope, or even a terrain. An observer is to scan the visual 
field with N "targets" (displays, dials, etc.) that are 
placed in the visual field. Let us assume that each target will turn 
critical at randan, i.e., for taurget T^, there is a probability 
@2 that it will become critical, and we further assume the probability 
that an observer will detect target T^ given that it is critical is 
q7. Then the probabilily of identifying target T^ as critical given 
that it is fixated by the observer is x gV. We denote by 
1 - = P^ the probability that the observer will not identify 
target T^ as critical. Let d^^ be the time of eye-movement from 
tiarget T^ to target T^ and e^ be the eye-fixation time to 
identify target T^. Thus, we have a matrix D = (d. .) of eye-travel­
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ing times between targets to describe eye-movement times and a vector 
(e^) of eye fixation times. Before starting the scan, the observer 
fixates a dummy target denoted by T^. 
During the process of scanning, each target will be fixated 
exactly once, and the scanning will be terminated as soon as the first 
critical target is located. Our objective is to determine the optimal 
planned sequence of fixations that will have minimum expected seeirch 
time. 
The objective function is analogous to the one in (3.8) and is 
given by 
N—1 m 
F(k ,k ,...,k ) = P e + S ( n p )(X . ), (3.17) 
 ^  ^  ^ ° ° m=0 i=0 \ ^ m'\+l 
where 
over the NÎ permutations, or sequences, ... ,1^^^) of the first 
N integers (1,2,3,...,N), where k^ = 0 and = 1 . 
The same approach as in Section B can be used to derive the form 
of (3.17), cind the algorithm developed in Section B is appropriate 
for this model. 
Theorem 3.3. 
If dj^j = oL,VO<i<N, 0<j<N, then the objective function 
* * * 
(3.17) is minimized by a sequence (k^,k2,...,kjj), such that 
\ * < ^ k * <  •••  <  • (3 . 1 9 )  
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Proof; By theorem 3.2. Q.E.D. 
Theorem 3.4. 
If = d!, TO < i < N, 0<j<N (for example, if d^^ = d ), 
and P^ = P, VO<i<N, then the objective function (3.17) is 
* * * 
minimized by a sequence (k^,k2,...,kjj), such that. 
t 
(3.20) 
1 2 3 N 
Proof; Prom (3.17), we have 
* * m F(1,2,...,N) = P e + £ (P )" (d. , ) 
° m=0 m' m+1 
* * m ' 
= * *o + ) (^m+l) • 
m=0 
Let 2 = (l,2,...,i,i+l,...,N) and Q = (1,2,...,i-l, i+1, i, 
i+2,...,N), then 
F(Q) - F(Q') 
* m • * i-1 • * i • 
= [ 2 (P ) (d_,) + (P r ^(d ) + (P ) (d..,) 
m=0 ^ 
* m • * m • * i-1 • 
+ ? - [ 2 (P ) <Vll' 
m=i+l m=0 
* i • * m • 
+ (P )^ (d  )  +  2  (P ) (d  _ ) ]  
^ m=i+l 
* i_i t * » I * f 
= (P ) (d. +P d.^^ - d.^^ - P d. ) 
* i_i » * « * 
= (P r (d^(l-P ) - d^+i(l-P )) » 
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* i_i * • • 
= (P -"(l-P )(di-di+i) . 
» « , 
Therefore, if < d^^^^ we have that P(Q) < F(Q ), and the order 
with i preceding i+1 is as good or better than the order with 
them interchanged. By Smith's theorem, the result follows. Q.E.D. 
Theorem 3.5. 
f\j * 
If dj^j = dj, VO<i<N, 0<j<N, then the objective func­
tion (3.17) is minimized by a sequence (k*, ...,k^), such that, 
1 2 ^ 
with all tcirgets of infinite index assigned to the end of the sequence, 
in arbitrary order. (Note if = 1, Vi = 1,...,N, then Theorem 3.5 
reduces to Theorem 3.4.) 
Proof; From (3.17), we have 
N-1 m , 
P(1,2,3,...,N) = P e + S ( n P )(d ..,) . 
° ° m=0 k=0 ^  
Let Q = (1,2,...,i, i+l,...,N) and Q= (1,2,...,i-l, i+1, i, 
i+2,...,N), then 
F(Q) - F(S') 
i-2 m , i-1 , 
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i-1 t t 
= (^n^P^) [(l-Pi^.i)(d^) - (l-P^Xd^+i)] ; 
hence, F(Q) < F(Q ) if 
(l-Pj^+l)(d^) < <l-Pi)<\+i) » (3.22) 
which reduces to 
4-% 
if and are not one. 
Therefore, if condition (3.22) is satisfied, the order with i 
preceding i+1 is as good as or better than the order with them inter­
changed. By Smith's theorem, the result follows. Q.E.D. 
Theorem 3.3 and Theorem 3.4 show that the optimal scheduled search 
sequence should be arranged according to the magnitudes of the P's 
and the d's, in a way which accords with one's heuristic expectations. 
Theorem 3.5 shows that the optimal scheduled search sequence depends 
essentially upon a ranking of the quantities ^ ^  , with a multipli­
cative interplay between the values of the d^ and the values of the 
1-P^, in a manner that is also heuristically plausible at least in a 
qualitative way. 
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D. The Stochastic Traveling Salesman Problem for a Countable 
Number of Cities with Infinite Horizon 
Any formulation of an "infinite" traveling salesman problem, 
whether stochastic or nonstochastic, must settle on the set of trips 
admitted into competition. 
Assumption (A-2a) below restricts the cardinality of the set of 
available cities to countability. Further, any nonfinite trip, 
calling, as it does, for an enumeration of cities to be visited, will 
involve a countable number of cities. Therefore, simply admitting 
to canpetition all nonfinite trips does achieve a natural extension 
of the property of the usual finite traveling salesman problem, that 
the cardinality of the number of cities included in any admissible 
trip equal the cardinality of the set of available cities. It is 
appropriate to note at this point that the set of trips thus admitted 
to competition, i.e., the set of countably infinite trips, will 
largely consist of trips that do not involve all cities. 
Let us consider an unbounded region, with a countable number 
of cities; S = {C^,C^,...,C^,...} and denote by d^^ the directed 
distance between two cities C^ and C^. To extend the finite horizon 
analysis to the infinite one, we begin with some basic definitions 
and assumptions. 
(D-1) denotes the circular region of radius (horizon A 
centered at C^, N(A) denotes the number of cities in 
and S^ denotes the set of cities in 
(D-2) A feasible trip is a trip for vrtiich no two adjacent 
consecutive cities are more than distance D apart. 
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(A-1) There is a sequence of horizons Aj^,A2,... , 
tending to infinity, such that there exists at least 
one feasible trip for each . 
n 
(A-2a) V C. and C., inf d.. = d > 0, and 
^ i,j 
{A-2b) sup = P < 1 . 
By (A-2a), N(A) <ooyV A, and a finite dynamic programming algorithm 
cuialogous to that in Section B, but incorporating the notion of a 
feasible scheduled trip, may be applied for any The algorithm 
will involve the following functions f; for C. $ S.. c S. and 
1 M A„ 
n 
^A ~ the minimum expected scheduled trip length 
n 
possible for trips that 
(i) start at C^, 
(ii) traverse all the cities of , except cities in S^, 
n 
(iii) cure feasible. 
If there are no trips satisfying (i), (ii) and (iii), then 
^A is defined to equal infinity. 
n 
Functional equations analogous to (3.11) pertain to each of 
the horizon A : 
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where A(C^|Sjj) is the subset of - (S^ + {c^}), such 
n 
that < D, with the right hand side equal to infinity if 
A{Ci|Sjj) = <|) . Note that (A-2a) ensures that A(C^|Sj^) is finite 
(so that the use of 'tain" in (3.24) is justified), and (A-1) ensures 
that an algorithm analogous to that of Section B, using f's defined 
by (3.24) rather than f's defined in (3.11), will yield an optimal 
trip schedule. 
We now introduce the notion of a trip stub, and the notion of 
extendability. 
Given a trip T beginning at C^, an m-stub G^(T) of such 
a trip is the city sequence corresponding to the 
first m steps of the trip, in addition, a trip is (m,A) - extend-
cible if 0^(T) can be "extended" to a trip in 
Consider a sequence {A^(S^)} of horizons, such that there 
exists at least one feasible trip for Q that starts at C., 
and avoid S„. M 
Let be a subsequence of [A^(S^)} such that the following 
condition holds; 
Condition C 
If A is an arbitrary member of [A^}, there is an optimal 
* 
feasible trip , starting at C^^ and traversing all cities of Cl^ 
* ! • 
except cities in S„, and a stub a. of T, of size a. , such 
M '  A  A  ' A '  
that is ( |o^|, A) - extendable for all A following A in 
{A^}, and 10^1 tends infinity with A. 
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Now, we are able to prove the following lemma vrtiich will be needed 
to establish limiting versions of the functional equations. 
Lemma 3.1. 
Given € > 0, aA(e) 3 V A, with A > A > A(€), 
- fi(Ci|S„) < ( (3.25) 
Proof; Denote the expected value of the trip length of a scheduled 
trip T by E(L{T)). Then, 
= E(L(A^)) + EG 
= E(L(T~)) + [E(L(a^)) - E(L(T~))] + 6^ 
> E(L{T^)) + (-E^) + 
> ^(Ci|S^) - El 
where 
and 
N(A)^-1 m 
^1 = 2 ( ^ k ) 
m=|a^I i=0 i m m+1 
N (A)-%—1 m 
€- = 2 (H P.*)(d, *. * ) , 
m=|CT^| i=0 i m m+1 
with 
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and 
£c^., .... - s„ 
%^i' ••" \(S? ° 
But 
- -
< D(P) " /(1-P) . (3.26) 
- Ical+I 
Hence, A{€) may be selected as any A such that the D{P) / 
(1-P) is less than €. Q.E.D. 
Having established the previous lemma, we Eire able to prove the 
following convergence theorem for the optimal value function 
Theorem 3.6. 
Under Condition C of Lemma 3.1, f^yfC^jS^) converges with n 
n 
to a limit f^(Cj^|s^). 
Proof; From (A-1) and (A-2b) we know that f^, bounded; 
n 
therefore. 
limit = a < + 00 (3.27) 
n n 
and 
limit = a > 0 . (3.28) 
n ^ 
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Suppose that 
€ = a - a > 0 
by Lemma 3.1, ¥ A > A(€/2) and 7 A > A , 
- f&ICilSw) < s/2 . (3.29) 
By the definition of a, 
a A > A(€/2) ^ 
f A < a  +  €/1 0 ,  ( 3 . 3 0 )  
and, by the definition of a, 
aÂ > A 3 
f^ > a — €/10 
= a + 9/10 € . (3.31) 
Therefore, (3.30) and (3.31) imply that 
fx - fA > 8/10 € , (3.32) 
A A ' 
a contradition, since 
A > A > A ( € / 2 ) .  (3.33) 
Q.E.D. 
Theorem 3.7. 
Suppose that there is a sequence of horizons on which 
40 
Condition C preceding Lemma 3.1 is satisfied, for all the functions 
f appearing in (3.24). Then, the limits f^(C^|...) of these 
functions f satisfying the functional equation 
^ + Cep» (3.34) 
C^QV(CJS„) 
Proof; By the previous theorem, we have that 
min(dij^ + + {C^}) approaches 
C^€A(CJS„I 
^ C=i3' 
C,,€A(Ci|S„) 
as A tends to infinity on since 
c^avicjs^) 
the result follows. Q.E.D. 
Given (A-1), (A-2a), (A-2b), and (D-2), we now proceed to con­
struct a certain trip (C^C^D^E^,...), which will later be shown 
optimal in a certain class. 
* 
Condition (A-1) ensures that there is an optimal trip 
n 
for each A^. Further, from (A-2a) we know that there are only a 
finite number of cities within D of C^, say {c^,...,C^}; hence, 
the first city chosen for any A^-optimal trip will be chosen frcxn 
{C^,...,C^}, for n = 1,2,... Let c" be the first city (following 
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* 
C^) of a particular , and consider the infinite sequence 
n 
{C^}^_1, with C^€{C^, in which at least one city, say C^, 
appears infinitely often. Let D < < ... be a sub-
* 
sequence of Ag, Ag, ...» for vdiich the above particular 
n 
shows this as first city. Prom (A-2a), we know that there is 
only a finite number of cities within 2D of C^, from •vrtaich the 
first two cities are chosen for any horizon. Hence, for A^^, A^g, 
A^g, ..., there will be a finite set of pairs, say 
^*"1^1' ^1^2» ^l^S^ from among vdaich the first two cities are 
chosen for 4^, A^g, .... Denoting the corresponding sequence 
of initial city pair by {C^D^]^_^, at least one of the pairs, say 
C^Dj^, will appeeur infinitely often. 
lat 2D < Ag^ < A22 < ^ 23 ... be a subsequence of A^, A^2» 
A^g, ... for which an optimal trip shows this initial pair C^D^. 
Prom (A-2a), we know that there is only a finite number of cities 
within 3D of C , from which the first three cities are chosen for 
o 
any horizon, and there will be a subsequence 3D < A^^ < A^g < A^^ 
< ... of Agi# A22» A23* ••• which an optimal trip shows, say, 
^1^1^1' Continuing the process of selecting the cities in the same 
mamner, it is possible to identic a nonfinite trip 
* 
T = (C^C^D^E^ ) which is to be proven optimal within a certain 
class. 
t * 
The class S within which T is optimal is the class of non-
finite trips that are (m,A)-extendable for each member of a sequence 
{(i,Aj_)}T_^, vAiere {A^} is a subsequence of the Cantor sequence 
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Agg, Agg, ..•} corresponding to the sequences 
f'2„3:=r ... 
Theorem 3.8. 
(1) T*€S' 
(2) T€S* ^ E(L(T)) > E(L(T*)) 
Proof; (1) Show T €s ' .  
is the first city visited by an optimal trip for horizon 
^11' ^ 12' ^ 13' 
are the first two cities visited by an optimal trip for 
horizons Agg, A23' 
are first three cities visited by an optimal trip for 
horizons A^^, Agg, 
Therefore, is extendable to a trip (in fact, an optimal 
trip) in n. , Y n, and therefore, to a trip in O. , Vn, where 
In nn 
r 1 * (A^j is the Cantor sequence underlying the construction of T . 
In particular, C, is extendable to a trip in n. . In addition, 
^11 
CLD^ is extendable to a trip (in fact, an optimal trip) in D.. , 
 ^ ^2n 
V n, and therefore, to a trip in £5 , n > 2. In particular, C^D 
nn 
is extendable to a trip in Q. . Also, C.D.E. is extendable to 
^22 
trip (in fact, an optimal trip) in Q. , Y n, and therefore, to 
3n 
a trip in £2. , n > 3. In particular, C^D^^E^ is extendable to a 
nn 
* 
trip in Q. . Therefore, extending the above argument, T is 
^33 
(m,A)-extendable for each member of the sequence {(i,A^ ^ * 
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(2) Show T€S' -»-E(L(T)) >E(L(T*)). 
Suppose that there is a nonfinite trip = (C^D^D^ )€S*, 
such that, E(L(T*^)) <E(L(T*)); then we have E(L(T^)) - E(L(T*)) = 
- € < 0. Since T€S*, there is a sequence C(i,Aj^)} such that T 
is (m,A)-extendable for each (m,A) in {(i,^^)}, with {A^} a sub­
sequence of the Cantor sequence. Given Ç, there is an i(€) such 
that 
{—) • < €/10. (3.35) 
1-P 
In what follows, we denote A^^^j just by A . 
Let us define 
* 
= the i(€) - stub of trip T , 
= the i(€) - stub of trip 
= the extension of to A , 
= an optimal scheduled trip for the horizon A, 
starting at C^. 
Then, by (3.35), we have 
|E(L(a^)) - E(L(T* ) ) I  < €/10, 
|E(L(a^)) - E(L(T^ ) ) I  < €/10, 
|E(L(a^)) - E(L(T^))1 < €/10 , 
and 
(3.36) 
(3.37) 
(3.38) 
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|E(L(a^)) - E(L(T°^))| < Ç/10 . (3.39) 
The last inequality is guaranteed by the fact that A will be 
a horizon in the Cantor sequence at least as large as for 
which, therefore, the stub of length i is Hence, 
E(LCT^)) - E(L(T°^^)) 
= (E(L(T^)) - E(L(T*))) 
- (E(L((J^)) - E(L(T*))) 
+ {E(L(a^)) - ECLCT*^))) 
- (E(L{a^)) - E(L(T^))) 
+ {E(L(a^)) - E(L{T°^)) 
< - € + ( ^ ) = f | 6 < 0 ,  
•vrfiich contradicts the original premise that T°^ is optimal for 
G ,  
Theorem 3.9. 
^ E(L(T )) (3.40) 
on the Cantor sequence fA } . 
"• nn-^ 
Proof; Let A be an arbitrary member of {A^^}, and, as in the state­
ment of Theorem 3.8, define 
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= the optimal scheduled trip for the horizon A, 
starting at C^, 
and 
= the m-stub of the optimal scheduled nonfinite trip 
* 
T . 
Then, E(L(T°^^)) = f^, and, also given € > 0, 3 i(€) and 3 
|E(L(a,,^.)) - E(L{T°?^ ))1 < 6/2 
life; ^i(€) 
|E(L(T*)) - E(L(CT^JÇJ))1 < e/2 
. 1E(L{T*)) - E(L(T°P^ ))] 
^i(e) 
< |E(L{T*)) -E(L(CT^^ÇJ)) + |E(L(CT^JÇJ)) -E(L{T°^^ ))I 
< €. Q.E.D. 
Theorem 3.10. 
E(L(T*)) = f* (3.41) 
Proof; We note first that, with reference to Condition C, is 
to be taken here as c , and S., is to be taken as null. Moreover, 
o M 
the sequence {A^} may be taken to be the Cantor sequence {A^^}, 
with |a^| = n, so that Theorem 3.6 is applicable, yielding 
4 i V • 
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Moreover, from the previous theorem, 
f* > E(L(T*)) on . Û 11X1 
* * 
Therefore, E{L(T )) = f^ . Q.E.D. 
E. Finite Functional Approximation 
It is not practical to solve the functional equations in Section D 
explicitly analytically, we resort to a finite successive approximation 
algorithm to provide an approximate solution. The algorithm is de­
scribed below. 
* 
f = Pn min(d^. + P. min(d. . + ... + P. min(d. . 
~ ° °^1 ^1 ^1^2 Vm+1 
C €A(C ) C €A{C. |S ) C ÇA(C |S ) 
^1 ° ^2 ^1 m+1 m 
m+1 m 
and we can obtain S^, S^, S^, ..., with the help of the D 
restriction, where 
= {a with i^ e N and r = 1,... ,m-l|(^ = (C^,C , ...,C^ )} 
r X m 
= the set of all feasible m-stubs, 
and % = {l,2,...,n,...} . 
Therefore, consider 
IV = ^  i , + + (=1 3» 
m mm m+1 m+1 m 
Ci me. IBJ 
m+1 m 
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and 
f(C |S_^) = P min(a ^ ) , 
mm m+1 
C. A6 (C, |S„) 
m+1 m 
we have that f (C. IS ) and f(C. |s ) are within (P){-^ )D of 
~ " ^m 1-P 
each other. Now, considering 
fJ^i IVl^=^i i +^1 «^n{d. . 
m-1 m-1 m-1 m mm m+1 
IVi' =i ,^'^<=1 IV 
m m-1 m+1 m 
+f(Ci |S^+{C. }))) 
m+1 . m 
and 
L(Ci ^in(d. +P. min(d. )) , 
m-1 m—1 m-1 m mm m+1 
m m-1 m+1 m 
we have that f (C. S ^ ) and f (C. S , ) are within 00 1 ' m-1 1 , ' m—1 
m-1 m-1 
P^(-^)D of each other. 
1-P 
A  A A A  
Let T be the optimal finite scheduled m-stub (C^, C^, C^, 
A  A  
..., C^) obtained from A( • I • •. • ) through f ; then m iterations of 
* 
the above procedure shows that f^ and the expected length of the m-
stub T are within of each other. 
1-P 
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An example of a special configuration is given now, to show the 
feasibility of our model. Let us consider a region with a regular 
grid mesh size, as shown in Figure 3.1, so that the distance 
between any two adjacent cities is d. Assume that the capture 
probability attached to city i is 1 - = 1 - ^2(^1) ^ ' ? 
i = 1,2,.... Let the feasible distance D satisfy d < D < /2d and 
the sequence of horizons {A^} be {l.5d, 2.5d, 3.5d, ..., 
with £2^ being the square region centered at 0, of area 
n 
2 2 (2n+l) d . It is clear that (A-l) and (A-2a) are satisfied cuid also 
that sup P = sup(. " . ) = %- < 1. We now prove the following 
n>l ^ n>l ^ 
theorem. 
Theorem 3.11. 
* 
For any horizon the optimal scheduled trip T is 
(0->-l-»-2-»-3 ... -y N(A^) and the expected length E[L(T )] of 
N(A„)-1 
* 1 
T is d S ( 
m=0 (m+1)2 
Proof; In view of the special nature of and the feasibility 
n 
condition, any feasible trip (k^, k^, ..., k^^^^) has objective 
function 
d(Pi^ + Pv \ + ... + P_ P. ... P^. ). 
0 0 1 0 1 \(A)-1 
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3.1. Example of infinite grids and corresponding horizon 
sequence 
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Now, an obvious implication of Theorem 3.2 is that this objective 
function is minimized by a trip scheduling the cities in their 
natural sequence. Since such a trip is feasible, it is indeed 
optimal. Q.E.D. 
We note next, with reference to Theorem 3.6, as it pertains to 
f^, that Condition C holds, with both {A^(...)} and its subsequence 
{A^} simply set equal to {A^}, so that, indeed, f^ converges to 
a limit f on fA^} . 
00 *"11 
* 
In addition, with reference to the construction of T preceding 
Theorem 3.8, which yields in this case the natural ordered scheduled 
trip, all the subsequences involved, including the Cantor sequence, 
may be taken to be the sequence {A^} itself, and the competitive 
t 
class S is easily seen to be the set of all possible trips. This 
is because, for any trip, the stub of the first i cities clearly 
S 
will be extendable to horizon A^ . 
* 
Hence, Theorem 3.8 says, for the example, that T is globally 
optimal. 
Finally, Theorem 3.10 says, in this case as any other, that 
E[L(T*)] = f* , 
where a direct computation gives for the left hand side 
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IV. THE DISTRIBUTION OF SEARCH TIME 
A. Introductory 
Visual search consists of a sequence of eye fixations, for 
which it is important to describe the mechanism governing these 
successive fixations. In the previous chapter, a model was described 
in vdiich eye fixations are deterministic. In this chapter, deter­
ministic features of Chapter III are combined with stochastic ones of 
Chapter II, The time of a complete search and the wsdting time for 
locating the first critical target will be expressed in terms of certain 
random variables. Consider then an observer vdio fixates each target 
in a structured field, one after another, without returning to pre­
viously fixated targets. This is assumed to occur in a random msmner, 
meaning that the fixations will follow a discrete uniform distribution, 
all positions being equally likely to be fixated. We will call this 
search process a Randan-Search model. Of interest are the expected 
value and the variance of search time T for covering the entire 
field, and also the expected value of waiting time till first 
detection of a critical target, 
B, Search Time Formulation 
Consider a structured field with M targets and a matrix of 
* 
eye-movement times given by D = (d^), where d^ denotes the 
eye-movement time from target Z to target m. 
Define random variable = target number which is fixated on 
the i^ fixation, for which, under uniformity. 
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P(X^ = k) = i , i = 1, 2 , . . . , M 
k = 1,2,...,M ; (4.1) 
i.e., P(X^ = k) = probability that target k is fixated on the i^ 
fixation. 
Also, define a random variable = the time of eye-
movement from the i^ fixation to the (i+l)st fixation. Thus, 
P(D(X.  A - n&T , C-^) 
where 1 < i < M-1, 1 < i < M and 1 < m < M . 
Therefore, a complete search with search time T leads to 
M—1 
T = S where X^ = 0, P(X^ = 0) =1, where we assume that 
i=0 
the observer will be fixating on a dumny target "0" before starting 
the search. 
C. The Mean and the Variance of Search Time T 
The expected search time E(T) can be computed as 
M-1 
E(T) = E{ S D(X X T )) 
i=0 ^ ^ 
M—1 
= SE(D{X X )) 
i=0 ^ 
= E(D(X^.X.)) 4. Ve Zlg^lDtX^ = X.^^ = ml, 
cm 
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b M S d. m=l om (4.3) 
and the variance of the search time T is computed by 
M-1 
var(T) = var( S D(X.,X )) 
i=0 
M-1 
= 2 var(D(X ,X )) 
i=0 
+ 2 2 S cov(D(X^,X^_^^), D(Xj,Xj_j_^)) 
i+l<j 
M—1 
[var(D(XQ,X^^)) + Z var(D(X^,X^_^^))} 
i=l 
M-1 
+ {2 2 COV(D{XQ,X^), D(X^,X^_^^))} 
i—1 
+ [2 2 2 cov(D{X^,X^_j_^), D(X^,X^^^))} 
CXi<j 
1 M M 2 
= {[i( 2 D^(XQ=0,Xj^ = k) - ^( 2 D(XQ=0,X^^ = k)) )] 
k=l k=l 
M-1 
m 
^M(M-L) ^  ^  °(^I ^I+1 ^ 
Z^ 
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+ K 2 DKo=0, X^ = 10D(X^ = k, X ^ ^ Z )  
MX 
+ Z Z ZD(X =0, X =K)D(X =I ,  X =M)] 
k i m 
k?(yg^ 
i^l 
1 ^ 
- -^( 2 D(X =0, X =k))(2 2D(X =X, X =M))} 
M k=l z ra ^ ^ Z 
M-2 
+ 2{ 2 E(D(Xj,Xj_^^) . D(Xj+i,Xj+2)) 
j-1 
-  Z S E(D(X..X.^^) .  D(X^,X^^^)) 
3 k 
j+l<k 
- '"i^xsôbrf 
Z¥^ 
1 M M 
Jl^ 
y¥Z k^ijto 
z^ 
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yB III n 
2M{M-1) ^  f f ^  ("^np) 
^ m n p 
- T" ®  ^
2M (M-l) z m ^ 
z^ 
iC /> iC  ^Itl 
WZ k^/g^ 
ZM 
^ M (M-l) p ^ A ni n 
Z'Mfn 
% m n p 
D. Waiting Time Formulation 
Consider that, during random fixation, the observer will stop the 
search if a critical target is detected. The waiting time T^ to 
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first detection is given by 
M-1 m 
•^1.= 
m=0 1=0 
where I(X^. = k) = f 1 with probability 
0 with probability 1-P^ , 
i = 1,2,...,M, k = 1,2,...,m, I(X^) = 1 and 0 < < 1 . 
We are chiefly concerned with the expectation E(T^) of T^; 
ElV = E(VD(X„,X ) (  S I(X») 
m=0 1=0 
' m=0 1=0 
wz 
M(M-1)(M-2) I ^  
+ ... + i:^) S S ... 2 S (d ) ... P ) . (4.5) 
^ • k i  r s " ^ ^  
kj^iji.. .?5r5^s 
Hence, if P^ = P, "tf i = l,...,M, and d^^ = I, Y i = 0,.. .,M and 
j = 0,1,...,M, then 
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E ( T ^ )  = 1 + P + P ^ + . . .  +  
M-1 
= (1 + P + ... + P ) 
= d-p") 
1-P ' 
which is the expected value of a finite geometric distribution. There­
fore, for constant value of eye-movement time and detection prob­
ability, there is no difficulty in calculating the expected waiting 
time until the first detection. Unfortunately, in most applications, 
this simplified version does not apply; a computational method deal­
ing with this complication is dealt with in the next section. 
E. Monte Carlo Method 
We have described a search model with random stopping in Section 
D, and have shown that the corresponding calculation task can become 
effectively impractical. One alternative is to use simulation. 
To describe the general setting, we are given a response variable 
Y, which is influenced by several other variables, X^, X^, ..., X^; 
we denote these collectively by X. These variables are often random 
variables. We then investigate the distribution of Y in terms of 
X, and we are interested, in particular, in such quantities as the 
quantiles of Y, expected value of Y, etc. That is, we seek to find 
characteristics of the probability distribution of 
Y = g(X) (4.6) 
where g is presumed known but is a complicated function. 
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As a special application of the "control variable" technique of 
simulation (related to the ideas of double sampling and regression 
estimation in statistics), we propose investigating the distribution 
of y = g(X) through the distribution of a related but simpler 
* 
random function Y = g(X). 
* 
In the present situation, Y and Y are given, respectively, 
by 
M-1 m 
m=0 i=0 
and 
* M-1 m 
T = 2 ( n (I{X ))) (4.8) 
m=0 i=0 
We proceed as follows, in estimating the quantiles, say the .5 
quantile g g, of the distribution of T^. 
* 
We generate 50 pairs of quantiles (Q g, Q ^), respectively for 
* * 
and for , These values Q ^ and Q ^ are themselves • 
statistical estimates of the corresponding population quantiles, 
based respectively on two empirical distributions of 100 waiting times, 
* 
and based on the same random determinations of fixation 
sequence and target detection, 
* 
For these 50 pairs (Q 5» Q 5), we assume a "population" regres­
sion; 
E(Q 510*5) = Hg ^ + e(Q*5 - (4.9) 
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where jj. and |i * are the expected values of the quantiles 
^.5 ^.5 
* 
of the distributions of Q ^ and Q ^ respectively and g is a 
constant. The estimated regression function of (4.9) is given by 
ÎQ 5 = 8.5 B(Q*5 - B%l (4.10) 
A S'g.5-g.5'e.5 
Z(G.5-G.5) 
where P = _ * _* g 
Since 
' ' ^ 2  s  *  • V5' * - C5' 
' "e.s * - ng.^), 
A * 
[i is an unbiased estimate of E{g |g ), and also 
a 5 .s .a 
Îq ^ = S 5 + - 5*5) (4.11) 
is an unbiased estimate of p. . 
2.5 
With the hope that the bias in , as an approximation to the 
true 0.5 quantile of T^, is similar to the bias in , as an 
approximation to the true 0.5 quantile of T^, the utilization of 
* 
(4.11) with the true 0.5 quantile of T substitute for |i * yields 
" ^0.5 
a satisfactory approximation of the true 0.5 quantile of T^, 
An example of 21 targets (including dummy target 1 ), with the 
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matrix of eye-movement times being shown in Table 4,1 is now given. 
The data and results of the analysis are illustrated by Table 4.2, 
Figure 4.1, and the Appendix, with 
P = (1.0, 0.95, 0.92, 0.90, 0.90, 0.89, 0.85, 0.98, 0.99, 0.90, 
0.80, 0.95, 0.90, 0.97, 0.96, 0.88, 0.90, 0.90, 0.89, 0.95, 
0.9). 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
18 
19 
20 
21 
The eye-movement time matrix 
1 2 3 4 5 6 7 8 9  1 0  
0.0 13.0 
13.0 0.0 
2.0 10.0 
29.8 37.0 
4.1 8.0 
15.0 99.0 
20.0 12.0 
12.0 66.0 
9.0 31.0 
7.0 85.0 
16.0 11.0 
10.0 12.0 
12.0 15.0 
9.0 23.0 
9.0 35.0 
22.0 32.0 
12.0 5.0 
11.0 19.0 
10.0 18.0 
9.0 1.5 
37.0 74.0 
2.0 29.8 
10.0 37.0 
0.0 19.0 
19.0 0.0 
34.0 11.0 
45.0 16.0 
14.0 26.0 
17.0 33.0 
17.0 25.0 
14.0 10.0 
11.0 28.0 
16.0 24.0 
26.0 23.0 
26.0 13.0 
20.0 36.0 
19.0 32.0 
13.0 12.0 
3.0 16.0 
27.0 1.5 
29.0 15.0 
27.0 3.5 
4.1 15.0 
8.0 99.0 
34.0 45.0 
11.0 16.0 
0.0 24.0 
24.0 0.0 
4.1 35.0 
2.5 12.0 
28.0 11.0 
18.0 23.0 
21.0 18.0 
26.0 25.0 
13.0 28.0 
18.0 7.5 
25.0 23.0 
10.0 14.0 
16.0 22.0 
28.0 20.0 
20.0 2.3 
13.0 29.0 
20.0 11.0 
20.0 12.0 
12.0 66.0 
14.0 17.0 
26.0 33.0 
4.1 2.5 
35.0 12.0 
0.0 26.0 
26.0 0.0 
19.0 17.0 
18.0 15.0 
19.0 13.0 
10.0 28.0 
20.0 4.0 
11.0 22.0 
22.0 14.0 
16.0 15.0 
16.0 26.0 
15.0 25.0 
14.0 18.0 
18.0 12.0 
6.0 29.0 
9.0 7.0 
31.0 85.0 
17.0 14.0 
25.0 10.0 
28.0 18.0 
11.0 23.0 
19.0 18.0 
17.0 15.0 
0.0 12.0 
12.0 0.0 
21.0 5.7 
4.0 11.0 
19.0 9.0 
16.0 19.0 
3.5 10.0 
17.0 10.0 
24.0 20.0 
11.0 16.0 
22.0 11.0 
20.0 23.0 
15.0 13.0 
62 
11 12 13 14 15 16 17 18 19 20 31 
16.0 10.0 12.0 9.0 9.0 22.0 12.0 11.0 10.0 9.0 37.0 
11.0 12.0 15.0 23.0 35.0 32.0 5.0 19.0 18.0 1.5 74.0 
11.0 16.0 26.0 26.0 20.0 19.0 13.0 3.0 27.0 29.0 27.0 
28.0 24.0 23.0 13.0 36.0 32.0 12.0 16.0 1.5 15.0 3.5 
21.0 26.0 13.0 18.0 25.0 10.0 16.0 28.0 20.0 13.0 20.0 
18.0 25.0 28.0 7.5 23.0 14.0 22.0 20.0 2.3 29.0 11.0 
19.0 10.0 20.0 11.0 22.0 16.0 16.0 15.0 14.0 18.0 6.0 
13.0 28.0 4.0 22.0 14.0 15.0 26.0 25.0 18.0 12.0 29.0 
21.0 4.0 19.0 16.0 3.5 17.0 24.0 11.0 22.0 20.0 15.0 
5.7 11.0 9.0 19.0 10.0 10.0 20.0 16.0 11.0 23.0 13.0 
0.0 12.0 22.0 11.0 31.0 5.5 27.0 13.0 35.0 17.0 18.0 
12.0 0.0 14.0 6.5 14.0 32.0 20.0 28.0 33.0 22.0 21.0 
22.0 14.0 0.0 15.0 25.0 11.0 2.0 19.0 30.0 27.0 17.0 
11.0 6.5 15.0 0.0 21.0 16.0 13.0 15.0 19.0 16.0 31.0 
31.0 14.0 25.0 21.0 0.0 4.2 21.0 12.0 10.0 25.0 24.0 
5.5 32.0 11.0 16.0 4.2 0.0 11.0 17.0 19.0 24.0 20.0 
27.0 20.0 2.0 13.0 21.0 11.0 0.0 18.0 27.0 23.0 15.0 
13.0 28.0 19.0 15.0 12.0 17.0 18.0 0.0 20.0 1.0 18.0 
35.0 33.0 30.0 19.0 10.0 19.0 27.0 20.0 0.0 22.0 11.0 
17.0 22.0 27.0 16.0 25.0 24.0 23.0 1.0 22.0 0.0 10.0 
18.0 21.0 17.0 31.0 24.0 20.0 15.0 18.0 11.0 10.0 0.0 
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Table 4.2. 0.5^ quantiles of waiting time distributions of T 
- < 
* * 
2.5 2.5 2.5 2.5 
7.17 138.00 7.11 138.00 
7.45 140.00 8.50 157.00 
8.20 151.00 5.41 105.00 
6.16 126.00 8.70 155.00 
6.45 140.00 7.89 145.00 
6.27 117.00 5.75 106.00 
7.30 125.00 7.56 137.00 
8.29 147.00 6.81 131.00 
7.25 132.00 6 .  60 123.00 
7.44 134.00 4.42 87.00 
6.41 127.00 5.81 111.00 
6.77 126.00 6.67 133.00 
7.64 128.00 5.93 101.00 
6.24 110.00 7.45 127.00 
5.21 87.00 6.67 115.00 
6.33 116.00 7.73 148.00 
6.40 121.00 6.06 114.00 
6.13 123.00 7.75 151.00 
5.82 121.00 6.76 120.00 
6.33 105.00 5.41 113.00 
6.80 127.00 5.18 97.00 
6.09 125.00 5.88 115.00 
5.09 100.00 5.84 105.00 
6.75 128.00 5.33 95.00 
7.77 160.00 5.30 80.00 
The regression equation is 
S = 7.89 + 17.5 Q* 
^.5 
R-squared = 82.1 percent 
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.th 0.5 Quantile, Q ^ 
Figure 4.1. Scatter plot and regression line for data of Table 
4.1. 
65 
V. BIBLIOGRAPHY 
1. Baker, K. R. 1974. Introduction to Sequencing and Scheduling. 
John Wiley and Sons, Inc., New York. 305 pp. 
2. Bellman, R. E. 1957. Dynamic Programming. Princeton University 
Press, Princeton, New Jersey. 342 pp. 
3. Bellman, R. E. 1967. "Dynamic programming treatment for the 
traveling salesman problem". Association for Computing Machinery 
9:61-63. 
4. Blackwell, D. 1962. "Discrete dynamic programming". Ann. Math. 
Stat. 33:719-726. 
5. Bloomfield, J. R. 1973. "Experiments in visual search". Pages 
1-25 in Visual Search. National Academy of Sciences, Washington, 
D.C. 
6. Carter, R. C. 1982. "Search time with a color display; Analysis 
of distribution functions". Human Factors 24:203-212. 
7. Christofides, N., and S. Eilon. 1972. "Algorithms for large-
scale traveling salesman problems". Oper. Res. Quart. 23:511-518. 
8. Conway, R. W., W. L. Maxwell, and L. W. Miller. 1967. Theory 
of Scheduling. Addison-Wesley, Reading, Massachusetts. 294 pp. 
9. de Guenin, J. 1961. "Optimum distribution of effort: An exten­
sion of the Koopman basic theory". Oper. Res. 9:1-7. 
10. Derman, D., and M. Klein. 1966. "Surveillance of multi-component 
systems : A stochastic traveling salesman's problem". Nav. Res. 
Logist. Quart. 13(2):103-111. 
11. Dobbie, J. M. 1963. "Search theory; A sequential approach". 
Nav. Res. Logist. Quart. 10(4);323-334. 
12. Enoch, J. M. 1960. "Natural tendency in visual search of a 
complex display". Pages 187-193 in A. Morris and E. P. Home, 
eds. Visual Search Techniques. National Academy of Sciences, 
Washington, D.C. 
13. Jenkyns, T. A. 1979. "The greedy traveling salesman's problsn". 
Networks 9(4):363-373. 
14. Kao, Edward P. C. 1978. "A preference order dynamic program for 
a stochastic traveling salesman problem". Oper. Res. 26(6):1033-
1045. 
66 
15. Kleijnen, J. P. C. 1974. Statistical Technicpies in Simulations 
(Part I). Marcel Dekker, New York. 285 pp. 
16. Leipala, T. 1978. "On the solutions of stochastic traveling 
salesman problems". European J. Oper. Res. 2(4);291-297. 
17. Marita, A. 1965. "Dynamic programming for countable state sys­
tems". Sankhya, Ser. A, 27;241-248. 
18. McGill, W. J. 1960. "Search distributions in magnified time". 
Pages 50-58 in A. Morris and E. P, Home, eds. Visual Search 
Techniques. National Academy of Sciences, Washington, D.C. 
19. Morawski, T., C. G. Drury, and M. H, Karwan. 1980. "Predicting 
search performance for multiple targets". Human Factors 22;707-
718. 
20. Morris, A., and E. P. Home. 1960. Visual Search Techniques. 
National Academy of Sciences, Washington, D.C. 256 pp. 
21. National Academy of Sciences. 1973. Visual Search. NAS, 
Washington, D.C. 150 pp. 
22. Papadimitriou, C, H., and K. Steiglitz. 1978. "Some examples of 
difficult traveling salesman problems". Oper. Res. 26(3);434-
443. 
23. Rau, J. G. 1971. "Minimizing a function of permutations of n 
integers". Oper. Res. 19(2);237-240. 
24. Smith, W. E, 1956. "Various optimizers for a single-stage 
production". Nav. Res, Logist. Quart. 3(l);59-66. 
25. Snedecor, G. W., and W. G. Cochran. 1967. Statistical Methods. 
6th ed. The Iowa State University Press, Ames, Iowa. 593 pp. 
26. Synder, H. L. 1973. "Dynamic visual search pattern". Pages 
51-63 in Visual Search. National Academy of Sciences, Washington, 
D.C. 
27. White, D. J. 1978. Finite Dynamic Programming. John Wiley and 
Sons Ltd., New York. 204 pp. 
28. William, L. G. 1966. "Target conspicuity and visual search". 
Humcin Factors 8; 80-92. 
67 
VI. ACKNOWIEDQIENTS 
The research and writing of this thesis is a lengthy process and 
several people influenced the finished product. I wish to thank my 
major advisors Dr. H. T. David (Statistics) and Dr. S. K. Adams (Indus­
trial Engineering), whose guidance, encouragement, and extreme patience 
provided my desire in higher learning. I am grateful to Dr. K. L. 
McRoberts (Chairman, Industrial Engineering) for his special support 
from the Industrial Engineering Department. For their encouragement 
I also thank the committee members. Dr. H. D. Meeks and Dr. V. A. Sposito. 
I express my appreciation to Sharon A. Shepard for her typing effort. 
68 
VII. APPENDIX 
Table 7.1, Regression output for example in Chapter IV 
* A 
1 7,17 138.00 133.11 
2 7.45 140.00 138.00 
3 8,20 151.00 151,08 
4 6.16 126.00 115.48 
5 6.45 140.00 120.54 
6 6.27 117.00 117.40 
7 7.30 125.00 135.38 
8 8.29 147.00 152.66 
9 7.25 132.00 134.51 
10 7.44 134.00 137.82 
11 6.41 127.00 119.85 
12 6.77 126.00 126.13 
13 7.64 128.00 141.31 
14 6.24 110.00 116.88 
15 5.21 87.00 98.90 
16 6.33 116.00 118.45 
17 6.40 121.00 119.67 
18 6.13 123.00 114.96 
19 5.82 121.00 109.55 
20 6.33 105.00 118.45 
21 6.80 127.00 126.65 
22 6.09 125.00 114.26 
23 5.09 100.00 96.81 
24 6,75 128.00 125.78 
25 7.77 160.00 143.58 
26 7.11 138.00 132.06 
27 8.50 157.00 156,32 
28 5.41 105.00 102.39 
29 8.70 155.00 159.81 
30 7.89 145.00 145.67 
31 5.75 106.00 108.33 
32 7.56 137.00 139.92 
33 6.81 131.00 126.83 
34 6 . 60 123.00 123.16 
35 4.42 87.00 85.12 
36 5.81 111.00 109.38 
37 6.67 133.00 124.38 
38 5.93 101.00 111.47 
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Table 7.1. (continued) 
* 
9.5 2.5 
A 
39 7.45 127.00 138.00 
40 6.67 115.00 124.38 
41 7.73 148.00 142.88 
42 6 . 06 114.00 113.74 
43 7.75 151.00 143.23 
44 6.76 120.00 125.95 
45 5.41 113.00 102.39 
46 5.18 97.00 98.38 
47 5 . 88 115.00 110.60 
48 5.84 105.00 109.90 
49 5.33 95.00 101.00 
50 5.30 80.00 100.48 
