Abstract-We present OptEx, a closed-form model of job execution on Apache Spark, a popular parallel processing engine. To the best of our knowledge, OptEx is the first work that analytically models job completion time on Spark. The model can be used to estimate the completion time of a given Spark job on a cloud, with respect to the size of the input dataset, the number of iterations, the number of nodes comprising the underlying cluster. Experimental results demonstrate that OptEx yields a mean relative error of 6% in estimating the job completion time. Furthermore, the model can be applied for estimating the cost optimal cluster composition for running a given Spark job on a cloud under a completion deadline specified in the SLO (i.e., Service Level Objective). We show experimentally that OptEx is able to correctly estimate the cost optimal cluster composition for running a given Spark job under an SLO deadline with an accuracy of 98%.
I. INTRODUCTION
Optimizing the cost of usage of cloud resources for running data-intensive jobs on large-scale parallel processing engines is an important, yet relatively less explored problem. Cloud service providers, like Amazon, Rackspace, Microsoft, etc., allow users to outsource the hosting of applications and services to a cloud using clusters of virtual machine instances. The cloud service providers charge a service usage cost to the user on the basis of the hourly usage [1] of the virtual machine instances. The cloud service providers present the users with a variety of virtual machine instance types to choose from, such as micro, small, large, etc., for Amazon Ec2 [1] . Each virtual machine instance type has a different specification, in terms of CPU, I/O, etc., and different hourly usage cost. The cost optimal cluster composition specifies a number of virtual machine instances (of different virtual machine instance types), that enable execution of the given job under the SLO (i.e., Service Level Objective) deadline, while minimizing the service usage cost. However, the current state-of-the-art [2, 3, 4] cluster provisioning solutions do not ensure that a given SLO deadline for job execution is satisfied, while at the same time above service usage cost is minimized.
We present OptEx 1 , a closed-form job execution model for Apache Spark [5] , a popular parallel processing engine. OptEx can be used to determine the cost optimal cluster composition, comprising virtual machine instances provided by cloud service providers, like Amazon, RackSpace, Microsoft, etc., for executing a given Spark job under an SLO deadline. As far as we know, OptEx is the first work that analytically 1 The project is partially supported by Army Research Office (ARO) under Grant W911NF1010495. Any opinions, findings, and conclusions or recommendations expressed in this material are those of the authors and do not necessarily reflect the views of the ARO or the United States Government. models job execution on Spark. OptEx analytically models the job completion time of Spark jobs on a cluster of virtual machine instances. It decomposes the execution of a target Spark job into smaller phases, and models the completion time of each phase in terms of: 1) the cluster size, the number of iterations, the input dataset size, and 2) certain model parameters estimated using job profiles. OptEx categorizes Spark applications into application categories, and generates separate job profiles for each application category by executing specific representative jobs. The model parameters for the target job are estimated from the components of the job profile, corresponding to the application category of the target job. Experimental results demonstrate that OptEx yields a mean relative error of 6% in estimating the job completion time.
Using the model of job completion time (OptEx), we derive the objective function for minimizing the service usage cost for running a given Spark job under an SLO deadline. The cost optimal cluster composition for running the target Spark job under the SLO deadline is obtained using constrained optimization on the above objective function. Experimental results demonstrate that OptEx is able to correctly estimate the cost optimal cluster composition for running a given Spark job under an SLO deadline with an accuracy of 98%. We also demonstrate experimentally that OptEx can be used to design an optimal schedule for running a given job on a given cluster composition under an SLO deadline.
Consider the use case where a web development company needs to run a Spark PageRank application to determine the most important web pages they developed over the years, using the infrastructure (cluster) provided by a popular cloud provider, like Amazon. Using state-of-the-art [2, 3, 4] prior experience-based provisioning techniques, the company may provision a cluster of 30 m2.xlarge Amazon Ec2 instances to run the Spark job, under an SLO deadline of 70 hours. In this case, they may end up actually finishing the job in 40 hours, incurring a service usage cost of $168.45 (at the hourly rate of 0.1403 using the pricing scheme from [1] ). However, with OptEx, the job would have completed in 60 hours using only 10 m2.xlarge Amazon Ec2 nodes, incurring just $84.18, while satisfying the deadline. Thus, OptEx helps minimizing the service usage cost without violating the SLO deadline.
The technical contributions of this paper are summarized as follows.
• We present OptEx, an analytical model for Spark [5] job execution.
• We provide a technique for estimating the cost optimal cluster composition for running a given Spark job under an SLO deadline, using the above model.
A. Motivation
Scaling out (i.e., adding nodes to the cluster) [6] is the common way of increasing the performance of parallel processing on the cloud. Cost is an important factor in scaling out, with the cost of cluster usage increasing linearly with the number of virtual machine instances in a cluster, evident from analysis of the Amazon Ec2 pricing policy [1] . Hence for minimizing the service usage cost, determining the optimal cluster size for executing a given job is of utmost importance. In the current state-of-the-art [2, 3, 4] , a cloud service consumer can choose the required cluster configuration in one of the following manners: 1) arbitrarily, or 2) make an informed decision using previous experience of running similar jobs on the cloud. However none of the above strategies ensure that the SLO deadline is satisfied, and at the same time the service usage cost is minimized. Elastisizer [6] is the only successful work in this direction, but it addresses Hadoop MapReduce and does not address Spark.
B. The OptEx Approach
OptEx decomposes a Spark job execution into different phases, namely the initialization phase, the preparation phase, the variable sharing phase, and the computation phase. Following an analytical modelling approach, OptEx expresses the execution time of each phase in terms of the cluster size, number of iterations, the input dataset size, and certain model parameters. Similar to the ARIA framework [7] , which applies profiling for scheduling Hadoop MapReduce jobs, OptEx estimates the model parameters with the components of the specific job profile corresponding to the application category of the target job. ARIA uses Hadoop-specific parameters for profiling [7] , and hence is unsuitable for application to Spark. OptEx considers job completion deadline as an SLO parameter [8, 9] , that acts as the constraint for minimizing the service usage cost. An objective function for the service usage cost is obtained based on the job execution model. Constrained optimization techniques [10] are applied on the objective function to estimate the cost optimal cluster composition for finishing a Spark job within a given SLO deadline.
II. SPARK JOB EXECUTION PHASES

Fig. 1: Phases in a Spark Job Execution Flow
We decompose a typical Spark job execution flow into logically distinct phases illustrated in Figure 1 . Each of these phases behave differently with respect to variations in the number of iterations, the cluster size, and the dataset size. The first phase in a Spark job is the initialization phase, which performs activities like class loading, symbol table creation, object initialization, function loading, and logger initialization. The second phase is the preparation phase, which is responsible for job scheduling, resource allocation, and context creation. The initialization and preparation phases are relatively invariant to changes in input variables [5] . The next phase is the variable sharing phase that deals with broadcasting or accumulating blocks of data from the Spark master to the workers.
Spark uses a novel in-memory data structure called the RDD (i.e., resilient distributed dataset) for fast and fault tolerant computation [5] . Internally, each Spark job is processed as a permutation of several unit RDD tasks (operations like flatmap, reduce, etc), that are executed in parallel on the worker nodes. Spark provides a wide range of built-in unit RDD tasks, packaged within several library modules [11] , like MLlib, Spark SQL modules, etc. During the last phase, i.e., the computation phase (Figure 1 ), the given application makes calls to methods from the above library modules, which in turn triggers the respective unit RDD tasks on the workers. The computation phase comprises: 1) the communication phase that communicates the intermediate variables among the workers, and 2) the execution phase that involves the actual execution of the unit RDD tasks on the workers. The lengths of the variable sharing phase and the computation phase monotonically increase with the input variables, i.e., the number of iterations, the cluster size, and the dataset size [5] . In particular, the variable sharing phase and the computation phase are repeated under iterations, and the lengths of the above phases increase with respect to number of iterations.
III. APPLICATION OF PROFILING FOR ESTIMATING THE MODEL PARAMETERS
The most common technique for estimating the performance of a given job [7, 12] is using a standard profiling tool, that measures real-time performance statistics, to generate job profile for the target job using a representative job. OptEx categorizes Spark applications, and uses profiling to generate separate job profiles for each application category with representative jobs for each category. Components of the job profile are used as estimates for the model parameters of the target job.
A. Application Categorization
As discussed earlier, OptEx categorizes Spark applications into application categories, chooses a representative job for each category, and creates the job profile for that category using the respective representative job. Application categorization is a difficult open problem, dependent on the application domain, and beyond the scope of this paper. OptEx allows the developers to choose their own categorization scheme.
In this paper, we categorize Spark applications according to the category of library modules that an application uses. Each Spark application uses specific libraries depending on the business logic [5] . The Apache Spark distribution [11] currently organizes the library modules into following four categories: 1) Spark SQL, which supports Apache Hive or JDBC queries, 2) Spark Streaming, which comprises streaming applications, 3) MLlib, which supports machine learning, and 4) GraphX, which facilitates working with graphs and collections. Thus, OptEx uses four application categories, and a specific job profile for each category is obtained using a representative job for each category.
B. Choice of Representative Jobs For Each Category
The execution phase (Figure 1 ) of a Spark job comprises a permutation of low-level unit RDD tasks. We call an application a to be a representative job for a given job j, if: 1) the job a contains all the unit RDD tasks comprising the job j, and 2) if job j is iterative, a is also iterative, and vice versa. According to the given categorization scheme (Section III-A), OptEx categorizes applications on the basis of the Spark library modules they use. The Apache Spark distribution web page [11] describes an example application for each group of library modules. For a given application category, the respective example application is chosen as the representative job, under the given categorization scheme. By the design of the Spark libraries, these chosen jobs trivially satisfy the above two conditions for being a representative job.
The custom Spark application, mentioned as an example in the web page of Spark Streaming library [11] , is used as the representative job for the applications using the Spark Streaming. It runs on the Twitter dataset [13] , and lists the current tweets on a sliding window. Similarly, the representative application for the MLlib group of applications is the movie rating application MovieLensALS [11] . The input workload for the MovieLensALS applications is the MovieLens dataset made available by Netflix at grouplens.org [14] . PageRank is the representative application for the GraphX group of applications [11] . In the absence of an example application for the Spark SQL category, the widely used Big Data Benchmark [15] developed by AMPLab is used as the representative job for this category. It has been widely accepted as a benchmark for Spark SQL jobs [11] . A Spark job is typically written in a high-level language (like Scala, Python, etc.) internally executed in different phases ( Figure 1 ). The length of the initialization phase T Init and the length of the preparation phase T prep remain constant to variations in the input variables [5] . The length of the execution phase (T exec ) and the length of the variable sharing phase (T vs ) increase monotonically with respect to the input variables [5] . Thus, the length of these phases in the execution of a representative job (contained in the job profile) can act as the point of reference, i.e., baseline, for measuring the length of the corresponding phases in the target job. In this section, we elaborate how these baseline values in the job profile can be used for estimating the parameters of the model for each job phase.
C. Estimation of Model Parameters from the Job Profile
During profiling, the representative application a is run on a single node, and the length of the initialization phase, the preparation phase, the variable sharing phase, and the communication phase (Figure 1 ) is recorded in the job profile. The length of the above phases in the job profile act as baseline values for estimating the lengths of the corresponding phases in a given target job. The length of the initialization phase T Init (Table II) and the length of the preparation phase T prep for a given job are directly estimated from the lengths of the corresponding phases in the job profile (since, as discussed in Section II, these phases remain constant with respect to the variations in the input variables). As elaborated in Section II, the length of the variable sharing phase T vs increases monotonically [5] with respect to the cluster size and the number of iterations. Hence, T vs is expressed as a function of:
• The input variable n represents the number of nodes.
• The input variable iter represents the number of iterations.
• The baseline value T baseline vs , contained in the job profile, representing the length of the variable sharing phase of the representative application. It is the baseline for estimating the length of the variable sharing phase T vs of a given target job.
The increase in the length of the variable sharing phase T vs , estimated relative to the baseline T baseline vs , in terms of the given values of the input variables n and iter (we compute the total duration of the variable sharing phase across all iterations), i.e., T vs is expressed as:
where iter is the number of iterations, n is the number of nodes, T baseline vs is the baseline value, and coeff is a coefficient term. The coefficient term coeff is empirically estimated during job profiling using curve fitting on the results of repetitive experiments with the representative job. The length of the computation phase T comp (Table I) . It serves as the baseline measure against which the length the communication phase T commn is estimated. The size s of the input dataset is given in bytes (for example, the size of the input for the wordcount application is given as the size of the input files). Since the length of the communication phase T commn increases with respect to the input variable s [5] , T commn is expressed as a product of the input dataset size s, a coefficient cf commn , and the baseline value T baseline commn , where cf commn and T baseline commn are obtained from the job profile. Again, the coefficient cf commn is empirically estimated in the profiling stage applying curve fitting on the outputs of experiments with the representative job. Thus,
As discussed in Section III-B, the execution phase of a Spark job comprises a permutation of unit RDD tasks. The OptEx job profile records the average running time M k a (Table I ) of each unit RDD task component k comprising the representative Spark application a. If there are multiple occurrences of an RDD task i in a, we consider the average running time for all occurrences of the task i. By design the representative job for an application category contains all the unit RDD tasks comprising any given job in that category. Hence, the length of the execution phase of the given Spark job is estimated as a function of the average running time M k a of each unit RDD task k in the job profile.
IV. DERIVATION OF THE SPARK JOB EXECUTION MODEL
A. Input Variables
OptEx accepts the following input variables: the size s of the input dataset in bytes, the number of nodes n in the cluster, and the number of iterations iter in the given job [5] . The number of iterations for an iterative Spark application is typically passed as a runtime argument by the developer [5] . Moreover, Spark applications typically have only few lines of code. Hence if we need to determine iter from the code, we do not require sophisticated techniques involving static analysis [16] . The other input variables, i.e., number of nodes n and input dataset size s, are also directly passed to the model as runtime arguments.
While modelling the estimated total completion time for the target job, the user provides an estimated upper bound for the number of iterations iter for the target job, as an input to the model. During the actual running time of the target job, the user provides the number of iterations iter exec as a runtime argument to the job [5] . The number of iterations iter exec provided in the running time may differ from the number of iterations iter provided in the modelling phase. The difference between iter exec and iter may cause: 1) unpredicted wastage of cluster resources, and 2) the failure to satisfy the SLO. In that case, the estimations need to be redone, with a new input value for the number of iterations. For multiple runs of the target job with different values of the runtime argument iter exec supplied by the user in each run, the maximum of the iter exec values, i.e., iter max exec , is supplied as the new input for the estimation. The estimation using the new value iter max exec amounts to computing the value of T Est from the Equation 8
with a time complexity of Θ 1 (since the degree of T Est is 1 [10] ), thus incurring negligible overhead.
B. Formulation of the Model
OptEx decomposes the job completion time into four phases (Figure 1) , and models the total job completion time T Est as the sum of the lengths of the component phases. Thus,
where T Init is the length of the initialization phase, T prep is the length of the preparation phase, T vs is the length of the variable sharing phase, and T comp is the length of the computation phase. As discussed in Section III-B, the execution phase of a given Spark job comprises a permutation of low-level unit RDD tasks. The number of unit RDD tasks n unit increases monotonically with increasing the input dataset size s and the number of iterations iter [5] . Hence, the number of unit RDD tasks n unit can be expressed as a function comprising the following terms:
• The size of the input dataset is denoted as s.
• The number of iterations in the job is given as iter .
• The baseline term for the number of unit RDD tasks is given as n baseline unit
. It is obtained from the job profile (Section III-C). Spark enables parallel execution by dividing the input dataset into partitions, and distributing the partitions/slices among the worker nodes [5] . n baseline unit directly corresponds to the number of partitions that the input dataset is comprised of. The number of partitions can be: 1) computed from the size s of the input dataset and the number of iterations iter [5] , or 2) programmatically provided as a parameter to the built-in transformation method used to create the RDDs from the input dataset [5] . For example, the Spark Wordcount program, working on input files from a HDFS backend, divides the input dataset into as many partitions as the number of HDFS blocks comprising the input files. Consider a Wikipedia dump [17] consisting of 164 files, where the size of each file is less than the HDFS block size. Hence the number of partitions, and in turn the number of unit RDD tasks is 164. Thus, the baseline n baseline unit is 164.
Thus, the increase of n unit , with respect to the above baseline n baseline unit , in terms of the parameters s and iter , is expressed as
As discussed already in Section III-C, the length of the initialization phase T Init and the length of the preparation phase T prep are directly estimated from the corresponding components in the job profile (Section III-C). As discussed in Section II, the length of the variable sharing phase T vs and the length of the computation phase Equation 3 comprises the actual execution of k RDD operations comprising the job on the worker nodes (Section III-C). T exec depends on various factors [5] : 1) the running times of the unit RDD tasks comprising the given job, 2) the number of iterations iter , 3) the number of stages in the job, 4) parallelization of the job across the worker nodes, and 5) sharing of the RDD variables across the cluster. Hence, execution phase length T exec is expressed as the sum over the estimated computation times of all unit RDD tasks comprising j, along with coefficients accounting for the above factors. Thus, the length of the execution phase T exec of job a, without taking into account the parallelization factor n, is given as:
where n unit is the number of unit RDD tasks given in Equation 4, M k a is the average job execution time of a unit RDD task k comprising the job a, and iter is the number of iterations in the job.
Following prior work on modelling execution of parallel tasks [7] , the overall length of the computation phase T comp is divided by the factor n, taking into account the parallelization of the across the n worker nodes. Thus, the computation phase is rewritten as the sum of its two components, divided by n:
Combining the Equations 2, 5, and 6, we get
where n unit is the number of unit RDD tasks given in Equation 4 , and A = Finally, combining the Equations 1 and 7 in Equation 3, the estimated total completion time for the target job is given as
where n unit is the number of unit RDD tasks given in Equation . Table III shows the stepwise calculations for the length of the various phases in the estimated total completion time T Est for the MovieLensALS application, in standalone mode, with varying number of nodes n, and the number of iterations iter , on m1.large Ec2 instance.
V. ESTIMATION OF COST OPTIMAL CLUSTER
COMPOSITION
OptEx models the completion time T Est (Equation 8) of a Spark job on a cluster comprising virtual machine instances provisioned from a cloud service provider, like Amazon (EC2), RackSpace, Microsoft, etc. The OptEx model is further used to estimate the cost optimal cluster composition for running a given job on virtual machine instances provided by any cloud provider, under the job completion deadline specified in the SLO, while minimizing the service usage cost. Let the optimal cluster size be given as n = m t=1 n t , where n t is the number of virtual machine instances of type t (depends on the instance offerings of the chosen cloud provider), and m is the total number of possible machine instance types. Let total service usage cost of running the given job on the cloud be denoted by C. Let c t be the hourly cost of each machine instance of type t (depends on the current rates charged by the chosen cloud provider), and T Est be the estimated completion time of the given job (Equation 8). Our objective is to determine the cost optimal cluster composition for finishing the given Spark job within an SLO deadline with minimum service usage cost. This goal can be mathematically stated as: optimize the objective function
and obtain the cost optimal cluster composition, given as
under the constraint T Est < SLO , where SLO is the given deadline, and T Est is estimated using Equation 8.
We optimize the above objective function (Equation 9) and determine an optimal cluster configuration given by N t , under the constraint T Est < SLO. The above constraint involving T Est is described as a convex nonlinear function over n (Equation 8), and is twice differentiable with respect to n, i.e., both first and second derivatives of T Est exist with respect to n. The above optimization problem, for minimizing the cost C, under the nonlinear constraint T Est < SLO is solved using the Interior Point algorithm [10] . The solution to the above optimization problem enables: 1) estimating whether a given job will finish under the deadline SLO, 2) optimal job scheduling under the given deadline SLO, while minimizing cost C, and 3) estimating optimal cluster composition, given a cost budget C and an SLO.
VI. IMPLEMENTATION AND EVALUATION
A. Experimental Setup
The experimental setup consists of Apache Spark version 1.2.1, built-in within the Cloudera Express 5.3.1 package, on 
B. Experimental Procedure
We use the Interior point algorithm [10] from the Optimization toolbox of the Matlab version 2013b for solving the given non-linear convex optimization problem (Section V), and estimating the cost optimal cluster composition. We use the default FIFO scheduler. The average scheduler delay is 4 ms, and can be neglected relative to the other components of the execution time. The input workload for the MovieLensALS application is the 10-M MovieLens dataset obtained from grouplens.org [14] . PageRank is evaluated with the social network dataset for LiveJournal [17] , an online community comprising roughly 10 million members. The LiveJournal dataset has 4847571 nodes and 68993773 edges. The input workload for the Wordcount application are the Wikipedia dumps obtained from SNAP [17] .
C. Technique for Generating Job Profiles
For computing the job profile of a target given job j with respect to a virtual machine instance type t, we run the representative job a (Section III-B) for the application category corresponding to the target job j (Section III-A), on a cloud instance of type t in stand-alone mode with a benchmark workload [18] . We estimate the components of the job profile from the snapshots of the execution flow of the representative job obtained using YourKit Java Profiler [19] . To minimize overhead, YourKit is run in the sampling mode.
D. Accuracy of the Estimations Using OptEx
Being the first work in modelling Spark jobs, OptEx has no prior baseline to compare with. However, we demonstrate (see Figures 2 and 3 ) that OptEx provides accurate (i.e., average relative error 0.06) estimations of the job completion time against variations in all the input parameters of the model (i.e, against increasing size of dataset, number of nodes, and the number of iterations), and on applications of different categories. From the estimated completion time T Est and the recorded (i.e., observed) completion time T Rec , we compute the relative error RE = (T Est − T Rec )/T Rec . The Figures  2(a), 2(b) , and 2(c) illustrate the variations in the relative error RE , for the MovieLensALS, Wordcount, and PageRank applications, with increasing size s of the input dataset.
The figures 2(h), 2(d), 2(f), and 3(e) illustrate the variations in the relative error RE , for MovieLensALS, Wordcount, PageRank, and Logistic Regression, against varying cluster size n, in the stand-alone mode. The figures 2(e), 2(g), and 3(f) illustrate the variations in the relative error RE for the same applications, against varying number of iterations iter , in the stand-alone mode. Figures 2(i), 3(a), 3(c) , and 3(g) illustrate the variations in the relative error RE for the same applications with varying n in the YARN mode. Figures 3(b), 3(d) , and 3(h) illustrate the variations in the relative error RE for the same , where k is the total number of jobs submitted. The absolute differences between T Est and T Rec eliminate the signs in the error, and gives the magnitudes of the errors. The error values δ are given in the Table 3 (i). The average δ score for all the cases is 0.06, i.e., 6%.
E. Analysis of the Results
The magnitude of the relative error RE for the experiments with Wordcount, PageRank, and Logistic Regression applications, representing the Streaming and GraphX categories (Section III-A), in stand-alone mode, is strictly within 0-0.06, (Figures 2(a) through 3(b) ), bounded by a 95% confidence interval of 0.056-0.062 (Table 3 (i)), except for one observation in Figure 2 (i). The experiments with increasing dataset size yield relative error of magnitude between 0.007 to 0.05 (Figures 2(a), 2(b), 2(c) ).
The estimated Spark job execution time T Est comprises two components X 1 and X 2 , where X 1 = T Init + T prep and X 2 = n × iter × C + iter × B/n + A×s n (Equation 8). The first component X 1 is independent of variations in the values of the input variables. The second component X 2 comprises the last three phases of the Spark job execution (Section IV), each phase varying differently with respect to the input variables n, iter , and s (Section IV-A). Hence, X 2 accounts for the observed random variations in the relative error, with respect to variations in the input variables (Figures 2 and 3) .
The execution phases in X 2 encompass the execution of the job stages, comprising unit RDD tasks, on the worker nodes (Section IV-B). The execution of the job stages on the workers is inherently non-deterministic (unpredictable) in nature, due to the dependency on various components of the Spark cluster, like the driver, the cluster manager, the workers, etc., [5] . The job stages may get unpredictably delayed, i.e., can fail and get retried by the master repeatedly, due to various factors like momentary unavailability of required resources, delays in allocation of resources by the master, communication delays among the workers, etc., [5] . The above unpredictable delays in the job stages, however small, can cause the observed values of X 2 to deviate randomly from the estimated values of X 2 , while X 1 stays constant (Section IV-B). This, in turn, causes the overall observed completion time T Rec of the job, to vary unpredictably with respect to the estimated job completion time T Est , estimated from X 1 and X 2 (Section IV). This causes the observed random variations in the values of the relative error (i.e., RE = T Est − T Rec ), though still bounded by the confidence interval of 0.056-0.062 (Figures 2 and 3) .
The relative error increases slightly with increasing number of nodes (Figures 2(h) , 2(d), 2(f), 2(i), 3(a), 3(c), 2(a), 3(e), and 3(g)). Worker nodes increasing in number augments the chances of unpredictable failures of the job stages due to dependency on communication between a larger number of nodes, causing unpredictable variations in the component X 2 of the overall job completion time T Est . This, in turn, causes the observed job completion time T Rec to deviate more unpredictably from the estimated completion time T Est , estimated from X 1 and X 2 . The result is greater variation in the relative error (i.e., RE = T Est − T Rec ) with increasing number of nodes. Our goal is to provide correct estimations for SLOdriven user-facing applications. Few user-facing applications, that work under an SLO deadline, will require more than 50 nodes [20, 21] . OptEx can provide estimations for typical SLOdriven user-facing applications with a relative error close to 0 (Figures 2 and 3) . Applications that do not meet this criteria are batch processing applications, like bioinformatics, genomics, data analytics applications, etc., which typically do not work under a deadline [22] .
For experiments run in YARN mode, the variations in the observed relative error, with respect to the variations in the input variables, are noticeably larger than the experiments run in stand-alone mode (Figures 3(a), and 3(c) ). In YARN mode, the submitted jobs are additionally dependent on the YARN resource manager to allocate resources, and to execute the jobs on the worker [23] . Hence, the chances of unpredictable delays in the intermediate stages of a job are greater in YARN mode due to additional communication between the YARN resource manager and the Spark master [23] . Thus, the chances of observing randomness in the relative error is greater for applications run in the YARN mode, though the magnitude of the average error is 0.04. Further, the relative error, for YARN mode, is even closer to 0 for applications with number of iterations larger than 10, representing production level use cases [20, 21] (Figures 3(a), 3(c), and 3(g) ).
OptEx cannot account for the non-deterministic delays in communicating the intermediate RDD objects among the worker nodes during the execution of an iterative Spark job on the workers [5] . The above delays result in deviations in the observed length of the job stages, comprising the component X 2 , from the estimated completion time [5] . For experiments with large number of iterations, the job stages in the initial iterations cache the intermediate RDD objects locally in the worker nodes, resulting in a decrease in the time spent in communicating the RDD objects among the workers during the later iterations [5] . This results in a decrease in the deviation in the observed length of the job stages comprising X 2 from the estimated lengths of the stages. This, in turn, reduces the deviations in the overall observed completion time T Rec with respect to the estimated overall completion time T Est , estimated from X 1 and X 2 . Indeed, with increasing number of iterations, a decreasing trend is observed in the relative error (Figures 2 and 3) . So, we believe that OptEx can provide more accurate estimations with typical production level use cases, which typically involve number of iterations larger than 10 [20, 21] .
F. Optimal Scheduling and Project Planning using OptEx
Again, being the first work in modeling the execution time of Spark jobs, OptEx has no prior results to compare directly with. The closest work is Elastisizer [6] , which predicts optimal cluster composition for Hadoop, but does not address Spark. Moreover, Elastisizer over predicts, on an average by 20.1% and worst case 58.6% [6] . Since OptEx uses a closedform to estimate the completion time, it does not suffer from over-prediction. Table IV demonstrates the effectiveness of the constrained optimization techniques of OptEx (Section V) in designing optimal scheduling strategies. For each application (refer to the 3 rd column of Table IV give the completion times Table IV give the recorded completion times T Rec with the estimated cluster composition.
Following [7] , we propose a statistic S to measure the effectiveness of OptEx in estimating whether a given job will satisfy the SLO deadline, while minimizing the cost. S gives the percentage of cases which did not violate the SLO deadline, in the experiments recorded in the Table IV . S evaluates to approximately 98%, which proves that OptEx is, in fact, very effective for scheduling Spark jobs on the cloud, while minimizing the service usage cost. Table VI demonstrates that OptEx can be used in project planning for optimal cluster provisioning under given budget, while optimizing job execution times. Table VI gives the completion times T Est estimated using OptEx, and the last column gives the recorded completion time T Rec with the estimated cluster composition.
G. Confidence Under Varying Choice of Representative Jobs
The job completion times depend on the job profile generated using representative jobs. With the assumptions regarding the choice of application category (Section VI-A), Table V gives the mean, standard deviation, variance, and 95% confidence intervals for the estimated completion time T Est , under varying choice of representative jobs. The function T Est is a nonlinear function over the integer variable n, i.e., T Est = f (n) (Section V). Let µ and σ be the sample mean and variance of the job completion times for the experiments, under varying choice of representative job for each category, given in Table V . The standard deviation and variance (Table  V) of the function represents the stability of the function f , under given variations in the choice of representative job.
The expectation and variance (Table V) is computed using Taylor expansions [10] , and can be expressed as follows: E[f (n)] ≈ (µ) + (Table V) , the estimation is acceptable with 95% confidence level.
VII. RELATED WORK
The use of job profiling, performance modeling [12] , and benchmarking techniques [24] for efficient load balancing [2, 3] , cost [4] and power optimization, have been attempted in quite a few cloud based systems. There has been considerable amount of work [6, 7, 25] on job scheduling and resource allocation on Hadoop. Verma et. al. [7] presents the design of ARIA, a framework for optimal resource allocation for Hadoop MapReduce. ARIA [7] models Hadoop MapReduce job execution, and cannot be readily applied to other parallel processing frameworks because: 1) it uses Hadoop-specific configuration parameters like map-reduce slots, and 2) it constructs job profile with Hadoop-specific statistics, like running time of map, reduce, and shuffle phases. Elastisizer [6] uses expensive search based or black box based techniques, that require a huge database, for provisioning Hadoop clusters, and has inherent problems like over predicting. Though Spark [5] is fast surpassing Hadoop in popularity and usage, there has not been much work in modelling Spark jobs yet.
VIII. CONCLUSIONS
OptEx models Spark job execution using analytical techniques. OptEx provides a mean relative error of 6% in estimating job completion time. OptEx yields a success rate of 98% in completing Spark jobs under a given SLO deadline with cost optimal cluster composition estimated using OptEx. OptEx can be used to estimate whether a given job will finish under a given deadline with the given resources on the cloud. It can be used to devise optimal scheduling strategy for Spark. 
