The determination of a coefficient in an elliptic equation from average flux data  by Lowe, Bruce D. & Rundell, William
JOURNAL OF 
COMPUTATIONAL AND 
APPLIED MATHEMATICS 
ELSEVIER Journal of Computational nd Applied Mathematics 70 (1996) 173-187 
The determination of a coefficient in an elliptic equation from 
average flux data 
Bruce D. Lowe *, Wi l l iam Rundell  1 
Department of Mathematics, Texas A&M University, College Station, TX 77843-3368, United States 
Received 31 March 1995 
Abstract 
We consider the question of recovering the coefficient q from the equation -Auj +q(x)ui=fj(x ) subject o homogeneous 
Dirichlet boundary conditions in a bounded omain f2 C R 2. The nonhomogeneous source terms {~(x)}~l form a basis 
for L2(I2). It will be proven that a unique determination is possible from data measurements consisting of measurements 
of the net flux {fr Ouj/Ov ds}~ leaving a subset F of the boundary 0f2 for each input source J). A continuous dependence 
result and an algorithm that allows efficient numerical reconstruction f q(x) from finite data is presented. 
Keywords: Inverse problem; Undetermined coefficients; Elliptic equation; Quasi-Newton scheme 
AMS classification." 35R30 
I. Introduction 
Inverse problems for partial differential equations involve the recovery of coefficients within the 
differential operator from additional data. These coefficients often describe properties of a region in 
space that is undergoing a physical process which is governed by the partial differential equation. 
The additional data, frequently referred to as the overposed ata, usually falls into one of two types: 
measurements made in the interior of the region or measurements made solely on the boundary of 
the region. For an example of the first type, consider the region ~2 C ~z with boundary ~3f2 and the 
boundary value problem -V  • (kVu)  = f ,  for x E f2 with kOu/& = g, for x E t3f2, which is used 
in hydrology to model steady state, depth independent flow in porous rock [3]. The coefficient k(x) 
measures the ability of the water to move in the aquifer, u is water pressure, f a source or sink term 
and g the boundary flux. When f and g are known, the coefficient k is determined by probing the 
interior of (2 and measuring pressures {u(xi)} N at selected well sites {xi} N. This problem, although 
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exhibiting a certain degree of ill-posedness, can be solved in a tractable way. The principle difficulty 
that arises is the limited number of measurements that can be made in practice. Conditions under 
which k is uniquely determined by knowledge of u, f and g have been established and numerical 
methods for the recovery of k have been investigated [2]. 
An example of the second type is the so-called impedance tomography problem. This seeks to 
determine the coefficient k(x) in the equation ~7. (k V'u)= 0 from complete knowledge of the Dirichlet 
to Neumann map. In the context of heat conduction, the Dirichlet to Neumann map is obtained in 
the following way: a temperature distribution ~b is applied to the boundary of a region f2 (free of 
heat sources) and the resulting steady state boundary flux k(~ue,/Ov) is measured pointwise. Here, 
the temperature u~ is the solution of ~7. (k ~Tu~) = 0, x E f2 with u~ = ~b, for x E ~f2. This procedure 
is repeated for all ~b E H~/2(Of2), resulting in the Dirichlet to Neumann map. There are many known 
uniqueness results [7, 13] and several schemes to recover approximate conductivities k from finite 
data [5, 6, 11, 12]. This last problem is quite ill-posed. As a consequence of not probing the interior 
of the region, it becomes exceedingly difficult to determine k(x) as x moves further into the interior, 
that is, away from the boundary where all the measurements are made. 
While we have focused to this point on the unknown conductivity k, other coefficients could be 
considered. For example, the determination of the coefficient q(x) in -Au + q(x)u = 0 from its 
Dirichlet to Neumann map has been studied extensively. 
In recent work [8-10], the authors have considered a compromise between these two cases. It 
is assumed that the interior of the region is accessible for the application of input sources, but the 
response of the system to each input source is measured only on the boundary. For example, in [8] 
the following problem was considered: determine the coefficient q(x) in -uy+q(x)uj=fj ,  0 <~ x <<, 1 
for j = 1, 2,... subject to the boundary conditions u~(0)= u j (1)= 0 and using the additional data 
measurements {uj(0)}j~ l resulting from the application of a sequence {fj(x)}~l of input sources. 
A uniqueness result for q was established and an algorithm leading to the numerical reconstruction 
of q from finite data was presented. It was argued in [9] that an alternative measurement that yields 
uniqueness i flj := u~(1 ) -  u~(0), and this leads to a more convenient mathematical formulation. The 
physical interpretation of fl; is the net flux leaving the region. In [10] the uniqueness result was 
generalized to higher space dimensions: 
-Au j+qu j=f j  in 12, j= l ,  2,. . . ,  
where uj has zero Dirichlet data on 0f2. The overposed ata used was the value of f~o(~3uj/Ov)ds, 
this being the natural generalization of flj to higher dimensions. 
The purpose of this paper is twofold. First, we extend the uniqueness result in [10] to the sit- 
uation where the average flux c; := fr(OUj/Ov)ds can only be measured on a connected subset F 
of the boundary Of 2. This is the natural extension of the one-dimensional situation where the flux 
is measured at the single endpoint x = 0. Continuity results for the inverse of the map taking the 
function q to the average flux data is also established. Secondly, we develop a numerical scheme 
that allows recovery of an approximate q from finite data {c~U The behavior of the reconstruction 
J J l  " 
on the measure of F will be investigated. It will be seen both theoretically and through numerical 
experiments hat the conditioning of the problem improves as F approaches the entire boundary. 
The plan of the paper is to consider the uniqueness and continuity questions in Section 2. A 
quasi-Newton scheme for the approximation of q from finite data is given in Section 3, while in 
Section 4, the results of some numerical experiments are presented. 
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In this paper we shall consider the case of two spatial variables. The extension to smooth domains 
in •3 is straightforward. 
Throughout his paper we shall use the following notation: O is a bounded, simply connected 
domain in ~2, with smooth boundary 00. The outer normal to the boundary will be denoted by v. 
By L2(f2) we mean the usual space of square integrable functions on 0, and the norm on this space 
we denote by [1.11,2(~. By (2 we mean the space of square summable sequences {Xk}k~l with norm 
Ilxll,~ = (Ex~) '/2. 
2. Uniqueness and continuous dependence results 
Let F C_ 80 be connected and have positive measure. We shall prove that q(x) >>, 0 in 
-Au j  + q(x)uj = f j  ujla~ = 0 (2.1) 
is uniquely determined by the data {fr 8uj/Sv ds}~ for a complete set {J)}~ of L2(f2). 
For a given integer j and a function q(x), we shall denote by uj(x;q) the solution of (2.1). Let 
{2j} and {~bj} denote the eigenvalues (ordered by increasing value) and a corresponding orthonormal 
basis of eigenfunctions of -A  on the domain O with zero Dirichlet boundary data. 
For each e > 0 we define a connected set F~ C_ 80 and a function ~b~ E C~(80)  that satisfies the 
following conditions: 
(i) F C F~ and lim~_,o+ F~ = F, 
(ii) 0 ~< ~b~ < 1, 
(iii) ¢,:]r = 1 and ~P~l~a~r,: = O, 
1 if ycF ,  
(iv) lim~__,o+ ~p,:(y) = q~(y) --= 0 if y E 80 ~-, F. 
Let he and h be the solutions of 
Ah~ = 0 h~,laa = 4~ (2.2) 
and 
Ah = O hlr = l, hlaa~ T = O, 
respectively. In particular, if O is a disk centered at the origin and 
F = F~ = {(1,0): 0 ~< 0 ~< 2rc~ < 2re}, 
then 
(2.3) 
(2.4) 
h(r,O)=h~(r,O)=-zcl[ tan-I (11 + r tan 0 ) - r  _ tan- ~ (11 + r tan (0 - r  - 2zc~)) ] . (2.5) 
In Section 3 we shall consider the problem of reconstructing q on such a domain. We begin by 
establishing some preliminary lemmas. 
Lemma 2.1. The function he satisfies the inequality 0 < h~ < 1 on 0 for each ~ > O. In addition, 
lim~__.0+ he -- h both pointwise on 0 and in L2(f2). 
176 B.D. Lowe, W. Rundell/Journal of Computational nd Applied Mathematics 70 (1996) 173-187 
Proof. The estimate 0 < he < 1 on £2 follows from the maximum principle. Let K(x, y) denote the 
Green's function for -A subject o the Dirichlet boundary condition. For each x E f2, 
OK(x, y) fr ~K(x, y) lim he(x)= lim c~e(y) - -  dsy = - -  ds~ = h(x) 
and in particular, 0 ~< h ~< 1 on f2. The convergence of h~ to h in L2(O) follows from the dominated 
convergence theorem. [] 
Lemma 2.2. For q 6 Cl(~) satisfyin9 q >~ 0 on £2, let w = w(x; q) be the unique solution of 
Aw-qw=O Wlr = l, wl~a~- ?=0. (2.6) 
Then w > 0 on £2. 
Proof. Let we and v~ be the solutions of 
Aw~-qw+:=O w~le~ = qSe 
and 
-Av. + qve =qhe v~[~Q =O, 
respectively and let v be the solution of 
- Av + qv = qh vl~a = O . 
By Sobolev's Theorem and elliptic regularity, 
IIv~ - Vtlco<~) ~ Cl ive- VlIH2~) ~ CI Iq (h  - he)llL=~) ~ CI Iq l l~ l lh  - h~llL2(~). 
Now we = h~ - v~ and the convergence of w,: to w pointwise on £2 (also in Lz(Q)) follows from 
Lemma 2.1. By the maximum principle, we: > 0 on £2 for all ~ > 0 and consequently, w >~ 0 on £2. 
Now choose any point x E £2 and take B(x, p) C (2. Now wlom.p) >>- 0 and if w(x) = 0, then w(x) is 
a nonpositive minimum of w on B(x,p). By the maximum principle, w = 0 on B(x,p) and hence, 
w = 0 on £2 by the weak continuation property for elliptic equations. However, this violates wit = 1 
and consequently w(x) > O. [] 
Theorem 2.3. The flux data { f r ~uj ~v ds } ~ uniquely determines q >10. 
Proof. Consider We as defined in Lemma 2.2. We obtain using Eq. (2.1) that 
We) = .L ( -Au j  + q uj)We dx ( f j ,  
Ouj 
= £( -Awe + qW~)ujdx- /aOe--~v dS 
f ~uj 
= - Jola 49~.~ ds. 
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Letting e ~ 0 + gives 
(fj, w) = - ~ ds (2.7) 
Now if ql and q2 are such that 
f Ouj(x; q, ) ds = f ~uj(x; q2) ds 
Jr ~v Jr ~v 
for all j />  1, then (2.7) gives (fj, w(. ;ql))t: =(J~,w(.  ;qE))L 2 for all j ~> 1, and we conclude by the 
completeness of {f j}~ that w(x; ql )=w(x; q2) on t2. Using (2.6) we obtain that (ql--qz)W(X; q2)=0 
on (2. Since w(x; q2) > 0 on Q by Lemma 2.2, uniqueness follows. [] 
For the remainder of this section we take fj--~bj. It is assumed that q E C2(~) and that q > -2~. 
Consider the coefficient to average flux data map J :  L2((2) --* dE defined by 
~--" q --* {cj}, cj(q):=2j  Ouj/Ovds 1 " 
We establish continuity for 3- and then a modified, local continuity for ~---~ in a neighborhood of 
q - -0 .  In what follows, K denotes a generic constant which is uniform in q on bounded sets in 
Lemma 2.4. For all q E C2(~), the estimate 1[2juj - fjllL:(a) <<. K/2j holds for all j >~ 1. 
Proof. Now v = 2juj - f; is the solution of 
-Av+qv=-qf j  vl~a=O, 
yielding the estimate I[vllt:(a)~< Klqfj[_2, where 
Ifl-2 = sup Ira f¢_______~[ T = {q~ E C2(~) : ¢l~a = 0}. 
Integration by parts gives 
1 1 
for all qb E T. Since IlfsllL2<a> = 1, the estimate Iqfjl-2 < K/q  follows and we obtain that II, juj - 
Theorem 2.5. The estimate 
[le(ql) - c(q2)lle2 ~< Cllq~ - q21lc:(~) 
holds, where the constant C is uniform on bounded sets in C2(~). 
Proof. If z(x) = uj(x; q~ ) - uj(x; q2), then z is the solution of 
-Az  + qlz = (q2 - ql)uj(x; q2), z]oo = 0 
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J,(4* -4lhj(XiqZM~= $ (S,( q2 -41)(Ajuj(Xiq2) -fi)+h 
> J + +, (92 -ql)fj4dX, J a 
and consequently, 
NOW IISuj< 1; q2) - fill~2(0) d K/Aj by Lemma 2.4 and proceeding as in the proof of this lemma 
yields the estimate 
Hence, 
and we obtain the estimate 
Integrating by parts gives 
Cj(41) - cj(q2 > =lj J az/av ds = !A?+ Aj J h,dz/& ds r an 
= Jly+ [S, hcq, Aj(uj(x; 41) - uj(Xi q2 I> - S, hdq2 - q* )Ajuj(X; q2 )] 
= l hql Auj(x; 41) - uj(x; q2 >> - S, h(q2 - 41 >(ljuj(x; q2) - fj> 
- /(q2 -qdfj, 
J 
and hence, 
Me > - cj(qz)I G f lie - 41 Ilcqn) + IL h(qz - 41 If,1 . 
J 
Using Parseval’s Theorem and that C;” l/A; < cc by the Theorem of Weyl and Courant [4], we 
obtain the desired result. •I 
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Theorem 2.6. Let ~ C I2 be compact. Then 
IIq~ - qz[IL2(6) <<- CI Ic (q~)  - c(q2)ll~ 
holds for all ql, q2 E C2(~) which are sufficiently small in the L~-norm. 
Proof. Let w~ and w2 denote w(x;ql ) and w(x;q2) respectively (given in (2.6)). Now 
W1(X)--W2(X)= ~---~ (fo(W, --w2)fj) L'(X) 1 
uniformly on f2 and 
£wi f j  =!ir~+£wi,~fj 
yielding 
= ,~0+lim £ w~, ~,(-Auj(x;, q~) + qiuj(x; qi)) 
(3uj(x; qi ) fr dUj(x; qi ) = l im ~b~ ~ ds  = 
a---~0+ f2 ~F 
ds, 
cy(q2) fj(x)" w,(x )  - w2(x) = ~ c ; (q , )  - 
Since 
-A(Wl -w2)+ql (wl  - -w2)=(q2 -ql)w2, Wl -w2]~o=0,  
it follows that for any 4) C T, 
£ (q2-  ql)w2~ b = £[ -A(w, -wz)+q, (w, -  w2)]~b = £(w,-w2)(-Adp--Fql(9) 
OG cj(ql) - ej(q2) £ ~ Z , ~ fj(-Aq~+q,(9) 
~ 1 
= ~_,(cj(ql ) - cj(q2 )) fj49 q- ~jj ql fjdp 
1 
Using the Cauchy-Schwarz inequality and Parseval's Theorem we obtain that 
(q2 -- q, )W2~ ~ KIIC(ql ) -- c(q2)[[•: [[C~[[L2(O) 
for all ~b E T and consequently, 
II(q2 - q,  )w21lL2(a~ < g l l c (q , )  - c(q2)ll,- ~ 
179 
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Now w(x; O)= h(x) > 0 and we have that w2 > 0 on ~ for all q2 sufficiently small. The conclusion 
of the theorem immediately follows. [] 
Corollary. I f  F : 0£2 then 
Ilq, - q2llL2<~) ~ Clle(q~) - e(q2)ll+:. 
Thus we obtain a continuity estimate of the coefficient q defined in the entire domain £2 in the case 
of flux measurements taken over the complete boundary 0t2, but can only obtain such a continuous 
dependence result for q defined in a compact subdomain of £2 for the case of partial flux over the 
subset F. 
Clearly, the map G(q) : q ~ hq is bounded as a map on Lz(Q). In fact the norm of G is easily 
seen to be Ilhll~, which in this case is equal to unity. Given the pointwise function qh one can also 
uniquely recover q in the interior of £2 since h > 0 in this set. However some ill-conditioning must be 
expected since h=O on 092 ~ F. This is reflected in the fact that G -~ is not a bounded map on LZ(~r~), 
although as was reflected in the above argument, it is a bounded map when restricted to a compact 
subdomain of £2. Inverting the map G in order to recover q from hq will add a further degree of ill- 
conditioning to the problem, and this should be expected to increase as the measure of F decreases. 
3. A quasi-Newton algorithm 
Solving the inverse problem is equivalent to inverting the coefficient o data mapping, that is the 
map that takes the potential function q(x) onto the infinite sequence of data values {fl/}~. Practical 
implementation of the inversion requires us to deal with finitely many data values. In order to restore 
uniqueness there are two approaches. The first seeks a coefficient lying in a finite set. The goal is 
to identify this set in order that the coefficient o (finite) data map remains one to one. The second 
"augments" the given data set with values corresponding to a given potential in order to obtain 
complete data values. Clearly, the reconstruction one obtains will depend on this given potential. 
Here we will use the former approach and seek a potential qN(X) that is given by the finite 
expansion qu(x)= ~-~N Ck~Ok(X) for some set of basis functions {cok} N. The data will correspond to 
the values {flj: = fr= •uJOvds} N. Here we assume that F~ is as given in (2.4). 
As we will see, the inverse problem is (mildly) ill-conditioned and will require some regu- 
larization scheme for practical implementation. In this work the discretization of the problem to 
finite-dimensional space will in itself be sufficient regularization to make effective reconstructions 
feasible. 
We will seek a zero of the map F : ~N ~ ~N given by 
F / (q ) .=2 j ( f r  ~uj(x;q) ds_  flj), j=  I,...,N. (3.1) 
Ov 
One aspect we hope to discover is the dependence of the reconstruction of the coefficient q on F~. 
It turns out that a simple device allows us to transform the problem into one where the flux is 
prescribed on the entire boundary. Instead of recovering the function q itself we obtain the function 
hq. This will be quite clearly seen in Section 4. 
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Multiply equation (2.1) by the function h~,~ defined in (2.2) (we have included the additional 
index ~ that measures the length of the arc F~) and integrate the result over the domain f2 to get 
-fh~,Jujdx+faqujh~,~dx=fafjh~,~dx. 
Using Green's identity, this gives 
- faujAh~,~dx+ f qujh~,~dx= f fjh~,~dx- f~ah~,~uJ~v-uj~h~,~:/~vds 
and from the boundary conditions on uj and h~,~, this reduces to 
fauj(h~,~q)dx= f f~h~,~dX- fr ~UJOvds- f~~r,h~,~.OuJ~vds 
(3.2) 
Letting e --, 0 and using the dominated convergence theorem we obtain the nonlinear equation 
fa uj(x; q )( h~q ) dx =/~ f jh~ dx - flj. (3.3) 
This is identical with the equation we would need to solve if the flux were given over the entire 
boundary, except hat we recover the function h~(x)q(x) instead of q itself. 
It will be useful to consider the case when the basis expansion ogk is taken to be the eigenfunctions 
{~bk} for the Laplace operator on the domain f2 subject o homogeneous boundary conditions. 
Let us suppose that the input forcing functions have the Fourier expansion fk(X)= ~ akfpj(x). 
Then since the {fk} are assumed complete, it follows that the transformation matrix A with elements 
akj must be invertible as a map from ~2 to f2. Thus we can write t~k(x)=~l  bkjfj(x), where bkj are 
the elements of the inverse matrix to A. If flk is the data corresponding to the inputs fk and if/~k 
is the measured ata corresponding to the input of the actual eigenfunction qSk, then it follows from 
linearity of the Eq. (2.1) that k =~ bkjflj. Thus without any loss of generality we can assume that 
the data consists of the sequence {ilk} and the input right-hand sides of (2.1) are the eigenfunctions 
{~bk}. In the case of finite data we have only N inputs and we cannot in general expect that the 
eigenfunction will be well approximated by a finite number of sources, even if these do form a 
basis. However, for the numerical scheme we used, this assumption was made, for it allows us to 
solve the equation using a spectral decomposition method. 
We shall seek a reconstruction qN of the unknown coefficient q(x) as a Fourier expansion 
N qN(X) = ~k=l Ckgpk(X) and this requires determination of the N coefficients ck, k = 1,... ,N from 
the corresponding set of N data values ilk, that is, a representation f q that is compatible with the 
data. For a given value of N this representation may not be well suited for the actual q(x), for 
example if q is not smooth or if it does not vanish on t3f2, then convergence of the generalized 
Fourier series may be slow and the Nth partial sum not an optimal representation from the avail- 
able data. However, in order to restore the uniqueness, we must either augment the finite data or 
seek a potential from some finite set. The set suggested is in some sense optimal provided no prior 
information is available about the potential. 
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In order to use a Newton-type scheme we must calculate the derivative of the mapping F. It is 
easily seen that 
fr  wjk c3ck (q) = 2j ~, ~ ds, 
where wjk is the solution of --Awjk + q wjk = --uj(Jk with w = 0 on ~f2. 
The solution uj(x; 0) of (2.1) with q=0 is easily computed to be u;(x; O)= dpj(x)/2~. Consequently, 
using a limiting argument similar to that used to derive (3.2), we obtain 
ds = 2~ J,~a f h, 3wJkov ds 
)h,4 k(x )dx 
= £ ckk dx. 
This shows that for each value of N the Jacobian of the mapping F is the matrix formed by taking 
the inner products of the eigenfunctions with respect o the weight h~. 
If qN(X) has the Fourier coefficients {ck} x with respect o the basis {~bk}, then the map G u which 
takes the sequence ck to the Fourier coefficients of h~,qx has a matrix representation given by the 
matrix with /jth entries fo h~gpiOj dx. The following lemma shows that this matrix is invertible: 
Lemma. Let o~ > 0 and N be fixed, then the weighted gram matr& with ijth entry fa h~c~id& dx is 
invertible. 
Proof. From the maximum principle it follows that h~ is nonnegative in ~, and therefore for each 
integer k, 1 ~< k ~< N, define ~bk(x)=~bk(x) .  Then it follows that {~kk} N is a linearly independent 
set. Thus the matrix G N which is formed by taking the inner products of the sequence {~bk} N is 
invertible. [] 
We may not conclude that the condition number of G N remains bounded as N ~ cx~ for a fixed 
< 1. Indeed we cannot expect his to be so, for this would imply that the map G~ taking L2(f2) 
to L2(12) is bounded invertible, which, as we have seen, is not the case. Of course, for ~ = 1 the 
map G N is the identity for each value of N and Gl is the identity on L2(E2). 
Thus for each fixed N, the quasi-Newton scheme 
' --1 q("+') = q(") - (F (0)) F(q (n)) = q(") - (GN)-IF(q(")), q(O) = 0 (3.4) 
converges provided that the data arise from a q(x) that is sufficiently small. 
4. A numerical implementation 
For an actual numerical simulation, we consider the case when the domain is the unit disc D. 
It will be assumed that the flux is measured over the boundary arc F~. Considerable simplification 
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will result if we make certain preliminary transformations of the problem and assumptions on the 
basis functions {ogk}. The eigenvalues for -A ,  2,, are easily computed as zeroes of Bessel functions 
(which can be found in standard references, [1]). The corresponding eigenfunctions are 
cos(m0)sin(m0) }' 4),(r, O) = Jm(V/~,r) { 
where the integer m is chosen so that the eigenfunctions are indexed according to increasing eigen- 
values. 
We used two different direct solvers to obtain the solution uj(x; q) of (2.1). The first of these was 
based on a finite-difference scheme and used extrapolation to increase the asymptotic accuracy to 
fourth order. The other sought a solution of the form 
M 
uj(x; q) = ~ Ujkdpk(x), (4.1) 
1 
and in practice we set M = 175. This corresponds to providing some information on angular modes 
up to the order m = 25. In order to compute the coefficients Uj, we use the differential equation to 
obtain for each fixed j 
M M 
0 = -Auj + quj - fj = - ~ Uj,2kC~k + ~ qUjk~, - fj. 
1 I 
If we multiply the above by ~bi and integrate over 0 this gives 
M 
- ) . iU j i+~f  q~,¢idxUj,=~fj~pidx. (4.2) 
For each fixed j this is a linear system for the M unknowns Uji. The right-hand side requires MN 
inner products, but this computation need only be performed once for a given sequence of inputs. In 
the case where J ) (x )= tkj(x), the right-hand side reduces to the Kronecker delta function. The other 
element in (4.2) that must be computed is the weighted inner product fa qCkq~i dx. The simplest way 
to compute this is to assume that q has a finite Fourier expansion (we make this ansatz anyway in 
the course of the solution of the inverse problem). This requires the computation of the integral of 
a triple product fa ¢m¢*¢; dx of eigenfunctions. However, we can break this into two separated one 
dimensional integrals; a radial component consisting of a triple product of Bessel functions, and the 
angular component 
2~ f cos(iO) ). cos(kO) "l, cos(mO) 
~ikm = fO ~ sin(iO) J "{sin(kO) J " { sin(m0)}dO. 
The function ~ik,, can be easily evaluated and the values stored in a table and used repeatedly. 
Most of them are zero and in this case the radial component need not be computed. An additional 
advantage of this scheme is that we can easily compute the flux data fr~ Ouj/Ov ds once we have 
the representation (4.1), for, this shows that we are only required to compute the flux for each 
eigenfunction ~bj. However, this can be done analytically since O¢JOr involves the derivative of a 
Bessel function (which can be written as a Bessel function of one less order) and the integration is 
computed only over the angular part (which involves only cosines or sines). 
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hoc ~1 
ha = B 1.0 
, . / I J / ~  \o r=0.1  
A 
Fig. 1. Cross-section of the function h~(r, ~n/2). 
Table 1 
Eigenvalues and condition umber of the matrix G N 
N ~ = 0.5 ~ = 0.25 ~ = 0.1 
-¢min Zmax K 2rnin )~max X 2min )~max K 
l0 0.1953 0.8047 4.1192 0.0749 0.5699 7.6095 0.0280 0.2931 10.4782 
20 0.1203 0.8797 7.3108 0.0468 0.6929 14.7985 0.0177 0.4040 22.8793 
50 0.0711 0.9290 13.0740 0.0287 0.8168 28.4195 0.0109 0.5800 53.0289 
100 0.0483 0.9517 19.7085 0.0192 0.8779 45.6316 0.0072 0.6878 95.9119 
In our numerical reconstructions we used the finite-difference scheme to compute the data and 
then used the spectral decomposition solver in the inverse problem to compute the value of the map 
F[q]. 
We have plotted values of the function h~ for -1  ~< r ~< 1 and 0 = ½c~n in Fig. 1. This quite 
clearly shows that in a pointwise sense recovering the function q from h~q is practical except 
in a small neighborhood of the boundary arc where the flux is not prescribed. However, we are 
looking at the Fourier coefficients of the function q rather than pointwise values, and as we noted 
above there is ill-conditioning in the recovery of the Fourier coefficients of q from those of h~q. 
In Table 1 we show the minimum and maximum eigenvalues as well as the condition number 
K : = 2max/ /~mi  n of the matrix G x for various values of a and N. 
We chose as a representative example a potential with two peaks situated near the center of the 
region and near the portion of the boundary where the net flux is not specified. The value of a was 
0.25, so that the flux was measured over the first quadrant of the circle. The actual function was 
qact(r, 0) = e -3°(r:-2R' cos(0-~)+e~) + 1.5e -2°w'-2R-" cos(0-3~/2)+R~), 
where R~ = 0.65 and R2 = 0.5. This is shown as the upper left picture in Fig. 2 (we have chosen 
the viewpoint in the display of these figures in order to show more clearly the separation of the 
two peaks). Reconstructions by the quasi-Newton scheme corresponding to N = 20, 30 and 50 are 
also shown. Effective numerical convergence was obtained in about ten iterations of (3.4). Some 
comments on the numerical complexity and stability of this scheme are in order. 
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Actua l  q (x )  Reconst ruct ion  with  N = 20 
Reconst ruct ion  w i th  N = 30 Reconst ruct ion  w i th  N -- 50 
Fig. 2. Reconstruction of  qact with ~ = 0.25. 
First, it should be noted that the major operation count for the algorithm is in the computation 
of the forward mapping F[q]. The inversion of (F')- l[0] requires only the inversion of an N x N 
matrix. In fact this can be done by either a single LU factorization or a singular value decom- 
position, with a back substitution carried out at each iteration step, although even this becomes 
trivial except in the full-Newton case. On the other hand, the solution of the N boundary value 
problems (2.1) is considerably more computationally intensive. However, these can be carried out 
independently of each other and so the algorithm lends itself to a distributive implementation. Fur- 
ther, if the spectral method suggested above is used for each forward solve, then the majority of 
the computational effort consists in evaluating the weighted inner product fo qdpic~k, in particular, the 
computation of the triple product of Bessel functions. Once again, these can be carried out inde- 
pendently of each other, and so the entire algorithm is amenable to a very high degree of parallel 
coding. 
Second, the ill-conditioning of the problem arises from two sources: the weighting factor 2j that 
appears in (3.1) and the inversion of the map G N. The multiplicative factor was included for the 
purpose of showing, for the case of F = ~f2, a = 1, that the Jacobian matrix F'[O] was invertible 
uniformly in N (in fact it is the identity). The transformation from the a < 1 to the c~ = 1 case is 
effected by the transformation G N and Table 1 shows the mild effect this adds to the conditioning 
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of the scheme. For modest values of N (say N ~< 50) the discretization was sufficient o regularize 
the scheme, at least for the level of accuracy of the data we used. We note that 250 ~ 15 and so 
the effect of this multiplicative factor is also mild. Thus, roughly speaking, in order to recover the 
first 50 Fourier coefficients of q from input data consisting of forcing functions equal to the first 50 
Dirichlet eigenfunctions of -A ,  we have a scaling factor of 15 x 28.4 to overcome when ~ = 0.25 
(see Table 1). Thus if the maximum error in a data value is 6, then we will make a maximum 
error of approximately 4256 in any of the first 50 Fourier coefficients of q. In fact, the average rror 
seems to be quite a bit better than this value. 
There is an alternative to the quasi-Newton scheme based on Eq. (3.3). We can view this as a 
nonlinear equation for the function q. To first order, uj(x; q) ..~ dpj(x)/2j and with this approximation 
(3.3) is simply a formula for the jth Fourier coefficient of h~q. We can recover the Fourier coef- 
ficients of q itself by inverting the map G~ as shown earlier. This suggests the following iteration 
scheme: 
Make an initial approximation q0 and generate successive approximations qn+~, n = 0, 1,2 .... by 
f uj(x;qn)h~(x)q'+l(x)dx=fofj(x)h~(x)dx-flj. (4.3) 
To implement this we would go through the following steps: 
(1) For each value of n ~> 0, represent the successive approximations q" as q"(x)= ~Uc~dpk(X). 
(2) For each j,  1 ~<j ~<N, and each n ~> 0, compute uj(x;q"). If we use the spectral method, 
then this requires the computation of the N x M matrix Uj,, since uj(x; q) = ~ Ujmc~m(X), 
(3) Now Eq. (4.3) can be written as ~X Ujmdm =fofjh~dx-flj, = 1,2 ..... where {dm} are the 
Fourier coefficients of the function h~q. To recover {Cm}, the coefficients of q itself, we have 
to solve the system U G~c = d as we previously discussed. 
We have not been able to obtain a convergence r sult for this scheme. Some numerical imple- 
mentations appeared to give comparable results as those obtained from the quasi-Newton scheme 
(3.4). We note that the operational counts of the two methods are almost exactly the same. 
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