Abstract: A partition of a finite abelian group gives rise to a dual partition on the character group via the Fourier transform. Properties of the dual partitions are investigated and a convenient test is given for the case that the bidual partition coincides the primal partition. Such partitions permit MacWilliams identities for the partition enumerators of additive codes. It is shown that dualization commutes with taking products and symmetrized products of partitions on cartesian powers of the given group. After translating the results to Frobenius rings, which are identified with their character module, the approach is applied to partitions that arise from poset structures.
Introduction
MacWilliams identities relate properties of a code, in form of an enumerator or distribution, to properties of the dual code, and this relation is made precise by a concrete transformation. Such identities form an inevitable tool for the theory of self-dual codes and also help to derive linear programming bounds for codes, see, e.g., [6, 3] . More engineering-oriented interest in MacWilliams identities can be found in [9, 25] .
The most famous MacWilliams identity is the one for the Hamming weight enumerator for codes over fields derived by MacWilliams in [26] . It has been generalized to other weight functions, most notably the symmetrized Lee weight, by MacWilliams and Sloane in the monograph [27] .
Starting in the 80's, these results have been further generalized to codes over additive groups and over finite (commutative and later non-commutative) Frobenius rings by Delsarte [6] , Klemm [20, 21] , Nechaev and Kuzmin [28, 29] , and Wood [39] . The area of codes over rings gained even more attention after discovering the relevance of the Lee weight on Z 4 for understanding the formal duality of the binary non-linear Kerdock and Preparata codes by Hammons et al. [13] . In the realm of MacWilliams identities, the Frobenius property of the ring is essential as it guarantees that the character-theoretic annihilator of a code can be identified with the standard dual.
The most general approach has been taken by Delsarte [6] with the aid of association schemes; see also Camion [4] and Delsarte and Levenshtein [7] . This approach allows to also deal with non-linear codes and their distance distributions (again, with respect to various distance functions). Unfortunately, Delsarte's results have not gained the attention they deserve, which may be due to the extended machinery of association schemes and their related Bose-Mesner algebras. Many MacWilliams identities that form just special cases of Delsarte's approach, have been proven independently afterwards.
In the middle of the 90's, Zinoviev and Ericson [40] revived the fundamental ideas of Delsarte by studying partitions of the ambient space, thus classifying the words according to a pre-specified property (e.g. the Hamming weight). In [40] , they focus on additive codes (i.e., codes over additive groups) and study the case where the enumerators of the code and its dual with respect to the same partition obey a MacWilliams identity. This leads to the notion of an F-partition or Fourier partition, reminding of the fact that the space of indicator functions of the partition sets is invariant under the Fourier transform. In [41] the same authors extend their ideas to admissible pairs of partitions; these are partition pairs (P, Q) for which the Fourier transform induces an isomorphism between the two associated spaces of indicator functions. For such pairs the P-enumerator of a code and the Q-enumerator of the dual code obey a MacWilliams identity. These pairs are exactly those inducing an abelian association scheme on the second cartesian power of the group, thus relating this approach to Delsarte's in [6] . In [10] Forney presents a generalization of this result to discrete subgroups of locally compact abelian groups.
In [17] Honold and Landjev use a similar approach for linear codes over finite Frobenius rings. By not using characters and the Fourier transform but rather a certain map with a particular homogeneous property, their partition pairs are characterized in a different way.
In this paper we will present an approach to MacWilliams identities solely based on partitions of a group and their duals. This will also allow us to survey the vast literature on the subject in more detail. We will make a careful distinction between the ambient space of the code and that of its dual: the code will be a subgroup of a given finite abelian group, and its dual will reside in the character group. This is different from many of the settings above, where the code and its dual are contained in the same ambient space, mostly by identifying the group with its character group. However, since this identification is not canonical, many partition properties, most notably the dual of a partition, depend on the choice of the identification. Fortunately, this undesirable behavior does not occur for many standard situations, e.g., the Hamming weight on any group, the complete weight, or for any partition on Z N .
By not identifying a group with its character group, one is imperatively in the situation that the enumerators of a code and its dual refer to different partitions, as considered by Zinoviev and Ericson in [41] . Closely related is a notion introduced by Byrne et al. in [3] . In the setting of codes over a finite Frobenius ring, identified with its character-module, they introduce the dual of a given partition with respect to the Fourier transform. This can be regarded as the one-sided analogue of the admissible pairs in [41] as now the two partitions need not be mutually dual. One of their motivation for dualizing a given partition appears to be the homogeneous weight. This weight function induces in general a partition that is not an F-partition.
In this paper we will draw ideas from many of the above mentioned papers and combine them to a unified theory of partitions, partition enumerators and MacWilliams identities for additive codes. Our starting point will be the dualization of a partition as introduced by Byrne et al. [3] . We will characterize when the bidual of a partition coincides with the given partition, and will call such partitions (Fourier-) reflexive. They correspond to the admissible pairs in [41] and to abelian association schemes investigated in [6] . We will derive basic properties of dual partitions and present the resulting MacWilliams identity for the associated partition enumerators. Particular emphasis will be placed on product partitions and symmetrized product partitions of a cartesian power of a finite abelian group. We will show that these constructions commute with dualization.
We will derive all results directly from our definitions in order to show how they fall naturally (and easily) into place. Whenever applicable, we will refer to analogous or closely related results in the literature; they are often for a slightly different or restricted setting.
Next, we will briefly translate the setting to finite commutative Frobenius rings, in which case we will identify the ring with its character module.
In Section 6 we will apply our approach to a particular recent area of MacWilliams identities, where the weight function is based on poset structures on the underlying index set {1, . . . , n}. This has been investigated by Kim and Oh [19] and Pinheiro and Firer [31] . The resulting weight generalizes the Rosenbloom-Tsfasman weight introduced in [32] . By studying the underlying partitions we will generalize the MacWilliams identities to codes over groups. Once the desired partition duality is established, the identities are simply examples of the general theory.
In a separate paper [11] , we use our approach to investigate for which Frobenius rings the homogeneous weight induces a reflexive partition.
Partitions and Duality on Finite Abelian Groups
In this section we review the basic material on character theory and the Fourier transform. We introduce the dual of a partition and present the resulting MacWilliams identity.
Throughout, let G be a finite abelian (additive) group. Its character group is defined aŝ G := Hom(G, C * ) along with addition (χ 1 + χ 2 )(g) := χ 1 (g)χ 2 (g) for all χ i ∈Ĝ. We prefer to write the operation additively because if G is the additive group of ring, then the character group has a module structure with exactly this addition (see Section 5) . Due to the finiteness of G, each character value χ(g) is a root of unity in C. As a consequence, the negative of the character χ is given by (−χ)(g) := χ(g) −1 = χ(g), where denotes complex conjugation. The zero element ofĜ is the trivial map χ ≡ 1. It is called the principal character of G and is denoted by ε. It is well-known [36] , that the groups G andĜ are (non-canonically) isomorphic, and thus |G| = |Ĝ|.
The groupsĜ and G are canonically isomorphic by mapping g ∈ G to the character ofĜ that sends χ ∈Ĝ to χ(g). Thus g(χ) = χ(g). This suggests to write χ, g := χ(g), and thus we have the identities χ, g = g, χ as well as χ, g 1 + g 2 = χ, g 1 χ, g 2 and χ 1 + χ 2 , g = χ 1 , g χ 2 , g .
It is easy to see [36, p. 171] 
. . ×Ĝ n for any groups G 1 , . . . , G n , and where the character maps are given by
It is straightforward to see that C ⊥ ∼ = G/C, and thus |C ⊥ | · |C| = |G|. As a consequence,
3)
The most important tool for deriving MacWilliams identities are the orthogonality relations [24 
For a code C ≤ G they lead immediately to
A starting point for proving MacWilliams identities is the Poisson summation formula for maps on G and their Fourier transforms. Let V be any complex vector space and f : G −→ V be any map. The Fourier transform of f is defined as [36, p. 261] 
The Fourier transform is invertible, and with the standard identification of G withĜ and (2.4) one easily verifies
A map f and its Fourier transform satisfy the Poisson summation formula [36, p. 199 ]
for any code C ≤ G.
We now turn to partitions on G and their dual partitions onĜ. Let us first fix the following notation. A partition P = (P m ) M m=1 of a set X, i.e., the sets P m are disjoint and cover X, will mostly be written as P = P 1 | P 2 | . . . | P M . The sets of a given partition are called its blocks. We write |P| for the number of blocks in P. Two partitions P and Q of a set X are called identical if |P| = |Q| and the blocks coincide after suitable indexing. Moreover, P is called finer than Q (or Q is coarser than P), written as P ≤ Q, if for every block P of P there exists a block Q of Q such that P ⊆ Q. Note that if P ≤ Q then |P| ≥ |Q|. Denote by ∼ P the equivalence relation induced by P, thus, v∼ P v ′ if v, v ′ are in the same block of P.
The following notion of a dual partition will be central to our presentation. It has been introduced by Byrne et al. [3, p. 291] and forms an excellent setting to encompass various situations discussed in the literature. It goes back to the notion of F-partitions as introduced by Zinoviev and Ericson in [40] . The special case of (Fourier-) reflexive partitions, defined below, corresponds to abelian association schemes as studied by Delsarte [6] , Camion [4] , and others; see also [7] and [41] . If we identify the group G with its character groupĜ, reflexive partitions turn out to be exactly the B-partitions studied by Zinoviev and Ericson [41] . In this case one may also ask whether a partition is self-dual, i.e., coincides with its dual. However, the dual partition, and thus self-duality, in general depends on the choice of the identifying isomorphism between G andĜ. Since we will do identify G withĜ we will not embark on this direction. Only in Section 5, when considering finite commutative Frobenius rings we will touch upon this issue. Definition 2.1. Let P = P 1 | P 2 | . . . | P M be a partition of G. The dual partition, denoted by P, is the partition ofĜ defined via the equivalence relation
The generalized Krawtchouk coefficients K ℓ,m are defined as
The matrix K = (K ℓ,m ) ∈ C L×M is the generalized Krawtchouk matrix of (P, P). Finally, the partition P is called Fourier-reflexive or simply reflexive if P = P.
Note that by definition of the dual partition, the Krawtchouk coefficient K ℓ,m does not depend on the choice of χ in Q ℓ . The relation to the Fourier transform will be detailed below.
The following properties are easy to verify.
The singleton {ε} is always a block of P. This follows immediately from
g∈Pm ε, g = g∈G ε, g along with the orthogonality relations (2.4). In particular, if P consists of the single block G, then P = {ε} |Ĝ\{ε}, which again is a simple consequence of (2.4). (b) P = − P = −P, where −P := −P 1 | −P 2 | . . . | −P M and −P := {−g | g ∈ P } for a set P . This follows from g∈Pm χ, −g = g∈Pm −χ, g = g∈Pm χ, g −1 = g∈Pm χ, g (the complex conjugate). (c) If P ≤ Q, then P ≤ Q. This is clear with (2.9) and the fact that each block of Q is a union of blocks of P.
Example 2.3. (a) Consider G = Z N for some N > 1. Then the character group is given by {χ a | a ∈ Z N }, where χ a , g = ζ ag with a fixed primitive N -th root of unity ζ ∈ C. In this way, a → χ a furnishes an isomorphism of G andĜ. Consider now Z 6 and identify the group with its character group in the above way. Let P = 0 | 1, 3, 5 | 2, 4 (where we omit the parentheses). Then one computes P = 0 | 1, 2, 4, 5 | 3. To be precise, with a 6-th primitive root of unity g∈P 2 χ a , g = ζ a·1 + ζ a·3 + ζ a·5 has value 0 for a = 1, 2, 4, 5 and value −1 for a = 3 and similarly for the sum over the block {2, 4}. Computing all other sums we obtain the Krawtchouk matrix   1 3
where the rows and columns are indexed by the blocks of P and P in the given order. In the same way one can compute P and obtains P = P. Hence P is reflexive.
(b) For the partition P = 0 | 1, 2 | 3, 4, 5 of Z 6 one computes P = 0 | 1 | 2, 4 | 3 | 5, while P consists of the singletons. Thus, P is not reflexive. (c) This example will be needed later in Section 6. Let G = A 1 × . . . × A n , where A i is a finite abelian group of order q ≥ 2 for all i. Let P be the partition of G given by the Hamming weight, that is, P m = {a ∈ G | wt(a) = m} for m = 0, . . . , n, and where wt(a 1 , . . . , a n ) = |{i | a i = 0}|.
Analogously, let Q be the Hamming partition ofĜ =Â 1 ×. . . ×Â n , thus Q ℓ = {χ ∈Ĝ | wt(χ) = ℓ}. Note that wt(χ 1 , . . . , χ n ) = |{i | χ i = ε}| since ε is the zero element ofĜ. Then it is well known, see for instance [6, Thm. 4.1] or Lemma 2.6.2 in [18] , that a∈Pm χ, a = K (n,q) m (ℓ) for each χ ∈ Q ℓ , and where
is the Krawtchouk polynomial (the proof of Lemma 2.6.2 in [18] , given for Z n q , works mutatis mutandis for all
(ℓ ′ ) whenever ℓ = ℓ ′ , this shows that Q is, as expected, the dual partition of P, and thus K ℓ,m = K (n,q) m (ℓ) are the Krawtchouk coefficients of (P, Q). By symmetry, P is reflexive. Identifying the isomorphic groups G andĜ we see that we may call P self-dual, i.e., P = P (with respect to any isomorphism between G andĜ).
The rest of this section is devoted to a MacWilliams identity for partition enumerators of codes in G and their dual codes inĜ. The result can also be found in [4, Thm. 4 Let P = P 1 | . . . | P M and Q = Q 1 | . . . | Q L be partitions of G andĜ, respectively, such that P = Q (note that Q is the "initial" partition and P its dual). Let K = (K m,ℓ ) ∈ C M ×L be the Krawtchouk matrix of (Q, P). For a code C ≤ G and its dual C ⊥ ≤Ĝ define the partition enumerators PE P,C ∈ C[X 1 , . . . ,
They carry the information about the number of codewords contained in each block of the partitions.
The following form of MacWilliams identity provides a transformation M of the enumerator PE P,C resulting in the enumerator PE Q,C ⊥ . Its well-definedness is guaranteed by the relation P = Q. In general, it is not possible to invert the operator and compute PE P,C from PE Q,C ⊥ . This is only guaranteed if Q = P, i.e., if P and Q are both reflexive and thus mutually dual. Thus, not surprisingly, reflexive partitions provide a symmetric situation and form the most appealing case.
Theorem 2.4. Define the MacWilliams transformation
Proof. Define the maps ψ :
. Using the definition of the Krawtchouk coefficients we obtain for g ∈ P m
whereψ + is the Fourier transform. The Poisson formula (2.8) applied to the mapψ yields
One should also observe that (2.13) is simply the linear identity
where K is the Krawtchouk matrix.
It is easy to see that the MacWilliams identity can be generalized straightforwardly to the following situation. Suppose P ′ ≤ P and Q ′ ≥ Q, i.e., P ′ is finer than P and Q ′ is coarser than Q. Then one obtains a MacWilliams transformation of PE P ′ ,C resulting in PE Q ′ ,C ⊥ . For symmetrized partitions on R n , where R is a Frobenius ring, this has been presented by Byrne et 
Reflexive Partitions
In this section we preset a characterization of reflexivity and discuss some further properties of dual partitions with an emphasis on reflexive partitions.
We need to describe the dualization of partitions in terms of the Fourier transform. Similar considerations can be found in the papers [40, 41] by Zinoviev and Ericson. Let
be partitions of G andĜ. Denote by ψ m the indicator function of the block P m , m = 1, . . . , M . In the vector space C G of maps from G to C, consider the m-dimensional subspace L(P) = ψ 1 , . . . , ψ M C generated by the functions ψ m . The Fourier transforms of the indicator functions are given by ψ + m (χ) = g∈Pm χ, g , and thus we may write for g, g ′ ∈ G and χ, χ ′ ∈Ĝ
2)
The last equivalence shows that the functions ψ + m are constant on each block Q ℓ of P. In other words,
where ξ ℓ denotes the indicator function of the dual block Q ℓ . Now we are in a position to characterize reflexivity. It leads to the convenient criterion that if the dual partition P has the same number of blocks as P, then P is reflexive; in particular, taking further duals does not increase the number of blocks of the partitions. In the language of association schemes, the following criterion for reflexivity can also be found in [16, Fact. V.2].
Theorem 3.1. We have |P| ≤ | P| and P ≤ P. Moreover, P is reflexive if and only if |P| = | P|.
Proof. Injectivity of the Fourier transform and (3.3) yield
This proves the first statement. Next, the inverse Fourier transform in (2.7), Remark 2.2(b), and
In other words, the indicator functions ψ m are linear combinations of ξ
With (3.1) we conclude g∼ P g ′ . All of this shows P ≤ P. It remains to prove the characterization of reflexivity. The only-if part follows from the first part. For the converse it remains to show P ≤ P.
and this means that each
Thus g∼ P g ′ , and this establishes P ≤ P.
As already hinted at, reflexive partitions are closely related to abelian association schemes. Indeed, with the above result and some straightforward, but lengthy computations one can show that the partition P is reflexive if and only the partition We now return to the general situation of dualizing partitions. It is natural to ask whether the operations on the lattice of partitions of G (w.r.t. ≤) are respected by dualization. Let P and Q be partitions. Recall that the join P ∨ Q is defined as the finest partition that is coarser than both P and Q, and the meet P ∧ Q is defined as coarest partition that is finer than both P and Q.
The following examples show that in general P ∨ Q = P ∨ Q and P ∧ Q = P ∧ Q. However, we have the following result. It has also been derived with the theory of association schemes in [4, Sec. 4.13] . Proposition 3.3. Let P and Q be reflexive partitions of G. Then the join P ∨ Q is reflexive and P ∨ Q = P ∨ Q. Example 3.2(a) shows that the analogous result for the meet P ∧ Q is in general not true.
Proof. We have P = P and Q = Q. Moreover, by definition of the join, P ≤ P ∨ Q, and thus P ≤ P ∨ Q due to Remark 2.2(c). Thus, again by definition of the join, P ∨ Q ≤ P ∨ Q.
Taking duals we obtain P = P ≤ P ∨ Q and thus P ∨ Q ≤ P ∨ Q. But then Theorem 3.1 yields P ∨ Q = P ∨ Q, which proves the reflexivity of the join. Applying this line of reasoning to P ∨ Q, we obtain P ∨ Q = P ∨ Q ≥ P ∨ Q. All of this shows P ∨ Q = P ∨ Q, as desired.
The following property of the Krawtchouk matrix is known for reflexive partitions, in which case it simply states that the matrix is orthogonal, see [6, p. 12] .
Denote the Krawtchouk matrices of (P, P ) and ( P, P) by K ∈ C L×M and K ′ ∈ C R×L , respectively. Then (K ′ K) r,m = |G| if −P ′′ r ⊆ P m and (K ′ K) r,m = 0 otherwise. In particular, if P is reflexive, then (after suitable ordering of the blocks) K ′ K = |G|I M , where I M is the identity matrix of size M .
Proof. Recall that we identifyĜ with G. Fix g ∈ P ′′ r . Then
With the aid of (2.4) we conclude that (K ′ K) r,m = |G| if −g ∈ P m and (K ′ K) r,m = 0 otherwise.
Induced Partitions
In this section we turn to cartesian powers of groups. We present two specific constructions of partitions and the resulting MacWilliams identities. They cover many of the known MacWilliams in coding theory.
In the following we mostly write partitions in the form (Q ℓ ) ℓ∈L , where L is a suitable index set, rather than Q 1 | . . . | Q L , due to a lack of a natural ordering of the blocks. 
. . , G n are finite abelian groups and let
If G i = G and P i = P for all i, then P × . . . × P is written as P n and called the product partition of G n induced by P.
We call comp P (g) the composition vector of g with respect to the partition P. It is contained in the set S :
Note that each block of the product partition P 1 × . . . × P n consists of all g ∈ G 1 × · · · × G n for which each entry g i is contained in a prescribed block of P i . Obviously, P 1 × . . . × P n has M 1 · . . . · M n blocks. In particular, P n has M n blocks. On the other hand, the blocks of the symmetrized partition P n sym collect all g ∈ G n that have the same number of entries (disregarding position) in a given block of P. The index set S is the set of weak M -partitions of n, and P n sym consists of |S| = n+M −1 M −1 , see [35, p. 15] . As a simple example, if P = {0} G\{0}, then P n partitions the elements (g 1 , . . . , g n ) ∈ G n according to their support, whereas P n sym classifies them with respect to their Hamming weight. We show next that dualization commutes with the above constructions under the rather weak condition that {0} is a block of the given partitions. Let us first consider an (extreme) example illustrating the necessity of this condition. Suppose P consists of the single block G. Then both P n and P n sym consist of the single block G n and P n = P n sym = {ε} Ĝ n \{ε}, see Remark 2.2(a). In particular, P = {ε} Ĝ \{ε}. Therefore, P n consists of all n-fold product sets with factors {ε} and G\{ε}, and P n sym is the Hamming partition onĜ n . All of this shows P n P n and P n sym P n sym . The second statement of the following theorem appears also in [41, Thm. 4] and [4, Thm. 4 .86].
Theorem 4.3. Let P i be a partition of G i for i = 1, . . . , n such that {0} is a block of P i for all i.
Proof. Let P i be as in Definition 4.1 and
With the aid of (2.1) we compute for all χ ∈Ĝ
This shows immediately that if χ∼ P 1 ×···× Pn χ ′ then χ∼ Q χ ′ . Considering (4.2) for all product partition blocks where P i,m i = {0} for all but one i, establishes the converse.
The analogous result is true for the induced symmetrized partition as well. Again, for reflexive partitions the statement appears already in [6, Sec. 2.5] and [4, Thm. 4 .97] in the terminology of abelian classes of association schemes. Theorem 4.4. Let P be a partition of G such that {0} is a block of P. Then P n sym = P n sym . As a consequence, if P is reflexive then so is P n sym .
We postpone the quite technical proof to Appendix A. It reveals that establishing P n sym ≤ P n sym is basic and straightforward, and the result for reflexive partitions follows immediately. The general case, and thus the converse P n sym ≤ P n sym , is significantly more technical. It makes use of the fact that the Krawtchouk coefficients appear as evaluations of the elementary multi-symmetric polynomials. We are not aware of a simpler, or any, proof in the literature. Now we derive the general MacWilliams identities for the induced partitions of G n as defined in Definitions 4.1 and 4.2. We restrict ourselves to the reflexive case, which simplifies notation as it allows us to define the partition enumerators of C ≤ G and C ⊥ ≤Ĝ in the same polynomial ring. The general case can easily be dealt with, but as in Theorem 2.4 it requires the use of two distinct polynomial rings and the careful choice of the partition and its dual. For the reflexive case, analogous identities in the language of abelian association schemes appear in [4, Thm. 5.46, Thm. 5.51].
For the first result we assume the situation of Definition 4.1 and fix the following notation. Write Q = P 1 × . . . × P n . Let the dual partitions be P i = Q i,1 | . . . | Q i,M i , and thus the blocks of Q are given by Q ℓ = Q 1,l 1 × . . . × Q n,ln for all index combinations ℓ = (l 1 , . . . , l n ). For g ∈ G i we denote by m(g) ∈ {1, . . . , M i } the index of the block P i,m(g) containing g, and similarly for χ ∈Ĝ i let χ ∈ Q i,m(χ) .
Theorem 4.5. Let all partitions P i be reflexive, thus Q is reflexive as well, and let K (i) ∈ C M i ×M i be the Krawtchouk matrix of the pair ( P i , P i ). For a code C ≤ G the polynomial
is called the product partition enumerator of C. The coefficient of n i=1 X i,m i equals the cardinality of C ∩ (P 1,m 1 × . . . × P n,mn ). Similarly, the product partition enumerator of C ⊥ ≤Ĝ with respect to Q is PE Q,
The enumerators satisfy the MacWilliams identity
where the MacWilliams transformation M ′ : W −→ W is the algebra homomorphism satisfying
. Then PE Q,C = g∈C ψ(g) and similarly PE Q,C ⊥ = χ∈C ⊥ψ(χ). By the definition of the Krawtchouk coefficients, K (i) m,l = χ∈Q i,l χ, g for any g ∈ P i,m . Using (2.1) we obtain for g ∈ P 1,m 1 ×. . .×P n,mn
Wit the aid of the Poisson summation formula (2.8) we derive
Notice that we may write the identity (4.3) in the form
where
In the same way we can derive a MacWilliams identity for the induced symmetrized partitions of G n . Again, we restrict ourselves to reflexive partitions. As before, let m(g) be the unique index such that g ∈ P m(g) . Theorem 4.6. Let P = P 1 | . . . | P M be a reflexive partition of G, and let K ∈ C M ×M be the Krawtchouk matrix of ( P, P). For a code C ≤ G n the symmetrized partition enumerator of C with respect to P is defined as PE P n sym , C := g∈C n t=1 Y m(gt) and is contained in the polynomial ring
It is a homogeneous polynomial of degree n, and the coefficients of the monomial M m=1 Y sm m equals the cardinality |{g ∈ C | comp P (g) = (s 1 , . . . , s M )}|. The enumerator satisfies the MacWilliams identity
where the MacWilliams transformation M ′′ : V −→ V is the algebra homomorphism given by
Proof. We make use of the MacWilliams identity for the product partition enumerator in Theorem 4.5, applied to the product partition P n and its dual. Then the polynomial ring W is
, and this concludes the proof.
As we did for the product partition, we may write the identity (4.5) in the form
The last two theorems cover an abundance of MacWilliams identities from the literature: the identities for the Hamming weight, the complete weight [27, 21, 4] , the exact weight [27, 4] , the symmetrized Lee weight [13, 20] are all instances of Theorem 4.6 for the symmetrized partition enumerator, and so are many other cases. The only work left is the explicit computation of the Krawtchouk coefficients in each concrete case. But for the just mentioned examples, this can be done straightforwardly; see also [12, Sec. 4] , where this has been carried out in detail.
While these cases are well known and can be found in the above mentioned literature, we wish to touch upon a different class of lesser known identities explicitly. That is those of split weight enumerators, where for instance, the Hamming weight is considered separately on various components of a given vector, or the Hamming weight is considered on one part and the symmetrized Lee weight on the other one. All these cases are instances of Theorem 4.5. The resulting MacWilliams identity for the split Hamming weight enumerator has been derived by MacWilliams and Sloane for codes over the binary field in [27, Ch. 5, Eq. (52)] and by Simonis [33, Eq. (3')] for arbitrary fields and where the codewords are divided into t blocks of coordinates. A similar identity can be found in [9] by El-Khamy and McEliece. The latter authors also observe that if C is a systematic [n, k] code, then the split Hamming weight enumerator is the input-redundancy weight enumerator which keeps track of the input weights in combination with the corresponding redundancy weight. This allows them to apply their identity to MDS codes in order to derive further results on the bit error probability for systematic RS codes. Finally, in [25] this weight enumerator has been used to derive a MacWilliams identity for the input-output weight enumerators of direct-product single-parity-check codes.
We will apply Theorems 4.5 and 4.6 at the end of Section 6 to the particular partitions discussed in that section.
Duality for Frobenius Rings
In this section we focus our attention on the case where the group G is the additive group of a finite ring. We restrict ourselves to commutative rings in order to keep notation simple and because most known and interesting examples are for codes over commutative rings. The results of this section are not new, and the goal is rather to carefully reconcile duality in the group setting with that for codes over rings. For a Frobenius ring R, the character groupR can be turned into a module which is isomorphic to the given ring. We will illustrate that when identifying these two modules, as often done in the literature of codes over rings, the dual of a partition depends on the identification.
Let R be a finite commutative ring with identity. Its group of units is denoted by R * . The character group of (R, + ) can be endowed with an R-module structure via the scalar multiplication rχ(a) := χ(ra), and we callR the character module of R.
While the additive groups of R andR are isomorphic, this is not necessarily the case for the R-modules R andR. The latter are isomorphic if and only if the ring is Frobenius. In ring theory, Frobenius rings are commonly defined via their socle, see [ Theorem 5.4. Let R be a finite commutative Frobenius ring and χ a generating character of R. For v, a ∈ R n denote by v · a := n i=1 v i a i the dot product. Moreover, for v ∈ R n define the character χ v ∈ R n via χ v (a) = χ(v · a) = χ, v · a for a ∈ R n . Then we have the following. (a) The map α : R n −→ R n , v −→ χ v is an R-module isomorphism. (b) For a code C ⊆ R n define the dot-product dual as C ⊥ ⊥ := {v ∈ R n | v · a = 0 for all a ∈ C}.
Then the character-theoretic dual of the additive group (C, + ) and the dot-product dual coincide; precisely α(C ⊥ ⊥ ) = C ⊥ = {ψ ∈ R n | ψ, a = 1 for all a ∈ C}.
Proof. Recall from (2.1) thatR n and R n are isomorphic groups via (χ 1 , . . . , χ n ), (a 1 , . . . , a n ) = n i=1 χ i , a i for all χ i ∈R. For the Frobenius ring R, all characters are of the form rχ, r ∈ R, and thus the last identity reads as (r 1 χ, . . . , r n χ), (a 1 , . . . , a n ) =
This proves (a). As for (b), notice first that the dual group C ⊥ is indeed an R-module. Next, the containment α(C ⊥ ⊥ ) ⊆ C ⊥ is evident. For the converse, let v ∈ R n be such that α(v) ∈ C ⊥ . Thus χ v , a = 1 for all a ∈ C. But then for all r ∈ R and all a ∈ C we have 1 = χ v , ra = χ, rv · a . This means that the ideal in R generated by v · a is in ker χ, and with the aid of Remark 5.3 we conclude v · a = 0. Since a ∈ C is arbitrary this shows that v ∈ C ⊥ ⊥ .
We have the following simple, but crucial consequence of (2.3).
Remark 5.5. For any Frobenius ring R and any code C ⊆ R n , we have C ⊥ ⊥⊥ ⊥ = C. As a consequence, |C||C ⊥ ⊥ | = |R n |. If n = 1, thus C ⊆ R is an ideal in R, then the identity C ⊥ ⊥⊥ ⊥ = C is known as the double annihilator property, see, e.g., [22, Thm. 15.1] . This property is in general not true if R is not a Frobenius ring as can easily be seen using the ideal C = (x) in the ring R = F 2 [x, y]/(x 2 , y 2 , xy). In this case, (x) ⊥ ⊥ = (x, y) and (x) ⊥ ⊥⊥ ⊥ = (x, y) = (x) (thereby proving that R is not Frobenius).
It is important to keep in mind that the identification of R n and R n depends on the choice of the generating character. As a consequence, the dual of a partition of R n , if considered in R n again, may also depend on the generating character. An example will be given after Definition 5.6. For residue rings R = Z N this dependence does not occur. This is due to the fact that all primitive N -th roots of unity in C have the same minimal polynomial. To be on the safe side we cast the following definition. Definition 5.6. Let χ be a generating character of the Frobenius ring R and α : R n → R n be the isomorphism v → χ v from Theorem 5.4(a). For a partition P = P 1 | P 2 | . . . | P M of R n and its dual partition P of R n we define the χ-dual partition P
[χ] of R n as α −1 ( P). Thus
Here comes an example illustrating the dependence of the dualization on the choice of the generating character. 
Remark 5.8. It is easy to verify that the bidual partition does not depend on the generating character χ. Precisely, P
[χ]
= P for any generating character χ. To see this, let
and let R = Q [χ] . Then by definition
along with α(Q) = P shows that R = P.
We close this section with a brief digression and comment on a different approach to duality and MacWilliams identities taken by Honold and Landjev. In [17] they study codes C in R n , where R is a (not necessarily commutative) Frobenius ring. The dual is defined as the dot product dual C ⊥ ⊥ . Instead of using characters, the authors make use of a (unique) map ω : R → Q with certain "homogeneous" properties. The existence of such a map is guaranteed for Frobenius rings. The authors define two particular classes of pairs of partitions of R n : regular pairs and W-admissible pairs. It is easy to see that if a pair of partitions (P, Q) of R n is regular, then P = Q and Q = P (where we identify R n with R n as in Theorem 5.4(a)). But W-admissible pairs are unrelated to our notion of reflexivity: one can construct W-admissible partitions that are not reflexive and vice versa. In [17, Thm. 21 ] the authors show that W-admissible pairs allow a MacWilliams identity analogous to the one in Theorem 2.4 of this paper. Both reflexivity and W-admissibility have their advantages as either property carries over to certain derived partitions (e.g., the product partition and symmetrized product partition for reflexitivity), and just like the approach with reflexive partitions the one taken in [17] leads to plenty of interesting applications.
6 Poset Structures on G 1 × . . . × G n Let G i be non-trivial finite abelian groups for i = 1, . . . , n. In this section we consider a weight for codes in G := G 1 × . . . × G n that derives from a prescribed poset structure on the coordinate set [n] := {1, . . . , n}. This has been introduced by Brualdi et al. in [2] for codes over fields (i.e., codes in F n ), where it generalizes the Hamming weight as well as the Rosenbloom-Tsfasman weight. The latter has been introduced by Rosenbloom and Tsfasman in [32] and plays a specific role for matrix codes; see [34] for the relevance of the Rosenbloom-Tsfasman weight for detecting matrix codes with large Hamming distance.
In [8] Dougherty and Skriganov establish a MacWilliams identity for the Rosenbloom-Tsfasman weight and a suitably defined dual weight for codes over fields. This has been generalized by Kim and Oh [19] to general poset structures, and they also characterize the poset structures that allow such a MacWilliams identity. Pinheiro and Firer [31] generalize this even further to block poset structures. In all these cases the dual weight is induced by the dual poset.
In this section, we will recover these MacWilliams identities and generalize them to codes over groups. We will do so by establishing that the partitions induced by a poset weight and the dual poset weight are mutually dual in the sense of Definition 2.1. Then the MacWilliams identity is simply an instance of Theorem 2.4.
Let ≤ be a partial order on [n], thus P := ([n], ≤) is a poset. We denote by max(P) (resp. min(P)) the set of all maximal (resp. minimal) elements of P. A subset S ⊆ [n] is called an ideal if i ∈ S and j ≤ i implies j ∈ S. Denote by S] the smallest ideal generated by the set S. Let j ∈ max(P) and consider the subposet P ′ = ([n]\{j}, ≤). Then evidently,
A poset P = ([n], ≤) induces the poset weight on G given by
where, as usual, supp(g) := {i | g i = 0} denotes the support of g = (g 1 , . . . , g n ) ∈ G. The weight induces a metric on G (see [2, Lem. 1.1] for F n ). More interesting to us, it gives rise to a partition
The blocks P m are nonempty for each m and thus |P P | = n + 1. Indeed, P n = ∅ is obvious and for P n−1 pick an element in G whose support is given by [n]\{j} for some j ∈ max(P). Now the rest follows inductively using (6.1).
A particular role is played by hierarchical posets. For the terminology we follow Kim and Oh [19] . · Γ i such that for all l, m ∈ [n] we have l < m if and only if l ∈ Γ i 1 , m ∈ Γ i 2 for some i 1 < i 2 (where i 1 < i 1 refers to the natural order in N). In other words, for all i 1 < i 2 every element in Γ i 1 is less than every element in Γ i 2 , and no other two distinct elements in [n] are comparable. We call Γ i the i-th level of P. The hierarchical poset is completely determined (up to order-isomorphism) by the data (n 1 , . . . , n t ), where n i = |Γ i |, and it is denoted by H(n; n 1 , . . . , n t ). incomparable. Thus, P is an anti-chain if and only if P is the hierarchical poset H(n; n). In this case, supp(v)] = supp(v) for all g ∈ G, and wt P is simply the Hamming weight on G.
is a chain if ≤ is a total order. Thus, P is a chain if and only if P is the hierarchical poset H(n; 1, . . . , 1). Assuming without loss of generality that 1 < 2 < . . . < n, we observe that wt P (g) = max{i | g i = 0}, which on F n is known as the Rosenbloom-Tsfasman weight.
The dual of the poset P is defined as the posetP = ([n], ≥) where x ≥ y :⇐⇒ y ≤ x. The following is immediate. Remark 6.3. Let P be a hierarchical poset with t levels. Then the dualP is a hierarchical poset with t levels. Its ℓ-th level is the (t + 1 − ℓ)-th level of P.
For an inductive argument later on it is convenient to consider a particular situation beforehand.
Remark 6.4. Let P = ([n], ≤) a poset with dual posetP. Let max(P) = {l +1, . . . , n}, which then is also min(P). Suppose that for all i ∈ max(P) and all j ∈ [n]\ max(P) we have j < i. Denote by Q = ([l], ≤) the restriction of the partial order ≤ on [l] . Then for any g = (g 1 , . . . , g n ) ∈ G and χ = (χ 1 , . . . , χ n ) ∈Ĝ
. . , g n ) = 0, l + wt H (g l+1 , . . . , g n ), otherwise,
where wt H is the Hamming weight. (Recall from Example 2.3(c) that for characters inĜ the Hamming weight wt H is the number of entries not equal to the principal character ε.) Hence restricting the elements of the blocks P m ,P m of the partitions P P , PP to the index set [l] leads to the following relation with the blocks Q m ,Q m of P Q , PQ:
= Q m and (P m+n−l )
=Q m for all m = 0, . . . , l.
In the following remark we fix convenient index notation for hierarchical posets and for the factors of the group G. It leads to a simple formula for the poset weight.
Remark 6.5. Let P be the hierarchical poset H(n; n 1 , . . . , n t ). Note that t i=1 n i = n. We write the underlying set [n] as
such that the partial order simply reads as (i, j) < (i ′ , j ′ ) ⇐⇒ i < j (where i < j refers to the natural order on N). Consequently, for any set S = {(i 1 , j 1 ), . . . , (i r , j r )} ⊆ N , where
Accordingly, we index the factors of the group G as G i,j , i = 1, . . . , t, j = 1, . . . , n i . Thus,
and g ∈ G has the form g = (g 1 , . . . , g t ), where g i = (g i,1 , . . . , g i,n i ) ∈ G i . Now the definition of the poset weight yields
Here wt H stands for the Hamming weight on each of the groups G i . Similarly, the dual poset weight on the character groupĜ =Ĝ 1 × . . . ×Ĝ t is given by
For codes in F n (thus G i = (F, +) for all i), Kim and Oh [19] studied the question which posets give rise to a MacWilliams identity for the induced wt P -enumerator of a code and the wtPenumerator of its dual. They proved that this is the case if and only if the poset is hierarchical. Pinheiro and Firer [31] generalized this result to block poset structures. We will recover both these results and generalize them to codes over groups. This will be accomplished by relating the induced poset weight partitions to reflexivity in the sense of Definition 2.1. Here is the first part of our result.
Theorem 6.6. Fix a poset P = ([n], ≤). Let P P and PP be the induced partitions on G = G 1 × . . . × G n andĜ =Ĝ 1 × . . . ×Ĝ n , respectively. Suppose P P = PP. Then P is a hierarchical poset, and if P = H(n; n 1 , . . . , n t ) and G is as in (6.3) , then |G i,1 | = . . . = |G i,n i | for all i = 1, . . . , t.
Note that the assumption P P = PP along with |P P | = |PP| = n+1 implies that P P is reflexive; see Theorem 3.1. But one should be aware that Theorem 6.6 does not state that reflexivity of the poset partition P P implies that P is a hierarchical poset. We strongly believe that this is true as well, but unfortunately do not have a proof. To be more specific, supported by many examples we believe that P P ≤ PP for any poset P. This would imply the above conjecture.
One may notice that by Theorem 2.4 the assumption P P = PP yields the existence of a MacWilliams identity between the corresponding weight enumerators. As a consequence, if Proof of Theorem 6.6. Let P P = P 0 | P 1 | . . . | P n and PP =P 0 |P 1 | . . . |P n , where P 0 = {0} and P 0 = {ε}. Suppose first that P is not hierarchical. ThenP is not hierarchical either. We use <P and ]P for the dual partial order and the ideals in the dual poset. Without loss of generality let min(P) = {1, . . . , l} for some l ∈ {1, . . . , n}. We may assume that there exists j in [n]\ min(P) and i ∈ min(P) such that i <P j. (Otherwise we may disregard min(P) and proceed with the nonhierarchical poset on {l + 1, . . . , n} since by Remark 6.4 the resulting partition sets are restrictions of blocks of P P and PP.) We may choose j to be a minimal element inP with the above specified property. Then j]P ⊆ min(P) ∪ {j}\{i}, and thus | j]P| =: m ≤ l. Choose χ ′ ∈Ĝ such that supp(χ ′ ) ⊆ min(P) and |supp(χ ′ )| = m. Moreover, let χ ′′ = (ε, . . . , ε, χ ′′ j , ε, . . . , ε) ∈Ĝ be such that its j-th entry χ ′′ j is not the principal character of G j . Then χ ′ , χ ′′ ∈P m . We show that χ ′ ∼ P P χ ′′ and thus P P = PP. The block P n of P P is evidently of the form (see also [19, Lem. 2 .1])
Using the specific form of χ and χ ′′ and the orthogonality relations (2.4) we compute
Again by (2.4) the first sum is zero, whereas the second one is not. This shows that χ ′ ∼ P P χ ′′ , contradicting the assumption P P = PP. Hence P is hierarchical.
Let now P = H(n; n 1 , . . . , n t ) be as in Remark 6.5 and let G = G 1 × . . . × G t be as in (6.3). Assume |G s,1 | = |G s,2 | for some s. For a = 1, 2 put χ a := (ε, . . . , ε, χ In the same way we obtain g∈Pm χ 2 , g = −S(|G s,1 | − 1) ns j=3 (|G s,j | − 1). Now |G s,1 | = |G s,2 | implies that g∈Pm χ 1 , g = g∈Pm χ 2 , g , and thus χ 1 ∼ P P χ 2 . Again, this contradicts our assumption. Thus, |G s,1 | = . . . = |G s,ns | for all s, and this concludes the proof.
The converse of the previous result is true as well.
Theorem 6.7. Let P = H(n; n 1 , . . . , n t ) and G be as in (6.3) , where |G i,1 | = . . . = |G i,n i | for all i = 1, . . . , t. Then P P = PP for the induced partitions P P and PP on G andĜ. As a consequence, P P is reflexive.
Proof. First of all, the last statement follows from |PP| = |P P | = n + 1 with Theorem 3.1. For each ℓ, m = 1, . . . , n there exists unique indices s m ∈ {1, . . . , t} and r ℓ ∈ {0, . . . , t − 1} such that m = N sm + µ m , where 1 ≤ µ m ≤ n sm and ℓ = n − N t−r ℓ +1 + λ ℓ , where 1 ≤ λ ℓ ≤ n t−r ℓ . (6.6) Set s 0 = µ 0 = 0 and r 0 = λ 0 = 0. Then (6.4) and (6.5) show that
Let χ ∈Ĝ, say χ ∈P ℓ . We show that for each m, the sum g∈Pm χ, g does not depend on the choice of χ, but just on the index ℓ. It suffices to consider m > 0 and ℓ > 0. For ease of notation write s := s m , µ := µ m , r := r ℓ , and λ := λ ℓ . Furthermore, put |G i,j | = q i for all j = 1, . . . , n i .
where the latter is the classical Krawtchouk coefficient from (2.11). where the last identity follows because the first factor is zero due to (2.4) and χ t−r = ε.
In all three cases g∈Pm χ, g depends only on the index ℓ of the blockP ℓ containing χ. As a consequence, PP ≤ P P , and hence |PP| ≥ | P P | ≥ |P P | = |PP|. Thus PP = P P , and this concludes the proof.
In the proof we also computed the Krawtchouk coefficients.
Corollary 6.8. Let P = H(n; n 1 , . . . , n t ) and G be as in (6.3) . Assume |G i,j | = q i for all i, j. With the notation as in (6.6) -(6.8), the Kratwchouk matrix of (P P , PP) is K ∈ C (n+1)×(n+1) , where
Thus by (2.14), any code C ≤ G satisfies
where A m = |C ∩ P m | and B m = |C ⊥ ∩P m | for all m.
In the case where G = G n , i.e., G i,j = G for all i, j, then, using |G| = q, the above results in
These results cover several cases in the literature. Let G = F n , which we identify with its character module with the aid of a generating character χ as in Theorem 5.4. Thus, the dual code C ⊥ of C ⊆ F n is simply the orthogonal space C ⊥ ⊥ ⊆ F n as in that theorem, and we will simply write C ⊥ . As we have discussed in Definition 5.6 and Example 5.7, the dual P
[χ] of a partition P does in general depend on χ. It is easy to see, however, that this dependence does not materialize for partitions P P induced by a poset P. This is due to the fact that the poset weight is based on the Hamming weight so that all computations simply reduce to the orthogonality relations (2.4); see the previous proofs. For hierarchical posets, the dual partition is induced by the dual poset, and thus obviously independent from the choice of χ. All of this ensures that our setting applies to the situations discussed in the literature, and which we will address next.
If G = F n (thus G i = F for all i), the identity (6.9) with the Krawtchouk coefficients in (6.10) corresponds to the identity presented by Kim and Oh [19, Thm. 4.4] . Specializing even further to the hierarchical poset P = H(n; n) we simply obtain the classical Krawtchouk coefficients and the MacWilliams identity for the Hamming weight distribution. On the other hand, specializing to the poset P = H(n; 1, . . . , 1) and using 1 < . . . < n, see Example 6.2(b), we obtain the MacWilliams identity for the Rosenbloom-Tsfasman weight. The Krawtchouk coefficients are We close this section by extending the above result to matrix codes over finite commutative Frobenius rings endowed with a poset metric. This will come as an immediate consequence of the MacWilliams identity for the induced product partition and the induced symmetrized partition derived in Section 4. Again, if P is a chain, we obtain the MacWilliams identity for the RosenbloomTsfasman metric for matrix codes over Frobenius rings and thus recover a result obtained by Dougherty and Skriganov [8] for the special case of matrix codes over fields.
Let R be a finite commutative Frobenius ring of order q. The free module R s×n of all (s × n)-matrices over R may be identified with the product R sn = R n × . . . × R n by mapping M ∈ R s×n to the vector (M 1 , . . . , M s ) ∈ R sn , where M i is the i-th row of M . The standard bilinear form (v, w) → v · w on R sn thus reads as (M, N ) → Tr(M N T ) on R s×n , where Tr denotes the trace. As in Section 5 we identify R withR via a fixed generating character χ. Then the identification of R sn with R sn as in Theorem 5.4(a) is given by the isomorphism M → χ M , where
The product partition enumerator of a code C ⊆ R s×n is given by
The coefficient of a monomial s i=1 X i,m i is thus the cardinality of all matrices in C whose i-th row has poset weight m i . By Theorem 4.3, (P P ) n = P P n = (PP) n . Hence Theorem 4.5 and (4.4) yield 12) where X i = (X i,0 , . . . , X i,n ) T and K is the Krawtchouk matrix of (PP, P P ). If P is the chain 1 < . . . < n and R = F q is a field, the weight wt P is the Rosenbloom-Tsfasman weight on F n q , and the enumerator PE (P P ) n ,C has been coined the T-enumerator by Dougherty and Skriganov [8, Sec. 3] . The MacWilliams identity in (6.12) with the Krawtchouk coefficients in (6.11) appears in [8, Thm. 3.1] , where it has been derived by direct technical computations tailored to the specific situation of this weight and without the aid of character theory.
In the same way, Theorem 4.6 yields a MacWilliams identity for the symmetrized partition (P P ) s sym on R s×n and its dual partition. Again, for fields this has been derived in [8, Thm. 3.2] , where the enumerator is called the H-enumerator. Another direct computational proof has been presented by Trinker [37] , where the composition vector and symmetrized partition enumerator of the Rosenbloom-Tsfasman weight are called the type distribution and the type polynomial, respectively. 1 We conclude by mentioning that the cumulative Rosenbloom-Tsfasman weight, defined as wt P (M ) := s i=1 wt P (M i ) and introduced in [32] , does not satisfy a MacWilliams identity. In [8] , the authors present a pair of codes C 1 , C 2 with the same cumulative Rosenbloom-Tsfasman weight enumerator, but where the dual codes C ⊥ 1 , C ⊥ 1 have different enumerators.
A Proof of Theorem 4.4
Let P = P 1 | . . . | P M +1 , where P M +1 = {0}. Note that by definition of the induced symmetrized partition we have for any g, g ′ ∈ G n g ′ ∼ P n sym g ⇐⇒ ∃ τ ∈ S n : τ (g ′ )∼ P n g, (A.1)
where τ (g ′ 1 , . . . , g ′ n ) = (g ′ τ (1) , . . . , g ′ τ (n) ) and S n is the symmetric group on n symbols. We show first P n sym ≤ P n sym . Let χ, χ ′ ∈Ĝ n such that χ∼ P n sym χ ′ . By (A.1) there exists a permutation τ ∈ S n such that τ (χ ′ )∼ P n χ. Let Q be a block of P n sym . Then, by definition of the symmetrized partition, there exists (m 1 , . . . , m n ) ∈ {1, . . . , M + 1} n and a subset S ′ ⊆ S n such that Q = σ∈S ′ · P m σ(1) × . . . × P m σ(n) . Using P n = P n from Theorem 4.3 we have χ, g for all σ ∈ S ′ , and thus g∈Q τ (χ ′ ), g = g∈Q χ, g . But, τ −1 (Q) = Q, and thus the first sum is g∈Q χ ′ , g . This shows χ∼ P n sym χ ′ and hence P n sym ≤ P n sym . 2 For the converse, let χ∼ P n sym χ ′ . By the above it suffices to show that there exists some τ ∈ S n such that τ (χ ′ )∼ P n χ. Put We will show that there exists a permutation τ ∈ S n such that A i,j i .
Making use of P M +1 = {0}, the blocks of P n sym can be described as follows, see Then P n sym = (Q s ) s∈S , where Q s := σ∈Sn P t σ(1) × . . . × P t σ(n) .
2 From this one can easily conclude equality if P is reflexive. Indeed, in that case |P| = | P| and thus |P n sym | = | P n sym |. By Remark 2.2(c) P n sym ≤ P n sym implies P n sym = P n sym ≤ P n sym ≤ P n sym ≤ P n sym , and thus we have equality at each step, which in turn yields P n sym = P n sym .
Note that this union is in general not disjoint. But every subset P t σ(1) × . . . × P t σ(n) in this union appears with the same multiplicity. It is given by the cardinality of the stabilizer subgroup of t = t (s) in S n and denoted by f s . Thus we have Note that t i ≤ M for all t i appearing in (A.4) . The crucial step in order to establish (A.2) is the fact that the expressions in these identities are evaluations of the elementary multi-symmetric polynomials. In order to make this precise, we consider the polynomial ring R := Q[X i,j | i = 1, . . . , n, j = 1, . . . , M ] in nM independent indeterminates. The symmetric group S n acts on R via σ(X i,j ) = X σ(i),j for all i, j. It is a classical result, see [30] or [1, Thm. 1] , that the invariant ring R Sn under this group action is generated by the elementary multi-symmetric polynomials, that is, R Sn := Q[e s | s ∈ S], where
X σ(i),t i , where t is as in (A.3).
More important for our purposes, however, is the fact that, similar to the elementary symmetric polynomials, the elementary multi-symmetric polynomials appear as coefficients of a certain polynomial, see for instance [38, In other words, we have two factorizations of the polynomial f ∈ C[T 1 , . . . , T M ] into linear, thus prime, factors. Since all factors are normalized with constant term equal to 1, they must coincide up to ordering. All of this shows that there exists a permutation τ ∈ S n satisfying (A.2), and this concludes the proof.
✷
