Abstract-A direct adaptive regulator for nonlinear nonparametric systems with measurement corrupted by noise is proposed. Under reasonable conditions the state of the closed-loop system is adaptively regulated so that it converges to zero as time tends to infinity. An illustrative example, being an affine nonlinear system, with all imposed conditions satisfied is given. The method of proof is based on stochastic approximation techniques.
where 2 (0; 1) and c is a constant.
The obtained contradiction shows that no root of A(z) can be explosive.
I. INTRODUCTION
For most of practical systems the linear model is merely an approximation to the true system dynamics. This probably is the reason why much research attention has been paid to the nonlinear systems for recent years. Various typical nonlinear models are considered in literature, for example, the nonlinear ARX model is considered in [12] , bilinear model in [14] and the Hammerstein model in [17] . The common feature for all these models is that the system is parameterized and the parameters linearly enter the models. Therefore, when the parameters are unknown in these models, they may recursively be estimated by conventional methods, for example, the least-squares (LS) method, and the parameter estimates may be used to form adaptive controls [7] , [6] , [15] , [13] , [8] , [9] . Although parameterization of system uncertainties simplifies forming adaptive control laws, it is not an easy task to analyze the resulting nonlinear adaptive control systems (see [12] ).
To design and to analyze adaptive control for nonparametric nonlinear systems in a random environment is the topic of the present note. To the authors' knowledge this is the first attempt to make a rigorous analysis for this difficult problem. As a first step, we have to restrict ourselves to consider the relatively simple case, adaptive regulation, rather than the general adaptive control problem. The purpose of regulation is to control a system in order its state or output to reach a desired value. Since the system is unknown, one may intend to realize regulation adaptively. The resulting adaptive control system is then called adaptive regulator. Even for this rather simple task, we have to impose rather restrictive but reasonable conditions on the nonlinear dynamics of the system. The system state is observed with additive noise. By noticing the inherent connection between adaptive regulation and the problem of searching zero of an unknown nonlinear function, we will apply the stochastic approximation method to propose an adaptive regulator and prove the regulation error asymptotically tending to zero.
To solve the stated problem under general conditions is beyond the target of this note. This note aims at stimulating research on nonlinear stochastic adaptive control, pointing out the possibility of shifting from the parametrization framework to more natural nonparametric approach. It is worth noting that stochastic approximation only serves as a tool to solve the stated problem rather than a research topic in this note.
Manuscript received August 8, 1999 being the unknown equilibrium pair for System (1).
The system state x k can be observed with noise
where " k+1 2 n is the measurement noise and may depend on u k .
The purpose of adaptive regulation is to define adaptive control based on measurements in order the system state to reach the desired one. Without loss of generality, we may assume the specified state the system is regulated to is zero.
The adaptive control is given according to the following recursive algorithm:
where b is specified in A1) given below and the step size fa i g is nonincreasing with
The system composed of (1)- (4) is the adaptive regulator to be considered in this note.
We need the following conditions.
A1) The upper bound b for u 0 is known, i.e., ku 0 k < b, and u 0 is a robust stabilizing control in the sense that for any d k 000! k!1 0 the state x k tends to zero for the following system:
A2) System (1) is BIBS stable, i.e., for any bounded input, the system state is also bounded.
A3) f(x; 1) is continuous for bounded x, i.e., for any a > 0 sup kxka kf(x; u + 1u) 0 f(x; u)k 0000! k1uk!0 0: 
III. MAIN RESULTS
In this section, we intend to show that the adaptive control given by (3) reaches the goal of regulation, i.e., it regulates the system state tending to the desired state, zero. As a matter of fact, we have the following result.
Theorem 1: Suppose A1)-A5) hold. Then the adaptive regulator (1)- (4) has the desired properties: u k ! u 0 ; x k ! 0; k ! 1 (9) at sample paths where A5) is satisfied.
Proof: Before proceeding to the proof, we first note that the algorithm (3) defining u k is nothing else but a projected stochastic approximation algorithm [10] , [11] , [1] , [4] . Assume A1)-A5) hold. We complete the proof by four steps.
Step 1: Let un be a convergent subsequence of fu k g defined by (3) such that u n 000! i!1 u, and kuk < 2b. We show that um+1 = um 0 amym+1 (10) ku m+1 0 u n k ct; 8 m: n i m m(n i ; t); 8 t 2 [0; T] (11) for sufficiently large i and small enough T , where c is a constant to be specified later on.
Since system (1) is BIBS, from ku k k < 2b it follows that there is a > 0 such that kx k k a, 8 k. Then we have kun 0 an yn +1k kun 0 uk + kuk + kan yn +1k < 2b and hence there is no truncation in (3) for k = n i , i.e., (10) holds for m = ni. Therefore kun +1 0 un k = kan yn +1k 2at 1 = ct:
Thus, we have shown that (10) and (11) hold for m = ni.
Assume (10) and (11) and (11) is true for m = k + 1 indeed.
By mathematical induction, the assertions (10) and (11) have been proved.
Step 2: We now show that for any convergent subsequence fun g, un 0! u 6 = u 0 there is a > 0 such that 
Let us restrict i in (13) to fn k ; n k + 1; . . . ; m(n k ; T)g.
Then for small T and large k, from (11) and (13) This implies that there exist a > 0 and a sufficiently large i0, which may depend on u but is independent of k, such that for all sufficiently large k and small enough T > 0. This proves (12).
Step 3: Define V (u) = ku 0 u 0 k 2 . We show that V (u k ) cannot cross a nonempty interval infinitely many times. Notice that
Assume the contrary, i.e., there are two subsequences fum g and fu l g and a nonempty interval xj+1; (17) where kũ 0 um k cT . By noting (11), (5), the continuity of Vu (1) and the boundedness of x k , we see that the last term in (16) Step 4: Denote v1 1
will cross some interval [ 1 ; 2 ] with 1 > 0 infinitely many times. From Step 3, this is impossible. So, v1 = v2, or V (un) converges.
If u k does not converge to u 0 , then there is a convergent subsequence fun g such that un 000! k!1 u 6 = u 0 . Replacing mi in Step 3 by n k , we again have (17)- (19) . Since V (un) converges, taking limit in both sides of (19) we arrive at 0 0("=2)T, which is impossible. Hence, u n ! u 0 . Write (1) as x k+1 = f(x k ; u 0 ) + f(x k ; u k ) 0 f(x k ; u 0 ). By A3) and the boundedness of fx k g we have d k 1 = f(x k ; u k ) 0 f(x k ; u 0 ) 000! k!1 0, and by A1), we conclude x k ! 0.
Remark 2:
It is easy to see that A5) is also necessary if A1-A4 and (9) hold. This is because for large k the observation noise can be which tends to zero by (9).
Theorem 1 remains valid if Condition A4) is replaced by the weaker condition either (12) or (14), because in the proof we only use (12) which in turn is implied by (14) . We formulate this as Theorem 2.
Theorem 2: Suppose that System (1) satisfies A1), A2), A3), and A5), and for any convergent subsequence fu n g, u n ! u 6 = u 0 one of the following conditions is fulfilled:
i) there is a > 0 such that (12) holds for all small enough T > 0; ii) there exist a > 0 and a sufficiently large i0, which may depend on u but is independent of k, such that (14) holds for all i 2
[n k + i0; . . . ; m(n k ; T)] if k is sufficiently large and T > 0 is small enough. Then (9) holds at sample paths where A5) is satisfied.
Remark 3:
The quadratic V (1) can be replaced by a continuously differentiable function V (1) in (12) and (14) is replaced by V u (u j ), where V u denotes the gradient of V .
Example: Let the nonlinear system be affine
where the scalar nonlinear function g(1) is bounded from above and from below by positive constants: 0 < g(x) < 1, 8 x 2 n .
Note that (u j 0u 0 )
x j+1 = g(x j )ku j 0u 0 k 2 ku j 0u 0 k 2 , and hence (14) 
IV. CONCLUSION
This note concerns the adaptive control for general nonlinear nonparametric systems. Based on stochastic approximation methods we presented a solution to the adaptive regulation problem under reasonable conditions on the nonlinear dynamics as well as on the measurement noise. In the further study, it may be of importance to consider the stochastic dynamic system where the noise may appear not only in observations but also in the state equation. To weaken the conditions required in theorems may also be of interest. Our results may serve as an initial step toward solving the general adaptive control problem.
I. INTRODUCTION
A doubly coprime factorization (DCF) plays an important role in investigating multivariable control problems by the factorization approach. Recently, Fujimori presented a parameterization of all proper stabilizing compensators using the DCF related to the minimal-order observer. However, the proper controller parameterization in the above paper 1 is incomplete as shown.
In this note, the transfer function matrix of the plant is denoted by right-half plane, and C+e := C+ f1g. The assumptions and the remaining symbols are the same as those defined in the paper 1 . We now restate Theorems 1 and 2 from the above paper 1 as follows. 
where Q 2 RH m2p 2 . Remark 1: Since some elements in the DCF given by Theorem 1 are stable but nonproper, the free parameter Q has to be restricted within the set of strictly proper and stable rational function matrices for obtaining resultant stabilizing compensators. It is noted that, the proof of Theorem 2 in the above mentioned paper 1 only proved that the compensators C (s) in (7) are all compensators for stabilizing G(s), however, the properness of these compensators was not discussed. Unfortunately, it will be shown that some of these compensators in (7) cannot be guaranteed to be proper even when Q 2 RH m2p 2 .
II. A COUNTER-EXAMPLE
Consider a controllable and observable system 
