Abstract-Cooperative communications via distributed spacetime codes has been recently proposed as a way to form virtual multiple-antennas that provide dramatic gains in slow fading wireless environments. In this paper, we consider the design of practical distributed space-time codes for wireless relay networks using the amplify-and-forward (AF) scheme, where each relay transmits a scaled version of the linear combinations of the received symbols and their complex conjugate. We employ GABBA codes, which are systematically constructed, orthogonally decodable, full-rate, full-diversity space-time block codes, in a distributed fashion. Our scheme is valid for any number of relays with linear orthogonal decoding in the destination, which make it feasible to employ large numbers of potential relays to improve the diversity order. We generalize the distributed space-time codes in AF mode when the source-destination link contributes in both phases of the transmission. Assuming M -PSK or M -QAM constellations and maximum likelihood (ML) detection, we derive an approximate formula for the symbol error probability of the investigated scheme in Rayleigh fading channels. The analytical results are confirmed by simulations, indicating both the accuracy of the analysis, and the fact that low-complexity, flexible, and high-performing distributed spacetime block codes can be designed based on GABBA codes.
Several cooperation strategies with different relaying techniques, including amplify-and-forward (AF), decode-andforward (DF), and selective relaying (SR), have been studied in Laneman et al.'s seminal paper [3] . Distributed spacetime codes (DSTC) have also been proposed to improve the bandwidth efficiency of cooperative transmissions (see, e.g., [4] [5] [6] [7] ).
In [8] , a cooperative strategy was proposed, which achieves a diversity factor of R in a R-relay wireless network, using the so-called distributed space-time codes. In this strategy, a twophase protocol is used. In phase one, the transmitter sends the information signal to the relays and in phase two, the relays send information to the receiver. The signal sent by every relay in the second phase is designed as a linear function of its received signals and their complex conjugate. It was shown that the relays can generate a linear space-time codeword at the receiver, as in a multiple antenna system, although they only cooperate distributively. The technique was also shown to achieve optimal diversity at high SNRs [8] . Although distributed space-time coding does not need instantaneous channel information at the relays, it requires full (transmitterto-relays and relays-to-receiver) channel information at the receiver, implying that training symbols need to be sent from both the transmitter and relays.
Distributed space-time coding was generalized to networks with multiple-antenna nodes in [9] , and the design of practical DSTCs that lead to reliable communication in wireless relay networks, has also been recently considered [10] [11] [12] . In [12] , it was shown that for real-valued i.i.d. Rayleigh channels, the DSTC design problem becomes similar to the code design problem for MIMO communication. In this article, however, we follow [10] and [11] and assume the channels have i.i.d. complex Gaussian distributions, which is more realistic. Our focus is on the space-time cooperation using generalized ABBA (GABBA) codes [13] , [14] , which are systematically constructed, orthogonally decodable, full-rate, full-diversity space-time block codes. Note that generalized quasi-orthogonal space-time block codes (QOSTBC) [15] have the similar performance to GABBA codes, but their code structure and code construction process are different. In [16] , the performance analysis of QOSTBC in a MIMO link is studied, when linear receivers (ZF and MMSE) are employed, instead of ML receiver, which do not lead to the full-diversity. In our scheme, the maximum number of employed relays is chosen based on the coherence time of the network channels. In [11] , it was shown that using real constellations, GABBA 1536-1276/09$25.00 c 2009 IEEE codes can be directly used as DSTC for any number of relays in the network. In this paper, we propose a GABBAbased DSTC design in which any complex signal constellations can be used. Using GABBA codes with linear orthogonal decoding, we can employ large number of potential relays to improve the diversity order. The previous work on the use of full-rate, full-diversity codes in wireless relay networks has limited structures (e.g., 2 × 2 code matrix in [17] , and 2 × 2 or 4 × 4 code matrices in [10] ). On the other hand, complex decoding techniques, like maximum-likelihood (ML) and pairwise ML [18] , prevent applicability of the code matrices with large dimensions. We also study the contribution of the source-destination link in two phases of AF DSTC. In [4] , the contribution of the source-destination link in both phases was studied for the space-time coded cooperation under AF mode, when one relay is employed. Furthermore, we compare DSTC systems with different scaling (amplification) factors, with or without knowledge of local source-relay instantaneous channel state information (CSI) at the relays.
Our main contributions can be summarized as follows: 1) We show that the transpose of GABBA codes are applicable in AF DSTC, in which relays transmit the linear combinations of the scaled version of the received signals and their complex conjugate. Our proposed scheme is valid for any number of relays. 2) We derive the approximate average symbol error rate (SER) for AF DSTC with M -PSK and M -QAM modulations over Rayleigh-fading channels, which is valid for any full-diversity, full-rate space-time block codes, such as distributed GABBA codes and the codes given in [10] . 3) We extend and analyze the DSTC in AF mode, when the source-destination link is contributing in the both phases of transmission. 4) We analyze the diversity order of AF DSTCs based on the asymptotic behavior of average SER. The proposed MGF-based approach can be used for diversity analysis of other wireless systems where the MGF is available. The remainder of this paper is organized as follows: In Section II, the system model is given. The direct formulation of DSTC in the AF mode is considered in Section III. The distributed version of GABBA codes for complex signal constellations in DSTC is presented in Section IV. In Section V, the average SER of DSTC under M -PSK and M -QAM modulations is derived, and a diversity analysis is carried out. In Section VI, the overall system performance is presented for different numbers of relays, and the correctness of the analytical formula is confirmed by simulation results. Conclusions are presented in Section VII. The article contains three appendices which present various proofs.
Notations: The superscripts t , H , and * stand for transposition, conjugate transposition, and element-wise conjugation, respectively. The expectation operation is denoted by E{·}. The covariance of the T × 1 zero-mean vector x T consisting of T random variables is Cov(x T ) = E{x T x H T }. The symbols 0 T and I T stand for the T ×T zero matrix and identity matrix, respectively. |x| is the absolute value of the scalar x, while A F denotes the Frobenius norm of the matrix A. The trace of the matrix A is denoted by Tr {A}. The floor and ceil of x are denoted by x and x , respectively. All logarithms are II. SYSTEM MODEL Consider a network consisting of a source node denoted s, one or more relays denoted r = 1, 2, . . . , R, and one destination node d (see Fig. 1 ). It is assumed that each node is equipped with a single antenna. We denote the source-todestination, source-to-rth relay, and rth relay-to-destination links by f 0 , f r , and g r , respectively. Under the assumption that each link undergoes independent Rayleigh process, f 0 , f r , and g r are independent complex Gaussian random variables with zero-mean and variances σ 
. , s T ]
t , consisting of T symbols to all relays. We assume the following normalization E{s H s} = 1. Thus, from time 1 to T , signals √ P 1 T s 1 , . . . , √ P 1 T s T are sent to all relays by the source, where P 1 T is the average total transmitted energy in T intervals. Assuming that f r does not vary during T successive intervals, the T × 1 receive signal vector at the rth relay is
where v r is a T × 1 complex zero-mean white Gaussian noise vector with variance N 1 .
In the second phase of the transmission, all relays simultaneously transmit linear functions of their received signals y r and y * r . In order to construct a distributed space-time codes, the received signal at the destination is collected inside the T × 1 vector y [10] as
where w is a T × 1 complex zero-mean white Gaussian noise vector with the variance of N 2 , ρ r is the scaling factor at relay r, and A r and B r , of size T × T , are obtained by representing the rth column of the T × R dimensional spacetime code matrix S as c r = A r s+B r s * . Thus, after receiving the vector y r at the rth relay, y r and y * r are multiplied by ρ * r A r and ρ r B r , respectively. In general, A r and B r can be arbitrary matrices satisfying A r 2 F + B r 2 F ≤ 1. However, in this paper, we study a subclass of full-rate, full-diversity distributed space-time codes, like GABBA codes and the codes proposed in [10] , in which either A r is unitary and B r = 0 T , or vice versa.
Notice that the extension of the scheme explained above to the case where a source-destination link is contributing in both phases is possible. In this case, the received signal at the destination through the first phase and the second phase become
respectively, where P 2,r is the average transmitted power from each transmitter during the second phase, and A i and B i , i = 0, 1, . . . , R, are T × T matrices, corresponding to the ith column of T × (R + 1) dimensional space-time code. Here, it is assumed that the source acts as a virtual relay in the second phase of transmission with the matrices A 0 and B 0 .
For the clarity of presentation, we call the protocol based on (1) and (2) as Protocol I. When the source-destination link contributes in the second phase, but not in the first phase, i.e., (4), we call it Protocol II, and, finally, the protocol in which the destination is receiving the source data in two phases is named Protocol III. In the rest of the paper all equations, unless specified, are based on Protocol I.
III. DISTRIBUTED SPACE-TIME CODES IN AMPLIFY-AND-FORWARD MODE
From (1)- (2), the received signal at the destination can be calculated to be
where the DSTC matrix S should be appropriately designed, such as the codes proposed in [8] or [11] . Combining (1)-(2), the total noise vector w T in (5) is given by
The R × 1 vector h in (5) is the equivalent relay channel, whose rth component is
where c r is the rth column of the code matrix S. In order to write the received signal in the form of (5), it is necessary that each rth column of the code matrix is taken from either Ω or Ω * . In other words, the combining matrix at the rth relay, D r , which is corresponding to the rth column of the code matrix S, satisfy the following condition
Now, we derive the covariance of w T which will be used for calculating the received SNR at the destination. Let
Since g r , v r , and w are complex Gaussian random variables and mutually independent, the covariance matrix of w T can be shown to be
The second equality in (9) follows from the fact that for each relay, one of the matrices A r and B r is unitary and the other one is zero, or equivalently, D r in (8) is a unitary matrix. It is well-known that the expectation of the square of a circular symmetric complex Gaussian random variable is zero, i.e.,
Hence, using (9), the conditional covariance of w T is
and thus, the noise vector w T is white. If maximal-ratio combining (MRC) is applied at the destination, the instantaneous SNR at the receiver can be obtained from (5), yielding
where the second equality in (12) (11) attained from (10). Combining (11) and (12), SNR ins can be written as
For the choice of the scaling factor ρ r several constraints can be imposed at the relay to satisfy an average output energy constraint per symbol. Such choices also imply, or result from, different assumptions on channel state information knowledge at the relays and, therefore, amount to different strategies for AF schemes, which we discuss below.
A. Scheme 1: Statistical CSI at Relays
When there is no instantaneous CSI at the relays, but statistical CSI is available, a useful constraint is
The AF strategy based on (14) will be referred to as Scheme 1. This constraint, which was utilized in the DSTCs designs proposed in [8] and [11] , ensures that an average output energy per symbol is maintained, but allows for the instantaneous output power to be much larger than the average. It was shown in [8] that if f k and g k are i.i.d., the optimal value of P 2,r in (14), in the sense of minimizing pairwise error probability (PEP), is equal to P 2R , where P = P 1 + R r=1 P 2,r is the total power consumed for the transmission of a single symbol. In Section V, we will show that using this scaling factor the full diversity is obtainable. Since the equivalent relay channel h in this case must be in the form described in (7), Scheme 1 requires dedicated space-time code designs.
B. Scheme 2: Known Backward Channel Coefficients in Relays
Discovering f r and g r by the destination can be accomplished through a training symbol sequence transmitted by the source. The relay can similarly use this sequence to discover the backward channel gain f r . Thus, it is reasonable to assume that f r is known at the rth relay. In this case, the following scaling factor can be used [10] 
The AF strategy based on (15) will be called Scheme 2.
Although with Scheme 2 the instantaneous output power may be larger than the average, the rth component of the equivalent relay channel reduces to
Therefore, unlike Scheme 1, all existing space-time block codes can be used with Scheme 2. In Section V, we will show that the schemes with ρ r in (14) and (15) have the same performance.
C. Scheme 3: Automatic Gain Control (AGC) at the Relays
A third scheme results by considering that some applications require AGC at the relays in order to comply with certain standards (see e.g., [19] ) and prevent saturating the relay amplifier. Besides adjusting the input power to the amplifier, the AGC facilitates controlling the instantaneous output power of each relay so that it remains constant. An appropriate scaling factor for this case and its corresponding h r would be
In Section VI, we will show that unlike Schemes 1 and 2, Scheme 3, obtained with the use of ρ r in (17a), cannot achieve full diversity.
IV. COMPLEX DSTC DESIGN WITH DISTRIBUTED GABBA CODES
As stated in Section III, Scheme 1 based on the scaling factor given in (14) , requires dedicated space-time code designs. In complex DSTC design, we are going to apply the designs which have full-rate, i.e., 1/2 (due to the two-phase transmission nature of the relaying mechanism under consideration) and whose columns are composed exclusively by either the information symbols s 1 , . . . , s T , or their conjugate s * 1 , . . . , s * T . We employ transposed GABBA codes in a way similar to the Alamouti-based and [20] the QOSTBC-based designs [21] investigated in [10] . This is due to the fact that the transpose of the T × T GABBA mother code has the structure S = [G 1 G * 2 ], where G 1 and G * 2 are T × T /2 matrices whose columns belong to the sets Ω and Ω * , respectively. In this case, the sets Ω and Ω * can be written as
A. Code Construction
In this subsection, we propose complex distributed GABBA designs to construct DSTC that achieve full-diversity and fullrate. We define a complex distributed GABBA design of size T × R, where T is power of two, and R is the number of relays which can be R ≤ T , as a submatrix of the transpose of GABBA codes. Distributed GABBA codes can be constructed by simply removing arbitrary T − R columns of the transpose of T × T GABBA codes.
As an example, we explain the application of the 2×2, 4×4, and 8 × 8 GABBA codes. Since all symbol appears once and only once in each column, which is true for all GABBA codes, A i and B i has the structure of a matrix whose entries can be 1, 0, or -1.
The 2 × 2 distributed GABBA code matrix is the transpose of Alamouti code itself,
In this case, the matrices used at the relays are
The 4 × 4 distributed GABBA code matrix can be shown as
The matrices used at the relays are B 1 = B 2 = A 3 = A 4 = 0 4 , and
(22) It is easy to see that A i and B i in (20) and (22) 
. Due to lack of space, however, we omit to write the corresponding matrices S, A i , and B i here.
B. The Decoding Algorithm
For the case of 2 × 2 distributed GABBA code, which reduces to the transpose of Alamouti code, the orthogonal decoder is equivalent to the ML decoder. For R > 2, maximumlikelihood decoding formula similar to that in [18, Eq. (4.79)] can be applied for the decoding of distributed GABBA codes. Moreover, since the log-likelihood ratio cost function in the T × R distributed GABBA code can be decomposed into two separate functions (see e.g., [13, Eq. (8) ]), pairwise maximum-likelihood (PW ML) decoding [18] is equivalent to ML decoding, similar to quasi-orthogonal (QO) DSTC.
For Protocol III, in which the source-destination link contributed in both phases of the cooperative transmission scheme, the ML decoder has the form arg min
where δ is a parameter that normalized the received noise in two phases, i.e., w and w T . The complex decoding techniques, like maximum likelihood (ML) and pairwise ML [18] , prevent applicability of the code matrices with large dimensions. Using distributed GABBA codes with linear orthogonal decoding, we can employ a large number of potential relays to improve the diversity order. Therefore, instead of complex ML decoding for general full-rate, full-diversity space-time codes or pairwise ML decoding, we can use GABBA linear orthogonal decoding for full-rate, full-diversity T × R GABBA codes.
In the case of distributed GABBA codes, the same orthogonal decoder presented in [13] can be used, except that the output of the decoder should be passed again to the GABBA encoder, since the first column of the output of GABBA encoder corresponds to the recovered signal.
C. Enhanced Distributed GABBA Codes
The GABBA orthogonal decoder suboptimally separates non-orthogonal columns of the matrix G 1 , i.e., c r ∈ Ω, and G 2 , i.e., c r ∈ Ω * . However, due to the orthogonality of the columns in G 1 and G * 2 , the performance of the T × R distributed GABBA codes can be improved when R ∈ {2, 3, . . . , T − 2}. To this end, the relays are divided into two categories. We should allocate almost half of the relays with c i ∈ Ω, and the remaining relays should be corresponding to c i ∈ Ω * . In this scheme, we put the ith column of code matrix S, i.e., c i , which is corresponding to A i and B i in the rth relay. One possible choice of the index i which satisfies the condition stated above is
Thus, with r = 1, . . . , R, (8) will be changed to
Therefore, the main idea behind this DSTC transmission is that we increase the orthogonality among the distributed code columns by simply allocating the selected relays with equal number of columns from sets Ω and Ω * . In the case of fixed relay scenarios, in which all R deployed relays are used for relaying the transmitter's data, we simply assign the index of the appropriate column to the rth relay. In dynamic scenarios, in which the number of active relays varies depending on channel conditions, some control bits should be exchanged between the relays and the destination to inform them of the appropriate index i at the rth relay.
V. PERFORMANCE ANALYSIS In [22] , the asymptotic behavior of AF relay networks with Alamouti code is studied under frequency division duplexing (FDD) scheme, i.e., two different frequency bands are allocated for transmitting and receiving signals at the relays. In this section, we will derive the SER formulas of any full-rate, full-diversity DSTC, e.g., space-time GABBA codes, under time division duplexing (TDD) setup. The employed signals could have arbitrary complex constellations.
A. SER Expression
The conditional SER of the protocol described in Section II, with R relays, can be approximated as [23, Eq. (9.17)]
where
2 /2 du, and the parameters c and κ are represented as
Using (13), and replacing the ρ r from (14) or (15), μ r can be written as
It is important to note that in (28), we approximated the conditional variance of the noise vector w T in (6), which is obtained in (10), with its expected value. At high SNRs, the average variance of the noise at the destination becomes
where we have replaced P 1 = αP and
This approximation is particularly accurate if low-noise amplifiers (LNAs) are used at the relay terminals, such that N 1 < N 2 , if source-relays distances are longer than relays-destination distances, such that σ 2 f > σ 2 g , or if we allocate more power in the first phase of the cooperation, i.e., if value of α is large.
In the following, we will derive the probability density function (PDF) and MGF of
that appears in (27) and is needed for calculating the average SER. Theorem 1: For the γ r in (29), the PDF p(γ r ) can be written as
where K i (x) is the modified Bessel function of the second kind of order i [24] . Proof: The proof is given in Appendix I. Theorem 2: Let X and Y be two independent exponential random variables with mean σ 2 fr and σ 2 gr , respectively. Then, the MGF of Z = μ r XY , i.e., E γ {e sZ }, is given by
where E i (x) is the exponential integral function [24] Proof: Considering (30), we can express M r (−s) as 
Equation (31) results from the combination of (33) and (34). Now, we can use the MGF to derive the approximate SER expression for the relay network discussed in Section II. Using (29), (27) can be written as
Since the γ r s are independent, the average SER would be
Using the moment generating function approach, we get
where M r (s) is the MGF of γ r in (31).
In the sequel, we consider a space-time coded relay network based on Protocol III, in which the source-destination link contributes to both phases based on (3) and (4). The total transmit power, however, is assumed to be the same as in Protocol I. In this case, assuming equal power transmission the power distribution would be P 1 = P 2 and P 2,r = P 2 (R+1) . Now, we derive the SER formula of full-diversity and fullrate space-time codes in AF mode under Protocol III. The conditional SER of Protocol III, with R relays, can be written as
and f
are the channel coefficients of the source-destination path during Phases I and II, respectively. We can write the coefficients μ 1,0 and μ 2,0 as
The random variables γ 1,0 and γ 2,0 have an exponential distribution, and γ r has a distribution as (30).
Since the γ r 's are independent, and assuming that the coherence time of the direct channel is such that γ 1,0 and γ 2,0 are independent, the MGF approach yields
where M r (·) is the MGF of the RV γ r , as obtained given in Theorem 2, while M i,0 (s) = The SER formula in (37) is a special case of (41). If the source node does not contribute in both phases, we can set μ 1,0 = μ 2,0 = 0, and since M i (0) = 1, the SER expression in (37) is found form (41). When the network channels have spatial or temporal correlations, the corresponding SER is lower-bounded by (41).
For the case of Scheme 3, in which the scaling factor is as (18a), the received SNR at the destination in (14) becomes
We can rewrite (42) as SNR ins = R r=1 r ξ r , where
The weights in (44) are such that 
For calculating the average SER, we need to find the PDF of SNR u ins , which it is found in [26, Eq. (16)]. Now, we are deriving the SER expression for AF DSTC with Scheme 3. Averaging over conditional SER, i.e., P e (R|F, G) = c Q κ SNR u ins , we have a lower-bound SER expression as
where p max (γ) is the PDF of SNR u ins . A tighter bound on SNR ins can be obtained when we use ξ r itself, instead of ξ u r , i.e., SNR u ins = max {ξ 1 , ξ 2 , . . . , ξ R }. In this case, PDF and cumulative distribution function (CDF) of ξ r can be achieved similar to the approach used in the proof of Theorem 1. Then, using order statistics, the PDF of γ max can be written as
where p(γ) and Pr{ξ j ≤ γ} are the PDF and CDF of ξ j , respectively.
B. Diversity Analysis
In this subsection, we will study the achievable diversity gains in a AF DSTC network containing R relays. In particular, we consider relay networks with no CSI at the relay terminal and also relays with partial CSI of f r with the scaling factor presented in (15) . As discussed in Subsection IV-A, Scheme 1 and Scheme 2 achieve the same performance. However, Scheme 2 -with the scaling factor in (15) -can be used with any space-time block code structure.
It is difficult to analytically derive the diversity order of the system employing Scheme 3, where the scaling factor in (17) is used. However, since the conditional variance of the noise from the rth relay path is proportional to 1 |fr| 2 at high SNR (see (44)), the total noise is amplified when a source-to-rth relay channel experiences a bad condition. Hence, intuitively it is obvious that this scheme cannot provide the diversity order of more than one.
Before studying the diversity order of the AF DSTC network, we present the following lemma, which can be used in several other applications for evaluating the diversity order.
Lemma 1: The diversity order of a wireless fading system with MGF M γ (s), where γ is the RV representing the equivalent received SNR, is lower-bounded as
Proof: The proof is given in Appendix II. Theorem 3: The AF DSTC with scaling factor presented in (14) , in which relays have no CSI, i.e., Scheme 1, provides full diversity R.
Proof: The proof is given in Appendix III. Corollary 1: The AF DSTC with partial CSI of their backward channels with the scaling factor presented in (15), i.e., Scheme 2, provides full diversity R.
Proof: Since both scaling factors in (14) and (15) have equal magnitude, i.e., |ρ r |, and the procedure for deriving Theorem 3 is depending on statistics of |ρ r | 2 and is independent of the phase of ρ r , the desired result in Corollary 1 is achieved.
VI. SIMULATION RESULTS
In this section, the performance of distributed GABBA space-time codes are studied through simulations. The error event is bit error rate (BER) and we use the block fading model. Equal power allocation is used in two phases and also among the relays. Assume that the relays and the destination have the same value of noise power, i.e., N 1 = N 2 , and all the links have unit-variance Rayleigh flat fading, i.e., σ 2 fr = σ 2 gr = 1. To be in consistency with the result presented in [10] , in all figures we consider the total transmission power consumed per symbol in two phases, i.e., P is plotted along with horizontal axis.
In Fig. 2 , the BERs of the system with different DSTCs and decoding techniques are considered, when BPSK signal is employed. Since the log-likelihood ratio cost function in the 4 × 4 GABBA code can be decomposed into two separate function, pairwise maximum-likelihood (PW ML) decoding is equivalent to ML decoding, similar to QO-DSTC [10] . Note that for QO-DSTC codes to be fully-diverse, some of the information signals need rotation. Moreover, it can be seen that GABBA DSTCs with linear orthogonal decoding have some performance loss, in expense of simple decoding, although they achieve the same diversity order as GABBA DSTCs with PW ML decoding. Fig. 3 and 4 confirm that the analytical SER expressions in Subsection V-A for finding SER have similar performance as practical full-diversity distributed space-time codes. In Fig. 3 , we consider a network with R = 2 and QPSK signals. The analytical results are based on (41), where by assuming that Gray coding is used, BER becomes SER divided by log 2 (M ). Since Protocol III uses all degrees of freedom in the network, full space-time diversity is obtained. In Fig. 4 , we consider a network with R = 1, 2, 3, 4 and QPSK signals under Protocol II. Fig. 4 confirms that, even when more than two relays are employed, the analytical results approximate the simulated results with a good precision, especially in high SNR values. (8) and Enhanced Distributed GABBA codes presented in Subsection IV-C, when GABBA orthogonal decoding is used. The coherence time of network channels is such that T = 8, and the number of relays is assumed to be R = 2, 3, . . . , 6. In this case, the best choice of GABBA codes is the 8 × 8 GABBA mother code, shown in (23) . Note that T × R DSTC codes can be constructed by simply removing T − R columns of T × T general DSTC code. Since distributed GABBA codes and Enhanced Distributed GABBA codes have the same performance when R = 1, 7, 8, we do not show the corresponding curves in Fig. 5 . One can observe that at BER = 10 −2 , a gain of 7 dB is obtained using Enhanced Distributed GABBA codes comparing to distributed GABBA codes, when R = 4. On the other hand, the linear decodability of such codes allow us to increase the scale (R) of the cooperative network in feasible wireless systems, such as wireless sensor networks.
In Fig. 6 , the BERs of the system with different DSTCs and decoding techniques are considered. For R ≤ 2, 2×2 GABBA mother code, or the transpose of Alamouti code, can be employed. Note that the linear orthogonal decoder is equivalent to ML decoder, in this case. When 2 < R ≤ 4, the 4×4 GABBA mother code, stated in (21) , is an appropriate choice. For this case, we applied both GABBA linear decoder and PW ML. It can be seen that the 4 × 4 code with PW ML outperforms the same code using linear decoder by about 3 dB at BER = 10 −3 . Finally, for R > 4, a suitable choice for DSTC is the 8 × 8 GABBA mother code. Fig. 6 demonstrates that the 8 × 8 code with PW ML outperforms from the same code using linear decoder by about 3 dB at BER = 10 −4 . Thus, GABBA DSTCs with linear orthogonal decoding have simple decoding, in expense of some performance loss, although they achieve the same diversity order as GABBA DSTCs with PW ML decoding.
In Fig. 7 , we compare the performance of systems with different scaling factors using R = 2 and QPSK signals. The figure shows that using a single relay, a network with our proposed scaling factor in (17), i.e., Scheme 3, outperforms the system with the scaling factor in (14) and (15) , which introduced in [10] , around 5 dB, when one relay is used. Due to the reason explained in Subsection V-A, Scheme 1 and Scheme 2 have the same performance. Thus, we omitted the curves corresponding to Scheme 2. Furthermore, comparing the curves related to 2 × 2 DSTC, it can be seen that by using Scheme 3 we loose the diversity gain. However, using Scheme 3 and R = 2 a considerable coding gain will be obtained comparing to R = 1 relay network, and the instantaneous transmit power from each relay is constant.
VII. CONCLUSION
In this paper, we proposed using distributed GABBA spacetime codes for a general R-relay cooperative system. Relays simply transmit the scaled version of the linear combinations of the received signals. The applicability of linear orthogonal decoding is also investigated. We analyzed the performance of the system with M -PSK and M -QAM signals, when ML decoding is utilized. Based on the proposed approximated SER expression, it is shown that using DSTC, full-diversity can be obtained. We also generalized the DSTC in AF mode, when source-destination link is contributing in both phases, where full space-time diversity is also obtainable. Simulations are in accordance with the proposed analytic results and show that using linear GABBA decoder, we can extend the network size with acceptable performance. Finally, simulations show that a network with our proposed scaling factor outperforms the system with the existing scaling factors by about 5 dB, when one relay is used. 
where for the derivative of d dz Pr{Z < z} we have used the following equality (see, e.g., [24] 
Finally, from (46) and (47), we obtain the result in (30).
APPENDIX B PROOF OF LEMMA 1
From the definition of MGF, i.e., M γ (σ) = ∞ 0 exp(σγ)p(γ)dγ, where σ is a real-valued number, it is clear that the MGF is maximized when exp(σγ) is maximized. Consider the relationship between the MGF and the SER expressions, i.e., P e (R) = Using the fact that the MGF of the sum of independent RVs is the product of the MGFs of the individual RVs, the integrand in (37) is the MGF of the summation of RVs γ r , i.e., γ eq = R r=1 γ r . Therefore, using Lemma 1, we can find the diversity order of AF DSTC system in which relays have no CSI. Hence, we have 
where M eq (·) is the MGF of γ eq . The second equality is obtained by replacing the integrand of (37), and also by assuming that all relays are located in a fixed area. Furthermore, for x < 0, the series representation of E i (x) can be expressed as [25, Eq. (8.213 )]
where τ ≈ 0.5772156 is Euler's constant. Then, using (51), we can rewrite (50) as 
where χ r = κμ r σ 2 fr σ 2 gr /2. Hence, it is proven that AF DSTC with the scaling factor presented in (14) , in which relays have no CSI, provides full diversity, i.e., diversity R.
