We study a class of linear network coding (LNC) schemes, called circular-shift LNC, whose encoding operations at intermediate nodes consist of only circular-shifts and bit-wise addition (XOR).
conventional scalar LNC (see, e.g., [1] [2] ) and vector LNC (see, e.g., [3] [4] ), the binary sequence carried at every edge is modeled, respectively, as an element of GF(2 L ) and an L-dimensional vector over GF (2) . The coding operations performed at every intermediate node by scalar LNC and by vector LNC are linear functions over GF (2 L ) and over the ring of L × L binary matrices, respectively.
There have been continuous attempts to design LNC schemes with low implementation complexities. A straightforward way is to reduce the block length L. It is well known that when 2 L is no smaller than the number of receivers, a scalar linear solution over GF(2 L ) can be efficiently constructed on a multicast network by algorithms in [5] and [6] . Recent literature has witnessed a few interesting multicast networks that have an L-dimensional vector linear solutin over GF(2) but do not have a scalar linear solution over GF(2 L ′ ) for any L ′ ≤ L [7] , [8] . This verifies that compared with scalar LNC, vector LNC may yield solutions with lower implementation complexities.
Another approach to reduce the encoding complexity of LNC is to carefully design the coding operations performed at intermediate nodes. A special type of vector LNC based on permutation operations is studied in [9] , from a random coding approach. In permutation-based vector LNC, at an intermediate node, every incoming binary sequence is first permuted, and then an outgoing binary sequence is formed by bit-wise addition of the permutated incoming binary sequences. Equivalently, local encoding kernels at intermediate nodes are chosen from L × L binary permutation matrices, rather than arbitrary L × L binary matrices. Though permutation can be more efficiently implemented than general matrix multiplication on a binary sequence, its computational complexity may not be low enough for real-world implementation, when the sequence length L is long, as required in random coding.
Towards further reducing the encoding and decoding complexity of LNC, we study another class of LNC schemes whose encoding operations are restricted to merely circular-shifts and bit-wise addition. Obviously, on a binary sequence, circular-shift operations have lower computational complexity than permutations, and are amenable to implementation through atomic hardware operations. Though prior to this work, similar ideas of adopting circular-shift and bitwise addition operations for encoding have been considered in [10] , [11] and [12] , the work in [10] only focuses on Combination Networks whereas the approach of [11] and [12] is from the perspective of cyclic convolutional coding. Due to the lack of a systematic model, how to efficiently construct a circular-shift linear solution on a general multicast network is still DRAFT unknown.
In this paper, we algebraically formulate circular-shift LNC as a special type of vector LNC.
Specifically, for an L-dimensional circular-shift linear code of degree δ formulated in this work, the local encoding kernels at intermediate nodes correspond to summation of at most δ cyclicpermutation matrices of size L. This framework facilitates us to establish an intrinsic connection between scalar LNC and circular-shift LNC, so that on a general network and for a prime L with primitive root 2, every scalar linear solution over GF(2 L−1 ) can induce an (L − 1, L)-fractional circular-shift linear solution of degree no larger than L−1 2 . Consequently, on a multicast network, both the local encoding kernels and decoding matrices of an (L − 1, L)-fractional circularshift linear solution of arbitrary degree δ can be efficiently constructed. When δ = L−1 2 , the constructed solution requires fewer binary operations for both encoding and decoding processes compared with scalar linear solutions over GF(2 L−1 ). Furthermore, when δ decreases from L−1 2 to 1, there is an interesting tradeoff between decreasing encoding complexity and increasing decoding complexity, making the code design more flexible. Though the constructed (L − 1, L)fractional solution has one-bit redundancy per edge transmission, this is necessary because we also show that circular-shift LNC is insufficient to achieve the exact capacity of certain multicast networks.
In addition, we study circular-shift LNC of degree 1 from a random coding approach. We derive a lower bound on the successful probability of a randomly generated fractional circularshift linear code to be a linear solution, which is essentially the same as the one in [9] for permutation-based LNC. For moderate block lengths, numerical results demonstrate comparable successful probability of randomly generating a fractional circular-shift linear solution to the one of randomly generating a permutation-based linear solution of the same rate. These findings are interesting because for block length L, circular-shift LNC provides L + 1 local encoding kernel candidates, much less than L! in permutation-based LNC. Last, we show that circular-shift LNC has the additional advantage on shorter overheads for random coding.
The rest of the paper is organized as follows. Section II briefly reviews the basic concepts of scalar, vector and fractional LNC. Section III formulates circular-shift LNC from the perspective of vector LNC and establishes an intrinsic connection between scalar LNC and circular-shift LNC on general networks. Section IV discusses efficient construction of circular-shift linear solutions on multicast networks. Section V analyzes circular-shift LNC by the random coding approach. Section VII concludes the paper. the ω t = |Out(S t )| data units generated from a particular set S t ⊆ S of sources. WLOG, assume that for every source, its in-degree is zero and there is not any edge leading from it to a receiver.
When there is a unique source node s and all receivers need recover the |Out(s)| source data units generated at s, the network is called a multicast network.
Notations. Let ⊗ denote the Kronecker product. For a positive integer j, let U j e denote such an ωj × j matrix that the column-wise juxtaposition [U j e ] e∈Out(S) forms an ωj × ωj identity matrix I ωj , i.e., U j e = U 1 e ⊗ I j . Unless otherwise specified, all juxtaposition of matrices or vectors throughout this paper refers to column-wise juxtaposition.
In this paper, we model circular-shift LNC (over GF(2)) as a special type of vector LNC, in which the data unit transmitted along every edge e is an L-dimensional row vector m e of binary data symbols. An L-dimensional vector linear code over GF(2) (See, e.g., [7] ), is an assignment of a local encoding kernel K d,e , which is an L × L matrix over GF (2) , to every pair (d, e) of edges such that K d,e is the zero matrix 0 when (d, e) is not an adjacent pair. Then, for every edge e emanating from a non-source node v, the data unit vector of binary data symbols transmitted on e is m e = d∈In(v) m d K d,e . WLOG, for every s ∈ S, assume the data units m e , e ∈ Out(s), just constitute the |Out(s)| source data units generated by s. Every vector linear code uniquely determines a global encoding kernel F e , which is an ωL × L matrix over GF(2), for every edge e such that • For every outgoing edge e from a non-source node v,
Correspondingly, the data unit vector transmitted along every edge can also be represented as
A vector linear code is a vector linear solution if for every receiver t ∈ T , there is an |In(t)|L × ω t L decoding matrix D t over GF (2) such that
Based on D t , the data units generated at sources in S t can be recovered by receiver t via
Fractional LNC is a generalization of vector LNC (See, e.g., [13] ). Same as in an Ldimensional vector linear code over GF (2) , in an (L ′ , L)-fractional linear code over GF (2) , the data unit m e transmitted on every edge e is an L-dimensional row vector over GF (2) , and the local encoding kernels K d,e are L × L matrices over GF (2) . The difference is that for an (L ′ , L)fractional linear code, the |Out(s)| data units generated at every source s ∈ S are L ′ -dimensional row vectors over GF (2) . To be a little abuse of notations, denote the |Out(s)| L ′ -dimensional row vectors generated at s by m ′ e , e ∈ Out(s). Each of the L binary data symbols in data unit m e transmitted on e ∈ Out(s), is a GF(2)-linear combination of the ones in m ′ e , e ∈ Out(s), i.e.,
for some |Out(s)|L ′ × |Out(s)|L matrix G s over GF (2) . In total, the data units m e transmitted on e ∈ Out(S) can be expressed as
where G S denotes the ωL ′ × ωL matrix
July 10, 2017 DRAFT which consists of |S| × |S| blocks with the (j, j) th "diagonal" block, 1 ≤ j ≤ |S|, being the
An (L ′ , L)-fractional linear code over GF (2) qualifies as an ωL ′ ×ωL fractional linear solution if for each receiver t, there is an |In(t)|L × ω t L ′ matrix D t over GF (2) such that
Based on the decoding matrix D t , the data units m ′ e , e ∈ Out(S t ) generated by sources in S t can be recovered at t via
Conventional scalar linear codes over GF (2) and L-dimensional vector linear codes over GF (2) can be respectively regarded as (1, 1)-fractional and (L, L)-fractional linear codes over GF (2) .
III. ALGEBRAIC FORMULATION OF CIRCULAR-SHIFT LNC
Similar ideas of LNC based on circular-shifts and bit-wise addition are considered in [11] and [12] . Their approach stems from the cyclic codes in coding theory, and relates the binary sequences transmitted on edges and the local encoding kernels to polynomials. We instead model circular-shift LNC as a subclass of vector LNC. The advantage of such formulation is that more transparent matrix manipulations can be conducted on the local encoding kernels. An inherent connection between circular-shift LNC and scalar LNC can be readily unveiled on a general network.
For a positive integer L, denote by C L the following L × L cyclic permutation matrix
and by I L the identity matrix of size L. Both C L and I L are defined over GF (2) . In addition, for 1 ≤ δ ≤ L, let C δ denote the following set of matrices:
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that is, C δ contains the matrices that are summation of at most δ cyclic permutation matrices of of size L. We model circular shift LNC as vector LNC with local encoding kernels K d,e chosen from C δ . The operation m d K d,e conducts at most δ circular-shifts on m d and then computes bit-wise addition among at most δ circular-shifted L-dimensional row vectors. It is interesting to note that the set C L forms a commutative subring of the (non-commutative) ring M L (GF(2)) of L×L binary matrices. Thus, circular-shift LNC conforms to the assumption in the algebraic structure of vector LNC that local encoding kernels are selected from commutative matrices [4] . In addition, under the general model in [14] , an L-dimensional circular-shift linear code of degree L can be regarded as a linear code over the C L -module GF(2) L .
It is also worthwhile to note that rotation-and-add coding studied in [11] can be regarded as a special type of circular-shift LNC of degree 1, where matrix 0 is not a candidate for local encoding kernels.
The following diagonalization manipulation of the cyclic permutation matrix C L over a larger field is one of the benefits to study circular-shift LNC from the perspective of vector LNC instead of cyclic convolutional coding.
Lemma 2. Let L be an odd integer and α be a primitive L th root of unity. Denote by V L the L × L Vandermonde matrix generated by 1, α, . . . , α L−1 over GF(2)(α), the minimal field containing GF(2) and α:
and by Λ α the L × L diagonal matrix with diagonal entries equal to 1, α, . . . , α L−1 , i.e.,
and
and thus (4) holds.
In the remaining part of this paper, we focus on the case that L that is a prime with primitive root 2 (i.e., the multiplicative order of 2 modulo L is L − 1). Such an assumption enables us to establish an inherent connection between every scalar linear solution over GF(2 L−1 ) and an represents the mL × nL matrix over GF(2) obtained from M(x) via replacing zero entry by an L × L zero matrix and setting x to be matrix C i L .
Lemma 3. The followings hold for the considered L and α: (2) and it has L − 1 roots:
Proof. See Appendix-A.
Theorem 4. For a network scalar linearly solvable over GF(2 L−1 ), consider an arbitrary scalar linear solution over GF(2 L−1 ) with local encoding kernels g d,e (α) and the |In(t)| × ω t decoding matrix D t (α) for a receiver t, where both g d,e (α) and entries in D t (α) are expressed as the unique polynomial evaluation subject to ( * ). Define an (L − 1, L)-fractional linear code over GF(2) for the network as follows:
where m ′ e is one of the |Out(s)| (L − 1)-dimensional binary row vectors generated at s.
This code is an (L − 1, L) circular-shift linear solution of degree L−1 2 . Moreover, the decoding matrix of the constructed circular-shift linear solution at receiver t is given by
whereĨ L denotes the L × (L − 1) matrix obtained by inserting a row vector of 1 on top of I L−1 .
Proof. For every edge e ∈ E, denote by F e and f e the global encoding kernels of the considered (L−1, L)-fractional linear code over GF(2) and scalar linear solution over GF(2 L−1 ), respectively. For brevity, write E S = Out(S) and E St = Out(S t ).
Consider an arbitrary receiver t. Denote by B t (x) the (|E| − ω) × |In(t)| index matrix of which the unique nonzero entry x in every column corresponds to an edge in In(t). Thus,
. Following the classic algebraic framework of scalar LNC for acyclic multicast networks [2] ,
where the last equality holds as [k d,e ] d,e / ∈Es is a strictly upper triangular matrix and thus nilpotent. Write M(α) = [f e ] e∈In(t) , in which every entry is expressed as the polynomial evaluation subject to ( * ). Thus,
Now consider the (L−1, L)-fractional code with K d,e = g d,e (C L ). According to the framework of vector LNC [4] ,
In addition, note that
In the decoding matrix D t (C L ) · (I ωt ⊗Ĩ L ), note that
Thus,
DRAFT July 10, 2017 Observe that bothM and D t (Λ α ) can be respectively regarded as an ω ×|In(t)| and an |In(t)|× ω t block matrix, and every block entry is an L × L diagonal matrix. Hence,M · D t (Λ α ) is an ω × ω t block matrix with every block entry being an L × L diagonal matrix. For an integer k, define an kL × kL permutation matrix P j (over GF (2)) as follows. It is a k × k block matrix
in which the only nonzero entry in the L × L matrix J i,j is in row j and column i. Rearrange the rows and columns inM · D t (Λ α ) by respectively left-multiplying P ω and rightmultiplying P T ωt to it. In this way,
where the equality holds because of the definition of M(α) and Lemma 3.c). In total,
As a consequence of Lemma 3.c),
Note that the entries a ij belong to GF (2) . Then,
where
is identical to I L except for the (1, 1) st entry equal to 0, and 1 L denote the L × L matrix with all entries equal to 1. It can be readily checked that
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Finally, as for each e ∈ Out(S), the binary sequences transmitted on e is [0
In summary,
i.e., receiver t can recover (L − 1)-dimensional source row vectors m ′ e , e ∈ Out(S t ) generated by sources in S t based on the decoding matrix D t (C L ) · (I ωt ⊗Ĩ L ).
One may observe that the mapping from k d,e ∈ GF(2 L−1 ) to K d,e ∈ C L used in the above theorem is one-to-one correspondence. However, such a mapping is not an isomorphism for C L contains zero-divisors and is not an integral domain (e.g., I L + C L is not invertible for any L ≥ 1). This makes the established intrinsic connection between circular-shift LNC and scalar LNC non-trivial.
It turns out that when L is a prime with primitive root 2, as long as a general network has a scalar linear solution over GF(2 L−1 ), it has an alternative (L − 1, L) circular-shift linear solution of degree (L − 1)/2 too. Different from previous studies in [9] [10] [11] , which mainly consider low complexity encoding operations, the constructed (L − 1, L) circular-shift linear solution builds up not only local encoding kernels, but also the decoding matrix based on cyclic permutation matrices.
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IV. DETERMINISTIC CIRCULAR-SHIFT LNC ON MULTICAST NETWORKS

A. Deterministic Construction
In this section, we still assume that L is a prime with primitive root 2. When L is larger than the number |T | of receivers, the work in [11] has already proved that there exists an (L − 1, L) circular-shift linear solution of degree 1 for a multicast network. In addition, when reference [13] , there are various known algorithms, such as the ones in [5] and [6] , to efficiently construct a scalar linear solution. While the constructed circular-shift linear solution has one-bit redundancy per edge transmission in Corollary 5, we next show that this is inevitable and that in the most general setting, circular-shift LNC is still insufficient to achieve the exact capacity of certain multicast networks. Proposition 6. For n ≥ 4, both the classical (n, 2)-Combination Network (See, e.g., [17] [10]) depicted in Fig. 1 and the Swirl Network depicted in Fig. 2 with parameter ω = n designed in [15] are not (L, L) circular-shift linearly solvable of degree L for any L ≥ 1.
Proof. Consider an arbitrary matrix L−1 j=0 a j C j L in C L with an even number of nonzero coefficients a j . We shall first show that rank L−1 j=0 a j C j L < L regardless of the choice of L. When L is odd, L−1 j=0 a j C j L can be decomposed into V L · L−1 j=0 a j Λ j α · V −1 L as a consequence of Lemma 2 to be presented in the sequel. As the (1, 1) st entry in Λ j α is always equal to 1 regardless of the exponent j, rank( L−1 j=0 a j C j L ) = rank( L−1 j=0 a j Λ j α ) < L. When L = 2 m for some m,
which turns out to be a zero matrix, so that L−1 j=0 a j C j L is not of full rank. Last assume L = 2 m l for some odd l > 1. There must exist a positive integer i such that 2 m+i ≡ 2 m modulo L. Thus,
This implies that
As there is an even number of nonzero coefficients a j for
, there is also an even number of nonzero coefficients a ′ j . Thus, the matrix M is nonzero, and hence L−1 j=0 a j C j L is not of full rank. We conclude that rank( L−1 j=0 a j C j L ) < L for every L ≥ 1 .
As deduced in [7] , when n ≥ 4, a necessary condition for both the (n, 2)-Combination Network and the Swirl Network with |Out(s)| = n to have an L-dimensional vector linear solution over GF (2) is that there are two L × L invertible matrices A 1 , A 2 over GF(2) such that rank(A i + A j ) = L. Let A 1 = L−1 j=0 a 1j C j L , A 2 = L−1 j=0 a 2j C j L be two invertible matrices in C L . The argument in the previous paragraph implies that the number of nonzero coefficients in {a 1j : 0 ≤ j ≤ L − 1} and in {a 2j : 0 ≤ j ≤ L − 1} must be odd. Thus, the number of nonzero coefficients in {a 1j + a 2j : 0 ≤ j ≤ L − 1} must be even, so A 1 + A 2 = L−1 j=0 (a 1j + a 2j )C j L ∈ C L cannot be of full rank. We can then conclude that neither the (n, 2)-Combination Network nor the Swirl Network is (L, L) circular-shift linearly solvable of degree L.
According to Artin's conjecture on primitive roots (See, e.g., [16] ), there are infinitely many primes with primitive root 2. 
B. Computational Complexity Comparison
We now theoretically compare the encoding and decoding complexity between circular-shift LNC and scalar LNC, from the perspective of required binary operations. Same as the analysis in [12] , we shall ignore the complexity of a circular-shift operation on a binary sequence, which can be software implemented by modifying the pointer to the starting address in the sequence. In this setting, such three linear solutions can be efficiently constructed according to Corollary 5. Table I lists the respective number of binary operations per bit for encoding at v and decoding at t. 
It can be seen that for the considered circular-shift linear solution of degree δ = m 2 , the number of required binary operations per bit for both encoding and decoding can be approximately reduced by 3/4 compared with the scalar linear solution. When the degree of the circular-shift linear solution decreases from m 2 to 1, the encoding complexity will decrease and the decoding DRAFT July 10, 2017 complexity will increase. To our knowledge, this interesting tradeoff between encoding and decoding complexities for efficient construction of LNC schemes are new, and it makes circularshift LNC more flexible to be applied in networks with different computational constraints.
One may observe that for the two circular-shift linear solutions in Table I , when δ decreases from m 2 to 1, the increasing rate of the decoding complexity is faster than the decreasing rate of the encoding complexity. The reason is that for the method proposed in this paper, the necessary block length m + 1 for efficiently constructing a circular-shift linear solution of degree m 2 is ⌈log 2 |T |⌉, but the necessary block length L + 1 for efficiently constructing a circular-shift linear solution of degree 1 is |T |. How to efficiently construct a circular-shift linear solution of degree 1 with a shorter block length deserves further investigation in the future work.
V. RANDOM CIRCULAR-SHIFT LNC ON MULTICAST NETWORKS
A. Randomly Analysis
As we have not known whether there are infinitely many primes with primitive root 2 yet, the results established in Theorem 4 and Corollary 5 are insufficient to imply that every multicast network is asymptotically circular-shift linearly solvable, that is, for any ǫ > 0, it has an (L ′ , L) circular-shift linear solution with L ′ /L > 1 − ǫ. This motivates us to further study circularshift LNC by random coding and to show, from a probabilistic perspective, that every multicast network is asymptotically circular-shift linearly solvable.
In this section, we concentrate on circular-shift LNC of degree 1, that is, all local encoding kernels are chosen from C 1 = {0, I L , C L , . . . , C L−1 L }. Note that it can be regarded as a special class of permutation-based LNC schemes studied in [9] , in which the local encoding kernels are chosen from L! permutation matrices of size L as well as matrix 0. • Every local encoding kernel is uniformly and randomly chosen from C 1 = {0, I L , C L , . . . , C L−1 L }. Then, the probability of this code forming an (L ′ , L) linear solution is greater than 1 − Proof. First, observe that for every receiver t, if rank(G s [F e ] e∈In(t) ) ≥ ωL ′ , then there must exist an ωL × ωL ′ matrix D t over GF (2) such that G s [F e ] e∈In(t) D t = I ωL ′ , that is, receiver t can successfully recover the ωL ′ source data symbols. Thus, the probability of the randomly constructed code to be an (L ′ , L)-fractional linear solution is lower bounded by
for an arbitrary r ≥ ωL ′ .
Consider an arbitrary receiver t in the multicast network. As the maximum flow for t is ω, there are ω edge-disjoint paths from s to t. Let E t ⊂ E denote the set of edges in the ω edge-disjoint paths and index the edges in E t as e 1 , e 2 , . . . , e |Et| . Assume that there is an upstream-to-downstream order of E t with {e 1 , . . . , e ω } = Out(s) and {e |Et|−ω+1 , . . . , e |Et| } = In(t). Iteratively consider an set E ω , which always consists of ω consecutive edges in E t .
Initially, E ω = {e 1 , . . . , e ω } and by definition, [F e ] e∈Eω = I ωL . In i th ≥ 1 iteration, based on the current setting E ω which contains e i+ω−1 as the least ordered edge, define a new set
where (e j , e i+ω ) forms an adjacent pairs of edges. Based on Lemma 8 to be presented in the sequel, it can be deduced (See Appendix-B) that
Then, reset E ω equal to E ′ ω and proceed to the next iteration. In the final iteration, E ω = In(t). As the number of iterations conducted for E ω to change from Out(s) to In(t) is upper bounded by |E| − ω, the following can be readily obtained by a union bound on (9):
where r is set to be ωL − Lǫ L (|E| − ω).
Under the condition that rank([F e ] e∈In(t) ) ≥ r, it can be further deduced (See Appendix-B)
Then, by combining (10) and (11),
By taking a union bound on (12) for all receivers, the desired lower bound for the probability of the randomly constructed circular-shift linear code to be an (L ′ , L)-fractional linear solution can be obtained.
As a result, for an arbitrary multicast network, the probability for random circular-shift LNC to yield an asymptotic linear solution tends to 1 with block length L increasing to infinity. One may notice that in the work of [11] , it was also proved proved that on a multicast network, the probability for a randomly constructed (L − 1, L) circular-shift linear code (of degree 1) to be a linear solution is lower bounded by (1 − |T |/L) v:node |In(v)||Out(v)| . Compared with this bound, the one obtained in Theorem 7 converges much faster as L appears as an exponent parameter instead of as a denominator parameter. In addition, it is essentially the same as the lower bound obtained in [9] for the probability of a randomly constructed permutation-based linear code to be a linear solution. This connection is particular interesting because the coding operations provided by circular-shift are much less than permutation operations. Thus, the asymptotic linear solvability characterization in Theorem 7 is stronger than the results in [9] . Next lemma is a key reason for the lower bound derived in [9] to essentially hold for circular-shift LNC.
Lemma 8. For an L × L matrix A uniformly and randomly chosen from {I L , C L , . . . , C L−1 L }, a uniformly and randomly chosen L × L binary matrix L, and any ǫ > 0, the probability for the rank of L + A to be less than L(1 − ǫ) is at most 2 −Lǫ+log(L+1) .
Proof. See Appendix-C.
B. Circular-shift LNC vs Permutation-based LNC
In the previous section, we showed that the circular-shift LNC and permutation-based LNC share an essentially same lower bound of successful probability to yield an asymptotic linear solution. As only when the block length L is sufficiently long, the bound can start yielding July 10, 2017 DRAFT We next attempt to numerically analyze the successful probability of randomly generating a circular-shift and a permutation-based linear solution of the same rate r = L ′ /L = 15/16 on the (4, 2)-Combination Network, as shown in Table II . It can be seen that even though the successful probability for permutation-based LNC converges faster than the one for circular-shift LNC, for moderate block length L = 128, the successful probabilities for both have no big difference and are very close to 1.
Though permutation-based LNC can be regarded as a generalization of circular-shift LNC (of degree 1), the above numerical result indicates that the much more local encoding kernel candidates it brings in (L! vs L + 1) do not obviously help increase the successful probability of randomly constructing a solution. In addition, as to be shown in the next proposition, for both the Combination Networks and Swirl Networks, which do not have an (L, L) circular-shift linear solution for any L as proved in Proposition 6, permutation-based LNC is insufficient to achieve the exact multicast capacity either. 
C. Overhead Analysis
In the practical implementation of random LNC, every packet transmitted along the network usually consists of a batch of data units (See, e.g., [18] ). All data units belong to the same alphabet and all data units in the same packet correspond to the same global encoding kernel.
As the global encoding kernel for a packet will be dynamically updated to indicate how the packet is linearly formed from the source packets, its information must be stored as part of the packet header. For a scalar linear code over GF(2 L ), as the global encoding kernels are ω-dimensional vectors over GF(2 L ), the overhead to store the information of a global encoding kernel is theoretically ωL bits. On the other hand, for random vector LNC, under the same block length L, the global encoding kernel becomes an ωL × L matrix over GF (2) and thus the overhead to store the corresponding information theoretically extends to ωL 2 bits.
Proposition 10. Under the same block length L, for a random circular-shift linear code (of degree 1) and a random permutation-based linear code, where local encoding kernels are respectively randomly chosen from C 1 = {0, I L , C L , . . . , C L−1 L } and L×L permutation matrices, the overheads to store the global encoding kernel information are ωL and Ω(ωL log 2 L) bits, respectively.
Proof. Recall that [F e ] e∈out(s) = I ωL , and for an outgoing edge e from a non-source node v, the global encoding kernel F e can be expressed as F e = d∈In(v) F d K d,e . Then, when F e is regarded as an ω-dimensional vector with each component being an L×L matrix, each of these ω matrices can be recursively written as a function of local encoding kernels, which are randomly chosen from C = {0, I, C L , . . . , C L−1 L }. As C is closed under multiplication by elements in C, each of the ω components in F e is a summation of some matrices in C. Thus, the number of possible L × L matrices to appear in each component of F e is
which can be represented by L bits. In all, the total number of bits required to store the information of F e is ωL.
For an L-dimensional permutation-based linear code, the number of local encoding kernel candidates is L! = Ω(ωL log 2 L). As the number of possibilities for every block entry in a global encoding kernel F e is at least the number of local encoding kernels, the overhead to store the information of F e is Ω(ωL log 2 L) bits. As 0 = α L + 1 = (α + 1)(α L−1 + . . . + α + 1) and α = 0, f (α) = 0. Consequently,
As the multiplicative order of 2 modulo L is L − 1, α, α 2 , . . . , α 2 L−2 are distinct elements, and thus constitute the L − 1 roots of f (x). This implies that f (x) is irreducible over GF(2), so α ∈ GF(2 L−1 ).
Because f (x) is irreducible over GF (2) and f (α) = 0, {1, α, . . . , α L−2 } is a basis of GF(2 L−1 ) over GF (2) . Thus, every element k ∈ GF(2 L−1 ) can be uniquely written as a 0 + a 1 α + . . . + a L−2 α L−2 with binary coefficients a j , 0 ≤ j ≤ L − 2. Additionally set a L−1 to be 0. If the number of nonzero coefficients a j is no larger than L−1 2 , then g(x) = a L−1 x L−1 + . . . + a 1 x + a 0 is the polynomial satisfying ( * ). Otherwise, set a ′ j = 1 ⊕ a j for all 0 ≤ j ≤ L − 1. In this way, g(x) = a ′ L−1 x L−1 + . . . + a ′ 1 x + a ′ 0 is the polynomial satisfying ( * ). As there are total 2 L−1 polynomials over GF (2) of degree at most L − 1 where at most L−1 2 coefficients are nonzero, the polynomial subject to ( * ) is unique.
As the multiplicative order of 2 modulo L is L − 1, for each 1 ≤ j ≤ L − 1, there exists i ≥ 1 such that α j = α 2 i . Thus, when g 1 (α k 1 ) = g 2 (α k 2 ), g 1 (α jk 1 ) = g 1 (α 2 i k 1 ) = g 1 (α k 1 ) 2 i = g 2 (α k 2 ) 2 i = g 2 (α 2 i k 2 ) = g 2 (α jk 2 ). (9) and (11) In this appendix, we provide a detailed proof on obtaining the bounds (9) and (11) . Adopt the same notations as in the proof sketch following Theorem 7.
B. Justification of Bounds
First we shall prove inequality (9) . Recall that in the i th round of the iterative process, E ′ ω is formed from E ω via substituting e j by e i+ω , where (e j , e i+ω ) forms an adjacent pair of edges.
LetF be any ωL × K submatrix of [F e ] e∈Eω with rank([F e ] e∈Eω ) = rank(F) = K. Writê F = [F 1F0 ], whereF 0 ,F 1 respectively consist of columns in F e j and [F e ] e∈Eω\{e j } that are
In order to prove the bound (9) for general cases, it suffices to prove (9) under the assumption that the columns in F e i+ω are only linearly dependent on column vectors inF. Then, there must July 10, 2017 DRAFT exist L × L matricesL 1 ,L 2 , and a randomly generated cyclic-permutation matrix K e j ,e i+ω (the local encoding kernel for adjacent pair (e j , e i+ω )) such that
whereL refers to the number of columns inF 0 . Subsequently,
and hence inequality (9) is a direct consequence of Lemma 8.
Next, we shall prove inequality (11) . Assume that r = ωL−Lǫ L (|E|−ω). Under this condition, the number of choices for the ωL ′ × ωL binary matrix G s satisfying rank(G s [F e ] e∈In(t) ) ≥ ωL ′ is equal to (2 ωL − 2 ωL−r )(2 ωL − 2 ωL−r+1 ) . . . (2 ωL − 2 ωL−r+ωL ′ −1 ).
As G s is uniformly and randomly chosen from all 2 (ωL ′ )(ωL) possible ωL ′ × ωL binary matrices, P r(rank(G s [F e ] e∈In(t) ) ≥ ωL ′ | rank([F e ] e∈In(t) ) ≥ r)
Inequality (11) has thus been established. DRAFT July 10, 2017
C. Proof of Lemma 8
For a fixed L-dimensional vector v over GF (2) , the probability that v is in the null-space of
, w H (Lv) = w H (v)
0, otherwise
where v ′ = Lv, and w H (·) stands for the Hamming weight of a vector. The reason for the last equality to hold is as follows. First, note that since A acts as a random circular-shift operation on v, v ′ = Av only if v ′ and v have the same Hamming weight. Next, when A is chosen from {I L , C L , . . . , C L−1 L }, there are l ≤ L vectors v ′ subject to v ′ = Av. As it is possible that C i v = C j v for some 0 ≤ i < j ≤ L − 1, l can be strictly smaller than L. For the i th possible vector v ′ subject to v ′ = Av, let t i be the number of matrices
Now let v be chosen uniformly and randomly from L-dimensional binary vectors. Then the probability that v is in the null-space of L + A is
where the first equality holds due to the partitioning of the set of all L-dimensional binary vectors v into L + 1 classes of different Hamming weights. Since there are L random choices for A and 2 L random choices for v, the number of (v, A) pairs satisfying Lv = Av is bounded by
Let k denote the number of choices for A such that rank(L + A) < L(1 − ǫ).
For each A subject to (14) , the number of vectors v in the null space of L+ A is at least 2 L(1−ǫ) , i.e., the number of (v, A) pairs satisfying Lv = Av is at least 2 L(1−ǫ) . Thus, as a consequence of (13), k < L(L + 1) 2 L(1−ǫ) .
Since there are L possible choices for A in total, the desired probability is upper bounded by [L(L + 1)/2 Lǫ ]/L = (L + 1)/2 Lǫ = 2 −Lǫ+log(L+1)
D. Proof of Proposition 9
Same as in the proof of Proposition 6, we start the proof from the following necessary condition for both the (n, 2)-Combination Network and the Swirl Network with |Out(s)| = n to be Ldimensional vector linearly solvable over GF (2) : there are two L × L invertible matrices A i , A j over GF(2) such that
It suffices to show that rank(A i − A j ) < L for two arbitrary permutation matrices of size L. First note that each of A i and A j has exactly one non-zero entry in every row and every column. In the case that A i and A j have a non-zero entry at a same position, A i − A j has at least one zero row or zero column. Thus, det(A i − A j ) = 0 and rank(A i − A j ) < L. It remains to prove, by induction, that rank(A i − A j ) < L in the case that A i − A j has exactly two non-zero entries in each row and each column.
When L = 2, there are only 2! permutation matrices to be considered. Obviously, rank(A i − A j ) < 2. Assume that when L = m, rank(A i − A j ) < m. When L = m + 1, assume that the (i, 1) and (j, 1) entries are 1 in the first column and then add the entire i th row to the j th row in A i − A j . Remove the row and column where (i, 1) entry locates and form a new matrix of DRAFT July 10, 2017 size M of size m. Note that det(A i − A j ) = det(M). In addition, the j th row in M either has all zero entries or contains exactly two non-zero entries. In the former case, det(M) = 0. In the latter case, M has exactly two non-zero entries in each column and each row. By induction assumption, rank(M) < m, and hence det(M) = 0. We conclude that det(A i − A j ) = 0 and (15) does not hold for any L. This completes the proof.
