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ABSTRACT
Examining Celestial Polarization With 
The Gamma Ray Polarimeter Experiment (GRAPE)
by
Taylor Pyne Connor 
University of New Hampshire, December, 2012
This dissertation describes the development of the Gamma Ray 
Polarimeter Experiment (GRAPE), which is designed to measure the polarization 
of astronomical sources from 50 keV to 500 keV, and presents the Crab 
observation results from the successful 2011 balloon campaign. The successful 
balloon flight of this instrument took place on September 23rd and 24th, at Fort 
Sumner, New Mexico (Flight N624). The instrument was at float altitude for 
twenty-six hours. The Crab Nebula/Pulsar, Cygnus X-1, and the Sun were 
observed within the collimated field of view of GRAPE. A polarization fraction of 
55.3% ±35.6% and a polarization position angle of 87.8° + 28.2° for the off-pulse 
phase of the Crab was recorded.
XV
INTRODUCTION
Information obtained from radiation provides our only insight into 
astronomical events and objects. Four properties of electromagnetic radiation 
that can be measured are energy, intensity, direction, and polarization. Extensive 
studies of the energy, intensity, and direction of astronomical electromagnetic 
radiation have already been conducted. However, in-depth high energy 
polarization measurements have, until recently, been lacking for many otherwise 
well-known celestial objects. This sparsity is due primarily to the low sensitivity of 
available instrumentation and difficulty of measuring polarization (Weisskopf, 
2008). Like the other three properties, polarization information is quite useful in 
the understanding of such objects and events. Such emission mechanisms can 
produce linearly polarized photons. Thus, polarization information provides 
insight into the mechanisms and source geometry of such objects (Lei, Dean, & 
Hills, 1997).
Four well known gamma ray emission mechanisms that create varying 
degrees of linear polarization are: Compton scattering, which can take already 
existing photons and polarize them up to 100%; electron-proton Bremsstrahlung 
radiation, which is electromagnetic radiation produced by the deceleration (or 
‘braking’) of a charged particle when deflected by the electric field of another 
charged particle; Magneto-Bremsstrahlung radiation, which is produced by the 
acceleration of a charged particle in a magnetic field and includes cyclotron,
1
synchrotron, and curvature radiation; and finally magnetic photon splitting in 
which one gamma ray is split into two by extremely powerful magnetic fields.
When the iron core of an evolving star reaches a point at which its internal 
pressures are insufficient to balance the internal gravity, it collapses into a new 
equilibrium configuration. If the star is massive enough byproducts can be a 
black hole or a neutron star (Woosley & Heger, 2002). Pulsars are postulated to 
be rapidly rotating magnetized neutron stars. Two kinds of pulsars are known: 
accretion powered and rotation powered. Accretion powered pulsars are binary 
systems in which the radiated energy is derived from the accretion of matter from 
its companion. Rotation powered pulsars, like the Crab, gradually slow down as 
angular momentum fuels their emissions (Melia, 2009).
Highly energetic electrons have short radiative lifetimes as they are 
experiencing constant acceleration. Therefore, the emitting regions within the 
Crab are theorized to be electron acceleration regions (Dean et al., 2008). The 
high-energy photons coming from the Crab nebula leads to the conclusion that 
electrons are accelerated within the nebula (Harding & Muslimov, 2002; Lei et al., 
1997; Melia, 2009).
Additionally, when relativistic electrons are accelerated in a magnetic field 
they radiate synchrotron radiation or curvature radiation, which is highly 
polarized. Measurements of the Crab from the optical up to X-rayrevealed 
polarization from 33% to about 19% (Weisskopf & Cohen, 1976; Weisskopf & 
Silver, 1978; Stowikowska etal. 2009).
2
Polarization in the Crab gamma ray emissions has also been detected 
scanning the energy range from 100 keV to 1 MeV, using the INTErnational 
Gamma Ray Astrophysics Laboratory (INTEGRAL) (Dean et al., 2008; Forot et 
al., 2008). Measurements made using INTEGRAL indicate the acceleration 
regions to be directly along the pulsar jet and also in the torus structure of the 
pulsar (Dean et al., 2008). Knowing the fraction of that polarization from radio 
waves to gamma rays provides constraints on the various models, like the outer- 
gap and polar-cap models discussed later (Dyks et al., 2004).
Examining the geometry of jets in radio galaxies, it is reasonable to 
assume that the magnetic field vector of the inner jet is parallel to the jet axis and 
then becomes perpendicular near the termination point. The X-ray images of the 
Crab, which clearly show the jet to be curved, make it possible that the polarized 
radiation recorded is curvature radiation (Dean et al., 2008). These conclusions 
are ambiguous, and made the Crab an ideal target for our balloon flight since our 
instrument (GRAPE) could provide additional insight into that polarization profile.
GRAPE is a Compton polarimeter that operates at the hard X-ray/soft 
gamma ray energy band (50 to 500 keV). GRAPE is designed to measure the 
acceleration mechanisms of astronomical objects and events, such as gamma 
ray bursts (GRBs), solar flares, soft gamma repeaters, and pulsars. Since Earth’s 
atmosphere is almost opaque to higher-energy photons, one must use a balloon 
or spacecraft to minimize or eliminate atmospheric attenuation in order to study 
polarization from such celestial objects. While GRAPE was designed primarily for 
observations of bright, short-lived events, like solar flares and GRBs, it is capable
3
of being operated in a collimated pointing mode (Bloser et al., 2004; Connor et 
al., 2011; Legere etal., 2005; McConnell etal., 2009a).
There have been several iterations of GRAPE. One prototype GRAPE 
module was calibrated at the Advanced Photon Source (APS) and flown on an 
engineering balloon test flight. A science-capable payload was flown in the fall of 
2011 on a high-altitude balloon (Flight 624N). The primary target of that flight was 
the Crab Nebula, with the Sun (solar flares) and Cygnus X-1 as secondary 
targets. Our observations of the Crab are compared to the findings of 
INTEGRAL, which provided constraints on the location of the particle 
acceleration region within the Crab Nebula (Dean etal., 2008; Forot etal., 2008). 
Future plans for GRAPE involve a long-duration balloon flight from Antarctica to 





This chapter will provide an overview of the mechanisms used to create 
polarized gamma rays, and give scientific context to the objects observed by 
GRAPE on the September, 2011 balloon flight (Flight 624N). Ultimately, it should 
impress upon the reader why polarization measurements are of great scientific 
interest.
1.1 Emission Mechanisms
There are many gamma ray emission mechanisms not addressed in this 
section. While many of these processes are important for gamma ray astronomy 
in general, they do not produce significantly linearly-polarized beams as the ones 
touched upon here do.
An underlining concept in this section is that many photons must be 
created in a similar fashion with a similar orientation for the production of highly 
polarized beams. High levels of polarization are associated with highly ordered 
field structures and particle configurations, which is relevant for the conclusions 
in the final chapter of this dissertation.
5
1.1.1 Bremsstrahlung
Brem sstrahlung, from the 
German bremsen "to brake" and 
Strahlung "radiation," is so-called 
because it was first observed when a 
metallic target stopped high-energy 
electrons. Here we refer to Brems­
strahlung solely as the radiation 
braking due to the electrostatic field of 
an ion or nucleus. Electromagnetic
radiation from electrons changing
Figure 1.1: Maximum emitted photon 
velocity due to magnetic fields, energy in me2 units vs. emission angle.
Solid lines are for proton-electron 
synchrotron radiation and cyclotron interactions and dotted lines are for
electron-proton interactions. Incident 
radiation, will be covered under electrons with the same velocity as
incident protons intersect at the dash- 
magneto-Bremsstrahlung later in this dotted line, which is the Doppler angle.
From Heristchi, (1986).
chapter. While for magneto-Brems­
strahlung the energy loss of electrons (due to their smaller mass and subsequent 
greater acceleration potential) is of more interest than other heavier charged 
particles, for Bremsstrahlung all kinds of charged particles are of consequence.
The maximum energy, Emax , of the emitted photon for any two charged





particles in this process is given by (Heristchi, 1986):
=• - ________
m2 + m, + El — M  cos 60
(1.1)
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where M  is the momentum, m\ is the rest mass, and Ei is the kinetic energy of 
the incident particle (with c = 1 in the units of Equation 1.1). The rest mass of the 
target particle is m2 and 0O is the emission angle with respect to the incident 
direction of the particle (Figure 1.1).
Gluckstern et al., (1953) calculated the degree of linear polarization, n  , 
from electron-proton Bremsstrahlung using the general equation:
where dcr^  is the cross section for photons with polarization parallel to the 
emission plane, and dcr± is the cross section for photons perpendicular to the 
emission plane. In the limit where nearly all of the momentum of the incident 
electron is transferred to the emitted photon the degree of linear polarization 
becomes (Gluckstern & Hull, 1953; Lei etal., 1997):
Here, E is the energy of the emitted photon, while Ee is the initial total energy of 
the electron (with c = 1 the units of Equation 1.3).
The degree of linear polarization is dependent on the emission angle, 0O, 
with respect to the incident particle direction. The polarization vector is in the 
plane defined by the acceleration vector of the charged particle and the direction 
of the photon. The polarization vector is often parallel to the direction of 
acceleration and the photons have a tendency to be emitted perpendicular to the 
plane of motion for the electron (Gluckstern et al., 1953; Lei et al., 1997). The
n _ (do± -d<Tt) 
(d<J± +d<Jll) ’
(1.2)
(Ee -  M  cos60)meE -  2me
(1-3)
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degree of linear polarization can be
substantial for this process and is
2
maximized depending upon the I
I
incident electron energy and for a |
S’ o
given scattering angle. Brems­
strahlung is considered the primary
emission mechanism for hard X-rays
Figure 1.2: Degree of polarization for an
in solar flares. Since the plasmas in incident electron Ee- \0 m ec2 following
Gluckstern & Hull, (1953). Show is degree of
which these processes normally take polarization vs. emitted photon energy for
different emission angles.
place are optically thin for gamma
rays, the emission power is only weakly dependent on frequency, and emits a 
continuous spectrum (Melia, 2009).
1.1.2 Magneto-Bremsstrahlung
The Lorentz force for a particle with a charge, q, moving at a velocity, v , in 
a constant magnetic field, B , and in the absence of a static electric field, E = 0 , 
becomes:
F = q(E + v x B ) - * F  = q ( vx B) ,  (1.4)
which is known as the magnetic force. This force acts perpendicular to both v 
and B . Therefore, if those vectors are perpendicular to each other, the particle 
motion will describe a circle about the direction of the magnetic field at a given 
gyrofrequency. But, if v and B are at a pitch angle, O , to each other, then the 
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where the Lorentz factor is y = l / V l - v 2 / c2 . Therefore, the gyrofrequency for
electrons becomes f e -  (2.80x i o 10H z /T )x B l y  . The gyroradius, r = m^Vl , is the
qB
radius of that helical path of the electron. Since the particles are moving with a 
constant velocity in a constant magnetic field, they experience a constant 
acceleration and emit radiation at a rate of:
dE  C j-  (  V ^  2  ' 2
 =  —  -  cr B sin O ,
d t  A j i V c )
(1-6)
where the Thompson cross-section is crr = 8nq* / 3m2. The polarization vector of 
the photon follows the observed profile of the acceleration vector of the electron.
To centre of particle’s orbit To centre of particle’s orbit
Figure 1.3 a,b: Left (a) is a polar diagram showing the dipole radiation emitted by an accelerated 
electron for cyclotron emission. Right (b) is the synchrotron dipole radiation emitted by a 
relativistic accelerated electron as transformed into the observer’s frame of reference.
There are two special cases of interest for m ag n eto - Bremsstrahlung. 
Cyclotron emission is the non-relativistic case of magneto-Bremsstrahlung where 
the radiation is emitted in a dipolar form. The relativistic case is known as 




When the Lorentz factor approaches 1 in the non-relativistic limit, 
Equations 1.5 and 1.6 are simplified, y -»  1 . The electron emits the photon as in 
Figure 1.3 a. The power radiated per unit of solid angle varies as sin2( 0 ') with 
respect to a ’, which is the acceleration vector of the electron. However, even at 
slower velocities, there are small relativistic effects that distort the observed 
angular distribution of the intensity from the sin2(0 ) form, so that not all radiation 
will be observed at the gyrofrequency (Bekefi, 1966).
No radiation will be emitted parallel to a ’, and the greatest intensity will be 
perpendicular to a ’ (Figure 1.3a). It is important to note that the photon is 
polarized and its electric field vector, P’ , now lies in the plane described by the 
acceleration vector of the electron and the direction of the photon. When the 
magnetic field is parallel to the line of sight, the acceleration is seen to rotate as 
the electron moves in a circular orbit. Therefore, the radiation observed will be 
perfectly circularly polarized. However, when the magnetic field is perpendicular 
to the observer, the acceleration vector will be seen to perform simple harmonic 
motion in a plane perpendicular to the magnetic field. Those observed photons 
will be linearly polarized. For all other observation angles between, the 
polarization will be a combination of the two, elliptically polarized.
Cyclotron radiation happens at discrete energies which are found by using 
Fourier analysis on the relativistic gyrofrequency. This reveals the intensities, I ce,
to be: (1.7)
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where I are the radiating dipole harmonics. The first 20 harmonics for a 
relativistic plasma, v * 0.3c , are shown in Figure 1.4 to illustrate that at higher 
harmonics the widths of the emission lines are broadened due to Doppler 
corrections. In Figure 1.4, coh is the cyclotron gyrofrequency (Equation 1.5 with 
y = l)  for an electron in radian/seconds, and qe is the well-known charge of an 
electron. The summed spectrum, Z , over those individual harmonics is also
m
shown (Bekefi, 1966; Hirshfield et al., 1961). At the relativistic limit this process 
becomes continuous and is known as synchrotron emission (Figure 1.5).





0 2 3 S1 4 6is
Figure 1.4: The spectrum of emission for the Figure 1.5: The form of the spectral
first 20 harmonics of a relativistic plasma, T e distribution of a single electron by
= 5.8* 108 K. Here, O is the emission , .. . „  • * i. ., .. f  , . . . synchrotron radiation (Lei et al, 1997).contribution from each successive harmonic J '
(Bekefi, p203, 1966) and (Hirshfield et al.,
1961).
1.1.2b Synchrotron Emission
Synchrotron radiation is beamed in the direction of motion for the electron. 
For the rest frame of the electron that emits it, the emission has the same dipole
11
pattern as cyclotron radiation. However, when transformed into the observation 
frame, the emission profile is as seen in Figure 1.3b. It is clear the created beam 
is closely constrained to the forward direction.
For the relativistic limit, v -»  c , and no longer assuming o  = 9 0 ° , Equation
1.5 becomes:
/,= v 2 Kmec j | y 2sinO)j, (1.8)
f  D ^
v 2nmec j
is the cyclotronwhere f s is now the synchrotron gyrofrequency and 
gyrofrequency in hertz. Likewise, the power of the continuous emission can be 
expressed as a function of angular frequency, co:
yfi>q]B sind? 
2nm.c2
= ^ -----— F( x), (1.9)
as shown in Figure 1.5, where F(;c) = ;cf K5/3(z)dz in which K 5/3 is a modified
J x
Bessel function and *  = (2v) / (3cy3 sin<I>).
To put the energies involved in perspective we express this in terms of 
magnetic field strength:
1 .9 9 x l0 7 
y 2 sin $
B (T )=  ; 2 . ^  F (keV ). (1.10)
So, to produce 500 keV photons in a magnetic field of 104 T, a Lorentz factor of 
y=997 is required. But, for the same photon energy in a magnetic field of 109 T, 
a Lorentz factor of 7 =3.15 is all that is needed (Blumenthal & Gould, 1970).
When dealing with astronomical objects, the energy distribution of emitting 
electrons are often modeled by a power-law distribution:
N(E)dE  = KE~adE (1.11)
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where N(E)dE is the number of electrons per unit volume, with energies E to E 
+dE. The electron energy index, a , and k  , are constants. These electrons then 
have emitting power in the frequency range f t o d f  such that P (f)d f / - (“ ~1)/2 , 
So, the observed photon energy spectrum for electrons described by Equation
1.11 can also be described by a power-law where the photon spectral index is:
While the total emitted radiation tends towards elliptical polarization for 
lower energy electrons, that total becomes increasingly linear as the energy of 
the electrons increases. Additionally, for an electron with a pitch angle 
orthogonal to the observer, the emission will be linearly polarized as the 
projection of the acceleration vector remains in the same orientation while the 
emission beam is visible. For other pitch angles, the acceleration vector with 
respect to the observer will rotate through a tight angle as the elliptically 
polarized beam sweeps past. As the Lorentz factor increases for the emitting 
electron the emission angle for the beam narrows, the acceleration vector 
appears to rotate less, and the polarization becomes increasingly linear when 
one integrates over all emitting electrons. Thus, the polarization of the beam 
gives great insight into the geometry and energy of the mechanisms that created 
it (Blumenthal & Gould, 1970; Lei eta!., 1997).
Using an approximated power-law distribution for the energy of the 




— for x «: 1 
2
(1.13)
a +  —
3
where a  is again the electron spectral index; P±((o) = P(co)fl + G(x) / F(x)] is the 
parallel component of the emitted power; the perpendicular component is 
Pv(o)) = P ( c d ) [ 1 - G ( x ) /  F(x)], with G(x) = x K 2/3( x )  ; K 2/3 being a modified Bessel 
function; and jc = (2v)/(3cy3sinO)(Fouka & Ouichaoui, 2011; Rybicki & Lightman, 
1991; Westfold, 1959).
Equation 1.13 shows the maximum degree of linear polarization for a 
structured uniform magnetic field, but the expected geometries for most 
astrophysical sources are more complicated. Thus, the observed fractional 
degree of linear polarization would be less. Still, the observed degree of linear 
polarization over an a of 1.5 to 5.0 is expected to range from 65% to 80% for 
many such sources (Lei eta!., 1997).
For a tightly curved magnetic field a specific kind of synchrotron radiation, 
known as curvature radiation, can be emitted by the relativistic electron. 
Curvature radiation is relativistic magneto-Bremsstrahlung that is radiated from 
electrons following curved magnetic field lines. It is a possible emission 
mechanism for pulsars (Gil, Lyubarsky, & Melikidze, 2004; Radhakrishnan & 
Cooke, 1969).
When the curve of the field line, Rc, dominates the acceleration of the 
electron over the gyration radius then curvature radiation becomes the dominant
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emission process. The curve of the field line is analogous to the gyroraduis in 
synchrotron radiation. So, Equation 1.8 becomes:
/ c = - ^ - 7 3- (1.14)c 4 kRc r
For curvature radiation the gyroradius is replaced by the curvature of the field 
line. Since Rc is not dependent on the Lorentz factor, the emitting power of 
curvature radiation is y times greater than for standard synchrotron radiation. 
Additionally, the polarization vector of curvature radiation is in the plane of the 
magnetic field vector, unlike the synchrotron polarization vector described above, 
which was orthogonal to it. Thus, polarization measurements can easily 
distinguish between the two if the geometry of the magnetic field is known or the 
energy of the emitting electron is known (Lei etal., 1997).
1.1.3 Inverse Compton Scattering
Compton scattering, when a photon scatters off of a free electron, is 
described in detail in section 2.2 and the reader may want to jump ahead to that 
section now if not already familiar with it. Here we will discuss inverse Compton 
scattering, where an ultrarelativistic electron transfers energy to a photon. It is 
mainly attributed to emissions from the accretion discs of black holes (Crider et 
al., 1997; Laurent etal., 2011).
In the rest frame of the relativistic electron, the interaction between 
electron and photon is a normal Compton scattering (Figure 2.2). Using Equation
2.1 for that reference frame one simply gets:
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e =_c = ----------------  (1.15)
Er 1 + (Er / mec )(l — cos0^)
where Er is the energy of the photon before the scatter in the electron rest 
frame, E‘ is the energy of the photon after the scatter, and 0' is the Compton 
scattering angle. The subscript “r” designates values in the electron rest frame.
The energies for the two reference frames are related by:
El = yE‘[l + (v/c)cos(x-9 ‘ )]~ yE ‘r[l-cos(0‘ )]; (1.16)
£r =y£ [l-(v /c)cos(0 )], (1.17)
where 6  is the angle between the path of the electron and the path of the photon
from the standard relativistic Doppler shift formula and E I(2 y )< E l <2yE  . The 
largest transfer in energy occurs when the photon is reflected directly back from 
a head-on collision, cos(0') = - l  , where we have Elmzx~2yElr (Blumenthal & 
Gould, 1970).
If we assume Er <sz mec2 (known as the Thomson limit) then E'r ~ Er from 
Equation 1.15 in the electron rest frame. The maximum energy increase for this 
scattered photon, E^ , can be approximated by:
El^ ~ 2 y E \^ ~ A y 'E .  (1.18)
There is a very small recoil in the scattered electron, and we have 
KvB^ aErm^ss2 YE from Equation 1.17. So, the new energy of the scattered 
photon can be increased by up to a factor of 4y2 for this interaction. In the 
Thomson limit the electron only transfers a small fraction of its total energy, ee, to 
the photon such that ee »  4y2E (Blumenthal & Gould, 1970).
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In the extreme Klein-Nishina limit, Er »  mec2 , the maximum energy loss 
does not have the same behavior as in the Thompson limit. The electron can lose 
a large fraction of its initial energy, in which case the recoil is not negligible, as it 
was in the Thomson limit. In the extreme Klein-Nishina limit the maximum 
increase for the new energy of the scattered photon in a head-on collision can be 
expressed by:
£■• a  —Z   d  19)
l + (4 E y)/m ec2 '
For large y  this value approaches ymec2 or the total energy of the electron, ee, 
(Blumenthal & Gould, 1970).
Nearly all pulsars can emit inverse Compton radiation, which can occur 
when thermal X-rays from the hot surface of the neutron star are scattered 
(Harding, 2002; Hibschman & Arons, 2001). As one would expect, inverse 
Compton scattering has the same polarizing properties as Compton scattering. 
These are touched upon in section 2.2 and in more detail in section 4.4. 
Sufficient to say that inverse Compton scattering can create beams of photons 
with almost any level of linear polarization. For more details on this process, 
consult the aforementioned sections.
1.1.4 Magnetic Photon Splitting
As the name suggests, magnetic photon splitting is the splitting of a 
photon by strong magnetic fields and can occur when the magnetic field, B, 
approaches the quantum critical field, Bcr:
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t f l ^ r
Bcr = - ^ -  = 4.413 x 1013G , (1.20)
Qeh
where the field changes discontinuously. This process can convert higher energy 
gamma rays, which may or may not be polarized into lower energy gamma rays 
with polarization fractions up to 30% (Baring, 1995).
Magnetic photon splitting is expected to be prevalent in any astronomical 
body with strong magnetic fields. Thus, soft gamma ray repeaters (SGRs), 
neutron stars, and even gamma ray bursts (GRBs) are all candidates to emit 
photons due to magnetic photon splitting (Mitrofanov et al., 1986). The derivation 
of the energy emission equations for this process is beyond the scope of this 
dissertation. For a more detailed derivation of magnetic photon splitting consult 
Baring et al. (1997).
1.2 Crab Nebula/Pulsar
The Crab supernova remnant is one of the best known and well studied 
extrasolar celestial objects. The supernova (SN 1054) that created the Crab 
remnant was most famously observed by Chinese astronomers as a ‘guest star’ 
in 1054 A.D., but writings from Arab and Japanese astronomers have also been 
found. All of the possible European accounts of the event are currently disputed, 
mainly because of inconsistencies in the recorded dates and location of the event 
in the sky compared to the other reliable records (Stephenson & Green, 2003). 
The event did take place during the Dark Ages of Europe and written records 
from that time are lacking in general.
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The Crab remnant was first
observed optically by John Bevis in
1731. It is the first entry in Charles
Messier’s catalogue printed in 1774,
earning it the designation ‘Messier 1.’
It was named the “Crab Nebula” by
Lord Rosse in 1884. Later, the
discovery of pulsars by Hewish et al.,
(1968) would facilitate the discovery
of the Crab pulsar by Staelin and Figure 1.6: Chandra’s composite X-ray
picture of the Crab Pulsar with the Dean et 
Reifenstein (1968), with a period of al. (2008) polarization vector shown (Hester
et al. 2002).
~33 ms (Hewish etal., 1969; Staelin &
Reifenstein, 1968). The Crab nebula would be labeled a “Plerion,” from the 
Greek word “p/eres” meaning “full,” in 1978 by Weiler and Panagia to indicate it 
was a nebula powered by the radiation of a pulsar. The term “Plerion” was 
introduced to distinguish non-shell “filled-center” supernova remnants from the 
more common shell or partial shell remnants (Weiler & Panagia, 1978).
Both the Crab pulsar and the nebula represent bright, reliable sources of 
high-energy photons in the sky. The Crab is bright enough that most 
interferometric radio observations cannot resolve its distance, and there are no 
suitable calibration sources near. In addition, it experiences glitches in its 
rotational stability. These complications makes high angular-resolution optical 
observations the accepted way to measure its proper motion and parallax, and
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using these techniques its distance has been found to be 2.0 ± 0.5 kpc (Kaplan 
et al., 2008). At optical wavelengths, the Crab Nebula is recorded to be 2.3 x3.5 
pc, or ~11 light-years in diameter, as it expands at a rate of ~1,500 km/s. The 
Crab emits electromagnetic radiation at all wavelengths, from radio to above 100 
GeV (Aliu et al., 2011). Its total luminosity over this range has been recorded at 
~5x1038 erg/s. As one goes down in wavelength, the diameter also decreases. 
The neutron star at the center is theorized to be roughly 25 km in diameter. It is 
also theorized that the young age of the Crab contributes to it having a gamma 
ray pulse profile that aligns so closely to its radio pulse profile (Lyne & Graham- 
Smith, 2006; Melia, 2009).
The total flux of the Crab as a function of energy is well described by a 
power-law:




When Eo = 1 keV is fixed, a then corresponds to the photon index at 1 keV, b 
relates to the curvature of the spectral, and k  is a constant (Massaro et al., 
2006; Massaro et al., 2000). It becomes convenient to define the photon spectral 
index (Equation 1.12) for the Crab as:
^_d \n[F (E )]r  = --------------= a + 2b In
d\n[E] (1.22)
For the different photon spectral indexes corresponding to the different parts of 
the Crab phase consult Massaro et al., (2006). See Chapter 7 for more 
information of about the features of the Crab phase.
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1.2.1 Pulsar Theory
The iconic characteristic for any pulsar, indeed the one that gives them 
their very name, is their periodic pulses. Observed periods of radio pulsars lie 
over a range of about 1 ms to 5 s, with the longest one recoded at ~8.5 s (Young 
et al., 1999). This periodic behavior can be explained in context of a rapidly 
spinning magnetized neutron star.
When a star undergoes a core collapse its rotation period necessary 
decreases, due to conservation of angular momentum as the core radius 
decreases.
If the radius shrinks by a fraction the rotational speed, M = ln R !P , must increase 
by the same fraction. For a Sun-like star with a period of a month and a change 
in core radius of 100,000 km to 10 km, we can find the new period:
where P is the old period, R is the old radius, and R’ is the new radius. We get a 
new period of P '~  0.026s . This would be enough to explain the rotational period 
we see in pulsars, except a Sun-like star is not a supernova progenitor.
Supernovae are thought to occur during the giant phase in the life of a 
star. There is not enough angular momentum in the core of these slowly rotating 
giants to completely explain rapidly spinning pulsars (Spruit & Phinney, 1998). A 
variety of different mechanisms have been proposed to explain this discrepancy.




Currently, the more accepted theories involve asymmetries in the birth 
supernovae of pulsars (Kaplan et al., 2008; Spruit & Phinney, 1998; Tauris & van 
den Heuvel, 2000), although exactly how an asymmetry in the core-collapse 
process of a supernova explosion is converted to the ‘birth kick’ is still under 
investigation (Lai, Chernoff, & Cordes, 2001).
One example of one of these asymmetric ‘birth kick’ theories involves a 
blast of neutrinos. In an example supernova event the core of the star which is 
~1.7 M0 of iron collapses into 1.4 M0 of neutrons. In doing this it expels the 
difference as a blast of neutrinos which lasts for about a second. The sudden 
burst of neutrinos emitted in this example supernova carries ~0.3 Me and would 
exert enormous force on the newly forming neutron star. If one percent of this 
emission were to be asymmetric, it would give the new pulsar the ’’kick” it needs 
for the expected short rotation period. This would also explain why pulsars move 
through the galaxy with average speeds greater than other stars (Spruit & 
Phinney, 1998).
The period of a pulsar increases as it ages. Younger rotation powered 
pulsars, like the Crab, generally have shorter periods compared to older ones 
(Melia, 2009). This slowdown in frequency must cause rotational energy to be 
converted to some other medium, like the pulsar emissions. Simple calculations 
for this process can give great insight into the possible mechanism of such an 
object. Given a neutron star of radius, Rc~ 25 km, and mass Mc ~ 1.4 M0 its 
moment of inertia, Ic, would be:
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Ic = |  MCRZC « 7 x 1045 g cm2. (-i .25)
If we take the Crab period, Pc ~ 33.66 ms, the rotational energy, Erot, for this is 
would be:
£  = 1/  
2
lO^ergs. (1.26)
The measured change in the Crab period, £c = 4 .2 x l0 ~13 , then gives us an 
energy loss rate of:
4 » = M * 2y i -3 -“ - l - 5 x l0 3,- 5 I ^ r . (1.27)P„ secondsc
We can also calculate the radiating energy of a rotating magnetic dipole,
• - 2 m2 ..
p ~ 3c3 ’ 0-28)
but we need to find fh . To that end, we can write the mass, m, in terms of the 
magnetic field, B, at the polar cap of this dipole (Lyne & Graham-Smith, 2006; 
Melia, 2009):
B(r) = -----------  =>m = ~B(Rc)R*, (1.29)
where h is a unit vector pointing from the center of the pulsar to the point r . This 
gives m = m(2 k  / Pcf . Using this assumption we arrive at:c>
_4 T> 2  r>6-8n B R„
3 c3= (1 30)
where Edip is often called the magnetic-dipole breaking rate.
Equating Equation 1.26 and Equation 1.29 we can come to an 
approximation of the Crab magnetic field for this case:
fl = 3 .2 x l0 19( £ / c)05 G . (1.31)
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If we can assume the magnetic field is fairly constant in time we arrive at a 
common definition, known as the “spin-down” age of the pulsar, t  , by the identity 
PdP = PPdt so that:
J PcdP' = )(PcPc)dt = (1.32)
Pc0 0 0 t c
which is the time from the birth of the pulsar to the present, t, and Po is the initial 
period of the pulsar where we assume P0 «: P . For this calculation the spin down 
age of the Crab is ~1270 years. Since we know that SN 1054 was observed in 
1054 A.D. this date is close but off by about 25%. Nevertheless this calculation is 
often used to approximate the age of pulsars whose progenitor event was not 
(and could not be) observed.
Many theories have been proposed to explain this apparent discrepancy in 
approximate age, as well as the fact Equation 1.26 cannot fully account for the 
observed output of the Crab. One of the more popular explanations is that more 
of the pulsar radiative energy is emitted by way of a mix of relativistic particles 
and electromagnetic fields known as the “pulsar wind.” The Crab is a pulsar wind 
nebula (Melia, 2009; Weiler & Panagia, 1978).
Traditionally, the high energy models for the emissions in pulsars can be 
generally sorted into two major groups: the ‘polar-cap’ and ‘outer-gap’ models, 
with the ‘slot-gap’ model being a close 3rd (Dyks et al., 2004; Harding & 
Muslimov, 1998). The names of each model are related to the location of the 
emission zones they predict (Figure 1.7). Those zones being where E • B *  0 and 
strong parallel electric fields, £„, might occur to accelerate particles. The polar-
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cap model predicts the acceleration zones are close to the polar regions of the 
pulsar, while the outer-gap model has them close to the light cylinder. The light 
cylinder is the critical distance in which the azimuthal velocity of a co-rotate 
magnetic field reaches the speed of light. It is defined as
with Rl  = 1606 km in this case. At the light cylinder, the magnetic fields of the 
pulsar can no longer co-rotate and become traveling waves. Closed field lines 
can only exist within the cylinder (Melia, 2009).
Since the nebula emits gamma rays, all theories must explain how 
radiative energy gets to that region. As discussed above, charged particles 
accelerating along magnetic fields is such an explanation. Due to large optical 
depth, the efficacy of radiating gamma rays from the polar cap region directly is 
very small. However, interactions within the intense magnetic field lines of the 
pulsar may produce electron-positron pairs, y + B - » e+ + e . These new particles 
can then produce more photons by way of synchrotron and curvature radiation, 
well away from where the original gamma rays were generated. At strong enough 
fields and high enough energy, this process can repeat (Gil et al., 2004). This is 
expected to occur in younger pulsars (Harding, 2002).
The outer-gap model predicts gamma rays being emitted as these 
charged particles escape through the light cylinder along the open field lines. 
Young pulsars would have these particles interact with non-thermal synchrotron 
X-rays, while in older pulsars the non-thermal X-ray emission is much lower 
(Melia, 2009). For the outer-gap model, in contrast with the polar-cap model, pair
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production at the light cylinder is essential to the production of the high energy 
emission of the pulsar. (Harding & Muslimov, 1998)
Light cylinder


















Figure 1.7: A drawing of the Crab’s light cylinder from 
Observation o f Pulsed y-Rays Above 25 GeV from the 
Crab Pulsar with MAGIC (2008). The different 
proposed emission regions can be seen. The current 
models of pulsars insist that the closed magnetic field 
must be misaligned from the rotation axis, as shown.
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Chapter 2
Evolution of a Polarimeter
This chapter explains the basic principles involved in gamma ray 
polarization measurements with an emphasis on Compton polarimetry. It also 
gives a history of the different GRAPE models.
2.1 Gamma Ray and X-ray Polarimetry
The preferred way of accomplishing gamma ray and X-ray polarimetry 
involves exploiting three prevalent interactions of photons. Those three 
interaction types are the photoelectric effect, Compton scattering (and its lower 
energy complement, Thomson scattering), and electron-positron pair production. 
Since the predominance of a given interaction type is energy dependent (Figure 
2.1), polarimetry involving different energy regimes makes use of the appropriate 
interaction type. Thus, photoelectric polarimetry is favored in the soft X-ray 
regime (energies below ~30 keV); Compton polarimetry is common in the hard X- 
ray and soft gamma ray regime; the polarization of high-energy gamma rays 
(energies above ~2 MeV) is mainly measured using pair production (McConnell & 
Ryan, 2004). In this section we will briefly outline photoelectric and pair 







Figure 2.1: (Evans 1955) p. 712. Energies for different 
interaction effects as a function of atomic number.
Photoelectric polarimetry relies on the property that the photoelectron from 
an absorbed incident photon tends to be emitted perpendicular to the polarization 
vector of that photon. Photoelectric polarimeters track the path of this electron. 
The Time Projection Chamber (TPC), for example, is a polarimeter that 
determines the photoelectron emission angle by imaging the photoelectron 
ionization tracks in a cloud chamber (Black et al., 2007).
High-energy gamma ray polarimeters capitalize on pair production. In pair 
production the expectation is that the trajectories of the produced electrons and 
positrons lie on the plane parallel to the electric field vector of the incident 
photon. By measuring the rate and location of the emitted pair particles the 
polarization of the incident beam can be obtained. An example is the proposed 
advanced pair telescope (APT). This gas detector would make use of micro-well 
detectors to obtain the azimuthal distribution of the emitted pairs by collecting the 
ionization electrons that they create (Bloser & Hunter, 2004).
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2.2 Compton Polarimetry
As was mentioned in the previous section, in the soft gamma ray and hard 
X-ray energy regime, the primary method of measuring the polarization of an 
incoming photon beam is to make use of the unique properties of Compton 
scattering (Lei etal., 1997).
Compton scattering is the process in which a photon scatters off of a free 
electron. The ratio, e , of the energies of the incoming photon, E, and its energy
after the scatter, E\ is
where 6  is the Compton scattering angle (Figure 2.2) measuring the deflection 
angle of the incoming photon. If one can assume that the binding energy of the 
electron is negligible compared to the transferred energy of the incident photon, 
then one can approximate the electron as free for Compton scattering. A more 
detailed derivation and treatment of polarization in the Compton scattering
Figure 2.2: The geometry of a Compton scatter for a 
photon with a polarization vector parallel to the x-axis.
_E^__________ 1________
E  l  +  ( £ / / n ec 2) ( l - c o s 0 )
(2 .1)
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process can be found in Fernandez et al. (1993). What follows is a summary 
highlighting the core concepts for this dissertation.
The Klein-Nishina differential cross section formula for a plane-polarized 
photon is
where 77 is the azimuthal scattering angle, which is defined as the angle between 
the polarization unit vector of the incoming photon and the scattering plane 
(Figure 2.2). One can integrate over 77 to get the cross section for an unpolarized 
beam:
Examining Equation 2.2 one sees that for a fixed Compton scattering 
angle, 0, the azimuthal angle, 77, has an anisotropic distribution, with a maximum 
at 77 =90° and a minimum at 77 =0°. Photons tend to scatter at right angles with 
respect to the electric field vector.
To exploit this scattering asymmetry, a basic design for a Compton 
Polarimeter employs two detectors: One detector (the scattering detector) to 
facilitate a Compton scatter; the other detector (the calorimeter) determines the 
azimuthal scattering angle. Ideally, the calorimeter should fully absorb the 
scattered photon to measure its energy. Due to the relation between the atomic 
number, Z, and likelihood of the different interaction effects (shown in Figure 2.1) 
the scattering and absorption suggest two different detector compositions. Low-Z 
material is best suited for the scattering detector, to encourage a Compton
(2 .2)
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scatter, while high-Z material is preferred for the calorimeter, to encourage full 
absorption. Having the scattering detector comprised of low-Z material has the 
added benefit of increasing the probability of the scattered photon escaping the 
detector after only one interaction, since multiple scatters within the first detector 
destroys any polarization information one might hope to obtain. Depth and 
thickness of the material also impact photon capture.
The location of the two interaction sites (as defined by the location of each 
detector) then determines the azimuthal scatter angle (ASA) of the photon, or <5. 
An ASA histogram forms a modulation profile. This modulation profile is fit to:
If the incident direction is known, <jo is the polarization angle of the incident 
photon, A , and S0 are constants, with the relation shown in equation 2.5. The 
polarization angle of the beam can be identified by the minimum in the measured 
modulation profile. With the fitted modulation profile in hand, the polarization 
modulation factor, f ip, can be found (Suffert, Endt, & Hoogenboom, 1959)
It is important to note that for a real instrument, the geometric argument and 
systematic asymmetries of the detector can mask this modulation profile. 
However, if one knows the azimuth response to an unpolarized source of the 
same energy, or one physically rotates the detector to correct these 
discrepancies, then the modulation profile can emerge (Bloser etal., 2009).
C(S) = Acos 2 <5-«jp + (2.4)
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Figure 2.3: An ideal distribution of photon azimuthal 
scatter angles for a polarized photon beam.
The fractional polarization is determined by comparison of the measured 
modulation factor, nP. with the instrumental modulation factor for a fully polarized 
beam, /t100.
n P = -^~ .  (2.6)
Ml 00
The quantity ^  is a figure-of-merit for a detector and is dependent on incident 
energy and source angle. Its value can be either measured or simulated for a 
given energy and source angle.
A commonly used measurement of the sensitivity for a given detector is 
the minimum detectable polarization (MDP), which is at a minimum when the 
sensitivity of the instrument is at a maximum. The term “minimum detectable 
polarization” can be misleading. The MDP is the degree of polarization 
corresponding to the amplitude of modulation that has a given probability, based 
on a significance level, of being detected in error (Weisskopf etal., 2009).
One can derive the MDP by first computing the probability of measuring a 
given amplitude of modulation, A, and azimuthal angle of the phase of the
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modulation, <p . Assuming the data follow standard Poisson statistics, we can 
then use the probability density function:
1 1 fx -S ') 2 ~
< T ^ eXP 2 I <* )
where S is the mean of a random sampling of x , and a  is the standard deviation 
(Vinokur, 1965).
In the presence of background the probability of measuring an amplitude, 
A , when the real amplitude is \  and a polarization angle, <p , when the real 
angle is q>0 can be defined by a quadrivariate probability density function:
The value A0B is the true amplitude of that background, and %B is the true phase 
for the background. The quantity AB is the measured modulation of the 
background and (pB is the measured azimuthal angle of the phase of modulation 
for the background.
In gamma ray astronomy it is common to assume that the background is 
both unpolarized and has good statistics. By assuming the true background 
amplitude and true background phase are understood, AB -» A0B and <pB -><p0B , 
Equation 2.8 can be approximated to (Eisner, O'Dell, & Weisskopf, 2012):
Nevertheless, the background counts still contribute to the statistical noise. 
Making use of Poisson statistics and simplifying this equation, it becomes:
P(A,(p,AB,(pg I Aq,(Pq,AqB,(P0B') . (2.8)
P(A,q>,AB,(pB I AQ,(p0,A0B,(p0B) « P(A,q> I A),V>0) ■ (2.9)
( A 2 +  A^ — 2 A A q cos(A  (p))
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The quantity N is the total number of measured data points (background and 
source), and S0 is the measured signal mean. Here A<jo = <p-<p0 and the variance
is a 2.
Using the split-step (Fourier) method, we find the Rice distribution (Quinn,
2012; Rice, 1945) for the given amplitude A independent of cp
NS2A f  NS2 . .,,1 . .NSqAAq
^ (4 1  ;%) = ——2~exp 
2<7
- ^ ( A 2 + At) 
4<t /<,(-— i r 1)- (2.11)2cr
where l 0 is the zeroth order modified Bessel function, J0(ix) .
The case of interest for the MDP is when A^  = 0 . What is the probability of 
measuring a positive amplitude, A , in error when there is no polarization and the 
true amplitude is zero? For this case equation 2.11 is integrated over the desired 
confidence region. Because we assume the data follow a Poisson distribution, 
the signal mean, S0 , is equivalent to the variance, <r2 . Thus, the integrated 
equation becomes:
r~ NS A2P(a'>A)=  I P(a')da' = exp(----- 2— ). (2.12)
4
Solving equation 2.10 for a given significance level, na , we get (Eisner et al., 
2012):
=  ( 2 ' 1 3 )
Since in this case NS0 is simply the number of counts, we have 
NS0 = (Rs + RB) t , where Rs is the total source counting rate, RB is the background 
counting rate and t is the observation time. However, one would like equation 
2.13 to be expressed as a fraction of mean source counts, not the mean total 
count. So we arrive at as = ag ! S0 or
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Lastly, we must track the differences in how individual detectors respond 
to a beam that is fully polarized. Therefore one needs to account for the 
modulation factor for a fully polarized beam, / im , for the detector. Thus, the 
minimal detectable polarization, independent of position angle, is:
where Cs is the total source counts and CB is the total background counts. The 
MDP is instructive in showing what quantities are important in optimizing a 
detector. Mainly, increasing the , increasing the source counts, and 
decreasing the background.
We do not always have a normal distribution for the uncertainties in the 
modulation factor and the polarization angle (Naghizadeh-Khouei & Clarke, 1993; 
Simmons & Stewart, 1985). However, if we assume the detection is at a high 
confidence level, then we can assume that the uncertainties are approximately 
normally distributed about their true value (Eisner et ah, 2012; Vaillancourt, 2006; 
Weisskopf et at., 2009). Then the uncertainties in the modulation factor and the 
polarization angle are relatively straightforward to calculate following Eisner et at. 
(2012), yielding:
MDP(%) =
A  00 P\oo^s
(2.15)
cr,




4 2  (CS + CB)/C S
2  f ip (2.17)
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for the 1-sigma uncertainties in the modulation factor, nP, and the polarization 
angle, <pP.
2.3 Development of GRAPE
The basic GRAPE design has gone through many iterations. However, it 
has always been an assembly of 
low-Z and high-Z sc in tilla to r 
elements that are read out by a 
photomultiplier tube (PMT) (Bloser 
et al., 2006; Legere et al., 2005;
McConnell & Ryan, 2004; McCon­
nell et al., 2009a; McConnell et al.,
Figure 2.4 SMI: The first physical iteration of
2009b; McConnell et al., 2006). GRAPE, Science model 1. The center is
composed of CsI(Na) and is surrounded by 
Coincidence events between a low- 250 plastic scintillators. The position-sensitive
PMT can be seen on the left.
Z Compton scatter and the high-Z
elements provide a measure of the azimuthal scattering angle for the incident 
photons for a photon beam vertically incident on the scintillator array. The low-Z 
scintillator is composed of organic plastic and the high-Z calorimeter is composed 
of an inorganic crystal scintillator. Ideally, incident photons will scatter only once 
in the low-Z scintillator and then be fully absorbed in the high-Z material. The 
arrangement of high-Z and low-Z scintillator elements is determined using 
GEANT3 and GEANT4 simulations (Bloser et al., 2009). To date there have been 
5 physical iterations of the GRAPE polarimeter design: three science models
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(SM1-SM3); one engineering model (EM, which was flown in the summer of 2007 
from Palestine, Texas) and sixteen flight models (FM) that were flown in an array 
out of Ft. Sumner in the fall of 2011 (see Chapter 5).
2.3.1 The Science Models
The SM1 design, which fit on the 5-inch diameter position-sensitive PMT 
(Hamamatsu R3292, PSPTM), had four 1 cm x 1 cm x 5 cm Csl(Na) scintillators 
and two hundred and fifty 5 mm x 5 mm x 50 mm plastic scintillators (see Figure 
2.4). The four calorimeter detectors were enclosed in their own light-tight 
housing. The plastics were individually wrapped in reflective Tyvek® to maximize 
light collection, channeling the scintillated light down to the PMT. The PSPMT 
used a charge division network as a readout, which produced a weighted 
average of the spatial distribution for the measured light using two sets of signals 
from two spacial directions.
Figure 2.5 SM2: The center element is Figure 2.6 SM3: The center is composed
composed of hydroscopic CsI(Na) and the of CsI(Na) and is surrounded by 60 plastic
surrounding elements are plastic. scintillators.
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Instead of a PSPMT, all model designs after SM1 used a multichannel 
photomultiplier tube with sixty-four independent anodes (flat channel MAPMT 
Hamamatsu H8500 8 x 8  array of anodes). This design is more compact and 
allows for minimum dead space. The array had a pitch of 6.08 mm. The 52 mm 
x 52 mm MAPMT area was used for both the plastic scintillator elements and the 
calorimeter.
SM2 was designed with an array of twelve 1 cm x 1 cm x 5 cm plastic 
scintillators for the scattering detector and one 1 cm x 1 cm x 5 cm Csl(Na) for 
the calorimeter (Figure 2.5). Each element was wrapped in its own reflective 
housing and optically adhered to 4 anodes. The signals of the 4 anodes were 
summed together to obtain the total pulse height for the event. Space was left 
between the plastic and calorimeter elements to avoid crosstalk.
T
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Figure 2.7 a,b: Laboratory result from SM3 (at 288 keV). The smooth curves 
represent a fit to the data. The 90° shift in the modulation profile when the module is 
rotated 90° can clearly be seen. (Bloser et al., 2006)
Improving on SM2 the succeeding design, SM3, took greater advantage of 
the H8500 sixty-four anodes, and subsequently increased the accuracy of the 2-
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dimensional spatial sensitivity (larger ^ ). SM3 used sixty 5 mm x 5 mm x 5 cm 
plastics with the 1 cm x 1 cm x 5 cm Csl(Na) (Figure 2.6). This configuration 
suffered considerable optical crosstalk between the twelve centermost plastic 
detectors and the calorimeter. This crosstalk made the evaluation of valid events 
involving one of those twelve plastics difficult. In the data analysis it was 
necessary to discriminate against readouts from those plastic elements, leaving 
only 48 effective plastics (Legere et al., 2005).
All science models were tested using 662 keV photons from a 137Cs 
source. Those photons were scattered at right angles using a block of plastic 
scintillator. This created a beam of partially polarized X-rays. (Polarization of 
~55-60% and energy of ~288 keV). To account for any asymmetries in the 
detector itself, it was necessary to correct the polarized data with an unpolarized 
beam (see chapter 4 for more information on calibration techniques). The 
requisite unpolarized data were obtained using a collimated 133Ba source, which 
produces a 356 keV photon beam. Data were collected with SM3 at two 
orientations 90° apart, to demonstrate its ability to locate the polarization angle of 
the beam (Figure 2.7 a,b).
2.3.2 The Engineering Model Design and Flight
To evaluate the mission characteristics of the design, an Engineering 
Model (EM) was developed (Bloser et al., 2009). We distinguish between a 
science model and an engineering model based on the readout electronics; the 
SMs were designed with table-top modular electronics and the EM was designed
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with self-contained electronics. The geometry of the EM scintillator assembly is 
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Figure 2.9: Polarization signature recorded with 
Figure 2.8: Configuration of the the engineering m odel using a 97o/o polarized
engineering model, with one Csl l29keV photon beam at Argonne National 
(Na) scintillator surrounded by 60 Laboratory. The measured modulation factor was 
plastic scintillators. 0.48±0.03. (Bloser et al., 2009)
In this arrangement, a single Csl(Na) element (1 cm x 1 cm x 5 cm) was 
surrounded by 60 plastic EJ-204 (Eljen Technology) scintillator elements (each 5 
mm x 5 mm x 5 cm). The plastic elements provide the low-Z medium for 
Compton scattering. The Csl(Na) element provides the high-Z material for full- 
energy absorption. Each plastic scintillator element was independently wrapped 
in reflective VM2000™ to improve optical light collection. Readout of the 
scintillator assembly was provided by the 64-channel MAPMT. The 64 anode 
outputs of the MAPMT were fed into four main readout boards of 16 channels 
each. The boards included an analog processing chain consisting of a charge 
pre-amplifier, a constant-fraction discriminator, a pulse-shape discriminator for 
the plastic elements, a Gaussian shaping filter, and a sample-and-hold.
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Pulse-shaped discrimination (PSD) was
used to mitigate the effects of optical crosstalk
between anodes (section 4.3). The design
utilizes the fact that the plastic pulse has a
much faster decay time (~1.8 ns) than the Csl
(Na) (~600 ns). The plastic signal is delayed by
~600 ns and then the calorimeter signal and
the delayed plastic signal are fed into a
coincidence circuit with a window of ~100 ns.
Any signal from a plastic anode caused by
crosstalk from the Csl(Na) is delayed beyond
the coincidence window. Some level of optical
crosstalk is unavoidable while using the H8500 Model (EM), with associated
electronics.
with its 2 mm-thick entrance window, which
allows light from each scintillator to reach neighboring anodes (see Figure 4.8). 
This optical crosstalk is in addition to the 3% intrinsic electronic crosstalk of the 
H8500 design, as quoted in the technical specifications sheet.
The EM employed compact, low-power electronics, custom software and 
an onboard computer that provided autonomous control and data acquisition 
(Figure 2.10). The readout for the EM is controlled by a programmable PIC 
microprocessor. The design was intentionally developed without the use of 
custom ASICs to assure flexibility with evolving balloon instrument configurations.
8dntlliator
array
Figure 2.10: GRAPE Engineering
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The module configuration was first tested in the UNH lab using 662 keV 
photons from a 137Cs source that were scattered in a block of plastic scintillator 
(Legere et al., 2005). The scattering of 662 keV photons at 90° creates a beam of 
partially polarized photons with a polarization of ~55 -  60% and a nominal energy 
of ~288 keV (for more information on this process see section 4.4). To account 
for asymmetries within the detector, it was necessary to correct the data collected 
with a polarized beam using data collected with an unpolarized beam. For the 
unpolarized data, photons from 133Ba were used, which provides 356 keV 
photons, comparable in energy to the polarized photons created in the lab.
The EM was subsequently calibrated at the Advanced Photon Source 
(APS) at Argonne National Laboratory in December of 2006 (Bloser et al., 2009). 
It was exposed to two linearly-polarized beams (at 69.5 keV and 129.5 keV) both 
of which were ~97% polarized. Because the beam was less than 1 mm in 
diameter, it was focused at each scintillator element separately. Beam time 
constraints made it necessary to scan only half of the elements in a 
checkerboard pattern. The EM was then rotated 90° and the same elements 
were scanned again. This effectively provided an unpolarized beam by combining 
the two sets of data (two sets of data with orthogonal polarizations). Different 
sets of unpolarized data were used to correct the polarized beam data. The 
unpolarized data included the combined data runs, laboratory data collected with 
241 Am (59.5 keV) and 57Co (122 keV), and simulated data based on simulations 
of the EM configuration (Bloser et al., 2009). The resulting polarization signal at
129.5 keV is shown in Figure 2.9. The fitted modulation factor, assuming 97%
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polarized radiation, is = 0.48±0.03. For the simulation we found 
^7  = 0.4910.02, which is in remarkable agreement with the data. These results 
further validated that the Monte Carlo simulations accurately reproduce our 
detectors performance (McConnell et al., 2009a).
Count Rate History
EM1 Balloon Payload 
Flight 1593-Poo(0
o
•  • •o
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Figure 2.11: Rate meter history of the engineering module during ascent 
through the Pfotzer maximum and at float altitude on Flight 1593-P.
The EM was flown on a high-altitude balloon from Palestine, TX. in 2007 
(Flight 1593-P) (McConnell et al., 2009a). A balloon payload was developed for 
the EM that included a pressure vessel, supporting electronics, and data storage. 
The module was also surrounded by both passive and active anti-coincidence 
shielding. The balloon payload remained at float (~125,000 ft) for 5.5 hours 
before termination of the flight. The EM was retrieved in working condition and 
the onboard data was fully recovered. The module was not designed to be 
sufficiently sensitive to provide any meaningful scientific information, but it did 
provide valuable engineering data and it did demonstrate the effectiveness of the 
electronics design. Data analysis indicated a stable 50 to 300 keV background
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rate for valid events of ~1.1 counts per second for the single EM (Figure 2.11). In 
this case, valid events are those that trigger one plastic and one calorimeter 
element and are not vetoed by the active anti-coincidence shielding (Connor et 
al., 2011).
Table 2.1: History of GRAPE’s Development
Science Model 1 5” position-sensitive PMT (Hamamatsu R3292)
5mm square plastic [250] 
1cm square CsI(Na) [4]
Science Model 2 5 cm flat-panel MAPMT (Hamamatsu H8500)
1cm square plastic [12] 
1cm square CsI(Na) [1]
Science Model 3 5cm flat-panel MAPMT (Hamamatsu H8500)
5mm square plastic [60] 
1cm square CsI(Na) [1]
Engineering Model 5cm flat-panel MAPMT (Hamamatsu H8500)
5mm square plastic [60] 
1cm square CsI(Na) [1]
Flight Model 5cm flat-panel MAPMT (Hamamatsu H8500)
5mm square plastic [36] 
5mm square CsI(Tl) [28]
2.4 The Flight Design
Using what had been gleaned from the EM experience a final design was 
developed, which we refer to as the Flight Model (FM) design. A dedicated effort 
to improve on the configuration of the scintillator array from the engineering 
model motivated a series of simulations to optimize the effective area and 
modulation factor, but still make use of the H8500 and its sixty-four output 
anodes (Bloser etal., 2009). The early simulations utilized GEANT3 Monte Carlo, 
relying on MGGPOD and the GLEPS package for polarization (Weidenspointner 
et al., 2007). In order to facilitate comparison between simulated designs a
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Figure of Merit, FoM = nlooyfA ^  , was defined that would be proportional to the 
expected MDP (Equation 2.13). As before /x100 is the modulation factor for a fully 
polarized beam, and Aeff is the effective area, which would increase both the 
source count rate and the background count rate for the detector.
Engineering Model Flight Model
■ ■
Figure 2.12 a,b: The EM scintillator layout on left with CsI(Na) in green. On the right is 
the FM scintillator layout with CsI(Tl) in red. The plastic scatter detector is blue in both.
A configuration with 28 calorimeter elements (5 mm x 5 mm x 5 cm) 
adhered to the perimeter anodes, with 36 scatter elements (5 mm x 5 mm x 5 
cm) connected to the center anodes, was derived from this effort. This layout 
(depicted in Figure 2.12 along with the EM configuration) was shown, using 
simulations, to have roughly double the detection efficiency relative to that of the 
EM design. Having the high-Z calorimeters around the perimeter increased the 
likelihood of capturing a scattered photon. Additionally, the new layout was 
shown to have ~15% increased in the modulation factor over the EM design. This 
was attributed to the larger mean distance between the scattering detector and 
the calorimeters (Bloser et al., 2009).
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Simulations were also used to test Scatter Vector
Y 1
.  2
whether increasing the height of the 
scintillator elements from 5 cm to 10 cm 
would significantly increase the polarization 
sensitivity of the instrument. The FoM for 
these findings is shown in Figure 2.14.
Simulations showed increasing the height to 
10 cm roughly doubled the effective area for 
on-axis photons, and slightly decreased the 
modulation factor. Once the source was
moved off-axis, however, the benefits
' . . . . Figure 2.13: The FM configuration,became less pronounced, becoming negl- A / . . ®Plastic elements (gray) and CsI(Tl)
igible at about 40“ off-axis (Figure 2.14). elemen,s (red> identify the sca,ter
vector. Each scintillator element is 5
Additionally, the longer average path length 111111 scluare 331(15 cm l°ng-
for the light to travel would affect collection efficiency, which was not accounted
for in the simulations. Further, the intent was to reuse the fabricated FMs for
future long duration balloon flights searching for GRBs, in which the source
would frequently be off-axis. With these considerations the 5 cm design was
retained.
Using simulations the materials chosen for the detector, elements for the 
layout were examined. The low-Z scattering detector continued to be inorganic 
plastic EJ-204 scintillators. However, we evaluated the high-Z calorimeter 
material using a series of simulations. There were several issues that needed to
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be addressed when making this selection. The hygroscopic nature of the material 
was a concern, since this would introduce mechanical difficulties in our already 
tight scintillator layout. The decay time of the calorimeter scintillator needed to be 
significantly different from that of the scatter detector so that PSD could be 
employed to mitigate optical crosstalk (see section 4.3). Cost was also a 
consideration. The energy resolutions of the different materials were not given as 
much weight in this comparison as they might otherwise have been prescribed. 
The astrophysical objects and events of interest for GRAPE (Crab, GRBs or solar 
flares) produce a continuum spectra and a fine energy resolution is not required 
(Bloser et al., 2009; McConnell etal., 2009b).
Simulations comparing Csl-based scintillators to BGO and LaBr3 were 
conducted. While the modulation factor was not material dependent, BGO (high 
density of 7.13 g/cm3 compared to Csl of 4.51 g/cm3) was shown to yield a 
slightly larger effective area at higher energies (300-500 keV) than the other 
calorimeter materials. However, because of its lower light yield and faster decay 
time, it was ultimately ruled out 3 Figure of Merit vs Off Axis Angle
•♦-5cm 150keV 
H*5cm 300 keV 
■♦•10cm 150 keV 
♦10cm  300 keV
for use in GRAPE. So, after 
careful cons-ideration (and cost 
a n a l y s i s )  a C s l - b a s e d  
collimator was chosen for the 
FM design.
Csl(TI) was then com-
Figure 2.14: Figure of Merit comparing the 5 cm 
pared to the previously used design to the 10 cm one for the off-axis response.
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Csl(Na) for the flight model. Csl(TI) has a greater light output then Csl(Na), but 
Csl(Na) is normally chosen over Csl(TI) due to its faster decay time of 630 ns, 
compared to Csl(TI) with ~1000 ns. However, due to the PSD of GRAPE, this 
slower decay time was beneficial, once the circuit was properly configured. 
Another concern was the severely hygroscopic nature of Csl(Na). This had 
already proven troublesome in previous iterations of GRAPE. Moisture can still 
affect Csl(TI), clouding the crystal and decreasing its light output, but it is not as 
hygroscopic as Csl(Na). Ultimately, Csl(TI) was chosen for the FM.
2.4.1 Simulations of FM Response
The new simulation for the effective area of the FM design also marked 
the change from GEANT3 to GEANT4. In these simulations we tested the impact 
of including different event types. As mentioned previously, to be useful for 
polarization studies an event must include two (and only two) interaction sites. 
The two interaction sites define an azimuthal scatter angle under the assumption 
that the incident photon undergoes a single Compton scatter in one element, and 
a full energy absorption in the second interaction. Because of the 180° symmetry 
of the Compton scatter process, it is not necessary to know which interaction 
takes place first. Using that basic principle, we defined three different classes of 
valid two-site events: 1) plastic-calorimeter (PC) events; 2) plastic-plastic (PP) 
events; and 3) calorimeter-calorimeter (CC) events. Simulations scanned an 
energy range from 50 to 500 keV.
The single module simulations included only a bare scintillator assembly 
(plastic and Csl elements). The effective area is shown for each of the three valid
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event classes in Figure 2.15. The PC events give the highest effective area at all 
energies. The CC events contribute to the effective area only above 200 keV. 
This should not be surprising looking at Figure 2.1, because this energy is where 
Compton interactions begin to dominate, due to the high atomic number of Cs. 
The PP events always contribute at a much lower level with respect to the other 
event classes. The modulation factors for the PC events and CC events are 
comparable at all energies. The modulation factors for the PP events are 
consistently lower, presumably 
due to the shorter path-length 
between interaction sites, which 
leads to larger uncertainties in 
the azimuthal scatter angle.
These simulations showed it 
was prudent to design GRAPE 
to process CC events in addition 
to PC events, but PP events 
were not considered to be 
significant enough to warrant the 
necessary hardware modifi­
cations. That hardware design is
Figure 2.15: Simulated response parameters for a 
discussed in the following sec- single polarimeter module. Shown here are the on-
axis detection efficiency (top) and the modulation 
t|0n- factor for a fully polarized beam (bottom) vs.
energy. (There are too few CC events at energies 
below 200 keV to derive a modulation factor.)
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From Theory to Form
With the lessons learned from the first iterations of GRAPE and from the 
experiences of the engineering balloon flight, the finalized flight model was 












Figure 3.1: Schematic of a polarimeter module (left) and a view of a fully fabricated 
flight module with an aluminum cover over the scintillator array.
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3.1 Module Configuration
The flight model (FM) scintillator configuration was prepared the same 
way as the engineering model (EM) scintillator configuration (section 2.3.2) 
except the Csl(TI) elements were also wrapped in reflective VM2000™ along with 
the plastics. The FM housings were designed so that testing, calibration, and 
debug activities can be conducted on individual modules with minimal or no 
disassembly. As with the EM electronics, the 64 individual anode signals from the 
multichannel photomultiplier tube (MAPMT) were fed into four 16-channel analog 
electronics boards. Each channel on those boards had a fast discriminator to 
generate triggers for the anode signal and a slow shaper with peak-detect-and- 
hold circuitry that formed part of the pulse-height measurement. An interface 
board and a logic board with fast coincidence circuitry were also employed to 
recognize coincident and anti-coincident events, validate each event, multiplex 
and digitize the pulse heights, and assemble event messages for further 
processing (Figure 3.1).
All of the FMs utilized the same pulse-shaped discrimination (PSD) 
circuitry as the EM (section 2.3.2). The PSD delayed the plastic signal to 
determine if a calorimeter event occurred within a given period of time 
afterwards. This period is known as the coincidence window. Unlike the EM, the 
FM coincidence window was tuned to the ~1000 ns decay time of Csl(TI), instead 
of the ~600 ns decay time of Csl(Na). The longer delay time also allowed the 
coincidence window to be expanded, because fewer crosstalk events occurred at 
that new time. The window, which was 100 ns for EM, was expanded to 180 ns in
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order to incorporate valid events that otherwise would have been excluded. See 
section 4.3 for more information on the PSD calibration.
3.2 The Instrument Array
Sixteen FMs were
Passive Shield
fabricated and arranged in 4
designed to accommodate
missions, the array was
anticipation of future balloon
up to 32 modules. This







array is surrounded by pas- v
sive and active shielding. Figure 3.2: The 4 x 4  instrument array shown with
passive and active shielding but with the collimator 
The active shielding is an section removed. The setup can accommodate 32
models in a 6x 6 array minus the comers.
anticoincidence detector
composed of 6 rectangular panels mounted to an aluminum frame to completely 
surround the polarimeter array on its sides, top and bottom. Each panel consists 
of a 6-mm-thick sheet of plastic scintillator contained within a rigid, light-tight 
aluminum housing. The design uses a wavelength shifting (WLS) bar that 
absorbs light at one wavelength and then emits it at a longer wavelength 
isotopically at its end. This provides a uniform detection efficiency over the large 
area of the detector and allows a single PMT to read out the signal from each 
scintillator panel. This was an approach developed in laboratory studies at UNH
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for FiberGLAST (Pendleton et al. 1999) and was used for the EM balloon 
payload. It features easily-handled modular panels and generates strong signals 
with relatively thin scintillator sheets. The anticoincidence detector PIC processor 
measured rates for the active shields on a five-second cadence. In each five- 
second period the PIC collected the rates data for one of its six detector pairs 
and transmitted it on its serial interface.
Passive shields are employed to absorb atmospheric hard X-ray radiation 
from below and from the sides of the payload. The inner layers are of lower-Z to 
stop any fluorescent X-ray emission from the outer, higher-Z, layers. Thus, a 
multi-layer passive shield, consisting of 0.8 mm of Pb and 0.8 mm of Sn, 
surrounded the polarimeter detector array on five sides to provide passive 
shielding. These layers attach to the inner walls of the side and bottom anti- 
coincidence panels, with the Sn facing the detector array. Passive multi-layer 
absorbers, Pb and Cu, were used to collimate the response of the detector array 
to within a field of view (FoV) of ~12° (see section 3.5). Each module had its own 
cylindrical collimator, consisting of an Al tube (7.6 cm outer diameter and 1.2 mm 
thick) lined on the outside with 0.4 mm of Pb and extending 25 cm in front of the 
sensitive detector volume.
3.3 Array Electronics
Simulations showed that there are a significant number of events that 
scatter from a Csl calorimeter element in one module into a Csl calorimeter 
element in an adjacent module (see section 3.5). Thus, provisions for handling
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those events were built into the instrument system electronics. If two, and only 
two, calorimeter events happened within 50 ns, then a "between modules" flag 
for the next event from each of the two corresponding modules was set.
ooMmator array
Figure 3.3: A schematic of the instrument assembly (left) and a photo showing the 
instrument assembly in the lab, with side shielding removed (right).
The instrument system electronics included an instrument power supply 
and distribution module, a module interface board and an instrument computer. 
The detector modules plugged into the module interface board (MIB), which is a 
rigid assembly of structural supports and a printed circuit board containing 
connectors and a FPGA. This board provided mechanical support for the 
detector array and served as the major system-level interface between the 
detectors and the instrument computer.
The MIB sent out events each assigned with a 32-bit time stamp. The 
digital resolution of that time stamp is 20 ps/bit. When a module sent an event to
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the MIB, the MIB then buffered that event. The MIB continually checked each 
module, in order, and processed an event if one was buffered, assigning it a 32- 
bit time stamp based when it was processed (not buffered). While the 2011 
balloon flight only had 16 modules the MIB was designed for 32 modules, and 
checking all 32 buffers took 102.4 ys. This, combined with additional processing 
time, caused the timing accuracy for a given event to be between 0 and 125 i j s .  
A 125 /vs timing accuracy is sufficient to do pulsar astronomy (Lyne & Graham- 
Smith, 2006).
Additionally, the MIB transferred control from the computer to the detectors 
and coordinated the acquisition and communication of science and 
housekeeping data to the computer. The instrument computer processed ground 
commands, packaged and buffered data, and coordinated telemetry with the 
Columbia Scientific Balloon Facility (CSBF) mini-SIP (Support Instrument 
Package). The instrument power supply and distribution module converted and 
distributed the power (from CSBF-provided batteries) to the instrument 
electronics and detectors. Detector power distribution was divided into groups of 
modules and controlled by relays on command through the CSBF telemetry 
equipment, known as the science stack. Power to the instrument computer, and 
housekeeping functions, were also commanded directly through the mini-SIP 
science stack. Both the instrument power supply and distribution module and the 
instrument computer were located inside the pressure vessel but outside the 
detector volume enclosed by the anti-coincidence panels. They were assembled 
from commercially available products. The power supply was comprised of mil-
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spec low voltage converters and filters. The instrument computer was assembled 
from the Technologic TS-7800 Science Data Computer. It included a processor, 
RS232 interfaces, and two SATA-drive flash disks for on-board data storage. A 
second instrument computer, similarly configured, managed the attitude 
determination and control functions.
The entire instrument package sat on top of a motor assembly that rotated 
the instrument about the pointing axis (Figure 3.2). This was an effective way to 
minimize instrument systematics, as was mentioned in section 2.2. Rather than 
having a continuous 360° rotation, the payload oscillates. The instrument was 
rotated about the pointing axis through 356° every 1167 seconds. The table 
angle moves in steps of 4°. A single move took 3 seconds with a dwell time of 10 
seconds. An encoder in the axial drive system measured and recorded the time- 
tagged orientation as part of the housekeeping data.
3.4 Payload Configuration
The instrument components were mounted inside a pressure vessel. An 
external frame (fabricated from extruded aluminum stock) supported and 
protected the pressure vessel, providing the mounting structure for the remaining 
payload components (Figure 3.4). The total mass of the instrument package, not 
including the CSBF mini-SIP and ballast, was 865 kg.
The sidewall had ports for electrical and gas feed-through and brackets for 
secure mounting to the frame. The pressure vessel top and bottom dome 
elements were formed aluminum. The top dome was kept as thin as possible to
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allow for photon transmission. The temperature within the pressure vessel was 
maintained in the 0° to +30°C range using fans and heaters.
The attitude 
c o n t r o l  s y s t e m  
(ACS) was used to 
maintain the source 
target w ithin the 
-12° FoV for the 
vast majority of the 
flight (see Chapter 
5). Control precision 
to ±3° was found to 
be adequate. There 
was an additional 
uncertainty in the actual pointing direction of the instrument of ±0.5°. A reaction 
wheel and momentum transfer unit and an elevation drive mechanism were 
employed to steady the payload. A commercial differential GPS unit was used to 
provide the 3-dimensional orientation of the gondola at frequent intervals. A 
magnetometer based digital compass and GPS sensor served as a backup. The 





Figure 3.4: Diagram of the payload and a photo taken during 
compatibility testing at Ft. Sumner. FACTEL is a piggyback 




The GEANT4 simulations were extended to a 4 x 4  array of modules. The 
simulations of the module array included a more realistic mass distribution from 
earlier simulations. Each individual module includes a 1 mm Al housing around 
the scintillator assembly. The entire array was surrounded by 6 mm of plastic 
anticoincidence shielding and a multi-layer passive shield. The mass of the PMTs 
and associated electronics was approximated.
The results for the array effective area simulations are shown in Figures
3.5 and 3.6. For these simulations, two-site events involving more than one 
module were also considered. These events contributed significantly to the total 
response of the array, espec­
ially at higher energies. Events 
contained w ith in a single 
module are referred to as 
“module events.” Events that 
involve two different modules 
(with one interaction in each 
module) are referred to as 
“intermodule events.” In all 
cases, the PP events (both 
module and in termodule  
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Figure 3.5: Simulated response of a 4 x 4 array of 
polarimeter modules. Shown here is the effective 
area for PC module events, CC events (both module 
and intermodule combined) and the combination of 
those two (labeled “hardware” to reflect that the 
GRAPE hardware processes only these events). Also 
shown here is the total effective area for all valid 
event types, some of which are not processed in 
hardware. See text for more information.
ficantly to the instrum ent 
response. In the case of 
intermodule PP events, this 
results from the shielding 
effects of the Csl that surr­
ounds the central plastic elem­
ents in each module.
The GRAPE hardware 
was designed to process only 
the following types of valid 
events: PC module events, CC 
module events and CC inter­
module events. Simulations 
showed that these are the 
dominant event classes. The 
effort required to develop the 
complex hardware for proce­
ssing intermodule events invol­
ving a plastic scintillator was 
not justified for this flight beca­
use of the smaller effective area 
of those events (Figure 3.6) and 
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Figure 3.6: Simulated response of a 4 x 4 array 
of polarimeter modules. Shown here is the 
effective area for each of the various event 
classes (see text), which includes events 
involving more than one polarimeter module.
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ware to record them. The total effective area for these event classes only is 
shown in Figure 3.5 and labeled as “hardware” to indicate that these are the 
events handled by the GRAPE hardware. For comparison, the total effective area 
for all valid event classes is also shown.
The collimator response and FoV for different collimator designs were also 
simulated (Figure 3.7). These simulations included all types of the two-site events 
the GRAPE hardware handles. The baseline for the collimator was an “egg crate” 
design extending 30 cm above the module array, with 1 mm of Pb sandwiched 
between two 0.5 mm thick panels of Cu. The 30 cm panels were on a pitch of 6.4 
cm. However, the “egg crate” design was deemed structurally unsound for the 
oscillating instrument. The final collimator geometry became individual tubes 
above each module. The pitch between modules and tube centers were 
baselined at 8.636 cm. The tubes were baselined with an inner radius of 3.686 
cm. The tubes did not extend between modules so they did not interfere with the 
anticipated CC intermodule events.
There were engineering concerns that the zenith pointing motor and 
rotator would be unable to handle the weight of long Pb collimators. Alloys of Sn, 
brass, and Pd for the comprising materials were considered and simulated, but 
only Pb provided the necessary stopping power at our energy ranges. In order to 
compensate for the added weight, the collimators were shortened from 30 cm, 
with a 10° FoV, to 25 cm, with a 12° FoV. Again, because of engineering weight 
concerns, the thickness of the Pb was changed from the baseline of 1 mm to 0.5 
mm, and the Cu layer was removed and replaced with structural Al.
60
This design was tested for its off-axis response at different energies in our 
range. The result (Figure 3.7) was a collimator with a 12° FoV that was effective 
below ~250 keV. This result would prove to be consistent with the actual array 
response (see section 4.5).
4 0
Scattering from the collimators
n
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Figure 3.7: Response to off-axis photon beams of 
based on an atmospheric finalized collimator design with a inner radius of
3.686 cm
depth of 3.5 g/cm2 and an
average Crab zenith angle of 30°. For an 8 hour observation, we estimated a 
MDP in the 3cr level of ~13% for the Crab in the 50 to 150 keV energy range
using PC events only. Previous results for the Crab nebula showed a polarization
range from 19% at energies below 10 keV (Weisskopf & Silver, 1978) to ~45% 
between 200 and 800 keV (Dean et al., 2008; Forot et al., 2008). These 
published results led us to conclude that we would be able to measure the 
polarization of the Crab nebula during a single source transit. Observations of 
Cyg X-1, with an expected polarization level of less than a few percent at these 
energies, would provide a good null test for GRAPE. However, some of these 
expectations would prove optimistic.
Tube 25 cm; IR  3.686cm; Pb 0.5m m; Al 0.64m m
♦ 2 0 0  keV 
300  keV
•  4 0 0  keV




For the calibration of GRAPE, different radioactive sources were chosen to 
span the full energy range of the instrument. Measuring those sources allowed 
for the understanding of two fundamental responses of the instrument: the 
energy response and the polarization response. Each of the flight model (FM) 
modules had to be independently calibrated before system integration could 
begin. All 64 anodes, both plastic and Csl for each FM module, needed to be 
energy calibrated. When the energy response was understood the pulse-shape 
discriminator (PSD) for the instrument could be set and checked. With the PSD 
calibrated the polarization response of the module was recorded. Once each 
module was completely independently calibrated, it was added to the Module 
Array (MA). When the MA was fully populated for the first full-scale balloon flight, 
it was carefully calibrated as an integrated instrument. The MA calibrations took 
place both at UNH and at Fort Sumner, NM.
4.1 Data Modes and Acquisitions
Different modes of data acquisition needed to be programmed into the 
PIC18F4620 microprocessor for the different calibrations. The output of each 
individual module was collected by the PIC and sent to a PC/104 computer via
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an RS-232 interface. The threshold for each anode channel was set separately. 
To set the thresholds, rates for each anode channel were collected, using the 
programmed rate command. The thresholds were set to a low value and raised 
for each of the 64 anodes until the nominal reported rate from every anode was 
below 10 counts per second. This was done to insure the set threshold for each 
anode was above the noise of the PMT.
Two separate modes of data acquisition were used for the energy 
calibrations and the polarization response for the individual modules. They were 
Omni Mode and Polarimeter Mode.
In Omni Mode (“O-mode”), an event is triggered any time one or more 
anode channels report above the set threshold. The readout from this mode 
included all pulse heights (PH) from all channels above threshold. This mode 
was used for the energy calibrations. Since the PSD was inactive in this mode, 
the energy calibrations could be finished for a module before the PSD was set. 
This was invaluable since the energy response of the instrument needed to be 
understood before the PSD calibration could be properly checked.
Polarimeter Mode (“P-Mode”) was used for calibrating the polarization 
response and for confirming the energy calibrations. Event triggering in this mode 
requires at least one calorimeter element and at least one plastic element (PC) to 
report above threshold within the PSD coincidence window (see section 3.1), or 
two calorimeters (CC) triggered above threshold. When these trigger criteria are 
met, then the pulse heights are read out. This readout includes all triggered 
calorimeter elements and all plastic elements up to eight elements. If more than
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eight elements (plastics and calorimeters) were triggered the event was 
discarded. The PSD is active in this mode for events including both plastics and 
calorimeters. Since all the calorimeters had the same decay time the PSD could 
not be used for CC events. This aggravated optical crosstalk for CC events (see 
Appendix B).
The data acquisition mode used for the MA calibrations was the “Flight 
Mode,” which was the same mode used in the balloon flight itself. Each module 
was reprogrammed with the new PIC code so it would power up in Flight Mode 
before it was integrated into the MA. Flight Mode is functionally the same as P- 
Mode except the detector modules transmit event data packets on their high­
speed serial interfaces, instead of the RS-232 interface. Using the high-speed 
serial interface significantly increased the readout rate of the instrument. 
Additionally, it included events where a single calorimeter fired alone, C events, 
and this mode allowed the AC shield to veto events. A module decimation setting 
was added to this mode in anticipation of high count rates during flight. A 
variable, X, could be set such that only one C event in X was processed by the 
module.
4.2 Module Energy Calibrations
4.2.1 Energy Response Characteristics
Figure 4.1 shows a typical response of a generic moderate-resolution 
gamma ray detector to a mono-energetic source. Ideally for spectroscopy, delta-
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ponding to the full-energy peak 
of the mono-energetic would 
be all that figure contained. 
However, in practice one sees
many features corresponding
Figure 4.1: Stereotypical gamma ray detector to various interactions taking
response; A ) Full-energy absorption peak; B)
Compton continuum; C) Compton edge. D ) place in and around the 
Compton valley; E) Backscatter peak.
detector.
Depicted in Figure 4.1, E) is a backscatter peak, which corresponds to photons 
that scatter in the material behind the detector and backscatter into the detector; 
D) is known as the Compton valley where multiple Compton scatters take place 
in the detector, but the photon escapes without being fully absorbed; C) is called 
the Compton edge and corresponds to the highest allowable deposit in the 
detector from a single Compton scatter; a scatter angle of 180°; B) is a Compton 
continuum which corresponds to photons that undergo a Compton scatter and 
escape. Finally, A) is the full-energy peak where photons are fully absorbed by 
the detector (Knoll, 2010).
One can see that the full-energy peak is not a delta-function, but has a 
Gaussian distribution. The width of that peak of the detector gives the energy 
resolution. The resolution for a given energy is defined as:
R s FWHM = 235a_ (41)
E 0 E0
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where E0 is the location of the average absorbed energy, the Full Width at Half 
the Maximum (FWHM) is the width of the peak at half the maximum value for that 
peak, and a  is the standard deviation for the Gaussian distribution.
For GRAPE, the total energy response for a PC event is obtained by 
adding the plastic energy response, which typically corresponds to a Compton 
continuum, to the coincidence Csl energy response, which typically corresponds 
to the full absorption of the scattered photon (Figure 4.2). For all two-site events, 
the two energy responses are added together to obtain the full-energy peak of 
the incident photon. Placing a calibration source adjacent to a scintillator element 
typically produces a full-energy peak and/or a Compton edge, depending on the 
material of the element and the energy of the source. To obtain the correct full- 
energy peak for a given energy, the incident photon must be fully absorbed in 
one element. For the plastic detectors, full-energy peak calibration is only pos­
sible using lower energy sources.
Co57; 122keV;
rapidly above ~100 keV, especially 
for the very thin elements used in 
GRAPE. Higher energy sources 
will only produce a Compton edge. 
For polarization, which is the main
Evnt»*271868.;P«k»123.54-0.1 ;FWHM»47.8;Rchte3.7; |_
2.0*10s
0 50 150 200100 250
Energy keV
purpose of GRAPE,  th is  is Figure 4 .2:57Co source with peak record by a
FM at -122 keV. The plastic response is to the 
important, and is the very reason ieft; the Csl response is shown as a dotted line.
_ . . , x- x The fitted sum can be seen as a solid line,the low-Z inorganic plastic mate­
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rial was selected. However, Compton edges are not conducive to energy 
calibrations. In principle, a Compton edge should be a clearly defined, but in 
practice it is not, mostly due to poor resolution. This sloping edge makes it 
difficult to accurately determine the precise location of the Compton edge.
4.2.2 Shifting Full-Energy Peaks
For the EM energy calibrations the radioactive source was collimated over 
each anode. However, upon closer inspection of the response of the GRAPE 
instrument, it became apparent that there was a noticeable shift in the full-energy 
peak between a collimated source beam when compared to an uncollimated 
source, colloquially called a “flood run.” The collimated data for a mono-energetic 
beam constantly had a higher full-energy peak than a flood run for the same 
source. That this shift was more noticeable within the Csl elements is attributed 
to their superior energy resolution. The shift also became more pronounced at 
higher energies. Testing revealed a dependence on where within the element the 
interaction took place and the subsequent recorded pulse height. When a 
collimated beam was directed at the top of a scintillator element, the recorded 
pulse height was lower than when the same beam was directed at the middle or 
bottom of an element. In addition, as a 1 mm collimated beam was moved across 
the face of the anode array, the different Csl channels responded differently. 
Specifically, one would not turn off as another went on, but that one would 
gradually dim as another brightened.
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Figure 4.3 a,b: The different gains of the anodes were not corrected so the pulse peaks 
never reach the same height, a) on the left, shows the smooth transition in the response of 
the adjacent Csl elements while b) on the right shows the sharper cutoff of between the 
plastic elements.
An experiment was performed looking at two adjacent Csl elements, 
labeled 40 and 48, and two adjacent plastic elements, labeled 28 and 29. A 
collimated beam was directed at the center of the 5 cm x 5 cm face of the lower 
element and moved in 0.5 mm steps towards the center of the adjacent element. 
The recorded uncorrected pulse-heights can be seen in Figure 4.3.
The pulse height of a photon interacting in a GRAPE calorimeter element 
depends on the distance of that interaction from the center axis of the scintillator. 
This means that a calibration with a collimated beam directed at the center of 
each element will give a different result (generally, higher pulse heights) than a 
calibration performed with a flood run. In a flood run, the events are more 
uniformly distributed throughout the cross section of the element, including a 
significant number of events near the edge and top of the element, where the 
pulse heights are generally lower. Since the flight conditions are similar to those 
of an uncollimated source run, it was decided that all energy calibrations would 
be conducted exclusively using flood runs.
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Table 4.1: Energy Calibration Runs
m i
Cd-109 22 k eV ✓ 4 hours
Am-241 59 keV ✓ ✓ 4 hours
Cd-109 88 keV ✓ 1 hour
Co-57 122keV ✓ 1 hour
Ba-133 -356 keV ✓ 2 hours
4.2.3 Energy Runs
To collect data with a 
high statistical value for 
photons that are fully absor­
bed in a single element (in 
order to see full-energy 
peaks in the spectra) O- 
mode was used. For these
runs, the O-mode was set up to record all triggered anodes within each event. In 
principle all 64 anodes could be calibrated with a single run. In practice, for many 
of the brighter source runs, the processing-intensive O-mode caused almost 50% 
deadtime within the system. Thus, it was necessary to raise the thresholds of the 
calorimeters for the 241Am 59.5 keV runs when doing a plastic run. Since the 
calorimeter interactions were so frequent over plastic absorptions at that energy, 
they caused the system be engaged almost exclusively in processing calorimeter 
events. Raising the thresholds of those elements for that run alleviated this issue. 
For higher energy runs it was also prudent to raise the thresholds of the elements 
one was calibrating, so the system would not be bogged down processing lower- 
energy scatter events.
A background run with the same thresholds was donefor every source run. 
For a background run a piece of tungsten was placed over the face of the 
element array and the source was not moved. This allowed proper accounting for
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backscatters. Since the deadtime for the background runs was negligible, it was 
only necessary to use half the integration time of the source run.
Anode# 11 22k eV Anode# 11 59keV
1400
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Figure 4.4 a,b: Both these figures are from anode 11 on FM108 in O-mode. Left is a 
typical plastic pulse height for 109Cd; 4 hours. Right is a typical plastic pulse height for 
241Am; 4 hours.
The integration time (Table 4.1) is chosen to provide peak positions with 
±1 channel accuracy (at the 1o level). Note that the peak position resolution 
depends on both the total number of events within the peak and the width of the 





The total number of events, N, required to achieve a one-channel resolution is 
given by,
N
f  ^FWHM V f  FWHM
2.354<r / 2.354
(4.3)
Additionally, the different sources used were of varying strengths, which 
effected the prescribed integration time. The total number of events one would 
get in a given integration time for a given source was determined experimentally.
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Figure 4.5 a,b,c,d: Above. All these figures are for anode 1 on FM108 and represent 
typical Csl pulse heights for the instrument in O-mode. Top left is 109Cd; 4 hours. Top 
right is 241Am; 1 hour. Bottom left is 57Co; 1 hour. Bottom right is 133Ba; 2 hours.
If 75% of the summed pulse height from all of the anodes that were 
triggered over threshold for an event came from one anode, then that event was 
considered to have taken place in that anode. That event was then used in the 
calibration of that element. Pulse heights from other anodes for that event were 
discarded, and the pulse height from that anode was then histogramed. The 
resulting full-energy peaks (Figure 4.4 a,b and Figure 4.5 a,b,c,d) were then fitted 
to a Gaussian. The peak of this Gaussian gives the pulse height value
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corresponding to the input energy. Since the scintillators are required to have a 
nearly linear response to energy, these pulse height values could be fitted to a 
straight line and the slope and y-intercept of that line gives the energy calibration 
for the element (Figure 4.6 a,b). With the energy calibration finished one could 
then set the hardware threshold for each anode to a given energy. The plastics 
thresholds were each set to ~6 keV and the Csl anodes were set to ~20 keV. 
Once this was done for each of the 64 anodes of the element array, the module 
was energy calibrated and the PSD window could be fixed.
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Figure 4.6 a,b: The left linear fit is for anode 11 on FM108 and represents a typical 
energy fit for a plastic detector element. The right linear fit is for anode 1 on FM108 and 
represents a typical energy fit for a Csl detector element.
4.3 Crosstalk Pulse-shaped Discrimination
As was discussed in section 2.3.2, some level of optical crosstalk is 
unavoidable while using the H8500 with its 2 mm-thick entrance window (see 
Figure 4.8). So, before moving on to the polarization calibrations the pulse­
shaped discrimination (PSD) for each module needed to be set (see section 3.1). 
This circuit had been originally designed for the Csl(Na) shorter rise time, and
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now needed to be calibrated for Csl(TI) with its longer rise time. Studies showed 
the plastic anodes, with their higher gain due to the lower light output of plastics, 
were more susceptible to optical crosstalk then the Csl. Commonly, light from the 
Csl elements was picked up by the adjacent plastic elements. Rarely, light from 
the plastic elements was picked up by the adjacent Csl elements.
Figure 4.7 a,b,c,d,e,f: Scatter plots that show deposited plastic energy verses deposited 
Csl energy for a 122 keV mono-energetic beam. The top diagrams are simulations and 
the bottom are laboratory with a properly calibrated PSD. From right to left we have 
type 1, type 2 and type 3 PC events. The line is where 122 keV photons are expected to 
fall in this data space.
To better understand the instrumental optical crosstalk, three kinds of two- 
site event types were defined. Two-site events that took place in adjacent 
elements are known as “type 3” events. Two-site events that took place in 
elements that shared corners are known as “type 2” events. All other events are 
known as “type 1” events. Clearly, type 2 and type 3 events are more prone to 
optical crosstalk than the type 1; therefore the lower energy plastic software 
threshold for these events were set at 25 keV, The ratio of these events to one
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another, which was shown to be largely energy 
independent, should agree with simulation if the 
PDS has been set correctly. This ratio was 
found in simulations to be ~75% type 1 events
~10/o type 2 and ~15/o type 3. When the jr|gUre 4 3 . a diagram showing the
.. . . . , .. . . . . bottom of two elements opticallytiming window for the PSD is set between . • .coupled to the 2 mm entrance window
600 ns and 780 ns after a valid plastic o f the MAPMT- L'S1"  could scatter
through the glass into an adjacent anode.
response, the same ratios were recorded Because Csl has a larger light output
than plastic, the Csl light output would 
from the modules (Figure 4.7). often be picked up by a plastic anode.
4.4 Polarization Calibrations
To determine how well the instrument measures polarization one must first 
be able to create a polarized beam to measure. There are a variety of techniques 
to accomplish this. The Advanced Photon Source at Argonne National 
Laboratory, which was used in part to calibrate the EM, produces highly polarized 
beams of synchrotron radiation (Bloser et al., 2009; Shenoy, 2004). The method 
used in the UNH laboratory does not produce levels of polarization as precise, 
but it is resource-effective, given the nature of the available facilities. To produce 
a polarized beam in the UNH laboratory we turn again to the Compton scattering 
process.
When a photon undergoes a Compton scatter its polarization changes. 
This new polarization is dependent on the Compton scattering angle, 6 , the 
azimuthal angle, r] and the ratio of the energies of the incoming photon and the
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electron, e Equation 2.1. For a photon, or a polarized beam of photons, the 
degree of linear polarization of the outgoing scattered photon is given by 
(Fernandez et al.,1993),
l - s in 20cos277n p ~ 1
B H------- 2sin0cos77
(4.4)
the distribution of which is shown in Figure 4.9a for photons scattering at 77 = 90° 
to P0 the polarization vector of the incident photon.
For an unpolarized beam of photons we must integrate over all azimuthal 
angles, rj. This unpolarized scattering produces a beam with a degree of linear 
polarization given by:
sin 0
e + - - s i n 20 
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Figure 4.9 a,b: Degree of linear polarization for a scattered photon versus its scattering 
angle: a polarized beam for photons scattering at right angles shown on the left(b), and 
an unpolarized beam shown on the right(a) (Lei et al., 1997).
For both the polarized and non-polarized incident beams, the polarization 
unit vector, P , of the polarized fraction of the scattered photons, is given by 
(Angel, 1969),
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where D is the direction vector of the scattered photon. Again, a more detailed 
derivation of the properties of scattered photons can be found in Fernandez et al. 
(1993).
0% Polarized; 356 keV
100
Azimuthal Position Angle (Degrees)
200 3000






Azimuthal Position Angle (Degrees)
Figure 4.10 a,b: Left is the recorded scattered azimuthal angles for an unrotated 
unpolarized 356 keV data run. Right is the same module response to a rotated 
unpolarized 356 keV data run transforming the azimuthal angles back into the lab 
frame.
In the lab these principles inspired us to collimate radioactive sources and 
have their beams impact a plastic scattering block with GRAPE placed at a right 
angle from the scattering block. The scattering photons created a partially- 
polarized photon beam, which we then used to calibrate the polarization 
response of the module. Photons from a 57Co source scattering at right angles 
generated a ~95% polarized ~98 keV photon beam (Figure 4.12 a). Photons from 
137Cs scattered with the same configuration as the 57Co create a ~288 keV ~55% 
polarized beam (Figure 4.12 b). For these runs data collection occurs as the 
module rests for one minute at each degree for 360 degrees, but no collection 
occurred while the module was rotating. Unpolarized photon data were also
collected as a null test for 59.5 keV, 122 keV, and 356 keV. Each angle is 
transformed back into the lab frame to smooth out the asymmetries (Figure 4.10).
As previously mentioned, rotating corrects for systematic asymmetries 
present in GRAPE; however, we also wanted to understand those asymmetries 
for each model. Unrotated unpolarized photon data were collected at various 
energy levels as well. Polarimeter mode was used for all runs and data 
acquisition occurred at 59.5 keV, 122 keV, 356 keV and 511 keV. Software 
thresholds of 7 keV for type 1 plastic events, and 25 keV for the calorimeters and 
plastic type 2 and 3 events where applied over the hardware thresholds for data 
analysis. See section 4.3 Table 4.2: Polarization Calibration Runs
for an explanation of the 
event types. A complete 
listing of the sources for 
all rotated and unrotated 
runs can be found on 
Table 4.2. The variations 
between modules can be 
found in Appendix A.
4.5 Array Calibrations
The array calibrations took place both in the UNH high bay and at the
facilities in Fort Sumner, NM. The differences in altitude and geomagnetic rigidity 
caused the nominal background rates to be quite different between these two-
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■ D
Unrotated 241Am Unpolarized (0%) 59 keV
Unrotated 57Co Unpolarized (0%) 122 keV
Unrotated 133Ba Unpolarized (0%) -356 keV
Unrotated 2*Na Unpolarized (0%) 511 keV
Rotated 137Cs Polarized (~55%) -288 keV
Rotated 57Co Polarized (~95%) -98  keV
Rotated 133Ba Unpolarized (0%) -356 keV
Rotated 241 Am Unpolarized (0%) 59 keV
sites. The NH background rate was 
was lower, but susceptible to local 
meteorological conditions.
When GRAPE arrived in 
NM, initial testing was done only 
after the Pressure Vessel (PV) 
cover was removed and a complete 
visual inspection of the instrument 
performed. Shipping the instrument 
to NM had caused one of the FM
higher and steady; the NM background rate 
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Figure 4.11:57Co source with peak record by 
the MA at -122 keV. The plastic response is to 
the left; the Csl response is shown as a dotted 
line. The fitted sum can be seen as a solid line.
analog electronics boards (in position P120) to shake loose; thus, it was 
necessary to remove the AC paneling to reattach it.




















 Position Angle (Degrees)
Figure 4.12 a,b: Left is the recorded scattered azimuthal angles for a rotated -95% 
polarized -98 keV photon beam for one module (FM 104). Right is the same modules’ 
response to a rotated -288 keV -55% polarized beam. In both cases the azimuth angle 
is transformed back into the lab frame to smooth out systematic asymmetries.
Before the PV cover was replaced, data were collected to verify the 
energy calibrations and to check the polarization response. This included a 
series of source runs to provide an energy calibration for all modules, along with
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polarization measurements. This data collection occurred without the top AC 
panel and collimators in place. Then the collimator and PV cover were replaced 
and the calibrations redone to take into account the mass of both. With the 
collimator in place the source for each run was suspended over the array at a 
minimum of 2.5 meters to allow illumination of each module (without a collimator 
only 1.25 meters would be necessary).
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Figure 4.13 a,b: Left is the MA polarization response to -98 keV -95%  polarized 
photons at 90° azimuthal offset from 4.12a. Right is the MA polarization response to 
356 keV photons scattered at 90°. The incident beam has an energy of -210 keV and a 
polarization level of -75%. Both data runs are rotated, transforming back into the lab 
frame.
These Module Array (MA) calibrations were functionally similar to the 
calibration of each module. The MA continuously rotated back and forth through 
356° in what was defined as a “sweep.” The MA rotation table moved clockwise 
on odd sweeps and counter-clockwise on even sweeps (see section 3.3). Data 
were collected even while the table was moving. The module energy calibrations 
for PC events were validated at the array level for 59.5 keV, 88 keV, 122 keV, 356 
keV and 511 keV both with and without the PV and collimator. The response from 
each module was checked, as well as the total response from the array itself.
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A bucket was rigged with Pb shielding and collimation, as well as a plastic 
scatter block. A polarized beam was obtained by hoisting this apparatus directly 
over the center of the array.
Polarization runs were conducted 
for ~98 keV, using 57Co, and ~210 
keV, using 133Ba. Because of 
multiple lines from 133Ba, an energy 
window between 100 keV and 250 
keV was used to obtain a modu­
lation profile (Figure 4.13b).
The collimator simulations 
were also validated, confirming a FoV for GRAPE of 12°. The array was tilted in 
the zenith for different sources of varying energies. The collimator was shown to 
be ineffective for the 22Na 511 keV line, slightly effective for the 133Ba 356 keV 
line, and quite effective for the 57Co 122 keV line (Figure 4.14) as predicted by 
simulations (See Figure 3.7).
To properly understand the operation of the rotator system, the gondola 
was suspended. The importance of this was to demonstrate the capability of the 
instrument to point to a particular azimuth and to ensure that it could keep a 
stable position. Time was spent practicing following the Sun across the sky. This 
gave us familiarity in the process of updating the pointing direction in real time to 
follow a source across the sky and helped verify our coordinate systems.
Total Rates By Sweep
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Figure 4.14: Collimator from each module 
response for 122 keV. The rates of different 
modules are shown, labeled by position.
80
4.5.1 Definition of Coordinate Systems
During these array calibrations it was also important to define the 
coordinate systems of the GRAPE payload for flight. There were four coordinate 
systems within the payload: gondola coordinates (xg, ya, za), Pressure Vessel 
(PV) coordinates (x p v , ypv, z p v ) ,  Rotation Table (RT) coordinates ( x r t , yRT, z r t ), 
and instrument coordinates (xi, yh zi). Transforming between these was 
necessary to project an azimuthal scatter angle from within the instrument into a 
position angle in the sky.
The center of the gondola coordinate system is also the center of the 
pressure vessel while in the upright position, between the two mounting points. 
The positive yG-axis points in the open direction of the frame (FACTEL is along 
the negative yG-axis). The ZG-axis is positive towards the vertical, where the 
balloon is located. The pressure vessel mounting points are along the XG-axis 
with the elevation drive in the negative XG-axis (Figure 4.15).
W hen the pressure vessel is pointed in the vertical direction (zenith of 0°), 
the PV coordinates are the sam e as the gondola coordinate system. Movement 
in the zenith corresponds to motion in the yGZG-plane, or rotation about the x g - 
axis (Figure 4.15).
The center of the RT coordinates system is the center of the MA. The z r t - 
axis corresponds to the z p v -axis. While the array is in the “homed” position there 
is a 208.38° rotation offset around the z-axis in the xy-plane between RT 
coordinates and PV coordinates (Figure 4.17).
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Instrument coordinates are defined as a right-handed system looking 
down onto the MA and are the same as RT coordinates when the instrument is in 
the homed position (0° table angle). The y^-axis starts in the center of the array 
and moves up along its face. The xyyy-plane is where the azimuthal scatter angle 
occurs. The GRAPE detector is not sensitive in the zdirection.
Figure 4.15: The GRAPE instrument homed (zenith angle of 0°). Gondola coordinates 
and Pressure Vessel (PV) coordinates are labeled in this position. The positive X-axis is 
towards the viewer. FACTEL (a piggyback Compton telescope) can be seen on left.
For a two-site event the instrument azimuthal scatter angle is defined as
(  Ay. ^
arctan where Ay is the difference in the y; direction between the two sites{A x J
and Ay is the difference in the x, direction between the two sites. In order to
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transform this angle into RT coordinates ( x r t , y m z r t )  the instrument scatter
x + X p v
angle is subtracted by the table angle.
To move from RT coordinates to PV
coordinates the offset between the
home position and PV coordinates,
208.38°, is subtracted.
Once in PV coordinates the
azimuthal scatter angle must be
projected onto the sky to find the
polarization position angle of the
observable. To achieve this one must Figure 4.16: The parallactic angle (q)
shown w i t h  the PV c o o r d i n a t e s  
find the parallactic angle, q, which is superimposed over. The back box in the
center is meant to represent the PV pointed 
defined as the angle between the at the source
zenith point (the highest point in the sky
of the object as seen by the observer at a given instant) and the celestial north
pole (Figure 4.16). The formula for the parallactic angle is:
sin Htan q = ■ (4.7)
tan q> cos8 - sin 8 cos H  ’ 
where <p is the latitude of the observer, <5 is the declination of the celestial body, 
and H  is the hour angle. The hour angle is the angular distance on the celestial 
sphere measured west-ward along the celestial equator from the meridian to the 
great circle through the object and the celestial poles (Duffett-Smith & Zwart, 
2011). Looking at the source from behind the pressure vessel down the positive 
zpv axis one can see that the zenith of the sky corresponds with the ypv axis
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(Figure 4.16). Thus, to transform the azimuth scatter angle from PV coordinates
to the sky position angle we use:













Figure 4.17: The PV coordinates overlaid with the RT coordinates the 
homed position (208.38° offset from the PV coordinates). The modules are 
mounted in the array so that the first Csl for a given module is in the lower 
right hand comer of that module and the last Csl element is in the upper left 
comer of that module. The positions of the anticoincidence panels are also 




This chapter provides a description of the successful flight on September 
23-24, 2011 from Ft. Sumner, NM (Flight 624N) and details the observations of 
the various sources.
5.1 Flight Plan
This flight was a test of the 
science capabilities of the GRAPE 
concept. Thus, the primary goal of 
the flight was to measure the 
polarization of known celestial 
sources. The initial flight plan 
included pointed observations of 
the Crab and Cygnus X-1. We
anticipated being able to measure the polarization from the Crab nebula (or off- 
pulse, see Chapter 7), which is one of the best-known and well studied polarized 
gamma ray sources in the sky. On the other hand, the expected polarization level 
of Cyg X-1 is much lower, perhaps as low as 1 or 2%, which was well below the
Figure 5.1: Path of Flight 625N
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Figure 5.2: The altitude on the sky (from the horizon) o f source targeted during the 
ballon flight. The thick solid blue line shows where GRAPE was pointed for the given 
time. Changing latitudes and longitudes was accounted for, but made little difference.
In anticipation of the background analysis, the flight plan also included the 
tracking of empty fields
Table 5.1____________________
designed to provide appr­
opriate background mea­ Blank_2 265.95° 47.00°
surements for both the Cygnus X-1 299.59° 35.20°
Crab and Cyg X-1. The Blank_2 54.26° 22.24°
original plan for back- Crab 83.63° 22.01°
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ground estimation was to use a blank field observation, Blank_1 (not shown), to 
understand the Crab and Cyg X-1 background.
The initial flight plan was modified to incorporate the high solar flare 
probability that NOAA predicted. The final plan spent time observing the Sun , 
since it was apparent that there was significant potential for a flare observation. 
The GOES solar X-ray flux would be monitored throughout the flight, and we 
planned to stay on the Sun as long as possible in the hopes of catching a flare. 
Those hopes were not in vain.
Thus, the final flight plan excluded Blank_1 and included Blank_2 and 
Blank_3 with the aim of understanding the background rate for the Crab 
observation period. The locations and movements of Blank_2 and Blank_3 were 
chosen to match the path of the Crab across the sky.
However, because our flight requirements were not stringent enough when 
it came to altitude control, the blank field observations would not prove 
analogous to the Crab observation as planned. Cyg X-1 was in a relatively low 
state at our energies for the duration of our observation (Case et a/., 2011). This 
would prove fortuitous for the Crab analysis as it allowed the Cyg X-1 
observation to be used as another blank field for the background analysis. See 
Chapter 6 for more information on background modeling.
Two active regions on the Sun (1295 and 1302) were producing significant 
M- and X-class activity the week of the flight. An X1.4 flare from region 1302 took 
place on Sep 22, the day before our flight. Solar observations took place both at 
the beginning and at the end of our flight. No significant flare activity happened
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during the first observation. An X1.9 flare from region 1302 took place between 
our solar observations, at night. Fortunately, there were two smaller M-class 
flares that took place during our second solar observation, just before flight 
termination. This is quite exciting, but is not the topic of this dissertation.
Table 5.2 Summary of Flight 624N
Launch 23 Sep. 14:40 55827.61 1
At Float 23 Sep. 16:32 55827.68 18
Sun Observation 1 23 Sep. 14:40-21:40 55827.69-55827.90 18-33
Flare Hunting 23Sep. 21:40-21:58 55827.90-55827.91 34-35
Blank_2 21:04-00:35 55827.91-55828.02 36-43
Cygnus X-1 24Sep. 00:40-06:54 55828.02-55828.28 44-61
Blank_3 24Sep. 06:41-07:53 55828.29-55828.32 62-64
Crab Observation 24Sep. 07:58-15:18 55828.33-5828.63 64-87
Sun Observation 2 24Sep. 15:22-18:48 55828.64-5828.78 88-97
Termination 24Sep. 18:48 5828.78 97
5.2 Summary of Flight 624N
GRAPE was launched 2011 September 23 at 14:40 UTC and reached 
float at 16:32 UTC. The mission was terminated (upon command) on September 
24 at 18:48 UT. The float altitude ranged from 3 gm/cm2 (~125,000 ft) to more 
than 7 gm/cm2 (~110,000 ft). The Sun was first observed from September 23, 
14:40 to 21:40 UTC. Between 21:40 and 21:58 UTC GRAPE was moved 
between Blank_2 and the Sun in hopes of catching a solar flare after inspecting
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the GOES solar X-ray data. See Figure 5.2 and Table 5.2 for an outline of the 
flight timeline.
The pointing direction had to be manually adjusted throughout the flight. 
Every 300 seconds a new pointing direction was calculated and transmitted to 
the balloon. In general, the detector system performed well during the flight. 
However, there were a few issues that must be noted to properly understand the 
flight in its entirety.
5.2.1 In-Flight Anomalies
The single calorimeter rate, ‘C event’ rate, began to adversely affect the 
livetime as the Pfotzer maximum was approached (Figure 5.3). This was 
anticipated, and the C event hardware decimation was adjusted on September 
23rd between 16:25 and 16:35 UTC. At the end of that period the C event 
decimation was left at 5, meaning only one in every five C events were recorded 
on board by the instruments (see section 4.1). This kept the livetime at an 
acceptable 85-90% in the modules.
Early in the flight a few of the modules were reporting invalid 
housekeeping values. To correct this the module interface board (MIB) was reset 
at the start of the Blank_2 observation. Therefore, the data from 21:45 to 21:55 
UTC was unreliable as the MIB rebooted, because the event time stamps were 
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Figure 5.3: The average livetime of the modules. The minimum corresponds to the 
Pfotzer maximum when the counting rate was the highest. The two dropouts described in 
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Figure 5.4: The depth in atmospheric grammage. The rapid decrease and increase in 
altitude due to sunset and sunrise. The vertical lines divide the different observation 
periods.
Later in the flight, the telemetry data became intermittent. To correct for 
this the on board computers were rebooted at 00:40 UTC on September 24. This 
caused a 505 second gap between sweep 43 and 44 (as opposed to the normal 
31 second gap between sweeps) as the motor homed the array (see section 3.3). 
This also caused sweep 44 to have the same rotational direction as sweep 43. 
Thus, for sweeps 1 -43 the array rotated clockwise on odd sweeps and counter­




The requirements of the attitude control system (ACS) were driven by the 
need to maintain the source target within the ~12° FoV (see section 4.5 for more 
information on the GRAPE collimator response). Control precision of ±3° was 
adequate with pointing knowledge uncertainty of ±0.5°. A CSBF rotator provided 
azimuthal orientation of the gondola and an elevation drive mechanism was 
employed to control the elevation angle of the pressure vessel. A commercial 
differential GPS unit (ADU 5) was used to derive the 3-dimensional orientation of 
the gondola at frequent intervals. The elevation angle of the pressure vessel 
pointing axis was measured with an inclinometer and recorded along with the
time tagged azimuth information.
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Figure 5.5: The absolute value for the pointing offset from the target source as it varied 
throughout the flight.
Thus, the stability of the pointing offset was monitored closely throughout 
the flight. The offsets seen were mainly due to oscillations of the balloon payload 
on the vertical axis. The oscillations were most prominent at night when the 
payload cooled down and the rotational bearings responded more slowly. A gain
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correction to the rotation motors was made by the Columbia Scientific Balloon 
Facility (CSBF) during the Crab observation at 11:06 UTC to help alleviate the 
larger swings it was experiencing. This change succeeded in reducing the 
oscillations seen in the Crab observations (Figure 5.7). There was an excursion 
in azimuth at 02:44 UTC when a sleepy grad-student sent the wrong pointing 
command to the balloon (seen in Figure 5.5). This mistake was immediately 
corrected.
5.3 The Crab Nebula and Pulsar Observations
The Crab was observed on September 24 from 7:58 UTC (55828.331 
MDJ) until 15:18 UTC (55828.637 MJD). The total livetime of the instrument for 
the Crab observation was 20869.394 seconds. The analysis of the Crab data 
was complicated by the significant variations in altitude and its subsequent 
impact on the background rate (see Chapter 6). Ideally, we would have preferred 
a more stable altitude (hence, a more stable background) throughout the flight. 
As an added complication, sunrise caused a sudden change in altitude during the 
Crab observation. Therefore, the instrument transitioned from a relatively high 
background environment to a relatively low background environment during the 
Crab observation making background corrections challenging.
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Figures 5.6 and 5.7: The zenith and depth(top) both contribute to the total path length 
(bottom) between GRAPE and the Crab for the observation, exacerbating atmospheric 
attenuation. The target offset was negligible for the majority of the Crab observation (See 
section 4.5).
5.4 Optimizing Energy Range with Respect to Sensitivity
Optimally, events that can be used for polarization analysis are chosen 
and other events (background, crosstalk, triple scatters, etc.) are rejected. Many 
of those selection criteria (plastic thresholds, PDS, etc) were defined during 
calibration (see Chapter 4). However, with data from the flight, additional 
selections could be defined to allow for the highest polarization sensitivity (or 
lowest MDP, see section 2.2). To that end different energy cuts were introduced. 
One such cut was the energy range selection. It was important to determine at 
which upper energy the signal-to-noise ratio caused a decrease in sensitivity. The
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other energy cut that was examined was based on the Compton scattering angle 
(Equation 2.1).
For a two-site event in which the photon Compton scatters and then is 
fully absorbed in the calorimeter, the ratio of the deposited energies must follow 
Compton kinematics. In an ideal world any event recorded by GRAPE that was 
not consistent with a Compton scattering angle between 0° and 180° would not 
carry any polarization information. Taking Equation 2.1 with 0 <_0 < 180° and 
setting E  =  Ec +  E p , and E '  =  E p then simplifying, we define the “Compton cut” as:
E P < me (5.1)
~ E r
where E p is the plastic energy deposit and Ec is the calorimeter energy deposit.
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Figures 5.9 a,b: These graphs show a simulated 122 keV mono-energetic beam and the 
energy deposited in each element for a two-site plastic-calorimeter event. The left graph 
(a) includes energy broadening. The right graph (b) has the same events without energy 
broadening. The line in the middle of the graphs represents the maximum allowed 
Compton scatter (180°) for a Compton interaction. Events to the left of that line would be 
excluded as true two-site Compton events. See the text for more information.
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However, the following factors complicate this interpretation: the energy 
resolution of the scintillators: incomplete absorption in the Csl; and events in 
which a photon scatters from a Csl to a plastic (CP event). In all of these events 
still contain useful polarization information, but the ratio between the plastic and 
calorimeter energy deposit would not be constant with a Compton scatter.
In Figure 5.9 we see two-site events that were simulated using the 
GEANT 4 package and mapped in energy space (plastic energy deposit, Ep, vs. 
calorimeter energy deposit, Ec ). Of those events, 82% also passed the cut 
imposed by a valid Compton scatter ratio. Of the ones rejected by the Compton 
cut, 58% fell to the left of the cut line because of the energy broadening 
properties of the scintillators; 21% did not have the correct energy ratio because 
the Csl did not fully absorb the scattered photon; 17% had more than one 
interaction in the same plastic, but still only deposited energy in one plastic and 
one Csl; and 3% were events that scattered from a Csl to a plastic. Events that 
are not fully absorbed still contain polarization information (if not spectral 
information) as do events that scatter from a Csl to a plastic. Only the events with 
two or more interactions in a plastic do not contain useful polarization 
information. The Compton cut needed to be modified to maximize source events 
and minimize background events. Taking Equation 5.1 a “Compton offset”, p , 
was defined and used to modify the Compton cut:
e ,< — p — + p  (5.2)me
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This new Compton cut could better account for the energy broadening of the 
instrument and allowed for source events that would otherwise be excluded from 
the analysis. However, the optimal value of j8 needed to be found.
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Figure 5.10: PC simulated events for Figure 5.11: The background PC events 
the Crab Observation. See text for more from flight 624N. See text for more 
details. details.
To that end an energy-loss Crab spectrum of the Crab observation for the 
Flight 624N was simulated. It included effects from atmospheric attenuation 
(taking into account depth and zenith angle, see Figure 5.6) and used the 
spectral form given by Jourdain & Roques (2009). From these simulations, and 
correcting for asymmetries by rotating the polarization vector of the source in 
ninety steps of 4°, the f i l00 for the Crab spectrum could be obtained for different 
event selections (See Figure 5.12). The valid PC events for the Crab simulation 
were then given the same treatment as the mono-energetic simulation (Figure 
5.10). The real blank field observation events from the Flight 624N were also 
plotted in energy space, showing a more uniform distribution (Figure 5.11). The
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background was taken from Blank_3 which represents higher background rates 
than the majority of the Crab observation.















Azimuthal Position Angle (Degrees)
Figure 5.12: The simulated instrumental modulation factor for a fully polarized Crab 
spectrum, /i100 , with a Compton offset of 10 keV and an energy range of 50-120 keV. 
Also shown is the calculated MDP for this energy regime. The error bars reflect the 
uncertainty in the simulated , while the MDP uncertainty factored in the expected 
source counts (shown) and background counts.
With the background counts, simulated source counts, and simulated f i l00 
values, we could now find the upper energy and Compton offset that gave us the 
lowest MDP (Equation 2.15). Accounting for background counts, simulated 
source counts, and ^  , the energy range of 50-120 keV with a Compton offset 
of 10 keV gives the lowest MDP, and therefore the largest sensitivity to 





In gamma ray astronomy, detector background originates from a number 
of sources, including diffuse cosmic gamma radiation, atmospheric gamma rays, 
activation of the detector and surrounding material by protons and neutrons, and 
by natural radioactivity. So, before one can analyze the source events one must 
isolate them from the background events, usually on a statistical basis. The 
background rate must be determined as a function of time and energy. The 
estimated background level is then subtracted from the total event rate to give 
the source rate. For gamma ray astronomy, the problem of background 
systematics is especially acute because one normally deals with statistics that 
are background-dominated, which was certainly the case for this flight. 
Therefore, even a small relative background variation can prove detrimental.
As was mentioned last chapter, the original plan was to use the blank field 
observations to directly ascertain the background levels for the Crab observation. 
However, the Crab observation for the September 2011 balloon flight took place 
during sunrise. As the balloon was heated from solar radiation there was a rapid 
change in attitude from ~113,000 feet to ~128,000 feet. This occurred 
approximately four hours into the observation. Subsequently, the background 
rates changed for the PC events from ~2.8 counts per second to ~2.5 counts per
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second, and for the C events from ~130 counts per second to ~120 counts per 
second for the energy range of 50 keV to 120 keV, using standard event 
selections. This caused the background modeling to be more difficult than 
originally anticipated because the background rate for the Crab observation could 
not be directly obtained from the blank fields, despite Blank_2 taking place during 
sunset.
To further complicate the issue, our post flight analysis found an 
unanticipated temperature dependency in the count rate. The temperature varied 
throughout the flight and was coldest during the Crab observation; since directly 
using a background field to find the background level for the Crab observation 
was not feasible, principal component analysis (PCA) was used instead. For 
Flight 624N, the non-flare Sun observations periods, the low energy state 
Cygnus X-1 observation, and the blank field observations were all used as 
background for the PCA.
6.1 Principal Component Analysis
Principal component analysis (PCA) is used to reduce a number of 
linearly-correlated components to a new set of uncorrelated components. If the 
parameters have a highly nonlinear dependence, then PCA should not be used. 
The power and weakness of PCA lie in its ability to model a system based on the 
correlation between variables without requiring any knowledge of the 
relationships between those variables. Thus, one must exercise good judgment 
in selecting variables to analyze since the analysis itself is indiscriminate. What
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follows is a brief outline of how one can use PCA to remove variable 
dependency. In our case, finding the true background rate by removing the 
dependence of the counting rate on other variables and therefore being able to 
estimate the background rate for the Crab observation (Jolliffe, 2002).
6.1.1 The Method
The first step in using PCA is to identify the parameters that have a linear 
dependence with the primary variable, in our case the counting rate. 
Temperature, AC rates, depth, etc. as they changed throughout the flight would 
each make up one parameter. With each parameter used one will be adding 
additional uncertainly to the analysis, so it is important to limit the number of 
parameters. One way of finding the most significant parameters is to begin with 
those that have the highest correlation with your primary variable. However, in 
doing this, one needs to be mindful of how the variables are correlated with each 
other. Selecting too many parameters with the same profile can distort the 
analysis, as they will be more correlated with each other then the primary 
variable. It is also important to remember that correlation does not always imply 
causation. For example, our counting rate had a high correlation with the 
temperature of the aluminum base plate, but since it the base plate temperature 
could not have truly affected the counting rate, that temperature was not used. 
The first part of the analysis includes only that portion of the data associated with 
pure background, not the source observation period.
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For this general example explaining PCA we will assume we have three 
selected parameters a, b, and c. Each parameter makes up a vector representing 
a dimension for the PCA. The first parameter should be the values of the primary 
variable. Before beginning one must subtract the mean of a dimension, nx . from 
each data point of that parameter. The mean of a dimension computed by:
(6.1)
and must be subtracted from each data point within that dimension so that data 
set has a new mean of zero. AT is the number of data points in dimension x and x, 
is the i th value of that dimension.
PCA is known to be unreliable if units between parameters are diverse. In 
order to mitigate this artifact one technique is to divide each dimension by its 
standard deviation. Dividing by the standard deviation,
should always be done if the different parameter sets have different units, as they 
do in our case.
Next we calculate the covariance matrix:
The variance, Var(x) , is the spread of the dimension from the mean of that 
dimension and is equivalent to the square of the standard deviation of that 
dimension, s2x . Since we have already divided each dimension by its standard
(6.2)
Var(a) Cov(a,b) Cov(a,c)




deviation, the variance for each dimension is unity. The covariance, Cov(x,y) ,  is 
the variance between two dimensions
Cov(x,y) = 2 , --------  ■ —---“  = Cov(y,x) (6.4)
m  (AT — 1)
Since we have already normalized the data the covariance is the same as the 
correlation between those dimensions. If a pair of variables has a positive 
correlation, then variables trend in the same direction. If a pair of variables has a 
negative correlation they trend in different directions. The closer to 1 or -1 the 
correlation is, the greater the association. The closer to 0 the correlation is, the 
smaller the association.
The next step is to find the eigenvalues and eigenvectors of the 
covariance matrix. The eigenvectors with the largest eigenvalues correspond to 
the principal components with the strongest correlation in the variable set 
(Francis & Wills, 1999; Smith, 2002). If using PCA for data compression, as it is 
most commonly used, those would be the eigenvectors of interest. However, 
since we are using PCA to remove a dimension's dependence from all others, the 
eigenvector with the smallest eigenvalue is the one used. This eigenvector 
represents the principal components with the least correlation (Morgan, 2010). 
This eigenvector is then normalized so that the component that corresponds to 
the primary variable is unity. We now have our principal components in the form 
of a vector with the first value being unity.
Having found this vector we now look at the data set as a whole; the 
background and the source observation period. Again, we must subtract the
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parameters by the same mean and divide by the same standard deviation as we 
did before. It is important to note that these must be the means and standard 
deviations of the background period, not the whole data set.
Once we have done that, in this example we have a data set in a x 3 
matrix and a vector with a transpose that is a 3 x 1 matrix. Therefore, we can 
matrix multiply the complete data set by the transpose of the principal 
components, leaving a single column of data, a A x  1 matrix for this example. 
This column is multiplied by the standard deviation of the counting rate and then 
added to the mean of the counting rate. The counting rate is now corrected and 
free from any dependence on the other parameters. The source counting rate is 
simply the background mean rate subtracted from the total rate of this corrected 
data set.
6.1.2 The Results
Due to the physical differences in the plastic-calorimeter (PC) events and 
the single calorimeter (C) events, as well as a difference in their count rate 
profiles, there was a discrepancy in the correlation between those count rates 
and the different parameters. Additionally, it was imperative to use as few 
parameters as feasible for the PC data to prevent unduly inflating the already 
larger uncertainty. It became necessary therefore, to use different parameters for 
the two counting rates. For the PC events, the side AC panel rates, the bottom 
AC panel rate (Figure 6.5), and the temperature of the scintillators were used 
(Figure 6.7). The C rates proved to be harder to modal; the side AC panel rates, 
the bottom AC panel rate, and the temperature of the scintillators were used, as
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well as the depth. The results of performing a PCA as outlined above on the 
counting rate can be seen in Figures 6.1 and 6.2. The parameters associated 














Figure 6.1 a,b: The top figure shows the single calorimeter (C) counting rate from the 
flight. The vertical lines denote the different observation periods. The horizontal line is 
the mean. The bins in blue are used as background for the Principal component analysis 
(PCA). The bottom figure shows the corrected counting rate derived from the PCA.
To check the validity of this method we compared the derived Crab source 
count rate at different path lengths through the atmosphere (taking into account 
depth and zenith angle see Figure 5.6) to simulations of the Crab for different 
path lengths. As expected, the count rate decreased as the air mass between the
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instrument and the source increased. A goodness-of-fit test showed that the 
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Figure 6.2 a,b: The top figure shows the plastic-calorimeter (PC) counting rate from the 
flight. The vertical lines denote the different observation periods. The horizontal line is 
the mean. The bins in blue are used as background for the PCA. The bottom figure shows 
the corrected counting rate derived from the PCA.
The energy loss spectrum was also examined by building up a spectrum 
from the PCA analysis for several energy intervals. Time bins were selected 
based on how quickly the relevant variables changed throughout the flight and 
also separated the source observation from the background observation. The 
background model allowed us to extract the total source counts during the Crab 
observation period. Summing these results for a given bin, we could construct an
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energy-loss spectrum. Energy-loss spectra from both the C events and from the 
PC events are shown in Figure 6.4 a,b. For comparison, the energy-loss spectra 
derived from simulations are shown. The simulations fit the points recorded by 
(Jourdain & Roques, 2009) to the spectral form given in Equation 1.20 to obtain 
the Crab flux and then accounted for the changing path length of the flight. The 
data and simulations are clearly consistent (Figures 6.3 a,b and Figures 6.4 a,b).
AirMass vs. Source Counts C; 50-120keV: AirMass vs. Source Counts PC ; 50-120keV;6
1.83s
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Figure 6.3 a,b: The blue line shows the simulated source counting rate versus the path 
length. The black crosses show the source counting rate for path length as derived by the 
PCA. The black line is the optimal fit to the read data. %2 values for each fit and for the 
simulation fit to the read data are shown. Left is the C counting rate and right is the PC 
counting rate.
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Figure 6.4 a,b: The Counting flux o f the Crab obtained using PCA for different keV  
energy ranges. The blue points are simulated data and the black points are from the 













181)0 21 DO 00 00  03:00 06D0 0900 12:00 1500 1800




000 200 400 600
30 keV to 500 keV
Figure 6.5: Anticoincidence shield rates Figure 6 6. Gamma Ray transmission
used in the PCA through the atmosphere as a function of 
energy and depth.
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Figure 6.7: The temperature of the air around the scintillators as it varied throughout 
the flight. The other parameters used in the PCA are the depth (Figure 5.4) and the 




The Crab nebula plus 
pulsar is one of the brightest 
gamma ray sources in the sky, 
and the previously measured 
polarization of the off-pulse 
makes it the ideal observation 
candidate (Dean et al., 2008; 
Forot et al., 2008). The off- 
pulse (OP) band of the pulse 
profile can be seen in Figure 
7.1.
To date, no significant 
indication of polarization has
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been found in the pulsed peaks Figure 7.1: Crab phase histograms at 50 to 100 keV
and 100 to 200 keV, as recorded by ISGRI and SPI 
of the Crab pulsar for the soft respectively. The Off-Pulse (OP), Bridge (B), first
peak (Pi) and second peak (P2) are labeled. The OP 
X-ray regime and above, but a regjon js thought to contain the nebula signal.
. . . .  , .. (Mineo et al. 2006)changing optical polarization
has been measured (Sfowiko-wska et al. 2009). Based on the radio and optical
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measurements as well as our current physical understanding of the Crab pulsar, 
it is reasonable to assume that such a gamma ray polarization signal would also 
vary rapidly in time throughout the phase band of the two peaks for an 
earthbound observer (Lyne & Graham-Smith, 2006). Therefore, the phase band 
with a polarization expected to be measurable by GRAPE for this observation is 
the off-pulse, which is associated mainly with the Crab nebula (Weisskopf et al., 
2004).
Period of Crab
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Figure 7.2: The period of the Crab for 2011 as recorded in the Jodrell Bank Monthly
Ephemeris clearly shows the November glitch. Measurements were taken at the Jet 
Propulsion Laboratory (Lyne, Pritchard & Smith 1993). http://www.jb.man.ac.uk/ 
-pulsar/crab. html
The data collected on Flight 624N will not allow GRAPE to resolve the 
polarization profile of the Crab pulsar. Including it could, at best, significantly add 
to the background if the pulsar is unpolarized. At worst, if the pulsar is polarized,
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including it could wash out the polarization profile from the nebula. To remove the 
pulsar signal, we must first be certain we can accurately measure the Crab 
pulsar phase (Figure 7.1) (Mineo e ta i, 2006).
7.1 The Crab Pulsar Phase
The start of the Crab phase is commonly defined as when the first main 
radio pulse would arrive at the barycenter of the solar system. As a rotation- 
powered pulsar, the period of the Crab is slowly increasing as it spins down 
(Figure 7.2). The double-peak pulsed profile of the Crab (with a phase separation 
of 0.4) is almost aligned in phase over all wavelengths. However, the X-ray pulse 
does lead the radio pulse by ~340 fjs or ~0.01 in absolute phase (Kuiper, et at., 
2003; Rots, Jahoda, & Lyne, 2004). More details on the physics of the Crab can 
be found in Chapter 1.
Table 7.1: Timing Corrections
u n
Romer delay 57.56833212 s 60.16583454 s ~500 s x cos(P)
Einstein correction -1.61381 ms -1.61477 ms 1.6 ms
Shapiro due to Sun 1.08 ps 1.12 ps 122 ps
7.1.1 Barycenter Timing
To perform a proper pulsar analysis, the earthbound arrival times of each 
event must be corrected to a common inertial frame so as to be comparable to 
other measurements. The commonly used inertial reference frame chosen by
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pulsar astronomers is the barycenter of the solar system (SSB), which is located 
near the surface of the Sun. To move from an earthbound reference frame into
this inertial frame several different factors must be taken into account as shown:
DM A A A  l-l t \tb= t + —j -  + As + A£ + Ag (7.1)
v
where t is the earthbound arrival time and tb is the barycenter arrival time.
The Romer delay, AG , is the largest correction and accounts for the 
geometric difference between the observation point and the barycenter of the 
solar system. That is, the light travel time between the pulse arriving at the 
observatory and the equivalent arrival time at the SSB in a vacuum. The Romer 
delay is of the form
Ac = + (7.2)
c
where /?® is the vector from the SSB to the Earth geocenter, R„b is the vector 
from the earth geocenter to the spacecraft, and n is a unit vector pointing to the 
astrophysical source. The ecliptic latitude of the source, p on Table 7.1, is within 
n . The greatest variation of the Romer delay occurs when the source lies on the 
ecliptic plane.
The Einstein correction, AE , rectifies the differences in relativity between 
the barycenter and the observer. It takes into account the gravitational redshift, 
time dilation from the motion of the Earth and changes in gravitational potential. 
This delay is caused by the time dependent Doppler shifts and gravitational 
potential experienced by the observer. The Einstein correction is 4 orders of 
magnitude less than the Romer delay for our Crab observation (Table 7.1).
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The Shapiro delay, As , corrects for the relativistic effects within the path of 
the photon. It takes into account the gravitational time dilation experienced by 
photons passing near massive objects, because the speed of lightdepends on 
the magnitude of the gravitational potential in its path (Shapiro, 1964). While it 
was well below our timing resolution and not strictly necessary, we correct for the 
Shapiro delay that is due to the Sun:
A  1 £
As = -----5—^ -log^-cosCGJ)) (7.3)
c
where G is the gravitational constant, Me is the mass of the sun, and m is the 
angle defined from source to the Sun (not the SSB) to the Earth. The Shapiro 
delay, As , is 3 orders of magnitude less than the Einstein correction for our Crab 
observation (Table 7.1).
The dispersion measure, DM, is the integrated column density of free 
electrons between the observer and the pulsar, normally measured in parsecs 
per cubed centimeters. It is important at longer wavelengths, like radio 
measurements of pulsars. However the frequency, v, causes this term to drop out 
well before the soft y-ray regime (Hobbs, Edwards, & Manchester, 2006).
The “BaryCen” IDL program developed at the Institut fur Astronomie und 
Astrophysik was used to calculate these various corrections. The program uses 
the Terrestrial Time Julian Date. BaryCen agrees with FTOOLS fxbary to within 1 
ps, well below the GRAPE timing resolution. The JPL planetary ephemeris and 
the geocentric coordinates of the observation point (the balloon) were also 
included in the analysis (Shaw, Payne, & Hayes, 1995).
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GRAPE records time in GPS time, which is ahead of UTC by the number 
of leap seconds that have occurred from when GPS time was established (1980 
January 6) to the time of the measurement, 15 seconds in this case. To go from 
UTC to International Atomic Time (TAI) one must add the number of leap 
seconds that have occurred since January 1972 to the time of the measurement, 
34 s for this. To change from TAI to Terrestrial Time (TT) one must add 32.184 s. 
From section 3.3 recall that the GRAPE timing uncertainty is 0 to 125 fjs, but this 
error is far less than the bin-size for this analysis.
Once the Terrestrial Time Julian Dates of the arrival times were converted 
into Barycentric Julian Dates, Jodrell Bank Monthly Ephemeris data were used to 
calculate the arrival time of the Crab pulsar main radio peak and current period 
(Lyne, Pritchard, & Graham-Smith, 1993). The Crab was recorded twice in 
September 2011, once on September 10th and again on September 26th. 
Answers derived from one measurement compared to the other were consistent 
up to three-hundredths of a nanosecond for the September 24th observation. The 
September 26th measurement was ultimately used. While the rate of change in 
the Crab period was well below our timing resolution, it was included to avoid a 
nontrivial compounding error.
It is worth noting that the last significant glitch in the Crab pulsar before 
the flight took place was in April 2008 (Wang et al., 2012). A glitch is a sudden 
increase in the rotational frequency of a rotation-powered pulsar. After our flight 
another significant glitch took place on November 10th 2011 (Espinoza et al., 
2011).
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Figure 7.3 a,b: GRAPE measurements with the phase shown twice. The main X-ray 
pulse is at phase 0.99, the thick line. The second pulse is at phase 0.39, the thin line. 
Single C events are on the left and the PC scatter events are on the right. The reduced 
chi squared, x l » f°r a straight line fit is shown for both. Shown below (Figure 7.3 c,d) 
is the same analysis for the Blank_2 observation.
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7.1.2 Crab Folded Light Curve
To insure that the pulse phase of each event was properly determined, a 
compiled pulse profile, or folded light curve, was generated (Figures 7.3 a,b). The 
pulse profile for the C and PC events shows a signature that appears to be 
consistent with published distributions at these energies, providing some 
confirmation of the pulsar phase determination (Mineo et al., 2006). We were 
able to reject the assumption of a constant flux as a function of phase for the C 
events and the PC events, using a standard goodness-of-fit test. As a null test, a
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straight line did fit the Blank_2 observation period when it was analyzed using the 
same techniques (Figures 7.3 c,d).
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Figure 7.4 a,b: These are the reduced chi squared, x l  > values for a straight line fit to 
the phase profile using different values for the starting period. Left (a) is the PC events 
for the Crab observation. Right (b) is the PC events for the Blank_2 observation period 
using the same method. The assumption that the events are evenly distributed over the 
phase is shown to be unreasonable for the correct phase in the Crab observation, but 
never becomes unreasonable in the Blank_2 observation.
We also varied the period length and performed a goodness-of-fit test for 
the new folded light curve. This was done for several test periods for both the 
Crab PC data and the Blank_2 PC data. The results are shown on Figure 7.4 a,b 
showing a well-defined period where we expected there to be one.
As an additional sanity check we looked at the pulse fraction of the Crab 
for this observation as defined by:
p   p
PulsedFraction = — ---- — (7.4)
F on + F o ff
where Faff is the fluence for the 0.6—0.9 phase band and Fon is the fluence for 
0.95—0.45 phase band. We use these definitions of the phase bands here as to 
better compare our results to Eckert et al., (2009). INTEGRAL records the Crab 
as having a pulsed fraction of 0.18 ±0.01 at 100 keV (Eckert et at., 2009). Using
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their definition, over our energy range we recorded a pulsed fraction of 0.30 ± 
0.10 for the PC events and 0.19 ± 0.05 for the C events.
7.2 Polarization of the Crab Nebula/Pulsar
For the polarization measurements we examined the different phase 
bands of the Crab pulse profile (see Table 7.2 and Figure 7.1). The primary 
regions of interest for this analysis are the Off-Pulse (OP) and Bridge (B) regions. 
Dean et al., (2008) was only concerned with the off-pulse region. Nevertheless, 
the other regions are reviewed for completeness and comparison, following Forot 
et al., (2008).
Table 7.2: CountsmmmmWMmmm ^imm
Full Observation 0.0 < x <  1.0 3335590 70561 58816± 1827 4414 ±267
1st Peak (Pi) 0.88 < x < 0.14 869725 18485 17909 ±935 1301± 137
2nd Peak (P2) 0.25 < x < 0.5 836767 18171 17680 ±9 1 6 1603± 136
Bridge (B) 0.14 < x < 0.25 367853 7766 6974 ±  608 486 ±  88
Off-Pulse (OP) 0.5 < x < 0.88 1261245 26139 16253 ±  1125 1024 ±  163
With the modulation profiles (Figures 7.5 b, 7.6 b, and 7.7 b) and ^  = 
0.627 ±. 0.020 (section 5.4) we can use Equation 2.6 to calculate the polarization 
of the different regions of the Crab light curve. Table 7.3 shows a complete 
breakdown of the Crab observation. The uncertainties in Table 7.3 are derived 
using Equations 2.16 and 2.17. All angles are measured from celestial north 
moving east as to be associated with a position angle (PA).
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Table 7.3: Polarization Values of Interest
Full Observation 0.068 ±  0.085 10.8% ±  13.5% 39.8% 118.6° ±35.6°
1st Peak (Pi) 0.078 ±0.148 12.5% ±23.6% 69.9% 135.6° ±53 .9°
2nd Peak (P2) 0.221 ±0.117 35.2% ±  18.8% 54.9% 162.2° ±15 .2°
Bridge (B) 0.260 ±  0.256 41.5% ±40.8% 121.3% 82.0° ±28 .2°
OfF-Pulse (OP) 0.347 ±  0.223 55.3% ±35.6% 105.7% 87.8° ±  18.4°
P1 + P2 0.195 ±0.092 31.1% ±  14.7% 43.5% 152.1° ±  13.5°
B + OP 0.312 ±  0.171 49.7% ±  27.3% 81.1% 86.1° ±15 .7°
For a more detailed analysis, two-dimensional graphs were generated 
showing the 68%, 95%, and 99% confidence regions for different polarization 
angles and polarization levels for the Pi + P2, OP + B, and off-pulse regions 
(Figures 7.5 a, 7.6 a, and 7.7 a). To define the confidence contours refer back to 
the derivation of Equation 2.10 and, to better serve this calculation, we follow 
Eisner et al., (2012) and Quinn (2012) to arrive at the bivariate probability density 
function for the polarization parameters,
P<n,,<pF I n„ ,«>„) - exp[ - j - %exp[- 'i iL t1-1!-- 2J¥ kc-!?!2,^ ” I (7.5)
^ n ,  L 2 J n<JnP [  2<TnP
from
A „ 2 m  m ITT m \  , ~  2 T lpT l0 COS(2A<j?)) .AX (fl/> ftyp ' ’Vo) ~ 2 (*-6)
a uP
where n 0 is the true expectation polarization percentage value, n p is the
measured polarization percentage, is the uncertainty in that value, and
A(p = (pp-  <jo0 is as before. As an aside, one can integrate Equation 7.5 over 0 <
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(pp < k  to arrive at the />(nF I n0) version of the Rice distribution (Equation 2.11) 
(Quinn, 2012).
The confidence regions can now be obtained by either integrating the 
bivariate probability density function (Equation 7.5) or directly from Ax2 
(Equation 7.6) for the joint variation of two degrees of freedom ( Ax2 = 2.3 => l a ) 
(Lampton, Margon, & Bowyer, 1976). The simplifying assumptions to arrive at 
Equation 7.6 should only be used if one can assume the uncertainties are 
normally distributed about their true values (Eisner et al., 2012) or when the true 
expectation polarization percentage, n0, is much greater than the uncertainty in 
the measured polarization percentage, anp (Quinn, 2012). Equation 7.5 was used 
for Figures 7.5 a, 7.6 a, and 7.7 a. A more detailed derivation and treatment of 
the statistics of polarization measurements and angle estimations can be found 
in Quinn (2012).
For the off-pulse analysis, the Dean et al., 2008 result (100 keV to 1 MeV) 
result falls within the 68% confidence level (Figure 7.7 a). The Forot et al., 2008 
results (200 keV to 800 keV) for the off-pulse analysis falls within the 95% (Figure
7.6 a) and within the 99% for the OP + B analysis Figure 7.6 a), but the Pi + P2 
analysis point falls outside the 99% confidence level (Figures 7.5 a). See Chapter 
8 for a more in-depth discussion of these results.
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Figures 7.5 a,b; 7.6 a,b; and 7.7 a,b: Azimuthal profile, polarization angle, and fraction, 
measured for the Crab data, in the two-peak (bottom), off-pulse and bridge (middle), and 
off-pulse (top) phase intervals. The error bars for the profile are at 1-sigma. The 68%, 
95%, and 99% confidence regions are outlined and labeled. The Forot et a l,  2008 results 
(200 keV to 800 keV, IBIS) are indicated in the figures by yellow crosses. The Dean et 
al., 2008 result (100 keV to 1 MeV, SPI) is indicated in the bottom figure by a blue cross.
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7.2.1 Polarization Sensitivity Issues
We found in the post flight analysis that our polarization sensitivity was 
significantly lower than originally estimated. The short explanation for this is that 
there were many more background counts and many fewer source counts than 
anticipated. Several factors contributed to this.
Flight 624N did not have stringent altitude requirements. While the 
engineering flight (Flight 1593-P) was maintained at ~125,000 ft. for float, the 
altitude of Flight 624N ranged from 110,000 ft. to 125,000 ft. When it came to the 
sensitivity of the instrument this complication was twofold. One, the lower altitude 
caused the payload to be subjected to increased atmospheric interactions. Two, 
being deeper in the atmosphere exacerbated the attenuation of the source signal 
(Figure 6.6). Simply put, the background rate waxed and the Crab signal waned.
Additionally, the timing calibration of the active shielding my not have been 
optimized. The strong correlation between the depth and the background rate 
suggests the instrument was flooded with energetic particles resulting from 
cosmic ray interactions in the atmosphere and in the payload itself (Bloser et al., 
1998). With the active shields operating at optimal efficiency this would not be 
expected. This issue is still under investigation.
Finally, as was mentioned in section 3.5, the passive shielding for Flight 
624N was decreased from what was used for the earlier balloon flight due to 
structural issues and engineering concerns that the load on the lever arm at large 
zenith angles could exceed the motor torque specifications. Thus, the preliminary
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background simulations and Flight 1593-P did not adequately represent the 




The 2011 balloon flight was undertaken in order to validate the GRAPE 
design by making meaningful scientific polarization measurements of celestial 
sources. The collimated configuration was optimized with the aim of observing 
known astronomical point sources. Our main goal was to demonstrate the 
capabilities of GRAPE by making a positive polarization measurement of a 
celestial source, mainly the Crab nebula. While that goal was not fully achieved, 
conclusions can still be drawn from the data collected and, almost more 
importantly, meaningful lessons can be learned from this experience.
8.1 Polarization Results
The results presented here for the Crab phase off-pulse polarization 
fraction at the energy range of 50 to 120 keV are consistent with previous 
measurements in comparable energy ranges (Dean et al., 2008; Forot et al., 
2008; Weisskopf & Silver, 1978). Table 8.1 shows the different recorded values of 
polarization for the off-pulse in different energy regimes. The optical polarization 
position angle and the higher energy gamma ray angle are both well aligned with 
the Crab X-ray jet position angle (PA) recorded at 124.0° ±0.1° (Ng & Romani, 
2004). However, both X-ray polarization vectors are askew from that PA.
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Therefore, it can be inferred that there is not a continuous rotation of polarization 
angle with emission energy (Table 8.1).
Table 8.1: Off-Pulse Polarization Measurements
Optical 33.1% ±0.2% 119° ± 1 ° Slowikowska et al., (2009)
2.6 keV 19.2% ± 1.0% 156.36° ± 1.4° Weisskopf et a l , (1978)
5.2 keV 19.5% ± 2.8% 152.6° ±4.04° Weisskopf et al., (1978)
50 keV - 120 keV 55.3% ±35.6% 87.8° ± 18.4° This result.
200 keV - 800 keV >72% 120° ±8° Forot et al., (2008)
lOOkeV-1 MeV 46%+10% 123°± 11° Dean et a l, (2008)
Using the definition given in Equation 1.21, the off-pulse gamma ray 
emissions from the Crab have a recorded power-law spectral index of r  = 2.23 ± 
0.07 for the 80 to 200 keV regime (Massaro et al., 2006). If those gamma ray 
photons are synchrotron radiation, then the emitting electrons would follow the 
power-law distribution described by Equation 1.11, and the electron spectral 
index would be related to the photon spectral index by Equation 1.12 with 
a  = 3.46. Using Equation 1.13 we know that the maximum fractional degree of 
linear polarization for such emissions would be ~77% for a perfectly uniform 
magnetic field. However, as was discussed in section 1.1.2b, any disorder in that
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structure would subsequently lower the degree of fractional polarization emitted 
from it.
Our recorded result being roughly 70% of that maximum value leads to the 
conclusion that the soft gamma rays measured come from a region with a highly 
uniform magnetic field. The nebula wind region of the Crab is associated with 
jumbled magnetic field lines. Therefore, it is reasonable to assume that the 
emissions we recorded originate closer to the pulsar itself, as it is associated with 
a more uniform magnetic field. Framing this major point is the principal purpose 
of Chapter 1.
While the structure of the magnetic field of the Crab jet in the region of the 
gamma ray emission is not yet well understood, analyses of optical and radio 
galaxies show that the magnetic field vector for those structures starts parallel 
near the inner most part of the jet and becomes perpendicular at the termination 
point (Laing & Bridle, 2002; Perlman et al., 2006). If one assumes roughly the 
same structure for the Crab pulsar jet, then one would expect the polarization 
vector for synchrotron emission from the termination point to have a PA of 124° 
and to have that value rotate to 34° as one moves to the inner most region of the 
jet.
The magnetic field strength of the Crab near the jet termination point has 
been recorded at roughly 9x10 4 G (Dean et al., 2008; Hester et al., 1995). In
order to produce photons at 100 keV in magnetic fields of that strength, the
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synchrotron process would require electrons with energies of ~7x1010 keV.
However, the radiative process might not be this form of synchrotron radiation.
Chandra images of the Crab jet indicate that it is curved. Weisskopf et al., 
(2000) and Dean et al., (2008) assumes the radius of that curve to be ~ 2.5 x 1018
cm. Conceivably, the radiative process could be curvature radiation. With 
curvature radiation the polarization angle would be parallel to the progenitor 
magnetic field vector, as opposed to orthogonal as in the case above. The large 
curvature of the field line, Rc, would require electrons with energies on the order 
of 1011 keV to create the ~100 keV photons recorded by GRAPE.
Ground based Cherenkov detectors have recorded Crab emissions of 
greater than 100 TeV, or 1011 keV and these very high energy emissions are 
associated with the inverse Compton scattering process (Aharonian et al., 2004). 
Referring back to section 1.1.3 and realizing at these energies we are in the 
extreme Klein-Nishina limit, it becomes apparent that electrons on the order of 
1011 keV or higher would be used to produce scattered photons of 1011 keV from 
photons on the order of ~10 eV (like the cosmic microwave background energy).
8.2 Moving Forward with GRAPE
A second demonstration flight from Ft. Sumner (this time with a fully 
populated array) will incorporate several design changes to maximize the 
polarization sensitivity and to further prepare for subsequent LDB flights. This 
second Ft. Sumner flight is tentatively scheduled for the fall of 2014 and would 
likelv follow the same fliaht olan as Fliaht 624N.
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Thus, this new flight would again be optimized for the study of point 
sources. So, again a collimated array of detector modules will be used to track 
the targets like the Crab. Rotation of the instrument assembly will be used to 
handle systematic effects in the data. However, the issues outlined in section
7.2.1 will be fully addressed as lessons learned from Flight 624N.
Thicker passive shields will be employed. The 2007 flight employed 
passive shielding of 4 mm / 1 mm /1 mm of Pb / Sn / Cu. Flight 624N employed 
passive shielding of 0.8 mm / 0.08 mm of Pb / Sn to alleviate torque on the 
motor. The new flight will return to the old shielding. Additionally, the active anti- 
coincidence shield will be optimized.
The 32-module array will be fully populated on this new flight. This will 
increase the effective area by at least a factor of 2—or more if intermodule CC 
events are used (section 3.5 and Appendix B). Also, stringent altitude 
requirements for this new flight will increase source counts and decrease 
background counts, as well as make background modeling easier.
An upgrade of flight software will help decrease deadtime in the system. 
Additionally, increasing the event throughput rate will permit the recording of 
additional event data (such as vetoed events) that will provide a better 
understanding of instrument performance. Furthermore, increasing the event 
throughput rate would be beneficial for studies of strong GRBs and solar flares. 
This will require the design and implementation of a new module-level processing 
board to replace the current PIC processor with an FPGA.
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With a larger detector array, improvements to the instrument shielding, 
and an observation at atmospheric depths closer to 3.5 gm/cm2, for a full 4-hour 
Crab nebula observation (without the pulsar), a MDPgg% of 14% is expected. If 
weather allows for a 36 hour flight for two transients of the Crab, then a MDPg9% 
of 10% could be achieved. Additionally, data from Flight 624N could be added to 
the new flight data to further increase the sensitivity of that measurement.
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Appendix A
Flight Modules FM101 to FM119
The results of the calibration of each module are presented here. Unless 
other-wised labeled all graphs are for PC events. The modules each had two 
designations, a FM number and a position (P) number. Figure 4.17 shows each 
modules position and FM number within the array. See Chapter 4 for the event 
selections and section 4.3 for a definition of “event type.” For the CC type 2 and 3 
events (adjacent elements) we remove events in which 30% or less of the energy 
of the total event was recorded in a single calorimeter element (See Appendix B). 
The code that processed the CC events was not added until later in the 
calibration proceeder, so the first few modules do not have data for those events. 
See Chapter 4 for more information on the calibration process in general.
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Figure A.1 a,b: The PC events modulation factors and counts for a scattered 122 keV 
photon by event type for each module. Counts are decay time corrected.
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Figure A.2 a,b: The PC events modulation factor and counts for a scattered 662 keV 
photon by event type for each module. Counts are decay time corrected.
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Figure A.3 a,b: The CC events modulation factor and counts for a scattered 662 keV
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Figure A.4 a, b: PC energy calibrations and PC energy resolution.
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Appendix B
CC events: Adjacent and Nonadjacent
In this appendix we briefly discuss calorimeter to calorimeter (CC) events,
focusing on type 1 and 3 events (nonadjacent and adjacent, respectively).
M < to V T V p « 1  CC
Figure B.l and B.2: Lower energy deposit vs. higher energy deposit in laboratory CC 
scatter events -288 keV. The difference between type 1 and type 3 that can be seen here 
is not present in the simulation data and is due to optical crosstalk.
For a CC laboratory event to be recorded at least two calorimeter 
elements must trigger and the “valid line” must not trigger. A triggered valid line 
would indicate a plastic to calorimeter event (PC event). The plastic line is 
allowed to trigger for a recorded CC event since optical crosstalk into the plastics 
elements is expect. The Pulse Shaped Discrimination (PSD) circuit, which helps 
filter optical crosstalk for PC events, could not be used for CC events. In fact, if 
the event was identified by the PSD as an valid event (the valid line triggered) it 
was rejected as a CC event. Thus, if a photon has a single interaction in a 
calorimeter that causes optical crosstalk to trigger an adjacent calorimeter, this 
event would be recorded as a CC event. As such, there is a marked difference 
between a type 1 laboratory event and a type 3 laboratory event. Attempts were
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made to screen out a real CC type 3 laboratory event from the cross-talk CC type 
3 laboratory events.
In the simulations optical 
photons were not included. There is 
no crosstalk between elements. As 
such, there is little difference !<>•<*
between the characteristics of the 
type 1 simulated events or a type 3
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Figure B.3 (Above): Modulation as a function of 
simulated event. This makes them energy cut on the lower energy deposit for
adjacent (type 2&3) events 288 keV. The doted 
excellent for comparing to labor- line represents the modulation factor we expected
from simulations.Figure B.4 (Below): Perce-
atory events in order to screen out nta^ e of W  l > 2’ and 3 as a fdnction of ener^1 cut.
T ypel23 : Lab Vs Simcrosstalk.
Simulated and laboratory 
data for two energies (511 keV and 
288 keV) are recorded. We select 
these two energies because CC 
events contribute most to the 
effective area at higher energies
(Figure 3.5). A 288 keV photon Compton scattering at 90 degrees will leave an 
energy deposit of ~104 keV. A 511 keV photon Compton scattering at 90 degrees 
will leave an energy deposit of ~255 keV. At 288 keV, for the simulations, 42% of 
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recorded laboratory data 8% of the events were type 1, 1% were type 2, and 
90% type 3. The extra type 3 events are attributed to optical crosstalk.
W T W < C C »11I»VTV— 6 0 C
Figure B.5 and B .6  Lower energy vs. higher energy in laboratory CC scatter type 3 events 
with a lower energy cut of 70 keV for both 511 and 288 keV. Crosstalk event can still be seen 
at 511 keV for the 511 keV data.
Mod Vs % Energy CutScreening out CC crosstalk 
events was first tried by raising the 
energy threshold in software. This 
is done for the 288 keV laboratory 
data. In figure B.4, the modulation 
factor is seen as a function of the
lower energy event energy cut. At a Figure B.7 (Above): Modulation factor as a
function of percentage energy cut(type 2&3)
cut of -70 keV, we see the expected events> 288 keV- The doted line represents the
modulation factor we expect from simulations.
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adjacent events. In simulations with 
this energy cut the ratios for type 1, 
2, and 3 are 41%, 4%, and 55% 
respectively. For the lab data the 
ratios are 30%, 4% and 66% 
respectively (Figure B.5).
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In Figure B.5 we see the effects of a 70 keV energy cut on the same data 
as in Figure B.2. One can see that this data looks similar to the type 1 events 
shown in Figure B.1, as expected for true non-crosstalk events. However, when 
the same cuts are extended to the 511 keV type 3 laboratory events, shown in 
Figure B.6, crosstalk events (at ~500 keV) are still prevalent. It should come as 
no surprise that optical crosstalk is energy dependent.
»n fc«v tvp»Tc5"
Figure B.9 and B.10: Lower energy vs. higher Figure B.11 and B.12: Lower energy vs. higher 
energy in laboratory CC scatter type 3 events for the energy in laboratory CC scatter type 3 events for the 
288 keV data. The top figure is a cut that screens out 511 keV data. The top figure is a cut that screens out 
events in which less than 25% of the total energy is events in which less than 25% of the total energy is 
deposited in one element. The bottom figure is for deposited in one element. The bottom figure is for
30%. 30%.
Since this is so, any method of screening crosstalk events must also be 
energy dependent. In a crosstalk event one expects the photon to be fully 
absorbed by the calorimeter and it is optical crosstalk which triggers the adjacent 
plastics and calorimeter elements. The the valid line is not trigger with the plastic 
crosstalk and the event is recorded as a CC event. Thus the energy in the lower 
energy deposit would be much less than the total energy recorded in both
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deposits. This time we choose our cuts as the difference in percentage between 
the lower energy deposit and the total energy, Figure B.7.
When events in which the lower energy deposit contribute to less than 
25-30% of the total are removed, the expected modulation pattern emerges at 
288 keV. In simulations with this energy cut of 25% the ratios for type 1, 2, and 3 
are: 41%, 4%, and 55% respectively. For the lab data the ratios are: 30%, 4% 
and 66% respectively (Figure B.8).
We learned from this analysis that optical crosstalk into adjacent elements 
for calorimeter to calorimeter (CC) events is recorded and must be accounted for. 
Since this crosstalk is energy dependent, an energy dependent way of screening 
for it must be used. Removing adja­
cent events in which 30% or less of 
the energy of the total event is 
recorded in a single calorimeter ele­
ment gives this energy dependent 
energy cut. Using this method we see 
the expected modulation, as well as 
other characteristics closer to what is 
expected from simulations.
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Figure B.13: A cut based on the Compton 
Scatter angle was tried, but the expected 
modulation factor never fully emerged.
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