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IMPLICIT/INVERSE FUNCTION THEOREMS FOR FREE
NONCOMMUTATIVE FUNCTIONS
GULNARA ABDUVALIEVA AND DMITRY S. KALIUZHNYI-VERBOVETSKYI
Abstract. We prove an implicit function theorem and an inverse function
theorem for free noncommutative functions over operator spaces and on the
set of nilpotent matrices. We apply these results to study dependence of the
solution of the initial value problem for ODEs in noncommutative spaces on
the initial data and to extremal problems with noncommutative constraints.
1. Introduction and Statements of the Results
1.1. Free NC functions. A free noncommutative (nc) function is a mapping de-
fined on the set of matrices of all sizes which respects direct sums and similarities,
or equivalently, respects intertwinings. Examples include but are not limited to nc
polynomials, power series, and matrix-valued rational expressions. The theory of
free nc functions was first introduced in the articles of Joseph L. Taylor [23, 24]. It
was further developed by D.-V. Voiculescu [25, 26] for the needs of free probability.
Various aspects of nc functions(1) have been studied by Helton [7], Helton, Klep, and
McCullough [8, 9], Helton and McCullough [10], Helton and Putinar [11], Popescu
[20, 21], Muhly and Solel [16], Agler and McCarthy [2, 3], Agler and Young [4], the
second author and Vinnikov[12, 14], and others.
In the book of the second author and Victor Vinnikov [13], the theory has been
put on a systematic foundation. The nc difference-differential calculus has been
developed for studying various questions of nc analysis; in particular, the classical
(commutative) theory of analytic functions was extended to a nc setting. It has
been established that very mild assumptions of local boundedness of nc functions
imply analyticity.
We provide the reader with some basic definitions from [13]. Let R be a unital
commutative ring. For a module M over R, we define the nc space over M,
(1.1) Mnc :=
∞∐
n=1
Mn×n.
A subset Ω ⊆ Mnc is called a nc set if it is closed under direct sums; that is,
denoting Ωn = Ω ∩Mn×n, we have
(1.2) X ∈ Ωn, Y ∈ Ωm =⇒ X ⊕ Y :=
[
X 0
0 Y
]
∈ Ωn+m.
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(1)Here and in the rest of the paper we will omit the word “free” for short.
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Matrices over R act from the right and from the left on matrices over M by
the standard rules of matrix multiplication: if T ∈ Rr×p and S ∈ Rp×s, then for
X ∈Mp×p we have
TX ∈ Mr×p, XS ∈ Mp×s.
In the special case where M = Rd, we identify matrices over M with d-tuples
of matrices over R :
(Rd)p×q ∼= (Rp×q)d.
Under this identification, for d-tuples X = (X1, . . . , Xd) ∈ (Rn×n)d and Y =
(Y1, . . . , Yd) ∈ (Rm×m)d, their direct sum has the form
X ⊕ Y =
([
X1 0
0 Y1
]
, . . . ,
[
Xd 0
0 Yd
])
∈ (R(n+m)×(n+m))d;
and for a d-tuple X = (X1, . . . , Xd) ∈ (Rp×p)d and matrices T ∈ Rr×p, S ∈ Rp×s,
TX = (TX1, . . . , TXd) ∈ (R
r×p)d, XS = (X1S, . . . , XdS) ∈ (R
p×s)d;
that is, T and S act on d-tuples of matrices componentwise.
Let M and N be modules over R, and let Ω ⊆Mnc be a nc set. A mapping
f : Ω→ Nnc
with the property that f(Ωn) ⊆ Nn×n, n = 1, 2, . . ., is called a nc function if f
satisfies the following two conditions:
(1.3) f respects direct sums: f(X ⊕ Y ) = f(X)⊕ f(Y ), X, Y ∈ Ω;
(1.4) f respects similarities: if X ∈ Ωn and S ∈ R
n×n is invertible
with SXS−1 ∈ Ωn, then f(SXS
−1) = Sf(X)S−1,
or, equivalently, satisfies the single condition:
(1.5) f respects intertwinings : if X ∈ Ωn, Y ∈ Ωm, and T ∈ R
n×m
are such that XT = TY, then f(X)T = Tf(Y ).
We will say that a nc set Ω ⊆Mnc is right admissible if for all X ∈ Ωn, Y ∈ Ωm,
and all Z ∈Mn×m there exists an invertible r ∈ R such that[
X rZ
0 Y
]
∈ Ωn+m.
Next we define the right nc difference-differential operator ∆R. Let a nc set Ω be
right admissible, and let f be a nc function on Ω, then for every X ∈ Ωn, Y ∈ Ωm,
and Z ∈ Mn×m, and for an invertible r ∈ R such that [X rZ0 Y ] ∈ Ωn+m we define
first ∆Rf(X,Y )(rZ) as the (1, 2) block of the matrix f ([X rZ0 Y ]) , and then
(1.6) ∆Rf(X,Y )(Z) = r
−1∆Rf(X,Y )(rZ).
By [13, Proposition 2.2], ∆Rf(X,Y )(Z) is well defined. By [13, Propositions 2.4,
2.6], ∆Rf(X,Y )(·) : Mn×m → Nn×m is a linear mapping.
Analogously, one can define the left nc difference-differential operator ∆L via
evaluations of nc functions on block lower triangular matrices. For our purposes,
it suffices to consider only the “right” version of the theory.
By [13, Theorem 2.11], if f : Ω → Nnc is a nc function on a right admissible nc
set Ω, then for all n,m ∈ N, arbitrary X ∈ Ωn, Y ∈ Ωm, and S ∈ Rn×m we have
(1.7) Sf(X)− f(Y )S = ∆Rf(X,Y )(SX − Y S).
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In particular [13, Theorem 2.10]), if m = n, S = In, then
(1.8) f(X)− f(Y ) = ∆Rf(X,Y )(X − Y ).
Thus ∆R plays the role of a nc finite difference operator of the first order.
When R is a field, Mn×n and Nn×n for n = 1, 2, . . . are topological vector
spaces, and f is continuous, we have that ∆Rf(Y, Y ) is the differential of f at Y.
By [13, Propositions 2.15, 2.17, 3.2], ∆Rf(X,Y )(·) as a function of X and Y
respects direct sums and similarities, or equivalently, respects intertwinings. That
is, if f : Ω→ Nnc is a nc function on a right admissible nc set Ω ⊆Mnc, then
(1.9) ∆Rf(X
′ ⊕X ′′, Y ′ ⊕ Y ′′)
([
Z ′,′ Z ′,′′
Z ′′,′ Z ′′,′′
])
=
[
∆Rf(X
′, Y ′)(Z ′,′) ∆Rf(X
′, Y ′′)(Z ′,′′)
∆Rf(X
′′, Y ′)(Z ′′,′) ∆Rf(X
′′, Y ′′)(Z ′′,′′)
]
for n′, m′ ∈ N, n′′, m′′ ∈ Z+, X ′ ∈ Ωn′ , X ′′ ∈ Ωn′′ , Y ′ ∈ Ωn′ , Y ′′ ∈ Ωn′′ ,[
Z′,′ Z′,′′
Z′′,′ Z′′,′′
]
∈ M(n
′+n′′)×(m′+m′′), with block entries of appropriate sizes, and if
either n′′ or m′′ is 0, then the corresponding block entries are void;
(1.10) ∆Rf(TXT
−1, SY S−1)(TZS−1) = T∆Rf(X,Y )(Z)S
−1
for n, m ∈ N, X ∈ Ωn, Y ∈ Ωm, Z ∈Mn×m, and invertible T ∈ Rn×n, S ∈ Rm×m
such that TXT−1 ∈ Ωn, SXS−1 ∈ Ωm; or equivalently,
(1.11) TX = X˜T, Y S = SY˜ ⇒ T∆Rf(X,Y )(Z)S = ∆Rf(X˜, Y˜ )(TZS)
for n, n˜, m, m˜ ∈ N, X ∈ Ωn, X˜ ∈ Ωn˜, Y ∈ Ωm, Y˜ ∈ Ωm˜, Z ∈ Mn×m, and
T ∈ Rn˜×n, S ∈ Rm×m˜. Thus, for a nc function f : Ω → Nnc where Ω ⊆ Mnc,
∆Rf(X,Y )(·) is a function of two arguments X and Y (for all n, m ∈ N) with
values linear mappingsMn×m → Nn×m that respects direct sums and similarities.
For M0, M1, N0, N1 modules over a unital commutative ring R, and Ω
0 ⊆
M0,nc, Ω1 ⊆M1,nc nc sets, we define a nc function of order 1 to be a function on
Ω0 × Ω1 so that for X0 ∈ Ω0n0 and X
1 ∈ Ω1n1 ,
f(X0, X1) : Nn0×n11 → N
n0×n1
0
is a linear mapping, and that f respects direct sums and similarities in each argu-
ment. This class of nc functions of order 1 is denoted by T 1(Ω(0),Ω(1);N0,nc,N1,nc).
We also denote by T 0(Ω;Nnc) the class of nc functions (of order 0) f : Ω → Nnc.
It turns out that for f ∈ T 0(Ω;Nnc), one has ∆Rf ∈ T 1(Ω,Ω;Nnc,Mnc).
More generally, one can define nc functions of order k. Let M0, . . . , Mk, N0,
. . . , Nk be modules over a unital commutative ring R. Let Ω0 ⊆ M0,nc, . . . ,Ωk ⊆
Mk,nc be nc sets. A nc function of order k is a function of k + 1 arguments on
Ω0 × · · · × Ωk so that for X0 ∈ Ω0n0 , . . . , X
k ∈ Ωknk ,
f(X0, . . . , Xk) : Nn0×n11 × · · · × N
nk−1×nk
k → N
n0×nk
0
is a k-linear mapping, and that f respects direct sums and similarities in each
argument in a way similar to (1.9) – (1.11). This class of nc functions of order k is
denoted as T k(Ω(0), . . . ,Ω(k);N0,nc, . . . ,Nk,nc).
One extends ∆R to an operator from T k to T k+1 for all k. Similarly to the case
k = 0, it is done by evaluating a nc function of order k(> 0) on a (k + 1)-tuple
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of square matrices with one of the arguments block upper triangular. We have
therefore
∆R : T
k(Ω(0), . . .Ω(k);N0,nc, . . .Nk,nc)
→ T k+1(Ω(0), . . .Ω(k),Ω(k);N0,nc, . . .Nk,nc,Mk,nc),
for k = 0, 1, . . . . Iterating this operator ℓ times, we obtain the ℓ-th order nc
difference-differential operator
∆ℓR : T
k(Ω(0), . . .Ω(k);N0,nc, . . .Nk,nc)
→ T k+1(Ω(0), . . .Ω(k),Ω(k), . . . ,Ω(k)︸ ︷︷ ︸
ℓ times
;N0,nc, . . .Nk,nc,Mk,nc, . . . ,Mk,nc︸ ︷︷ ︸
ℓ times
),
for k = 0, 1, . . . . According to the definition, ∆ℓRf is calculated iteratively by eval-
uating nc functions of increasing orders on 2× 2 block upper triangular matrices at
each step. It turns out [13, Theorems 3.11, 3.12] that ∆ℓRf can also be calculated
in a single step by evaluating f on (ℓ+1)× (ℓ+1) block upper bidiagonal matrices.
If f : Ω → Nnc is a nc function (of order 0), where Ω ⊆ Mnc is a right admissible
nc set, and if X0, . . . , Xℓ ∈ Ω, then
∆ℓRf(X
0, . . . , Xℓ)(Z1, . . . , Zℓ) := f


X0 Z1 0 . . . 0
0 X1
. . .
. . .
...
...
. . .
. . .
. . . Zℓ
0 . . . . . . 0 Xℓ


1,ℓ+1
extends to a ℓ-linear mapping in Z1, . . . , Zℓ.
The following theorem [13, Theorem 4.1]) derives an nc analogue of the Taylor
formula, which is called the Taylor–Taylor (TT) formula after Brook Taylor and
Joseph L. Taylor.
Theorem 1.1 (The Taylor–Taylor Formula). Let f ∈ T 0(Ω;Nnc) with Ω ⊆ Mnc
a right admissible nc set, n ∈ N, and Y ∈ Ωs. Then for each N ∈ N, and X ∈ Ωs,
(1.12) f(X) =
N∑
ℓ=0
∆ℓRf (Y, . . . , Y )︸ ︷︷ ︸
ℓ+1 times
(X − Y ), . . . , (X − Y )︸ ︷︷ ︸
ℓ times
+∆N+1R f (Y, . . . , Y,X)︸ ︷︷ ︸
N+1 times
(X − Y ), . . . , (X − Y )︸ ︷︷ ︸
N+1 times
.
1.2. The setting of operator spaces. Next we give the definition of an operator
space; see [6], [19], [18], and [22]. Let F be a field, F = C or F = R. A vector space
W over F is called an operator space if a sequence of Banach–space norms ‖ · ‖n on
Wn×n, n = 1, 2, . . . , is defined so that the following two conditions hold:
1. For every n,m ∈ N, X ∈ Wn×n, and Y ∈ Wm×m,
(1.13) ‖X ⊕ Y ‖n+m = max{‖X‖n, ‖Y ‖m};
2. For every n ∈ N, X ∈ Wn×n, and S, T ∈ Fn×n,
‖SXT ‖n ≤ ‖S‖ ‖X‖n‖T ‖,
where ‖ · ‖ denotes the (2, 2) operator norm on Fn×n.
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Let W be an operator space. For Y ∈ Ws×s and r > 0, define a nc ball centered
at Y of radius r as
Bnc(Y, r) :=
∞∐
m=1
B
(
Y (m), r
)
=
∞∐
m=1
{
X ∈ Wsm×sm :
∥∥∥X − Y (m)∥∥∥
sm
< r
}
,
where Y (m) :=
⊕m
1 Y
∼= Im ⊗ Y. Clearly, nc balls are nc sets. By [13, Proposition
7.12], the nc balls form a basis for a topology on Wnc. This topology is called the
uniformly-open topology. Open sets in the uniformly-open topology on Wnc are
called uniformly open. Notice that uniformly open nc sets are right admissible.
Let V ,W be operator spaces, and let Ω ⊆ Vnc be a uniformly open nc set. A
nc function f : Ω → Wnc is called uniformly locally bounded if for any s ∈ N and
Y ∈ Vs×s there exists r > 0 such that Bnc(Y, r) ⊆ Ω and f is bounded on Bnc(Y, r),
i.e., there is M > 0 such that ‖f(X)‖sm < M for all m ∈ N and X ∈ Bnc(Y, r)sm.
A nc function f : Ω → Wnc is called uniformly analytic if f is uniformly locally
bounded and Gateaux (G-)differentiable. A nc function f : Ω → Wnc is called G-
differentiable if for every n ∈ N the function f |Ωn is G-differentiable, i.e., for every
X ∈ Ωn and Z ∈ Vn×n the G-derivative of f at X in the direction Z,
δf(X)(Z) = lim
t→0
f(X + tZ)− f(X)
t
=
d
dt
f(X + tZ)
∣∣∣
t=0
,
exists. We note that δf(X)(Z) = ∆Rf(X,X)(Z), see [13, Theorem 7.2]. Theorem
1.2 below [13, Corollary 7.26]) states that a uniformly locally bounded nc function
is uniformly analytic, and its TT series converges uniformly and absolutely on
uniformly open nc balls.
We will use the following notations. By ⊙s we denote the multiplication of
matrices over the tensor algebra
T(Ms×s) =
∞⊕
ℓ=0
(Ms×s)⊗ℓ
where M is a module over a unital commutative ring R. That is, if
X ∈
[
(Ms×s)⊗ℓ
]n×m ∼=Msℓn×sℓm and Y ∈ [(Ms×s)⊗r]m×p ∼=Msrm×srp,
then we have (
X ⊙s Y
)
ij
=
m∑
k=1
Xik ⊗ Ykj ∈ (M
s×s)⊗(ℓ+r)
so that
X ⊙s Y ∈
[
(Ms×s)⊗(ℓ+r)
]n×p
∼=Ms
ℓ+rn×sℓ+rp.
We will identify multilinear forms g : (Ms×s)ℓ → N s×s with linear mappings
g : (Ms×s)⊗ℓ → N s×s, and write (Z1 ⊙s · · · ⊙s Zℓ)g := g(Z1, . . . , Zℓ). We then
extend g to matrices A over T(Ms×s) by defining g(A)ij = g(Aij) so that
g :
[
(Ms×s)⊗ℓ
]m×m
→ (N s×s)m×m ∼= N sm×sm.
In particular, the terms in the TT series centered at Y ∈ Ms×s are written as(
X − Y (m)
)⊙sℓ
∆ℓRf (Y, . . . , Y )︸ ︷︷ ︸
ℓ+1 times
= ∆ℓRf (Y, . . . , Y )︸ ︷︷ ︸
ℓ+1 times
(
X − Y (m), . . . , X − Y (m)
)
︸ ︷︷ ︸
ℓ times
,
where X ∈Msm×sm; see [13, Chapter 4] for details.
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Theorem 1.2. [13, Corollary 7.26] Let a nc function f : Ω → Wnc be uniformly
locally bounded. Let s ∈ N, Y ∈ Ωs, and let
δ := sup{r > 0: f is bounded on Bnc(Y, r)}.
Then
f(X) =
∞∑
ℓ=0
(
X − Y (m)
)⊙sℓ
∆ℓRf (Y, . . . , Y )︸ ︷︷ ︸
ℓ+1 times
holds, with the TT series convergent absolutely and uniformly on every nc ball
Bnc(Y, r) with r < δ. Moreover,
∞∑
ℓ=0
sup
m∈N,X∈Bnc(Y,r)sm
∥∥∥(X − Y (m))⊙sℓ∆ℓRf (Y, . . . , Y )︸ ︷︷ ︸
ℓ+1 times
∥∥∥
sm
<∞.
Let V and W be operator spaces. For an operator A : V → W we set A(n) =
idn⊗A, where idn : Fn×n → Fn×n is the identity operator, i.e., idnX = X, so that
A(n) can be identified with an operator from Vn×n to Wn×n as follows[
A(n)(X)
]
ij
= A(Xij).
We say that A is completely bounded if
∥∥A(n)∥∥ ≤ C for all n ∈ N, and a constant
C is independent of n.
The space of completely bounded operators A from V to W is denoted by
Lcb(V ,W), where the norm of A is given by ‖A‖Lcb(V,W) = supn∈N
∥∥A(n)∥∥ .
Our main results in the setting of operator spaces are the following two theorems.
Theorem 1.3 (Implicit nc function theorem). Let X ,Y, and Z be operator spaces
over the field F, F = C or F = R, and Ω a uniformly open nc set in (X ×Y)nc. Let
s ∈ N and (X0, Y 0) ∈ Ωs. Let F : Ω→ Znc be a nc function satisfying the following
conditions:
1. F (X0, Y 0) = 0.
2. F is continuous at (X0, Y 0) with respect to the uniformly–open topologies
on (X × Y)nc and Znc.
3.
δY F (X0, Y 0) ∈ Lcb(Y
s×s,Zs×s)
is invertible and
δY F (X0, Y 0)−1 ∈ Lcb(Z
s×s,Ys×s),
where
δY F (X0, Y 0)(Z) = lim
t→0
F (X0, Y 0 + tZ)− F (X0, Y 0)
t
.
Then:
I. There exist α, β > 0 such that for every m ∈ N,
B(X0(m), α)×B(Y 0(m), β) ⊂ Ωsm.
II. There exists a nc function f : Bnc(X
0, α)→ Bnc(Y 0, β), such that
(a) For (X,Y ) ∈ B(X0(m), α)×B(Y 0(m), β),
F (X,Y ) = 0 if and only if Y = f(X).
(b) f is uniformly analytic on Bnc(X
0, α).
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III. For every X ∈ Bnc(X0, α), the operator δXF (X, f(X)) has a completely
bounded inverse, and
δf(X) = −
(
δY F (X, f(X))
)−1
δXF (X, f(X)),
where
δXF (X,Y )(Z) = lim
t→0
F (X + tZ, Y )− F (X,Y )
t
.
Theorem 1.4 (Inverse nc function theorem). Let X and Y be operator spaces, and
ΩY a uniformly open nc set in Ync. Let s ∈ N and Y 0 ∈ ΩYs . Let g : Ω
Y → Xnc be
a nc function satisfying the following conditions:
1. g is uniformly analytic on ΩY ,
2. δg(Y 0) is invertible and (δg(Y 0))−1 ∈ Lcb(X s×s,Ys×s).
Then there exist a uniformly open nc neighborhood ∆ of Y 0 in Ync, and a uniformly
open nc neighborhood Γ of X0 = g(Y 0) in Xnc such that
I. The mapping g|∆ : ∆→ Γ is a homeomorphism.
II. The mapping f : Γ→ ∆, the inverse of g, is a uniformly analytic nc func-
tion, and δf(X) =
(
δg(f(X))
)−1
for every X ∈ Γ.
We note that in the case where each of the matrices X0 and Y 0 are multiple
copies of a single matrix, i.e., X0 = X
(N)
∗ and Y
0 = Y
(N)
∗ for some N ∈ N, using the
methods from [1] one can extend the underlying nc functions F and g in Theorems
1.3 and 1.4 to nc functions F˜ and g˜ defined on some neighborhood of (X∗, Y∗) (resp.,
of Y∗), even in the case where the domain Ωs/N (resp., Ω
Y
s/N ) is empty, together
with the assumptions of the theorems. Then the conclusions of Theorems 1.3 and
1.4 can be extended accordingly. We leave the details to the reader.
1.3. The setting of nilpotent matrices. Let M be a module over a unital
commutative ring R. For n, κ ∈ N, we denote by Nilp(M;n, κ) the set of n × n
matrices X over M which are nilpotent of rank at most κ, i.e., X⊙ℓ = 0 for all
ℓ ≥ κ. Here ⊙ = ⊙1. The set of all nilpotent n× n matrices over M is denoted by
Nilp(M;n) =
⋃∞
κ=1Nilp(M;n, κ), and the set of all nilpotent matrices over M is
denoted by Nilp(M) =
∐∞
n=1 Nilp(M;n).
For Y ∈ Ms×s, we denote by Nilp(M, Y ; sm, κ) the set of matrices X ∈
Msm×sm that are nilpotent about Y of rank at most κ, i.e.,
(
X−Y (m)
)⊙sℓ
= 0 for
all ℓ ≥ κ, where s, m, and κ ∈ N. In other words, X ∈ Nilp(M, Y ; sm, κ) means
that X − Y (m) ∈ Nilp(Ms×s;m,κ). Clearly, Nilp(M;n, κ) = Nilp(M, 0;n, κ). We
will also use the corresponding notations:
Nilp(M, Y ; sm) =
∞⋃
κ=1
Nilp(M, Y ; sm, κ)
for the set of sm× sm matrices nilpotent about Y, and
Nilp(M, Y ) =
∞∐
m=1
Nilp(M, Y ; sm)
for the set of nilpotent matrices about Y.
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Notice that Nilp(M, Y ) ⊆Mnc is a right admissible nc set, and Nilp(M, Y )sm =
Nilp(M, Y ; sm).
A nc function on Nilp(M, Y ) is a sum of its TT series.
Theorem 1.5. [13, Theorem 5.6] Let Y ∈Ms×s and let f : Nilp(M, Y )→ Nnc be
a nc function. Then for all X ∈ Nilp(M, Y ; sm)
(1.14) f(X) =
∞∑
ℓ=0
(
X − Y (m)
)⊙sℓ
∆ℓRf (Y, . . . , Y )︸ ︷︷ ︸
ℓ+1 times
,
where the sum has finitely many nonzero terms.
It follows from [13, Theorem 5.6] that f(X) ∈ Nilp(N , f(Y )) forX ∈ Nilp(M, Y ).
Our main results in the setting of nilpotent matrices are the following two the-
orems.
Theorem 1.6 (Implicit nc function theorem). Let M, N , and O be modules over
a commutative ring R, and X0 ∈ Ms×s, Y 0 ∈ N s×s for s ∈ N. Let F : Nilp(M×
N , (X0, Y 0))→ Onc be a nc function satisfying the following conditions:
1. F (X0, Y 0) = 0.
2. ∆YRF ((X
0, Y 0), (X0, Y 0)) ∈ Hom(N s×s,Os×s) is invertible. Here
∆YRF ((X
0, Y 0), (X0, Y 0))(Z) := ∆RF ((X
0, Y 0), (X0, Y 0))(0, Z).
Then:
I. There exists a nc function f : Nilp(M, X0) → Nilp(N , Y 0) ⊂ Nnc such
that
(a) X ∈ Nilp(M, X0) ⇐⇒ (X, f(X)) ∈ Nilp(M×N , (X0, Y 0)).
(b) F (X,Y ) = 0 ⇐⇒ Y = f(X).
II. For any X ∈ Nilp(M, X0), the linear mapping ∆YRF ((X, f(X)), (X, f(X)))
is invertible, and
∆Rf(X,X)(Z) = −
(
∆YRF ((X, f(X)), (X, f(X)))
)−1
·∆XRF
(
(X, f(X)), (X, f(X))
)
(Z),
where ∆XRF ((X,Y ), (X,Y ))(Z) := ∆RF ((X,Y ), (X,Y ))(Z, 0).
Theorem 1.7 (Inverse nc function theorem). Let M, N be modules over a unital
commutative ring R, and Y 0 ∈ N s×s. Let g : Nilp(N , Y 0)→Mnc be a nc function
such that ∆Rg(Y
0, Y 0) is invertible. Then:
I. The mapping g : Nilp(N , Y 0)→Mnc is one-to-one and g(Nilp(N , Y 0)) =
Nilp(M, X0).
II. The inverse of g, f := g−1, is a nc function mapping Nilp(M, X0)) onto
Nilp(N , Y 0).
III. ∆Rg(f(X), f(X)) is invertible for every X ∈ Nilp(M, X0), and
∆Rf(X,X) =
(
∆Rg(f(X), f(X))
)−1
.
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1.4. Remarks. Similar theorems have been proved by Pascoe [17] and by Agler
and McCarthy [3]. In [17], an inverse function theorem has been established for a
nc function g on a general nc set Ω closed under similarities under the assumption
that ∆Rg is invertible everywhere on Ω. However, the conclusions are also global.
The paper also includes an interesting free version of partial results on the Jacobi
conjecture. In [3], implicit/inverse function theorems similar to our Theorems 1.3
and 1.4 have been proved in the setting of the finite-dimensional operator space Cd,
and the proof uses an essentially finite-dimensional argument. However, the payoff
is some additional insights in more concrete situations, e.g., an elegant result that
in some generic sense two matrices satisfying a polynomial equation must commute.
Finally, other versions of implicit/inverse function theorems in different nc settings
appear in [24] and [26].
2. Proofs of the main results
Proof of Theorem 1.3. Let
(2.1) gX(Y ) := Y −
(
δY F (X0, Y 0
)−1(m)
F (X,Y ), m ∈ N, (X,Y ) ∈ Ωsm.
By [13, Corollary 7.28] there exists δ > 0 such that F is uniformly analytic on
Bnc((X
0, Y 0), δ). It is obvious that for a fixed m, and X ∈ Bnc(X0, δ)sm, the
function gX is defined for every Y ∈ Bnc(Y 0, δ)sm. Here
Bnc((X
0, Y 0), δ)sm = Bnc(X
0, δ)sm ×B(Y
0, δ)sm.
Clearly, YX is a fixed point of gX if and only if F (X,YX) = 0.
We will show that there exists a positive number γ < δ such that for any
X ∈ Bnc(X0, γ) the mapping gX of the ball Bnc(Y 0, γ)smX into Y
smX×smX is con-
tractive with the coefficient not exceeding 12 (heremX is the size of X). By [13, The-
orem 7.51, Theorem 7.53], and the paragraph following the proof of [13, Theorem
7.53], we have that δY F is continuous on Bnc((X
0, Y 0), δ) and that δY F (X,Y ) ∈
Lcb (Y
sm(X,Y )×sm(X,Y ) ,Zsm(X,Y )×sm(X,Y )) for every (X,Y ) ∈ Bnc((X
0, Y 0), δ). Next,
let m ∈ N, X ∈ Bnc(X0, δ). Then for every Y ∈ Bnc(Y 0, δ) we have:
δgX(Y ) = IY −
(
δY F (X0, Y 0)
)−1(m)
δY F (X,Y ).
We rewrite the last expression as
δgX(Y ) =
(
δY F (X0, Y 0)
)−1(m)(
δY F (X0, Y 0)(m) − δY F (X,Y )
)
.
We have
∥∥∥∥(δY F (X0, Y 0))−1∥∥∥∥
Lcb(Zs×s,Ys×s)
= sup
k∈N
∥∥∥∥(δY F (X0, Y 0))−1(k)∥∥∥∥
L(Zsk×sk,Ysk×sk)
.
Hence condition
(
δY F (X0, Y 0)
)−1
∈ Lcb(Zs×s,Ys×s) implies
(2.2)
∥∥∥∥(δY F (X0, Y 0))−1(m)∥∥∥∥
L(Zsm×sm,Ysm×sm)
≤M,
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where M :=
∥∥∥∥(δY F (X0, Y 0))−1∥∥∥∥
Lcb(Zs×s,Ys×s)
<∞. Second, we estimate
‖δgX(Y )‖L(Ysm×sm) ≤
∥∥∥∥(δY F (X0, Y 0))−1(m)∥∥∥∥
L(Zsm×sm,Ysm×sm)
×
∥∥∥δY F (X0, Y 0)(m) − δY F (X,Y )∥∥∥
L(Ysm×sm,Zsm×sm)
≤M
∥∥∥δY F (X0, Y 0)(m) − δY F (X,Y )∥∥∥
L(Ysm×sm,Zsm×sm)
.
We notice that
δY F (X0, Y 0)(m) = δY F
(
X0(m), Y 0(m)
)
,
and (
δY F (X0, Y 0)
)−1(m)
=
(
δY F (X0(m), Y 0(m))
)−1
.
Since δY F is continuous at (X0, Y 0), there exists γ, 0 < γ < δ, such that for any
(X,Y ) ∈ Bnc((X0, Y 0), γ), we have
(2.3)
∥∥∥δY F (X0, Y 0)(m(X,Y )) − δY F (X,Y )∥∥∥
L(Y
sm(X,Y )×sm(X,Y ) ,Z
sm(X,Y )×sm(X,Y ) )
≤
1
2M
.
Now using (2.2) and (2.3), we obtain
(2.4) ‖δgX(Y )‖L(Ysm(X,Y )×sm(X,Y ) ) ≤M
1
2M
=
1
2
for any (X,Y ) ∈ Bnc((X0, Y 0), γ). From now on, we assume that
(X,Y ) ∈ Bnc((X
0, Y 0), γ),
so that (2.4) holds.
Next, using (2.4) and the mean value theorem for functions in Banach spaces
[15], for any m ∈ N, X ∈ Bnc(X0, γ)sm and any Y1, Y2 ∈ Bnc(Y 0, γ)sm, we have
‖gX(Y1)− gX(Y2)‖sm
≤ sup
0≤t≤1
‖δgX(Y1 + t(Y1 − Y2))‖L(Ysm×sm) ‖Y1 − Y2‖sm
≤ sup
Y ∈Bnc(Y 0,γ)sm
‖δgX(Y )‖L(Ysm×sm) ‖Y1 − Y2‖sm .
Thus, by (2.4), we derive
(2.5) ‖gX(Y1)− gX(Y2)‖sm ≤
1
2
‖Y1 − Y2‖sm .
Here we used the convexity of Bnc(Y
0, γ)sm, so that the segment (Y1, Y2) lies in
Bnc(Y
0, γ)sm. Hence the mapping gX of the ball Bnc(Y
0, γ)sm into Ysm×sm is
contractive with the coefficient 12 for any X ∈ Bnc(X
0, γ)sm. However, gX may fail
to map Bnc(Y
0, γ)sm into itself.
The next step is to find a subset of Bnc(Y
0, γ)sm that is a complete metric space
mapped by gX into itself for an appropriate choice of X . In fact, we will show that
for any β, 0 < β < γ, there exists a positive α < γ such that for anyX ∈ Bnc(X0, α),
gX maps the closed ball Bnc(Y
0, β)smX into itself. The ball Bnc(Y
0, β)smX as a
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closed subset of a Banach space YsmX×smX is complete. By assumption 1 of the
theorem, F (X0(mX), Y 0(mX )) = F (X0, Y 0)(mX ) = 0, so we can write
(2.6) gX
(
Y 0(mX )
)
= Y 0(mX)−
(
δY F (X0(mX), Y 0(mX))
)−1(
F (X,Y 0(mX ))−F (X0(mX), Y 0((mX))
)
.
Then
(2.7)
∥∥∥gX(Y )− Y 0(mX )∥∥∥
smX
≤
∥∥∥gX(Y )− gX(Y 0(mX))∥∥∥
smX
+
∥∥∥gX(Y 0(mX))− Y 0(mX)∥∥∥
smX
.
By (2.5),
(2.8)
∥∥∥gX(Y )− gX(Y 0(mX))∥∥∥
smX
≤
1
2
∥∥∥Y − Y 0(mX)∥∥∥
smX
.
By (2.6), we can write
(2.9)
∥∥∥gX(Y 0(mX))− Y 0(mX)∥∥∥
smX
≤
∥∥∥∥(δY F (X0(mX), Y 0(mX)))−1∥∥∥∥
L(ZsmX×smX ,YsmX×smX )
×
∥∥∥F (X,Y 0(mX))− F (X0(mX), Y 0(mX))∥∥∥
smX
.
By assumption 2 of the theorem, F is continuous at (X0, Y 0).That is, for any
positive β < γ, there exists a positive α < γ such that for any X ∈ Bnc(X0, α) one
has
(2.10)
∥∥∥F (X,Y 0(mX))− F (X0(mX), Y 0(mX))∥∥∥
smX
<
β
2M
.
Then by (2.2), (2.9) and (2.10),
(2.11)
∥∥∥gX(Y 0(mX))− Y 0(mX)∥∥∥
smX
≤
1
2
β.
Thus if X ∈ Bnc(X0, α)smX and Y ∈ Bnc(Y
0, β)smX , it follows from (2.7), (2.8),
and (2.11) that∥∥∥gX(Y )− Y 0(mX )∥∥∥
smX
<
1
2
∥∥∥Y − Y 0(mX)∥∥∥
smX
+
1
2
β ≤
1
2
β +
1
2
β = β.
Therefore
(2.12) gX(Bnc(Y
0, β)smX ) ⊂ Bnc(Y
0, β)smX .
In fact, we obtained that
gX(Bnc(Y
0, β)smX ) ⊂ Bnc(Y
0, β)smX .
By the classical contraction mapping principle, it follows that for anyX ∈ Bnc(X
0, α),
there exists a unique Y = YX := f(X) ∈ Bnc(Y 0, β)smX that is a fixed point of the
mapping
gX : Bnc(Y
0, β)smX → Bnc(Y
0, β)smX .
Conclusions I and IIa follow immediately. We only need to show that f is a nc
function, i.e., respects direct sums and similarities.
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First we prove that f respects direct sums, i.e., for X ′, X ′′ ∈ Bnc(X0, α),
f(X ′ ⊕X ′′) = f(X ′)⊕ f(X ′′).
We have gX′(YX′) = YX′ ∈ Bnc(Y 0, β)mX′ , gX′′(YX′′) = YX′′ ∈ Bnc(Y
0, β)mX′′
and
(2.13) gX′⊕X′′(YX′⊕X′′) = YX′⊕X′′ , YX′⊕X′′ ∈ Bnc(Y
0, η)mX′+mX′′ .
Now, by the definition of gX ,
gX′⊕X′′
(
YX′ ⊕ YX′′
)
= YX′ ⊕ YX′′ −
(
δY F (X0, Y 0)
)−1(mX′+mX′′ )
F
(
X ′ ⊕X ′′, YX′ ⊕ YX′′
)
.
Since F
(
X ′⊕X ′, YX′ ⊕YX′′
)
= F
(
X ′, YX′
)
⊕F
(
X,′′ , YX′′
)
= 0⊕ 0 = 0, we have
(2.14) gX′⊕X′′
(
YX′ ⊕ YX′′
)
= YX′ ⊕ YX′′ .
Since the fixed point is unique, it follows from (2.13) and (2.14)
YX′⊕X′′ = YX′ ⊕ YX′′ , or f
(
X ′ ⊕X ′′
)
= f(X ′)⊕ f(X ′′).
Now we show that f respects similarities. Let X ∈ Bnc(X0, α) and let S ∈
FsmX×smX be invertible and such that X
′
:= SXS−1 ∈ Bnc(X0, α). Then for any
c ∈ F, we have [
X
′
0
0 X
]
=
[
I −cS
0 I
] [
X
′
0
0 X
] [
I cS
0 I
]
,
or equivalently, X
′
⊕X = Tc
(
X
′
⊕X
)
T−1c , where
Tc :=
[
I −cS
0 I
]
.
For c 6= 0 small enough, we have Tcf
(
X
′
⊕X
)
T−1c ∈ Bnc(Y
0, β). Then(
X
′
⊕X,Tcf
(
X
′
⊕X
)
T−1c
)
⊂ Ω.
Since
F
(
X
′
⊕X,Tcf
(
X
′
⊕X
)
T−1c
)
= F
(
Tc
(
X
′
⊕X
)
T−1c , Tcf
(
X
′
⊕X
)
T−1c
)
= TcF
(
X
′
⊕X, f
(
X
′
⊕X
))
T−1c = 0,
by the part proved earlier, we must have Tcf(X
′
⊕ X)T−1c = f(X
′
⊕ X). Using
f(X
′
⊕X) = f(X
′
)⊕ f(X), we obtain
Tc
(
f(X
′
)⊕ f(X)
)
T−1c = f(X
′
)⊕ f(X),
or equivalently,[
I −cS
0 I
] [
f(X
′
) 0
0 f(X)
] [
I cS
0 I
]
=
[
f(X
′
) 0
0 f(X)
]
.
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The left-hand side is equal to[
f(X
′
) c(f(X
′
)S − Sf(X))
0 f(X)
]
.
Hence f(X
′
)S = Sf(X), i.e., f(SXS−1) = f(X
′
) = Sf(X)S−1 as required.
To prove conclusion IIb, we observe that f(Bnc(X
0, α)) ⊂ Bnc(Y
0, β) implies
‖f(X)‖ ≤ ‖Y 0‖+ β for any X ∈ Bnc(X0, α). By [13, Corollary 7.28], f is bounded
on Bnc(X
0, α) if and only if f is uniformly analytic on Bnc(X
0, α).
Next we prove conclusion III. We have that F (X, f(X)) = 0 for every X ∈
Bnc(X
0, α). By [13, Theorem 7.51 and Theorem 7.53], the derivatives of F exist
and moreover they are continuous on
Bnc(X
0, α)×Bnc(Y
0, β) ⊂ Bnc((X
0, Y 0), δ).
In particular, δY F and δXF are continuous,
δY F (X,Y ) ∈ Lcb(Y
sm(X,Y )×sm(X,Y ) ,Zsm(X,Y )×sm(X,Y ))
and
δXF (X,Y ) ∈ Lcb(X
sm(X,Y )×sm(X,Y ) ,Zsm(X,Y )×sm(X,Y ))
for every (X,Y ) ∈ Bnc(X0, α)×Bnc(Y 0, β). Using the chain rule we obtain
δXF (X, f(X)) + δY F (X,F (X))(δf(X)) = 0.
Making β (and hence the corresponding α) smaller if necessary, we can make
δY F (X,Y ) invertible on Bnc(X
0, α) × Bnc(Y 0, β), with a completely bounded in-
verse. Then
δf(X) = −
(
δY F (X, f(X))
)−1
δXF (X, f(X))
as required.

Proof of Theorem 1.4. Let
Ω :=
∞∐
n=1
(
Xn×n × ΩYn
)
⊂ (X × Y)nc.
Consider the function F : Ω→ Xnc, F (X,Y ) = g(Y )−X . Denote X0 = g(Y 0).
By the construction of F , F (X0, Y 0) = g(Y 0)−X0 = 0, and F is uniformly analytic
on Ω. δY F (X0, Y 0) = δg(Y 0) is invertible, and (δY F (X0, Y 0))−1 = (δg(Y 0))−1 ∈
Lcb(X s×s,Ys×s). Thus all the assumptions of Theorem 1.3 hold for F , and we
obtain the following conclusions:
• There exist α > 0, β > 0 such that for any m ∈ N,
Bnc(X
0, α)sm ×Bnc(Y
0, β)sm ⊂ Ωsm.
• There exists a nc function f : Bnc(X
0, α) → Bnc(Y
0, β), such that for
(X,Y ) ∈ Bnc(X0, α)sm ×Bnc(Y 0, β)sm,
(F (X,Y ) = 0) ⇐⇒ (Y = f(X)).
• δY F (X,Y ) has a completely bounded inverse on Bnc(X0, α) × Bnc(Y 0, β)
for every m ∈ N.
• f is uniformly analytic on Bnc(X0, α) with
δf(X) = −
(
δY F (X, f(X))
)−1
δXF (X, f(X)).
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We now prove that f is the inverse function for g, and that δf(X) =
(
δg(f(X))
)−1
.
Since F (X,Y ) = g(Y )−X,
F (X, f(X)) = 0⇒ F (X, f(X)) = g(f(X))−X = 0⇒ g(f(X)) = X.
Next, we have
δf(X) = −
(
δY F (X, f(X))
)−1
δXF (X, f(X))
= −
(
δY F (X, f(X))
)−1
(−idX smX×smX ) =
(
δg(f(X))
)−1
.
Set Γ = Bnc(X
0, α), ∆ = f(Γ) ⊂ Bnc(Y
0, β). Clearly, f : Γ→ ∆ is a surjection.
Since g(f(X)) = X for every X ∈ Γ, f is also an injection. And since f is uniformly
analytic, f is continuous. We also have that f−1 = g|∆ is continuous. Thus
g|∆ : ∆→ Γ is a homeomorphism, and ∆ is a uniformly open nc set. 
Lemma 2.1. In the assumptions of Theorem 1.6, for any (X1, Y 1), (X2, Y 2) ∈
Nilp(M×N , (X0, Y 0)), the operator ∆YRF ((X
1, Y 1), (X2, Y 2)) is invertible.
Proof. First we observe that for any (X1, Y 1), (X2, Y 2) ∈ Nilp(M×N , (X0, Y 0)),[
X1 0
0 X2
]
and
[
Y 1 Z
0 Y 2
]
are jointly nilpotent about (X0, Y 0).
∆YRF ((X
1, Y 1), (X2, Y 2))(Z) = F
([
X1 0
0 X2
]
,
[
Y 1 Z
0 Y 2
])
(1,2)
=
∞∑
ℓ=1
{([
X1 −X0(m) 0
0 X2 −X0(m)
]
,
[
Y 1 − Y 0(m) Z
0 Y 2 − Y 0(m)
])⊙sℓ}
(1,2)
×∆ℓRF ((X
0, Y 0), (X0, Y 0))
= Z∆YRF ((X
0, Y 0), (X0, Y 0)) +
∞∑
ℓ=1
ℓ−1∑
j=0
(X1 −X0(m), Y 1 − Y 0(m))⊙sj ⊙s Z
⊙s (X
2 −X0(m), Y 2 − Y 0(m))⊙s(ℓ−j)∆ℓ+1R F ((X
0, Y 0), (X0, Y 0))
=
(
∆YRF ((X
0, Y 0), (X0, Y 0))
)(m)(
(id +N)(Z)
)
,
where
N(Z) =
∞∑
ℓ=1
ℓ−1∑
j=0
(X1−X0(m), Y 1−Y 0(m))⊙sj⊙sZ⊙s(X
2−X0(m), Y 2−Y 0(m))⊙s(ℓ−j)
×
(
∆YRF ((X
0, Y 0), (X0, Y 0))
)−1
∆ℓ+1R F ((X
0, Y 0), (X0, Y 0)).
The linear operator N is nilpotent, i.e., Nγ = 0 for some γ ∈ N. Therefore the
operator id + N is invertible. Thus the operator ∆YRF ((X
1, Y 1), (X2, Y 2)) is in-
vertible. 
Proof of Theorem 1.6. For every m,κ ∈ N and X ∈ Nilp(M, X0; sm, κ), we define
the set
ΥX :=
{
Y ∈ N sm×sm : (X,Y ) ∈ Nilp(M×N , (X0, Y 0), κ′), for some κ′ ≥ κ
}
.
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Notice that ΥX ⊆ Nilp(N , Y 0, κ′) for some κ′ ≥ κ. We also define the mapping
gX : ΥX → ΥX by
(2.15) gX(Y ) = Y −
(
∆YRF ((X
0, Y 0), (X0, Y 0))
)−1(m)
F (X,Y ).
We now show that gX is well defined, i.e., gX(Y ) ∈ ΥX for Y ∈ ΥX . Indeed, since
Y ∈ ΥX implies that (X,Y ) ∈ Nilp(M×N , (X0, Y 0);κ′) for some κ′ ≥ κ, it suffices
to show that (
X −X0(m), gX(Y )− Y
0(m)
)⊙sκ′
= 0.
Using the TT formula
F (X,Y ) = F (X0(m), Y 0(m))
+
κ′−1∑
ℓ=1
(X −X0(m), Y − Y 0(m))⊙sℓ∆ℓRF ((X
0, Y 0), (X0, Y 0)),
we obtain(
X −X0(m), gX(Y )− Y
0(m)
)⊙sκ′
=
(
X −X0(m), Y − Y 0(m) −
(
∆YRF ((X
0(m), Y 0(m)), (X0(m), Y 0(m)))
)−1
×
κ′−1∑
ℓ=1
(X −X0(m), Y − Y 0(m))⊙sℓ∆ℓRF ((X
0, Y 0), (X0, Y 0))
)⊙sκ′
=
(
X −X0(m), Y − Y 0(m) −
κ′−1∑
ℓ=1
(X −X0(m), Y − Y 0(m))⊙sℓ
×
(
∆YRF ((X
0, Y 0), (X0, Y 0))
)−1
∆ℓRF ((X
0, Y 0), (X0, Y 0))
)⊙sκ′
= 0,
since
(X −X0(m), Y − Y 0(m))⊙sw = 0
for every word w in two letters g1, g2 of length κ
′ or greater. Here for w = gi1 . . . gik
we define(
X −X0(m), Y − Y 0(m)
)⊙sw
=
(
Xi1 −X
0(m)
i1
)
⊙s · · ·⊙s
(
Xik −X
0(m)
ik
)
,
where
Xi −X
0(m)
i :=
{
X −X0(m), if i = 1
Y − Y 0(m), if i = 2.
The TT formula also implies that F (X,Y ) ∈ Nilp(O; sm, κ′) for (X,Y ) ∈ Nilp(M×
N , (X0, Y 0); sm, κ′).
Now we prove that for every m,κ ∈ N and X ∈ Nilp(M, X0; sm, κ), there exists
Y ∈ ΥX such that F (X,Y ) = 0. We define a sequence
Y [0] = Y 0(m), Y [k+1] = gX(Y
[k]), k = 0, 1, . . . ,
and claim that
(2.16) Y [k+1] − Y [k] = (X −X0(m))⊙sk+1fk+1 + higher order terms,
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where fk+1 ∈ Hom((Ms×s)⊗k+1,N s×s), and is extended to
Hom
(
((Ms×s)⊗k+1)m×m, (N s×s)m×m
)
by fk+1(A) = [fk+1(aij)]i,j=1,...,m .
We apply induction on k. Note that (X,Y 0(m)) is in Nilp(M×N , (X0, Y 0); sm, κ)
since (X−X0(m), Y 0(m)−Y 0(m)) = (X−X0(m), 0).We first show that (2.16) holds
for k = 0. Using (2.15) and the TT formula for F ( · , Y 0(m)), we obtain
(2.17) Y [1] − Y [0] = −
(
∆YRF ((X
0(m), Y 0(m)), (X0(m), Y 0(m)))
)−1
F (X,Y 0(m))
= −
κ−1∑
ℓ=1
(X−X0(m))⊙sℓ
(
∆YRF ((X
0, Y 0), (X0, Y 0))
)−1(
∆XR
)ℓ
F ((X0, Y 0), (X0, Y 0))
= −(X −X0(m))
(
∆YRF ((X
0, Y 0), (X0, Y 0))
)−1
∆XRF ((X
0, Y 0), (X0, Y 0))
+ higher order terms
= (X −X0(m))f1 + higher order terms.
Let (2.16) be true for all powers 0, 1, . . . , k − 1, where k ∈ N. Using (2.15) and
the TT formula for F (X,Y [k]), we obtain
Y [k+1] − Y [k] = −
(
∆YRF ((X
0(m), Y 0(m)), (X0(m), Y 0(m)))
)−1
F (X,Y [k])
= −
(
∆YRF ((X
0(m), Y 0(m)), (X0(m), Y 0(m)))
)−1
×
∞∑
ℓ=1
(X −X0(m), Y [k] − Y 0(m))⊙sℓ∆ℓRF ((X
0, Y 0), (X0, Y 0))
= −
∞∑
ℓ=1
(X −X0(m), Y [k] − Y [k−1] + Y [k−1] − Y 0(m))⊙sℓ
×
(
∆YRF ((X
0, Y 0), (X0, Y 0))
)−1
∆ℓRF ((X
0, Y 0), (X0, Y 0))
= summands with powers not involving (Y [k] − Y [k−1])
+ summands with powers involving (Y [k] − Y [k−1])
= −
∞∑
ℓ=1
(X −X0(m), Y [k−1] − Y 0(m))⊙sℓ
×
(
∆YRF ((X
0, Y 0), (X0, Y 0))
)−1
∆ℓRF ((X
0, Y 0), (X0, Y 0))
− (Y [k] − Y [k−1]) + higher order terms
= −
(
∆YRF ((X
0(m), Y 0(m)), (X0(m), Y 0(m)))
)−1
F (X,Y [k−1])− (Y [k] − Y [k−1])
+ (X −X0(m))⊙sk+1fk+1 + higher order terms
= (X −X0(m))⊙sk+1fk+1 + higher order terms.
Note that all the sums have finitely many nonzero terms.
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It follows from (2.16) that Y [k+1] − Y [k] ∈ Nilp
(
N ; sm, ⌈ κk+1⌉
)
. In particular,
Y [κ] − Y [κ−1] ∈ Nilp(N ; sm, 1), i.e., Y [κ] − Y [κ−1] = 0, and thus F (X,Y [κ−1]) = 0.
Now define f(X) := Y [κ−1]. Obviously, (X,Y [κ−1]) ∈ Nilp(M×N , (X0, Y 0); sm)
so f(Nilp(M, X0; sm)) ⊂ Nilp(N , Y 0; sm). Thus, for each X ∈ Nilp(M, X0) there
exists Y (= f(X)) ∈ ΥX such that F (X,Y ) = 0.
Next we show that the solution of F (X,Y ) = 0 for each X ∈ Nilp(M, X0) is
unique. Moreover, if (X,Y ), (X,Y ′) ∈ Nilp(M×N , (X0, Y 0); sm) are such that
F (X,Y ) = F (X,Y ′), then we have Y = Y ′. By [13, Theorem 2.10]) (cf. (1.8))
0 = F (X,Y )− F (X,Y ′) = ∆YRF ((X,Y
′), (X,Y ))(Y − Y ′).
By Lemma 2.1, the operator ∆YRF ((X,Y
′), (X,Y )) is invertible, hence Y = Y ′.
We have proved that for each X ∈ Nilp(M, X0) there exists a unique Y (= f(X))
∈ ΥX such that F (X,Y ) = 0.
We prove now that f : Nilp(M, X0) → Nilp(N , Y 0) is a nc function. Let X ∈
Nilp(M, X0; sm), X˜ ∈ Nilp(M, X0; sm˜), and S ∈ Msm˜×sm be such that SX =
X˜S. Then we have (X, f(X)) ∈ Nilp(M×N , (X0, Y 0); sm), (X˜, f(X˜)) ∈ Nilp(M×
N , (X0, Y 0); sm˜). Applying [13, Theorem 2.11], we obtain
SF (X, f(X))− F (X˜, f(X˜))S
= ∆RF ((X˜, f(X˜)), (X, f(X))(S(X, f(X))− (X˜, f(X˜))S)
= ∆XRF ((X˜, f(X˜)), (X, f(X))(SX − X˜S)
+ ∆YRF ((X˜, f(X˜)), (X, f(X))(Sf(X)− f(X˜)S)
= ∆YRF ((X˜, f(X˜)), (X, f(X))(Sf(X)− f(X˜)S).
Since the left-hand side is 0 and by Lemma 2.1 the operator
∆YRF ((X˜, f(X˜)), (X, f(X))
is invertible, we obtain that Sf(X) − f(X˜)S = 0, i.e., f respects intertwinings.
Thus we have proved conclusion I.
Finally, we prove conclusion II. If X ∈ Nilp(M, X0; sm, κ), then (X, f(X)) ∈
Nilp(M×N , (X0, Y 0); sm, κ).We also observe that [X Z0 X ] ∈ Nilp(M, X
0; 2sm, κ+
1) for an arbitrary Z ∈Msm×sm. Hence([
X Z
0 X
]
, f
([
X Z
0 X
]))
=
([
X Z
0 X
]
,
[
f(X) ∆Rf(X,X)(Z)
0 f(X)
])
∈ Nilp(M×N , (X0, Y 0); 2sm, κ+1).
By part I,
0 = F
([
X Z
0 X
]
,
[
f(X) ∆Rf(X,X)(Z)
0 f(X)
])
.
Therefore
0 = F
([
X Z
0 X
]
,
[
f(X) ∆Rf(X,X)(Z)
0 f(X)
])
(1,2)
= ∆RF
(
(X, f(X)), (X, f(X))
)(
Z,∆Rf(X,X)(Z)
)
= ∆XRF
(
(X, f(X)), (X, f(X))
)
(Z)+∆YRF
(
(X, f(X)), (X, f(X))
)
(∆Rf(X,X)(Z)).
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Since ∆YRF
(
(X, f(X)), (X, f(X))
)
is invertible by Lemma 2.1, we obtain
∆Rf(X,X)(Z) =
−
(
∆YRF ((X, f(X)), (X, f(X)))
)−1
∆XRF
(
(X, f(X)), (X, f(X))
)
(Z).

Proof of Theorem 1.7. Denote X0 = g(Y 0). Consider the function F (X,Y ) =
g(Y )−X. Then by the construction, we have
• F : Nilp(M×N , (X0, Y 0))→Mnc,
• F (X0, Y 0) = 0,
• F is a nc function, and ∆YRF ((X
0, Y 0), (X0, Y 0)) = ∆Rg(Y
0, Y 0) is invert-
ible.
Thus all the assumptions of Theorem 1.6 hold, and we obtain the following conclu-
sions:
• There exists a nc function f : Nilp(M, X0) → Nilp(N , Y 0) ⊂ Nnc such
that X ∈ Nilp(M, X0) if and only if (X, f(X)) ∈ Nilp(M×N , (X0, Y 0)),
and Y = f(X) if and only if F (X,Y ) = 0.
• For any X ∈ Nilp(M, X0), the operator ∆YRF ((X, f(X)), (X, f(X))) is
invertible, and
(2.18) ∆Rf(X,X)(Z)
= −
(
∆YRF ((X, f(X)), (X, f(X)))
)−1
∆XRF ((X, f(X)), (X, f(X)))(Z).
If g(Y 1) = g(Y 2), then g(Y 1) − g(Y 2) = ∆Rg(Y 2, Y 1)(Y 1 − Y 2) for any Y 1 and
Y 2 ∈ Nilp(N , Y 0; sm) for some m. By Lemma 2.1, the operator ∆Rg(Y
2, Y 1) =
∆YRF
(
(X0(m), Y 2), (X0(m), Y 1)
)
is invertible. Therefore, Y 1 = Y 2. This means
that g is one-to-one.
Now from 0 = F (X,Y ) = g(Y ) − X, we have g
(
f(X)
)
≡ X for every X ∈
Nilp(M, X0). Hence g
(
Nilp(N , Y 0)
)
⊇ Nilp(M, X0). By [13, Remark 5.7], we
also have the inclusion “⊆”, so that g
(
Nilp(N , Y 0)
)
= Nilp(M, X0).
We have g
(
f(X)
)
= X for everyX ∈ Nilp(M, X0). Also, given Y ∈ Nilp(N , Y 0),
we have g(f(g(Y ))) = g(Y ). Since g is one-to-one, it follows that Y = f
(
g(Y )
)
.
Thus f = g−1.
By Lemma 2.1, ∆Rg(Y, Y ) = ∆
Y
RF
(
(X,Y ), (X,Y )
)
is invertible, where X ∈
Nilp(M, X0) is arbitrary. Therefore ∆Rg(f(X), f(X)) is invertible for every X ∈
Nilp(M, X0), and
∆Rf(X,X) = −
(
∆YRF ((X, f(X)), (X, f(X)))
)−1
∆XRF
(
(X, f(X)), (X, f(X))
)
= −
(
∆YRF ((X, f(X)), (X, f(X))
)−1
(−id) =
(
∆YRF ((X, f(X)), (X, f(X))
)−1
=
(
∆Rg(f(X), f(X))
)−1
.
The proof is complete. 
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3. Applications
3.1. Initial value problems for ODEs in nc spaces. In our earlier paper [1], we
obtained a nc version of the Banach contraction mapping theorem and then applied
it to obtain a theorem on the existence and uniqueness of the solution of the initial
value problem for ODEs of the form Y˙ = g(t, Y ) in nc spaces. The right-hand side
g was assumed to be a nc function of Y for every fixed t ∈ R and satisfied a global
Lipschitz condition. Consequently, the solution is also globally defined and having
a certain direct-sum structure when the initial condition has a similar structure.
In this section, we obtain a complementary result using the implicit nc function
theorem. The global Lipschitz condition on g is now replaced by the assumption
of continuity of its Gateaux derivative. Then the existence and uniqueness of the
local solution of the initial value problem is established. Moreover, we show that
the solution is a uniformly analytic nc function of the initial data.
Theorem 3.1. Let I be an interval in R and t0 an interior point of I. Let X be
a (real or complex) operator space, Γ ⊆ Xnc a uniformly open nc set, s ∈ N, and
X0 ∈ Γs. Suppose that g : I × Γ → Xnc is a continuous mapping with respect to
the uniformly-open topology on Xnc, its G-derivative δg is continuous in the norm
‖ · ‖Lcb(X s×s), and that g(t, ·) : Γ→ Xnc is a nc function for every fixed t ∈ I. Then
there exist δ > 0 with [t0 − δ, t0 + δ] ⊂ I, α > 0, and a uniformly analytic nc
function
(3.1) f : Bnc(X
0, α)→ C1([t0 − δ, t0 + δ],X
s×s)nc
such that, for every X ∈ Bnc(X0, α), Y = f(X) is a unique solution of the initial
value problem for the ODE
(3.2) Y˙ = g(t, Y ), Y (t0) = X.
Here C1([t0 − δ, t0 + δ],X s×s) is an operator space of X s×s-valued continuously
differentiable functions on [t0 − δ, t0 + δ] with respect to the sequence of norms
‖Y ‖sm = max{‖Y ‖∞, ‖Y˙ ‖∞}, m = 1, 2, . . . ,
where
‖Y ‖∞ = max
t∈[t0−δ,t0+δ]
‖Y (t)‖sm
and similarly for ‖Y˙ ‖∞.
Proof. By the Cauchy theorem on the existence and uniqueness of the solution of
the initial value problem for an ODE (see, e.g., [5, Theorem 10.4.5]), for X = X0,
there exists δ > 0 with [t0 − δ, t0 + δ] ⊂ I and a unique solution Y = Y 0 of the
problem (3.2) with the values in Γs and such that Y
0 ∈ C1([t0 − δ, t0 + δ],X s×s).
Let ∆ consist of functions from C1([t0 − δ, t0 + δ],X s×s)nc with values in Γ.
Clearly, Y 0 ∈ ∆. Since Γ is a nc set, so is ∆. We will show next that ∆ is uniformly
open. Let Y∗ ∈ ∆sr for some r ∈ N. The function Y∗ is continuous, therefore the
set Y∗([t0 − δ, t0 + δ]) is a compact subset of Γsr. For every t ∈ [t0 − δ, t0 + δ], let
ǫt > 0 be such that Bnc(Y∗(t), ǫt) ⊆ Γ. In particular, Bnc(Y∗(t), ǫt)sr ⊆ Γsr. The
balls Bnc(Y∗(t), ǫt)sr, t ∈ [t0 − δ, t0 + δ], cover the compact set Y∗([t0 − δ, t0 + δ]).
Let t1, . . . , tk ∈ [t0 − δ, t0 + δ] be such that the balls Bnc(Y∗(ti), ǫti)sr, i = 1, . . . , k,
form a finite sub-cover of Y∗([t0 − δ, t0+ δ]). Then, for every t ∈ [t0− δ, t0+ δ], one
has
max
i=1,...,k
(ǫti − ‖Y∗(t)− Y∗(ti)‖sr) > 0.
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Since the left-hand side of this inequality is continuous in t, we have that
µ := min
t∈[t0−δ,t0+δ]
max
i=1,...,k
(ǫti − ‖Y∗(t)− Y∗(ti)‖sr) > 0.
Let Y ∈ Bnc(Y∗, µ)srm for some m ∈ N. Then we have that, for every t ∈ [t0 −
δ, t0 + δ], there is i ∈ {1, . . . , k} such that
‖Y (t)− Y
(m)
∗ (t)‖srm ≤ ‖Y − Y
(m)
∗ ‖∞ ≤ ‖Y − Y
(m)
∗ ‖srm < µ
≤ ǫti − ‖Y∗(t)− Y∗(ti)‖sr.
Then
‖Y (t)− Y
(m)
∗ (ti)‖srm ≤ ‖Y (t)− Y
(m)
∗ (t)‖srm + ‖Y
(m)
∗ (t)− Y
(m)
∗ (ti)‖srm
= ‖Y (t)− Y
(m)
∗ (t)‖srm + ‖Y∗(t)− Y∗(ti)‖sr < ǫti ,
i.e., Y (t) ∈ Bnc(Y∗(ti), ǫti) ⊆ Γ. Thus Y∗ has a neighborhood Bnc(Y∗, µ) contained
in ∆, so that ∆ is a uniformly open nc set.
Let
Ω =
∞∐
m=1
(Γsm ×∆sm).
Clearly, Ω is a uniformly open nc set in (X s×s × C1([t0 − δ, t0 + δ],X
s×s))nc, and
F : Ω→ C1([t0 − δ, t0 + δ],X
s×s)nc
defined by
[F (X,Y )](t) := Y (t)−X −
∫ t
t0
g(τ, Y (τ)) dτ
is a continuous nc function. We note that (3.2) is equivalent to F (X,Y ) = 0. Since
δY g is continuous on [t0 − δ, t0 + δ]×∆ in the cb-norm, we can write
[δY F (X,Y )(Z)](t) = Z(t)−
∫ t
t0
δY g(τ, Y (τ))(Z(τ)) dτ.
Clearly, δY F is cb-continuous on Ω and, in fact, independent of X .
Our goal now is to show that δY F (X0, Y 0) ∈ Lcb(X s×s) is invertible and its
inverse is completely bounded, i.e., (δY F (X0, Y 0))−1 ∈ Lcb(X s×s). Given any
m ∈ N and G ∈ C1([t0 − δ, t0 + δ],X
sm×sm), there exists a unique solution Z ∈
C1([t0 − δ, t0 + δ],X sm×sm) of the equation
(3.3) δY F (X0, Y 0)(m)(Z) = G,
since (3.3) is equivalent to the initial value problem for the linear ODE
(3.4) Z˙(t)− δY g(t, Y 0(t))(m)(Z(t)) = G˙(t), Z(t0) = G(t0),
and the latter has a unique solution on [t0− δ, t0+ δ]; see, e.g., [5, Theorem 10.6.3].
Since the bounded operator δY F (X0, Y 0)(m) is invertible, its inverse
(δY F (X0, Y 0)(m))−1 =
(
(δY F (X0, Y 0))−1
)(m)
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is bounded as well by the Banach open mapping theorem. We are going now to
estimate its norm. If (3.3) holds, then
‖Z‖∞ ≤ ‖G‖∞ + max
t∈[t0−δ,t0+δ]
∥∥∥ ∫ t
t0
δY g(τ, Y (τ))(m)(Z(τ)) dτ
∥∥∥
sm
≤ ‖G‖∞ + δ max
t∈[t0−δ,t0+δ]
‖δY g(t, Y (t))‖Lcb(X s×s)‖Z‖∞.
Making δ smaller if necessary, so that
κ := max
t∈[t0−δ,t0+δ]
‖δY g(t, Y (t))‖Lcb(X s×s) <
1
δ
,
we obtain that
‖Z‖∞ ≤
‖G‖∞
1− κδ
≤
‖G‖sm
1− κδ
.
Using this estimate, we obtain from (3.4) that
‖Z˙‖∞ ≤ ‖G˙‖∞ + κ‖Z‖∞ ≤
(
1 +
κ
1− κδ
)
‖G‖sm =
1− κδ + κ
1− κδ
‖G‖sm.
Therefore
‖Z‖sm = max{‖Z‖∞, ‖Z˙‖∞} ≤ max
{ 1
1− κδ
,
1− κδ + κ
1− κδ
}
‖G‖sm.
If, moreover, δ ≤ 1, then we obtain the inequality
‖Z‖sm ≤
1− κδ + κ
1− κδ
‖G‖sm,
i.e.,
‖(δY F (X0, Y 0)(m))−1‖L(X sm×sm) ≤
1− κδ + κ
1− κδ
.
Since the right-hand side is independent of m, the operator (δY F (X0, Y 0))−1 is
completely bounded and
‖(δY F (X0, Y 0))−1‖Lcb(X s×s) ≤
1− κδ + κ
1− κδ
.
Now, as we fixed δ with the additional properties above, all the assumptions
of Theorem 1.3 on the nc function F are satisfied, and then its conclusions I and
II guarantee the existence of a uniformly analytic nc function f as in (3.1) which
assigns to every initial data X ∈ Bnc(X0, α) the unique solution Y of (3.2). 
3.2. Extremal problems with nc constraints. In this section, we discuss ex-
tremal problems in nc spaces with the constraints determined by nc functions. We
use the implicit nc function theorem to reduce the problem to certain equations
which give the necessary conditions for the constrained extremum. In the case
where the underlying nc spaces are over finite-dimensional vector spaces, we ob-
tain the equations with Lagrange multipliers. Since these extremal problems are
over matrices of infinitely many sizes, the results are somewhat different from the
classical (commutative) case.
Let X and Y be operator spaces over R [22]. Let Ω ⊆ (X ×Y)nc be a uniformly
open nc set, and let a function g : Ω→ R satisfy
(3.5) g(X(m), Y (m)) = g(X,Y ) for every X,Y ∈ Ω and m ∈ N.
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Let W be a real operator space and G : Ω → Wnc a nc function. Let τ : Wnc → R
satisfy
(3.6) τ(W (m)) = τ(W ) for every W ∈ Wnc and m ∈ N.
Then g = τ ◦G : Ω→ R satisfies (3.5). One example of such τ is given by
τ(W ) = ‖W‖n, W ∈ W
n×n, n ∈ N.
Another example is a normalized trace on Wnc, defined as an arbitrary bounded
linear functional on W and then extended to square matrices over W by
(3.7) τ(W ) :=
1
n
trace(τ (n)(W )) =
1
n
n∑
i=1
τ(Wii), W = [Wii] ∈ W
n×n, n ∈ N.
Indeed, given W = [Wii] ∈ W
s×s, we have
τ(W (m)) =
1
sm
trace
(
τ (sm)(W (m))
)
=
1
sm
sm∑
i=1
τ([W (m)]ii)
=
1
sm
·m
s∑
i=1
τ(Wii) = τ(W ).
Let Z be a real operator space and F : Ω → Znc a nc function. We will say that
(X0, Y 0) ∈ Ω is a point of constrained (local) maximum for g if g(X0, Y 0) ≥ g(X,Y )
for every (X,Y ) from some nc ball Bnc((X
0, Y 0), ǫ) ⊆ Ω subject to the constraint
F (X,Y ) = 0.
Suppose s ∈ N, (X0, Y 0) ∈ Ωs is a point of constrained maximum for g, and
g|Ωsm is G-differentiable at (X
0(m), Y 0(m)) for everym ∈ N. We also assume that F
satisfies the assumptions of Theorem 1.3 for the point (X0, Y 0). Then by Theorem
1.3 there exist α, β > 0 such that B(X0(m), α) × B(Y 0(m), β) ⊆ Ωsm for every
m ∈ N and a uniformly analytic nc function f : Bnc(X0, α) → Bnc(Y 0, β) so that
F (X,Y ) = 0 if and only if Y = f(X). Then X0 is a point of unconstrained local
maximum of the function Φ: Bnc(X
0, α)→ R defined by
Φ(X) = g(X, f(X)).
Restricting Φ to Bnc(X
0, α)sm = B(X
0(m), α), m = 1, 2, . . ., we obtain a sequence
of necessary conditions for the extremum of Φ:
δΦ(X0(m)) = 0, m ∈ N.
Taking into account conclusion III of Theorem 1.3, we can write
0 = δΦ(X0(m)) = δXg(X0(m), Y 0(m)) + δY g(X0(m), Y 0(m))δf(X0(m))
= δXg(X0(m), Y 0(m))− δY g(X0(m), Y 0(m))
· (δY F (X0(m), Y 0(m)))−1δXF (X0(m), Y 0(m))
= δXg(X0(m), Y 0(m))−δY g(X0(m), Y 0(m))
(
(δY F (X0, Y 0))−1δXF (X0, Y 0)
)(m)
.
In the special case of g = τ ◦ G, where G : Ω → Wnc is a nc function which is
G-differentiable at (X0, Y 0) and τ is a normalized trace onWnc, we have, for every
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H = [Hii] ∈ (X s×s)
m×m ∼= X sm×sm, that
δXg(X0(m), Y 0(m))(H) = τ(δXG(X0(m), Y 0(m))(H)) = τ(δXG(X0, Y 0)(m)(H))
=
1
m
m∑
i=1
τ(δXG(X0, Y 0)(Hii)) =
1
m
m∑
i=1
δXg(X0, Y 0)(Hii),
and similarly for H = [Hii] ∈ (Ys×s)
m×m ∼= Ysm×sm,
δY g(X0(m), Y 0(m))(H) = τ(δY G(X0(m), Y 0(m))(H)) = τ(δYG(X0, Y 0)(m)(H))
=
1
m
m∑
i=1
τ(δYG(X0, Y 0)(Hii)) =
1
m
m∑
i=1
δY g(X0, Y 0)(Hii).
Then it follows that, in this special case, the sequence of the necessary conditions
for the extremum above, with m = 1, 2, . . . , is equivalent to the single necessary
condition for m = 1.
We now summarize the discussion above in the following theorem.
Theorem 3.2. Let s ∈ N, let (X0, Y 0) ∈ Ωs be a point of constrained maximum
for a function g : Ω → R satisfying (3.5). If the nc function F : Ω → Znc that
determines the constraint satisfies the assumptions of Theorem 1.3 for the point
(X0, Y 0) and g|Ωsm is G-differentiable at (X
0(m), Y 0(m)) for every m ∈ N, then
(3.8)
δXg(X0(m), Y 0(m)) = δY g(X0(m), Y 0(m))
(
(δY F (X0, Y 0))−1δXF (X0, Y 0)
)(m)
,
m ∈ N.
If, in addition, g = τ ◦ G, where G : Ω → Wnc is a nc function which is G-
differentiable at (X0, Y 0) and τ is a normalized trace on Wnc, then the sequence of
equations (3.8) is equivalent to the single equation
(3.9) δXg(X0, Y 0) = δY g(X0, Y 0)(δY F (X0, Y 0))−1δXF (X0, Y 0).
We note that, in the special case of g = τ ◦ G that we singled out in Theorem
3.2, one can restrict the search for a point of constrained maximum to the critical
points, i.e., those points (X0, Y 0) which solve (3.9) together with F (X0, Y 0) = 0.
We now stick to the special case of g = τ ◦ G above and assume that X = Ra,
Y = Z = Rb, and W is an arbitrary real operator space. We will show that the
critical points in this case can be found by the method of Lagrange multipliers.
We first consider the case where a point of constrained maximum is scalar, i.e.,
s = 1 and
(x0, y0) = (x01, . . . , x
0
a, y
0
1 , . . . , y
0
b ) ∈ Ω1 ⊆ R
a+b.
Then δY F (x0, y0) can be identified with the invertible matrix [∂Fi∂yj (x
0, y0)] ∈ Rb×b,
and (3.9) is equivalent to the equations
(3.10)
∂g
∂xi
(x0, y0) =
b∑
j=1
b∑
k=1
∂g
∂yj
(x0, y0)
(
(δY F (x0, y0))−1
)
jk
∂Fk
∂xi
(x0, y0), i = 1, . . . , a.
Setting
λk = −
b∑
j=1
∂g
∂yj
(x0, y0)
(
(δY F (x0, y0))−1
)
jk
, k = 1, . . . , b,
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we can rewrite (3.10) as
∂g
∂xi
(x0, y0) +
b∑
k=1
λk
∂Fk
∂xi
(x0, y0) = 0, i = 1, . . . , a.
On the other hand, for i = 1, . . . , b, we have
∂g
∂yi
(x0, y0) +
b∑
k=1
λk
∂Fk
∂yi
(x0, y0)
=
∂g
∂yi
(x0, y0)−
b∑
j=1
b∑
k=1
∂g
∂yj
(x0, y0)
(
(δY F (x0, y0))−1
)
jk
∂Fk
∂yi
(x0, y0)
=
∂g
∂yi
(x0, y0)−
b∑
j=1
∂g
∂yj
(x0, y0)δij = 0.
Thus we obtain the full set of a + 2b equations for a constrained maximum, with
a+ 2b unknowns x01, . . . , x
0
a, y
0
1 , . . . , y
0
b , λ1, . . . , λk:
∂g
∂xi
(x0, y0) +
b∑
k=1
λk
∂Fk
∂xi
(x0, y0) = 0, i = 1, . . . , a,
∂g
∂yj
(x0, y0) +
b∑
k=1
λk
∂Fk
∂yj
(x0, y0) = 0, j = 1, . . . , b,
Fj(x
0, y0) = 0, j = 1, . . . , b.
In the case of a constrained maximum at (X0, Y 0) ∈ Ωs with s > 1, a similar
calculation gives the equations with matrices Λk ∈ Rs×s, k = 1, . . . , b, and s × s
matrix values of Fk(X
0, Y 0) (i.e., (a+ 2b)s2 equations with (a+ 2b)s2 unknowns):
∂g
∂(Xi)αβ
(X0, Y 0) +
b∑
k=1
trace
(
Λk
∂Fk
∂(Xi)αβ
(X0, Y 0)
)
= 0,
i = 1, . . . , a, α, β = 1, . . . , s,
∂g
∂(Yj)αβ
(X0, Y 0) +
b∑
k=1
trace
(
Λk
∂Fk
∂(Yj)αβ
(X0, Y 0)
)
= 0,
j = 1, . . . , b, α, β = 1, . . . , s,
(Fj(X
0, Y 0))αβ = 0, j = 1, . . . , b, α, β = 1, . . . , s.
In general, the search for a point of constrained maximum for g requires solving
these equations for all matrix sizes s ∈ N. Thus, for a problem at hand, an ad-
ditional insight would be valuable in order to restrict the search to certain matrix
sizes.
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