We propose the application of Enviromics to breeding practice, by which the similarity 16 among sites assessed on an "omics" scale of environmental attributes drives the prediction of 17 unobserved genotypes. 18 Abstract. Genotype by Environment interaction (G × E) studies have focused mainly on estimating 19 genetic parameters over a limited number of experimental trials. However, recent Geographic 20 34 when coupled with next-generation genotyping/phenotyping and powerful statistical modeling of 35 genetic diversity. Environmental scenarios can also be improved using information from strategic plans 36 for biodiversity and genetic resources management, especially in the current perspective of dynamic 37 climate change.
Information System (GIS) techniques have opened new frontiers for understanding and dealing with G 21 × E. These advances allow increasing selection accuracy across all sites of interest, including those 22 where experimental trials have not yet been deployed. Here, we introduce the term Enviromics under 23 an envirotypic-assisted breeding framework and propose the GIS-GE method, i.e. a geospatial tool to 24 maximize genetic gains by predicting the phenotypic performance of unobserved genotypes using 25 "enviromic markers". In summary, a particular site represents a set of envirotypes, each one 26 representing a set of environmental factors that interact with the genetic background of genotypes, 27 thus resulting in informative re-rankings to make decisions over different environments. Based on a 28 simulated case study, we show that GIS-GE allows accurate (i) matching of genotypes to their most 29 appropriate sites; (ii) definition of breeding areas that have high genetic correlation to ensure selection 30 gains across environments; and (iii) indication of the best sites to carry out experiments for further 31 analysis based on environments that maximize heritability. Envirotyping techniques provide a new class 32 of markers for genetic studies, which are inexpensive, increasingly available and transferable across 33 species. We envision a promising future for the integration of the Enviromics approach into breeding Introduction 41 One of the greatest challenges of modern agriculture is dealing with the limited prospects of 42 significantly expanding farmed land. Tailoring highly adapted genetic material to the available 43 environments becomes a key element to increase agricultural yields without the conversion of 44 additional land and losses due to adverse environmental impact (Garnett et al. 2013 ). The differential 45 response of genotypes across variable environments, known as Genotype by Environment (G × E) 46 interaction, represents one of the major challenges faced by essentially all breeding programs. 47 Traditional G × E studies are based on the restricted evaluation of a few trials designed to find estimates 48 of parameters that capture the genotypic interaction of the tested genetic materials with the 49 environments (Elias et al. 2016 ). 50 Phenotypic variation results from genetic and environmental influences, which have to be taken 51 into account in the evaluation of phenotypic plasticity (Nicotra et al. 2010 ). To maximize genetic gains, 52 it is thus necessary to collect data from all measurable environmental factors affecting the performance 53 of genotypes in any particular site (Des Marais et al., 2013) . Patterns of relationships between 54 environmental variables and the expression of genotypes can be exploited through modern concepts 55 of phenomics and genomics, which rely on high-throughput, large scale data collection and evaluation 56 techniques (Houle et al. 2010; van Eeuwijk et al. 2018) . Even here, the changes in the physical 57 environment have not yet been well exploited in the genetic analyses that seek correlations between 58 environmental factors and yield or performance variables. 59 Much of the actual research in this area at the interface of genetics and breeding focuses on 60 building options for selection against the genotype's environmental sensitivity (Rauw and Gomez-Raya 61 2015). Usually, these approaches rely on the separation of different sources of variability contributing 62 to the genotype's performance by looking at the changes of the values for a particular trait in a new set 63 of conditions in different environments. The quantity of change, in terms of the variance of the normal 64 population from which the genotype is sampled, is used to ascribe to the different causes of variability 65 in the genotype's response due to its genetics, to the environment and the fraction which arises from 66 the interaction of a particular hereditary makeup with a particular kind of environment. In advanced 67 genetic analyses, the total patterns of expression of a trait among the environments by a genotype or 68 by various genotypes along descriptors of the environment, are analyzed using reaction norm models 69 (De Jong 1995) , which rely on the definition of an environmental variable. In breeding practice, an 70 environmental variable for a reaction norm model of selection is usually calculated as the mean 71 phenotypic performance of a trait in a restricted range of environments (Finlay and Wilkinson 1963 ; 72 Eberhart and Russell 1966) and genetic covariance structures are proposed to re-rank breeding values 73 including Genotype by Environment interaction (Calus et al. 2004 ). The effect of describing an 74 environmental variable when building genetic covariance structures for reaction norm models of 75 selection has been currently investigated in animal breeding (for a review see Rauw and Gomez-Raya, 76 2015). 77 The possibility of using experimental data from a particular environment to anchor the prediction 
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In this study, we explore the concept of Enviromics in the context of plant breeding by presenting 112 and applying a method based on Geographic Information Systems coupled with genetics (GIS-GE) to a 113 case study based on advanced environmental interpolation techniques. We show that the main 114 advantages brought about by this method are an improved matching of genotypes to their most 115 appropriate sites, the improved zoning of breeding areas with high genetic correlation, and the 116 indication of the best sites to carry out experiments for further analysis based on regions that maximize 117 the heritability. Environmental and genetic data simulation 185 We simulated a didactical dataset with 50 experimental trials comprising 100 plant genotypes 186 named G001, G002, up to G100, using R software (Team R 2015) . In the simulation, two sequential 187 stages were adopted. The first consisted of the land area composition into a geoprocessing 188 environment and formulation of the envirotypic data, independent of genotypic and phenotypic 189 information. The second one consisted of generating trials and genotypes, while the plant phenotypes 190 were built in such a way as to have four variant sources: (i) genotypic values normally distributed with 191 known mean and variance, (ii) a genotypic relationship with the envirotypic information of the previous 192 simulation stage, (iii) a particular trial effect, and (iv) an overall random error. Figure 1 -a shows a 193 schematic example containing some trials, and the arrangement of the envirotypic data of each 194 enviromic marker. 195 The 50 trials were randomly allocated to a square area covering 10,000 pixels. The mimicked 196 response trait was agricultural yield, which could correspond, for example, to the yield of an annual 197 grain crop, timber volume of a planted forest tree, forage biomass or fruit yield of a fruit crop. We 198 simulated data for external environmental variables that could potentially affect yield in the area. One Step 1: Enviromental Index (EI): The phenotypic mean within the 50 experimental trials deployed in 231 the area is calculated and we subsequently generate values of this variable for the entire range of pixels 232 of the raster by using a Random Forest (RF) regression in R software (Liaw and Wiener 2002) , a 233 nonparametric multivariate modeling technique that is well suited to capture nonlinear dependencies 234 that uses a common machine learning algorithm based on an enhanced utilization of regression trees. 235 According to Koch et al. (2019) , several studies from different geoscience fields have shown that RF has 236 overcome most other machine learning techniques available at the time. In our study, five hundred 237 decision trees (default arguments of the randomForest R function) were built to establish the 238 relationship between the mean performance of the genotypes within trial for the evaluated yield trait 239 and the 100 enviromic markers. Therefore, the RF adjusted from the phenotypic mean data are used 240 to predict the Environmental Index (EI) across all pixels in the area, using kriging interpolation (see 241 Figure 1 -b). We assumed that the higher the predicted phenotypic mean of the site the higher the 242 adaptive fitness, and consequently, the better the site quality. Finally, the EI values were rescaled to 0-243 1: 0 being the worst site, and 1 the best one. In addition to composing the genetic model elucidated 244 below, the EI has the important role of imputing the envirotypes for all pixels of the area, which may 245 then be used for further breeding inferences. 246 Like any other data-based modeling technique, the RF algorithm requires training and validation. 247 The verification of the EI quality for the whole area is carried out by leave-one-out cross-validation 248 (Kohavi 1995) , and the model was trained with data of 49 trials and predicted for the 50 th . The validation 249 procedure is repeated until all the environments have a predicted value, and subsequently the 250 correlation between the observed and predicted values was calculated.
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Step 2: Genetic modeling: A first model was used considering the trials as experimental blocks, in the 252 shape of:
where: is the vector of phenotypic means per genotype and trial ; represents the fixed effects 257 (overall intercept); represents the random effects of genotypes with variance-covariance structure 258 as ~N(0, 2 ); is the numerator relationship matrix; represents the random effects of trials with 259 variance-covariance structure as ~N(0, 2 ); X, and W are the incidence matrices of , g and t, 260 respectively. The residual vector was assumed as ~N(0, 2 ). The broad-sense heritability is given 261 as ℎ 2 = 2 ( 2 + 2 + 2 ) ⁄ .
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To represent the association of the evaluated trait with the EI, the following linear model can be 263 adopted (a univariate case) ( wherein, is the data vector; is the vector of fixed effects; is the vector of random errors; 0 and 281 1 are vectors referring to the coefficients of random regression, which relate the intercepts and EI 282 slopes, respectively. is the incidence matrix for fixed effects; 0 is the incidence matrix for 0 , 283 containing 0 and 1's; 1 is a matrix associating 1 with , containing zero and EI values. We have the Starting from initial values for and 2 , we obtain , and from the mixed model equations, 327 which are used in the estimators and 2 , 0 2 , 0 1 , 1 0 and 1 2 whose estimates are returned to the 328 mixed model equations. This is done successively until convergence. Initial values of 0 2 , 0 1 and 1 2 329 can be obtained from estimates of ̂2 for some EI, by the method of restricted maximum likelihood 330 (REML). 331 Estimated genetic values (EGV) for genotype can be predicted for various sites (indicated by the 332 EI) through random linear regression: ̂=̂0 +̂1 . The EGV predictions allow the re-ordering 333 of the candidates to the selection, in the different sites, allowing the re-selection of individuals 334 according to the desired EI. 335 Based on the genetic correlation matrix among grouped EI (i.e., pixels addressing 0 ≤ EI < 336 0.1, 0.1 ≤ EI < 0.2, … , 0.9 ≤ EI ≤ 1), we used the UPGMA procedure (Sokal 1958) to define breeding 337 zones, that are locations within which genetic correlations between genotype and EI were optimized. 338 In addition, a recommendation map for potential yield of the best ranked genotypes was also provided 339 as additional visual information derived from GIS-GE. 340 Finally, in order to evaluate the proposed methodology under unbalanced conditions, the random 341 regression model was tested for the following two situations described below. The success inferences 342 were carried out based on the phenotypic average of the selected genotypes (i.e., the first best 343 genotype ranked for each pixel).
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• Randomly reduction of the number of trials (down to a minimum of three The EI was constructed by extrapolating yield for the whole area, and subsequently rescaling it to 355 0-1. The mean and EI deviations for all pixels were 0.53 ± 0.27, and for the 50 trials was 0.43 ± 0.29. 356 The distribution of the Environmental Index (EI) for the entire area presented an irregular shape with a 357 higher density around 0.1 and 0.75. Lower densities were observed in the lower and upper tails ( Figure   358 2a). Figure 2b shows the behavior of the 100 genotypes along the range of EI values in terms of the 359 reaction norm for all EIs. The EI distribution for the 50 trials showed a well-distributed range between 360 0 and 1 (Figure 2c ). We observed a great overlap between the EI of the whole area and EI subset to the 50 trials 362 (Figure 2a ), which is a desired feature for the application of the GIS-GE approach. Moreover, the EI is 363 expected to show a positive correlation with the simulated trait yield. The correlation between the 364 average yield of the 50 trials and the EI was 0.98; whereas it was 0.54 when considering both trials and 365 genotypes. The decreased correlation is explained by the genotypic variability existing within each trial. 366 Following cross-validation, the predictive ability of the RF model was 0.87. These metrics together 367 highlight the suitability of the GIS-GE approach even when there are no yield records from existing trials 368 in the target area. Finally, the general mean and standard deviation of yield considering all 100 369 genotypes and interpolating to the whole area (10,000 pixels) was equal to 47.23 ± 5.46.
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Genetic modeling 371 Throughout the pixels of the area, and considering the assumed range of EI (0.00 to 1.00), the 372 broad sense heritabilities varied between 0.41 and 0.47, with the lowest valley value equal to 0.19 in EI 373 = 0.32. We also observed that the two highest heritabilities were seen at the EI extremities (Figure 3a) . 374 The average estimated heritability was 0.32, thus larger than the parameter value used in the 375 simulation (without the G × E factor). In terms of the worst (EI=0) and the best (EI=1) environments, the 376 genetic variances were 39.18 and 138.29, respectively. The lowest value was equal to 16.95 at EI = 0.30. 377 The residual variance was 56.75 at (EI = 0) and 154.50 at (EI = 1), so that its lowest value was 56.75 at 378 EI = 0. The model without EI, which considers the trials as experimental blocks presented an overall 379 2 = 20.00; 2 = 40.75, and 2 = 106.23, resulting in an overall broad sense heritability equal to Higher genetic correlations (rg) were observed between EI=1.00 and EI=0.50, with rg values 382 between 0.99 and 0.84, suggesting low re-ranking between genotypes in these locations (Figure 3b ). 383 The lowest genetic correlation laid between the opposites EI=0.00 and EI=1.00, equal to -0.49. The
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UPGMA procedure for grouping the locations with high genetic correlation between EI and genotypes 385 resulted in the definition of three breeding zones: red (EI between 0.00 and 0.32); khaki (EI between 386 0.33 and 0.44) and blue (EI between 0.45 and 1.00) (Figure 4a ). Among the set of fifty trials, twenty- From the 100 genotypes evaluated through GIS-GE, there were five ranking first in at least one 402 pixel, i.e. G050, G061, G062, G065 and G098, which were best in 14.13, 30.19, 1.85, 15.26 and 38.57% 403 of the whole area, respectively (Figure 4b ). When looking for the best genotype for each pixel, the 404 tendency was that neighboring pixels shared the same genotype. When deploying these five 405 recommended genotypes in the field conditions of the evaluated envirome, the expected yield 406 potential is shown in Figure 4c with an average yield equal to 62.24. It is important to note that each 407 pixel in the area has a particular genotypic ranking. For example, when removing the best one (first 408 selected), the second-best genotypes were G006, G032, G041, G074 and G089 in 4.25, 44.93, 25.69, repeated observation of an individual genotype (or its progeny) may show that its performance is 459 spatially patterned across the locations within the area. In our methodology, the geographical area is 460 an image so that each location is a pixel space in a coordinate system. These coordinates are not very 461 meaningful, but in our data simulation they encoded useful notions of distance (longitude and latitude) 462 and magnitude. Each pixel has intensity in some range, so that the envirotypes are now an image 463 consisting of a big collection of pixels (Figure 1a ). Noteworthy is that only few pixels contain genetic be discarded. In the present study, markers were simulated without missing data. Follow up studies will 495 be done to define the optimal thresholds for quality control of enviromic markers. 496 For breeding practice in the enviromics perspective, the number of field trials in a given land area 497 should satisfactorily support accurate recommendation of genotypes using GIS-GE, i.e., the field trials 498 are expected to cover the range of 0-1 as best as possible, matching the entire range of EI. However, 499 as a continuous random variable, it is very common that the EI values display a normal distribution, so 500 it is also important that the experiments have EI values close to the mean so that a larger area presents 501 good degree of confidence for the application of environmental models and non-linearities can be 502 explored. or even soil classes (Hartemink 2015) , since each class is properly represented by one or more 508 experimental points. Although enviromics is expected to be more functional for complex traits, given 509 the intimate relationship between the G × E interaction and quantitative traits, it can also be applied to 510 more discretely distributed traits related to resistance or tolerance to biotic and abiotic stressors, 511 provided that the model for EI generation is fed with data from environmental variables that trigger 512 the targeted physiological stresses. For example, if the focus of the study is improving water deficit 513 tolerance, it is extremely important that data on water availability is included in the envirotyping 514 routine. If the focus is resistance to tick-born diseases in animals, it is important to feed the model with 515 data on the occurrence and density of the arachnids responsible for the disease (Giles et al. 2014 ). Thus, 516 it is possible to adopt the enviromics approach to traits with different levels of heritability, including 517 disease escape in regions with endemic pests for example (Shakoor et al. 2017) . 518 The accuracy of an enviromic model applied to breeding will depend primarily on the size of the In contrast to this canonical view, we have introduced the potential application of enviromics in 571 genetic improvement, by presenting the GIS-GE methodology to select and recommend genotypes for 572 non-sampled sites. For this purpose, a network of genetic trials was simulated in the final stage of the 573 breeding program such that genotypes in these trials could be hybrid varieties or commercial lines, 574 vegetatively propagated clones, or even animal breeds. In our simulation, the environmental variability 575 was considered a preponderant factor in the generation of phenotypic variability. Therefore, one 576 hundred different environmental variables were adopted arbitrarily, without necessarily correlation 577 existing between them (Figure 1a ). As a consequence, the results indicate that ranking of genotypes 578 may vary abruptly among EI across the land area, even for those which display very similar 579 environmental variability depicted in terms of their corresponding EI (Figure 2b ). The genotype with 580 the greater phenotypic mean (G061), which was recommended for approximately 30% of the area was 581 not even close, in terms of yield, to genotype G050 ranked first in most trials (Figures 2b and 4b) . In 582 addition, the analysis indicated a poor performance of G061 in environments with EI <0.25 (Figure 2b) . 583 An inverse interpretation can be made for genotype G039, which was the worst in terms of phenotypic 584 mean (Figure 2b ). Another interesting case was genotype G074, which showed low phenotypic values 585 in environments with EI> 0.25. Although it may be a bad recommendation for environments with higher 586 EI, it demonstrated good performance in environments with low productive potential, and could be 587 recommended for these locations in some situations. selections of a zone with the highest average correlation. In our work the genetic correlation between 621 the khaki and blue zones was 0.70, indicating that no drastic G × E interaction would be expected 622 between these two macro-environments. Furthermore, within a breeding area, priority should be given 623 to allocate trials where a better ability to capture missing heritability is expected, as sites with higher 624 heritability are prone to be sites of higher selective accuracy (Marcatti et al. 2017) . 625 With a recommendation map in hands, the breeder or the agricultural extension service may 626 indicate better genotypes for very specific boundaries in the area (Figure 4b ). More than one genotype 627 should be recommended per site, contemplating two points highlighted by Annicchiarico et al., (2006) : 628 (i) mitigate the risk of unexpected susceptibility to a biotic or abiotic stress by a single recommended 629 cultivar; (ii) take into account genotypic differences that were not statistically significant during 630 recommendation analysis. Schedule and logistic issues can also be incorporated into enviromics contributions from enviromic markers in an analogous fashion as a quantitative genetics model. 717 Multivariate models, such as principal components analysis, and modern approaches from artificial 718 intelligence will likely allow better definition of enviromic markers improving the computation of 719 Environmental Indexes. Enviromics models are flexible and can be easily adjusted according to changes 720 in the environment, a particularly useful feature in the context of climate change scenarios. 721 Additionally, enviromic markers are climatic or landscape-based variables. As such, not only are they 722 universal for any animal or plant species but more importantly they can be obtained in a significantly 723 cheaper and faster way than any other omics marker data such as DNA, RNA, proteomic or epigenomics. 724 Finally, we have also proposed a methodology called GIS-GE derived from the enviromics 725 conceptualization, to recommend genotypes for specific areas, to define optimal breeding zones, to 726 understand the spatial boundaries in which a genetic trial can be used for selecting breeding material, 727 and to identify sites that provide better capabilities for the genetic expression of a phenotypic trait. We 
