The maximum likelihood(ML) estimation of the scale parameters of an exponential distribution based on progressive Type II censored samples is given. The sample is multiply censored (some middle observations being censored); however, the ML method does not admit explicit solutions. In this paper, we propose multiply progressive Type II censoring. This paper presents the statistical inference on the scale parameter for the exponential distribution when samples are multiply progressive Type II censoring. The scale parameter is estimated by approximate ML methods that use two different Taylor series expansion types (AMLE I , AMLE II ). We also obtain the maximum likelihood estimator(MLE) of the scale parameter σ under the proposed multiply progressive Type II censored samples. We compare the estimators in the sense of the mean square error(MSE). The simulation procedure is repeated 10,000 times for the sample size n = 20 and 40 and various censored schemes. The AMLE II is better than MLE and AMLE I in the sense of the MSE.
Introduction
Consider an exponential distribution with probability density function(pdf) The estimation of the parameters of the exponential distribution based on censored samples has been investigated by many authors such as Balakrishnan and Sandu (1996) , Kang and Cho (1998) , Kang and Park (2005) , Singh and Kumar (2007) , Asgharzadeh (2009) , Chen and Lio (2010) , and Shin et al. (2010) . Balakrishnan and Sandu (1996) derived the best linear unbiased estimators(BLUEs) and maximum likelihood estimation under a general progressive Type II censored sample. Kang and Cho (1998) obtained the MRE for exponential distribution under general progressive Type II censored samples. Kang and Park (2005) derived an approximate maximum likelihood estimator(AMLE) for The multiply progressive Type II censoring schemes the exponentiated exponential distribution based on a multiply Type II censored samples. Singh and Kumar (2007) derived a Bayes estimation based on a multiply Type II censoring scheme. Asgharzadeh (2009) derived an AMLE for the scaled generalized exponential distribution under progressive Type II censoring. Chen and Lio (2010) considered the parameter estimation for generalized exponential distribution under progressive Type I interval censoring. Shin et al. (2010) considered the parameter estimation for exponential distribution under progressive Type I interval censoring.
Many situations in life testing experiments exist where units are lost or removed from experimentation before failure. The loss may occur carelessly or unconsciously. For example, carelessly loss may occur in the case of accidental breakage of an experimental unit. Herd (1956) introduced a progressive censored sample. Under progressive censored sample, however, some units can be failed between two points of observation with exact times of failure of these units unobserved. For example, loss may arise in life-testing experiments when the failure times of some units were not observed due to mechanical or experimental difficulties. Therefore, the new censoring method is needed.
This study has two aims. The first is to propose multiply progressive Type II censoring. The second aim is to consider the MLEs of the scale parameter σ when the data are multiply progressive Type II censored data. However, MLEs cannot be obtained in a closed form. We use the Bisection method and AMLEs to compute the MLEs. The rest of the paper is organized as follows. In Section 2, we propose a multiply progressive Type II censoring scheme. In Section 3, we derive some AMLEs of the σ for the exponential distribution under the proposed multiply progressive Type II censoring samples. The σ is estimated by an AMLE method using two different Taylor series expansion types.
Multiply Progressive Type II Censoring
Consider an experiment in which n exponential components are put to test simultaneously and the failure times of these components are recorded, where m is the preset number of failures to be observed. At the time of the first failure, IR 1 of the n − 1 surviving units are randomly withdrawn from the life testing experiment. At the time of the next failures, IR 2 of the n − 2 − IR 1 surviving units are randomly and progressively withdrawn from the life testing experiment. be the resulting progressive Type II censored sample being the progressive censoring scheme. Then it is simple to derive the MLE of σ (Balakrishnan and Sandu, 1996) aŝ
Under the progressive Type II censoring scheme, suppose the experimenter fails to observe the middle r observations. Now, let
be the available multiply progressive Type II censored sample. A schematic representation of the multiply progressive Type II censoring scheme is presented in Figure 1 . The likelihood function based on (2.3) is given by
Let Z a i :m:n = X a i :m:n /σ and then the variables Z a i :m:n have a standard exponential distribution with pdf f ( z a i :m:n ) = e −z a i :m:n , z a i :m:n ≥ 0, and cdf F ( z a i :m:n ) = 1 − e −z a i :m:n , z a i :m:n ≥ 0, we may rewrite the above likelihood function as
Upon substituting for the functions F (·) and f (·), we obtain from (2.4) that
On differentiating the log-likelihood functions with respect to σ of (2.5) and equation to zero, we obtain the estimating equations as
We can find the MLEσ of σ that maximize the log-likelihood function in (2.5) by solving the (2.6). Some numerical methods must be employed since the (2.6) cannot be solved explicitly; therefore, we use the bisection method to obtain the numerical solution of the (2.6).
Approximate Maximum Likelihood Estimators
Since the (2.6) cannot be solved explicitly, it will be desirable to consider an approximation to the likelihood equations which provide us with explicit estimators for σ (Kang, 2003) .
Let
where Then, we can approximat the functions by .
By substituting the equations (3.1) and (3.2) into the equation (2.6), we may approximate the equation in (2.6) by
The equation (3.3) is a quadratic equation in σ, with its roots given bŷ
where 
in Taylor series around the points ξ a i :m:n .
Then, we can approximate the functions by the equations, By substituting the equations (3.5) into the equation (2.6), we may approximate the equations in (2.6) by
We can derive AMLE as follows;σ
where
Illustrative Example and Simulated Results
In this section, we present examples to illustrate the methods and assess the performance of estimators discussed in the previous sections. Nelson (1982) gives data on times to the breakdown of an insulating fluid in an accelerated test conducted at various test voltages. The data are as follows: We apply the Kolmogorov Smirnov test to examine whether the data follow an exponential distribution. We obtained the MLE(σ = 14.3582) of the σ. Using this result, we create the critical value for the Kolmogorov test statistic for an exponential distribution by the Monte Carlo method. Since the critical value(= 0.3004) at the significance level of α = 0.05 exceed the corresponding values of the test statistics(= 0.2464), we can conclude that the data follow an exponential distribution. In this example, we have n = 19, m = 13, and r = 2. The observations and censoring scheme are given in Table 1 . From the (2.6), (3.4), and (3.7) the MLEsσ = 18.3325, the AMLEsσ I = 18.9059, and σ II = 18.5522 are obtained.
Real data

Simulation results
To compare the performance of the proposed estimators of σ, we simulated the MSE and bias of all proposed estimators, by employing the Monte Carlo simulation method. The multiply progressive Type II censored data for sample size n = 20 and 40, and various censoring schemes from the standard exponential distribution are generated using the algorithm presented in Balakrishnan and Sandhu (1995) . Using this data, the MSEs of all proposed estimators are simulated by the Monte Carlo method based on 10,000 runs for the sample size n = 20 and 40, and various choices of censoring under the multiply progressive Type II censored samples with σ = 1. The simulation results are presented in Table 2 and Table 3 , respectively. For simplicity in notation, we will denote the schemes (0, 0, 0, . . . , n − m) by (m * 0, n − m). For example, (7 * 0, 2) denotes the progressive censoring scheme (0, 0, 0, 0, 0, 0, 0, 2).
From the Section 3, the MSEs of the estimators are simulated by the Monte Carlo method (based on 10,000 Monte Carlo runs) for sample size n = 20 and 40, and various censoring schemes. We mainly compare the performances of the proposed estimators of σ, in terms of their biases and MSEs for various censoring schemes. From Table 2 and Table 3 , the estimatorsσ II is generally more efficient than theσ I and maximum likelihood estimatorσ.
From Table 2 and Table 3 , the following general observations can be made. For all methods, the MSEs of all estimators decrease as sample size n increases. For a fixed sample size, the MSE increases generally as the number of progressive censoring data IR increases. For fixed sample and progressive censoring data size, the MSE increases generally as the number of missing data r increases.
Concluding Remarks
In this paper, we propose the multiply progressive Type II censoring. We derive the AMLEs and the MLE of σ in an exponential distribution based on a multiply progressive Type II censored sample. The parameter σ is estimated by approximate maximum likelihood estimation method using two different types of Taylor series expansions. We evaluate the MSEs of the MLE of the σ using the bisection method. We can see thatσ II is generally more efficient than theσ I andσ.
In future studies, we will examine the estimation of the σ in exponential distribution based on multiply progressive Type II censoring using a Bayesian method. We will also consider the estimation of the scale parameter σ and location parameterµ in the exponential distribution based on multiply progressive Type II censoring.
