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We consider an open quantum system for which only a subset of all possible transitions are
accessible, while the remaining ones are hidden from direct observation. Using a modification of
the notion of quantum jump trajectories we introduce the coarse-grained hidden entropy, which
quantifies the entropy production in the hidden subsystem conditioned on our observations of the
visible part. The entropy production consisting of the sum of visible and coarse-grained hidden
entropy is shown to satisfy an integral fluctuations theorem. Depending on the nature of the
continuously occurring measurement and feedback processes between the interacting subsystems,
the visible entropy can take negative values in which case the hidden systems acts as a Maxwell’s
demon. Our results allow us to study quantum-mechanical effects in autonomous systems, such as
the autonomous quantum Maxwell’s demon we introduce as an illustrative example.
PACS numbers: 05.30.-d, 05.40.-a, 05.70.Ln, 42.50.Lc
I. INTRODUCTION
Thermodynamics is one of the oldest and most well
established areas of physics [1, 2], and despite its long
history it is still a very active field of research. In re-
cent decades, one of the biggest breakthroughs in both
classical and quantum non-equilibrium thermodynamics
has been the discovery of fluctuation theorems (FTs),
such as the celebrated Jarzynski [3] and Crooks [4] equal-
ities. Fluctuation theorems are important mathematical
tools linking very well understood (and idealized) equi-
librium thermodynamics to the messier realities of non-
equilibrium thermodynamics. They relate the probabil-
ity of a process happening forwards in time with the prob-
ability of the reverse process, and form a generalization of
one of the most fundamental laws in physics, the second
law of thermodynamics [5]. Fluctuation theorems reveal
the non-zero probability of the “time-reversal of an irre-
versible process”, showing that entropy only increases on
average, but can stochastically also decrease, especially
in small systems.
Most of the recent advances were made largely thanks
to the advent of stochastic thermodynamics [6–8]. This
framework broadens our understanding of thermody-
namic concepts from the level of ensemble averages to
individual microscopic trajectories in phase space. Even
more recently, the extension of stochastic thermodynam-
ics from the classical to the quantum regime, chiefly
based on the concept of quantum jump trajectories [9–
16], has lead to new insights into the thermodynamic
behaviour of quantum systems. These insights have also
contributed to results capturing truly quantum effects,
such as the thermodynamic role of entanglement and co-
herences [17–27], some of which are even within current
experimental reach [28].
Feedback control is another important idea which has
recently received a great amount of interest, both in the
classical [7, 29–34] as well as the quantum regimes [35–
39]. Feedback control refers to performing measurements
of a systems during a given protocol and then altering the
remaining protocol based on the measurement outcome.
In this way, it provides a useful tool to achieve the desired
dynamics in small thermodynamic systems.
Both fluctuation theorems and feedback control are
well established in classical thermodynamics (although
many open questions still remain), but much less is
known about them in the quantum setting. One unsolved
problem relates to fluctuation theorems for autonomous
quantum systems [40–43]. Currently, most quantum fluc-
tuation theorems and feedback control protocols assume
some kind of external control. Physically, this implies
that there has to be a classical external system which is
not part of the quantum description but which interacts
with the quantum systems. Because this external sys-
tem is not a part of the explicit quantum framework, it
can neither develop correlations with the other systems,
suffer from degradations, nor exhibit any other quantum
effects. Such a treatment is justified if one assumes that
this additional system is of macroscopic size, but this
approach begins to fail as the auxiliary system itself gets
smaller and quantum effects come into play. If we want to
understand fully self-contained quantum machines which
have a feedback controller embedded, an extension of cur-
rent results is required.
This extension to autonomous quantum systems is the
main aim of this article. Specifically we consider an open
quantum system for which only a subset of its environ-
mental interactions are experimentally accessible, similar
to the classical setup discussed in [44, 45]. Having split
the system into visible and hidden parts, we find a pro-
cess that can be thought of as continuous measurement
and feedback performed by each system on the other. We
introduce a coarse-grained hidden entropy which quanti-
fies the entropy production in the hidden part based on
the knowledge of the visible part, and establish a fluctu-
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2ation theorem for the full system. We further show that
the hidden system can act as an autonomous Maxwell’s
demon [7, 45–49], inducing a negative heat flow in the vis-
ible system in seeming violation of the second law, which
can be rectified by including the coarse-grained hidden
entropy in the account of entropy.
This article is structured as follows: In section II we re-
view the basic idea of quantum jump trajectories and the
FT introduced in [14]. In section III we introduce a mod-
ified version of the quantum jump approach which is suit-
able to partially hidden dynamics, introduce the coarse-
grained hidden entropy ∆σY , and establish the general
FT. These abstract results are then applied in section IV
to a simple but very informative toy model of two inter-
acting qubits, one of which can act as a Maxwell’s demon
on the other. Finally we conclude with a discussion in
section V.
II. QUANTUM JUMP TRAJECTORIES
The standard quantum jump (QJ) approach starts
from one of the most universal description of the evo-
lution of open quantum systems, the Lindblad master
equation
ρ˙ = −i[H, ρ]− 1
2
∑
k
(
L†kLkρ+ ρL
†
kLk − 2LkρL†k
)
(1)
where ρ is the state of the quantum system, H its Hamil-
tonian, and Lk a set of Lindblad operators describing
the dissipation due to interactions with the environment.
Note that since our main interest is autonomous quan-
tum systems, here and in the following we do not assume
any time dependence in H or the Lk, but all results eas-
ily generalize to time-dependent (i.e. non-autonomous)
systems.
The master equation (1) provides a description for the
average evolution of a system coupled to an environment.
We can go beyond this average description by choosing a
particular unraveling of the master equation. The notion
of unraveling has recently gained very physical meaning
with advances in experimental techniques that allow us to
perform precise measurements at the level of individual
quantum trajectories [50–54]. The Lindblad operators Lk
are in general not unique, but choosing a particular set
of measurements fixes them, and thus the possible jumps
induced in the system. Specifically, we consider a setup
in which we monitor all the system’s energy exchanges
with its environment, so that each Lk corresponds to an
excitation or relaxation in the system, a quantum jump.
In the absence of any jump the system evolves
according to the non-Hermitian effective Hamil-
tonian Heff := H − i
∑
k
1
2L
†
kLk which acts as the
generator of the non-unitary evolution operator
Ueff(t) = exp(−iHefft). If the systems starts in the state
ρ(t) and we do not observe any jump for a time ∆t, the
system evolves to
ρnj(t+ ∆t) = U∆t(ρ(t)) := Ueff(∆t)ρ(t)U†eff(∆t), (2)
where the subscript nj stands for “no jump”. This evolu-
tion contains both the free evolution due to H, as well as
the correction to the free evolution due to our knowledge
that no jump occurred. Due to its non-unitarity the map
U∆t is not trace-preserving, and the trace tr[ρ(t + ∆t)]
encodes the probability that no jump takes place during
the interval ∆t.
If on the other hand we do observe a jump in the short
interval dt, corresponding to the operator Lk, the state
of the system is discontinuously changed to
ρk(t+ dt) = Jk(ρ(t)) := Lkρ(t)L†kdt. (3)
As in the case of no jump, the trace of ρk(t+dt) encodes
the probability of the jump k happening in the interval
dt,
δpk(t) = tr[L
†
kLkρ(t)]dt. (4)
Taking the ensemble average we get back to the orig-
inal evolution predicted by the master equation, show-
ing the consistency of the approach. However, beyond
this the unraveling allows us to describe individual tra-
jectories. Let us define the quantum jump trajectory
τ := {|a〉 ; (k1, t1); ...; (kN , tN ); (|b〉 , T )} where at time
t = 0 we measure the system to be in state |a〉, then
observe N consecutive jumps labelled by kn occurring at
time tn, and finally at time T perform another measure-
ment where we find the system in |b〉. Defining the time
intervals ∆tn := tn+1 − tn, with t0 := 0 and tN+1 := T ,
the probability of the particular trajectory τ conditioned
on starting in state |a〉 is given by consecutive application
of evolutions U∆tn and jumps Jkn as
P (τ |a) = tr [|b〉 〈b| U∆tN (JkN (...Jk1 (U∆t0 (|a〉 〈a|))))]
=
∣∣∣〈b|Ueff(∆tN )...Lk1Ueff(∆t0)|a〉∣∣∣2dtN . (5)
In order to establish a fluctuation theorem we also have to
define a backward trajectory τ˜ corresponding to a time-
reversal of the trajectory τ .
The Lindbland operators generally come in pairs, e.g.
one corresponding to an excitation and one to a de-
excitation. We denote the complementary operator of
Lk by Lk˜. As shown in [14], these pairs satisfy a kind of
operator version of the local detailed balance condition,
Lk = L
†
k˜
e∆sk/2 (6)
where ∆sk = −∆sk˜ is the environmental entropy pro-
duction associated with the jump k.
A jump k in the forward trajectory τ at time t has
a conjugate jump k˜ at time T − t in the backward
trajectory τ˜ . Further, denoting the anti-unitary time-
reversal operator by Θ, we have for the time-reversal of
(time-independent) operators O˜ := ΘOΘ−1 and states
3|ψ˜〉 := Θ |ψ〉. The reverse trajectory conjugate to τ
thus starts in the time-reversed final state |b˜〉, then pro-
ceeds in reverse order through the conjugate jumps, and
finally ends in the time-reversed initial state |a˜〉, i.e.
τ˜ = {|b˜〉 ; (k˜N , T − tN ); ...; (k˜1, T − t1); (|a˜〉 , T )}. Follow-
ing the same reasoning as for the forward trajectory, we
find for the probability of the backward trajectory con-
ditioned on starting in the state |b˜〉
P (τ˜ |b˜) =
∣∣∣〈a˜|U˜eff(∆t0)...L˜k˜N U˜eff(∆tN )|b˜〉∣∣∣2dtN
=
∣∣∣〈b|Ueff(∆tN )...L†k˜1Ueff(∆t0)|a〉∣∣∣2dtN
= P (τ |a)e−∆senv(τ) (7)
where in the second line we have used
U˜eff(∆t) = ΘU
†
eff(∆t)Θ
−1 and then cancelled all the
time-reversal operators appearing in pairs ΘΘ−1 = 1,
and in the final line we have employed the detailed bal-
ance Eq. (6). The quantity ∆senv(τ) is the environmen-
tal entropy production associated with the full forward
trajectory and is given by ∆senv(τ) :=
∑N
n=1 ∆skn .
Taking the ratio of Eqs. (5) and (7) it is trivial to
arrive at the detailed fluctuation theorem
P (τ |a)
P (τ˜ |b˜) = e
∆senv(τ). (8)
Finally, noting that the unconditional probability of the
forward trajectory is P (τ) = P (τ |a)P (a) and similarly
for the backwards trajectory, we arrive after rearrang-
ing and summing over all τ at the integral fluctuation
theorem (IFT) 〈
e−∆stot(τ)
〉
= 1 (9)
where the total entropy production
∆stot(τ) = ∆senv(τ) + ∆ssys(τ) is the sum of the
environmental entropy production associated with the
trajectory, as well as the stochastic entropy change
∆ssys(τ) = logP (b)− logP (a).
In the following section we will modify the ideas pre-
sented here in order to accommodate for a situation
where part of the full trajectory is hidden, with a subset
of the transitions, associated with a subset of the opera-
tors Lk, being hidden from direct observation.
III. MODIFIED QJ APPROACH AND
COARSE-GRAINED HIDDEN ENTROPY
In many systems we are not interested in all the possi-
ble transitions, such as in Maxwell’s demon type setups
which we will discuss in section IV. In other systems we
are due to the systems’ complexity experimentally re-
stricted to only observing a certain subset of them [55–
59] which we shall call visible transitions, with the re-
mainder being referred to as hidden transitions. In this
section we address the question of how we can describe
such systems within the quantum jump framework, and
what we can say about the entropy production associ-
ated with the hidden transitions which are not directly
accessible to us.
In the following we will use X to refer to anything vis-
ible, while Y labels hidden properties. In line with this
we split the Lindblad operators Lk into two sets, a set
of visible transitions {Lk}k∈kX and a set of hidden tran-
sitions {Lk}k∈kY , such that {Lk}k∈kX
⋃{Lk}k∈kY con-
tains all possible transitions. One assumption we have
to make in order for the following results to hold is that
the splitting is such that it does not separate comple-
mentary transitions, i.e. if k is in kX (kY ), then k˜ is also
in kX (kY ). If an excitation process is visible (hidden),
the corresponding reverse process of de-excitation must
also be visible (hidden). This assumption is satisfied in
many realistic scenarios. If we for example monitor the
photon exchange of a system with a bosonic bath, the
complementary absorption and emission events are the
visible transitions, whereas all other possible transitions
of the system are hidden.
A visible trajectory is now described by
τX := {|a〉 ; (k1, t1); ...; (kM , tM ); (|b〉 , T )} where all
the k1, ..., kM (with M ≤ N) are in kX . Note that
we still assume the initial measurement revealing the
state |a〉 and the final measurement of state |b〉 are
performed on the full system, even if the splitting of
the transitions into visible parts leads to a bipartite
splitting in the states of the system, as is the case in
the example in section IV and many other systems of
interest (see e.g. [7] and references therein). In general,
each visible trajectory τX is compatible with multiple,
in some cases infinitely many, hidden trajectories τY .
However, the observed transitions in τX still allows us
to infer something about the likelihood of the different
hidden trajectories and thus to make inferences about
the entropy production in the hidden system conditioned
on τX . If for example two consecutive visible transitions
ki and ki+1 both correspond to excitations in a two-level
system, we know that in between these visible events
some hidden transition(s) must have occurred that
resulted in a de-excitation of the system. As noted by
the authors in [26], the baths in the quantum jump
setting play a double role, exchanging energy with the
systems but in the process also extracting information.
Let us briefly restate some ideas of the previous
section. In between transitions (visible or hidden),
the system freely evolves (non-unitarily) according to
ρnj(t+ dt) = ρ(t)− i(Heffρ(t)− ρ(t)H†eff)dt, as can be
seen for example by expanding Eq. (2) to first order
in dt, whereas a transition k results in the discontinuous
jump to ρk(t + dt) = Lkρ(t)L
†
kdt, with the probability
of free evolution and each of the jumps being encoded in
the traces of the respective states. Hence, if we do not
know whether some of the transitions, namely the hidden
subset labelled by kY , have occurred or not, the system
evolution is to the best of our knowledge given by a prob-
abilistic mixture of free evolution and hidden transitions,
4ρ(t+dt) = ρnj(t+dt)+
∑
k∈kY ρk(t+dt) (keeping in mind
that the respective probabilities are already contained in
the non-normalised states themselves). This allows us
to introduce an effective master equation describing the
evolution in between visible jumps
ρ˙ = −i(Heffρ− ρH†eff) +
∑
k∈kY
LkρL
†
k. (10)
This non-trace-preserving effective master equation is
equivalent to the full master equation but without the
visible jumps in the final sum. The first term describes
the free evolution as well as the correction based on our
knowledge that no jump has taken place, whereas the
second term describes the effect due to the possibility of
hidden transitions occurring.
In the following we will make use of a key identity from
linear algebra, vec(
∑
iAiρBi) =
∑
i(B
T
i ⊗ Ai)vec(ρ) for
operators Ai, Bi, and ρ, where vec(·) refers to the vec-
torisation of an (n×m) matrix, i.e. stacking its columns
on top of each other resulting in a vector of length nm.
This allows us to move from Hilbert space to Liouville
space where super-operators are represented by matrices
acting on density operators represented by vectors. To
simplify notation, we will denote the vectorised version
of a density matrix ρ by |ρ〉〉 := vec(ρ). Using the iden-
tity above we can transform the effective master equation
(10) into the compact Liouville space form
|ρ˙〉〉 = G |ρ〉〉 (11)
where the superopetor matrix G is given by
G := H+ Lnj + LY , with H := −i(1⊗H −HT ⊗ 1)
corresponding to free evolution under the Hamiltonian
H, Lnj := − 12
∑
k(1⊗ L†kLk + LTk L∗k ⊗ 1) accounting
for the correction due to the no-jump knowledge, and
LY :=
∑
kY
L∗kY ⊗ LkY representing the hidden transi-
tions. Eq. (11) can be solved to give the state of the
system after an evolution of time ∆t without visible
transition as |ρ(t+ ∆t)〉〉 = eG∆t |ρ(t)〉〉. Vectorising
the action of a visible jump k in the interval dt we
have the discontinuous change in the state vector
|ρk(t+ dt)〉〉 = (L∗k ⊗ Lk) |ρ(t)〉〉 dt := Jk |ρ(t)〉〉 dt.
Considering the visible trajectory τX we can now find
the (non-normalised) state just before the final measure-
ment at time T by starting from state |a〉〉 (where we
use the notation |a〉〉 := vec(|a〉 〈a|) for brevity) and
then consecutively applying evolution operators eG∆ti
followed by visible jumps Jki+1 . Specifically, we have
|ρ(T )〉〉 = eG∆tMJkM ...Jk1eG∆t0 |a〉〉 dtM . The top half of
Fig. 1 shows an example evolution of the hidden part of
the toy system we introduce in section IV, where visible
and hidden transitions induce a bipartite splitting in the
system. This hidden part is found by converting |ρ(t)〉〉
back to the density matrix ρ(t) and then tracing over the
visible subsystem ρY (t) = trX [ρ(t)]. Note that while in
the standard QJ approach pure states remain pure, this
modified QJ approach leads in general to mixed states
(or mixed states of sub-systems as in Fig. 1 where the
FIG. 1. Hidden System Evolution. Example evolution
of a hidden system Y conditioned on the visible forward tra-
jectory τX (top) and corresponding backward trajectory τ˜X
(bottom, note the reversal of the time axis). Observations of
visible jumps lead to discontinuous back-actions in the hidden
system. Note that in this modified QJ approach, the hidden
system does in general not stay in a pure state as it would
for a standard QJ trajectory. This specific example corre-
sponds to the visible trajectory τX = {|g, 0〉 ; (k1 = 4, t1 =
0.9); (k2 = 1, t2 = 1.5); (k3 = 4, t3 = 2.4); (|e, 1〉 , T = 3)}
with γX = 0.5 = γY and λ = 0 for the model introduced in
section IV. In this example Y does not develop any coherences
and its state conditioned on the knowledge of the visible tra-
jectory is fully specified by the mixture of |0〉 and |1〉 shown
above.
visible system remains pure throughout) due to the lack
of knowledge of the hidden transitions.
Finally applying the measurement at time T which re-
sults in the outcome |b〉〉, we arrive at the probability of
the visible trajectory τX conditioned on starting in |a〉
P (τX |a) = 〈〈b| eG∆tMJkM ...Jk1eG∆t0 |a〉〉 dtM . (12)
Note that if all transitions are visible and none are hid-
den, Eq. (12) reduces to Eq. (5) with τX = τ as would
be expected, showing the consistency of the approach.
Analogous to the considerations in the previous
section, we define the complementary visible back-
wards trajectory τ˜X := {|b˜〉 ; (k˜M , T − tM ); ...; (k˜1, T −
t1); (|a˜〉 , T )}. Considering the time reversal of all
the operators involved, we see that in the re-
verse process G := −H+ Lnj + LY , or more specifically
G† = H+ Lnj + L†Y play a similar role as G does for the
forward process. Specifically, the probability of the visi-
ble backwards trajectory evaluates as
P (τ˜X |b˜) = 〈〈b| eG¯†∆tMJkM ...Jk1eG¯
†∆t0 |a〉〉 dtMe−∆senv(τX)
(13)
with ∆senv(τX) =
∑M
n=1 ∆skn being the environmental
entropy production associated with the visible transi-
tions. Detailed derivations can be found in Appendix
5A, but here simply note that unless all transitions are
visible G¯† 6= G. Thus taking the ratio of the forward
and backward probability, the operator expressions do
not simply cancel and leave us with e−∆senv(τX) as in Eq.
(8) (unless all transitions are visible, then we recover the
previous result). Instead we arrive at a modified detailed
fluctuation theorem
P (τX |a)
P (τ˜X |b˜)
= e∆senv(τX)+∆σY (τX) (14)
where we have introduced the new quantity
∆σY (τX) := log
〈〈b| eG∆tMJkM ...Jk1eG∆t0 |a〉〉
〈〈b| eG¯†∆tMJkM ...Jk1eG¯†∆t0 |a〉〉
(15)
which we call the coarse-grained hidden entropy produc-
tion of Y given the visible trajectory τX . ∆σY (τX) quan-
tifies the entropy production in the hidden part of the sys-
tem based on the limited inference we can make from our
observation of the visible part, and can take both positive
and negative values. The ratio appearing in ∆σY (τX)
can loosely be seen as the ratio of the densities of hidden
trajectories τY given information provided by the visible
forward trajectory τX and visible backward trajectory τ˜X
respectively. As we will show in section IV, if τX provides
no information about the hidden system, ∆σY (τX) van-
ishes, whereas in cases where the visible trajectory allows
for only one particular hidden trajectory τY , it reduces to
the environmental entropy production ∆senv(τY ) of that
specific trajectory. In all intermediate situations it pro-
vides a kind of coarse-graining over the possible environ-
mental entropy productions, conditioned on our limited
knowledge. It is generally non-zero if τX reveals some
forward-backward asymmetry in the compatible hidden
trajectories.
In certain cases we can show explicitly that
∆σY (τX) = − log
∑
τY
P (τY |τX)e−∆senv(τY )
:= − log
〈
e−∆senv(τY )
〉
τY |τX
(16)
which clearly shows the coarse-graining. We believe
that Eq. (16) generally holds if the correct probabili-
ties P (τY |τX) can be determined, but have only shown
this explicitly for special cases (see section IV).
Note that the entropy production ∆σ(τX) =
∆senv(τX) + ∆σY (τX) + ∆ssys(τX), where we have used
σ instead of s to explicitly show that ∆σ(τX) contains
a coarse-grained quantity, can be seen as an extension
of the classical coarse-grained entropy productions pre-
sented in [32, 60].
From Eq. (14) it straightforwardly follows that the
entropy production ∆σ again satisfies an IFT〈
e−∆σ(τX)
〉
= 1. (17)
In the steady state, the average change in stochastic en-
tropy vanishes, 〈∆ssys(τX)〉 = 0, and using Jensen’s in-
equality and the convexity of the exponential we obtain
FIG. 2. Two Qubit Autonomous Maxwell’s Demon. A
system qubit X and a demon qubit Y , each coupled to a hot
and a cold reservoir, interact in such a way that the state
of one system influences the reservoir coupling of the other
system. Only the energy exchanges of X with its baths can
be monitored, while the demon Y and its bath interactions
are assumed to be not directly accessible to the experimenter.
the second-law like inequality
〈∆senv(τX)〉+ 〈∆σY (τX)〉 ≥ 0. (18)
From this we see how the hidden transitions in Y can
act as an autonomous Maxwell’s demon if 〈∆σY (τX)〉 >
0, feeding information into X, allowing it to seemingly
violate the conventional second law. If on the other hand
〈∆senv(τX)〉 > 0, the average hidden entropy often takes
on a negative sign (see Figs. 6 and 7). Thus Eq. (18) in
many cases gives a tighter bound than the conventional
second law.
In the following section we will apply the general re-
sults to a simple but very illustrative model of a two qubit
system.
IV. EXAMPLE: TWO QUBIT MAXWELL’S
DEMON
Bipartite systems comprising two separate but inter-
acting sub-systems are ubiquitous and of great interest,
with numerous biological and artificial microscopic sys-
tems exhibiting a bipartite structure [7, 8, 34, 36, 61, 62].
A particularly interesting class of bipartite systems are
autonomous Maxwell’s demons, where one subsystem
measures and performs feedback on the other subsystem
allowing it to seemingly violate the second law, for ex-
ample by inducing a heat flow from a cold to a hot bath.
Here we will illustrate our general results for the
coarse-grained hidden entropy production using one of
the simplest bipartite systems conceivable, two cou-
pled two level systems. The basic setup, consisting
of a system qubit X with states labelled by |g〉 and
6FIG. 3. State and transition diagram. The model in
Fig. 2 leads to a bipartite transition diagram with four pos-
sible joint states. The horizontal system transitions are vis-
ible, while the vertical demon transitions are hidden. The
(partial) suppression of certain transitions in one system con-
ditioned on the state of the other system (captured by the
factors γX , γY ∈ [0, 1]) leads to a continuous measurement
and feedback process between the systems. The degenerate
states |e, 0〉 and |g, 1〉 can additionally be connected via an
interaction term in the Hamiltonian with coupling strength
λ.
|e〉, and a demon qubit Y with states |0〉 and |1〉, is
illustrated in Fig. 2. The energy splitting of the
two systems is assumed to be equal, given by the fre-
quency ω0. The joint system living in the Hilbert space
H = HX⊗HY has four states {|g, 0〉 , |g, 1〉 , |e, 0〉 , |e, 1〉},
similar to the classical autonomous Maxwell’s demons
discussed in [7, 44]. The free Hamiltonian of the
two qubits is given by Hfree =
ω0
2 (σz ⊗ 1 + 1⊗ σz).
We further assume that the systems may interact
via Hint = λ
(|g, 1〉 〈e, 0|+ |e, 0〉 〈g, 1|), which can gener-
ate correlations between the two sub-systems. Since
[Hint, Hfree] = 0 the interaction is strictly energy con-
serving and we can unambiguously define local thermal
states with respect to each system’s free Hamiltonian.
Both qubitsX and Y are coupled to two thermal baths,
each to a bath at hot (inverse) temperatures βHX and β
H
Y ,
and to a bath at cold temperatures βCX and β
C
Y respec-
tively. Crucially, the coupling between the qubits and
their respective baths is not a simple direct coupling, but
is influenced by the state of the other qubit, thus allow-
ing one system to act as a Maxwell’s demon for the other
by performing autonomous and continuous measurement
and feedback. If the demon is in state |0〉 (|1〉) we want
the system to preferentially interact with its cold (hot)
bath, and similarly if the system is in state |g〉 (|e〉) we
want the demon to preferentially interact with its cold
(hot) bath, with the undesired interactions suppressed by
factors γX , γY ∈ [0, 1] respectively. The resulting state
and transition diagram is shown in Fig. 3.
This conditioned bath coupling leads to a continuous
information flow between the systems. The factors γX
and γY allow us to tune the strength of feedback, with
γX , γY = 0 being perfect feedback, and γX , γY = 1 re-
sulting in completely independent systems. As we in-
crease γX (γY ) from zero to unity, the system (demon) re-
ceives increasingly less information from the demon (sys-
tem). Simultaneously, the demon’s (system’s) feedback
on the system (demon) weakens. This illustrates the con-
tinuous process of mutual measurement and feedback and
the resulting information flow in the autonomous system.
Looking at Fig. 3 one can readily convince oneself that
if for example βCY > β
C
X and β
H
Y < β
H
X (greater tem-
perature difference in the demon than the system) and
γX = 0 = γY (perfect feedback), the system will on aver-
age transition clockwise through the state diagram and
we observe a negative heat flow from the system’s cold
bath to its hot bath, which is compensated by the posi-
tive heat flow through the demon.
The full system evolution including couplings to the
four baths can be described by the Lindblad master equa-
tion (1) with jump operators
L1 = γ1σ− ⊗ (|1〉 〈1|+ γX |0〉 〈0|)
L2 = γ2σ+ ⊗ (|1〉 〈1|+ γX |0〉 〈0|)
L3 = γ3σ− ⊗ (γX |1〉 〈1|+ |0〉 〈0|)
L4 = γ4σ+ ⊗ (γX |1〉 〈1|+ |0〉 〈0|) (19)
and
L5 = γ5(|e〉 〈e|+ γY |g〉 〈g|)⊗ σ−
L6 = γ6(|e〉 〈e|+ γY |g〉 〈g|)⊗ σ+
L7 = γ7(γY |e〉 〈e|+ |g〉 〈g|)⊗ σ−
L8 = γ8(γY |e〉 〈e|+ |g〉 〈g|)⊗ σ+ (20)
where σ+ = |e〉 〈g| and σ− = |g〉 〈e| for the system, and
similarly for the demon. As noted above, these opera-
tors come in pairs, odd subscripts labelling relaxations
and even numbers excitations. The label pair (1, 2) cor-
responds to the system’s hot bath, (3, 4) its cold bath,
and similarly with (5, 6) and (7, 8) for the demon. The
coupling strengths γi are given by γ1 =
√
ΓHX(n¯
H
X + 1),
γ2 =
√
ΓHX n¯
H
X , and similar expressions for the other
pairs. The factors Γji are the actual coupling strength
to every bath (which we will in the remainder all set
to unity for simplicity) and n¯ji = (e
βjiω0 − 1)−1 is the
mean occupation number of bath j ∈ (H,C) of system
i ∈ (X,Y ). One can readily confirm that these Lindblad
operators satisfy the operator detailed balance Eq. (6)
with environmental entropy productions
∆s1 = β
H
Xω0 = −∆s2
∆s3 = β
C
Xω0 = −∆s4 (21)
for the system, and
∆s5 = β
H
Y ω0 = −∆s6
∆s7 = β
C
Y ω0 = −∆s8 (22)
for the demon. The Lindblad master equation (1) with
jump operators (19) and (20) can be directly derived from
7a microscopic description of the four heat baths. In the
absence of the coupling term proportional to λ the Born-
Markov approximation on which the master equation is
based holds unambiguously. For interacting composite
systems, i.e. if λ 6= 0, the question whether this approx-
imation is still accurate becomes more complicated (see
e.g. [63] for a discussion of this issue), but for our purpose
here, particularly for small λ, it does provide a sufficient
approximation.
To get to the main aim of this article, the study of
hidden entropy production, and to apply our general
results, we now split the jump operators into a visible
and a hidden set. The system transitions labelled by
kX = {1, 2, 3, 4} are assumed to be experimentally acces-
sible, whereas the demon transitions kY = {5, 6, 7, 8} are
inaccessible, and can at best only be (partially) inferred
from observations of the visible transitions. Note that in
this case the splitting into visible and hidden transitions
also coincides with a splitting into visible and hidden sys-
tems. This bipartite splitting is satisfied in many real sys-
tems of interest, but is not necessary for the main results
to hold. They are equally applicable if we for example
assumed that only one of the four baths was hidden.
We can now consider the coarse-grained hidden en-
tropy production in the demon ∆σY Eq. (15) and the
IFT Eq. (17). We find three distinct regimes depending
on the type of feedback, controlled by the parameters γX
and γY which we will discuss individually in the follow-
ing.
A. Fully Reconstructible Hidden Trajectory
The simplest scenario is the regime of perfect feedback,
when γX = 0 = γY . In this regime each system is only
coupled to a single bath at a time. Whether it is the
hot or the cold bath depends on the state of the other
system. Thus changing the state of one system acts as a
perfect switch for the second system’s bath coupling.
In this case knowing the visible trajectory τX actu-
ally allows us to fully reconstruct the hidden trajectory
as well (except for irrelevant transition times and tran-
sitions that cancel each other). In this case each of the
possible transitions (both visible and hidden) connects a
unique initial state with a unique end state, the jump op-
erators all being of the form Lk ∝ |χfk〉 〈χik| (with |χi/fk 〉 ∈{|g, 0〉 , |g, 1〉 , |e, 0〉 , |e, 1〉}), e.g. L1 ∝ |g, 1〉 〈e, 1|. Thus
we know exactly in which state each qubit was right be-
fore a visible transition and in which state it is right after
the transition. If the end state of one visible transition is
not the initial state of the consecutive transition, we know
that a hidden transition must have occurred in between.
Note that in principle any odd number of hidden transi-
tions may have occurred, but the environmental entropy
production for all of these cases is the same so we do
not have to distinguish between them here. Similarly the
case of no hidden transition and an even number of hid-
den back and forth transitions are equivalent here since
FIG. 4. Hidden evolution in (partially) reconstructible
scenario. Evolution of the hidden demon Y conditioned on
the observed trajectory τX = {|g, 0〉 ; (k1 = 4, t1 = 0.9); (k2 =
1, t2 = 1.5); (k3 = 4, t3 = 2.4); (|e, 1〉 , T = 3)} with λ = 0.
The top half shows the case where both γX and γY are zero,
corresponding to perfect feedback. In the lower half γY =
0.5 implying reduced feedback from the system to the demon
(or equivalently reduced measurement of the system by the
demon). Note that in both cases the backaction from the
visible transition brings the demon back to a pure state (this
is no longer true if γX > 0, c.f. Fig. 1 and Fig. 8). For
γY = 0 (top) the knowledge of τX allows us to determine
exactly which, if any, hidden transition must have occurred
between visible jumps, and thus reconstruct a unique hidden
trajectory τY . For γY > 0 (bottom) we still learn the states
of the demon at the time of the visible transitions, but we
can only probabilistically determine which hidden transitions
occurred.
they all have zero environmental entropy production in
the demon system.
Given all this information we can fully and unambigu-
ously determine the hidden trajectory τY and its asso-
ciated hidden entropy production as the reconstructed
environmental entropy production ∆senv(τY ) of the de-
mon system, giving simply
∆σY (τX) = ∆senv(τY ), (23)
without any coarse-graining taking place. The actual
derivation of this result from Eq. (15) is given in Ap-
pendix B and also follows as a special case of Eq. (25)
presented in the next subsection.
The top half of Fig. 4 shows the reduced state of the
demon during the visible trajectory τX = {|g, 0〉 ; (k1 =
4, t1 = 0.9); (k2 = 1, t2 = 1.5); (k3 = 4, t3 =
2.4); (|e, 1〉 , T = 3)}. The bath temperatures here and
in all the following explicit calculations were chosen to
be βHY = 0.5, β
H
X = 1, β
C
X = 2 and β
C
Y = 4 and we
ignored the direct coupling, setting λ = 0. With these
8bath temperatures, we find using Eqs. (21) the envi-
ronmental entropy production of the visible trajectory
∆senv(τX) = ∆s4 + ∆s1 + ∆s4 = −3.0.
The probabilities
pjky (τX) =
∣∣∣〈χikj+1 |Lky |χfkj 〉∣∣∣2∑
k′y
∣∣∣〈χikj+1 |Lk′y |χfkj 〉∣∣∣2 (24)
shown in between visible jumps in Fig. 4 denote the
probability of the hidden transition ky having occurred
in the interval between tj and tj+1. Here |χfkj 〉 denotes
the final state of the visible transition kj (with |χfk0〉 :=
|a〉) and |χikj 〉 being the initial state of the transition
(with |χikM+1〉 := |b〉). We see that in this regime of
optimal feedback we know that either no or one particular
transition occurred and using Eqs. (22) can simply read
off the total hidden entropy production, in this particular
case ∆σY (τX) = ∆s6 + ∆s7 + ∆s6 = 3.0.
The left hand side of Fig. 5 shows the distribu-
tion of visible entropy production ∆senv(τX), coarse-
grained hidden entropy production ∆σY (τX), and com-
bined entropy production ∆σ(τX) over 100,000 tra-
jectories with T = 3 and the initial state |a〉 sam-
pled from the steady-state distribution over the states
{|g, 0〉 , |g, 1〉 , |e, 0〉 , |e, 1〉}. We clearly observe an aver-
age negative visible entropy production 〈∆senv(τX)〉 < 0,
i.e. heat being extracted from the system’s cold bath and
transferred to its hot bath, in seeming violation of the sec-
ond law. Looking at the hidden entropy production we
see that this violation is more than compensated by the
demon such that the modified second law Eq. (18) which
takes the feedback by the demon into account holds. We
also see that the IFT Eq. (17) is satisfied as expected.
B. Reconstructible Hidden States
We next turn to the regime where γX is still zero,
but γY > 0. In this case the system jump operators
(19) are still of the form Lk ∝ |χfk〉 〈χik|, connecting a
unique initial state with a unique final state, but the de-
mon transitions (20) lose this definiteness, now linking
multiple pairs of states. Hence, we still know the exact
state of the joint system right before and after a visible
transition, but if the visible trajectory reveals that hid-
den transitions must have taken place in between visible
jumps, we can no longer be certain exactly which demon
transition was responsible for the state change. If we for
example consider the states |g, 0〉 and |g, 1〉 in Fig. 3,
they are now linked via hidden transitions via both of
the demon’s baths. Thus the feedback from the system
on the demon is diminished, the system’s state having
a weaker influence on the demon’s bath coupling. Or in
other words the demon’s ability to measure the state of
the system diminishes, showing the complementarity of
FIG. 5. Histograms of entropy production. Frequency of
environmental visible entropy production ∆senv (green, top),
coarse-grained hidden entropy production ∆σY (red, mid-
dle) and combined entropy production ∆σ (blue, bottom) for
100,000 trajectories. For γX = 0 = γY (a, left) the hidden
trajectory is fully reconstructible and ∆σY can only take on
additive values of the demon’s environmental entropy pro-
ductions, whereas for γX = 0.5 = γY (b, right) the hidden
entropy can have any real value. On the left Y induces a
negative heat flow in X on average, 〈∆senv〉 < 0, truly acting
as a Maxwell’s demon, compensating with a larger positive
entropy production 〈∆σY 〉 > −〈∆senv〉. In both cases we see
that the IFT is satisfied, 〈exp(−∆σ)〉 ≈ 1.
measurement by one subsystem to feedback performed
by the other subsystem in autonomous systems.
Using Eq. (24) we can calculate the relative probability
pjky of the hidden jump ky having occurred in the jth
interval. The bottom half of Fig. 4 shows the reduced
state of the demon and the hidden transition probabilities
for the same sample trajectory τX as discussed in the
previous section, but with γY = 0.5.
In this regime the knowledge of the visible trajectory
τX does not allow us to fully reconstruct the hidden tra-
jectory anymore since each τX is compatible with mul-
tiple τY . We can thus no longer exactly infer the en-
vironmental entropy production in the hidden system.
However, since we still precisely know the states at the
times of hidden transitions and are thus able to calculate
the probabilities of hidden transitions pjky in each inter-
val, we can use a kind of coarse-graining to make the best
9estimate of the hidden entropy production based on the
information revealed by the visible trajectory. Specifi-
cally, we find that in this regime the general expression
Eq. (15) for ∆σY reduces to
∆σY (τX) = −
M∑
j=0
ln
∑
k∈kY
pjk(τX)e
−∆sk . (25)
The proof is given in Appendix B. We see that Eq. (23)
in the previous subsection is just a special case of (25)
in which all but one pjk are zero during each interval j
so that no coarse-graining takes place. Further note that
we can obtain Eq. (16) by converting the sum over log-
arithms in (25) into a single logarithm and then finding
the conditional probability over full hidden trajectories
P (τY |τX) by multiplying the relevant probabilities pjk for
each interval.
Applying this result to the trajectory in Fig. 4 we find
∆σY (τX) ≈ 0.225. Note that whereas in the case of per-
fect feedback ∆σY could only take on additive multiples
of the actual environmental entropy productions in the
demon, now the incomplete information flow leads to a
coarse-grained mixture of these values.
C. Non-Reconstructible Hidden Trajectory
Let us finally consider the regime where γX is also al-
lowed to be non-zero, leading to non-optimal feedback
from the demon on the system. In this case the visi-
ble transitions also connect multiple states of the joint
system and the information provided by the visible tra-
jectory only allows us to unambiguously determine the
state of the system X, but no longer the demon Y . Fig.
1 clearly demonstrates this, where we have again used
the same example visible trajectory τX as in Fig. 4. Op-
posed to the case of γX = 0, the information provided
by the observed jumps still leads to a back-action in the
hidden system but not enough to project it into a defi-
nite pure state. Keeping the transition diagram Fig. 3 in
mind, consider starting in the state |g, 0〉. Before the first
visible jump, the system may or may not undergo a hid-
den transition to |g, 1〉. If the observed jump is now an
excitation of the system with respect to its cold bath we
can no longer be sure that the joint system remained in
|g, 0〉 before the visible jump. Thus even after the jump
we find ourselves in a mixture of |e, 0〉 and |e, 1〉, only the
visible system’s state being unambiguously known.
Further, having the intervals between visible transi-
tions bounded by well defined states allowed us to ef-
fectively treat each interval individually in the previous
cases, and the exact timing of the visible transitions was
irrelevant, only their order influenced the hidden entropy
production. This is no longer the case when γX > 0.
We can no longer split the trajectory into independent
intervals but have to consider the full trajectory includ-
ing the precise timings to determine ∆σY . Considering
again the scenario of starting in |g, 0〉, if the visible jump
FIG. 6. Average entropy production. Average values
of environmental visible entropy production 〈∆senv〉 (top),
coarse-grained hidden entropy production 〈∆σY 〉 (middle)
and combined entropy production 〈∆σ〉 (bottom) for differ-
ent values of γX and γY , averaged over 50,000 trajectories
each. For strong feedback, i.e. small γX and γY , Y acts
as a Maxwell’s demon with 〈∆senv〉 < 0, compensated by
〈∆σY 〉 > 0. In most regions where 〈∆senv〉 > 0 on the other
hand, 〈∆σY 〉 is slightly negative which leads to Eq. (18) giv-
ing a lower bound than the conventional second law applied
to the visible system. As γX and γY approach unity the feed-
back becomes weaker, and at unity there is no information
flowing between the systems, leading to vanishing hidden en-
tropy 〈∆σY 〉.
happens almost immediately we can be much more cer-
tain that the hidden system did not transition to |g, 1〉
in the interim than if a longer time had passed. Thus
the mixture of |e, 0〉 and |e, 1〉 after the jump depends on
the precise timing of the transition, which will further
influence each future transition.
Another example illustrates how the revealed informa-
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tion depends on γX and the precise visible transition.
Before the visible jump we know we are in a mixture
of |g, 0〉 and |g, 1〉. Let us assume that γX is small but
non-zero. After an excitation of the system we will find
ourselves in a mixture of |e, 0〉 and |e, 1〉. If the excitation
was with respect to the hot (cold) bath, we know that
we can give relatively more weight to |e, 0〉 (|e, 1〉). At
the other extreme when γX → 1 there is no longer any
feedback from the demon, and the system does not ex-
tract any information about the demon during the jump
or cause any backaction on the demon state (as can also
be seen by the fact that if γX = 1, all system jump op-
erators are of the form Lk ∝ σ± ⊗ 1), i.e. the jump does
not reveal any new information about the state of the
hidden demon.
We believe that Eq. (16) for ∆σY still holds in this
regime if one can determine the correct probabilities
P (τY |τX) but have not shown this explicitly. Trying to
apply a kind of Bayesian state updating similar to [64]
and determining the probabilities in this way did not ap-
pear to give the correct result. In all explicit calculations
we have used the general (but somewhat opaque) expres-
sion Eq. (15) which can be readily calculated and only
depends on very few assumptions.
The right hand side of Fig. 5 shows the distribution of
the visible, hidden and combined entropy productions for
100, 000 trajectories for γX = 0.5 = γY . We note that
in this regime of weaker feedback and restricted infor-
mation flow, the visible entropy production is no longer
negative, 〈∆sevn(τX)〉 > 0. In fact the roles are some-
what reversed for this set of parameters with a slightly
negative hidden entropy production on average. We note
also that depending on the precise details of τX , the
hidden entropy can now assume any real value. Nev-
ertheless, as expected the IFT Eq. (17) again holds with
〈exp(−∆senv −∆σY )〉 ≈ 1.
In Fig. 6 we show the average values of the three en-
tropies for the full range of feedback parameters γX and
γY . We see that for the given model and parameters,
only for small γX and γY i.e. strong measurement and
feedback in both directions, the hidden system acts as a
Maxwell’s demon, inducing a negative entropy produc-
tion in the system. In this regime the large positive hid-
den entropy ∆σY more than compensates the negative
visible entropy production. For certain intermediate val-
ues the role of demon is actually reversed with slightly
negative hidden entropy production. This leads to Eq.
(18) providing a tighter bound on the entropy produc-
tion than we would get from simply applying the con-
ventional second law to the visible system. Finally as
γX , γY → 1 and the systems become independent, we see
that 〈∆σY 〉 vanishes since the visible trajectory gives us
absolutely no information about the hidden system and
we hence cannot make any inference regarding the hid-
den entropy. The bottom panel shows that the second
law taking the hidden entropy into account is satisfied
everywhere, 〈∆senv + ∆σY 〉 ≥ 0.
Fig. 7 shows the same results as Fig. 6, but only
FIG. 7. Two regimes of feedback. Average values of envi-
ronmental visible entropy production 〈∆senv〉 (green), coarse-
grained hidden entropy production 〈∆σY 〉 (red) and com-
bined entropy production 〈∆σ〉 (blue) for different values of
γX = γY , averaged over 50,000 trajectories each. These
curves correspond to the bottom-left to top-right diagonals
of the plots in Fig. 6. We can clearly observe a split into two
regions. For strong feedback γX , γY . 0.3 the hidden system
acts as a Maxwell’s demon which would lead to a violation of
the second law naively applied to the visible entropy produc-
tion only, 〈∆senv〉 > 0. On the other hand for γX , γY & 0.3
the hidden entropy production is negative, so that 〈∆σ〉 > 0
provides a tighter bound than the conventional second law. In
the limit of no feedback, γX , γY → 1, the hidden entropy van-
ishes and 〈∆σ〉 = 〈∆senv〉 so that the modified and standard
second laws are equivalent.
for equal feedback parameters γX = γY which allows
for a better comparison of the three quantities, showing
even more clearly how the modified second law 〈∆σ〉 > 0
can either explain a seeming violation of the conventional
second law or provide a tighter bound on the entropy
production. We have not shown this in the figures, but
we also confirmed that the IFT is indeed satisfied for the
full range of feedback parameters.
D. Coupling of the Degenerate States
We have so far mostly ignored the direct interaction
term in the Hamiltonian proportional to λ and have set
λ = 0 for all explicit numerical results presented. Let us
here briefly remark on the case of λ > 0. In the case of
γX = 0 the simple results Eqs. (23) and (25) still hold
as has been numerically verifed. Due to the diagonal
split in the state diagram Fig. 4, the transition via λ is
equivalent to one hidden plus one visible transition, and
cannot fully be achieved via hidden transitions only. By
looking at the state diagram and considering the possible
trajectories, one can quickly verify that even with λ > 0
we can still fully reconstruct the environmental entropy
production of the demon if γY = 0, or use the expression
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FIG. 8. Fully quantum hidden evolution. Hidden evolu-
tion of the demon Y for the same visible trajectory τX con-
sidered in Fig. 1, but with an additional driving term in
the demon Hamiltonian inducing coherences. Visible jumps
lead to backactions in the hidden system that can change the
coherence. This allows the investigation of truly quantum ef-
fects, which are captured in the hidden entropy production
∆σY .
(24) to calculate the probabilities of hidden transition.
Note however that while the entropy production takes the
same form, λ > 0 changes the probabilities of certain tra-
jectories and enables some previously forbidden trajecto-
ries such as τX = {|e, 0〉 , (|g, 1〉 → |e, 1〉 , t1), (|e, 0〉 , T )}.
In this case the first transition would have been impossi-
ble for λ = 0 since the state |g, 1〉 is not reachable from
|e, 0〉 without a visible transition. For γX > 0, numer-
ics show that the hidden entropy production associated
with a given visible trajectory τX does depend on the
value of λ, but that the dependence on λ is very small.
We have thus mostly ignored λ, also because it does not
introduce any interesting new effects. Despite generating
correlations, the correlations only occur within an energy
subspace and are thus not particularly interesting from
a thermodynamic point of view.
V. DISCUSSION
In this article we have address the question of entropy
production in autonomous quantum systems where a sub-
set of the possible transitions is hidden and not experi-
mentally accessible. We have shown that there is a con-
tinuous mutual measurement and feedback process tak-
ing place between the visible and hidden parts of the
system that allows the hidden system to act as an au-
tonomous Maxwell’s demon. This process, which can be
seen as a continuous exchange of information between the
subsystems, also allows us to make inferences about the
hidden system based purely on observations of the visible
transitions.
In the classical setting, many articles have addressed
the issue of coarse-graining [32, 60, 64–67]. Here we have
introduced a quantum coarse-grained hidden entropy pro-
duction ∆σY and showed that the sum of this inferred
hidden entropy and the actual observed entropy produc-
tion obeys an integral fluctuation theorem. This also
directly leads to a second law like inequality which can
explain a negative entropy production in the visible sys-
tem.
In the example presented here we still did not touch
on some of the most interesting signatures of quantum
thermodynamic processes such as coherences and entan-
glement. All the systems stayed diagonal in their energy
eigenbasis during all the processes considered. However,
our general results apply also to settings where this is
not the case. As an example, Fig. 8 shows the evolution
of the demon for the same visible trajectory τX and with
the same parameters as in the bottom half of Fig. 4,
but with an additional driving term Hd = 1⊗ (σ+ + σ−)
added to the Hamiltonian which induces coherences in
the demon’s energy eigenbasis. We see that now the visi-
ble jumps actually lead to a discontinuous back-action in
the demon that can also change coherences. Using Eq.
(15) we can calculate the coarse-grained hidden entropy
for this and other fully quantum cases, but a true oper-
ational understanding is still missing. This, and how the
results we have presented here are related to other truly
quantum mechanical thermodynamic quantities such as
the quantum heat introduced in [26], are other promising
areas for future investigations.
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Appendix A: Time-reversal in the modified QJ approach
Let us consider the time reversal of the reverse dynamics in the modified QJ approach. We define the time-reversal
superoperator in Liouville space ϑ := ΘT ⊗ Θ, such that the time reversal of an operator in Hilbert space ΘρΘ−1
becomes ϑ |ρ〉〉 in Liouville space, and a superoperator of the form A(·)B for some operators A,B, is time-reversed as
ϑ(BT ⊗A)ϑ−1vec(·) in Liouville space.
The generator of the evolution between visible transitions is
G = H+ Lnj + LY (A1)
with
H = −i(1⊗H −HT ⊗ 1) (A2)
Lnj = −1
2
∑
k
(
1⊗ L†kLk + LTk L∗k ⊗ 1
)
(A3)
LY =
∑
k∈kY
L∗k ⊗ Lk. (A4)
Due to the anti-unitarity of Θ we do not simply have G˜ = ϑGϑ−1. Instead, due to the i in the definition of H we have
G˜ = ϑ
(
−H+ Lnj + LY
)
ϑ−1 (A5)
=: ϑG¯ϑ−1. (A6)
This G˜ is the Liouville space generator of evolution between visible jumps for the time reversed process, such that
|ρ˜(t+ ∆t)〉〉 = eG˜∆t |ρ˜(t)〉〉 if there was no visible jump between times t and t+∆t. As we have done in the main text for
the forward trajectory, we can now construct the state at the end of the trajectory just before the final measurement
for the reverse trajectory τ˜X , finding
|ρ˜(T )〉〉 = eG˜∆t0J˜k˜1 ...J˜k˜M eG˜∆tM |b˜〉〉 dtM . (A7)
Thus after performing the final measurement and finding the state |a〉 we have for the probability of the reverse
trajectory
P (τ˜X |b˜) = 〈〈a˜| eG˜∆t0J˜k˜1 ...J˜k˜M eG˜∆tM |b˜〉〉 dtM (A8)
= 〈〈a|ϑ−1ϑeG¯∆t0ϑ−1ϑJk˜1ϑ−1...ϑJk˜Mϑ−1ϑeG¯∆tMϑ−1ϑ |b〉〉 dtM (A9)
= 〈〈a| eG¯∆t0Jk˜1 ...Jk˜M eG¯∆tM |b〉〉 dtM (A10)
Now since the probability P (τ˜X |b˜) ∈ R we can take the complex conjugate to get
P (τ˜X |b˜) = 〈〈b| eG¯†∆tMJ †k˜M ...J
†
k˜1
eG¯
†∆t0 |a〉〉 dtM (A11)
Reminding ourselves of the definition of the visible jump superoperators Jk = L∗k ⊗ Lk we see
J †
k˜
= (L†
k˜
)∗ ⊗ L†
k˜
(A12)
= L∗k ⊗ Lke−∆sk (A13)
= Jke−∆sk (A14)
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where in the second line we have used the operator detailed balance condition Eq. (6). Substituting into (A11) we
arrive at
P (τ˜X |b˜) = 〈〈b| eG¯†∆tMJkM ...Jk1eG¯
†∆t0 |a〉〉 dtMe−∆senv(τX) (A15)
which concludes the derivation of Eq. (13). The operator G¯† appearing in this expression as well as the fundamental
expression for the coarse-grained hidden entropy Eq. (15) can easily be shown to equal
G¯† = H+ Lnj + L†Y , (A16)
since H† = −H, L†nj = Lnj, but in general L†Y 6= LY , i.e. it differs from G only in the term related to the hidden jumps.
This also proves that if all jumps are visible, i.e. kY = ∅ and hence LY vanishes, the hidden entropy production also
vanishes since P (τ˜X |b˜) = P (τX |a)e−∆senv(τX) and the ratio in (15) cancels. We then simply recover the already well
known results reviewed in section II for fully visible QJ trajectories.
Appendix B: Explicit derivations for the two qubit Maxwell’s Demon
In this section we provide the explicit derivations for the model presented in section IV, particularly the ex-
pression (25) for ∆σY . The approach will be to separate the exponentials exp[G∆ti] = exp[(Heff + LY )∆ti] and
exp[G¯†∆ti] = exp[(Heff + L†Y )∆ti] appearing in the Eq. (15), where we have defined Heff := H+ Lnj as the Liouville
space equivalent of the effective Hamiltonian Heff . Our main tool for achieving this is the Zassenhaus formula [68]
et(A+B) = etAetBe−
t2
2! [A,B]e
t3
3! (2[B,[A,B]]+[A,[A,B]])... (B1)
for matrices A and B, where in our case A = Heff , and B = LY or B = LY†. Note that in the following we will only
consider the case λ = 0.
Let us first introduce a result relating to the commutators of the jump operators which we will employ later. As
noted in the main text, the demon operators do not connect unique states if γY > 0. However, we can split the demon
operators into two parts
Lky =: L
e
ky + L
g
ky
(B2)
where L
e/g
ky
refers to the term in Lky that is controlled by the system’s |e/g〉 state. As an example, for
L5 = γ5(|e〉 〈e|+ γY |g〉 〈g|)⊗ σ− we have Le5 = γ5 |e〉 〈e| ⊗ σ− and Lg5 = γ5γY |g〉 〈g| ⊗ σ−. It can be shown that∑
k
[L†kLk, L
e/g
ky
] = α
e/g
ky
L
e/g
ky
, (B3)
where the sum over k includes both visible and hidden transitions, where
αe5 = (1− γ2X)(γ23 − γ21) + (γ26 − γ25) + γ2Y (γ28 − γ27) (B4)
αg5 = (1− γ2X)(γ24 − γ22) + (γ28 − γ27) + γ2Y (γ26 − γ25) (B5)
and
αx5 = −αx6 = αx7 = −αx8 (B6)
for x ∈ {e, g}. It straightforwardly follows that∑
k
[L†kLk, Lky ] =
∑
x∈{e,g}
αxkyL
x
ky . (B7)
We can further show that (if λ = 0)
[H,LY ] = 0 = [H,L†Y ] (B8)
The first commutator we have to evaluate [H+ Lnj,LY ] thus simplifies to [Lnj,LY ]. Using this and Eq. (B3) we can
show that
[Heff ,LY ](n) = (−1)n
∑
k∈kY
∑
x,x′∈{e,g}
(αxk + αx′k
2
)n
Lxk ⊗ Lx
′
k (B9)
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and
[Heff ,L†Y ](n) = (−1)n
∑
k∈kY
∑
x,x′∈{e,g}
(αxk + αx′k
2
)n
Lxk ⊗ Lx
′
k e
−∆skD (B10)
where we have used L∗k = Lk for all jump operators, and introduced the notation
[A,B](n) := [A, [A, [A, ..., [A,B]]]] (B11)
for nested commutators such that [A,B](0) = B, [A,B](1) = [A,B], [A,B](2) = [A, [A,B]], etc. The only other
non-vanishing commutators are the nested commutators [LY , [Heff ,L†Y ](n)]. Let us first introduce a shorthand for the
diagonal elements in Liouville space,
y,y
′
x,x′ := |x, y〉 〈x, y| ⊗ |x′, y′〉 〈x′y′| for x, x′ ∈ {e, g}; y, y′ ∈ {0, 1} (B12)
such that
1 =
∑
x,x′,y,y′
y,y
′
x,x′ . (B13)
Using this notation we find
[LY , [Heff ,LY ](n)] = (−1)n
∑
k,k′∈kY
∑
x,x′,x∗,x+∈{e,g}
(αxk + αx′k
2
)n
[Lxk′ ⊗ Lx
′
k′ , L
x∗
k ⊗ Lx
+
k ] (B14)
= (−1)n
∑
k,k′∈kY
∑
x,x′,x∗,x+∈{e,g}
(αxk + αx′k
2
)n
[Lxk′ ⊗ Lx
′
k′ , L
x∗
k ⊗ Lx
+
k ]δxx∗δx′x+ (B15)
= (−1)n
∑
k,k′∈kY
∑
x,x′∈{e,g}
(αxk + αx′k
2
)n
[Lxk′ ⊗ Lx
′
k′ , L
x
k ⊗ Lx
′
k ] (B16)
= (−2αe5)n
(
γ25γ
2
6 + γ
2
Y (γ
2
5γ
2
8 + γ
2
6γ
2
7) + γ
4
Y γ
2
7γ
2
8
)
(11ee −00ee)
+(−2αg5)n
(
γ4Y γ
2
5γ
2
6 + γ
2
Y (γ
2
5γ
2
8 + γ
2
6γ
2
7) + γ
2
7γ
2
8
)
(11gg −00gg)
+((−1)n + 1)α
e
5 + α
g
5
2
γ2Y
(
γ25γ
2
6 + γ
2
5γ
2
8 + γ
2
6γ
2
7 + γ
2
7γ
2
8
)
(11eg −00eg +11ge −00ge), (B17)
and similarly for the backward case
[L†Y , [Heff ,L†Y ](n)] = (−2αe5)n
(
γ25γ
2
6 + γ
2
Y (γ
2
5γ
2
8e
−(∆s5+∆s8) + γ26γ
2
7e
+(∆s5+∆s8)) + γ4Y γ
2
7γ
2
8
)
(11ee −00ee)
+(−2αg5)n
(
γ4Y γ
2
5γ
2
6 + γ
2
Y (γ
2
5γ
2
8e
−(∆s5+∆s8) + γ26γ
2
7e
+(∆s5+∆s8)) + γ27γ
2
8
)
(11gg −00gg)
+((−1)n + 1)α
e
5 + α
g
5
2
γ2Y
(
γ25γ
2
6 + γ
2
5γ
2
8e
−(∆s5+∆s8) + γ26γ
2
7e
+(∆s5+∆s8) + γ27γ
2
8
)
(11eg −00eg +11ge −00ge). (B18)
Noting that γ25γ
2
8e
−(∆s5+∆s8) = γ26γ
2
7 we see that this is actually the same as in the forward process, i.e.
[L†Y , [Heff ,L†Y ](n)] = [LY , [Heff ,LY ](n)]. Despite looking rather unappealing, these commutators have the nice prop-
erties of being diagonal and commuting with all the other operators of interest. Particularly
[[Heff ,LY ](n), [LY , [Heff ,LY ](m)]] = 0 ∀ n,m ≥ 1. (B19)
Considering again the Zassenhaus formula
et(Heff+LY ) = etHeff etLY e−
t2
2! [Heff ,LY ]e
t3
3! (2[LY ,[Heff ,LY ]]+[Heff ,[Heff ,LY ]])..., (B20)
these vanishing commutators allow us to split the exponentials at the nth order into two factors
ean[Heff ,LY ](n)+bn[LY ,[Heff ,LY ](n−1)] = ean[Heff ,LY ](n)ebn[LY ,[Heff ,LY ](n−1)] (B21)
and further collect all an and all bn factors together such that
et(Heff+LY ) = etHeff
∞∏
n=0
ean
tn+1
(n+1)!
[Heff ,LY ](n)
∞∏
m=1
ebm
tm+1
(m+1)!
[LY ,[Heff ,LY ](m−1)]. (B22)
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In general, computing the coefficients in the Zassenhaus formula is a non-trivial problem that can only be solved
procedurally [68, 69]. However, the an coefficients of the ’most nested’ commutators are special in that they take the
simple form an = (−1)n. Also, even though we do not know the explicit form of the bn coefficients we know that due
to the diagonal form and commutative nature of the commutators in Eq. (B17) that the factor
ξ :=
∞∏
m=1
ebm
tm+1
(m+1)!
[LY ,[Heff ,LY ](m−1)] (B23)
also has the same nice properties. The commutators [[Heff ,LY ](n), [Heff ,LY ](m)] have the same diagonal form as Eq.
(B17), only with slightly different terms on the diagonal. This allows us to turn the product of exponentials in Eq.
(B22) into an exponential sum times some additional diagonal and commuting factor. We get
et(Heff+LY ) = etHeff e
∑∞
n=0(−1)n t
n+1
(n+1)!
[Heff ,LY ](n)ξ′ (B24)
where ξ′ collects all the diagonal and commuting factors and is of the form ξ′ =
∑
x,x′,y,y′ c
yy′
xx′
yy′
xx′ for some coefficients
cyy
′
xx′ . Substituting the explicit expression for the commutators and computing the sum over n this reads
et(Heff+LY ) = etHeff ξ′ exp
(∑
k∈kY
∑
x,x′∈{e,g}
2
e
αxk+α
x′
k
2 t − 1
αxk + α
x′
k
Lxk ⊗ Lx
′
k
)
. (B25)
In the following we will refer to the exponential term as B(t) which we further simplify by introducing the shorthand
notation
Axx
′
k (t) := 2
e
αxk+α
x′
k
2 t − 1
αxk + α
x′
k
(B26)
such that
B(t) = exp
(∑
k∈kY
∑
x,x′∈{e,g}
Axx
′
k (t)L
x
k ⊗ Lx
′
k
)
. (B27)
Note that due to the relation of the α parameters we have Axx
′
5 (t) = A
xx′
7 (t) and A
xx′
6 (t) = A
xx′
8 (t). Let us further
define
Cxx
′
kk′ (t) = γ
2
kγ
2
k′A
xx′
k (t)A
xx′
k′ (t) (B28)
and introduce one final shorthand notation, Axx′(t), where
Aee(t) = Cee56(t) + γ2Y (Cee58(t) + Cee67(t)) + γ4Y Cee78(t) (B29)
Agg(t) = γ4Y Cgg56 (t) + γ2Y (Cgg58 (t) + Cgg67 (t)) + Cgg78 (t) (B30)
Age(t) = γ2Y
(
Cge56 (t) + C
ge
58 (t) + C
ge
67 (t) + γ
4
Y C
ge
78 (t)
)
(B31)
Aeg(t) = γ2Y
(
Ceg56 (t) + C
eg
58 (t) + C
eg
67 (t) + γ
4
Y C
eg
78 (t)
)
. (B32)
Finally, expanding the exponential B(t) we arrive at the simple expression
B(t) =
∑
x,x′
(
01xx′ +10xx′ + cosh
√
Axx′(t)(00xx′ +11xx′)
)
+
∑
x,x′
sinh
√Axx′(t)√Axx′(t)
∑
k∈kY
Axx
′
k (t)L
x
k ⊗ Lx
′
k . (B33)
Combining all the results we finally arrive at
eGt = et(Heff+LY ) =
∑
x,x′,y,y′
dyy
′
xx′
yy′
xx′ +
∑
x,x′
sinh
√Axx′(t)√Axx′(t)
∑
k∈kY
Axx
′
k (t)L
x
k ⊗ Lxk (B34)
where the dyy
′
xx′ are some parameters whose explicit expressions play no role in anything that follows. Analogously it
can be shown that
eG¯
†t = et(Heff+L
†
Y ) =
∑
x,x′,y,y′
dyy
′
xx′
yy′
xx′ +
∑
x,x′
sinh
√Axx′(t)√Axx′(t)
∑
k∈kY
Axx
′
k (t)L
x
k ⊗ Lxke−∆sk , (B35)
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the only difference being in the e−∆sk factors.
So far these results are very general and apply for any choice of γX and γY (as long as λ = 0). The crucial insight
that allows us to make further progress is to observe that as noted in the main text, for γX = 0 the visible jumps
connect definite initial and final states allowing us to write the visible jump superoperators as Jk = γ2k |χfk〉〉 〈〈χik|
(with |χi/fk 〉〉 ∈ {|g, 0〉〉 , |g, 1〉〉 , |e, 0〉〉 , |e, 1〉〉}). This allows us to break up Eq. (15) for the full trajectory into (M + 1)
individual chunks where each interval between visible transitions can be treated separately
∆σY (τX) = log
〈〈b| eG∆tMJkM ...Jk1eG∆t0 |a〉〉
〈〈b| eG¯†∆tMJkM ...Jk1eG¯†∆t0 |a〉〉
(B36)
= log
M∏
n=0
〈〈χikn+1 | eG∆tn |χfkn〉〉
〈〈χikn+1 | eG¯
†∆tn |χfkn〉〉
(B37)
=
M∑
n=0
∆σnY (τX) (B38)
where we have defined the hidden entropy production of the nth interval
∆σnY (τX) := log
〈〈χikn+1 | eG∆tn |χfkn〉〉
〈〈χikn+1 | eG¯
†∆tn |χfkn〉〉
. (B39)
We can now substitute Eqs. (B34) and (B35) and study analyse the expression for ∆σnY (τX). Let us first consider the
case where |χikn+1〉〉 = |χfkn〉〉. This means that the (n + 1)th visible transition starts in the same state that the nth
transition ended. Intuitively this tells us that in this case ∆σnY should be zero, since whatever happened in the hidden
system, it was completely balanced, equivalent to nothing happening at all. This can easily be verified by looking at
Eqs. (B35) and (B34). If |χikn+1〉〉 = |χfkn〉〉, the only relevant term in eGt and eG˜
†t is one of the diagonal yy
′
xx′ terms,
which has the same dyy
′
xx′ coefficient in both expressions, thus resulting in ∆σ
n
Y = ln
dyy
′
xx′
dyy
′
xx′
= 0 as expected. If on the
other hand |χikn+1〉〉 6= |χfkn〉〉 we know that some hidden transitions must have taken place and thus in general expect
∆σnY 6= 0. We can immediately ignore all the yy
′
xx′ terms in Eqs. (B35) and (B34) since they only connect equal
states. Further, since |χfkn〉〉 has a known system state of either |e〉 or |g〉, the sums over x and x′ reduce to a single
term since only the x = x′ = e or x = x′ = g term is non-vanishing. Finally, since |χfkn〉〉 and |χikn+1〉〉 also have a
known demon state of either |0〉 or |1〉, the sum over kY reduces to only the terms whose associated operators induce
the correct transition in the demon states, either |0〉 → |1〉 (in our case L6 and L8) or |1〉 → |0〉 (in our case L5 and
L7). As noted above, these terms that are associated with the same state to state transition (i.e. here the pairs 5/7
and 6/8) also have the same Axx
′
k (t). Hence the A
xx′
k (t) also cancel in the ratio in ∆σ
n
Y . What we are left with is the
expression
∆σnY (τX) = log
〈〈χikn+1 |
∑
k∈kY Lk ⊗ Lk |χ
f
kn
〉〉
〈〈χikn+1 |
∑
k∈kY Lk ⊗ Lke−∆sk |χ
f
kn
〉〉 (B40)
= log
∑
k∈kY | 〈χikn+1 |Lk |χ
f
kn
〉 |2∑
k∈kY e
−∆sk | 〈χikn+1 |Lk |χ
f
kn
〉 |2 (B41)
= − log
∑
k∈kY e
−∆sk | 〈χikn+1 |Lk |χfkn〉 |2∑
k∈kY | 〈χikn+1 |Lk |χ
f
kn
〉 |2 (B42)
= − log
∑
k∈kY
| 〈χikn+1 |Lk |χfkn〉 |2∑
k′∈kY | 〈χikn+1 |Lk′ |χ
f
kn
〉 |2 e
−∆sk (B43)
= − log
∑
k∈kY
pnk (τX)e
−∆sk . (B44)
Substituting this into (B38) we arrive at (25). This concludes the proof. As noted in the main text, the result (23) is
just a special case of (25) and also follows directly from the above considerations.
