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Introduction
C’est en 1922 que Louis Mordell, répondant à une question posée en 1908 par Henri
Poincaré, démontre que le groupe des points rationnels d’une courbe elliptique déﬁnie sur
Q est ﬁniment engendré. En 1928, André Weil dans sa thèse de doctorat étend le résultat
aux courbes elliptiques déﬁnies sur un corps de nombres quelconque (il étend même le
résultat aux variétés abéliennes qui sont des jacobiennes de courbes). Pour une courbe
elliptique déﬁnie sur un corps de nombres K, ceci revient à dire que :
E(K) ≃ ZrE/K × E(K)tors
où E(K)tors désigne les points de torsion (c’est un groupe abélien ﬁni) et rE/K s’appelle
le rang de la courbe E/K. On a, aujourd’hui, une description relativement précise de
E(K)tors, notamment grâce aux travaux de B. Mazur (dans [31] et [32]) et L. Merel (dans
[33]). Le rang rE/K demeure très largement mystérieux.
Dans le début des années 1960, à la suite d’une expérience sur ordinateur (parmi
les premières en mathématiques), Brian Birch et Peter Swinnerton-Dyer ont énoncé une
conjecture reliant le rang d’une courbe elliptique à l’ordre d’annulation de la fonction
L associée à la courbe : la, désormais célèbre, conjecture de Birch-Swinnerton-Dyer. Les
questions traitées dans cette thèse ont pour point de départ cette conjecture.
0.1 La conjecture de Birch-Swinnerton-Dyer
Soit K un corps de nombres et E une courbe elliptique sur K. Notons Kv la complétion
de K à la place v.
Le module de Tate l-adique Tl(E) de E (plus précisément Vl(E) = Ql ⊗Zl Tl(E))
donne lieu pour toute place v à une représentation du groupe de Galois absolu de Kv
σ′E/Kv ,l : Gal(Kv/Kv) −→ GL(Vl(E)∗). Si on ﬁxe un plongement ι : Ql →֒ C, on obtient
une représentation complexe σ′E/Kv ,l,ι du groupe de Weil-Deligne WDKv de Kv (la classe
d’isomorphie de σ′E/Kv := σ
′
E/Kv ,l,ι
est indépendante du choix de l et de ι).
Notons L(E/K, s) la fonction L globale, produit des fonctions L locales :
L(E/K, s) =
∏
v finies
L(E/Kv, s)
(
:=
∏
v finies
L(σ′E/Kv , s)
)
déﬁnie pour Re(s) >
3
2
(voir la section 2.2.2 du chapitre 2 pour la déﬁnition de L(E/Kv, s))
et par
Λ(E/K, s) = A(E/K)s/2L(E/K, s)(2(2π)−sΓ(s))[K:Q],
la fonction L complète où A(E/K) est une constante qui s’exprime en fonction du discri-
minant et du conducteur de E/K et où (2(2π)−sΓ(s))[K:Q] est le facteur qui correspond
au produit
∏
v infinies
L(σ′E/Kv , s) (voir la section 2.5 du chapitre 2).
10 Introduction
On peut désormais énoncer la conjecture suivante :
Conjecture 0.1.1. (Equation fonctionnelle de Λ : FE) :
Λ(E/K, s) admet un prolongement holomorphe à C et il existe un signe
W (E/K) =
∏
v
W (E/Kv) ∈ {±1}
tel que :
Λ(E/K, s) =W (E/K)Λ(E/K, 2− s)
(voir la section 2.4 pour la déﬁnition de W (E/Kv) := W (σ′E/Kv) aux places ﬁnies, la
section 2.5 pour la déﬁnition aux places archimédiennes et [45] §21 p.157 pour l’équation
fonctionnelle de Λ).
Remarque 0.1.2. Cette conjecture est connue dans quelques cas :
· Pour les courbes elliptiques sur Q grâce aux résultats de modularité dus à Wiles, Taylor,
Breuil, Diamond et Conrad.
· Pour les courbes elliptiques sur un corps de nombres totalement réel, on sait que Λ admet
un prolongement méromorphe et satisfait l’équation fonctionnelle grâce à un résultat de
modularité potentiel de Wintenberger (voir [64]) joint à un argument de Taylor.
Dans le cas général, cette conjecture n’est pas connue.
Si Λ(E/K, s) admet un prolongement holomorphe à C alors on peut parler de l’ordre
d’annulation de Λ en s = 1 et énoncer la conjecture de Birch et Swinnerton-Dyer :
Conjecture 0.1.3. (Birch et Swinnerton-Dyer : BSD) :
ords=1Λ(E/K, s) = rg(E/K).
Remarque 0.1.4. On a seulement quelques éléments concernant cette conjecture, no-
tamment :
· B. Gross et D. Zagier ont montré en 1986 qu’une courbe elliptique modulaire dont l’ordre
d’annulation en s = 1 est 1 admet un point rationnel.
· Kolyvagin a montré en 1989 qu’une courbe elliptique modulaire, dont l’ordre d’annula-
tion en s = 1 est 0, est de rang 0.
· Grâce aux résultats de modularité des courbes elliptiques sur Q, les deux précédents sont
valables pour des courbes elliptiques sur Q.
Les deux premiers chapitres de cette thèse sont des chapitres de rappels qui permettent
notamment au chapitre 3 d’énoncer une généralisation de cette conjecture (la conjecture
de Bloch-Kato) et les conjectures de parité (dans un cadre plus vaste que celui des seules
courbes elliptiques) dont nous allons dire quelques mots tout de suite.
0.2 Les conjectures de parité et de p-parité
La conjecture de Birch et Swinnerton-Dyer implique la conjecture plus faible suivante :
Conjecture 0.2.1. (BSD (mod 2))
rg(E/K) ≡ ords=1Λ(E/K, s) (mod 2) .
Combinée avec l’équation fonctionnelle conjecturale on obtient :
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Conjecture 0.2.2. (Conjecture de parité)
(−1)rg(E/K) =W (E/K).
Tim et Vladimir Dokchitser ont montré que cette conjecture est vraie si on suppose
que la partie de 6∞-torsion du groupe de Tate-Shafarevich de E sur K(E[2]) est ﬁnie (voir
[21] Th 7.1 p.20).
Définition 0.2.3. Groupe de Selmer :
Soit
Xp(E/K) := HomZp(S(E/K, p
∞),Qp/Zp)⊗Zp Qp
où S(E/K, p∞) := lim−→
n
S(E/K, pn) est le p∞-groupe de Selmer, qui apparaît dans la suite
exacte suivante :
0 −→ E(K)⊗Qp/Zp −→ S(E/K, p∞) −→XE/K [p∞] −→ 0.
Si on pose rgp(E/K) := dimQp Xp(E/K) = rg(E/K) + corkZp XE/K [p
∞], on a la version
plus accessible suivante de la Conjecture :
Conjecture 0.2.4. (Conjecture de p-parité)
(−1)rgp(E/K) =W (E/K).
Remarque 0.2.5. Cette version est plus accessible car elle ne nécessite pas la connaissance
du groupe de Tate-Shafarevitch dont on sait peu de choses. Les résultats connus sur la
conjecture de parité sont conditionnels à la ﬁnitude deX. C’est en général la conjecture de
p-parité qui est établie (pour certains p), la conjecture de parité en découlant directement
si on suppose la ﬁnitude de X.
Si L/K est une extension galoisienne ﬁnie et τ est une Qp-représentation auto-duale
de Gal(L/K) alors on peut énoncer une version équivariante de la conjecture :
Conjecture 0.2.6. (Conjecture de p-parité avec twist (auto-duale))
(−1)〈τ,Xp(E/L)〉 =W (E/K, τ),
oùW (E/K, τ) =
∏
v
W (σ′E/Kv⊗ResDv τ), Dv ⊂ Gal(L/K) est le groupe de décomposition
en v et 〈τ , ∗〉 est le produit scalaire classique des caractères de τ et du complexiﬁé de ∗.
Dans le chapitre 4 de cette thèse on obtient des résultats concernant ces deux dernières
conjectures. On démontre le résultat clef suivant :
Théorème 0.2.7. Soit K un corps de nombres, E/K une courbe elliptique et L/K une
extension galoisienne ﬁnie tel que Gal(L/K) ≃ D2pn , avec p ≥ 5 un nombre premier. La
conjecture de p-parité pour E/K tensorisé par 1⊕ η ⊕ τ est vériﬁée, c’est à dire :
W (E/K, 1⊕ η ⊕ τ) = (−1)〈1⊕η⊕τ,Xp(E/L)〉
où 1 est la représentation triviale, η le caractère quadratique et τ une représentation
irréductible de degré 2 de Gal(L/K).
Remarque 0.2.8. Un résultat analogue a été démontré par Tim et Vladimir Dokchitser
avec des hypothèses supplémentaires (voir notamment la remarque 4.1.11 au chapître 4).
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Ce théorème permet de démontrer (grâce aux travaux des frères Dokchitser) notam-
ment les deux théorèmes suivants concernant les conjectures de p-parité et de p-parité avec
twist :
Théorème 0.2.9. Soit K un corps de nombres, p ≥ 3, et E/K une courbe elliptique.
Supposons que F est une p-extension d’une extension galoisienne M/K, galoisienne sur
K. Si la conjecture de p-parité
(−1)rkp E/L =W (E/L)
est vériﬁée pour tout sous-corps K ⊂ L ⊂ M, alors elle est vériﬁée pour tout sous-corps
K ⊂ L ⊂ F.
Corollaire 0.2.10. Soit E/Q une courbe elliptique et p ≥ 3. Supposons que F est une
p-extension d’une extension quadratique M/Q, galoisienne sur Q alors
(−1)rkp E/L =W (E/L)
pour tout sous-corps L de F .
Théorème 0.2.11. Soit K un corps de nombres, p ≥ 3, E/K une courbe elliptique et
F/K une extension galoisienne. Supposons que le p-sous-groupe de P de G = Gal(F/K)
est distingué et que G/P est abélien. Si la conjecture de p-parité est vériﬁée pour E sur
K et ses extensions quadratiques dans F , alors elle est vériﬁée pour tout twist de E par
une représentation orthogonale de G.
0.3 Une généralisation de la formule de Rohrlich pour les
signes locaux
Les résulats obtenus ci-dessus reposent de façon essentielle sur une formule de David.
E. Rohrlich pour W (E/Kv, τ) où τ est une représentation auto-duale. Le résultat clef que
Rohrlich a démontré dans [46] est le théorème suivant :
Théorème 0.3.1. Soit E une courbe elliptique sur Kv et τ une représentation auto-duale
de GK alors :
1. Si E a réduction potentiellement multiplicative alors :
W (E/Kv, τ) = (det τ)(−1)χ(−1)dim τ (−1)〈χ,τ〉
où χ est le caractère de K×v associé à l’extension Kv(
√
c6) de Kv (i.e le corps où E
acquiert réduction multiplicative déployée).
2. Si E a potentiellement bonne réduction alors σ′E/Kv = σE/Kv est une représentation
de WKv et si lv ≥ 5 on a :
W (E/Kv, τ)) =
{
(det τ)(−1)(−W (E/Kv))dim τ (−1)〈1+η+σˆ,τ〉 si σE/K est irréd,
(det τ)(−1)(W (E/Kv))dim τ sinon.
La quantité W (E/Kv, τ) := W (σ′E/K ⊗ τ) étant déﬁnie à l’aide de la représentation
essentiellement symplectique du groupe de Weil-Deligne σ′E/Kv :WDKv −→ GL(Vl(E)∗),
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il est légitime de chercher une formule équivalente dans le cas d’une représentation essen-
tiellement symplectique plus générale de WDKv . Nous donnons au chapitre 5 une formule
qui généralise la formule du point 2. du théorème précédent. En eﬀet, on donne une for-
mule dans le cas où la représentation de WDKv se factorise à travers une représentation
essentiellement symplectique, modérement ramiﬁée du groupe de Weil WKv . Précisément,
on obtient :
Théorème 0.3.2. Soit σ est une représentation essentiellement symplectique de poids w
et modérement ramiﬁée de WKv , lv 6= 2 et σ˜ = σ ⊗ ωw/2 alors pour toute représentation
(complexe) auto-duale τ de GKv :
W (σ ⊗ τ) =
{
(det τ(−1))dimσ2 (−W (σ))dim τ (−1)〈1⊕ηnr⊕ρ,τ〉 si σ˜ est sympl et irréd,
(det τ(−1))dimσ2 W (σ)dim τ si σ˜ = θ ⊕ θ∗
Remarque 0.3.3. Si E/Kv est une courbe ayant potentiellement bonne réduction alors si
lv ≥ 5, la représentation σ′E/Kv est une représentation modérément ramiﬁée de dimension
2 de WKv et en appliquant le théorème ci-dessus, on retrouve le résultat de Rohrlich.
0.4 Nombres de Tamagawa et constantes de régulation
Les résultats sur les conjectures de p-parité et de p-parité avec twist du chapitre 4 repose
sur le travail des frères Dokchitser dans [18] et notamment le résultat clef de cet article
(Théorème 3.2) qui lie (à l’aide de la formule de Rohrlich) les nombres de Tamagawa et ce
qu’ils appellent les constantes de régulation. Ce résultat, un peu technique, est rappellé à la
ﬁn du chapitre 3. Ce théorème de nature locale repose notamment sur la connaissance de la
forme explicite du groupe de Galois du corps sur lequel la courbe admet une réduction semi-
stable. Ces groupes, peu nombreux, ont pour cardinal une puissance de 2 fois une puissance
de 3 (en particulier, il en est de même pour son sous-groupe d’inertie).Partant d’une courbe
elliptique sur un corps de nombres, il s’avère que le fait que la famille des représentations
σ′E/Kv pour les diﬀérentes place v de K soit prémotivique (ou fortement compatible,
voir la déﬁnition 1.4.6) impose cette condition sur le cardinal du groupe d’inertie. Après
avoir introduit au chapitre 1 ce que nous entendons par prémotif (ou famille fortement
compatible), dans le chapitre 6 (avec l’aide de la formule obtenue au chapitre 5) nous
généralisons le lien entre nombres de Tamagawa et constantes de régulation à un prémotif
essentiellement symplectique quelconque dans le cas modéré où p 6= lv.

Chapitre 1
Représentations galoisiennes et
prémotifs
1.1 Corps locaux et groupes de Weil
On rappelle la déﬁnition de Ql.
Définition 1.1.1. Si l est un nombre premier, Ql est la complétion de Q relativement à
la distance l-adique dl(x, y) = |x− y|l où si a
b
∈ Q, |a
b
|l = lvl(b)−vl(a).
Remarque 1.1.2. 1. On peut déﬁnir Ql de façon équivalente comme le corps des frac-
tions de Zl = lim←−
n∈N
Z/lnZ où lim←−
n∈N
désigne la limite projective.
2. Le corps Ql est localement compact.
3. L’anneau Zl possède un unique idéal maximal lZl.
4. Les idéaux lnZl forment une base de voisinage de 0.
5. On a Zl = {α ∈ Ql ||α|l ≤ 1} et lZl = {α ∈ Ql ||α|l < 1}.
Définition 1.1.3. On appellera corps local une extension ﬁnie d’un Ql.
Remarque 1.1.4. Il est courant de considérer plus de corps dans la notion de corps local :
1. Les corps locaux en caractéristique 0.
(a) Archimédien : R et C.
(b) Non archimédien : les extensions ﬁnies des Ql (les "nôtres").
2. Les corps locaux en caractéristique positive : les extensions ﬁnies des Fp((t)).
Définition 1.1.5. Si K est une extension ﬁnie de Ql de degré n ([K : Ql] = n) alors on
note :
– Pour α ∈ K, vK(α) = 1nvl(NK/Ql(α)) et , |α|K = l−vK(α).
– l’anneau OK := {α ∈ K | |α|K ≤ 1} est un sous-anneau ouvert et compact de K
appellé anneau des entiers de K.
– Le groupe O×K := {α ∈ K | |α|K = 1} est le groupe des unités de OK .
L’anneau OK vériﬁe les propriétés suivantes :
1. L’anneau OK possède un unique idéal maximal mK := {α ∈ K | |α|K < 1}. Cet idéal
mK est principal et engendré par une uniformisante ̟K .
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2. On a OK = lim←−
n∈N
OK/mnK .
3. Le quotient kK := OK/mK est un corps ﬁni, extension de Zl/lZl ≃ Fl. #kK = qK =
lfK où fK est appelé le degré résiduel de K/Ql.
4. On a lOK = meKK où eK est appelé le degré de ramiﬁcation de K/Ql.
5. On a l’égalité [K : Ql] = eKfK .
6. Si L/K est une extension ﬁnie de K. kL est une extension ﬁnie de kK , on note
[kL : kK ] = fL/K et mK = m
eL/K
L . On appelle fL/K (resp eL/K) le degré résiduel
(resp de ramiﬁcation) de L/K et on a :
fL/K = fL/fK , eL/K = eL/fK et [L : K] = eL/KfL/K
On dira que L/K est non ramiﬁé si eL/K = 1.
Définition-Proposition 1.1.6. Soit L/K est une extension galoisienne (L et K deux
extensions de Ql). On a un morphisme surjectif de Gal(L/K) dans Gal(kL/kK) dont le
noyau, noté IL/K est appellé le groupe d’inertie de L sur K. On a alors la suite exacte
suivante :
0 −→ IL/K −→ Gal(L/K) π−→ Gal(kL/kK) −→ 0.
On remarquera que L/K est non ramiﬁé si et seulement si π est un isomorphisme.
Remarque 1.1.7. Le groupe Gal(kL/kK) est un groupe cyclique engendré par le mor-
phisme de Frobenius : fr : x 7→ x|kK | où |kK | est le cardinal de kK . De façon équivalente,
il est engendré par ϕ : x 7→ x−|kK | l’inverse du Frobenius fr. On appelle ϕ le Frobenius
géométrique.
Théorème 1.1.8. Soit K une extension ﬁnie de Ql (non nécessairement galoisienne) et
soit k une extension ﬁnie de kK (de degré f). Alors il existe une extension non ramiﬁée L
deK telle que kL ≃ k. Une telle extension est unique àK-isomorphisme près et galoisienne
sur K. On la notera Kf .
Définition 1.1.9. Fixons K¯ une clôture algébrique de K. La famille des extensions non-
ramiﬁées Kf forme un système inductif de sous-corps de K¯. Leur limite inductive (union)
est un corps nommé l’extension maximale non-ramifée de K et on la note Knr. On a alors
la suite exacte suivante :
0 −→ IK −→ Gal(K¯/K) π−→ Gal(Knr/K) −→ 0
où IK , le noyau de π, est le sous-groupe d’inertie de Gal(K¯/K).
Théorème 1.1.10. Toute extension ﬁnie de K incluse dans Knr est non-ramiﬁée. On a
la suite exacte suivante :
0 −→ IK −→ Gal(K¯/K) π−→ Gal(k¯K/kK) −→ 0
où Gal(k¯K/kK) ≃ Gal(Knr/K) et IK ≃ lim←−
L/K
IL/K (la limite étant prise sur les extensions
galoisiennes ﬁnies).
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Remarque 1.1.11. Comme Gal(k¯K/kK) ≃ lim←−
k/kK
Gal(k/kK) ≃ lim←−
n∈N
Z/nZ ≃ ∏
p
Zp =: Zˆ (où
la première limite est prise sur les extensions galoisiennes ﬁnies et pour l’isomorphisme du
milieu on a choisi le Frobenius géométrique ϕ comme générateur de Gal(k/kK)), on peut
réecrire la suite exacte ci-dessus :
(1) 0 −→ IK −→ Gal(K¯/K) π−→ Zˆ −→ 0.
Définition 1.1.12. Le groupe de Weil de K est déﬁni par : WK := W(K¯/K) = π−1(Z)
(où Z s’identiﬁe au sous-groupe de Gal(k¯K/kK) ≃ Zˆ engendré par le Frobenius) et on a
la suite exacte suivante
(2) 0 −→ IK i−→WK π−→ Z −→ 0.
On met sur Z la topologie discrète et sur WK la topologie qui rend π continu et IK
homéomorphe à π−1({0} ).
Remarque 1.1.13. 1. On note parfois WkK le sous-groupe de Gal(k¯K/kK) engendré
par le Frobenius.
2. On notera Φ un antécédent de ϕ (l’inverse du Frobenius) par π et on appellera Φ un
Frobenius géométrique.
3. Le groupe Gal(K¯/K) est compact (comme groupe proﬁni), IK est le noyau de π
(qui est continu) donc fermé dans Gal(K¯/K), donc IK est compact.
4. La topologie sur WK est la plus grossière qui rend i et π continus.
5. Attention, la topologie qu’on vient de déﬁnir surWK ne coïncide pas avec la topologie
induite par GK := Gal(K¯/K).
6. Pour cette topologie, certains sous groupes ouverts (par exemple IK) ne sont pas
d’indice ﬁni (contrairement au cas des groupes compacts comme IK et Gal(K¯/K)).
7. L’identité admet une base de voisinage formée de sous-groupes ouverts de IK .
1.2 Théorie du corps de classes local
1.2.1 Loi de réciprocité locale
On rappelle dans cette partie les résultats principaux de la théorie du corps de classes
(local) puis on les énonce en fonction du groupe de Weil.
Soit K une extension ﬁnie de Ql.
Théorème 1.2.1. Si L/K est une extension galoisienne ﬁnie, alors on a un isomorphisme
canonique rL/K : Gal(L/K)ab
∼−→ K×/NL/K(L×) où NL/K : L −→ K désigne la norme
de L sur K
Démonstration. Voir le théorème 1.3 p.320 de [41].
L’isomorphime réciproque θL/K : K×/NL/K(L×) −→ Gal(L/K)ab est appelé l’appli-
cation de réciprocité locale d’Artin (classique).
Pour x ∈ K×, on note (x, L/K) = θL/K(x¯−1) (où x¯ désigne la classe de x dans le quo-
tient K×/NL/K(L×)). On a précomposé θL/K par x −→ x−1 pour avoir une normalisation
adaptée au Frobenius géométrique (voir la remarque 1.1.13).
18 Chapitre 1. Représentations galoisiennes et prémotifs
Pour L′/L/K extensions abéliennes, les morphismes (, L/K) : K× −→ Gal(L/K) sont
compatibles et en prenant la limite projective on obtient un morphisme θK : K× −→
Gal(K¯/K)ab. La suite exacte (1) donne naissance à la suite exacte suivante :
0 −→ IKab/K −→ Gal(Kab/K) π
ab−→ Zˆ −→ 0.
Pour L/K une extension non ramiﬁée et x ∈ K×, on déﬁnit v(x) par |x|K = qv(x)K et on note
Φ : y −→ y−qK ∈ Gal(L/K) le Frobenius géométrique (on notera que c’est précisément
l’image d’un élément Φ de WK qu’on a déﬁni dans la remarque 1.1.13 (2). du fait que
celui-ci est déﬁni modulo l’inertie).
Théorème 1.2.2. Si L/K est une extension non ramiﬁée alors (x, L/K) = Φv(x).
Remarque 1.2.3. Si, ci-dessus, on avait choisi la normalisation classique pour la déﬁnition
de (x, L/K) (i.e si on n’avait pas précomposé par x −→ x−1 le morphisme θL/K) alors on
aurait obtenu (x, L/K) = F v(x) où F : y −→ yqK est le Frobenius classique.
Corollaire 1.2.4. ∀x ∈ K×, πab(θK(x)) = v(x) comme élément de Zˆ.
Lemme 1.2.5. Le morphisme WabK −→ GabK , induit par WK −→ GK , est bijectif (où on a
noté GK pour Gal(K¯/K)).
On en déduit la suite exacte suivante :
0 −→ GKab/Knr −→WabK
πab−→ Z −→ 0.
On peut rassembler toutes ces informations dans le diagramme suivant :
(3)
1 −→ O×K −→ K× v−→ Z −→ 1
↓ θK ↓ θK ↓ Id
1 −→ GKab/Knr −→ WabK
πab−→ Z −→ 1
On rappelle enﬁn, sous sa forme classique, le théorème principal de la théorie du corps
de classes local :
Théorème 1.2.6. L’application L −→ NL/K(L×) est une bijection entre l’ensemble des
extensions abéliennes ﬁnies de K et les sous-groupes ouverts d’indice ﬁni de K×.
Démonstration. Voir le théorème 1.4 p.321 de [41].
On peut le reformuler en terme du groupe de Weil :
Corollaire 1.2.7. L’application de réciprocité θK est un isomorphisme (topologique) de
K× dans WabK .
Démonstration. Si L/K est une extension ﬁnie abélienne dans Kab, alors le théorème
1.2.6 montre que θK composé avec la projection GabK ։ GL/K envoie K
× surjectivement
sur GL/K . En laissant L varier, on voit que θK envoie K× sur un sous-groupe dense de GabK .
Comme O×K est compact, on déduit du diagramme (3) que θK envoie O×K sur GKab/Knr
puis que θK envoie K× surjectivement surWabK . Le noyau de θK est
⋂
L/K finie ab
NL/K(L×).
Si i et j sont des entiers ≥ 0, alors
{
(̟iK)
n(1 +OjK) |n ∈ Z
}
est sous-groupe ouvert de
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K× d’indice ﬁni et
⋂
i,j
{
(̟iK)
n(1 +OjK) |n ∈ Z
}
= {1}. Or d’après le théorème 1.2.6, il
existe une extension abélienne ﬁnie L/K telle que
{
(̟iK)
n(1 +OjK) |n ∈ Z
}
= NL/K(L×)
On en déduit que :
⋂
L/K finie ab
NL/K(L
×) ⊂ ⋂
i,j
{
(̟iK)
n(1 +OjK) |n ∈ Z
}
= {1}
et donc θK est bijectif. Ainsi θK est un isomorphisme de groupe.
Théorème 1.2.8. L’isomorphisme θK identiﬁe U
(n)
K (le n-ième groupe des unités) avec
Gn(Kab/K) (le n-ième groupe de ramiﬁcation).
Démonstration. Voir le théorème 6.2 p.354 de [41].
Remarque 1.2.9. Dans l’identiﬁcation entre K× dans WabK :
K× ≃ WabK
̟K ←→ Φ
−1 ←→ α
où Φ est le Frobenius (géométrique) et α l’unique élément de Iab d’ordre 2.
1.2.2 Symbole de Hilbert
On rappelle très rapidement la déﬁnition du symbole de Hilbert et ses principales
propriétés. Le symbole de Hilbert (, )2 apparaitra au chapitre 5.
Soit K un corps local tel que µn ⊂ K (où µn désigne le groupe des racines n-ièmes de
l’unité) et L = K( n
√
K∗) l’extension galoisienne abélienne maximale d’exposant n. D’après
la théorie du corps de classes local on a :
Gal(L/K) ≃ K×/K×n
et par ailleurs (d’après la théorie de Kummer) :
Hom(Gal(L/K), µn) ≃ K×/K×n.
L’application bilinéaire
Gal(L/K)×Hom(Gal(L/K), µn) −→ µn
(σ, χ) → χ(σ)
donne donc lieu à une application bilinéaire non-dégénérée :
(, )n : K
×/K×n ×K×/K×n −→ µn
appellée le symbole de Hilbert.
Proposition 1.2.10. Le symbole de Hilbert vériﬁe les propriétés suivantes :
1. (aa′, b)n = (a, b)n (a
′, b)n et (a, bb
′)n = (a, b)n (a, b
′)n.
2. (a, b)n ⇐⇒ a est une norme d’un élément de K( n
√
b).
3. (a, b)n = (b, a)
−1
n (en particulier si n = 2, (a, b)2 = (b, a)2).
4. (a, 1− a)n = 1, (a,−a)n = 1 et (a, a)n = (a,−1)n.
5. Si (a, b)n = 1 pour tout b ∈ K∗ alors a ∈ K∗n.
Démonstration. Voir la proposition 3.2 p.334 de [41].
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1.3 Groupes de Weil et Weil-Deligne et leurs représenta-
tions
On suit dans cette partie la très belle exposition de Rohrlich dans [45].
1.3.1 Représentations complexes du groupe de Weil
Définition 1.3.1 (Représentations de WK = W(K¯/K)). Une représentation de WK est
un morphisme continu σ :WK −→ GL(V ) où V est C-espace vectoriel de dimension ﬁnie.
Proposition 1.3.2. On a l’équivalence suivante :
1. σ :WK −→ GL(V ) est une représentation de WK .
2. σ : WK −→ GL(V ) est un morphisme tel que : σ soit trivial sur un sous-groupe
ouvert de IK .
3. σ :WK −→ GL(V ) est un morphisme continu pour la topologie discrète de GL(V ).
On a WK/WL =W(K¯/K)/W(K¯/L) = Gal(L/K).
Ainsi à une représentation θ de Gal(L/K) on peut associer une représentation ρ de
WK :
ρ :WK ։WK/WL = Gal(L/K) θ−→ GL(V ).
Ce sont précisément les représentations d’image ﬁnie deWK (i.e σ(WK) est un sous-groupe
ﬁni de GL(V )). On appelle ces représentations, les représentations de forme galoisienne
de WK .
Définition 1.3.3. On déﬁnit la représentation de dimension 1, ω :WK −→ C× par :
· ω est non-ramiﬁé (i.e ω(IK) = {1}).
· ω(Φ) = q−1 où Φ est un Frobenius géométrique (voir la remarque 1.1.13).
Remarque 1.3.4. Les représentations de WK ne sont pas toutes semi-simples.
Par exemple, l’application ρ :WK −→ GL2(C) qui vériﬁe :


ρ(I) = Id
ρ(Φ) =
(
1 1
0 1
)
est une
représentation deWK (ça se vériﬁe facilement grâce à la caractérisation 3. de la proposition
1.3.2) qui n’est pas semi-simple.
Proposition 1.3.5 (Représentations irréductibles de WK). Toutes représentations irré-
ductibles de WK est de la forme ρ ⊗ ωs où ρ est une représentation de forme galoisienne
de WK et s ∈ C.
Démonstration. Voir le corollaire 3 p.158 de [26] ou 4.10 p.542 de [11].
Corollaire 1.3.6 ("Théorème de Brauer"). Soit σ une représentation du groupe de Weil.
Alors on a :
[σ] =
∑
(L,χ)
cL,χ[IndL/Kχ]
où [σ] est la classe de σ dans le groupe de Grothendieck des représentations de WK ,
(L, χ) parcourt les paires telles que L/K est une extension ﬁnie et χ un quasi-caractère
de W(K¯/L) et cL,χ est un entier, nul pour presque tout (L, χ).
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Corollaire 1.3.7. Soit σ une représentation du groupe de Weil. Alors on a :
[σ] = (dim σ) [1K ] +
∑
(L,χ,χ′)
cL,χ,χ′ [IndL/K(χ− χ′)]
où [σ] est la classe de σ dans le groupe de Grothendieck des représentations de W(K¯/K),
(L, χ, χ′) parcourt les paires telles que L/K est une extension ﬁnie et χ et χ′ sont des
quasi-caractères de W(K¯/L) et cL,χ,χ′ est un entier, nul pour presque tout (L, χ, χ′).
Exemple 1.3.8 (Le cas d’une variété abélienne). Soit A une variété abélienne sur
un corps K, on a une représentation l-adique naturelle de Gal(K¯/K) à travers son action
sur le module de Tate :
σ : Gal(K¯/K) −→ GL(Tl(A)) un morphisme continu.
Le choix d’un plongement ι : Ql →֒ C donne lieu à morphisme σ˜ de W(K¯/K) dans
GL(Tl(A)
⊗
ι
C) :
σ˜ :W(K¯/K) −→ GL(Tl(A)
⊗
ι
C).
Si σ˜ est une représentation de WK (i.e σ˜ est un morphisme continu) alors σ˜ est triviale
sur un sous-groupe ouvert J de I (qui est donc d’indice ﬁni dans I, car I est compact).
Ainsi l’action de I sur Tl(A) se factorise à travers un quotient ﬁni I/J. D’après le critère
de Néron-Ogg-Shafarevich (voir le théorème 2 p.496 de [57]) ceci n’est possible que si A a
potentiellement bonne réduction.
Ainsi si on veut pouvoir associer une représentation complexe à la représentation l-adique
de Gal(K¯/K) associée à A (même lorsque A a réduction potentiellement multiplicative),
il va falloir "grossir" un peu le groupe de Weil.
1.3.2 Groupe de Weil-Deligne et ses représentations
On a toujours K une extension de Ql et k son corps résiduel avec #k = q.
Définition 1.3.9. On déﬁnit le groupe de Weil-Deligne comme le produit semi-direct
suivant :
WDK =WD(K¯/K) =W(K¯/K)⋉C
où l’action est déﬁnie par : WK × C −→ C
(g, z) → ω(g)z
où ω est le caractère non-ramiﬁé
déﬁni précédemment. On en fait un groupe topologique en le munissant de la topologie
produit.
Définition 1.3.10 (Représentation de WDK). Une représentation de WDK est un mor-
phisme continu σ′ :WDK −→ GL(V ) où V est C-espace vectoriel de dimension ﬁnie.
Proposition 1.3.11. La donnée d’une représentation σ′ de WDK est équivalente à la
donnée d’un couple (σ,N) où σ est une représentation du groupe de Weil dans V et N
est un endomorphisme de V .
RepV (WDK) ←→
{
(σ,N) ∈ RepV (WK)× EndNil(V )
tel que σ(g)Nσ(g)−1 = ω(g)N
}
σ′ −→
(
σ′|WK ,
log σ′(z)
z
)
gz → σ(z) exp(zN) ←− (σ,N)
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où EndNil(V ) désigne les endomorphismes nilpotents de V et RepV (WK) (respectivement
RepV (WDK)) les représentations σ : WK −→ GL(V ) (respectivement σ′ : WDK −→
GL(V ))
Démonstration. Voir par exemple §3 de [45].
Remarque 1.3.12. 1. Si N ∈ End(V ), la condition σ(g)Nσ(g)−1 = ω(g)N entraine
que N ∈ EndNil(V ). En particulier, si g = Φ on obtient σ(Φ)N = q−1Nσ(Φ) (ou
encore σ(Φ)Nσ(Φ)−1 = q−1N).
2. Soit σ′ = (σ,N) et ρ′ = (ρ,M) alors :
σ′ ≃ ρ′ ⇐⇒ σ f≃ ρ et f ◦N =M ◦ f .
On peut se demander s’il existe des représentations "irréductibles" deWDK qui donnent
toutes les autres comme dans le cas des groupes ﬁnis ou des représentations semi-simples
(on a vu dans la remarque 1.3.4 que déjà les représentations de WK ne sont pas toutes
semi-simples).
On va s’intéresser à un sous-ensemble de représentations : les représentations admis-
sibles (c’est le cas notamment pour une représentation de WDK associée à une courbe
elliptique ou a une variété abélienne).
Définition 1.3.13. Une représentation σ′ = (σ,N) deWDK sera dite admissible (parfois
Φ-semi-simple ou encore Frobenius-semi-simple) si σ est une représentation semi-simple
de WK .
Remarque 1.3.14. Il est équivalent de demander que σ(Φ) soit semi simple pour un Φ
(ou pour tout Φ). C’est ce qui donne lieu à la terminologie Φ-semi-simple.
Définition 1.3.15. Une représentation σ′ = (σ,N) de WDK est dite indécomposable si
elle ne peut pas s’écrire comme somme directe de sous-représentations.
Définition 1.3.16. Une représentation est dite irréductible s’il elle est non nulle et n’ad-
met pas de sous-représentation stricte.
Remarque 1.3.17. Dans le cas d’une représentation semi-simple (en particulier une re-
présentation d’un groupe ﬁni) : indécomposable ⇐⇒ irréductible. Ici ce n’est pas le cas,
on a bien sûr : irréductible =⇒ indécomposable mais pas le contraire.
On n’a même pas
indécomposable
admissible
}
=⇒irréductible (admissible = Φ-semi-simple 6=
semi-simple) (voir ci-dessous le cas de la représentation spécial sp(n))
Dans ce cadre, les "briques" élémentaires des représentations sont les représentations in-
décomposables. On va voir qu’au prix d’une restriction aux représentations admissibles,
on retrouve des théorèmes familiers.
Définition 1.3.18 (La représentation spéciale). Soit (e1, e2, ..., en) la base canonique de
Cn. On déﬁnit sp(n) = (σ,N) où :
σ(g) =


ω(g) 0 · · · 0
0 ω(g)2
. . .
...
...
. . . . . . 0
0 · · · 0 ω(g)n

 et N =


0 0 · · · 0
1 0
. . .
...
...
. . . . . . 0
0 · · · 1 0


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Remarque 1.3.19. Si π ≃ (π, 0) est une représentation irréductible de WK alors le
représentation π
⊗
sp(n) est une représentation admissible et indécomposable de WDK
(mais pas irréductible). Deligne a montré qu’en fait toute représentation admissible et
indécomposable de WDK est de ce type.
Proposition 1.3.20. Toute représentation admissible et indécomposable deWDK est de
la forme π
⊗
sp(n) où π ≃ (π, 0) est une représentation irréductible de WK .
Démonstration. Voir la proposition p.133 de [45].
On en déduit un lemme de Schur pour ce type de représentation :
Corollaire 1.3.21 ("Lemme de Schur"). Si σ′ :WDK −→ GL(V ) est une représentation
admissible et indécomposable et si T ∈ End(V ) commute à l’action de WDK :
V
T−→ V
σ′(g) ↓ ↓ σ′(g)
V
T−→ V
est commutatif ∀g ∈ WDK
alors
T = λ.Id avec λ ∈ C.
Corollaire 1.3.22 (Décomposition en indécomposables). Si σ′ est une représentation
admissible de WDK alors on a :
σ′ =
s⊕
j=1
πj
⊗
sp(nj)
où π ≃ (π, 0) est une représentation irréductible de WK et nj ∈ N∗.
De plus, si :
σ′ =
t⊕
j=1
ρj
⊗
sp(mj)
est une autre telle décomposition alors : s = t et quitte à renuméroter πj ≃ ρj et mj = nj .
1.3.3 Représentations p-adique du groupe de Galois absolu de K et re-
présentation complexe du groupe de Weil-Deligne
On rappelle que K est toujours une extension ﬁnie de Ql. Soit E un corps de nombres
et Ep le complété de E en p (p une place au-dessus de p et p 6= l).
Définition 1.3.23. Une représentation p-adique deGal(K¯/K) est un morphisme continu :
σ′p : Gal(K¯/K) −→ GL(Vp)
où Vp est un Ep-espace vectoriel de dimension ﬁnie.
Commençons par donner la structure du groupe d’inertie modéré ImrK = IK/PK (où
IK est le groupe d’inertie et PK le pro-l-groupe d’inertie sauvage).
Si ̟ est une uniformisante de Knr alors Kmr (l’extension modérément ramiﬁée maxi-
male) est le compositum des extensions Knr(̟1/n) où n est premier à l et :
ImrK = IK/PK ≃
∏
p6=l
Zp.
Comme PK est un pro-l-groupe et que p 6= l, il existe un sous-groupe distingué fermé
proﬁni Q de IK (d’ordre premier à l) tel que IK/Q ≃ Zp et :
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Lemme 1.3.24. L’espace des morphismes continus de IK dans Qp est de dimension 1 sur
Qp.
On peut donc ﬁxer un morphisme tp : IK −→ Qp continu et non nul. On a alors que
tout morphisme f : IK −→ Qp est la multiplication de tp par un élément de Q×p .
Théorème 1.3.25. Soit σp une représentation p-adique de Gal(K¯/K) et ι : Ep →֒ C une
injection on a :
1. Il existe un unique endomorphisme nilpotent N ∈ End(Vp) et un sous groupe ouvert
J de IK tel que :
∀i ∈ J, σp(i) = exp(tp(i)N)
2. Le morphisme σ :WK −→ GL(Vp) déﬁni par :
∀g ∈ WK , σ(g) = σp(g) exp(−tp(i)N)
où i est tel que g = Φmi, est une représentation de WK et le couple (σ,N) est une
représentation de WDK .
3. Soit (σ,N) une représentation deWDK (comme en 2.). Pour chaque g ∈ WK , notons
σss(g) la composante semi-simple dans la décomposition de Jordan multiplicative
(appelée aussi décomposition de Dunford multiplicative) de σ(g). L’application g −→
σss(g) est une représentation semi-simple de WK triviale sur un sous-groupe ouvert
de IK et σss=(σss, N) une représentation de WDK . Si on note σι la représentation
complexe de WK obtenue par tensorisation par ⊗ιC et Nι = N ⊗ι C ∈End(Vl ⊗ι C)
alors σ′ι = (σι, Nι) est une représentation complexe de WDK qui ne dépend ni du
choix de Φ, ni de celui de tp.
Démonstration. Ce théorème est dû à A. Grothendieck, voir la proposition p.131 de [45].
Exemple 1.3.26 (Le cas d’une variété abélienne). On a une représentation p-adique
de Gal(K¯/K) canonique dans le module de Tate de la variété abélienne A (de dimension
g).
On rappelle que le module de Tate Tp(A) est un Zp-module libre de rang 2g On notera
Vp(A) = Tp(A)
⊗
Qp.
L’action de Gal(K¯/K) sur les A[pn] est compatible avec le système projectif et on
obtient par conséquent une action de Gal(K¯/K) sur Vp(A) (et sur Vp(A)∗). On considérera
généralement plutôt celle sur Vp(A)∗ :
ρp : Gal(K¯/K) −→ GL(Vp(A)∗)
car Vp(A)∗ = H1p (A) et en fait dans la généralisation au cadre d’une courbe projective
lisse X on a une représentation de Gal(K¯/K) dans H1p (X). On peut ensuite, selon la
démarche explicitée dans la proposition précédente, lui associer une représentation com-
plexe σ′A/K,p,ι = (σA/K,p,ι, NA/K,p,ι) du groupe de Weil-Deligne. Cette représentation est
indépendante du choix de p et ι comme le montre la description explicite ci-dessous pour
les courbes elliptiques.
Dans le cas où A est une courbe elliptique, l’étude de cette représentation se décompose
"naturellement" en deux sous-cas (notamment pour montrer que σ′A/K,p,ι ne dépend ni de
p ni de ι) :
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1. La courbe a potentiellement bonne réduction.
Dans ce cas, on montre que :
(a) NA/K,p,ι = 0.
(b) σA/K,p,ι est semi-simple (et par conséquent ne dépend pas du choix de l et ι,
car Serre et Tate ont montré que tr(σA/K,p,ι) est rationnel et indépendant de
p).
(c) A a bonne réduction ⇔ σA/K est non ramiﬁée (c’est le critère de Néron-Ogg-
Shafarevich).
2. La courbe a une réduction potentiellement multiplicative.
Notons Aχ le twist de A par χ tel que Aχ est réduction multiplicative scindée sur K
et χ2 = 1 (c’est possible voir notamment [58, Lemme 5.2 (c) p.440 et exercice 5.11
p.451]).
On montre alors que :
(a) σ′A/K,p,ι est une représentation admissible et indécomposable.
(b) σ′A/K,p,ι = χω
−1⊗ sp(2) (qui est clairement indépendant de p et de ι) et donc
NA/K 6= 0.
i. χ est trivial ⇔ A est réduction multiplicative déployée sur K.
ii. χ est non-trivial et non ramiﬁé ⇔ A est réduction multiplicative non dé-
ployée sur K.
iii. χ est non-trivial et ramiﬁé ⇔ A est réduction additive sur K.
1.4 Prémotifs et représentations du groupe de Weil-Deligne
Dans ce paragraphe, on change de notation : K désigne un corps de nombres et v une
place ﬁnie de K. On note Kv le complété de K en v, OKv son anneau des entiers et qv = ldv
le cardinal de son corps résiduel.
Soit E un corps de nombres et Ep le complété de E en p (p | p). On note OEp son
anneau des entiers.
Définition 1.4.1. 1. Une représentation p-adique de dimension n de Gal(K/K) = GK
est un morphisme continu de GK dans GLn(Ep).
2. Une famille {σp} de représentations p-adiques de Gal(K/K) est une famille de re-
présentations (de même dimension) telle que pour chaque place p de E, σp est une
représentation p-adique.
Définition 1.4.2. Une famille {σp} de représentations p-adiques de GK est dite complè-
tement compatible si elle vériﬁe les deux conditions suivantes :
1. Il existe un ensemble ﬁni S de places de K, indépendant de p, tel que σp est non
ramiﬁée en dehors de S ∪ {w | w divise p} (p est la caractéristique résiduelle de Ep).
2. Si on ﬁxe une place (ﬁnie) q de K tel que q ∤p alors le polynôme Bq(x) = det(1 −
xσp(Φq) | V Ip ) (où Φq est un Frobenius géométrique en q) est à coeﬃcients dans E
et est indépendant de p (autrement dit, si p′ | p′ est une autre place de E telle que
q ∤p′ alors det(1− xσp(Φq) | V Ip ) = det(1− xσp′(Φ) | V Ip′).
Remarque 1.4.3. Le terme "complètement compatible" n’est pas standard dans la litté-
rature, c’est ce que Rohrlich appelle "fully compatible" dans [48].
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Si σ est une représentation de GK et v est une place de K alors si on choisit une place
de K au-dessus de v, on peut identiﬁer le sous-groupe de décomposition correspondant
avec GKv et la classe d’isomorphie de la représentation σ |GKv de GKv est indépendante
du choix de la place de K au-dessus de v.
Définition 1.4.4. On appellera famille faiblement compatible (et on notera M) une
famille {σp} de représentations p-adiques complètement compatible de GK qui vériﬁe de
plus la condition suivante :
Si v est une place de K alors ∀g ∈ Gal(Kv/Kv) = GKv tel que son image dans GKv/Iv
soit une puissance entière du Frobenius alors le polynôme caractéristique de σp(g) est à
coeﬃcients dans E et est indépendant de p pour toute place p tel que p ∤ lv.
Remarque 1.4.5. La famille de représentations issue d’une variété abélienne à travers
ses modules de Tate forment une famille faiblement compatible (dans ce cas le corps E
est simplement le corps Q). Voir notamment [45] pour le cas des courbes elliptiques, le
théorème 3 p.499 de [57] pour le cas des variétés abéliennes de potentiellement bonne
réduction et le théorème 4.3 p.41 de l’exposé IX de [25] pour les variétés abéliennes dans
le cas général.
Si on part d’une famille faiblement compatible M (avec les notations ci-dessus), si
la caractéristique résiduelle lp de Ep est diﬀérente de la caractéristique résiduelle lv de
Kv, alors (d’après le théorème 1.3.25) la représentation σp,v = σp |GKv donne lieu à une
représentation σ =(σ,N) de WDKv sur Ep et par suite à la représentation σss=(σss, N)
de WDKv sur Ep. Pour obtenir une représentation sur C, il suﬃt de ﬁxer un plongement
ιp de Ep dans C. Comme on voit E comme un sous-corps de Ep, on peut demander que
ιp ﬁxe E (où E est identiﬁé à un sous-corps de C par un plongement ι). En étendant les
scalaires de Ep à C on obtient une représentation ((σss)
ιp , N ιp) deWDKv sur C. Il semble
alors naturel de poser σιM,v := ((σss)
ιp , N ιp).
Définition 1.4.6. On appellera prémotif (ou famille fortement compatible), une famille
faiblement compatible telle que, pour tout v, la classe d’isomorphie de σιM,v est indépen-
dante des choix de p et ιp.
Remarque 1.4.7. 1. Il serait agréable de savoir que toute famille faiblement compa-
tible est fortement compatible (i.e est un prémotif). D’importants résultats dans ce
sens ont été démontrés par T.Barnet-Lamb, T.Gee, D.Geraghty et R.Taylor sur des
corps totalement réel ou CM (voir le théorème 5.4.3 de [2]).
2. La famille faiblement compatible associée à une courbe elliptique est un prémotif
grâce à la description explicite (voir 1.3.26) de ((σss)ιp , N ιp) dans ce cas.
3. Plus généralement, la famille faiblement compatible associée à une variété abélienne
est un prémotif grâce à la description explicite (voir la proposition 1.10 de [51]) de
((σss)ιp , N ιp) dans ce cas.
Chapitre 2
Fonctions L, facteurs epsilon et
signes locaux
On rappelle tout d’abord quelques déﬁnitions et propriétés des représentations compa-
tibles avec un accouplement notamment celles qu’on appellera (essentiellement) symplec-
tique et orthogonale qui seront centrales dans nos considérations futures et dont les signes
locaux (root numbers en anglais) vériﬁent des propriétés particulières.
2.1 Représentations compatibles avec un accouplement
Soit K une extension ﬁnie de Ql.
Définition 2.1.1. Soit σ′ :WDK −→ GL(V ) une représentation complexe. Par une forme
σ′-invariante, on entend une application bilinéaire ou sesquilinéaire 〈, 〉 sur V tel que :
1. 〈, 〉 est non dégénérée.
2. 〈, 〉 est stable par σ′ (ie : 〈σ′(g)v, σ′(g)w〉 = 〈v, w〉 ∀g ∈ WDK).
Remarque 2.1.2. On a 〈σ′(g)v, σ′(g)w〉 = 〈v, w〉 ∀g ∈ WDK
⇐⇒
{
〈σ(g)v, σ(g)w〉 = 〈v, w〉 ∀g ∈ W(K¯/K)
〈Nv,w〉 = −〈v,Nw〉
Définition 2.1.3. Soit σ′ :WDK −→ GL(V ) une représentation complexe. On dira que :
1. σ′ est unitaire si ∃ 〈, 〉 une forme σ′-invariante qui est hermitienne.
2. σ′ est orthogonale si ∃ 〈, 〉 une forme σ′-invariante qui est symétrique.
3. σ′ est symplectique si ∃ 〈, 〉 une forme σ′-invariante qui est symplectique.
4. σ′ est essentiellement unitaire de poids t ∈ R si σ′⊗ωt/2 est unitaire.
5. σ′ est essentiellement orthogonale de poids t ∈ R si σ′⊗ωt/2 est orthogonale.
6. σ′ est essentiellement symplectique de poids t ∈ R si σ′⊗ωt/2 est symplectique.
Là encore on retrouve un résultat familier, le théorème de Frobenius-Schur (voir [54]
Théorème.31 p.121), en regardant simplement les représentations admissibles.
Proposition 2.1.4. Soit σ′ : WDK −→ GL(V ) une représentation admissible et indé-
composable. On a alors :
1. La représentation σ′ est essentiellement unitaire.
28 Chapitre 2. Fonctions L, facteurs epsilon et signes locaux
2. La représentation σ′ est essentiellement orthogonale ou essentiellement symplectique
si et seulement si tr(σ′) est à valeur réelle (i.e χσ′ est à valeur réelle).
Démonstration. Voir la proposition p.136 de [45].
Exemple 2.1.5 (Le cas d’une variété abélienne). On s’est donné une représentation σ′A/K
provenant de ρp : Gal(K¯/K) −→ GL(Vp(A)∗). Si At est la variété abélienne duale de A,
on a l’accouplement de Weil :
〈, 〉 : Tl(A)× Tl(At) −→ Tl(µ) où Tl(µ) = lim←−
n
µln
qui donne (dès lors qu’on se ﬁxe une polarisation de A dans sa duale At qui donne lieu
à une injection de Tl(A) dans Tl(At) à conoyau ﬁni) une forme symplectique équivariante
par Gal(K¯/K) sur Tl(A) :
〈, 〉 : Tl(A)× Tl(A) −→ Tl(µ).
En tant que Gal(K¯/K)-module, Tl(µ) ≃ Zl
⊗
ωl où ωl : Gal(K¯/K) −→ Z∗l est le caractère
cyclotomique l-adique.
Gal(K¯/K)
g
−→→ Uln
χl(ξn)=ξ
ag,n
n
≃→ (Z/l
nZ)∗
ag,n
↓ ↓ ↓
Gal(K¯/K)
g
−→→ Ulm
χl(ξm)=ξ
ag,m
m
≃→ (Z/l
mZ)∗
ag,m
les ag,n sont compatibles et par passage
à la limite projective on obtient :
ωl : Gal(K¯/K) −→ Z∗l
g → ag
(c’est aussi l’unique caractère l-adique tel que (ωl)|W(K¯/K) = ω).
Autrement dit :〈g.v, g.w〉 = g. 〈v, w〉 (ie : 〈ρl(g)v, ρl(g)w〉 = ωl(g) 〈v, w〉).
Après extension des scalaires par Ql et passage au dual, on obtient :
〈, 〉 : Vl(A)∗ × Vl(A)∗ −→ Zl
⊗
ω−1l
et la condition de Gal(K¯/K)-équivariance devient :〈
σ′A/K,l(g)v, σ
′
A/K,l(g)w
〉
= ωl(g)−1 〈v, w〉
⇐⇒


〈
σA/K,l(g)v, σA/K,l(g)w
〉
= ω(g)−1 〈v, w〉 ∀g ∈ W(K¯/K)〈
NA/K,lv, w
〉
= −
〈
v,NA/K,lw
〉
=⇒
〈
σ′A/K,l,ι(g)v, σ
′
A/K,l,ι(g)w
〉
= ω(g)−1 〈v, w〉
et donc
〈
σ′A/K
⊗
ω1/2(g)v, σ′A/K
⊗
ω1/2(g)w
〉
= 〈v, w〉 ie σ′A/K
⊗
ω1/2 est symplectique.
Ainsi σ′A/K est essentiellement symplectique de poids 1.
2.2 Fonctions L
On va maintenant regarder comment associer une fonction L à une représentation du
groupe de Weil-Deligne.
On va construire ces fonctions L de façon similaire à la construction des fonctions L
d’Artin.
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2.2.1 Les fonctions L globales historiques
Depuis le début de ce chapitre, on considère des corps locaux. On fait ici un petit
aparté globale pour motiver la déﬁnition locale des fonctions L pour des représentations
du groupe de Weil et de Weil-Deligne.
La fonction Zeta de Riemann
C’est la fonction L "originale" :
ζ(s) =
∞∑
n=0
1
ns
=
∏
p premier
1
1− p−s déﬁni pour Re(s) > 1.
Si on pose Γ(s) =
∫∞
0 t
s−1e−tdt et ΓR(s) = π−s/2Γ(s/2) alors on appelle fonction Zeta de
Riemann "complète" la fonction Z(s) = ΓR(s)ζ(s), on a alors le fameux théorème suivant :
Théorème 2.2.1. La fonction Z(s) admet un prolongement holomorphe sur C\{0, 1} avec
des pôles simples en 0 et 1 de résidus respectif −1 et 1 et satisfait l’équation fonctionnelle :
Z(s) = Z(1− s)
Démonstration. Voir par exemple le théorème 1.6 p.425 de [41].
On mentionne, en passant, la fameuse conjecture suivante :
Conjecture 2.2.2 (Hypothèse de Riemann). Les zéros non triviaux de Z(s) sont sur la
droite Re(s) = 1/2.
Les fonctions L de Dirichlet
Une première généralisation de la fonction Zeta est la suivante :
Soit χ : (Z/mZ)∗ −→ C∗ un caractère (de Dirichlet), alors on peut déﬁnir la fonc-
tion multiplicative χ : Z −→ C par χ(n) =
{
χ(n) si pgcd(m,n) = 1
0 sinon
et la fonction L
associée :
L(χ, s) =
∞∑
n=0
χ(n)
ns
=
∏
p premier
1
1− χ(p)p−s
En posant cette fois,
L∞(χ, s) = m(s+a)/2ΓR(s+ a) =
(
m
π
)(s+a)/2
Γ(
s+ a
2
)
où a =
{
0 si χ(−1) = 1
1 si χ(−1) = −1 et Λ(χ, s) = L(χ, s)L∞(χ, s). Si χ est un caractère de
Dirichlet alors si pour tout m′ | m, χ ne se factorise pas par (Z/m′Z)∗ (ceci revient à dire
que le conducteur de χ est strictement supérieur à 1) alors on dit que χ est primitif. On
a alors de nouveau :
Théorème 2.2.3. Si χ est un caractère primitif non trivial alors Λ(χ, s) admet un pro-
longement holomorphe sur C et vériﬁe l’équation fonctionnelle :
Λ(χ, s) =W (χ)Λ(χ¯, 1− s)
où W (χ) est de valeur absolue 1.
Démonstration. Voir par exemple le théorème 2.8 p.440 de [41].
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Les fonctions L d’Artin.
Dans l’exemple précédent, on peut voir (Z/mZ)∗ comme le groupe de Galois de l’ex-
tension Q(µm)/Q à travers l’isomorphisme (Z/mZ)
∗ ≃ Gal(Q(µm)/Q)
p → ϕp
et ainsi voir
le caractère de Dirichlet χ comme une représentation de dimension 1 de Gal(Q(µm)/Q).
On a alors L(χ, s) =
∏
p
1
1− χ(ϕp)p−s
. Il est alors naturel de se demander, si on ne pour-
rait pas associer une fonction L à toute représentation d’un groupe de Galois de façon à
généraliser le cas des caractère de Dirichlet.
Artin a apporté une réponse. Soit K un corps de nombres, L/K une extension galoi-
sienne ﬁnie et ρ : Gal(L/K) −→ GL(V ) une représentation. On pose :
L(ρ, s) =
∏
p premier
1
det(1− ρ(ϕβ)N (p)−s
∣∣V Iβ )
où β est un idéal premier de L au-dessus de p et N := NK/Q. Comme dans les deux
exemples précédents la fonction L est produit de fonctions L locales aux places ﬁnies
1
det(1− ρ(ϕβ)N (p)−s
∣∣V Iβ ) . On peut encore déﬁnir la fonction L généralisée Λ en incluant
les places inﬁnies ( les termes sont plus compliqués à déﬁnir) et on a à nouveau :
Théorème 2.2.4. Λ(χ, s) admet un prolongement méromorphe sur C et vériﬁe l’équation
fonctionnelle :
Λ(ρ, s) =W (ρ)Λ(ρ¯, 1− s)
où W (ρ) est de valeur absolue 1.
Démonstration. Voir par exemple le théorème 12.6 p.540 de [41].
2.2.2 Les fonctions L locales des représentations du groupe de Weil et
de Weil-Deligne
On peut, au lieu de regarder simplement les représentations des extensions galoisiennes
ﬁnies, regarder les représentations du groupe de Weil (on a vu que celles-ci contiennent en
particuler les précédentes).
Soit K un corps local non archimédien et σ :WK −→ GL(V )), on pose alors :
L(σ, s) =
1
det(1− σ(Φ)q−s |V I ) .
où q = N(mK) est le cardinal du corps résiduel de K (i.e une puissance de l). Pour pouvoir
traiter notamment les fonctions L issues des prémotifs (on a vu par exemple que dans le
cas d’une courbe elliptique, le groupe de Weil-Deligne est indispensable pour traiter la
réduction potentiellement multiplicative), on va maintenant associer une fonction L aux
représentations du groupe de Weil-Deligne. On procède pour ça dans le même esprit mais
en tenant compte de l’endomorphisme nilpotent N .
Définition 2.2.5. Soit K un corps local non archimédien et σ′ : WDK −→ GL(V ) une
repésentation du groupe de Weil-Deligne, on pose
L(σ′, s) =
1
det(1− σ(Φ)q−s ∣∣V IN ) où V
I
N = V
I ∩ kerN
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Proposition 2.2.6 (Propriétés des fonctions L). 1. Si σ′ et τ ′ sont deux représenta-
tions de WDK alors :
L(σ′
⊕
τ ′, s) = L(σ′, s)L(τ ′, s).
2. Si ρ′ est une représentation de WDL (où L/K est une extension ﬁnie) alors :
L(IndL/K(ρ
′), s) = L(ρ′, s)
Démonstration. Voir par exemple le §8 de [45].
Remarque 2.2.7. Pour les représentations admissibles, 1) permet de se ramener à l’étude
des représentations admissibles indécomposables, autrement dit de la forme π
⊗
sp(n) où
π est une représentation irréductible de WK
Proposition 2.2.8. Soit σ′ = π
⊗
sp(n) alors :
L(σ′, s) = L(π, s+ n− 1)
Démonstration. Voir par exemple la proposition p.138 de [45].
Remarque 2.2.9. Ainsi l’étude des fonctions L de représentations admissibles de WDK
se ramène à l’étude des fonctions L de représentation irréductible de WK .
Remarque 2.2.10. Supposons maintenant donnée une représentation l-adique de GK (i.e
σ′l : Gal(K¯/K) −→ GL(Vl)) et un plongement ι : Ql →֒ C, il y a deux façons naturelles de
déﬁnir une fonction L associée à σ′l et ι. On peut poser
L(σ′l, ι, s) = ι

 1
det(1− σ′l(Φ)q−s
∣∣∣(Vl)I )


mais aussi
L(σ′l,ι, s)
où σ′l,ι est la représentation deW ′(K¯/K) associée à la représentation l-adique σ′l. Il s’avère
que ces deux déﬁnitions coïncident :
L(σ′l, ι, s) = L(σ
′
l,ι, s)
Remarque 2.2.11. Si maintenant K est un corps de nombres et qu’on dispose d’un
prémotif M sur K alors on peut construire une fonction L "complète" (globale) Λ(M, s)
associée à M (comme produit des fonctions L locales des divers groupes de Weil-Deligne,
voir la section 2.5 pour la déﬁnition des fonctions L locales aux places archimédiennes).
On peut espérer obtenir (comme dans le cas des représentations d’Artin) un prolongement
holomorphe et une equation fonctionnelle. On discutera de ces conjectures au chapitre
suivant (voir la section 3.2.1).
Exemple 2.2.12 (Le cas d’une variété abélienne). Si A/K est une variété abélienne, on
pose :
L(A/K, s) = L(σ′A/K , s)
On retrouve la déﬁnition classique de la fonction L d’une courbe elliptique. Soit E/K une
courbe elliptique alors :
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1. Si E a bonne réduction alors :
L(E/K, s) =
1
1− aq−s + q1−2s où a = 1−
∣∣∣E˜(k)∣∣∣+ q
2. Si E a réduction multiplicative déployée alors :
L(E/K, s) =
1
1− q−s
3. Si E a réduction multiplicative non déployée alors :
L(E/K, s) =
1
1 + q−s
4. Si E a réduction additive alors :
L(E/K, s) = 1
On pourra regarder [45] p.151 pour les détails.
2.3 Conducteurs
On énonce ici la déﬁnition de l’exposant du conducteur et on en donne une caractéri-
sation qui servira de modèle à la déﬁnition des facteurs epsilon à la section suivante.
Soit σ′ :WDK −→ GL(V ) une représentation du groupe de Weil-Deligne, on va déﬁnir
le conducteur de σ′ = (σ,N).
Soit R/Knr une extension galoisienne ﬁnie tel que σ soit trivial sur Gal(K¯/R) ⊂ I
(autrement dit, R/Knr contient tout la ramiﬁcation de σ) et on pose :
Go = Gal(R/Knr) et Gj = {g ∈ G0 |vR(σ(g)̟R −̟R) ≥ j + 1} . Les Gj sont appelés
les groupes de ramiﬁcation supérieurs.
Définition 2.3.1. Soit σ′ : WDK −→ GL(V ) une représentation du groupe de Weil-
Deligne, on pose :
a(σ′) = a(σ) + b(σ′)
avec a(σ) =
∞∑
j=0
|Gj |
|G| dim(V/V
Gj ) et b(σ′) = dim(V I/V IN ).
On appelle a(σ′) l’exposant du conducteur de σ′ et on déﬁnit le conducteur comme l’idéal
de OK suivant :
N (σ′) = ̟a(σ′)K OK
Proposition 2.3.2 (Caractérisation de a(σ)). L’exposant a(σ) est entièrement déterminé
par les 3 propriétés suivantes :
1. a(∗) est additif sur les suites exactes courtes.
2. Si L/K est extension ﬁnie et ρ :W(K¯/L) −→ GL(V ) une représentation alors :
a(IndL/Kρ) = (dim ρ) d(L/K) + f(L/K)a(ρ) où Disc(L/K) = ̟
dL/K)
K OK .
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3. Si χ est un quasi-caractère de L× (identiﬁé à une représentation de dimension 1 de
W(K¯/L)) alors :
a(χ) =
{
0 si χ est non ramiﬁé,
rχ si χ est ramiﬁé,
où rχ le plus petit entier tel que χ est trivial sur 1 +̟
rχ
L OL
Démonstration. Voir par exemple le théorème 1 p.107 et corollaire 2 p.108 de [53].
Remarque 2.3.3. 1. Les termes de a(σ) sont tous nuls sauf un nombre ﬁni.
2. La déﬁnition est indépendante du choix de R.
3. On dit parfois que la fonction a(∗) est extensible (voir déﬁnition 2.4.3).
Proposition 2.3.4. Soient σ′, τ ′ et ρ′ des représentations du groupe de Weil-Deligne, on
a :
1. a(σ′
⊕
τ ′) = a(σ′)
⊕
a(τ ′).
2. a(IndL/Kρ′) = (dim ρ′) d(L/K) + f(L/K)a(ρ′).
3. Si dim σ′ = 1 et σ′ = (σ, 0) alors
a(σ′) = a(σ) =
{
0 si σ est non ramiﬁée,
α si σ est ramiﬁée,
où α est le plus petit entier m tel que σ est trivial sur 1 +̟mLOL.
Proposition 2.3.5. Soit σ′ une représentation admissible et indécomposable alors σ′ =
π
⊗
sp(n) et :
a(σ′) =
{
n− 1 si π est non ramiﬁée
na(π) si π est ramiﬁée
Démonstration. Voir par exemple la proposition p.141 de [45].
Exemple 2.3.6 (Le cas d’une courbe elliptique). On déﬁnit comme pour les fonctions L,
a(E/K) = a(σ′E/K) et on a les résulats suivants :
1. Si E/K a bonne réduction alors a(E/K) = 0.
2. Si E/K a réduction multiplicative alors a(E/K) = 1.
3. Si E/K a réduction additive alors :
(a) Si E/K a potentiellement bonne réduction et p ≥ 5 alors a(E/K) = 2.
(b) Si E/K a potentiellement réduction multiplicative alors a(E/K) = 2a(χ) où
χ est un caractère d’ordre 2 tel que Eχ/K a réduction multiplicative (cela ne
dépend pas du choix de χ).
On pourra regarder [45] p.152 pour les détails.
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2.4 Facteurs epsilon et signes locaux
Sur le modèle des 3 propriétés déﬁnissant le conducteur a(σ) d’une représentation du
groupe de Weil, Deligne a déﬁni des constantes ε(∗, ∗, ∗) qui dépendent de σ, d’un caractère
additif ψ : K −→ C∗ et d’une mesure de Haar dx sur K.
Avant d’énoncer la proposition établissant l’existence de telles constantes ε, donnons
deux déﬁnitions (contrairement au reste du chapitre dans ces deux déﬁnitions le corps K
peut aussi être global).
Définition 2.4.1 ((R(K) et R1(K))). On pose :
R(K) =
{
(L, ρ) où ρ est une représentation de Gal(K¯/L)
}
et R1(K) = {(L, χ) où χ : L× −→ C× est caractère d’ordre ﬁni}
avecK ⊂ L ⊂ K¯, L/K une extension galoisienne ﬁnie et représentation signiﬁe morphisme
continu dans GLn(C).
Remarque 2.4.2. On peut identiﬁer R1(K) à un sous-ensemble de R(K) (grâce à la
théorie du corps de classe).
Définition 2.4.3 ((Extensibilité)). Une application F : R1(K) −→ A (où A est un groupe
abélien) est dite extensible si elle peut être prolongée en une application F˜ : R(K) −→ A
telle que :
1. F (L, ρ1 + ρ2) = F (L, ρ1)F (L, ρ2) pour tout (L, ρ1) , (L, ρ2) ∈ R(K).
2. F est stable par induction en degré 0, autrement dit :
Si K ⊂ L ⊂ L′ et ρ : Gal(K¯/L) −→ GL(V ) avec dim ρ = 0 alors :
F (L, ρ) = F (L′, IndL/L′(ρ)).
Remarque 2.4.4. 1. Pour la propriété 1, on peut demander simplement la propriété
d’additivité sur les suites exactes (i.e linéarité dans le groupe de Grothendieck) et
pas simplement sur les sommes directes, ce qui permet notamment que l’extensibilité
fasse sens pour les représentations de WK et de WDK .
2. Si F est extensible alors le prolongement est unique.
3. Si K ⊂ L ⊂ L′ et ρ : Gal(K¯/L) −→ Gl(V ) (où on a plus nécessairement dim ρ = 0)
alors :
F (L′, IndL/L′(ρ)) = λL/L′(F )dim ρF (L, ρ)
où λL/L′(F ) =
F (L′, IndL/L′(1L))
F (L, 1L)
.
Exemple 2.4.5. 1. Extensibilité de W (·) sur un corps de nombres. Soit K un corps
de nombres :
L’application W : R1(K) −→ C×
(L, χ) → W (χ)
est extensible.
En eﬀet, elle s’étend en W : R(K) −→ C×
(L, ρ) → Λ(ρ, 1− s)Λ(ρ¯, s)−1
d’après l’équation
fonctionnelle des fonctions L des représentations d’Artin (voir le théorème 2.2.4).
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2. Si c ∈ K× (cas local) ou c est un élément du groupe des classes d’idèles (cas global).
Alors l’application R1(K) −→ C×
(L, χ) → χ(c)
est extensible. Son extension est donnée
par :
R(K) −→ C×
(L, ρ) → det ρ(c)
.
3. Si F : R1(K) −→ C× ne dépend que de L (i.e F (L, χ) = a(L)) alors F est extensible
d’extension F (L, ρ) = a(L)dim ρ.
On revient désormais au cas d’un corps local K :
Proposition 2.4.6. Il existe une fonction ε(∗, ∗, ∗) vériﬁant :
1. ε(∗, ψ, dx) est multiplicative sur les suites exactes courtes.
2. Soit L/K une extension ﬁnie et ρ : W(K¯/L) −→ GL(V ) une représentation alors
(pour toute mesure de Haar dxL sur L) :
ε(IndL/Kρ, ψ, dx) = ε(ρ, ψ ◦ trL/K , dxL)
(
ε(IndL/K1L, ψ, dx)
ε(1L, ψ ◦ trL/K , dxL)
)dim ρ
.
3. Si χ est un quasi-caractère de L× (identiﬁé à une rep de dimension 1 de W(K¯/L))
et ψL un caractère additif de L alors :
ε(χ, ψL, dxL) =


χω−1(c)
∫
OL
dxL si χ est non ramiﬁé,∫
c−1O×L
χ−1(x)ψL(x)dxL si χ est ramiﬁé,
où c est un élément de L× de valuation n(ψL) + a(χ) et n(ψL) est le plus grand
entier m tel que ψL est trivial sur π
−m
L OL.
Remarque 2.4.7. Les points 1. et 2. disent précisément que le facteur ε(∗, ψ, dx) déﬁni
par 3. est une fonction extensible.
Démonstration (exquisse). Pour plus de détails, on renvoie au théorème 4.1 de l’article
de Deligne [11].
1. On traite le cas où K est archimédien et on considère par la suite la cas non-
archimédien.
2. On se ramène au cas des représentations d’Artin : On a vu (Proposition 1.3.5)
que toute représentation irréductible σ de WK s’écrit de σ = ρ ⊗ ωs où ρ est une
représentation de GK (i.e une représentation d’Artin). On pose alors ε(σ, ψ, dx) =
ε(ρ, ψ, dx) et on déﬁnit alors ε(∗, ψ, dx) par additivité.
3. Le cas des représentations d’Artin :
(a) D’après la thèse de Tate (voir [61]), il existe un facteur ε(∗, ψ, dx) pour les
représentations de dimension 1 qui est déﬁni comme le 3. de la proposition.
(b) Passage par le cadre global : Si χ est un caractère d’ordre ﬁni de L× alors il
existe une extension globale l/k, un caractère global χ˜, une place v0 de k et une
place w0 de l (la seule par construction de l/k) tel que χ = χ˜w0 . on peut alors
écrire ε(χ, ψw0 , dxw0) = ε(χ˜w0 , ψw0 , dxw0) =
ε(χ˜,ψ,dx)∏
w 6=w0
ε(χ˜w,ψw,dxw)
. Le point clef est
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qu’en tensorisant par un caractère α bien choisi, on obtient ε(χ, ψw0 , dxw0) =
ε(χ˜α,ψ,dx)∏
w 6=w0
ε(χ˜wαw,ψw,dxw)
tel que
∏
w 6=w0
ε(χ˜wαw, ψw, dxw) soit extensible (il s’exprime
à l’aide de fonctions de la forme des points 2 et 3 de l’exemple 2.4.5). Par ailleurs,
on sait que grâce à l’équation fonctionnelle globale pour les représentations
d’Artin (global) que ε(χ˜α, ψ, dx) est extensible (voir 1. de l’exemple 2.4.5). On
en déduit l’existence de ε(∗, ψ, dx) pour les représentations d’Artin (locale).
4. On conclut à l’existence de ε(∗, ∗, ∗) pour les représentations du groupe de Weil
(local).
Donnons tout de suite quelques propriétés de ce facteur epsilon.
Proposition 2.4.8. Pour α ∈ K×, on note ψα le caractère x −→ ψ(αx).
1. ε(σ, ψα, dx) = (detσ)(α)ω(α)ε(σ, ψ, dx).
2. ε(σ, ψ, rdx) = rdimσε(σ, ψ, dx).
3. ε(σ ⊗ ωs, ψ, dx) = ε(σ, ψ, dx)q−s(n(ψ) dim(σ)+a(σ)) où n(ψ) est l’entier déﬁni dans la
proposition 2.4.6.
Donnons maintenant la déﬁnition de ε pour les représentations de WDK . :
Définition 2.4.9. Soit σ′ = (σ,N) une représentation de WDK , on pose :
ε(σ′, ψ, dx) = ε(σ, ψ, dx)δ(σ′)
où ε(σ, ψ, dx) est déﬁni par la proposition précédente et δ(σ′) = det(−σ(Φ)
∣∣∣V I/V IN ).
Proposition 2.4.10. La fonction ε déﬁnie sur WDK vériﬁe les mêmes propriétés que la
fonction ε originale sur WK .
1. ε(∗, ψ, dx) est multiplicative sur les suites exactes courtes.
2. Soit L/K une extension ﬁnie et σ′ :WD(K¯/L) −→ GL(V ) une représentation alors
(∀ dxL mesure de Haar sur L) :
ε(IndL/Kσ
′, ψ, dx) = ε(σ′, ψ ◦ trL/K , dxL)
(
ε(IndL/K1L, ψ, dx)
ε(1L, ψ ◦ trL/K , dxL)
)dimσ′
.
3. Si σ′ = (σ,N) est de dimension 1 alors σ′ = (σ, 0) et ε(σ′, ψ, dx) = ε(σ, ψ, dx) où le
second membre est déﬁni comme au 3. de la proposition 2.4.6.
Démonstration. Voir les §11 et §12 de [45].
Définition 2.4.11. On appelle signe local (ou "root number") le nombre complexe de
module 1 suivant :
W (σ′, ψ) =
ε(σ′, ψ, dx)
|ε(σ′, ψ, dx)|
Remarque 2.4.12. Comme le suggère la notation, W (σ′, ψ) ne dépend pas de la mesure
de Haar choisie. En eﬀet, on peut montrer que :
ε(σ′, ψ, rdx) = rdimσε(σ′, ψ, dx)
et donc
ε(σ′, ψ, dx)
|ε(σ′, ψ, dx)| =
ε(σ′, ψ, rdx)
|ε(σ′, ψ, rdx)| .
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Proposition 2.4.13. (Propriétés de ε(σ′, ψ, dx) et W (σ′, ψ)).
Soit n(ψ) comme précédemment et dxψ la mesure auto-duale relativement à ψ
1. ε(σ, ψ, dxψ)ε(σ∗, ψ, dxψ) = (detσ)(−1)qn(ψ) dim(σ)+a(σ).
2. δ(σ′)δ(σ′∗) = qb(σ′).
3. ε(σ′, ψ, dxψ)ε(σ′∗, ψ, dxψ) = (detσ)(−1)qn(ψ) dim(σ′)+a(σ′).
4. Si σ′ est essentiellement orthogonale alors W (σ′, ψ) ∈ {±1,±i}.
5. Si σ′ est essentiellement symplectique alorsW (σ′, ψ) ne dépend pas de ψ etW (σ′) =
±1.
Démonstration. Voir le lemme p.144 et la proposition p.145 de [45].
Corollaire 2.4.14. Soit σ′ = π ⊗ sp(n) une représentation de WDK où π est une repré-
sentation irréductible de WK et n > 0 un entier. Ecrivons π = ρ ⊗ ωt+iθ où ρ est une
représentation d’Artin et t, θ ∈ R. Si π est non-ramiﬁé (donc de dimension 1), on pose
χ = ρωiθ.
1. |ε(σ′, ψ, dxψ)| = q(−t+1−n/2)(n(ψ) dimσ′+a(σ′)).
2. ε(σ′, ψcan, dxcan) = W (σ′, ψ)A(σ′)−t+1−n/2 où A(σ′) = Ddimσ
′
K q
a(σ′) où DK désigne
le discriminant absolu de K.
3. W (σ′, ψ) =
{
W (π, ψ) si π est ramiﬁé,
(−1)n−1χ(Φ)n(n(ψ)+1)−1 si π est non-ramiﬁé.
Démonstration. Voir le corollaire p.146 de [45].
Exemple 2.4.15 (Le cas d’une variété abélienne). Soit A/K une variété abélienne. On a
vu que σ′A/K est essentiellement symplectique de poids 1 donc ne dépend pas du choix de
ψ. Si on note W (A/K) := W (σ′A/K) on a W (E/K) = ±1. Plus précisement, dans le cas
où A = E est une courbe elliptique on a :
1. Si E/K a bonne réduction alors W (E/K) = 1.
2. Si E/K a réduction multiplicative déployée alors W (E/K) = −1.
3. Si E/K a réduction multiplicative non déployée alors W (E/K) = 1.
4. Si E/K a réduction additive potentiellement multiplicative alors (E/K) = χ(−1)
où χ est un caractère d’ordre 2 tel que Eχ ait réduction multiplicative déployée.
5. Si E/K a potentiellement bonne réduction et p > 3. On note ∆ ∈ K× le discriminant
de E et e =
12
gcd(ordp∆, 12)
alors :
W (E/K) =


1 si 2 | fK/Qp ou e = 1,(−1
p
)
si 2 ∤ fK/Qp et e = 2 ou 6,(−3
p
)
si 2 ∤ fK/Qp et e = 3,(−2
p
)
si 2 ∤ fK/Qp et e = 4.
On pourra regarder les articles [44] et [46] pour plus de détails.
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On énonce enﬁn quelques résultats sur les facteurs epsilon qui nous serons utiles dans
les chapitre 4 et 5.
On commence par une propriété de congruence due à Deligne (qui nous sera utile au
chapitre 4).
Définition 2.4.16. On déﬁnit la constante ε0 par :
ε(σ, ψ, dx) = ε0(σ, ψ, dx) det(−σ(Φ)
∣∣∣V IK )−1.
Remarque 2.4.17. Pour les propriétés de ε0, on pourra consulter le §5 p.548 de [11].
Proposition 2.4.18. Soit G un quotient ﬁni de WK et L une extension ﬁnie de Qp (avec
p 6= l). On note RL(G) (resp RkL(G)) le groupe de Grothendieck de la catégorie des L[G]-
module (resp kL[G]-module) de type ﬁni et d : RL(G) −→ RkL(G). Soient σ1 et σ2 deux
représentations de RL(G) telles que d(σ1) = d(σ2) alors :
ε0(σ1, ψ, dx) ≡ ε0(σ2, ψ, dx) mod̟L.
Démonstration. Voir [11] p.556-557.
Pour ﬁnir, donnons deux résultats connus concernant le comportement des facteurs
epsilon (et donc des signes locaux) par torsion par une représentation (qui nous seront
utiles aux chapitres 4 et 5) :
Proposition 2.4.19. Soit σ une représentation de WDK . Si τ est une représentation
non-ramiﬁée de WDK alors :
ε(σ ⊗ τ , ψ, dx) = ε(σ, ψ, dx)dim τ det τ
(
̟
a(σ)+n(ψ) dimσ
K
)
Démonstration. Voir le point (3.4.6) de [60] ou le corollaire 5 p.115 de [62].
Corollaire 2.4.20. Soit σ une représentation de WDK alors pour tout α ∈ R, on a :
W (σ ⊗ ωα, ψ) =W (σ, ψ).
Proposition 2.4.21. Soit σ une représentation modérément ramiﬁée de WDK . Si τ est
une représentation totalement sauvagement ramiﬁée (c’est à dire une représentation dont
aucun de ses constituants n’est modérément ramiﬁé) alors il existe un élément γ ∈ K× tel
que :
ε(σ ⊗ τ , ψ, dx) = ε(τ , ψ, dx)dimσ(detσ)(γ).
Démonstration. Voir la proposition 4.13 de [14].
2.5 Le cas archimédien
On déﬁnit ici les groupes de Weil et Weil-Deligne, les fonctions L et les signes locaux
dans le cas archimédien.
Il se présente deux cas distincts :
1. Le cas où K = R
2. Le cas où K = C
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Commençons par déﬁnir les groupes de Weil et Weil-Deligne. La première chose à
noter est que dans le cas archimédien, il n’y a pas de diﬀérence entre ces deux groupes :
WDK =WK .
Définition 2.5.1. 1. Le cas où K = R : WR = W(C/R) = C× ∪ JC× où J2 = −1 et
JzJ−1 = z¯ pour z ∈ C×.
2. Le cas où K = C : WC = W(C/C) = C×. On voit WC comme un sous-groupe
d’indice 2 de WR.
On veut désormais associer une fonction L et un signe local à une représentation de
WR (ou WC). On commence par demander que la fonction L(σ, s) (resp. le signe local
W (σ)) pour une représentation de WR (ou WC) ne dépende que de la semi-simpliﬁé σss
de σ et que L(σ1 ⊕ σ2, s) = L(σ1, s)L(σ2, s) (resp W (σ1 ⊕ σ2) = W (σ1)W (σ2)). Il nous
suﬃt donc de déﬁnir L(σ, s) (resp W (σ)) pour une représentation irréductible.
Enﬁn, on note de façon classique
Γ(s) =
∫∞
0 t
s−1e−tdt, ΓR(s) = π−s/2Γ(s/2) et ΓC(s) = 2(2π)−sΓ(s).
On rappelle aussi que ΓR(s)ΓR(s+ 1) = ΓC(s).
Définition 2.5.2. 1. Le cas où K = C : Une représentation irréductible de WC est de
dimension 1 et de la forme σ(z) = |z|2s0 (z/ |z|)m avec s0 ∈ C et m ∈ Z. On pose
alors
L(σ, s) = ΓC(s+ s0 + |m| /2)
et
W (σ) = i−|m|.
2. Le cas où K = R : Il y a dans ce cas deux types de représentations irréductibles
possibles :
(a) Soit σ = χ ◦ π où π : WR −→ R×
J → −1
z → |z|2
et χ(t) = |t|s0 (t/ |t|)m avec s0 ∈ C et
m ∈ {0, 1}. On pose alors
L(σ, s) = ΓR(s+ s0 +m)
et
W (σ) = i−m.
(b) Soit σ = IndC/Rχ où χ est un caractère de WC et χ(z) = |z|2s0 (z/ |z|)m avec
s0 ∈ C et m ∈ Z. On pose alors :
L(σ, s) = ΓC(s+ s0 + |m| /2)
et
W (σ) = i−m.
Exemple 2.5.3. Dans le cas d’une courbe elliptique E, on obtient :
1. Le cas où K = C : L(E/C, s) = ΓC(s)2 = (2(2π)−sΓ(s))2 et W (E/C) = −1.
2. Le cas où K = R : L(E/R, s) = ΓC(s) = 2(2π)−sΓ(s) et W (E/R) = −1.
Exemple 2.5.4. Dans le cas d’une variété abélienne A, on a notamment : W (A/C) =
W (A/R) = (−1)dimA.

Chapitre 3
Conjectures de parité
3.1 Les groupes de Selmer
3.1.1 Définition générale
SoitK un corps de nombres etM un GK-module. Pour toute place v deK, on peut voir
le groupe de décomposition GKv comme un sous-groupe de GK (i.e on ﬁxe un plongement
de K¯ dans K¯v) et on a les applications de restrictions suivantes :
Resv : H i(K,M) −→ H i(Kv,M)
où on a noté H i(K,M) pour H i(GK ,M) et H i(Kv,M) pour H i(GKv ,M).
Définition 3.1.1. Soit v ∤∞, Kv le complété de K en v et Knrv son extension maximale
non-ramiﬁé. On appellera groupe de cohomologie non-ramiﬁé le sous-groupe H1nr(Kv,M)
de H1(Kv,M) déﬁni par :
H1nr(Kv,M) = ker
[
H1(Kv,M)
Res−→ H1(Knrv ,M)
]
.
Définition 3.1.2. Une structure de Selmer F pour A est une collection de sous-groupes
H1F (Kv,M) ⊂ H1(Kv,M)
pour toute place v de K, tel que H1F (Kv,M) = H
1
nr(Kv,M) pour presque tout v.
Définition 3.1.3. Si F est une structure de Selmer pour M alors on déﬁnit le groupe de
Selmer H1F (K,M) par :
H1F (K,M) = ker
[
H1(K,M)
∏
Resv−→ ∏
v
(
H1(Kv,M)/H1F (Kv,M)
)]
.
Autrement dit, H1F (K,M) est le sous-groupe des classes de H
1(K,M) dont la localisation
appartient à H1F (Kv,M) pour tout v.
Exemple 3.1.4. Soit K un corps de nombres, A/K une variété abélienne et m > 0. On
a pour tout v la suite exacte suivante :
0 −→ A(Kv)/mA(Kv) −→ H1(K,A[m]) −→ H1(K,A(K¯v))[m] −→ 0.
On pose alors, pour toute place v, H1F (Kv, A[m]) = Im
[
A(Kv)/mA(Kv) →֒ H i(K,A[m])
]
.
Si v ∤ m∞ et A a bonne réduction en v alors H1F (K,A[m]) = H1nr(Kv, A[m]) et par
conséquent la collection de sous-groupes
{
H1F (Kv, A[m])
}
est une structure de Selmer et
le groupe H1F (K,A[m]) est le classique groupe de Selmer S(A/K,m) (voir par exemple
[59] p.297).
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3.1.2 Le cas d’une représentation p-adique
Soit K et E deux corps de nombres et σ : GK −→ GL(Vp) ≃ GLn(Ep) une repré-
sentation p-adique de GK (où p | p et donc [Ep : Qp] < ∞). Le Ep[G]-module Vp admet
un OEp-réseau stable Tp par GK (on notera T et V pour Tp et Vp). On pose de plus
W = V/T et WM = M−1T/T (pour M ∈ OEp), autrement dit WM est la M -torsion de
W et lim←−WM = T .
Définition 3.1.5. Pour toute place v de K, on déﬁnit les sous-groupes
H1f (Kv, T ), H
1
f (Kv, V ), H
1
f (Kv,W ) et H
1
f (Kv,WM )
de
H1(Kv, T ), H1(Kv, V ), H1(Kv,W ) et H1(Kv,WM ) respectivement
de la façon suivante :
1. Si v ∤ p∞ alors on pose H1f (Kv, V ) = H1nr(Kv, V ) puis
H1f (Kv, T ) = α
−1(H1f (Kv, V )), H
1
f (Kv,W ) = β(H
1
f (Kv, V ))
et
H1f (Kv,WM ) = γ
−1(H1f (Kv,W ))
où les applications α, β et γ sont les applications naturelles suivantes
H1(Kv, T )
α−→ H1(Kv, V ) β−→ H1(Kv,W )
et
H1(Kv,WM )
γ−→ H1(Kv,W ).
2. Si v | p alors on pose H1f (Kv, V ) = ker
[
H1(Kv, V ) −→ H1(Kv, V ⊗Bcris)
]
, où Bcris
est l’anneau déﬁni par Fontaine (voir par exemple [6] §3).
3. Si v | ∞ alors H1(Kv, V ) = 0 donc H1f (Kv, V ) = 0 puis (en procédant comme en 1.)
H1f (Kv, T ) = H
1(Kv, T ) et H1f (Kv,W ) = 0.
Proposition 3.1.6. Soit T comme ci-dessus et v ∤ p∞ alors :
1. H1f (Kv,W ) = H
1(Kv,W )div.
2. H1nr(Kv, T ) ⊂ H1f (Kv, T ) est d’indice ﬁni et H1(Kv, T )/H1f (Kv, T ) est sans torsion.
3. Si T est non-ramiﬁé alors H1f (Kv, T ) = H
1
nr(Kv, T ) et H
1
f (Kv,W ) = H
1
nr(Kv,W ).
Démonstration. Voir lemme 1.3.5 de [50].
Proposition 3.1.7. On a les suites exactes et isomorphismes verticaux suivants :
0 −→ H1f (Kv,W ) −→ H1(Kv,W ) −→ H1s (Kv,W ) −→ 0
‖ ‖ ‖
0 −→ lim−→H
1
f (Kv,WM ) −→ lim−→H
1(Kv,WM ) −→ lim−→H
1
s (Kv,WM ) −→ 0
et
0 −→ H1f (Kv, T ) −→ H1(Kv, T ) −→ H1s (Kv, T ) −→ 0
‖ ‖ ‖
0 −→ lim←−H
1
f (Kv,WM ) −→ lim←−H
1(Kv,WM ) −→ lim←−H
1
s (Kv,WM ) −→ 0
où on a noté H1s (Kv, ·) pour H1(Kv, ·)/H1f (Kv, ·).
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Démonstration. Voir Corollaire 1.3.10 de [50].
Définition-Proposition 3.1.8. Soit σ : GK −→ GL(V ) ≃ GLn(Ep) une représentation
p-adique de GK , non-ramiﬁée en v pour presque toute place v de K alors la collection de
sous-groupes
{
H1f (Kv, V/T )
}
est une structure de Selmer et on pose :
H1f (K,V/T ) = ker
[
H1(K,V/T )
∏
Resv−→ ∏
v
(
H1(Kv, V/T )/H1f (Kv, V/T )
)]
.
3.1.3 Le cas des variétés abéliennes
Soit K un corps de nombres, A/K une variété abélienne et T := Tp(A) le mo-
dule de Tate alors on a une représentation σA : GK −→ GL(V ) (où V := Vp(A)),
W = V/T = A[p∞] et Wpn = A[pn]. On obtient H1(Kv, A[p∞]) = lim−→H
1(Kv, A[pn])
et H1f (Kv, A[p
∞]) = lim−→H
1
f (Kv, A[p
n]) et S(A/K, p∞) := H1f (K,V/T ) = lim−→ S(A/K, p
n).
Le p∞-groupe de Selmer S(A, p∞) vériﬁe la suite exacte suivante :
0 −→ A(K)⊗Qp/Zp −→ S(A/K, p∞) −→X(A, p∞) −→ 0
où X(A, p∞) est déﬁni ci-dessous.
Définition 3.1.9. On appelle dual du p∞-groupe de Selmer S(A, p∞) et on note Sp(A/K)
le groupe suivant :
Sp(A/K) := HomZp(S(A/K, p
∞),Qp/Zp)⊗Zp Qp.
Définition 3.1.10. On appelle groupe de Tate-Shafarevitch et on noteX(A/K) le groupe
X(A/K) = ker
(
H1(Gal(K¯/K), A)→ ∏
v
H1(Gal(K¯v/Kv), A)
)
.
De plus, on note X(A, pn) sa pn-torsion. Ainsi X(A, pn) = X(A/K)[pn] et X(A, p∞) =
X(A/K)[p∞].
Proposition 3.1.11. Si on pose rgp(A/K) := dimQp Sp(A/K) alors :
rgp(A/K) = rg(A/K) + a
où a est le nombre de copies de Qp/Zp dans le groupe de Tate-Shafarevitch et rg(A/K)
est le rang du groupe de Mordell-Weil de A sur K.
Démonstration. En appliquant HomZp(·,Qp/Zp) (Qp/Zp est un Zp-module injectif) à la
suite exacte
0 −→ A(K)⊗Qp/Zp −→ S(A/K, p∞) −→X(A/K, p∞) −→ 0
puis en tensorisant par ⊗ZpQp (Qp est plat sur Zp) on obtient :
0 −→Xp(A/K) −→ Sp(A/K) −→ HomZp(A(K)⊗Qp/Zp,Qp/Zp)⊗Zp Qp −→ 0
oùXp(A/K) = HomZp(X(A, p
∞),Qp/Zp)⊗ZpQp. Comme S(A/K, p∞) ≃ (Qp/Zp)rgp(A/K)⊕
(partie ﬁnie), A(K)⊗Qp/Zp ≃ (Qp/Zp)rg(A/K) etX(A/K, p∞) ≃ (Qp/Zp)a⊕(partie ﬁnie),
la suite exacte ci-dessus fournit le résulat.
Ainsi toute la diﬀérence entre rgp(A/K) et rg(A/K) est "contenue" dans le groupe de
Tate-Shafarevitch. La diﬃcile conjecture suivante entraîne notamment que rgp(E/K) =
rg(E/K) pour tout p.
Conjecture 3.1.12. Le groupe de Tate-Shafarevitch X(A/K) est ﬁni.
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3.2 Les conjectures
3.2.1 Le cas des prémotifs.
Soit M = {σp} un prémotif sur K et ι un plongement de E dans C. Dans toutes
les déﬁnitions et conjectures ci-dessous, il est possible de remplacer prémotif par famille
faiblement compatible (on a vu qu’on conjecture que ces deux notions sont identiques) On
a vu que pour toute place v de K, on peut déﬁnir une représentation σιM,v de WDK (à
partir de n’importe quel σp tel que lv 6= lp et ιp plongement de Ep dans C qui prolonge ι) qui
est indépendante des choix de p et ιp. On complète la fonction L(ιM, s) =
∏
v finie
L(σιM,v, s)
en une fonction L "complète" Λ(ιM, s) =
∏
v
L(σιM,v, s) (Les fonctions L(σιM,v, s) ont été
déﬁnies en 2.2 et 2.5 pour les places ﬁnies et les places archimédiennes respectivement).
Définition 3.2.1. On dit que le prémotif M est de poids w, si pour α ∈ C× tel que
Bq(α−1) = 0 et pour tout τ ∈ Aut(C), on a :
|τ(α)| = (Nq)w/2 si q /∈ S
où S est l’ensemble des places qui apparait dans la déﬁnition d’une famille compatible de
représentation.
Remarque 3.2.2. 1. On déﬁnit de la même façon le poids d’une classe d’isomorphisme
de représentations complètement (ou faiblement) compatibles.
2. Cette déﬁnition permet de dire que la fonction L(ιM, s) (et donc Λ(ιM, s)) est
convergente pour Re s > w/2 + 1.
3. Le fait que ce soit "pour tout τ ∈ Aut(C)" permet que la déﬁnition du poids ne
dépende pas du choix du plongement de E dans C.
Définition 3.2.3. Une représentation σ de WK est dite essentiellement auto-duale de
poids w si :
σ ≃ σ∗ ⊗ ω−w.
Définition 3.2.4. On dit que le prémotif M est essentiellement auto-dual de poids w si :
pour toutes places v de K, σιM,v ≃ σ∗ιM,v ⊗ ω−w.
Remarque 3.2.5. Un prémotif essentiellement auto-dual de poids w est un prémotif de
poids w.
On a alors la conjecture suivante :
Conjecture 3.2.6. 1. La fonction Λ(ιM, s) se prolonge en une fonction holomorphe
sur C.
2. Soit W (ιM) =
∏
v
W (σιM,v) (c’est une constante de module 1), la fonction Λ(ιM, s)
vériﬁe l’équation fonctionnelle :
Λ(ιM, s) =W (ιM)Λ(ιM∗, k − s)
où k = w + 1.
Dans le cas d’un prémotif essentiellement auto-dual de poids impair w, on obtient :
Λ(ιM, s) =W (ιM)Λ(ιM,w + 1− s)
où W (ιM) ∈ {±1}.
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Conjecture 3.2.7 (Bloch-Kato). Soit M = {σp : GK −→ GL(Vp)} un prémotif essen-
tiellement auto-dual de poids impair w sur K et Tp un OEp-réseau GK-stable de Vp
alors si on pose Sp(M/K) := HomOEp (H
1
f (K,Mp), Ep/OEp) ⊗OEp Ep (où H1f (K,Mp) :=
H1f (K,Vp/Tp) voir déﬁnition-proposition 3.1.8) et rgpM := dimEp Sp(M/K) on a :
rgpM = ords=w+1
2
Λ(ιM, s).
Remarque 3.2.8. 1. Dans ce cas, les facteurs Γ n’ont pas de pôle en s = w+12 et donc
ords=w+1
2
Λ(ιM, s) = ords=w+1
2
L(ιM, s).
2. La conjecture implique en particulier que l’ordre d’annulation de Λ(ιM, s) en s =
w+1
2 ne dépend pas de ι (si M provient d’un motif, c’est la conjecture de Deligne-
Gross, voir Conjecture 2.7 (ii) p.323 de [13]).
Conjecture 3.2.9. SoitM = {σp} un prémotif essentiellement auto-dual de poids impair
w sur K alors :
(−1)rgpM =W (ιM).
Remarque 3.2.10. Rohrlich a montré que W (ιM) est indépendant de ι (sous réserve
d’une condition sur le déterminant des σιM,v qui est satisfaite si M est essentiellement
symplectique) dans [47].
Soit L/K une extension ﬁnie et τ une E-représentation auto-duale d du groupe de
Galois GL/K := Gal(L/K), M ⊗ τ =
{
σp ⊗ τ : GK −→ GL(V ′p)
}
et T ′p un OEp-réseau
GK-stable de V ′p alors si on note H1f (K,Mp ⊗ τ) := H1f (K,V ′p/T ′p) on a :
H1f (K,Mp ⊗ τ) = H1f (L,Mp ⊗E τ)GL/K
= (H1f (L,Mp)⊗E τ)GL/K
= HomE[GL/K ](τ
∗, H1f (L,Mp))
= HomE[GL/K ](τ ,H
1
f (L,Mp)).
En notant par ailleurs Λ(M, τ, s) =
∏
v
L(σM,v ⊗ τ , s) et W (M, τ) = ∏
v
W (σM,v ⊗ τ),
on obtient la conjecture suivante :
Conjecture 3.2.11. SoitM = {σp} un prémotif essentiellement auto-dual de poids impair
w sur K et τ est une représentation auto-duale de G(L/K) alors :
Λ(M, τ, s) =W (M, τ)Λ(M, τ,w + 1− s).
De plus, si mτ désigne la multiplicité de τ dans H1f (L,Mp) alors (Bloch-Kato avec twist) :
mτ = ords=w+1
2
Λ(M/K, τ, s)
et (conjecture de p-parité avec twist),
(−1)mτ =W (M/K, τ).
3.2.2 Le cas des variétés abéliennes
Si A/K est une variété abélienne alors la famille {σp}p (où σp : GK −→ GL(Vp(A)))
forment une famille de représentations p-adique complètement compatible qui est prémo-
tivique (voir la remarque 1.4.7). On réénonce les conjectures précédentes dans le cas des
variétés abéliennes :
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Conjecture 3.2.12 (Prolongement holomorphe et équation fonctionnelle). Si A/K est
une variété abélienne, alors Λ(A/K, s) qui converge pour Re s > 32 admet un prolongement
holomorphe sur C et vériﬁe l’équation fonctionnelle suivante :
Λ(A/K, s) =W (A/K)Λ(A/K, 2− s)
où Λ(A/K, s) = ΓC(s)[K:Q] dimAL(A/K, s).
Remarque 3.2.13. La conjecture est connue (avec un prolongement méromorphe, pas
holomorphe) pour une variété abélienne de type GL(2) déﬁnie sur F ⊂ K totalement réel
ou à multiplication complexe pour lequel Gal(K/F ) est abélien ou diédral. Voir [63] (pour
F = Q) et [2].
Conjecture 3.2.14 (BSD pour les groupes de Selmer). Si A/K est une variété abé-
lienne et si on pose Xp(A/K) := HomZp(S(A/K, p
∞),Qp/Zp) ⊗Zp Qp et rgp(A/K) :=
dimQp Xp(A/K) alors
rgp(A/K) = ords=1Λ(A/K, s).
En particulier, la combinaison de la conjecture sur la ﬁnitude de X(A/K) (dans ce
cas rgp(A/K) = rg(A/K)) et la conjecture précédente donne la classique conjecture de
Birch et Swinnerton-Dyer :
Conjecture 3.2.15 (BSD). Si A/K est une variété abélienne alors
rg(A/K) = ords=1Λ(A/K, s).
Remarque 3.2.16. Le facteur ΓC(s) n’ayant pas de pôle en 1, dans les deux conjectures
ci-dessus ords=1Λ(A/K, s) = ords=1L(A/K, s).
Et enﬁn en combinant ces conjectures, on obtient les conjectures plus faibles suivantes :
Conjecture 3.2.17 (de parité). Si A/K est une variété abélienne alors :
(−1)rg(A/K) =W (A/K).
Remarque 3.2.18. Dans [18], les frères Dokchitser ont montré que cette conjecture est
vraie dans le cas où A est une courbe elliptique conditionnellement à la ﬁnitude des parties
2∞ et 3∞ torsion du groupe de Tate-Shafarevitch de A/K(A[2]).
Conjecture 3.2.19 (de p-parité). Si A/K est une variété abélienne alors :
(−1)rgp(A/K) =W (A/K).
Remarque 3.2.20. 1. Les frères Dokchitser ont démontré dans [20] que pour A une
courbe elliptique sur Q la conjecture est vraie pour tout nombre premier p.
2. Si A est une courbe elliptique, et L/K une extension galoisienne de degré impair
alors la conjecture de p-parité est vraie pour A/L si et seulement si elle est vraie pour
A/K. Ce résultat qui repose essentiellement sur l’auto-dualité du groupe de Selmer
Sp(E/L) en tant que Qp[G]-représentation (due initialement à Jan Nekovář dans un
contexte très général dans [37] et redémontré dans le cas des courbes elliptiques par
Tim et Vladimir Dokchitser dans [19]).
3. Les deux points précédents donnent notamment que : Si K est une extension galoi-
sienne de degré impair de Q et A/K est une courbe elliptique alors la conjecture de
p-parité est vraie pour A/K.
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4. De la même façon, on peut montrer (voir [19]) que : Si A est une courbe elliptique
et L/K une extension abélienne, la conjecture de p-parité est vraie pour A/L si et
seulement si elle est vraie pour A/K. On peut donc en déduire que : Si K est une
extension abélienne de Q et A/K est une courbe elliptique alors la conjecture de
p-parité est vraie pour A/K.
5. Dans le même ordre d’idées, dans [21] ils obtiennent notamment que pour A/Q une
courbe elliptique, p > 2, m,n > 1 entiers et K ⊂ Q(µpn , n
√
m) la conjecture est
vériﬁée.
Conjecture 3.2.21 (de p-parité avec twist). Soit L/K une extension ﬁnie de corps de
nombres, A/K une variété abélienne et τ une C-représentation auto-duale de G(L/K)
alors :
(−1)〈τ ,Sp(A/L)〉 =W (A/K, τ)
où 〈τ , ·〉 désigne le classique produit scalaire de τ avec le complexiﬁé de ·.
Remarque 3.2.22. 1. Tim et Vladimir Dokchitser ont démontré dans [21] ce résultat
dans le cas où A est une courbe elliptique, p ≡ 3 mod 4,K = Q, L est une p-extension
d’une extension abélienne de K et τ une représentation orthogonale.
2. Les résultats du chapitre 4 nous permettront notamment d’améliorer ce résultat en
remplaçant la condition "p ≡ 3 mod 4" par "p ≥ 3".
3.3 Signes locaux des courbes elliptiques
Soit K une extension ﬁnie de Ql.
Les résultats de cette section sont dus à Rohrlich et exposés dans [46].
On considère les représentations σ de WK vériﬁant :
· σ est irréductible.
· σ est symplectique.
· σ = IndH/Kϕ où H est une extension quadratique non-ramiﬁée de K et ϕ est un
caractère modérement ramiﬁé de H×. En particulier dim σ = 2.
Ce sont précisément, les représentations de WK qui sont de dimension 2, irréductibles,
symplectiques et modérément ramiﬁées comme nous le verrons (comme cas particulier de
la description des représentations irréductibles, symplectiques et modérément ramiﬁées de
WK) au chapitre 5.
Théorème 3.3.1. Soit τ une représentation auto-duale de GK alors :
W (σ ⊗ τ) = (det τ)(−1)ϕ(uH/K)dim τ (−1)〈1+η+σˆ,τ〉,
où uH/K ∈ O×K tel que H = K(uH/K) et u2H/K ∈ K, η = χH/K le caractère quadratique
de K× correspondant à H, σˆ = indH/Kϕˆ avec ϕˆ = θϕ et θ le caractère non-ramiﬁé de
H×.
Démonstration. C’est le théorème 1 p.318 de [46].
Dans le cadre des courbes elliptiques, ce théorème permet d’obtenir :
Théorème 3.3.2. Soit E une courbe elliptique sur K et τ une représentation auto-duale
de GK alors :
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1. Si E a réduction potentiellement multiplicative alors :
W (σ′E/K ⊗ τ) = (det τ)(−1)χ(−1)dim τ (−1)〈χ,τ〉
où χ est le caractère de K× associé à l’extension K(
√
c6) de K (i.e la corps où E
acquière réduction multiplicative déployée).
2. Si E a potentiellement bonne réduction alors σ′E/K = σE/K et si l ≥ 5 on a :
W (σ′E/K ⊗ τ) =
{
(det τ)(−1)(−W (E/K))dim τ (−1)〈1+η+σˆ,τ〉 si σE/K est irréd,
(det τ)(−1)(W (E/K))dim τ sinon.
Démonstration. C’est le théorème 2 p.329 de [46].
Remarque 3.3.3. Le résultat de Rohrlich est même plus précis. Il donne précisément la
valeur de W (E/K). En eﬀet, si e = 12pgcd(v(∆),12) alors
W (E/K) =


1 si f(K/Qp) est paire ou e = 1,(
−1
p
)
si f(K/Qp) est impaire et e = 2 ou 6,(
−3
p
)
si f(K/Qp) est impaire et e = 3,(
−2
p
)
si f(K/Qp) est impaire et e = 4.
De plus, il montre que si q est le cardinal du corps résiduel kK de K (donc une puissance
de l) alors σE/K est irréductible si et seulement si q ≡ −1mod e.
Remarque 3.3.4. Nous généraliserons le résultat du théorème 3.3.1 et le 2. du théorème
3.3.2 au chapitre 5.
3.4 Les constantes de régulation et la conjecture de parité
Cette section reprend les résultats des frères Dokichitser dans l’article "Regulator
constants and the parity conjecture" (voir [18]).
3.4.1 Les relations entre les représentations de permutations
Soit G un groupe ﬁni et S l’ensemble de ses sous-groupes à conjugaison près.
Définition 3.4.1. On appellera anneau de Burnside le groupe abélien libre ZS (on n’uti-
lisera pas la structure multiplcative de l’anneau). On notera
∑
i
niHi un élément de ZS
(où on note encore Hi la classe de Hi modulo la conjugaison). On notera par ailleurs
Hx = xHx−1.
Définition 3.4.2. On appellera G-relation un élément Θ =
∑
i
niHi de l’anneau de Burn-
side de G tel que
⊕
i
C[G/Hi]ni ≃ 0, où C[G/H] ≃ IndGH1H . Autrement dit, le caractère∑
i
niχC[G/Hi] est nul.
Exemple 3.4.3. 1. Un groupe cyclique n’a pas de relations non-triviales.
2. G = C2 × C2 a 5 sous-groupes {1}, Ca2 = C2 × {1}, Cb2 = {1} × C2, Cc2 = {(1, 1),
(−1,−1)} et G. On a alors une unique G-relation (à un multiple près) :
Θ = {1} − Ca2 − Cb2 − Cc2 + 2G.
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3. Si G = D2n = Cn ⋊ C2 avec n impair alors :
Θ = {1} − 2C2 − Cn + 2G
est une G-relation.
Théorème 3.4.4. Soit G un groupe, D,Hi des sous groupes de G et N un sous-groupe
distingué de G. On a les propriétés suivantes :
1. La somme et la diﬀérence de deux G-relations est une G-relation.
2. Si Θ =
∑
i
niHi et mΘ est une G-relations alors Θ est une G-relation.
3. (Relèvement) Si Hi ⊃ N et ∑
i
niHi/N est une G/N -relation alors
∑
i
niHi est une
G-relation.
4. (Induction) Si Θ =
∑
i
niHi est une D-relation alors IndGDΘ =
∑
i
niHi est une G-
relation.
5. (Projection) Si
∑
i
niHi est une G-relation alors ProjG/N Θ =
∑
i
ni(HiN)/N est une
G/N -relation.
6. (Restriction) Si Θ =
∑
i
niHi est une G-relation alors :
Res
D
Θ =
∑
i
ni
∑
x∈Hi\G/D
D ∩Hx−1i est une D-relation.
Démonstration. Voir le Théorème 2.8 de [18].
Remarque 3.4.5. Pour une étude détailler des G-relations en fonction du groupe G, on
pourra consulter les articles [3] et [4].
3.4.2 Les constantes de régulation.
On considère un corps K de caractéristique 0.
Définition 3.4.6. Soit G un groupe ﬁni, ρ une K[G]-représentation auto-duale et Θ =∑
i
niHi une G-relation. On choisit un accouplement K-bilinéaire non-dégénéré et G-
invariant 〈, 〉 sur ρ à valeurs dans L/K et on pose :
CΘ(ρ) =
∏
i
det
(
1
|Hi| 〈, 〉
∣∣∣ρHi)ni ∈ K×/K×2,
où det (〈, 〉 |V ) := det(〈ei, ej〉i,j) pour toute base de V sur K.
Remarque 3.4.7. 1. Si 〈, 〉1 et 〈, 〉2 sont deux accouplementsK-bilinéaires, non-dégénérés
et G-invariant à valeurs dans L ⊃ K, alors si on ﬁxe des bases pour chaque ρHi , on
a : ∏
i
det
(
1
|Hi| 〈, 〉1
∣∣∣ρHi)ni = ∏
i
det
(
1
|Hi| 〈, 〉2
∣∣∣ρHi)ni ∈ L×.
2. On peut choisir 〈, 〉1 à valeurs dans K et donc les éléments ci-dessus sont dans K×.
3. Un changement de base de chaque ρHi , revient à multiplier
∏
i
det
(
1
|Hi| 〈, 〉1
∣∣∣ρHi )ni
par un élément de K×2.
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4. Les points 1 à 3 nous permettent de dire que la constante de régulation CΘ(ρ) est
bien déﬁnie, non nulle et indépendante du choix de 〈, 〉.
Lemme 3.4.8. Soit Θ =
∑
i
niHi est une G-relation et ρ une K[G]-représentation alors :
∑
i
ni dim ρHi = 0.
Démonstration. On a
∑
i
ni dim ρHi =
∑
i
ni 〈ResHi ρ, 1Hi〉Hi . De plus, d’après la récipro-
cité de Frobenius et la déﬁnition d’une G-relation on a :
∑
i
ni
〈
Res
Hi
ρ, 1Hi
〉
Hi
=
∑
i
ni
〈
ρ, IndGHi1Hi
〉
G
=
〈
ρ,
⊕
i
(
IndGHi1Hi
)⊕ni〉
G
= 0
ce qui donne le résultat.
Proposition 3.4.9. Soit G un groupe ﬁni. Soient Θ, Θ1 et Θ2 des G-relations et ρ, ρ1, ρ2
des K[G]-représentations auto-duales alors :
CΘ1+Θ2(ρ) = CΘ1(ρ)CΘ2(ρ)
et CΘ(ρ1 + ρ2) = CΘ(ρ1)CΘ(ρ2)
Démonstration. Voir le corollaire 2.18 de [18].
Théorème 3.4.10. Soit ρ une K[G]-représentation auto-duale telle que ρ ⊗K K¯ admet
un accouplement bilinéaire G-invariant et alterné alors :
CΘ(ρ) = 1 pour toutes G-relations Θ.
Démonstration. Voir le théorème 2.24 de [18].
Corollaire 3.4.11. Soit ρ une K[G]-représentation auto-duale si elle vériﬁe l’un des cri-
tères suivants :
1. La représentation ρ⊗K K¯ est symplectique comme K¯[G]-représentation.
2. La représentation ρ⊗K K¯ ≃ τ ⊕ τ∗ pour une K¯[G]-représentation τ .
3. Aucune des composantes irréductibles sur K¯ de ρ⊗K K¯ n’est auto-duale.
Alors
CΘ(ρ) = 1 pour toutes G-relations Θ.
Démonstration. Voir Corollaire 2.25 de [18].
Lemme 3.4.12. Soit ρ uneK[G]-représentation auto-duale et Θ =
∑
i
niHi uneG-relation.
Si aucune des composantes irréductibles de ρ⊗K K¯ n’est une des composantes irréductibles
d’un K¯[G/Hi] alors CΘ(ρ) = 1.
Démonstration. Voir le lemme 2.26 de [18].
Définition 3.4.13. Soit R un anneau principal et K son corps des fractions (tel que la
caractéristique de K soit première avec |G|) et ρ un R[G]-module auto-dual alors on peut
déﬁnir comme précédemment CΘ(ρ) par :
CΘ(ρ) =
∏
i
det
(
1
|Hi| 〈, 〉
∣∣∣ρHi)ni ∈ K×/ (R×)2 ,
où le déterminant est calculé en sur des R-bases de ρHi .
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Remarque 3.4.14. Comme précédemment, 〈, 〉 peut être à valeurs dans n’importe quelle
extension L de K et la classe de CΘ(ρ) dans K×/ (R×)
2 est indépendante du choix de 〈, 〉.
Exemple 3.4.15. 1. Si R = OK (où la caractéristique de K est nulle) alors ∀G si ρ
un OK [G]-module auto-dual, CΘ(ρ) est bien déﬁnie comme élément de K×/
(
O×K
)2
.
2. Si R = K = k un corps ﬁni de caractéristique p alors si p ∤ |G| et ρ est un k[G]-module
auto-dual, CΘ(ρ) est bien déﬁnie comme élément de k×/ (k×)
2.
Proposition 3.4.16. Soit G un groupe ﬁni, K un corps local (extension ﬁnie de Qp), OK
son anneau des entiers et p son unique idéal maximal. Si ρ : G −→ GL(V ) ≃ GLn(K) une
K[G]-représentation auto-duale et p ne divise pas |G| alors :
ordpCΘ(ρ) ≡ 0 mod 2
pour toute G-relation Θ.
Démonstration. Après un changement de base éventuelle, ρ est à valeurs dans GLn(OK)
(voir le lemme 6.2.3). D’après la proposition 43 de [54], pour p ∤ |G| , la théorie des représen-
tations de G sur K est "la même" que celle sur kK . En particulier, on a un accouplement
non-dégénéré sur kK qui se relève en un accouplement 〈, 〉 : T × T −→ OK où T est
OK [G]-réseau de V . Si on prend cet accouplement 〈, 〉 : T × T −→ OK (qui se réduit
donc en un accouplement non-dégénéré de T¯ × T¯ −→ kK où T¯ est un kK [G]-module)
pour calculer CΘ(ρ), on obtient que CΘ(ρ) est bien déﬁni comme élément de K×/
(
O×K
)2
et que CΘ(ρ ⊗ kK) ≡ CΘ(ρ ⊗ K) mod pK . Comme CΘ(ρ ⊗ k) ∈ k×, on en déduit que
CΘ(ρ ⊗K) /∈ pK et CΘ(ρ ⊗K) est une unité de OK (à muliplication par un élement de(
O×K
)2
près) donc de valuation triviale. Par conséquent, ordpCΘ(ρ) ≡ 0 mod 2.
Définition 3.4.17. Une fonction linéaire ϕ sur l’anneau de Burnside de G est une ap-
plication de ZS dans un groupe abélien (noté multiplicativement) tel que ϕ(
∑
i
niHi) =∏
i
ϕ(Hi)ni . De plus, on dira que :
1. ϕ est trivial sur Ψ ∈ ZS si ϕ(Ψ) = 1.
2. ϕ ∼ ϕ′ si ϕ/ϕ′ est trivial sur toutes les G-relations.
Définition 3.4.18. Soit G un groupe ﬁni et D un sous-groupe de G. Une fonction linéaire
ϕ sur l’anneau de Burnside de G sera dite D-locale s’il existe une fonction linéaire ϕD sur
l’anneau de Burnside de D telle que :
ϕ(H) = ϕD(ResDH)
(
=
∏
x∈H\G/D
ϕD(H
x−1 ∩D
)
On notera ϕ = (D,ϕD).
Définition 3.4.19. Soit G un groupe ﬁni, D un sous-groupe de G et I un sous-groupe
distingué de D tel que D/I est cyclique. Soit ψ(e, f) une fonction de deux variables
e, f ∈ N. On déﬁnit :
(D, I, ψ) : H → ∏
x∈H\G/D
ψ
( |I|
|H ∩ Ix| ,
[D : I]
[H ∩Dx : I ∩ Ix]
)
.
C’est une fonction D-locale sur l’anneau de Burnside de G, plus précisément
(D, I, ψ) =
(
D,U → ψ
( |I|
|U ∩ I| ,
|D|
|UI|
))
.
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Théorème 3.4.20. Soit G un groupe ﬁni, D un sous-groupe de G et I un sous-groupe
distingué de D tel que D/I est cyclique.
1. Si ϕ = (D,ϕD) et ϕD est trivial sur les D-relations alors ϕ est trivial sur les G-
relations.
2. Si N ⊳ G et ϕ(H) = ϕG/N (HN/N) pour une application ϕG/N sur l’anneau de
Burnside de G/N qui est trivial sur les G/N -relations alors ϕ est trivial sur les
G-relations.
3. Si D1 < D2 < G, ϕ = (D2, ϕ2) et ϕ2 = (D1, ϕ1) alors ϕ = (D1, ϕ1)
4. Si ψ(e, f) ne dépend pas de e alors (D, I, ψ) ∼ 1.
5. Si I0 ⊂ I est distingué dans D tel que D/I0 est cyclique et ψ(e, f) est une fonction
du produit ef alors (D, I, ψ) = (D, I0, ψ).
6. Si D0 est un sous-groupe de D contenant I et si pour m divisant f et [D : D0], on
a ψ(e, f) = ψ(e, f/m)m alors (D, I, ψ) = (D0, I, ψ).
7. Soit N ⊳ G tel que p ∤ [G : N ]. Soit ϕ et φ deux applications sur les anneaux de
Burnside de G et N respectivement alors :
ϕ = (N,φ)⇐⇒


ϕ(H) =
∏
x∈G/D
φ(Hx), H ⊂ N ,
ϕ(H) = φ(H ∩N) sinon.
Démonstration. Voir le théorème 2.36 et le lemme 2.39 de [18].
Définition 3.4.21. Pour une K[G]-représentation auto-duale ρ munie d’un accouplement
bilinéaire 〈, 〉 non-dégénéré, G-invariant et à valeurs dans K, on déﬁnit :
Dρ : H −→ det
(
1
|H| 〈, 〉
∣∣∣ρH ) ∈ K×/K×2.
Remarque 3.4.22. 1. Dρ est bien déﬁni (car 〈, 〉 est G-invariant).
2. Si Θ est une G-relation alors Dρ(Θ) = CΘ(ρ).
3. Si D′ρ est déﬁni comme Dρ mais pour un accouplement 〈, 〉′ alors Dρ ∼ D′ρ.
4. On a en particulier Dρ⊕ρ′ ∼ DρDρ′ .
Proposition 3.4.23. Si D < G et si ρ est une K[D]-représentation auto-duale alors
DIndGDρ ∼ (D,Dρ) comme fonctions à valeurs dans K
×/K×2.
Démonstration. Voir le lemme 2.43 de [18].
Proposition 3.4.24. Soit ρ est une K[G]-représentation auto-duale.
1. Si G = G′/N et Θ est une G-relation alors si Θ′ désigne le relèvement de Θ à G′
alors CΘ(ρ) = CΘ′(ρ).
2. Si G < G′ et Θ est une G′-relation alors CΘ(IndG
′
G ρ) = CResGΘ(ρ).
3. Si D < G et Θ est une D-relation alors CΘ(ResD ρ) = CIndGDΘ(ρ).
Démonstration. Voir la proposition 2.45 de [18].
Lemme 3.4.25. Si H est un sous-groupe cyclique de G alors CΘ(K[G/H]) = 1 pour
toutes G-relations Θ (autrement dit, DK[G/H] ∼ 1).
Démonstration. Voir le lemme 2.46 de [18].
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3.4.3 Signes locaux et nombres de Tamagawa.
Soit K un corps local de caractéristique 0, F/K une extension galoisienne de groupe
D et A/K une variété abélienne principalement polarisée.
Théorème 3.4.26. Supposons que l’une des quatre conditions suivantes est vériﬁée :
1. D est cyclique.
2. A = E est une courbe elliptique semi-stable.
3. A = E est une courbe elliptique à réduction additive et la caractéristique résiduelle
de K est l > 3.
4. A a réduction semi-stable.
alors il existe un QD-module V tel que :
1. W (A/K,τ)
W (τ)2 dimA
= (−1)〈V,τ〉 pour toute représentation auto-duale τ .
2. Cv ∼ DV .
où DV(Θ) = CΘ(V) et Cv(Θ) = ∏
i
Cv(Hi)ni avec Cv(Hi)ni = cw(E/LHi)ω(Hi),
cw(E/LHi) est le nombre de Tamagawa local et ω(Hi) =
∣∣∣∣∣∣
ω0
E/Kv
ω0
E/(LHi)
w
∣∣∣∣∣∣
(LHi)
w
où ω0E/Kv
est une diﬀérentielle invariante minimale).
Démonstration. Voir le théorème 3.2 de [18].
Remarque 3.4.27. On remarquera que pour le cas d’une courbe elliptique, la formule
W (A/K,τ)
W (τ)2 dimA
= (−1)〈V,τ〉 est précisément de la forme des formules de Rohrlich.
Corollaire 3.4.28. Si Θ est une D-relation et p est un nombre premier (p 6= 2 dans le
cas 4) alors :
ordpCΘ(V⊗Qp) ≡ ordpCv(Θ) mod 2.
Remarque 3.4.29. Au chapitre 5, nous montrerons une congruence similaire pour une
représentation modérément ramiﬁée du groupe de Weil.
Corollaire 3.4.30. Si Θ est une D-relation et p est un nombre premier (p 6= 2 dans le
cas 4) alors :
∀τ ∈ TΘ,p, W (A/K, τ) = (−1)ordpCv(Θ)
où TΘ,p =
{
σ une Qp[G]-représentation
auto-duale
∣∣∣∣∣ 〈σ, ρ〉 ≡ ordpCΘ(ρ) (mod 2)∀ρ une Qp[G]-representation auto-duale
}
Par ailleurs, on a le théorème global suivant :
Théorème 3.4.31. Soit L/K une extension de galoisienne de corps de nombres de groupe
de galois G := GL/K , p un nombre premier et Θ =
∑
i
niHi une G-relation. Pour toute
courbe elliptique E/K, la représentation Sp(E/K) est auto-duale et :
〈τ , Sp(E/K)〉 ≡ ordp (C(Θ))mod 2
où C(Θ) =
∏
i
(CE/LHi )
ni , CE/LHi =
∏
v
Cw|v(H i) =
∏
v
∏
w|v
Cw(Hi).
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Démonstration. Voir le théorème 1.14 de [18].
Remarque 3.4.32. Le même résultat est valable pour une variété abélienne principale-
ment polarisée A/K, sauf dans le cas où p = 2 où il faut supposer en plus que la polarisation
provient d’un diviseur K-rationnel.
En combinant les deux résultats précédents, on obtient les résultats suivants concernant
la conjecture de p-parité (avec un twist) :
Théorème 3.4.33. Soit L/K une extension de galoisienne de corps de nombres. Si E/K
est une courbe elliptique dont les places de réduction additive au-dessus de 2 et 3 ont un
groupe de décomposition cyclique alors pour tout p premier et toute GL/K-relation Θ on
a :
(−1)〈τ,Sp(E/K)〉 =W (E/K, τ) pour τ ∈ TΘ,p
Théorème 3.4.34. Soit p premier, p > 2 et L/K une extension de galoisienne de corps
de nombres. Si A/K une variété abélienne dont les places de réduction additive ont un
groupe de décomposition cyclique alors pour toute GL/K-relation Θ on a :
(−1)〈τ,Sp(A/K)〉 =W (A/K, τ) pour τ ∈ TΘ,p.
Au chapitre 6 à l’aide des résultats obtenus sur les représentations modérément rami-
ﬁées du groupe de Weil nous pourrons démontrer le résultat suivant :
Théorème 3.4.35. Soient p premier, p > 2d + 1 et L/K une extension galoisienne de
corps de nombres. Soit A/K une variété abélienne de dimension d, on suppose que les
places ﬁnies suivantes ont un groupe de décomposition cyclique :
· les places v de réduction additive, au-dessus des nombres premiers inférieurs ou égaux à
2d+ 1.
· les places v où A n’a pas réduction semi-stable et A a mauvaise réduction sur l’extension
modérément ramiﬁée maximale de Kv.
· les places v | p (si p n’est pas une place de réduction semi-stable)
Alors pour toute GL/K-relation Θ on a :
(−1)〈τ,Sp(A/K)〉 =W (A/K, τ) pour τ ∈ TΘ,p.
Chapitre 4
Invariance de la conjecture de
parité pour les p-groupes de
Selmer d’une courbe elliptique par
une D2pn-extension
Ce chapitre est une traduction française de l’article "Invariance of the parity conjecture
for p-Selmer groups of elliptic curves in a D2pn-extension" paru au Bulletin de la SMF (voir
[10]). On remarquera quelques redondances avec les chapitres précédents, on a choisi de
laisser l’article intacte (mis à part la traduction et quelques références) pour la commodité
du lecteur qui serait intéressé par cette seule partie.
Résumé 4.0.36. Dans la section 2, on démontre un résultat de p-parité, dans une exten-
sion galoisienne de corps de nombre de groupe D2pn , pour le twist 1⊕ η ⊕ τ :
W (E/K, 1⊕ η ⊕ τ) = (−1)〈1⊕η⊕τ,Xp(E/L)〉,
où E est une courbe elliptique déﬁnie surK, η et τ sont respectivement le caractère quadra-
tique et une représentation irréductible de degré 2 de Gal(L/K) = D2pn , et Xp(E/L) est
le p-groupe de Selmer. La principale nouveauté est qu’on utilise un résultat de congruence
(du à Deligne) pour déterminer les "root numbers" locaux dans les mauvais cas (les places
additives au-dessus de 2 et 3). On donne aussi, en utilisant la machinerie des frères Dok-
chitser, deux applications à la conjecture de p-parité.
4.1 Introduction
4.1.1 La conjecture de Birch-Swinnerton-Dyer et la conjecture de parité
Soit K un corps de nombres et E une courbe elliptique sur K. Notons Kv la complétion
de K à la place v.
On rappelle quelques déﬁnitions :
Définition 4.1.1. (Module de Tate) :
Le module de Tate l-adique de E est la limite projective du système formé par les applica-
tions de multiplication par l, E[ln+1] −→ E[ln], où E[m] est le noyau de la multiplication
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par m sur E. Posons
Tl(E) = lim←− E[l
n], Vl(E) = Ql ⊗Zl Tl(E)
et :
σ′E/Kv ,l : Gal(Kv/Kv) −→ GL(Vl(E)∗).
Fixons un plongement, ι : Ql →֒ C ; on peut alors associer à σ′E/Kv ,l une représentation
complexe σ′E/Kv ,l,ι du groupe de Weil-Deligne (voir la section 1.3.3).
Remarque 4.1.2. On peut montrer que la classe d’isomorphie de σ′E/Kv := σ
′
E/Kv ,l,ι
est
indépendante du choix de l et de ι (voir l’exemple 1.3.26).
Notons L(E/K, s) la fonction L globale, produit des fonctions L locales :
L(E/K, s) =
∏
v finies
L(E/Kv, s)
(
=
∏
v finies
L(σ′E/Kv , s)
)
déﬁnie pour Re(s) >
3
2
(voir la section 2.2 pour le lien avec la déﬁnition classique de
L(E/Kv, s) et celle utilisant σ′E/Kv) et par
Λ(E/K, s) = A(E/K)s/2L(E/K, s)(2(2π)−sΓ(s))[K:Q],
la fonction L complète où A(E/K) est une constante qui s’exprime en fonction du disci-
minant et du conducteur de E/K (voir le chapitre 3).
Rappellons les conjectures classiques suivantes :
Conjecture 4.1.3. (Birch et Swinnerton-Dyer : BSD) :
ords=1Λ(E/K, s) = rk(E/K).
Conjecture 4.1.4. (Equation fonctionnelle de Λ : FE) :
L(E/K, s) admet un prolongement holomorphe à C et il existe un signe
W (E/K) =
∏
v
W (E/Kv) ∈ {±1}
tel que :
Λ(E/K, s) =W (E/K)Λ(E/K, 2− s)
(voir la section 2.4 et notamment l’exemple 2.4.15 W (E/Kv) :=W (σ′E/Kv) et le chapitre
3 pour l’équation fonctionnelle de Λ).
Cette conjecture est connue dans quelques cas :
– Pour les courbes elliptiques sur Q grâce aux résultats de modularité dus à Wiles,
Taylor, Breuil, Diamond et Conrad.
– Pour les courbes elliptiques sur un corps de nombres totalement réel, on sait que Λ
admet un prolongement méromorphe et satisfait l’équation fonctionnelle grâce à un
résultat de modularité potentiel de Wintenberger (voir [64]) joint à un argument de
Taylor.
Dans le cas général, la Conjecture 4.1.4 n’est pas connue.
La conjecture de Birch et Swinnerton-Dyer implique la conjecture plus faible suivante :
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Conjecture 4.1.5. (BSD (mod 2))
rg(E/K) ≡ ords=1Λ(E/K, s) (mod 2) .
Combinée avec l’équation fonctionnelle conjecturale on obtient :
Conjecture 4.1.6. (Conjecture de parité)
(−1)rg(E/K) =W (E/K).
Tim et Vladimir Dokchitser ont montré que cette conjecture est vrai si on suppose que
la partie de 6∞-torsion du groupe de Tate-Shafarevich de E sur K(E[2]) est ﬁnie (voir
[21] Th 7.1 p.20).
Définition 4.1.7. Groupe de Selmer :
Soit
Xp(E/K) := HomZp(S(E/K, p
∞),Qp/Zp)⊗Zp Qp
où S(E/K, p∞) := lim−→
n
S(E/K, pn) est le p∞-groupe de Selmer, qui apparaît dans la suite
exacte suivante :
0 −→ E(K)⊗Qp/Zp −→ S(E/K, p∞) −→XE/K [p∞] −→ 0.
Si on pose rgp(E/K) := dimQp Xp(E/K) = rg(E/K) + corkZp XE/K [p
∞], on a la version
plus accessible suivante de la conjecture 4.1.6 :
Conjecture 4.1.8. (p-parity conjecture)
(−1)rgp(E/K) =W (E/K).
Si L/K est une extension galoisienne ﬁnie et τ est une Qp-représentation auto-duale
de Gal(L/K) alors on peut énoncer une version équivariante de la conjecture 4.1.8 :
Conjecture 4.1.9. (Conjecture de p-parité avec twist (auto-duale))
(−1)〈τ,Xp(E/L)〉 =W (E/K, τ),
oùW (E/K, τ) =
∏
v
W (σ′E/Kv⊗ResDv τ), Dv ⊂ Gal(L/K) est le groupe de décomposition
en v et 〈τ , ∗〉 est le produit scalaire classique des caractères de τ et du complexiﬁé de ∗
C’est cette dernière conjecture dans un cas particulier qui va nous intéresser pour le
reste du chapitre.
4.1.2 Enoncé du théorème principal et applications à la conjecture de
p-parité
Soit K un corps de nombres, E/K une courbe elliptique et L/K une extension galoi-
sienne ﬁnie tel que Gal(L/K) ≃ D2pn , avec p ≥ 5 un nombre premier.
D2pn admet les représentations irréductible suivantes sur Qp :
• 1 la représentation triviale.
• η le caractère quadratique.
• pn−12 représentations irreducibles de degré 2 ; elles sont de la forme,
I(χ) := Ind
D2pn
Cpn
(χ) = I(χ−1),
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où χ est un caractère non-trivial de Cpn (I(1) = 1⊕ η est réductible).
Voir par exemple §5.3 p.52 de [54] pour une description des représentations irréductibles
de D2pn .
Soit τ = I(χ) une représentation irréductible de degré 2 de cette forme.
Théorème 4.1.10. Avec les notations ci-dessus et p ≥ 5, on a l’équalité suivante :
W (E/K, τ)
W (E/K, 1⊕ η) =
(−1)〈τ,Xp(E/L)〉
(−1)〈1⊕η,Xp(E/L)〉
Autrement dit, la conjecture de p-parité pour E/K tensorisé par 1⊕ η ⊕ τ est vériﬁée :
W (E/K, 1⊕ η ⊕ τ) = (−1)〈1⊕η⊕τ,Xp(E/L)〉
Remarque 4.1.11. Les frères Dokchitser ont montré que cette égalité est vériﬁée dans
deux cas :
• Le cas où p est un nombre premier mais l’extension L/K admet un groupe de décom-
position cyclique en toute place de réduction additive de E/K au-dessus de 2 et 3 (voir le
théorème 4.2 (1) p.65 de [18] ).
• Le cas où p ≡ 3 (mod 4) (sans conditions supplémentaires) en utilisant un résultat global
fort concernant la conjecture de p-parité sur les corps de nombres totalement réel dû à Jan
Nekovář dans [36] (voir la proposition 6.12 p.18 de [21]).
· Dans ce chapitre, on prouve l’égalité pour tout p ≥ 5 (sans conditions supplémentaires).
Remarque 4.1.12. L’énoncé du théorème 4.1.10 reste valable pour p = 3 (voir la re-
marque ci-dessus). Ce cas peut être prouvé sans "les douloureux calculs" ([18] p.53) dans
le cas de la réduction additive (voir l’appendice à ce chapitre).
Corollaire 4.1.13.
W (E/K, I(χ))
(−1)〈I(χ),Xp(E/L)〉 ne dépend pas de χ : Cpn −→ C
∗.
Le théorème 4.1.10 est équivalent au fait que l’hypothèse 4.1 de [18] soit vériﬁée pour
toute courbe elliptique et tout nombre premier p > 3 (d’après la remarque 4.1.11 ci-dessus
le résultat est aussi vrai pour p = 3). Maintenant, en utilisant la machinerie des frères
Dokchitser (voir les théorèmes 4.3 et 4.5 de [18]), nous obtenons les théorèmes suivants :
Théorème 4.1.14. Soit K un corps de nombres, p ≥ 3, et E/K une courbe elliptique.
Supposons que F est une p-extension de l’extension galoisienne M/K, galoisienne sur K.
Si la conjecture de p-parité
(−1)rgpE/L =W (E/L)
est vériﬁée pour tout sous-corps K ⊂ L ⊂ M, alors elle est vériﬁée pour tout sous-corps
K ⊂ L ⊂ F.
Théorème 4.1.15. Soit K un corps de nombres, p ≥ 3, E/K une courbe elliptique et
F/K une extension galoisienne. Supposons que le p-sous-groupe de P de G = Gal(F/K)
est distingué et que G/P est abélien. Si la conjecture de p-parité est vériﬁée pour E sur
K et ses extensions quadratiques dans F , alors elle est vériﬁée pour tout twists de E par
une représentation orthogonale de G.
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4.2 Invariance de la conjecture de parité dans une D2pn-
extension
4.2.1 Réduction au cas d’une D2p-extension
On réduit la démonstration du théorème 4.1.10 grâce à l’utilisation de l’induction
combiné avec la propriété d’invariance galoisienne des signes locaux dû à Rohrlich (voir le
théorème 2 de [47]), à la proposition suivante :
Proposition 4.2.1. Il suﬃt de prouver le théorème 4.1.10 dans le cas où n = 1 (i.e.
Gal(L/K) ≃ D2p).
Démonstration. Supposons que le théorème 4.1.10 est vrai pour n = N − 1. On va
montrer que le théorème est vrai pour n = N .
Considérons l’extension galoisienne ﬁnie L/K tel que Gal(L/K) ≃ D2pN et τ = I(χ) est
une réprésentation irréductible de degré 2 de D2pN .
1. Si χ n’est pas injective, alors le résultat est connu par hypothèse de récurrence.
2. Si χ est injective. Soit σ = res(I(χ)) := res
D
2pN
D
2pN−1
(I(χ)) alors
σ = I(χ′), où χ′ := χ∣∣C
pN−1
: CpN−1 → Qp est injective.
On a Ind
D
2pN
D
2pN−1
(σ) =
⊕
χ0
I(χ0), où la somme est prise sur les χ0 tel que χ0
∣∣C
pN−1
=
χ∣∣C
pN−1
.
Pour chaque tel χ0 il y a un élement de Aut(C) qui envoi χ sur χ0 et I(χ) sur I(χ0)
et par l’inductivité des signes locaux dans les extensions galoisiennes :
W (E/K, σ) =W (E/K, Ind
D
2pN
D
2pN−1
(σ)).
Puis par l’invariance galoisienne des signes locaux (voir le théorème 2 de [47]) :
W (E/K, I(χ′)) =W (E/K, I(χ0)), ∀χ0 tel que χ0∣∣C
pN−1
= χ∣∣C
pN−1
donc W (E/K, σ) =W (E/K, Ind
D
2pN
D
2pN−1
(σ)) =W (E/K, τ)p =W (E/K, τ).
Par ailleurs,
〈σ,Xp(E/L)〉 =
〈
Ind
D
2pN
D
2pN−1
(σ), Xp(E/L)
〉
= p. 〈τ ,Xp(E/L)〉 ,
car Xp(E/L) est une Qp-représentation et par conséquent
(−1)〈1⊕η⊕σ,Xp(E/L)〉 = (−1)〈1⊕η⊕τ,Xp(E/L)〉.
Enﬁn, par hypothèse de récurrence, (−1)〈1⊕η⊕σ,Xp(E/L)〉 = W (E/K, σ) et on en
déduit que,
W (E/K, 1⊕ η ⊕ τ) = (−1)〈1⊕η⊕τ,Xp(E/L)〉.
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4.2.2 Le cas d’une D2p-extension
Commençons par réénoncer le théorème 4.1.10 dans le cas d’une D2p-extension.
Soit K un corps de nombres, E/K une courbe elliptique et L/K une extension galoi-
sienne tel que Gal(L/K) ≃ D2p ≃ Cp⋊C2, où p ≥ 5 est un nombre premier. On va utiliser
la notation D2 au lieu de C2 pour éviter les confusions avec les facteurs de Tamagawa
locaux Cv.
Rappelons que les représentations irréductibles de D2p sur Qp sont :
• 1 la représentation trivial.
• η le caractère quadratique.
• I(χ) = IndGCp(χ) les représentations irréductibles de degré 2, où χ est un caractère
non-trivial de Cp.
Théorème 4.2.2. Avec les notations ci-dessus et p ≥ 5, on a l’égalité suivante :
W (E/K, τ)
W (E/K, 1⊕ η) =
(−1)〈τ ,Xp(E/L)〉
(−1)〈1⊕η,Xp(E/L)〉 .
Autrement dit, la conjecture de p-parité conjecture pour E/K tensorisée par 1⊕ η⊕ τ est
vérﬁée :
W (E/K, 1⊕ η ⊕ τ) = (−1)〈1⊕η⊕τ,Xp(E/L)〉.
La démonstration du théorème 4.2.2 nous occupera le reste de la section 4.2.
On utilise les notations suivantes :
• v une place ﬁnie de K.
• Kv le complété de K en v.
• q = lrv le cardinal du corps résiduel de Kv.
• z | v une place ﬁnie de L.
• w | v une place ﬁnie de LH (où H est un sous-groupe de Gal(L/K) = D2p).
• δ = ordv (le discriminant minimal de E/Kv).
• δH = ordw
(
le discriminant minimal de E/
(
LH
)
w
)
.
• eH le degré de ramiﬁcation de
(
LH
)
w
/Kv.
• fH le degré résiduel de
(
LH
)
w
/Kv.
• ω0E/Kv = une diﬀerentielle invariante minimale de E/Kv.
• Cw(E/LH) = cw(E/LH)ω(H),
où


cw(E/LH) = facteur de Tamagawa local de E/
(
LH
)
w
,
ω(H) =
∣∣∣∣∣ ω
0
E/Kv
ω0
E/(LH)w
∣∣∣∣∣
(LH)w
.
Une diﬀerentielle invariante minimale de E/Kv et une de E/
(
LH
)
w
diﬀèrent par
un élément de
(
LH
)
w
. Si on choisit ω
′0
E/Kv
(resp ω′0
E/(LH)w
) une diﬀerentielle invariante
minimale diﬀérente de E/Kv (resp E/
(
LH
)
w
), on a
ω′0
E/Kv
ω′0
E/(LH)w
= α
ω0
E/Kv
ω0
E/(LH)w
, où α est une
unité de
(
LH
)
w
(voir [59] p.172). Par conséquent, ω(H) est bien déﬁni.
De plus, si lv > 3 alors (voir [18] p.53) :
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∣∣∣∣∣ ω
0
E/Kv
ω0
E/(LH)w
∣∣∣∣∣
(LH)w
= q
δ.eH−δH
12
fH
(
= q
⌊
δ.eH
12
⌋
fH
dans le cas de la potentiellement bonne réduction
)
.
Pour D2p, on a l’égalité suivante : Ind
D2p
{1} 1 − 2.Ind
D2p
D2
1 − IndD2pCp 1 + 2.1 = 0 entre
représentations virtuelles de G. Cela donne une G-relation Θ : {1} − 2D2 −Cp + 2G (voir
la déﬁnition 3.4.2).
On rappelle deux déﬁnitions dans notre cadre (i.e. avec Θ : {1} − 2D2 − Cp + 2D2p),
pour les déﬁnitions générales voir la section 3.4.2.
Définition 4.2.3. Soit ρ une Qp[G]-representation auto-duale.
Choissisons une application Qp-bilinéaire non-dégénérée G-invariante 〈, 〉 sur ρ et posons
CΘ(ρ) = det(〈, 〉
∣∣∣ρ{1} ) det(12 〈, 〉
∣∣∣ρD2 )−2 det(1p 〈, 〉
∣∣∣ρCp )−1 det( 12p 〈, 〉
∣∣∣ρD2p )2
appartenant à Q×p /Q×2p , où det(〈, 〉
∣∣∣ρA ) est det((〈ei, ej〉i,j) dans n’importe quelle Qp-base
{ei} of ρA.
Remarque 4.2.4. CΘ(ρ) est bien déﬁni et ne dépend pas du choix de l’application bili-
néaire (voir la remarque 1 et le théorème 2.17 p37 de [18]).
Définition 4.2.5. On déﬁnit :
TΘ,p =
{
σ une Qp[G]-rep
auto-duale
∣∣∣∣∣ 〈σ, ρ〉 ≡ ordpCΘ(ρ) (mod 2)∀ρ une Qp[G]-rep auto-duale
}
On suit la démarche des frères Dokchitser et on a le théorème suivant :
Théorème 4.2.6. (Théorème 1.14 de [18]). Soit L/K une extension galoisienne de groupe
de Galois G = D2p, où p > 2 est un nombre premier. Soit Θ : {1} − 2D2 − Cp + 2D2p.
Pour toute courbe elliptique E/K, la Qp[G]-représention Xp(E/L) est auto-duale, et
∀σ ∈ TΘ,p, (−1)〈σ,Xp(E/L)〉 = (−1)ordp(C),
où C =
∏
v∤∞
Cv avec Cv = Cv({1})Cv(D2)−2Cv(Cp)−1Cv(G)2
et Cv(H) =
∏
w|v
w places of LH
Cw(E/LH).
Maintenant, comme 1⊕η⊕ τ ∈ TΘ,p (voir [18], exemple 2.53 p.46), on doit simplement
montrer que :
W (E/K, τ)
W (E/K, 1⊕ η) = (−1)
ordpC . (4.1)
De plus, comme on est seulement intéressé par la parité de ordp(C), il n’est pas né-
céssaire de déterminer Cv(D2) et Cv(G), car ces termes n’apportent qu’une contribution
paire (car ils apparaissent avec un exposant pair).
Les deux membres de l’égalité (4.1) sont de nature locale.
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Comme W (E/K, τ) =
∏
v
W (E/Kv, τv), où σv := resGal(Lz/Kv)σ, il nous suﬃt de
démontrer l’égalité locale suivante :
W (E/Kv, τv)
W (E/Kv, (1⊕ η)v) = (−1)
ordp(Cv), (4.2)
pour toute place ﬁnie v of K (v | ∞ ne contribue pas, car p 6= 2).
Notons Gv := Gal(Lz/Kv) le groupe de décomposition de v. La démonstation du
théorème 4.2.2 se décompose en plusieurs cas :
• Gv = {1} (il y a 2p places au-dessus de v dans L) voir section A
• Gv = D2 (il y a p places au-dessus de v dans L) voir section B
• Gv = Cp (il y a 2 places au-dessus de v dans L) voir section A
• Gv = D2p (il y a une unique place au-dessus de v dans L) voir section C
On commence par rappeler quelques propriétés des facteurs de Tamagawa locaux d’une
courbe elliptique.
Facteurs de Tamagawa locaux d’une courbe elliptique
On conserve les notations et les hypothèses ci-dessus.
Le facteur de Tamagawa local en v, c(E/Kv) = #
(
E(Kv)/E0(Kv)
)
, où E0(Kv) est
l’ensemble des points de réduction non-singulière (voir le début du chapitre 6 et la pro-
position 6.1.5). le facteur c(E/Kv) est déterminé par l’algorithme de Tate (voir [58] IV
§9) :
c(E/Kv) =


1 si E a bonne réduction en v,
1, 2, 3 ou 4 si E a réduction additive en v,
n
si E a réduction multiplicative déployée
de type In en v,
1 ou 2
si E a réduction multiplicative non-déployée
de type In en v.
Si E acquiert réduction semi-stable sur Lz, alors :
1. Si E a réduction multiplicative déployée de type In sur Kv, alors :
c(E/
(
LH
)
w
) = n.eH .
2. Si E a réduction multiplicative non-déployée de type In sur Kv, alors :
c(E/
(
LH
)
w
) =


n.eH
si E a réduction multiplicative déployée
sur
(
LH
)
w
,
1 ou 2 sinon.
3. Si E a potentiellement bonne réduction, alors c(E/
(
LH
)
w
) = 1, 2, 3 ou 4.
4. Si E a réduction additive et potentiellement multiplicative alors :
c(E/
(
LH
)
w
) =


n.eH
si E a réduction multiplicative déployée
de type In sur
(
LH
)
w
et lv 6= 2,
1, 2, 3 ou 4 sinon.
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La proposition suivante sera utile dans les calculs à venir.
Proposition 4.2.7. 1. Si w1 et w2 sont deux places de L au-dessus du même v, alors
cw1(E/L) = cw2(E/L) et en particulier :{
Cv({1}) = Cw(E/L)r,
Cv(Cp) = Cw′(E/LCp)r
′
,
où r =le nombre de places w de L tel que w | v et r′ =le nombre de places w′ de
LCp tel que w′ | v.
2. Si E/K a potentiellement bonne réduction en v, alors :
Pour toutes places w (resp. w′) de L (de LCp)
cw(E/L)(resp. cw′(E/L
Cp)) ∈ {1, .., 4} ,
et par conséquent
ordp (cv) = 0 et (−1)ordp(Cv) = (−1)
ordp
(
ω({1})
ω(Cp)
)
.
3. Si la réduction de E/K en v est semi-stable, alors pour tous sous-groupes H de D2p,
δH = δ.eH et par conséquent ω(H) = 1 et (−1)ordp(Cv) = (−1)ordp(cv).
4. Si v ∤ p (i.e. p 6= lv, p est ﬁxé, lv est variable), alors
ordp (ω(H)) = 0 et (−1)ordp(Cv) = (−1)ordp(cv).
Remarque 4.2.8. D’après les points 3 et 4 de la proposition précédente, si E/K a bonne
réduction en v, alors (−1)ordp(Cv) = 1.
Dans le cas de bonne réduction en v, on a l’égalité (4.2) car dans ce cas W (E/Kv ,τv)W (E/Kv ,(1⊕η)v) =
det τv(−1)
det(1⊕η)v(−1) = 1
Remarque 4.2.9. D’après les points 2 et 4, on déduit que le seul cas qui nécessite le
calcul à la fois de ω(H) et de cw(E/LH) est le cas de la réduction additive potentiellement
multiplicative en v | p.
A Les cas Gv = {1} et Gv = Cp
Dans ces cas, Cv({1}) et Cv(Cp) sont des carrés, donc ordp (Cv) ≡ 0 (mod 2) .
• Si Gv = {1}, resGal(Lz/Kv)τ = 1⊕ 1 = (1⊕ η)v, alors W (E/Kv ,τv)W (E/Kv ,(1⊕η)v) = 1.
• Si Gv = Cp, (1⊕ η)v = 1⊕ 1 et τv = χ⊕ χ∗, alors
W (E/Kv, τv) = 1 =W (E/Kv, (1⊕ η)v) (voir [18] lemma A.1 p.69).
Dans les deux cas, on a donc : W (E/Kv ,τv)W (E/Kv ,(1⊕η)v) = 1 = (−1)ordp(Cv).
B Le cas Gv = D2
On a τ v = (1⊕ η)v, donc W (E/Kv ,τv)W (E/Kv ,(1⊕η)v) = 1.
Par ailleurs, dans ce cas, pour toutes places w′ | v de LCp et toute place w | w′ de L,
[
(
LCp
)
w′
: Kv] = 2 et
(
LCp
)
w′
= Lw. En particulier, Cv({1}) = Cv(Cp)p, par conséquent
Cv = Cv(Cp)p−1 et ordp (Cv) = 0.
Finalement, on obtient : W (E/Kv ,τv)W (E/Kv ,(1⊕η)v) = 1 = (−1)ordp(Cv).
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C Le case Gv = D2p
Notons w (resp z) l’unique place de LCp (resp L) au-dessus de v.
Dans ce cas, il y a deux possibilités pour le groupe d’inertie de Gv, Iv = Cp ou D2p (car
Iv est un sous-groupe distingué de Gv = D2p et Gv/Iv est cyclique).
De plus, si lv 6= p alors Iv = Cp :
· Si lv 6= 2, simplement car le groupe d’inertie d’une extension modérément ramiﬁée
est cyclique.
· Si lv = 2, car le cas Iv = D2p, Iwildv = D2 (groupe d’inertie sauvage) est impossible
puisque Iwildv est distingué dans Iv.
C.1 Calcul de (−1)ordp(Cv)
1. Si E/Kv a réduction potentiellement multiplicative :
(a) Si E/Kv acquiert réduction multiplicative déployée de type In sur Lz (et donc
sur
(
LCp
)
w
), alors :
Cv({1}) = cw(E/Lz) = eLz/(LCp)w × cw′(E/
(
LCp
)
w
)
=
e{1}
eCp
× cv(E/K)Cv(Cp)
=
e{1}
eCp
× Cv(Cp)
or si Iv = Cp alors e{1} = p et eCp = 1 et si Iv = D2p alors e{1} = 2p et eCp = 2.
Dans les deux cas, on obtient :
Cv = p et (−1)ordp(Cv) = −1.
(b) Si E/Kv n’acquiert pas réduction multiplicative déployée de type In sur Lz (et
donc pas plus sur
(
LCp
)
w
), alors :
cv({1}), cv(Cp) ∈ {1, 2, 3, 4} et ordp
(
ω ({1})
ω (Cp)
)
≡ 0 (mod 2) .
La seconde aﬃrmation est une conséquence de la proposition 4.2.7.4 dans le cas
lv 6= p.
Dans le cas lv = p, on doit distinguer deux cas :
i. Si E/Kv acquiert réduction multiplicative non déployée de type In sur Lz
(et donc sur
(
LCp
)
w
), alors δ{1} = δCp .
De plus, fCp = f{1} = 1 ou 2 et
ω ({1})
ω (Cp)
= qδf(e{1}−eCp ), donc
ordp
(
ω ({1})
ω (Cp)
)
≡ 0 (mod 2) (car p− 1 |
(
e{1} − eCp
)
).
ii. Si E/Kv, E/
(
LCp
)
w
et E/Lz ont réduction additive (de type I∗n) :
• Si Iv = Cp, alors fCp = f{1} = 2 et le résultat en découle.
4.2. Invariance de la conjecture de parité dans une D2pn-extension 65
• Si Iv = D2p, puisque p ≥ 5, E devient de type I∗2n sur
(
LCp
)
w
et I∗2pn sur
Lz et on obtient :
ordp (ω ({1})) = ordp (ω (Cp)) ≡ 0 (mod 2) .
Pour résumer, dans le cas de la réduction potentiellement multiplicative :
(−1)ordp(Cv) =
{(
−1 si E/(LCp) a réduction multiplicative déployée
1 sinon.
)
2. Si E/Kv a potentiellement bonne réduction, alors :
(a) Si Iv = Cp (i.e. e{1} = p et eCp = 1) :
On obtient : f{1} = fCp = 2 donc ordp(ω(Cp)) ≡ ordp(ω({1})) ≡ 0 (mod 2)
et donc (−1)ordp(Cv) = 1 (voir la proposition 4.2.7.2).
(b) Si Iv = D2p (i.e. e{1} = 2p, eCp = 2 et lv = p), on obtient :
Cv({1})
Cv(Cp)
=
ω({1})
ω(Cp)
= q
⌊
δ.e{1}
12
⌋
−
⌊
δ.eCp
12
⌋
= q⌊ δ.2p12 ⌋−⌊ δ.212 ⌋.
Si q est une puissance paire de p, alors
(−1)ordp(Cv) = (−1)ordp
(
ω({1})
ω(Cp)
)
= 1.
i. Si q est une puissance impaire de p :
Le calcul de
⌊
δ.2p
12
⌋
et
⌊
δ.2
12
⌋
dépend de p modulo 12 et donne la table sui-
vante :
Table des valeurs de (−1)ordp(Cv) en fonction du symbole de Kodaira de la
courbe (et de la valeur de e = 12pgcd(δ,12)) et p mod12 :
p mod12 1 5 7 11
II, II∗ (e = 6) 1 -1 1 -1
III, III∗ (e = 4) 1 1 -1 -1
IV, IV ∗ (e = 3) 1 -1 1 -1
I∗o (e = 2) 1 1 1 1
En lien avec le tableau ci-dessus, il peut être utile de rappeler le fait suivant :
Si la caractéristique résiduelle de Kv est > 3, alors on a la correspondance
suivante entre e = 12pgcd(δ,12) , la valuation du discriminant minimal δ et les
symboles de Kodaira :
e = 1 ⇔ δ = 0 ⇔ E est de type I0
e = 2 ⇔ δ = 6 ⇔ E est de type I∗0
e = 3 ⇔ δ = 4 ou 8 ⇔ E est de type IV ou IV ∗
e = 4 ⇔ δ = 3 ou 9 ⇔ E est de type III ou III∗
e = 6 ⇔ δ = 2 ou 10 ⇔ E est de type II ou II∗.
Pour la signiﬁcation des symboles de Kodaira on pourra regarder p.354 de
[58].
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C.2 Calcul de W (E/Kv ,τv)W (E/Kv ,(1⊕η)v)
1. Les cas de la réduction potentiellement multiplicative :
On a une formule explicite de Rohrlich (voir [46] Th.2 (ii) p.329) :
W (E/Kv, σ) = detσ(−1)χ(−1)dimσ(−1)〈χ,σ〉,
où χ est le caractère de K∗v associé à l’extension Kv(
√−c6) de Kv (c6 est la constante
classique liée à la courbe E, voir par exemple p.46 de [59]).
Comme dim τ v = dim 1⊕ η = 2, det(τ v) = det(1⊕ η) et 〈χ, τv〉 = 0, on obtient :
W (E/Kv, τv)
W (E/Kv, (1⊕ η)v)
=
(−1)〈χ,τv〉
(−1)〈χ,(1⊕η)v〉
=
1
(−1)〈χ,(1⊕η)v〉
= (−1)〈χ,(1⊕η)v〉.
(a) Si la réduction de E/Kv est multiplicative déployée (i.e. χ = 1), alors
(−1)〈χ,(1⊕η)v〉 = −1.
(b) Si la réduction de E/Kv est multiplicative non-déployée (i.e. χ est un caractère
quadratique non-ramiﬁé) :
i. SiE acquiert réduction multiplicative déployée sur Lz (et donc sur
(
LCp
)
w
),
alors ηv = χ, et donc (−1)〈χ,(1⊕η)v〉 = −1.
ii. Si E acquiert réduction multiplicative non-déployée sur Lz (et donc sur(
LCp
)
w
), alors ηv 6= χ, et donc (−1)〈χ,(1⊕η)v〉 = 1.
(c) Si la réduction de E/Kv est additive (i.e. χ est un caractère quadratique ramiﬁé)
i. SiE acquiert réduction multiplicative déployée sur Lz (et donc sur
(
LCp
)
w
),
alors ηv = χ, et donc (−1)〈χ,(1⊕η)v〉 = −1.
ii. Si E acquiert réduction multiplicative non-déployée sur Lz (et donc sur(
LCp
)
w
), alors ηv 6= χ, et donc (−1)〈χ,(1⊕η)v〉 = 1.
Pour résumer, dans le cas de la réduction potentiellement multiplicative :
W (E/Kv, τv)
W (E/Kv, (1⊕ η)v)
=
{
−1 si E/(LCp) réduction multiplicative déployée
1 sinon.
= (−1)ordp(Cv), d’après "Calcul de (−1)ordp(Cv) :.1"
2. Le cas de la réduction potentiellement bonne :
Ici, on doit distinguer le cas où lv = p et celui où lv 6= p.
(a) Le case lv = p.
On a de nouveau une formule explicite de Rohrlich, car p ≥ 5 (voir [46], Th.2
(iii) p.329) :
On utilise les notations suivantes :
• q = pr le cardinal du corps résiduel de Kv.
• e = 12pgcd(δ,12) .
• ǫ =


1 si r est pair ou e = 1,(
−1
p
)
si r est impair et e = 2 ou 6,(
−3
p
)
si r est impair et e = 3,(
−2
p
)
si r est impair et e = 4.
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Alors pour toute représentation auto-duale σ de Gal(Kv/Kv) d’image ﬁnie :
W (E/Kv, σ) =


α(σ, ǫ) si q ≡ 1[e]
α(σ, ǫ)(−1)〈1+ηnr+σˆe,σ〉 si q ≡ −1[e]
et e = 3, 4, 6,
où ηnr est le caractère quadratique non-ramiﬁé, σˆe est une représentation irré-
ductible de degré 2 de D2e et α(σ, ǫ) := (detσ)(−1)ǫdimσ.
Comme dim τ v = dim (1⊕ η)v = 2 et det τ v = det (1⊕ η)v,
α((1⊕ η)v , ǫ) = α(τ v, ǫ) et on obtient :
W (E/Kv ,τv)
W (E/Kv ,(1⊕η)v) =


1 si q ≡ 1[e]
(−1)〈1+ηnr+σˆe,1+ηv+τv〉 si q ≡ −1[e]
et e = 3, 4, 6,
=


1 si q ≡ 1[e]
(−1)〈1+ηnr,1+ηv〉 si q ≡ −1[e]
et e = 3, 4, 6,
(〈σˆe, τv〉 = 0 comme e = 3, 4, 6 et p ≥ 5).
i. Si r est pair, alors q ≡ 1[e] ∀e ∈ {2, 3, 4, 6} et par conséquent
W (E/Kv, τv)
W (E/Kv, (1⊕ η)v)
= 1 = (−1)ordp(Cv),
d’après 2.b.i (dans la section C.1).
ii. Si r est impair, alors q ≡ 1[e]⇐⇒ p ≡ 1[e] et :
W (E/Kv ,τv)
W (E/Kv ,(1⊕η)v) =


1 si q ≡ 1[e]
(−1)〈1+ηnr,1+ηv〉 si q ≡ −1[e] et
e = 3, 4, 6.
· Si Iv = Cp, alors ηnr = ηv et W (E/Kv ,τv)W (E/Kv ,(1⊕η)v) = 1.· Si Iv = D2p, alors ηnr 6= ηv et
W (E/Kv, τv)
W (E/Kv, (1⊕ η)v)
=
{
1 si q ≡ 1[e]
−1 si q ≡ −1[e] et e = 3, 4, 6.
Dans les deux cas, on obtient pour les valeurs de W (E/Kv ,τv)W (E/Kv ,(1⊕η)v) exactement
la même table que pour les valeurs de (−1)ordp(Cv), en fonction de p modulo
12 :
Table des valeurs de W (E/Kv ,τv)W (E/Kv ,(1⊕η)v) en fonction du symbole de Kodaira de
la courbe (et la valeur de e = 12pgcd(δ,12)) et p mod 12 :
p mod12 1 5 7 11
II, II∗ (e = 6) 1 -1 1 -1
III, III∗ (e = 4) 1 1 -1 -1
IV, IV ∗ (e = 3) 1 -1 1 -1
I∗o (e = 2) 1 1 1 1
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(b) Le cas lv 6= p :
Dans ce cas, la formule explicite de Rohrlich ne peut pas être utilisée car lv
peut valoir 2 ou 3.
Soit σ une représentation orthogonale σ : Gal(Kv/Kv) → GL(Vσ) d’image
ﬁnie et σ′E/Kv : WD(Kv/Kv) → GL(V ) la représentation du groupe de Weil-
Deligne, associée à la courbe elliptique, donnée par
(
σE/Kv , N
)
=
(
σE/Kv , 0
)
(car on est dans le cas de potentiellement bonne réduction). C’est simplement
une représentation du groupe de Weil W(K¯v/Kv) (car N = 0) et
σ′E/Kv ⊗ σ = σE/Kv ⊗ σ :W(Kv/Kv)→ GL(W ),
où W = V ⊗ Vσ, est aussi une représentation du groupe de Weil.
On commence par rappeler la déﬁnition des signe locaux (ou "root numbers")
via les facteurs epsilon (voir la section 2.4 pour plus de détails) :
W (E/Kv, σ) =
ε(σE/Kv ⊗ σ, ψ, dx)∣∣∣ε(σE/Kv ⊗ σ, ψ, dx)∣∣∣ = ε(σE/Kv ⊗ σ, ψ, dxψ),
où dx est une mesure de Haar, ψ est un caractère additif de Kv, dxψ est la
mesure de Haar auto-duale vis-à-vis de ψ sur Kv. Ici, on choisit un caractère
additif ψ pour lequel la mesure de Haar dxψ est à valeurs (sur les ouverts com-
pactes de Kv) dans Zp[ζp], où ζp est une racine primitive p-ième de l’unité.
Par exemple, si le conducteur de ψ est trivial, alors les valeurs de dxψ appar-
tiennent à lZv ∪ {0} ⊂ Zp[ζp]. Comme σ est une représentation orthogonale, le
facteur ε(σE/Kv ⊗ σ, ψ, dxψ) appartient à {±1} et est indépendant de ψ (voir
par exemple la proposition 2.2.1 de [38]).
Dans l’un de ses articles (voir p.548 de [11]), Deligne donne une description du
facteur epsilon ε en fonction du facteur ε0. Dans notre cadre, cela donne :
ε(σE/Kv ⊗ σ, ψ, dxψ) = ε0(σE/Kv ⊗ σ, ψ, dxψ) det(−(σE/Kv ⊗ σ)(Φ) |W I(v))−1,
où Φ est un Frobenius géométrique en v et I(v) = Gal(K¯v/Kurv ).
Rapellons que, comme lv 6= p, le groupe d’inertie de D2p est Iv = Cp.
i. Si E a réduction additive, notons F la plus petite extension galoisienne de
Kurv tel que E acquiert bonne réduction sur F et posons Gbr = Gal(F/K
ur
v )
alors la restriction de σE/Kv à I(v) se factorise à travers Gbr.
Il est connu que :
• Pour lv ≥ 5, Gbr est cyclique d’ordre e = 12pgcd(δ,12) (divisant 12).
• Pour lv = 3, |Gbr| ∈ {2, 3, 4, 6, 12} .
• Pour lv = 2, |Gbr| ∈ {2, 3, 4, 6, 8, 24} .
Pour une description plus précise de Gbr, on peut regarder [5] ou [29].
La représentation σE/Kv ⊗ σ (où σ est égale à τ v ou (1⊕ η)v) restreinte
à I(v) se factorise à travers un quotient H de I(v) qui admet Gbr et Cp
comme quotients.
On a :
(V ⊗ Vσ)I(v) = (V ⊗ Vσ)H = HomH(V ∗, Vσ) = Hom((V Gbr)∗, V Cpσ )
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car H agit sur V (resp. sur Vσ) à travers son quotient Gbr (resp. Cp) et
|Gbr| est premier avec p.
De plus, V H = V Gbr = {0} car E a réduction additive, donc
(V ⊗ Vσ)I(v) = 0, det
(
−
(
σ′E/Kv ⊗ σ ⊗ ωr
)
(Φ) | (V ⊗ Vσ)I(v)
)
= 1
et
(∗) W (E/Kv, σ) = ε0(σE/Kv ⊗ σ, ψ, dxψ) (où σ ∈ {τ v, (1⊕ η)v} ).
Deligne donne aussi un résultat de congruence pour les ε0 (voir la propo-
sition 2.4.18 ou l’article [11] p.556-557). Comme χ ≡ 1 mod(1 − ζp), on
en déduit que I(χ) ≡ I(1) mod(1 − ζp) et que σ′E/Kv ⊗ τ v ≡ σ′E/Kv ⊗
(1⊕ η)v mod(1− ζp). Donc d’après ce qui précède, ε0(σ′E/Kv ⊗ τ v, ψ, dxψ)
et ε0(σ′E/Kv ⊗ (1⊕ η)v , ψ, dxψ) sont deux éléments de {±1} (d’après (∗)),
qui sont congrus modulo (1 − ζp), par conséquent ils sont égaux. On en
déduit que,
W (E/Kv, τv)
W (E/Kv, (1⊕ η)v)
= 1.
ii. Si E a bonne réduction, alors σE/Kv est non-ramiﬁé et on a :
ε(σE/Kv ⊗ τ v, ψ, dx) = ε(τ v, ψ, dx)dimσE/Kv detσE/Kv(̟m(τv ,ψ)Kv ),
où m(τ v, ψ) ∈ N dépend des conducteurs de τ v et ψ, et de la dimension de
τ v (voir [60] 3.4.6 p.15), par conséquent :
W (E/Kv, τv) =W (σE/Kv ⊗ τv) =
ε(σE/Kv ⊗ τv, ψ, dx)∣∣∣ε(σE/Kv ⊗ τv, ψ, dx)∣∣∣ = 1,
car detσE/Kv = 1, W (τ v) =
ε(τ v, ψ, dx)
|ε(τ v, ψ, dx)| ∈ ±1 (car det τ v = 1, voir la
proposition p.145 de [45]) et dimσE/Kv = 2.
De la même façon, W (E/Kv, (1⊕ η)v) = 1, donc W (E/Kv ,τv)W (E/Kv ,(1⊕η)v) = 1.
Dans les cas i) et ii) on a aussi (−1)ordp(Cv) = 1 d’après 2.a. (dans la section
C.1).
Pour résumer, on a, pour toutes places ﬁnies v de K,
W (E/Kv ,τv)
W (E/Kv ,(1⊕η)v) = (−1)
ordp(Cv).
Ceci conclut la démonstration du théorème 4.2.2.
Remarque 4.2.10. Cette démonstration peut être adaptée pour fonctionner dans le cas
où Gal(L/K) ≃ D2pn , les calculs sont presque les mêmes. L’idée de réduire la démons-
tration au cas d’une D2p-extension, grâce au résultat d’invariance de Rohrlich, m’a été
suggéré par Tim Dokchitser.
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4.3 Appendice
Le but de cette appendice est d’apporter une petite amélioration du Théorème 6.7 de
[21]. L’intérêt de cette amélioration est que la Proposition 6.12 de [21] (qui dit la même
chose que le Théorème 4.1.10 pour p ≡ 3 mod 4) ne repose plus sur le "truly painful case
of additive reduction" (voir p.53 de [18]). En eﬀet, on utilise le passage au cas global pour
éviter toutes les places de réduction additive, pas juste les places au-dessus de 2 et 3.
Comme on a prouvé le résultat pour p ≥ 5 (Theorem 4.1.10) sans utiliser de résultats de
parité globaux, l’intérêt pour nous est essentiellement le cas où p = 3.
On commence par rappeler la déﬁnition de la proximité entre deux courbes elliptiques :
Proposition 4.3.1. Soit E : y2+a1xy+a3y = x3+a2x2+a4x+a6 une courbe elliptique
sur un corps local non-archimédien K (de valuation v et de caractéristique résiduelle p) et
F/K une extension galoisienne ﬁnie.
Il existe ε > 0 tel que toutes courbes elliptiques E ′ : y2+a′1xy+a′3y = x3+a′2x2+a′4x+a′6
sur K vériﬁant ∀i |a′i − ai|v < ε, admettent les propriétés suivantes :
Sur tout corps intermédiaire F ′ de F/K, E et E ′ ont le même :
· conducteur.
· valuation du discriminant minimal.
· facteurs de Tamagawa locaux, C(E/F ′, dx2y+a1x+a3 ).
· signes locaux (ou "root numbers").
· module de Tate comme Gal(K¯/K)-module (pour tout l 6= p).
On dira que E ′ est proche de E/K.
Démonstration. C’est la proposition 3.3 de [21].
On énonce maintenant la petite amélioration du théorème 6.7 de [21] :
Théorème 4.3.2. Soit K un corps local non-archimédien de caractéristique 0 et F/K une
extension galoisienne ﬁnie. Soit F/K une extension galoisienne de corps totalement réels
et v0 une place de K tel que :
• v0 admet une unique place v¯0 de F au-dessus d’elle
• Kv0 ≃ K et Fv¯0 ≃ F .
Une telle extension existe (voir le lemme 3.1 de [21]).
Soit E/K une courbe elliptique à réduction additive.
Alors il existe une courbe elliptique E/K tel que :
• E a réduction semi-stable pour tout w 6= v0
• j(E) n’est pas un entier (i.e. j(E) /∈ OK)
• E/Kv0 est proche de E/K.
Démonstration. On commence par choisir une courbe elliptique E/K tel que E/Kv0 est
proche de E/K (c’est possible d’après la proposition 4.3.1).
Maintenant l’objectif est d’enlever toutes les places de réduction additive en changeant
E/K en une courbe elliptique vériﬁant les trois conditions du théorème.
Soit E : y2 + a1xy + a3y = x3 + a2x2 + a4x+ a6 avec ai ∈ OK .
Si on veut qu’une place w ne soit pas de réduction additive il faut imposer l’une des condi-
tions suivantes :
• La valuation w(∆) est nulle (dans ce cas w est de bonne réduction).
• La valuation w(c4) est nulle (dans ce cas w est de bonne réduction ou de réduction
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multiplicative respectivement si w(∆) = 0 ou w(∆) > 0).
Soit v 6= v0 une place de K qui n’est pas au-dessus de 2.
Pour obtenir la condiction "j(E) n’est pas un entier " il suﬃt de faire de v une place de
réduction multiplicative (v est une place de réduction multiplicative ⇔ v(j(E)) < 0). On
fera ça dans l’étape 2 ci-dessous. Avant de faire ça, on va montrer dans l’étape 1 comment
rendre toutes les places au-dessus de 2 semi-stable.
Etape 1 : Rendre semi-stable toutes les places w 6= v0 au-dessus de 2
Notons v2,1, ..., v2,r ces places.
Dans ce cas :
[
v2,i(a1) = 0⇒ v2,i(c4) = 0 (c4 = (a21 + 4a2)2 − 24a1a3 − 48a4)
]
.
Soit p0 et p2,i les idéaux premiers associés à v0 et v2,i.
D’après le théorème des restes chinois, il existe d1 ∈ OK tel que :
• d1 ≡ 0 mod pn0 (i.e. v0(d1) ≥ n).
• d1 ≡ 1− a1 mod p2,i ∀i ∈ {1, .., r} (i.e. v2,i(a1 + d1) = 0).
• d1 ≡ −a1 mod p (p associé à v 6= v0).
Donc, si on pose a′1 = a1+d1 pour n assez grand on obtient que la courbe y2+a′1xy+a3y =
x3 + a2x2 + a4x + a6 qui est proche de E/K, v2,i(a′1) = v2,i(a1 + d1) = 0 ∀i ∈ {1, .., r} et
v(a′1) > 0.
Etape 2 : Rendre v semi-stable
D’après le théorème des restes chinois, il existe d2, d3, d4 ∈ OK tel que :
• d2 ≡ 0 mod pn0 (i.e. v0(d2) ≥ n)
d2 ≡ 1− a2 mod p (donc v(a2 + d2) = 0).
• d3 ≡ 0 mod pn0 (i.e. v0(d3) ≥ n)
d3 ≡ −a3 mod p (so v(a3 + d3) > 0).
• d4 ≡ 0 mod pn0 (i.e. v0(d4) ≥ n)
d4 ≡ −a4 mod p (so v(a4 + d4) > 0).
Donc, si on pose a′i = ai + di, i ∈ {2, 3, 4}, pour n assez grand on obtient :
E′ : y2 + a′1xy + a′3y = x3 + a′2x2 + a′4x+ a6 est proche de E/K (Proposition 4.3.1).
De plus : • c′4 = (a′21 + 4a′2)2 − 24a′1a′3 − 48a′4
• v(a′1) > 0
• v(a′3) > 0
• v(a′4) > 0
• v(a′2) = 0,
donc v(c′4) = 0.
La courbe E′ : y2+a′1xy+a′3y = x3+a′2x2+a′4x+a6 est proche de E/K. De plus, ∀w 6= v0
au-dessus de 2, w(c′4) > 0, et v(c′4) = 0. Comme c′4 ne dépend pas de a6, on peut modiﬁer
a6 pour permettre aux places w 6= v0 tel que w(c′4) > 0 de devenir des places de bonne
réduction (comme c′4 restera inchangé, certaines places de bonne réduction peuvent deve-
nir multiplicative mais pas additive) et tel que v est une place de réduction multiplicative
(v(j(E)) < 0). C’est ce qu’on fait dans la dernière étape ci-dessous.
Etape 3. Transformer les places de réduction additive en places de bonne ré-
duction et rendre v multiplicative.
Soit v1, ..., vr, vr+1, ..., vt les places où vi(c′4) > 0, vi 6= v0 (6= v et pas au-dessus de 2).
Ci-dessus, les places v1, ..., vr sont de bonne réduction et les places vr+1, ..., vt sont de ré-
duction additive pour la courbe E′ construite dans l’étape 2.
Soit b2, b4, b6, b8 et ∆ les quantités suivantes associées à E′ :
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b2 = a′21 + 4a′2
b4 = 2a′4 + a′1a′3
b6 = a′23 + 4a6
b8 = a′21 a6 + 4a′2a6 − a′1a′3a′4 + a′2a′23 − a′24
et ∆ = −b22b8 − 8b34 − 27b26 + 9b2b4b6
= α+ βa6 + 16a26,
où α = [−b22(−a′1a′3a′4 + a′2a′23 − a′24 )− 8b34 − 27a′43 + 9b2b4a′23 ]
et β = [−b32 − 216a′23 + 36b2b4]
Soit γ = β + 32a6 ; on sait que 16 est inversible mod pi ∀i ∈ {1, .., t} (car pi n’est pas
au-dessus de 2).
d’après le théorème des restes chinois, il existe c tel que :
• c ≡ 0 mod pn0 (i.e. v0(c) ≥ n)
• c ≡ 0 mod pi ∀i ∈ {1, .., r} (i.e. vi(c) > 0)
• 16c ≡ αi − γ mod pi ∀i ∈ {r + 1, .., t} (où αi 6= 0, γ mod pi)
(i.e. ∀i ∈ {r + 1, .., t} , vi(γ + 16c) = 0 et vi(c) = 0)
• c ≡ −a6 mod p (i.e. v(a′6) > 0).
Finalement, si on pose a′6 = a6 + c, pour n assez grand, o, obtient :
E′′ : y2 + a′1xy + a′3y = x3 + a′2x2 + a′4x+ a′6
et on voit que :
· v1, ..., vt sont des places de bonne réduction pour E′′.
· v est une place de réduction multiplicative pour E′′.
Ce qui conclut la démonstration.
Chapitre 5
Généralisation d’une formule de
Rohrlich
Dans tout ce chapitre K est un corps local, extension ﬁnie de Ql et q est le cardinal
du corps résiduel de K.
5.1 Représentations irréductibles, modérément ramifiées, du
groupe de Weil
5.1.1 Représentations irréductibles et modérément ramifiées
Soit ρ une représentation irréductible modérement ramiﬁée de WK = W(K/K) (voir
le chapitre 1 pour la déﬁnition). Dans ce cas, ρ se factorise à travers WK/G1(L/K) où G1
désigne le groupe d’inertie sauvage et donc ρ se factorise à travers un groupe G = Cn ⋊Z
(où Cn = 〈c〉 représente l’inertie modérée donc pgcd(q, n) = 1 et Z = 〈Φ〉 est le groupe
engendré par le Frobenius géométrique Φ). On a de plus cn = 1 et ciΦj = Φjciq
j
. Le
groupe G agit par conjugaison sur les caractères de Cn : (gχ)(a) = χ(g−1ag) (en particulier
(Φχ)(c) = χ(c)q).
Déterminons les représentations irréductibles de G = Cn ⋊ Z.
Soit χ : Cn −→ µn, Gχ = Cn⋊mZ son stabilisateur où ξ = χ(c) ∈ µn, O(ξ) est l’ordre
de ξ et m = min
i
{i ≥ 1
∣∣∣ξqi = ξ } = min
i
{i ≥ 1 ∣∣qi ≡ 1 (mod(O(ξ))}). On étend χ à Gχ en
χ˜ par χ˜(ciΦmj) = ξi (χ˜ est à valeur dans µO(ξ) ⊂ µn).
Pour tout ϕ ∈ HomAb(ΦmZ,C∗), on obtient χ˜ϕ = χ˜(ϕ ◦ π) : Gχ −→ C∗.
On pose alors Vξ,α = Vχ,ϕ = IndGGχχ˜ϕ. La représentation Vξ,ϕ est irréductible de
dimension n et ne dépend que de l’orbite de χ = {Φχ,Φ2 χ, ...,Φm χ = χ}. On a noté
ξ = χ(c) et α = ϕ(Φm).
Donnons des formules explicites pour Vξ,α :
Vξ,α(Φ) =


0 0 α
1 0
0
0 0 1 0


et Vξ,α(c) =


ξq 0 0
0 ξq
2
0
0 0 ξq
m


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où ξq
m
= ξ.
5.1.2 Représentations irréductibles, modérément ramifiées et auto-duales
Notons tout d’abord que la représentation ρ = Vξ,α est auto-duale si et seulement si il
existe une matrice A ∈ GLm(C) tel que
{
tρ(Φ)Aρ(Φ) = A,
tρ(c)Aρ(c) = A.
On a immédiatement que tρ(c)Aρ(c) = (ξq
i+qjAi,j)1≤i,j≤m, on en déduit que :
tρ(c)Aρ(c) = A⇐⇒ (ξqi+qjAi,j)1≤i,j≤m = (Ai,j)1≤i,j≤m.
Ainsi si tρ(c)Aρ(c) = A et Ai,j 6= 0 alors O(ξ) | qi + qj . En particulier, si Aii 6= 0 alors
O(ξ) | 2qi puis O(ξ) | 2 et q ≡ 1 mod(O(ξ)) donc m = 1. Autrement dit, si m ≥ 2
alors Aii = 0.
De plus, si i 6= j (i < j) et Ai,j 6= 0 alors O(ξ) | qi + qj = qi(1 + qj−i) et donc
O(ξ) | 1+ qj−i et qj−i ≡ −1 mod(O(ξ)) et par conséquent 2(j − i) = m. Ainsi m est paire
et on a nécessairement |j − i| = m2 . On peut donc synthétiser les résultats de la façon
suivante :
1. Si 2 ∤ m alors ξ = ±1, m = 1 et α = ±1.
2. Si 2 | m alors A =
(
0 C
B 0
)
avec B et C des matrices diagonales de GLm
2
(C).
Comme tρ(Φ)Aρ(Φ) = A, on a B = dIm
2
et C = αdIm
2
avec α = ±1.
Réciproquement, ∀d ∈ C∗, si α = ±1 alors A = d
(
0 Im
2
αIm
2
0
)
déﬁni une applica-
tion bilinéaire non-dégénérée et G-invariante de Vξ,α×Vξ,α −→ C qui est symétrique
si α = 1 et antisymétrique si α = −1.
Finalement, on a la proposition suivante :
Proposition 5.1.1. Une représentation irréductible, modérément ramiﬁée et auto-duale
de WK est de la forme :
Vξ,1 ou Vξ,−1
selon qu’elle est orthogonale ou symplectique respectivement.
Remarque 5.1.2. La représentation Vξ,1 (resp Vξ,−1) se factorise à travers le produit
semi-direct du groupe cyclique d’ordre O(ξ) (correspondant à l’inertie) par un groupe
cyclique d’ordre m (resp 2m) car Φm (resp Φ2m) agit trivialement sur Vξ,1 (resp Vξ,−1).
Proposition 5.1.3. Soit K ′/K une extension ﬁnie. On a alors :
dim(VWK′ξ,1 ) =
{
0 si O(ξ) ∤ e,
pgcd(f,m) si O(ξ) | e,
où e et f sont respectivement l’indice de ramiﬁcation et le degré résiduel de K ′/K.
Démonstration. Cela découle de la description explicite de Vξ,1. En eﬀet, si O(ξ) ∤ e
alors il n’y a pas d’invariants par le sous-groupe d’inertie de WK′ . Par contre, si O(ξ) | e
alors l’inertie agit trivialement et l’action de WK′ se factorise à travers l’action du groupe
cyclique engendré par Φf .
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5.1.3 Lien entre les représentations orthogonales et symplectiques
Si on considère une représentation irréductible auto-duale Vξ,α (donc orthogonale ou
symplectique), on peut supposer que Vξ,α est symplectique quitte à tensoriser par un
caractère non ramiﬁé.
En eﬀet, soit urβ : G −→ C∗ tel que urβ(c) = 1 et urβ(Φ) = β alors ρ⊗ urβ(c) = ρ(c)
et ρ⊗ urβ(Φ) = βρ(Φ).
Si on pose β tel que βm = −1 et b =


1 0 0
0 β
0
0 0 βm−1


alors :
b−1ρ(c)b = ρ(c)
et
b−1ρ(Φ)b =


0 0 αβm
1 0
0
0 0 1 0


=


0 0 −α
1 0
0
0 0 1 0


.
En particulier, detVξ,−1 = 1 et detVξ,1 = ur−1 = ηur le caractère non-ramiﬁé d’ordre 2.
On a donc obtenu la proposition suivante :
Proposition 5.1.4. Soit σ une représentation, symplectique, irréductible et modérement
ramiﬁée du groupe de Weil alors il existe un caractère non-ramiﬁé urβ de G et une repré-
sentation orthogonale ρ de G tel que σ = ρ⊗ urβ.
Remarque 5.1.5. Ce résultat nous a été fait remarqué par Guy Henniart.
5.2 Classes de Stiefel-Whitney et signe locaux
Définition 5.2.1. Un ﬁbré vectoriel ζ sur R est un triplet (E, π,B) où
1. E (l’espace total) et B (la base) sont des espaces topologiques.
2. π : E −→ B (la projection) est une application continue.
3. ∀b ∈ B, π−1(b) est muni d’une structure de R-espace vectoriel qui vériﬁe :
∀b ∈ B, il existe un voisinage ouvert U de b, un entier k et un homéomorphisme
ϕ : U × Rk −→ π−1(U)
tel que :
(a) ∀x ∈ U , (ϕ ◦ π)(x, v) = x pour tout v ∈ Rk.
(b) L’application v −→ ϕ(x, v) est un isomorphisme entre Rk et π−1(x).
Remarque 5.2.2. Remarque si on peut choisir U = B, le ﬁbré vectoriel est dit trivial.
Définition 5.2.3 (Classes de Stiefel-Whitney). Pour tout ﬁbré vectoriel réel ζ = (E, π,B),
il existe des classes de cohomologie wn(ξ) ∈ Hn(B,Z/2Z), n ∈ N vériﬁant les axiomes
suivants :
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1. w0(ζ) = 1.
2. wn(ζ) = 0 pour n strictement supérieur à la dimension des ﬁbres.
3. Si f : B′ −→ B est une application continue, alors :
f∗(wn(ζ)) = wn(f∗(ζ)).
4. Si ζ et ζ ′ sont deux ﬁbrés vectoriels de base B alors pour tout k ∈ N :
wk(ζ ⊕ ζ ′) =
k∑
i=1
wi(ζ) ∪ wk−i(ζ ′)
où ζ ⊕ ζ ′ désigne la somme de Whitney de ζ et ζ ′.
5. w1(γ1) 6= 0 où γ1 désigne le ﬁbré en droite canonique sur RP 1 (l’espace projectif réel
de dimension 1).
Donnons quelques propriétés des classes de Siefel-Whitney
Proposition 5.2.4. Soit ζ et η deux ﬁbrés vectoriels réels alors :
1. Si η est isomorphe à ζ alors pour tout i ∈ N, wi(ζ) = wi(η).
2. Si ζ est trivial alors wi(ζ) = 0 ∀i > 0.
3. Si η est trivial alors pour tout i ∈ N, wi(ζ ⊕ η) = η.
Définition 5.2.5. Soit G un groupe ﬁni et ρ : G −→ O(V ) est une représentation ortho-
gonale (i.e réalisable sur R) alors on peut lui associer le ﬁbré vectoriel suivant :
ζV :
V ×G EG
↓
BG
déﬁni par
V ×G EG //
%%
EG

BG
où BG désigne l’espace classiﬁant de G et
EG
↓
BG
son ﬁbré universel.
Définition 5.2.6. On appelle classe de Stiefel-Whitney de ρ : G −→ O(V ) la classe de
Stiefel-Whitney de ζV , autrement dit w∗ est le morphisme composé suivant :
R(G,R) −→KO(BG) w∗−→H∗(BG,Z/2Z)× = H∗(G,Z/2Z)×
où R(G,R) désigne les représentations de G réalisable sur R et KO(BG) le groupe de
Grothendieck des ﬁbrés vectoriels sur BG.
Remarque 5.2.7. 1. L’isomorphisme H1(G,Z/2Z) ≃ Hom(G, {±1}), nous permet
d’identier w1(V ) au caractère g 7→ det ρ(g).
2. Le groupe H2(G,Z/2Z) classiﬁe les extensions centrales de G par le groupe à 2
éléments. Si w1(V ) = 0 alors w2(V ) est la classe de l’extension image réciproque par
ρ du revêtement double Spin(V,Q) de SO(V,Q) où Q est une forme quadratique
G-invariante déﬁnie positive quelconque sur V .
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Définition 5.2.8. Soit K/Ql une extension ﬁnie, L/K une extension ﬁnie galoisienne de
groupe G = Gal(L/K) et ρ : G −→ O(V ) est une représentation orthogonale. On identiﬁe
w1(ρ) = det ρ à un élément u de K×/K×2 par le morphisme injectif suivant :
H1(G,Z/2Z)
infl→֒ H1(GK ,Z/2Z) ≃ K×/K×2
On notera Cl l’application suivante :
Cl : H2(G,Z/2Z) infl−→ H2(GK ,Z/2Z)α≃H2(GK , K¯∗)[2] inv−→ (Q/Z) [2]x 7−→e
2iπx−→ {±1}
où α se déduit de
Z/2Z −→ K¯∗
n → (−1)n et inv est donné par la théorie du corps de
classe local (voir par exemple le théorème 2.1 de [34]). On notera souvent encore w2(V ) =
w2(ζV ) ∈ {±1} l’image de w2(V ) = w2(ζV ) par Cl.
Théorème 5.2.9. Si V est une représentation orthogonale de dimension 0 et de déter-
minant trivial d’un groupe ﬁni G (et ζV le ﬁbré vectoriel sur l’espace classiﬁant BG de G
associé à V ) alors
W (V ) = w2(ζV )
où W (V ) est le signe local (ou "root number") déﬁnit au chapitre 2.
Démonstration. C’est le théorème 1.5 de [12].
Corollaire 5.2.10. Soit K un corps local, K ′ une extension galoisienne ﬁnie de K, G :=
Gal(K ′/K) et ψ est un caractère additif de K. Si V est une représentation orthogonale
de G alors
W (V, ψ) =W (detV, ψ)w2(ζV )
Démonstration. On a que V = V ′⊕ (n−1).1⊕detV, donc W (V, ψ) =W (V ′, ψ)W ((n−
1).1, ψ)W (detV, ψ) (où n = dimV ). Par ailleurs, W ((n − 1).1, ψ) = W (1, ψ)n−1 = 1 et
W (V ′, ψ) = w2(ζV ′) d’après le théorème (car V ′ est de dimension 0 et de déterminant
trivial. De plus w2(V ′) = w2(V ). En eﬀet,
w2(V ) = w2(V ′ ⊕ (n− 1).1⊕ detV )
= w2(V ′) + w1(V ′)w1((n− 1).1⊕ detV )) + w2((n− 1).1⊕ detV ).
On a w2((n − 1).1 ⊕ detV ) = w2((n − 1).1) + w1((n − 1).1)w1(detV ) + w2(detV ). Or
w2((n− 1).1) = w1((n− 1).1) = 0 (car w2(1) = w1(1) = 0) et w2(detV ) = 0 (car detV est
de dimension 1). Enﬁn w1(detV ′) = 0 (car detV ′ est trivial). Finalement, w2(V ) = w2(V ′).
Proposition 5.2.11. Soient V1 et V2 deux représentations orthogonales (de dimension n
et m respectivement) de G et ζV et ζV ′ les ﬁbrés vectoriels associés alors
w2(ζV 1 ⊗ ζV2) = n.w2(ζV1) +m.w2(ζV2) + n(n−1)2 .w1(ζV1) ∪ w1(ζV1)
+m(m−1)2 w1(ζV2) ∪ w1(ζV2) + (mn− 1)w1(ζV1) ∪ w1(ζV2).
Démonstration. Voir le problème 7C p.87 de [35].
On rappelle que le cup-produit H1(GK , {±1}) × H1(GK , {±1}) −→ H2(GK , {±1})
s’identiﬁe au symbole de Hilbert (,−)2 : K×/K×2×K×/K×2 −→ {±1} (voir par exemple
la section III.4 de [34]).
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Proposition 5.2.12. Soit K un corps local, K ′ une extension galoisienne ﬁnie de K,
G := Gal(K ′/K) et ψ est un caractère additif de K. Soient V1 et V2 deux représentations
orthogonales (de dimension n et m respectivement) de G, alors W (V1⊗V2,ψ)W (det(V1⊗V2),ψ) est égal à :
(
W (V1, ψ)
W (detV1, ψ)
)m ( W (V2, ψ)
W (detV2, ψ)
)n
(u,−1)
m(m−1)
2
2 (u
′,−1)
n(n−1)
2
2 (u, u
′)mn−12
où u et v sont des éléments de K×/K×2 qui correspondent respectivement à w1(V1) et
w1(V2) dans l’identiﬁcation faite dans la déﬁnition 5.2.8.
Démonstration. C’est simplement la traduction en termes de root numbers de la propo-
sition précédente et du fait que w1(ζV ) ∪ w1(ζV ), w1(ζW ) ∪ w1(ζW ) et w1(ζV ) ∪ w1(ζW )
coincident avec le symbole de Hilbert de (u, u)2 = (u,−1)2, (u′, u′)2 = (u′,−1)2 et (u, u′)2
respectivement (par l’identiﬁcation rappelée ci-dessus).
5.3 Signe local d’une représentation essentiellement sym-
plectique modérément ramifiée du groupe de Weil ten-
sorisée par une représentation auto-duale
Soit σ une représentation (complexe) de WK modérement ramiﬁée, essentiellement
symplectique de poids w et σ˜ = σ ⊗ ωw/2 est une représentation symplectique. On notera
notamment que det σ˜ est trivial et donc que detσ|detσ| = 1.
Si σ est irréductible, elle se factorise à travers G = Cm ⋊ C (où Cm est un groupe
cyclique d’ordrem représentant l’inertie modérée et C est le groupe cyclique inﬁni engendré
par le Frobenius). On considère par ailleurs une représentation complexe auto-duale τ de
GK . L’objectif de cette partie est de donner une formule pour W (σ ⊗ τ) = W (σ˜ ⊗ τ) qui
généralise la formule de Rohrlich (le point 2. du théorème 3.3.2) qui est précisément le cas
où dim σ = 2.
On rappelle que le signe local n’est pas sensible à la semi-simpliﬁcation et on peut
donc supposer que σ et σ˜ sont semi-simple.
Proposition 5.3.1. Si σ est une représentation semi-simple, essentiellement symplectique
de poids w de WK alors il existe des représentations λ et θ de WK tel que
σ ≃
(
λ⊗ ω−w/2
)
⊕ (θ ⊕ (θ∗ω−w))
ou encore
σ˜ = σ ⊗ ωw/2 = λ⊕ (θ′ ⊕ θ′∗))
où λ est une représentation symplectique de type galoisienne (i.e se factorise à travers un
groupe de Galois ﬁni) et θ′ = θ ⊗ ωw/2.
Démonstration. Voir la proposition 6 de [47].
Comme la tensorisation par une puissance réelle de ω ne modiﬁe pas le signe local
(voir le corollaire 2.4.20)et que W (σ1 ⊕ σ2) = W (σ1) ⊕ W (σ2) on en déduit que pour
déterminerW (σ⊗τ) où σ est une représentation (complexe) deWK modérement ramiﬁée,
essentiellement symplectique de poids w, il suﬃt de le faire dans le cas où σ˜ = σ ⊗ ωw/2
est symplectique et irréductible et dans le cas où σ˜ = θ ⊕ θ∗.
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5.3.1 Le cas où σ˜ = θ ⊕ θ∗
Proposition 5.3.2. Si σ˜ = θ ⊕ θ∗ alors
W (σ ⊗ τ) = (det τ(−1))dimσ2 W (σ)dim τ
Démonstration. W (σ ⊗ τ) =W (σ˜ ⊗ τ)
=W ((θ ⊕ θ∗)⊗ τ)
=W ((θ ⊗ τ)⊕ (θ∗ ⊗ τ))
=W ((θ ⊗ τ)⊕ (θ ⊗ τ)∗) (car τ est auto-duale)
= det(θ ⊗ τ)(−1)
= (det θ(−1))dim τ (det τ(−1))dim θ
= (det τ(−1))dimσ2 W (σ)dim τ
5.3.2 Le cas où σ˜ est symplectique et irréductible
On rappelle (voir la proposition 5.1.4) que comme σ˜ est symplectique, irréductible et
modérement ramiﬁée, il existe urβ un caractère non-ramiﬁé de G et une représentation
ρ orthogonale de G tel que σ˜ = ρ ⊗ urβ et (urβ)dimσ = ur−1 = ηnr. Avec les notations
précédentes, on a σ˜ = Vξ,−1 et ρ = Vξ,1.
Soit τ une réprésentation auto-duale de G.
1. Si τ = θ ⊕ θ∗ alors
W (σ ⊗ τ) =W (σ˜ ⊗ τ) = (det σ˜(−1))dim τ2 W (τ)dim σ˜ = (det τ(−1))
dimσ
2 .
2. Si τ est symplectique alors W (σ⊗ τ) =W (σ˜⊗ τ) = 1 (voir la proposition 2 de [46]).
3. Si τ est orthogonale (et irréductible) alors :
(a) Si τ est non-ramiﬁée :
W (σ ⊗ τ) =W (σ)dim τ (det τ)(πa(σ)) (voir la proposition 2.4.19),
=W (σ)dim τ
où la dernière égalité découle du fait que (Vξ,−1)
IK = 0 et donc a(σ) = dim σ
est paire.
(b) Si τ est sauvagement ramiﬁée. Dans ce cas, on peut utiliser la formule de
Deligne-Henniart (voir la proposition 2.4.21) qui nous dit (comme ρ est mo-
dérément ramiﬁée et τ est plus ramiﬁée que ρ).qu’il existe γ ∈ K× tel que
ε(σ ⊗ τ , ψ, dx) = ε(τ , ψ, dx)dimσ(detσ)(γ) et donc :
W (σ ⊗ τ) =W (τ)dimσ (detσ)(γ)|(detσ)(γ)|
=W (τ)dimσ (car σ est essentiellement symplectique)
= det τ(−1)
dimσ
2 (car dim σ est paire et τ est auto-duale)
(c) Si τ est modérément ramiﬁée. On pose σ˜ = ρ⊗ urβ (avec ρ orthogonale et urβ
est non-ramiﬁé d’ordre 2 dim σ). On pose nρ = dim ρ = dim σ, nτ = dim τ ,
det ρ = uρK∗2, det τ = uτK∗2 (avec l’identiﬁcation de la déﬁnition 5.2.8) et ψ
un caractère additif tel que n(ψ) = 0 on a :
W (σ ⊗ τ) =W (σ˜ ⊗ τ)
=W (σ˜ ⊗ τ , ψ)
=W (ρ⊗ τ ⊗ urβ, ψ)
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puis
W (σ ⊗ τ) =W (ρ⊗ τ , ψ)urβ(πa(ρ⊗τ))
car dim urβ = 1, urβ est non ramiﬁé (voir la proposition 2.4.19) et n(ψ) = 0.
Ci-dessous, on note W (ρ) pour W (ρ, ψ) (où ψ est le caractère additif tel que
n(ψ) = 0 choisi ci-dessus) et de même pourW (τ),W (ρ⊗τ),W (det ρ),W (det τ)
et W (det(ρ⊗ τ)) .
Commençons par montrer que :
urβ(πa(ρ⊗τ)) =
{
1 si 2 | nτ et τ 6= ρ,
−1 si nτ = 1 ou τ = ρ.
On a tout d’abord a(ρ⊗τ) = codim(ρ⊗τ)I = dim(ρ⊗τ)−dim(ρ⊗τ)I . De plus, ρ
et τ sont des représentations irréductibles et orthogonales (représentations dont
on a donné une description précise en 5.1). Si ρ = Vξ,1 et τ = Vξ′,1 alors les
coeﬃcients diagonaux de (ρ⊗ τ) (c) sont de la forme ξqiξ′qj qui est diﬀérent de 1
sauf dans le cas où ξ = ξ′ et q
nρ
2 +1 divise qi+qj ce qui arrive lorsque |j − i| = nρ2
c’est à dire précisément nρ fois. Par conséquent dim(ρ⊗τ)I =
{
0 si τ 6= ρ,
nρ si τ = ρ,
et donc
a(ρ⊗ τ) =
{
nρnτ si τ 6= ρ,
nρ(nρ − 1) si τ = ρ.
Enﬁn, urβ(π2nρ) = 1 et urβ(πnρ) = −1 (car urβ est d’ordre 2nρ) et ﬁnalement
on en déduit que
urβ(πa(ρ⊗τ)) =
{
1 si 2 | nτ et τ 6= ρ,
−1 si nτ = 1 ou τ = ρ.
Montrons maintenant que :
W (ρ⊗ τ) = (det τ(−1))nρ2 W (ρ)nτ (uρ, uτ ),
où on note (, ) pour le symbole de Hilbert (, )2. D’après la proposition 5.2.12,
on a que W (ρ⊗ τ) est égale à :
W (det(ρ⊗ τ))
(
W (ρ)
W (det ρ)
)nτ ( W (τ)
W (det τ)
)nρ
(uρ,−1)ατ (uτ ,−1)αρ(uρ, uτ )
où ατ =
nτ (nτ−1)
2 et αρ =
nρ(nρ−1)
2 .
On a par ailleurs les égalités suivantes :
• W (det ρ) =W (ηnr) = 1.
• W (det(ρ⊗ τ)) =W ((det ρ)nτ (det τ)nρ) =W ((det ρ)nτ ) =W (ηnτnr ) = 1.
• (uρ,−1) = det ρ(−1) = ηnr(−1) = 1.
• nρ est pair et W (τ)W (det τ) ∈ {±1} donc
(
W (τ)
W (det τ)
)nρ
= 1.
• (uτ ,−1)
nρ(nρ−1)
2 = (det τ(−1))nρ(nρ−1)2 = (det τ(−1))nρ2 (car nρ est pair).
On en déduit que :
W (ρ⊗ τ) = (det τ(−1))nρ2 W (ρ)nτ (uρ, uτ ).
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Déterminons W (ρ⊗ τ) :
• Si 2 | nτ alors W (ρ)nτ = 1 et det τ = ηnr (d’après la description des repré-
sentations orthogonales faites en 5.1). On a (grâce aux propriétés du symbole
de Hilbert, voir la proposition 1.2.10) alors (uρ, uρ) = (uρ,−1) = ηnr(−1) = 1
et donc W (ρ⊗ τ) = (det τ(−1))nρ2 .
• Si nτ = 1 alors (uρ, uτ ) = ηnr(uτ ) = (−1)vK(uτ ) et donc
W (ρ⊗ τ) = (det τ(−1))nρ2 W (ρ)(−1)vK(uτ ).
Finalement,
W (σ⊗τ) =W (ρ⊗ τ)urβ(πa(ρ⊗τ))
= (det τ(−1))nρ2


−1 si ρ = τ ,
−W (ρ)(−1)vK(uτ ) si dim τ = 1,
1 sinon.
= (det τ(−1))nρ2


−1 si ρ = τ ,
−W (ρ)(−1)vK(uτ ) si τ = 1 ou τ = ηK(√uτ )/K ,
1 sinon.
où ηK(√uτ )/K désigne un caractère quadratique modérément ramiﬁé ou le ca-
ractère non-ramiﬁé (qu’on note aussi ηnr).
Enﬁn, en remarquant queW (σ) =W (ρ⊗urβ) =W (ρ)urβ(πa(ρ)) = −W (ρ), on peut
synthésiser le point 3. ci-dessus dans le théoreme suivant :
Théorème 5.3.3. Si σ est une représentation essentiellement symplectique irréductible
modérément ramiﬁée de WK alors pour toute représentation auto-duale et irréductible τ ,
on a :
W (σ ⊗ τ) = (det τ(−1))nρ2


−1 si ρ = τ
W (σ)(−1)vK(uτ ) si τ = 1 ou τ = ηK(√uτ )/K
1 sinon
On déduit de ce théorème (et des points 1. et 2.), le corollaire suivant :
Corollaire 5.3.4. Si σ est une représentation essentiellement symplectique irréductible
modérément ramiﬁée de WK alors pour toute représentation auto-duale τ , on a :
W (σ ⊗ τ) = (det τ(−1))dimσ2 (−1)〈V,τ〉
où · V = ρ⊕


⊕
η∈Xnr
η si W (σ) = −1,⊕
η∈Xmr
η si W (σ) = 1.
· Xnr = {η :WK −→ {±1} non ramiﬁé}.
· Xmr = {η :WK −→ {±1} totalement modérement ramiﬁé}.
Démonstration. En eﬀet, si τ =
⊕
i
τ i avec τ i irréductible auto-duale ou de la forme θ⊕θ∗
alors W (σ ⊗ τ) = ∏
i
W (σ ⊗ τ i). Comme le membre de droite de l’égalité du théorème est
multiplicative en τ , il suﬃt de vériﬁer l’égalité pour τ irréductible auto-duale ou de la
forme θ ⊕ θ∗.
Si τ = θ ⊕ θ∗ (resp. τ est symplectique) alors 〈V, τ〉 = 0 et l’égalité se déduit du 1. (resp
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2.) ci-dessus.
Si 2 | nτ alors 〈V, τ〉 =
{
1 si τ = ρ
0 si τ 6= ρ et W (σ ⊗ τ) =
{
− (det τ(−1))
nρ
2 si τ = ρ
(det τ(−1))
nρ
2 si τ 6= ρ
Si τ = 1 ∈ Xnr (resp. τ = ηK(√uτ )/K ∈ Xmr) alors vK(uτ ) ≡ 0 mod 2 (resp. vK(uτ ) ≡ 1
mod 2) et le théorème ci-dessus permet de conclure.
Corollaire 5.3.5. Si σ est une représentation essentiellement symplectique irréductible
modérément ramiﬁée de WK alors pour toute représentation auto-duale τ , on a :
W (σ ⊗ τ) = (det τ(−1))dimσ2 (−W (σ))dim τ (−1)〈1⊕ηnr⊕ρ,τ〉
Démonstration. On distingue le cas où l 6= 2 et le cas où l = 2.
1. Le cas où l 6= 2. On commencera par remarquer qu’il n’existe pas de représentation
irréductible, auto-duale, non triviale, sauvagement ramiﬁée et de dimension impaire.
En eﬀet, le groupe d’inertie sauvage est un groupe d’ordre impair et un groupe ﬁni
d’ordre impair n’a aucune représentation irréductible auto-duale non-triviale. Il suﬃt
ensuite de vériﬁer que dans les autres cas on a bien :
(−1)〈V,τ〉 = (−W (σ))dim τ (−1)〈1⊕ηnr⊕ρ,τ〉.
2. Le cas où l = 2. Dans ce cas, il suﬃt de montrer qu’on a W (σ) = −1 pour toute
représentation symplectique irréductible modérément ramiﬁée σ. Une telle représen-
tation est de la forme (d’après la première section du chapitre 5) :
σ = IndM/K(χϕ) = IndF/K(IndM/F (χϕ))
où M/F est l’extension quadratique correspondant aux groupes Cn ⋊mZ et Cn ⋊
2mZ, ϕ est le caractère non ramiﬁé deM et IndM/F (χ) est orthogonale irréductible.
D’après le théorème de Frölich-Queyrut (voir le théorème 3 de [24]), on a W (σ) =
−W (χ) = −χ(u), où M = F (u) et u2 ∈ 1 + pF (car M/F est non-ramiﬁé). De plus,
le groupe multiplicatif du corps résiduel de M est d’ordre impair (car l = 2) donc
u ∈ 1 + pM . Or χ est modéré donc χ(u) = 1 et W (σ) = −1.
Remarque 5.3.6. 1. Je tiens ici à remercier David Rohrlich pour m’avoir indiqué
comme résoudre le cas l = 2.
2. Dans le cas où dim σ = 2, on retrouve le théorème 3.3.1 (dû à Rohrlich).
5.3.3 Le cas général d’une représentation symplectique modérement ra-
mifiée
On a vu (proposition 5.3.1) que si σ est une représentation, modérément ramiﬁée,
essentiellement symplectique de poids w de WK et σ˜ = σ ⊗ ωw/2 alors on peut écrire :
σ˜ss = (θ ⊕ θ∗)⊕
r⊕
i=1
σ˜i
où θ est une représentation (pas nécéssairement irréductible) et les σ˜i sont irréductibles
et symplectiques (et se factorisent à travers des groupes ﬁnis Gi). On a alors le théorème
suivant :
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Théorème 5.3.7. Soit σ une représentation de WK comme ci-dessus et τ une représen-
tation (complexe) auto-duale de GK alors :
W (σ ⊗ τ) =W (σ˜ss ⊗ τ) = (det τ(−1))dim σ˜2 (det θ(−1))dim τ (−1)〈V,τ〉
où V =
r⊕
i=1
Vi où Vi = ρi ⊕


⊕
η∈Xnr
η si W (σ˜i) = −1⊕
η∈Xmr
η si W (σ˜i) = 1
et σ˜i = ρi ⊗ urβi (avec urβi un
caractère non-ramiﬁé de Gi et ρi une représentation orthogonale de Gi).
Remarque 5.3.8. Si de plus, τ est une représentation de dimension paire et de détermi-
nant trivial alors :
W (σ˜ ⊗ τ) = (−1)〈V,τ〉.
C’est le cas notamment des représentations appartenant à TΘ,p déﬁni au chapitre 3.
Corollaire 5.3.9. Soit σ une représentation de WK comme ci-dessus et τ une représen-
tation (complexe) auto-duale de GK alors :
W (σ ⊗ τ) = (det τ(−1))dimσ2
r∏
i=1
(−W (σi))dim τ (−1)
〈
r⊕
i=1
(1⊕ηnr⊕ρi),τ
〉
Dans le cas, d’une courbe elliptique sur un corps K ([K : Ql] < +∞ et l 6= 2, 3) qui a
potentiellement bonne réduction, alors la représentation σ′E/K du groupe de Weil-Deligne
se factorise à travers le groupe de Weil en une représentation σE/K modérement ramiﬁée
(car l 6= 2, 3) et donc σ˜E/K est symplectique et irréductible de degré 2 ou de la forme
θ ⊕ θ∗ (où θ est caractère). On obtient le corollaire suivant :
Corollaire 5.3.10. Si E/K est une courbe elliptique ([K : Ql] < +∞ et l 6= 2, 3) et
W (σE/K⊗τ) =
{
(det τ(−1))(−W (E/K))dim τ (−1)〈1⊕ηnr⊕ρ,τ〉 si σ˜E/K est sympl et irréd,
(det τ(−1))W (E/K)dim τ si σ˜ = θ ⊕ θ∗.
Remarque 5.3.11. Le corollaire précédent est précisément la formule de Rohrlich (voir
le 2. du théorème 3.3.2).

Chapitre 6
Compatibilité entre signes locaux
et nombres de Tamagawa
L’objectif de ce chapitre est de démontrer une généralisation de la compatibilité entre
les signes locaux et les nombres de Tamagawa qui est le résultat clef de l’article "Regulator
constants and the parity conjecture" (voir l’article [18]) qu’on a rappelé au chapitre 3 (voir
le théorème 3.4.26 et ses corollaires). Il est à noter qu’on est seulement capable de gérer
les cas où v ∤ p (le cas où v | p avec p 6= 2, 3 est traité pour les courbes elliptiques dans
[18], pour nous il reste pour le moment hors d’atteinte). Cette restriction apporte des
simpliﬁcations notables, on remarquera notamment que notre Cv(Θ) est simplement le
produit des nombres de Tamagwa (pour traiter le cas v | p, il faudrait introduire une
puissance de p = lv qui généralise le ω du chapitre 4 et de [18]).
6.1 Nombres de Tamagawa
Soient K et E des corps de nombres, σp : GK −→ GL(V ) ≃ GLn(Ep) une représenta-
tion p-adique, σp,v : GKv −→ GLn(Ep) sa restriction à Kv et T un OEp-sous-réseau stable
de V .
Définition 6.1.1 (Nombres de Tamagawa). 1. Si v est une place archimédienne, on
pose Tam(σp,v) = #H1(Kv, T ).
2. Si v est une place ﬁnie telle que v ∤ p (i.e lv 6= p), on note
Lf (Kv, V ) = detEp H
0(Kv, V )⊗
(
detEp H
1
f (Kv, V )
)−1
c’est un Ep-espace vectoriel de dimension 1. On a alors
ιV : Lf (Kv, V ) ≃ Ep
où ιV provient de la suite exacte suivante :
0→ H0(Kv, V )→ Vlv Frv−1−→ Vlv → H1f (Kv, V )→ 0.
De même, on note
Lf (Kv, T ) = detOEp H
0(Kv, T )⊗
(
detOEp H
1
f (Kv, T )
)−1
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où H1f (Kv, T ) est l’image réciproque de H
1
f (Kv, V ) dans H
1(Kv, T ). C’est un OEp-
module libre de rang 1 et il existe un isomorphisme canonique entre Lf (Kv, T )⊗OEp
Ep et Lf (Kv, V ). On déﬁnit alors Tam(σp,v) comme l’unique puissance de ̟Ep (une
uniformisante de OEp) telle que :
ιV (Lf (Kv, T )) = Tam(σp,v)OEp
Remarque 6.1.2. 1. Si E = Q et p = p est un nombre premier alors Tam(σp,v) est
une puissance de p.
2. Il est important de noter que, même si la notation ne le montre pas explicitement,
Tam(σp,v) dépend du choix du réseau T . Dans les cas que nous considérerons ensuite
Tam(σp,v) sera indépendant de T et vaudra même 1.
Proposition 6.1.3. On a la formule suivante pour Tam(σp,v) (avec v ﬁnie et lv 6= p) :
Tam(σp,v) = ̟
lp((H1(IKv ,T )GKv )tors)
Ep
.
En particulier si E = Q et p = p alors Tam(σp,v) = #(H1(IKv , T )
GKv )tors.
Démonstration. Voir la proposition 4.2.2 de [23].
Proposition 6.1.4. Si V IKv = {0} alors (V/T )IKv est ﬁni et
Tam(σp,v) = ̟αEp
où α = lp
(
(V/T )GKv
)
.
Démonstration. On a la suite exacte suivante :
0 −→ T −→ V −→ V/T −→ 0
qui donne lieu à la suite exacte :
0 −→ T IKv −→ V IKv −→ (V/T )IKv −→ H1(IKv , T ) −→ H1(IKv , V ).
Or V IKv = {0}, (V/T )IKv est de torsion et H1(IKv , V ) est sans torsion donc (V/T )IKv ≃
H1(IKv , T )tors. On en déduit que (V/T )
IKv est ﬁni et (V/T )GKv ≃ (H1(IKv , T )GKv )tors ce
qui donne le résultat.
Proposition 6.1.5. Si lv 6= p et σp,v := σA/Kv : GKv −→ GL(Vp) ≃ GL2d(Qp) est la
représentation p-adique de GKv associée à la variété abélienne A (de dimension d) alors :
Tam(σp,v) = (A(Kv)/A0(Kv))p
où A0(Kv) désigne l’ensemble des points de A(Kv) de réduction non-singulière et (∗)p
signiﬁe la partie p-primaire de ∗. C’est une puissance de p.
Démonstration. Pour lv 6= p, on a :
(A(Kv)/A0(Kv)) [pn] ≃ A(Kv)[pn]/A0(Kv)[pn] ≃ (A(Knrv )[pn]/A0(Knrv )[pn])GKv
où Knrv est l’extension maximale non ramiﬁée de Kv. Par ailleurs,
A0(Knrv )[p
n] ≃ Tp(A)IKv ⊗Zp Zp/pnZpetA(Knrv )[pn] ≃
(
Tp(A)⊗Zp Zp/pnZp
)IKv
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et donc par passage à la limite inductive :
(A(Knrv )/A0(K
nr
v ))p ≃ (T ⊗ Dp)I/T I ⊗ Dp
où T = Tp(A), Dp = Qp/Zp et I = IKv .
Alors à partir de la suite exacte
0 −→ T −→ T ⊗Qp −→ T ⊗ Dp −→ 0
on obtient
0 −→ T I −→ (T ⊗Qp)I j−→ (T ⊗ Dp)I −→ H1(I, T ) −→ H1(I, T ⊗Qp).
Du fait que
(
T ⊗Zp Qp
)I ≃ T I ⊗ZQ et H1(I, T ⊗Zp Qp) ≃ H1(I, T )⊗ZQ, on a alors que :
0 −→ (T ⊗ Dp)I/T I ⊗ Dp −→ H1(I, T ) −→ H1(I, T )⊗Z Q
et donc, comme H1(I, T )⊗Z Q est sans torsion, que :
(T ⊗ Dp)I/T I ⊗ Dp ≃ H1(I, T )tors
et ﬁnalement :
(A(Kv)/A0(Kv))p ≃ (H1(I, T )GKv )tors
6.2 Nombres de Tamagawa et signes locaux
Soit E un corps de nombres et Ep le complété de E en p (p | p et p 6= 2) On note OEp
son anneau des entiers et q = N(p) le cardinal de son corps résiduel. On commence par
rappeler les théorèmes suivants :
Théorème 6.2.1. Soit G un sous-groupe ﬁni de GLn(OEp) (avec p 6= 2) alors l’ordre de
G divise
An,p = (qn − qn−1)(qn − qn−2)...(qn − 1)
= q
n(n−1)
2
n∏
i=1
(qi − 1).
On a un théorème similaire dans le cas du groupe symplectique (qui nous intéresse car
nous considérerons par la suite des représentations essentiellement simplectiques)
Théorème 6.2.2. Soit G un sous-groupe ﬁni de GSpn(OEp) (où n = 2m et p 6= 2) alors
l’ordre de G divise
Sn,p(E) = qm
2+1
m∏
i=1
(q2i − 1).
Démonstration. Voir [1] Chap III p.147.
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6.2.1 Détermination des "mauvais" nombres premiers
Soit un prémotif essentiellement symplectiqueM = {(σp, Vp)}p surK (voir la déﬁnition
1.4.6 et les déﬁnitions 2.1.3 et 3.2.4).
Soit v une place deK (et ι un plongement de E dans C), on considère les représentations
σv,p = σp|GKv : GKv −→ GLn(Ep) (pour p ∤ lv) qui donnent toutes naissance à la même
représentation σιM,v :WDKv −→ GLn(C) (car M est un prémotif).
Lemme 6.2.3. Si G est un groupe compact et ρ : G −→ GLn(Ep) est une représentation
p-adique alors ρ est équivalente à une représentation p-adique à valeurs dans GLn(OEp).
Démonstration. Le sous-groupe GLn(OEp) est un sous-groupe ouvert de GLn(Ep) donc
H = ρ−1(GLn(OEp)) est un sous-groupe ouvert (car ρ est continu) donc H est d’indice
ﬁni dans G (car G est compact). Alors si on voit GLn(Ep) comme le groupe des automor-
phismes linéaires de Enp alors
∑
g∈H\G
ρ(g)(OnEp) est un OEp- réseau dans Enp stable par G,
ce qui nous fournit la représentation équivalente souhaitée.
Proposition 6.2.4. Soient M un prémotif, v une place de K et σιM,v une représentation
essentiellement symplectique. S’il existe p ∤ 2, lv tel que J = σv,p(IKv) est ﬁni alors J est
indépendant de p (p ∤ 2, lv) et
|J | | Sn(E)v où Sn(E)v := pgcd
p∤2,lv
Sn,p(E).
Démonstration. L’action de σιM,v sur IKv se factorise à travers J = σv,p(IKv) et par
conséquent pour tout p ∤ 2, lv on a J = σv,p(IKv) et J est indépendant de p. Si on pose
σv,p|IKv pour la restriction de σv,p à IKv alors la représentation σv,p|IKv peut être considérée
comme à coeﬃcients dans OEp (d’après le lemme ci-dessus, car IKv est un groupe compact)
et même à valeurs dans GSpn(OEp) car σv,p est essentiellement symplectique. On en déduit
que pour tout p ∤ 2, lv, J s’injecte dans chacun des GSpn(OEp) (car M est un prémotif)
et donc |J | | Sn,p(E) pour tout p ∤ 2, lv.
Corollaire 6.2.5. Les nombres premiers qui divisent |J | divisent Sn(E) := pgcd
p∤2
Sn,p(E)
(qui est indépendant de lv).
Démonstration. Soit pv | lv et l un diviseur de Sn,pv(E) alors d’après le théorème de
Dirichlet il existe p premier (diﬀérent de lv) tel que l | p − 1 et donc ∀r ∈ N∗, l | pr − 1.
En particulier, si p est idéal premier au-dessus de p, l divise Sn,p(E). Ainsi les diviseurs
premiers de Sn(E)v := pgcd
p∤2,lv
Sn,p(E) sont les mêmes que ceux de Sn(E) := pgcd
p∤2
Sn,p(E).
Exemple 6.2.6. Pour E = Q et n = 2 (le cas des courbes elliptiques), on obtient que
pour tout nombre premier p (avec p 6= 2), |J | | p(p2− 1). Ce nombre est toujours divisible
par 23 × 3 = 24 et on montre que S(Q) := S2(Q) = 24 (car S2,3(Q) = 24). Donc dans ce
cas les "mauvais" nombres premiers sont 2 et 3.
Exemple 6.2.7. Pour E = Q(
√
5) et n = 2.
Tout d’abord S2,p(E) = qp(q2p − 1) = qp(qp − 1)(qp + 1)
On a que 5 est un résidu quadratique modulo p⇔ p ≡ ±1 mod 10 (par la loi de réciprocité
quadratique). On en déduit que les nombres premiers (diﬀérents de 2) qui :
- sont décomposés dans E sont les nombres premiers congrus à 1 ou −1 modulo 10.
- sont inertes dans E sont les nombres premiers congrus à 3 ou 7 modulo 10.
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- sont ramiﬁés : il y a juste 5.
Ainsi si p est une place au-dessus de p et q = N(p) on a :
q =


p si p ≡ ±1 mod 10
p2 si p ≡ 3 ou 7 mod 10
5 si p = 5
On en déduit que ∀p ∤ 2, 5 divise S2,p(E) et donc 5 divise S2(E).
Ainsi dans ce cas 2, 3 et 5 sont les "mauvais" nombres premiers (car 3 est inerte et S2,3(E) =
24 × 32 × 5 ou encore S2,(√5)(E) = 23 × 3× 5)
Remarque 6.2.8. 1. Pour E quelconque et p ≤ n+ 1 on a que p divise Sn(E) (petit
théorème de Fermat). Ainsi tout les nombres premiers inférieurs ou égaux à n+1 sont
des "mauvais" nombres premiers. Ce ne sont bien sûr pas les seuls (voir l’exemple
ci-dessus E = Q(
√
5) et n = 2 où 5 est un "mauvais" nombre premier).
2. Pour E = Q, les "mauvais" nombres premiers sont précisément les nombres premiers
inférieurs ou égaux à n + 1. En eﬀet, si p > n + 1 = 2m + 1 alors ∀i ∈ {1, ..,m},
p− 1 ∤ 2i. On choisit alors un nombre premier p′ tel que p′ est une racine primitive
modulo p (c’est possible grâce au théorème de Dirichlet), on obtient p ∤ p′2i − 1
∀i ∈ {1, ..,m} et par conséquent p ∤ Sn(Q). C’est ce cas là qui nous servira pour les
prémotifs sur Q (notamment les courbes elliptiques et les variétés abéliennes).
3. Pour E quelconque peut-on donner précisément les "mauvais" nombres premiers ?
une borne (intéressante) ? Il est à noter, par exemple, que si les diviseurs premiers
de S2(Q(
√
5)) sont 2, 3 et 5, ceux de S2(Q(
√
7)) sont simplement 2 et 3.
6.2.2 Détermination des nombres de Tamagawa.
On a toujours M = {(σp, Vp)}p un prémotif essentiellement symplectique sur K. On
suppose dorénavant que p ne fait pas partie des "mauvais" nombres premiers (i.e p ∤ Sn(E)
et en particulier p ∤ |J |).
On rappelle la proposition générale suivante :
Proposition 6.2.9. Si G est un groupe, M un G-module et H un sous-groupe distingué
d’indice ﬁni de G. Si [G : H] est inversible dans M alors :
H1(G,M) ≃ H1(H,M)G/H .
Démonstration. Voir la proposition 10.4 p.85 de [7].
Proposition 6.2.10. Si σp,v(IKv) est ﬁni et p ∤ Sn(E) alors p ∤ |J | et :
Tam(σp,v) = 1.
Démonstration. D’après la proposition 6.1.3, le nombre de Tamagawa associé à une telle
représentation σp,v est donné par
Tam(σp,v) = ̟αEp
où α = lp
(
(H1(IKv , T )
GKv )tors
)
.
On a la suite exacte suivante :
0 −→ I0 −→ IKv −→ J −→ 0
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donc d’après la proposition précédente avec G = IKv , H = I
0, G/H = J etM = T (p ∤ |J |
donc |J | est inversible dans T ) on déduit que H1(IKv , T ) ≃ H1(I0, T )J . Or comme I0
agit trivialement sur T , on a H1(I0, T ) ≃ Homcont((I0)ab, T ) qui est sans p-torsion. Par
conséquent, α = 0 et Tam(σp,v) = ̟0Ep = 1.
Corollaire 6.2.11. Si σp,v(IKv) est ﬁni, p ∤ Sn(E), Lw est une extension galoisienne ﬁnie
de Kv et si on pose σp,w : GLw −→ GL(Vp) alors :
Tam(σp,w) = Tam(σp,v) = 1,
autrement dit le nombre de Tamagawa reste inchangé lorsqu’on passe à une extension
galoisienne ﬁnie de Kv.
6.2.3 Compatibilité entre nombres de Tamagawa et constantes de régu-
lation
Soit M = {(σp, Vp)} un prémotif sur K à coeﬃcients dans E (avec σp : GK −→
GL(Vp) ≃ GLn(Ep). On fait les hypothèses suivantes :
• Soit v une place de K (v | lv) telle que σv := σιM,v est une représentation essentiellement
symplectique de poids w, modérément ramiﬁée du groupe de Weil WKv .
• Soit p | p une place de E telle que p 6= lv et p ∤ Sn(E) (en particulier p > n+ 1).
• L’image σv,p(IKv) est ﬁnie. Ainsi les facteurs premiers de σp,v(IKv) divisent Sn(E)
(d’après le corollaire 6.2.5) et σp,v(IKv) est d’ordre premier à lv (car σv est modérément
ramiﬁé). En particulier p ∤ |σp,v(IKv)|.
On utilise les notations suivantes :
• La représentation σ˜v = σv ⊗ ωw/2 est une représentation symplectique modérément
ramiﬁée du groupe de Weil WKv .
• On écrit la décomposition de σ˜ssv sous la forme suivante :
σ˜ssv = (θ ⊕ θ∗)⊕
r⊕
i=1
σ˜i
où σ˜i = Vξi,−1.
• On a σ˜i = ρi ⊗ urβi où urβi un caractère non-ramiﬁé de Gi et ρi = Vξi,1 une
représentation orthogonale de Gi
Définition 6.2.12. On déﬁnit l’extension ﬁnie L/Kv comme le compositum de :
• toutes les extensions quadratiques de Kv qui sont non ramiﬁées ou modérément rami-
ﬁées.
• toutes les extensions modérément ramiﬁées Li telle que ρi = Vξi,1 se factorise par
Gal(Li/Kv).
Remarque 6.2.13. L’ordre de ξi divise |σp,v(IKv)| et donc on a p ∤ |Gal(Li/Kv)|. Par
conséquent, p ∤ [L : Kv].
On pose enﬁn G′ = Gal(L/Kv) ≃ C ⋊ 〈Φ〉.
Soit τ une représentation auto-duale de G = Gal(F/Kv) (où F est une extension ﬁnie
de Kv) et rG la représentation régulière de G.
On se ramènera au cas où L ⊂ F (voir le corollaire 6.2.21 ci-dessous) et donc au cas
où on peut voir σssv comme une représentation de G.
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On applique le corollaire 5.3.9 à σv (et le fait que dim τ = 〈rG, τ〉) et on obtient :
W (σv ⊗ τ) = (det τ(−1))dimσ2 (−1)〈τ,V〉
où V =⊕
i
Vi avec Vi = 1⊕ηnr⊕γi⊕ρi, σ˜i = ρi⊗urβi (où urβi est un caractère non-ramiﬁé
de Gi et ρi = Vξi,1 une représentation orthogonale de Gi) et γi =
{
rG si W (σi) = −1,
0 si W (σi) = 1.
Remarque 6.2.14. La représentation V est une représentation sur GLn(E′) avec E′/E
une extension ﬁnie telle que p ne se ramiﬁe pas dans E′. En eﬀet, ρi = Vξi,1 où l’ordre de
ξi divise |σp,v(IKv)| et donc ρi se factorise à travers le groupe de Galois d’une extension de
degré di de Kv avec p ∤ di et p est non ramiﬁé dans Q(ξi)/Q. L’extension E
′ compositum
de E avec les Q(ξi) est une extension ﬁnie de E où V est réalisable et p ne se ramiﬁe pas
dans E′.
On rappelle que si Θ =
∑
i
niHi est une G-relation alors
DV(Θ) = CΘ(V) = ∏
i
det
(
1
|Hi| 〈, 〉
∣∣∣VHi)ni ∈ E′×/E′×2
et si P est une place de E′ au-dessus de p, on notera ordp(DV(Θ)) pour ordP(DV(Θ)). De
plus, on notera Cv(Θ) =
∏
i
Tam(σp,vi)
ni où vi est une place de FHi au-dessus de v. On a
Cv(Θ) = 1 d’après le corollaire 6.2.11.
L’objectif de cette section est de démontrer le résultat principal de ce chapitre sous la
forme du théorème suivant (ici on ne suppose pas que L ⊂ F ) :
Théorème 6.2.15. Si Θ une G-relation, p | p et p ∤ lvSn(E) alors :
ordp(Cv(Θ)) ≡ ordp(DV(Θ)) ≡ 0mod 2
où V est déﬁni ci-dessus. On notera parfois,
Cv ∼p DV ∼p 1.
Remarque 6.2.16. On a d’après ce qui précède Cv ∼p 1. L’objectif est donc de montrer
que DV ∼p 1.
Dans le cas d’une courbe elliptique A sur K (un corps de nombres) avec E = Q,
p = p, σv,p = Vp(A)∗, n = 2, p ≥ 5, v ∤ p et A admet bonne réduction sur une extension
modérément ramiﬁée deKv (c’est automatique si v ∤ 6) on a la légère amélioration suivante
(pour p ≥ 5) du théorème 3.4.33 :
Corollaire 6.2.17. Si L/K est une extension galoisienne de corps de nombres, p ≥ 5 et
A/K est une courbe elliptique qui admet bonne réduction sur une extension modérément
ramiﬁée deKv pour chaque place v | 6 de réduction additive où le groupe de décomposition
en v de L/K n’est pas cyclique. Pour toute GL/K-relation Θ on a :
(−1)〈τ,Sp(E/K)〉 =W (E/K, τ) pour τ ∈ TΘ,p
Remarque 6.2.18. On pouvait en fait déjà déduire ce résultat en utilisant, une version
légèrement plus forte de la formule de Rohrlich (qui pouvait se déduire de sa démonstra-
tion).
92 Chapitre 6. Compatibilité entre signes locaux et nombres de Tamagawa
Réduction au cas où L ⊂ F
Comme promis, expliquons rapidement pourquoi on peut supposer que L ⊂ F . On
rappelle que G = Gal(F/Kv)
Lemme 6.2.19. Supposons que V est E[G]-module et que M/Kv est une extension ga-
loisienne contenue dans F (avec H = Gal(F/M)) alors on a :
ordp(DVH (Θ)) ≡ ordp(DV(Θ˜)) mod 2 pour toutes G/H-relations Θ
où V ′= VGal(F/M), Θ˜ est le relevé de Θ dans G et G/H = Gal(M/Kv).
Démonstration. Soit Θ =
∑
i
niHi une G/H-relation. On a la G-relation Θ˜ : le relevé
de Θ dans G. Comme les composantes K¯v-irréductibles de VH sont précisément les K¯v-
irréductibles de V qui se factorise par G/H, les composantes K¯v-irréductibles de V ⊖
VH n’apparaissent dans aucun des Kv[Gal(M/Kv)/Hi] et donc (d’après le lemme 3.4.12)
CΘ˜(V ⊖ VH) = 1 puis CΘ(VH) = CΘ˜(V) et ordp(DV(Θ˜)) ≡ ordp(DVH (Θ)).
Remarque 6.2.20. En combinaison avec la remarque 6.2.16, on a obtenu que :
Si ordp(Cv(Θ˜)) ≡ ordp(DV(Θ˜)) mod 2 pour toutes G-relations Θ˜ alors :
ordp(Cv(Θ)) ≡ ordp(DVH (Θ)) mod 2 pour toutes Gal(M/Kv)-relations Θ.
Corollaire 6.2.21. On peut supposer que F contient L.
Démonstration. En eﬀet, si L n’est pas inclu dans F alors L ⊂ FL ⊂ (FL)Gal = F ′
(clotûre galoisienne de FL). Et d’après le lemme précédent, si on montre le résultat pour
F ′ alors il vrai aussi pour F (car F/Kv est une extension galoisienne contenue dans F ′).
Dorénavant, on suppose donc que L ⊂ F, on rappelle que G = Gal(F/Kv) et on pose
G′ = G/N = Gal(L/Kv).
Démonstration du théorème 6.2.15
Soit Θ une G-relation. On rappelle qu’on a supposé que p | p, p ∤ Sn(E) (i.e p ne fait
pas partie des "mauvais" nombres premiers) et p 6= lv.
On a que V est une représentation du groupe G′ = C⋊〈Φ〉 (où C est un groupe ﬁni qui
représente l’inertie, en particulier les diviseurs premiers de |C| sont des diviseurs premiers
de Sn(E) donc distincts de p par hypothèse).
Lemme 6.2.22. Pour démontrer le théorème 6.2.15, on peut se ramener au cas où le
degré résiduel de F/Kv est une puissance de 2.
Démonstration. Le nombre de Tamagawa reste trivial dans toute extension (voir la
remarque 6.2.11). On a alors Cv = (D,Cv) en itérant le 7. du théorème 3.4.20 (où D ⊳ G
est le sous-groupe distingué tel que l’extension non-ramiﬁée maximale de degré impair de
K dans F soit le corps ﬁxe par D). Montrons que DV ∼ (D,DResD V).
Tout d’abord, d’après 3.4.23 (D,DResD V) ∼ DIndGD ResD V . Or
IndGD ResD V ≃ V ⊗ IndGD1D ≃ V ⊕R
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où R = J ⊕ J ∗ sur Q¯ et donc DR ∼ 1 d’après le 2. du corollaire 3.4.11. Finalement,
(D,DResD V) ∼ DIndGD ResD V ∼ DV⊕R ∼ DVDR ∼ DV .
Maintenant, d’après le 1. du théorème 3.4.20, pour montrer que
Cv = (D,Cv) ∼p (D,DResD V) ∼ DV
il suﬃt de montrer que DResD V et Cv coïncident sur les D-relations (c’est à dire lorsque
le degré résiduel de F/Kv est une puissance de 2). Autrement dit, pour montrer que
ordp(Cv(Θ)) ≡ ordp(DV(Θ)) ≡ 0 mod 2, il suﬃt de se resteindre au cas où le degré résiduel
de F/Kv est une puissance de 2.
Proposition 6.2.23. Avec les hypothèses ci-dessus, si Θ est une G-relation alors :
ordp(CΘ(V)) ≡ 0mod 2.
On pose aV(Θ) =
∏
i
det(〈, 〉 | VHi)ni et dV(Θ) = ∏
i
|Hi|−ni dimV
Hi . On a donc
DV(Θ) = CΘ(V) = aV(Θ)dV(Θ).
Lemme 6.2.24. Avec les hypothèses ci-dessus, si Θ est une G-relation alors :
ordp(aV(Θ)) ≡ 0mod 2.
Démonstration. On a aV(Θ) = CProjG′ Θ(V)
∏
i
|HiN/N |ni dimV
Hi
. Or d’après la proposi-
tion 3.4.16 ordp(CProjG′ Θ(V)) ≡ 0 mod 2 et par ailleurs p ∤ |G′| (en eﬀet, p ∤ |C|, p 6= 2 et
le degré résiduel de F/Kv est une puissance de 2) donc ordp(
∏
i
|HiN/N |−ni dimV
Hi ) ≡ 0
mod 2. Finalement, on obtient ordp(aV(Θ)) ≡ 0mod 2.
On va maintenant s’atteler à démontrer que
ordp(dV(Θ)) ≡ 0mod 2 ou encore dV ∼p 1.
Lemme 6.2.25. Avec les hypothèses ci-dessus, on a :
ordp(dV(Θ)) ≡ ordp
(∏
i
(eHifHi)
dimVHi
)
mod 2
où eH et fH sont respectivement l’indice de ramiﬁcation et le degré résiduel de FH/Kv.
Démonstration.On pose dV(H) = |H|− dimV
H
(= |H|dimVH modulo les carrés). Montrons
que ordp(dV(H)) ≡ 0 mod 2. On peut remplacer |H| par [G : H]. En eﬀet si Θ = ∑
i
niHi
alors dV(Θ) =
∏
i
|Hi|ni dimV
Hi . Or comme
∑
i
ni dimVHi = 0, on a :
∏
i
|Hi|ni dimV
Hi ∏
i
[G : Hi]ni dimV
Hi =
∏
i
|G|ni dimVHi = |G|
∑
i
ni dimVHi
= 1.
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On en déduit que
∏
i
|Hi|ni dimV
Hi =
∏
i
[G : Hi]ni dimV
Hi modulo les carrés. De plus, comme
[G : Hi] = eHifHi , on obtient :
ordp(dV(Θ)) ≡ ordp
(∏
i
[G : Hi]dimV
Hi
)
mod2
≡ ordp
(∏
i
(eHifHi)
dimVHi
)
mod 2.
D’après le lemme 3.4.25, on sait que DrG(Θ) ∼ 1 et donc que D1⊕ηnr⊕ρ⊕rG(Θ) ∼
D1⊕ηnr⊕ρ(Θ). Ainsi pour démontrer que dV ∼p 1 dans le cas général, il suﬃt de le montrer
dans le cas où σ˜ = ρ ⊗ urβ (avec ρ = Vξ,1 pour un certain ξ) et V = 1 ⊕ ηnr ⊕ ρ. On
suppose donc désormais que :
σ˜ = ρ⊗ urβ et V = 1⊕ ηnr ⊕ ρ
On a (voir la proposition 5.1.3) que si H ⊃ Gal(F/L) (i.e FH est un sous-corps de L)
alors :
dim(ρH) = dim(V Hξ,1) =
{
0 si O(ξ) ∤ eH
pgcd(fH ,m) si O(ξ) | eH
où O(ξ) = |C| et eH et fH sont respectivement l’indice de ramiﬁcation et le degré résiduel
de FH/Kv. Par ailleurs, on a que dim ηHnr = 1⇐⇒ 2 | fH et que fH est une puissance de
2. D’après la déﬁnition de L,
2 | fFH/Kv ⇐⇒ 2 | fFH∩L/Kv et O(ξ) | eFH/Kv ⇐⇒ O(ξ) | eFH∩L/Kv .
On en déduit que :
dV ∼p
(
H −→ (eHfH)dimVH
)
=
(
G, I,
{
1 si 2 | f ou O(ξ) | e
ef sinon
)
où I est le sous-groupe d’inertie de G. Par ailleurs on a :(
G, I,
{
1 si 2 | f ou O(ξ) | e
ef sinon
)
(6)∼
(
I, I,
{
1 si O(ξ) | e
e sinon
)
(5)∼
(
I,W,
{
1 si O(ξ) | ef
ef sinon
)
où (n) correspond au point n du théorème 3.4.20. On a alors dans le dernier terme que e
est une puissance de lv donc est premier avec O(ξ), on en déduit que
dV ∼p
(
I,W,
{
1 si O(ξ) | f
ef sinon
)
=
(
I,W,
{
1 si O(ξ) | f
e sinon
)(
I,W,
{
1 si O(ξ) | f
f sinon
)
(4)∼
(
I,W,
{
1 si O(ξ) | f
e sinon
)
∼p 1
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Ceci conclut la démonstration de la proposition 6.2.23 (et donc du théorème 6.2.15), en
eﬀet
ordp(CΘ(V)) = ordp(a(Θ)) + ordp(d(Θ)) ≡ 0 mod 2.
puis
DV ∼p 1 ∼p Cv.
On peut maintenant énoncer le résultat suivant :
Théorème 6.2.26. Soit {(σp, Vp)} un prémotif de Gal(K/K) et v une place de K tel
que σιM,v soit une représentation modérement ramiﬁée, essentiellement symplectique du
groupe de Weil WKv . Si n = dim σp, on demande que p ∤ Sn(E) et p 6= lv. Si F/Kv est
une extension galoisienne de groupe G alors il existe un E′[G]-module V (voir la remarque
6.2.14) tel que :
1. W (σp,v⊗τ)W (τ)n = (−1)〈τ ,V〉 pour toute représentation auto-duale τ de G.
2. On a la congruence suivante :
ordp(DV(Θ)) ≡ ordp(Cv(Θ)) ≡ 0 mod 2 pour toute G-relation Θ,
où DV(Θ) = CΘ(V) = a(Θ)d(Θ), Cv(Θ) = Tam(σp,v)(Θ) avec Tam(σp,v)(H) =
Tam(σp,wH ) pour wH une place de F
H au-dessus de v et σp,wH : G(FH)wH
→֒
GKv −→ GL(Vp).
On a vu que si p > n+ 1 alors p ∤ Sn(Q), ce qui nous permet, en combinaison avec le
théorème 3.4.26, de donner le théorème suivant dans le cas d’une variété abélienne.
Théorème 6.2.27. SoitK/Ql un corps local, F/K une extension galoisienne de groupe G,
A/K une variété abélienne de dimension d qui acquière bonne réduction sur une extension
modérément ramiﬁée de K (ce qui est automatique si l > 2d+1) et p un nombre premier
tel que p > 2d+ 1 et p 6= l. Alors il existe un Q[G]-module V tel que :
1. W (A/K,τ)
W (τ)2d
= (−1)〈τ,V〉 pour toute représentation auto-duale τ de G.
2. ordp(DV(Θ)) ≡ ordp(Cv(Θ)) ≡ 0 mod 2 pour toute G-relation Θ.
6.2.4 Un résultat global
Soient un corps localKv, Fw/Kv une extension galoisienne, A/Kv une variété abélienne
et p un nombre premier vériﬁant les hypothèses du théorème 6.2.27. Alors si τ ∈ TΘ,p (voir
corollaire 3.4.30 pour la déﬁnition) on a :
W (A/K, τ) =
W (A/K, τ)
W (τ)2d
= (−1)〈τ ,V〉 = (−1)ordpCΘ(V) = (−1)ordp(Cv(Θ))
car si τ ∈ TΘ,p alors W (τ)2 = 1.
Corollaire 6.2.28. Soit F/K une extension galoisienne de corps de nombres de groupe
de Galois G, A/K une variété abélienne, v une place de K, z une place de F au-dessus de
v et p un nombre premier. Supposons que A/Kv, Fz/Kv et p satisfont les hypothèses du
théorème 6.2.27 alors pour tout G-relation Θ et τ ∈ TΘ,p on a :
W (A/Kv,ResGal(Fz/Kv) τ) = (−1)ordpCw|v(Θ)
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où Cw|v(H) =
∏
w|v
Cw(A/FH) et
∏
w|v
cw(E/FH)ω(H),(cw(E/FH) est le nombre de Tama-
gawa local et ω(H) =
∣∣∣∣∣∣
ω0
A/Kv
ω0
A/(FHi)
w
∣∣∣∣∣∣
(FHi)
w
où ω0A/Kv est une diﬀérentielle de Néron).
De plus, si ces hypothèses sont vériﬁées pour toutes places v de K alors
W (A/Kv, τ) = (−1)ordpC(Θ)
où C(Θ) =
∏
i
(CE/FHi )
ni , CE/FHi =
∏
v
Cw|v(H i).
Démonstration. Voir le corollaire 3.4 p.48 de [18].
Ce passage du local au global combiné avec le théorème 3.4.31 (qui lie (−1)〈τ,Sp(A/K)〉
et (−1)ordpC(Θ)) permet de déduire le théorème (global) annoncé à la ﬁn de chapitre 3 :
Théorème 6.2.29. Soient p premier, p > 2d+1, L/K une extension galoisienne de corps
de nombres et A/K une variété abélienne de dimension d. Si on suppose que les places
ﬁnies suivantes ont un groupe de décomposition cyclique :
· les places v de réduction additive, au-dessus des nombres premiers inférieur ou égaux à
2d+ 1.
· les places v où A n’a pas réduction semi-stable et A a mauvaise réduction sur l’extension
modérément ramiﬁée maximale de Kv.
· les places v | p.
alors pour toute GL/K-relation Θ on a :
(−1)〈τ ,Xp(A/K)〉 =W (A/K, τ) pour τ ∈ TΘ,p.
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Abstract
In this thesis, questions related to the parity conjecture are studied. We show the p-parity
conjecture for a speciﬁc twist of an elliptic curve over a local ﬁeld. We deduce global results
concerning invariance (by some appropriate extensions) of the p-parity conjecture for an elliptic
curve. With the objective to expand these results, a formula for root numbers of essentially sym-
plectic and tamely ramiﬁed representations of the Weil group is shown. This result generalizes the
one already known for elliptic curves with potentially good reduction. Finally, a ﬁrst step is made
toward the generalization on p-parity results whith the comparison of Tamagawa numbers and
regulator constants for a premotif (with a few restrictions).
Keywords. Elliptic curves, abelian varieties, Birch and Swinnerton-Dyer conjecture, parity
conjecture, p-parity conjecture, root numbers, regulator constant, Tamagawa numbers, premotifs,
Weil group, Weil-Deligne group, L-functions.
Résumé
Cette thèse porte sur des questions liées à la conjecture de parité. On démontre la conjecture
de p-parité pour un certain twist d’une courbe elliptique sur un corps local. On en déduit des ré-
sultats globaux d’invariance de la conjecture de p-parité (pour une courbe elliptique) par certaines
extensions. Avec l’objectif de généraliser les résultats précédents, on démontre une formule pour
les signes locaux des représentations essentiellement symplectiques et modérément ramiﬁées du
groupe de Weil. Cette formule généralise celle, déjà connue, pour les courbes elliptiques ayant po-
tentiellement bonne réduction. Finalement, on fait un premier pas vers la généralisation escomptée
en comparant les nombres de Tamagawa et les constantes de régulation pour certains prémotifs.
Mots clefs. Courbes elliptiques, variétés abéliennes, conjecture de Birch et Swinnerton-Dyer,
conjecture de parité, conjecture de p-parité, signes locaux, constante de régulation, nombres de
Tamagawa, prémotifs, groupe de Weil, groupe de Weil-Deligne, fonctions L.
