Abstract A non-linear turbulent stress relationship, based on an explicit algebraic Reynolds stress closure, is compared against experimental data obtained in a swirl-supported, light-duty engine motored at constant speed. The model relation is applied to measured mean velocity gradients and turbulence scales, and the predictions compared against the measured shear stress and normal stress anisotropy. Significant improvement over the linear stress relationship typically used in two-equation turbulence models is observed. Conditions under which the model predictions are poor are identified and the reasons for the poor performance discussed.
Introduction
Numerical simulation of internal combustion engines is rapidly becoming a useful tool for engine design and optimization. Both bulk flow structures and turbulence levels significantly influence engine combustion processes, and must be accurately predicted if optimal designs are to be found. Although high-fidelity large eddy simulation techniques are being pursued in many quarters, their computational cost is unreasonable for the hundreds or thousands of iterations required to achieve an optimal design as engine speed, load, intake conditions, geometry, and other parameters are varied. In this context, the cost of Reynolds stress closures is also excessive. Accordingly, despite the continuing increase in computing power, it remains of interest to investigate improvements to the simple, two-equation turbulence models that form the current foundation of engine simulations. The model for the turbulent stress tensor employed in two-equation models is one candidate for improvement. This model is known to fail in complex, three-dimensional flows with pronounced streamline curvature (Pope 2000) , such as are found in swirl-supported diesel engines. Several authors have proposed that the simple linear relationship between the turbulent stresses and the mean velocity gradients be replaced by a more complex, non-linear-yet still algebraicrelationship (e.g. Pope 1975 , Shih et al. 1995 , Craft et al. 1995 , Wallin and Johansson 2000 . Computational studies in engine flows have shown that these models can result in significant changes to the predicted mean flow fields. An example is given in Fig. 1 . Despite the highly-directed, jet-like nature of this flow, additional mean flow structures are observed when a non-linear model is employed that are clearly capable of impacting the bulk transport of mass and momentum within the cylinder. As a consequence of their potential impact on the prediction of engine flows, in this paper we assess the accuracy of a promising non-linear model by comparing it against experimentally measured anisotropic stresses, as well as against the predictions of the standard linear model. In contrast to most model assessments, we rely very little Shih et al. (1995) . Courtesy of C. Son and C. Rutland, University of Wisconsin on the results of numerical simulation. Rather, the model equations are applied directly to measured mean velocity gradients and turbulence scales, and the resulting predicted stresses compared to the corresponding measured stresses. By adopting this methodology, the impact of error in the simulated mean velocity field on the modeled stresses is minimized.
Background
The most widely used two-equation turbulence model, the k-ε model (Jones and Launder 1972) 
to achieve closure. In Eq.
(1), the normalized turbulent stresses are a linear function of the turbulent time scale k/ε and the mean strain rate tensor S ij . The model coefficient C µ is normally a constant. Pope (1975) has shown that-assuming the turbulent stresses are a function only of the mean velocity gradients, k, and ε-the most general stress model is a 5 th order tensor polynomial containing products of S ij and the mean rate-of-rotation tensor Ω ij
In contrast to the linear model, the model coefficients are not constants but are functions of the nondimensional characteristic mean strain and rotation rates S * and Ω ( ) ( ) ij
Due to these additional, varying model coefficients, these models are occasionally denounced as little more than elaborate curve fits to experimental data. However, a subset of these models employ model coefficients derived from Reynolds stress closures through adoption of the weak-equilibrium approximation (Rodi 1976) . In this approximation, the turbulent stress tensor is postulated to evolve in a self-similar manner by adopting the expression
From the resulting algebraic Reynolds stress closure, an explicit expression for the Reynolds stresses in the form of Eq. (2) is derived. With the exception of the approximation embodied in Eq.(4), these explicit algebraic Reynolds stress models (EARSMs) contain the identical physical content-including the redistribution physics represented by the pressure-rate-of-strain tensor-of the parent Reynolds stress closures. Moreover, EARSMs appropriate to flows with bulk (mean) flow compression or expansion can be readily obtained though consideration of compressibility in the parent closure. Extension of the standard k-ε model by incorporation of an EARSM-based, nonlinear stress relationship is thus a clear path toward incorporation of greater physical content into the flow modeling.
We focus here on the evaluation of the quadratic EARSM developed by Wallin and Johansson (2000) . The Wallin and Johansson model (hereafter, WJ) was selected based on a promising preliminary evaluation, its applicability to compressible flows, and the potential for applying a correction to the Rodi approximation that accounts for mean streamline curvature (Wallin and Johansson 2002) . Although the model is strictly valid only for 2-dimensional flow fields, it will be seen below that it represents a substantial improvement over the standard linear model when applied to the complex, 3-dimensional engine flows considered here.
The WJ model coefficients, for use in Eq.(2), are given by 
when P 2 ≥ 0, and for 
The quantities P 1 and P 2 are given by 
C is a model constant with the value 3.6.
An understanding of how the model coefficients vary with characteristic mean strain and rotation rates will be useful in the assessment of the model performance. This variation is shown in Fig. 2 , in which isopleths of C µ and α 2 are plotted against S * and Ω. The scattered points on which these isopleths are superimposed represent values of S * and Ω measured during the experiments described below, and illustrate the range over which the model assessment is performed.
Experiment
The experiments were performed in an optically-accessible diesel engine with the geometry summarized in Table 1 . The optical piston-depicted in Fig. 3 -features a centrally-located, axisymmetric bowl. The intake and exhaust valve lift profiles have very little overlap; the squish height can therefore be set to a value typical of production engines despite the absence of valve pockets in the piston top. Moreover, due to the absence of these pockets, only minor crevices around the valves and the (recessed) cylinder pressure transducer compromise the axisymmetry of the combustion chamber as a whole.
The engine was operated without fuel injection, at constant engine speeds of 900, 1500, and 2000 rpm, for three swirl ratios R s = 1.5, 2.5 and 3.5. The swirl ratio is defined as the ratio of the angular rotation rate of an idealized solid-body-like flow field having the same angular momentum as the actual flow field to the angular rotation rate of the crankshaft. Swirl ratios were determined from flow bench data using the Ricardo method (Heywood 1988) . When normalized by the mean piston speed S p , the measurements of both the mean velocities and the turbulence quantities obtained at the different engine speeds were nearly identical. Due to this self-similar behavior as engine speed is varied, the models are evaluated against data obtained at only a single engine speed of 1500 rpm.
The floor of the piston bowl incorporates a quartz insert that permits fluid velocity measurements to be obtained via an extended piston arrangement-also shown in Fig. 3 . Between radii of 11.7 and 15.5 mm the bowl floor is flat, and measurements of the radial and tangential components of velocity can be readily obtained with a two-component, fiber-coupled laser Doppler velocimeter. Measurements were made within three "clusters" of locations, centered at a radius of r = 13.6 mm and at axial locations of z = 4, 8, and 12 mm below the cylinder head. The spacing between adjacent measurement locations in each cluster was 1.0 mm.
Approximately 120 mW of laser power per beam were used at wavelengths of 514.5 and 488.0 nm, focused into a probe volume 0.060 mm in diameter by 0.86 mm in length. A 5.0 MHz differential frequency shift was employed to remove directional ambiguity. Scattered light from ZrO 2 seed particles, introduced with a TSI Model 3400A fluidized bed seeder, was collected in a back-scatter Swirl Ratio (Ricardo) 1.5, 2.5, and 3.5 configuration and passed through narrow band interference filters to reject extraneous light. The seed particles employed have a measured particle-size distribution with a mean diameter of 0.48 µm and a standard deviation of 0.15 µm. The resulting signal was processed with a TSI IFA650 burst-correlator type signal processor, operating in random mode. In random mode, the burst-correlator processes each velocity measurement as it occurs, and transfers it to the computer along with its corresponding crank angle. Measurements are considered to be simultaneous if they were obtained at the same crank angle, corresponding to a coincidence window equal to the resolution of the crank angle measurement-0.25 °CA or 28 µs at 1500
rpm. The effective spatial resolution of the twocomponent measurement in the tangential coordinate direction-given by the product of the dominant mean tangential (swirl) velocity and the temporal-coincidence window-is approximately 0.6 mm at the highest mean tangential velocity. This is comparable to the spatial extent of the measurement volume in the z-coordinate direction.
The individual velocity measurements and pairs of simultaneous measurements are grouped into bins of width 1.0 °CA for further analysis. With the exception of examination of the velocity probability density functions (pdfs) for contamination-described below-the further analysis and assessment of the various turbulence models was performed with no additional smoothing or filtering procedures. However, to facilitate the presentation, the temporal profiles of the measured turbulent stresses and other mean flow derived quantities are lightly smoothed by convolution with a rectangular window 3 °CA wide. For these motored engine flows this smoothing does not materially affect the temporal evolution of either the measured or modeled flow statistics.
As a consequence of the back-scatter probe configuration, measurements made close to solid surfaces were occasionally contaminated by extraneous elastically-scattered light. Contamination can be identified by either a spike in the histogram of the measured Doppler frequencies at the shift frequency, or by the presence of outlying measurements. All of the data were screened for possible contamination by examining the measured histograms at several crank angles for each measurement location. If contamination was detected at any location, the histograms obtained at each crank angle were screened and, if required, repaired. Noise spikes at the shift frequency were repaired by replacing the excessive histogram count with a value derived from linear interpolation between the nearest adjacent, uncontaminated bins. The repaired histogram was normalized and the resulting pdf integrated to obtain the first two moments. A typical example of contaminated histograms is shown in Fig. 4 . To eliminate the impact of outlying measurements, no data were included in the analysis if they fell beyond 3 standard deviations from the mean.
A similar procedure could have been performed on the joint pdf of the measured velocities to reduce the impact of noise spikes on the shear stress. However, with the exception of data obtained near z = 4 mm at R s = 1.5, contamination of the measurements reported here was very minor and no significant impact on the joint statistics is expected. Moreover, at this location and swirl ratio, the measured shear stress agrees very well with the shear stress calculated by both stress modelssuggesting that the impact of the contamination was negligible.
Model Assessment Methodology
Mean flow gradients Estimation of the mean flow strain and rotation rates needed to assess the various stress models requires estimation of the full mean velocity gradient tensor. Even if the flow departs from axisymmetry, velocity gradients in the tangential direction will be small as compared to the radial and tangential gradients and hence are neglected. Radial and axial gradients in the measured mean Fig. 3 . To ensure consistent, repeatable engine operating conditions necessary for accurate determination of mean velocity gradients, a rigid experimental procedure was followed. For each measurement location, the engine was first operated for 90 s to permit the combustion chamber surface temperatures and intake/exhaust plenum chamber pressures to stabilize. After the 90 s stabilization period, data were acquired for 120 s, followed by a 210 s cool-down/cleaning period. This sequence was followed several times prior to acquisition of the first data set to ensure that the gross thermal state of the engine was the same for all measurements. Additionally, measurements at locations employed to compute mean velocity gradients were obtained consecutively in order to minimize error caused by drift in the engine operating conditions.
The uncertainty in the mean flow gradients can be assessed through examination of the run-torun repeatability of the mean flow, which, for consecutive data sets obtained at the same position, is characterized by a standard deviation in the measured mean velocities of approximately 0.04 S p . The same standard deviation is measured for both the tangential and the radial velocity components. Accordingly, a measure of the uncertainty in the mean velocity gradients, determined via central differencing of measurements obtained 2 mm apart, is roughly 0.02 S p /mm. As typical mean velocity gradients are an order of magnitude larger than this uncertainty, the accuracy achieved is deemed sufficient to support the conclusions reached below.
Although the axial velocity component was not measured, its gradient in the axial direction can be estimated from
In writing Eq.(10), axisymmetry has been invoked and we have neglected spatial variations in density and mass loss due to blowby. Because ( )( )
can be precisely deduced from the engine speed and geometry, for an axisymmetric flow only r U and its radial gradient contribute random error to this estimate of z U z ∂ ∂ . Accordingly, the random uncertainty in this estimate is comparable to that of the directly measured mean velocity gradients. A measure of systematic uncertainty associated with the assumptions embodied in Eq.(10) can be made by comparison with the divergence computed from the in-cylinder pressure P and the specific heat ratio γ dt dP
Unlike estimates of U ⋅ ∇ made from Eq.(10), estimates made from Eq.(11) are insensitive to blowby and only require that local density gradients be negligible. The difference in the divergence calculated from Eqs.(10) and (11) averages 0.003 S p /mm and reaches a maximum value of 0.014 S p /mm. Hence, the systematic error incurred in estimating U ⋅ ∇ from Eq.(10) is likely considerably less than the random error.
The remaining unknown element of the mean velocity gradient tensor is r U z ∂ ∂ . Due to pronounced vertical plane rotational motion in the combustion chamber near TDC (Miles et al. 2004 ), this element is often large and cannot be neglected. Accordingly, we estimate it from numerical simulations of the flow development, performed with KIVA-3V (Amsden 1997) . To obtain a good match with the experimental measurements, the standard KIVA velocity field initialization was modified to permit initialization at -55° with axial profiles of measured mean tangential and radial velocities, albeit at a single radial location. The radial profiles of the radial velocity component were interpolated smoothly between the measured value at r = 13.6 mm and zero at the combustion chamber walls and centerline. Radial profiles of the tangential velocity component were initialized to a form given by the KIVA parameter "swipro"=1, with the parameter "angvel" determined from the tangential velocity measurements obtained at r = 13.6 mm and the assumption that the central region of the flow is solid-body-like. This procedure results in initial swirl ratios of 1.45, 2.33, and 3.45-which match the nominal swirl ratios determined from flow bench testing well. The turbulence field was uniformly initialized to correspond to average levels of k and integral scale determined following the procedures discussed below. The flow development was found to be sensitive to both the engine squish height and to the crevice volume simulating the top ring land. These parameters were selected to match the measured squish height (corrected for crevices in the head) and the experimental compression ratio.
A representative comparison of the development of the measured mean velocity gradients to the simulated gradients is shown in Fig. 5 . Although not perfect, the comparison indicates that the simulated quantities exhibit a magnitude and phasing that is sufficiently close to the measured quantities to justify use of the simulated r U z ∂ ∂ . We find that when different initial conditions are employed to estimate r U z ∂ ∂ , the modeled stress is hardly influenced. Indeed, with few exceptions, the predicted r-θ plane stresses considered here change little even when the axial-plane mean strain and rotation rates are neglected entirely ( 0 = = rz rz S Ω ).
Turbulence parameters
In addition to mean velocity gradients, the turbulent kinetic energy k, its rate of dissipation ε, and the stress tensor components themselves are required. The turbulent kinetic energy is estimated by assuming that Crank Angle is computed directly from temporally-coincident velocity measurements.
In our previous work, we have simply estimated ε from the relationship ( )
where the integral scale is taken as a weighted average of the longitudinal and lateral integral scales, scaled to correspond to the lateral scale. The integral scales are found through transformation of measured temporal autocorrelation functions into a spatial domain by application of Taylor's hypothesis-a procedure that is justified by the dominance of the swirl velocity at the measurement locations considered. Details are provided by Miles et al. (2004) . The coefficient A was previously taken as 0.55, a value estimated from data obtained in near-isotropic grid turbulence (Compte-Bellot and Corrsin 1971).
The fundamental notion of the energy cascade is embodied in Eq. (14), and while we thus expect that it captures the scaling of ε with k and , there is no reason to suppose that the coefficient A is universal, nor even constant at any given measurement location or swirl ratio. Accordingly, we have examined several alternatives to this estimate of ε. One possibility is to evaluate ε as the residual term in the k-equation, assuming the flow is approximately homogeneous and estimating production of k from direct measurement of the dominant production terms, supplemented by model estimates where necessary. This method results, however, in erratic estimates of ε which may become negative. Additional possibilities based on homogeneous flow assumptions and model equations for ε were likewise considered, but did not give satisfactory results.
Consequently, estimates of ε are obtained from Eq.(14), but an appropriate value for the coefficient A is found by minimizing the total mean square error between the measured r-θ plane shear stress and the stress predicted by the standard linear stress model, with 085 . 0 = µ C . The total error is determined by summing over all measurement locations, all swirl ratios, and all crank angles. As shown in Fig. 6 , this error is minimized when A = 0.60, a value very close to that derived from Compte-Bellot and Corrsin's measurements. The WJ model exhibits minimum error when A = 0.75, a value that does not differ greatly. Neither model is overly sensitive to the precise value selected for A, provided it is greater than about 0.4.
Foreshadowing the results presented below, we also see from Fig. 6 that the WJ model appreciably reduces the error incurred in the estimation of the r-θ plane shear stress.
Results
The predicted r-θ plane shear stress and the approximate normal stress anisotropy, ( ) 2 2 2 1 θ u u r − , are shown in Fig. 7 and Fig. 9 , respectively. Results are shown for each swirl ratio and measurement cluster location, and the measured stresses are also plotted on the same graph. The stresses predicted by the linear model are computed from Eq.(1), with C µ = 0.085. For the WJ model, Eq.(2) is employed up to quadratic terms, with constants as specified by Eqs. (5) with the standard linear model and with the WJ quadratic models. The error is normalized by the minimum error found with the linear model WJ model is used. A meaningful model assessment relies on the integrity of the data as well as the validity of any assumptions made in its analysis and interpretation. The major assumption employed in our analysis, that the dissipation can be estimated from Eq.(14) using a single universal constant A, seems justified by the consistent, satisfactory agreement between measured turbulent stress components and those predicted by the models.
Considering Fig. 7 , we note that the non-linear model often does not significantly change the gross evolution of the shear stress at each location-behavior which is caused by the general dominance of the linear term. The more accurate predictions of the non-linear model are primarily due to the dynamic variation of the model coefficient C µ . Examples of situations when C µ variation is particularly helpful are found near TDC at z = 8 and 12 mm, for R s = 3.5. As shown in Fig. 8 , under these circumstances, both S * and Ω are small, leading to instantaneous values of C µ as high as 0.20 (see Fig. 2 ). Not all of the improvement is associated with the linear term, however. At the lower swirl ratios, the relative contributions of the quadratic term are larger. For instance, the improved agreement with the measured shear stress observed between -20° and TDC at z = 12 mm and R s = 1.5 is due primarily to the influence of the quadratic term.
The most significant failure of both the WJ model and the linear model to predict the measured shear stress occurs low in the bowl (z = 12 mm) at the highest swirl ratio, between about -45° and -10°. It is clear that, apart from a sign change in the coefficient C µ , the linear term cannot capture the peak in the shear stress near -40°-a peak that is also observed in data obtained at 900 and 2000 rpm. At this time the quadratic term is small and, within the scatter of the data, flat. Hence this feature cannot be predicted by the WJ model for any reasonable variation of the coefficients.
In contrast to the shear stresses, the normal stress anisotropy predicted by the non-linear model can differ significantly from the linear model predictions, as shown in Fig. 9 . Overall, these differences represent a considerable improvement: the mean square error between the model predictions and the measured difference in the normal stresses is reduced to 43% of the error found The most notable improvements occur near the top of the cylinder, where the squish and reverse-squish motions result in significant mean velocity gradients and at the higher swirl ratio, where larger mean velocity gradients likewise exist. Under these conditions, the quadratic terms contributing to the radial and tangential normal stress anisotropy are large and nearly mirror each other. Hence, their difference is large. Examples are shown in Fig. 10 . Note that, by comparison with the predictions of the linear model (e.g., see z = 4 mm, R s = 2.5), we can conclude that the quadratic terms are required to match the measured stresses. Apart from a sign change, dynamic variation of the constant C µ could not capture the observed behavior.
As illustrated in Fig. 2 , the coefficient α 2 multiplying the quadratic terms is, like C µ , a function of the characteristic mean strain and rotation rates. Over the range of S * and Ω investigated here, α 2 varies by an order of magnitude. When S * and Ω are small, such as occurs near TDC at z = 8 and 12 mm with R s = 3.5 (Fig. 8) , relatively poor agreement is observed between the predictions of the quadratic model and the measured difference in the normal stresses. This poor agreement does not correspond to a period during which the quadratic terms are excessively large, as can be seen from the right-hand portion of Fig. 10 (the magnitude of the quadratic terms at z = 12 mm is similar). Rather, at this time 2 α ≈ 0.1, a value approximately 3 times larger than is typically observed. Thus, while the dynamic variation in C µ discussed above was generally beneficial and improved the shear stress predictions at small S * and Ω, the dynamic variation in α 2 appears disproportionate and can lead to increased error.
Concluding remarks
Two-equation turbulence modeling is the industry standard for engine design and for many other industrial applications. Despite over 35 years of use, there remains considerable potential for improvement of these models. The model for the turbulent stress tensor is one area in which improvement can be achieved with a very modest computational cost penalty. In this work, we have evaluated a promising non-linear stress model, through application of the model equations to measured mean velocity fields and turbulence scales, and compared the predicted stresses against both measured stresses and the predictions of the standard, linear stress model. This evaluation is performed in a complex, three-dimensional swirling flow, with characteristic mean strain and rotation rates that vary by an order of magnitude. Notable observations include:
• The non-linear model provides significantly improved estimates of both the shear stresses and the normal stress anisotropy. The mean square error in the shear stresses is reduced to 75% of the mean square error of the linear model, and the anisotropic normal stress error is reduced to 43% of the linear model error.
• Dynamic variation of the linear model coefficient C µ is primarily responsible for the increased fidelity in modeling the shear stress, although under some conditions the non-linear terms are also helpful.
• Behavior of the measured shear stress is observed that cannot be captured by the non-linear model investigated. Hence, the model does not contain all of the necessary physical content.
• The quadratic terms are responsible for much of the improvement in the prediction of the normal stress anisotropy; dynamic variation in C µ alone cannot reproduce the observed anisotropy.
• The dynamic variation of the coefficient multiplying the non-linear terms appears excessive at low characteristic mean strain and rotation rates, and can result in inaccurate prediction of the normal stress anisotropy. Although the model represents an improvement over the linear model, there remains potential for further refinement.
