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AMethod for Coupling Monte Carlo Simulations of Photon Transport to Focused Gaussian Beam Propagation
C.D. Clark III Patrick D. Cook
Department of Physics, Fort Hays State University
Abstract
We present a method for modeling focused Gaussian beams in turbid media. Compared to pre-
vious methods based on ray tracing, our method is simple and fast. Rather than sampling photon
launch positions from the surface of the media, we directly sample launch positions from inside
the sample volume using the probability distribution for the position that a ballistic photon will
first interact with the tissue. The examples presented illustrate the importance of accounting for
Gaussian beam optics when simulating a focused beam. Not doing so will give an artificially large
irradiance at the beam waist position. Thermal models used to predict laser damage to tissue will
predict temperature rises that are too large for samples containing the beam focus.
Introduction
Monte Carlo methods are popular for the simulation of light propagation in turbid media. These
methods model light as a collection of photons, each traveling along a random walk between
scattering events until eventually being absorbed. These models can be used to predict the spatial
energy deposition in a sample, the total energy transmitted through a finite thickness of sample,
and even the angular distribution of photons transmitted through, or reflected from, a sample.
A limitation of traditional Monte Carlo methods is the absence of diffraction. Specifically, these
methods do not correctly simulate focused beam geometries because they do not produce the
diffraction limited beam diameter at the focal position. If the scattering coefficient is small, or the
focal distance is short, then a significant number of “ballistic” photons (photons that have not yet
scattered) can reach the focal point, and many of these can be absorbed. In this case, an artificially
large amount of energy is deposited at or near the focal point. If the simulation is intended to
predict the temperature rise of some tissue during a laser exposure, it will over predict the peak
temperature in the tissue.
Methods have been developed to deal with this. Jacques [2] suggests launching photons toward a
focal distribution, rather than a focal point. This has the advantage of being simple to implement.
It will produce the correct beam profile for ballistic photons at the focal plane, but not at positions
immediately in front of or behind the focal plane. Recently, Hokr et al. [1] developed a method
based on ray-tracing. In this method, photons are launched toward a single focal point, but each
photon travels along a curved path that mimics a Gaussian beam until it scatters, and then prop-
agates through the media as normal. This method produces the correct diffraction limited beam
diameter for ballistic photons at the focal plane, with the added advantage of producing the cor-
rect beam profile at positions away from the focal plane too. While it is straightforward to adapt
an existing code to use this method, it is more computationally intensive. A differential equation
describing the photon path must be integrated using a Runge-Kutta, or similar method. Such a
method is sensitive to the integration step size, and care must be taken to select an appropriate
step size for accurate results.
In this paper, we describe a method for directly sampling photon launch positions from the vol-
umetric irradiance distribution of a focused Gaussian beam. The method is simple to implement,
efficient, and produces the correct beam profile at positions away from the focal plane.
Issues with Existing Methods
Jacques’s [2] method produces an incorrect beam profile at positions immediately in front
of or behind the focal plane.
Hokr et al.’s [1] method is computationally intensive and requires a differential equation for
photon paths to be solved, which is sensitive to integration step size.
Our method seeks to accurately simulate Gaussian beams without any of these issues.
Method
Brief Review of Gaussian Beam Propagation
















Here, z0 is the beam waist position, ω0 is the beam radius at the waist position, and zR is the
Rayleigh range, which is given by zR =
πnω0
λ0
, where λ0 is the free-space wavelength and n is the
refractive index of the media. The Rayleigh range quantifies the crossover between wave optics
and geometric optics.
Selecting a Launch Position
Rather than selecting positions and launching ballistic photons into the sample from the surface,
we directly sample positions at which ballistic photons interact with the sample. We have derived
probability distributions for all three coordinates in cylindrical coordinates.
First, the depth z of the interaction is chosen from the marginal probability distribution for z,
shown in Eq. 3. Next, the azimuthal angle is chosen from its conditional probability distribution,
in Eq. 4. This angle is uniformly distributed between 0 and 2π and does not depend on the depth
Finally, the radial coordinate is chosen from its conditional probability distribution, Eq. 5.
ρ(z) = (µa + µs)e
−(µa+µs)z, (3) ρ(θ|z) =
1
2π





The distributions in Equations 3 - 5, can each be sampled using a uniform random number gener-
ator as described by Jacques [2]. Let ζ be a uniformly distributed random variable on [0, 1]. Three
samples, ζ1, ζ2, and ζ3 are drawn, then launch depth, azimuthal position, and radial position are
z =
− ln (1− ζ1)
µa + µs




− ln (1− ζ3). (8)
Selecting a launch direction
Once a launch position has been chosen, the launch direction is selected by taking the ballistic
photon direction at the launch position and scattering it. At any position in the beam, ballistic
photons travel along paths perpendicular to the radius of curvature of the beam [1], given by
Equation 2. Figure 1 illustrates this for several different ballistic photon positions. When a ballistic
photon interacts with the media at a position (x, y, z), its initial direction, û, before being scattered
is
û = SIGN(z − z0)
xx̂ + yŷ +R(z)ẑ√
x2 + y2 +R(z)2
, (9)







Figure 1. Ballistic photons in the beam travel perpendicular to the beam’s radius of curvature until they are
scattered. Photons “a” and “e” are far from the beam waist, so they travel toward/away from the center of the beam
waist. Photons “b” and “d” interact closer to the beam waist, so they travel toward/away from a position farther
away than the beam waist. Photon “c” is at the beam waist plane, and travels parallel to the optical axis.
Ballistic Photon Path Length
It may be necessary to compute the distance traveled by a ballistic photon. For example, time-
resolved Monte Carlo simulations use the path length to determine time of flight [2]. We have
assumed that the ballistic photon path length is equal to the depth z. However, the true path
of the photon is given by Equation 1, which can be integrated to give the distance traveled as a
function of z. Figure 2 shows the percent error between depth ∆z, the Euclidean distance ∆r,
and the true ballistic photon propagation path length, l, for various divergences. As expected,
the error decreases with divergence. However, the Euclidean distance error is less than 0.01% in
all cases. We conclude that if the ballistic photon path length is needed, the Euclidean distance
should be used.
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Figure 2. Percent error between ∆z, ∆r, and l for photons starting 30µm away from the focal plane with















a) µa = 10 cm















b) µa = 10 cm















c) µa = 10 cm






















d) µa = 10 cm






















e) µa = 10 cm




















f) µa = 10 cm
−1, µs = 10000 cm
−1
Figure 3. Comparison between our method and the traditional method for the second moment width (a)-(c) and
absorbed power per unit volume (d)-(f) along the optical axis for various optical properties.
Figure 3 illustrates that our method accounts for the diffraction limited spot size while the tradi-
tional method does not. Thus, our method can be used to more accurately predict temperature
rises in thermal models.
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