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Realization of rigid C∗-tensor categories via Tomita
bimodules
LUCA GIORGETTI, WEI YUAN
ABSTRACT. Starting from a (small) rigid C∗-tensor category C with simple unit,
we construct von Neumann algebras associated to each of its objects. These algebras
are factors and can be either semifinite (of type II1 or II∞, depending on whether the
spectrum of the category is finite or infinite) or they can be of type IIIλ, λ ∈ (0, 1].
The choice of type is tuned by the choice of Tomita structure (defined in the paper)
on certain bimodules we use in the construction. Moreover, if the spectrum is
infinite we realize the whole tensor category directly as endomorphisms of these
algebras, with finite Jones index, by exhibiting a fully faithful unitary tensor functor
F : C ↪→ End0(Φ) where Φ is a factor (of type II or III).
The construction relies on methods from free probability (full Fock space, amal-
gamated free products), it does not depend on amenability assumptions, and it can
be applied to categories with uncountable spectrum (hence it provides an alterna-
tive answer to a conjecture of Yamagami [67]). Even in the case of uncountably
generated categories, we can refine the previous equivalence to obtain realizations
on σ-finite factors as endomorphisms (in the type III case) and as bimodules (in the
type II case).
In the case of trivial Tomita structure, we recover the same algebra obtained
in [49] and [4], namely the (countably generated) free group factor L(F∞) if the
given category has denumerable spectrum, while we get the free group factor with
uncountably many generators if the spectrum is infinite and non-denumerable.
1. INTRODUCTION
Tensor categories (also called monoidal categories, see [43], [16]) are abstract
mathematical structures which naturally arise in different ways when dealing with
operator algebras on a Hilbert spaceH. In this context, they are typically unitary
and C∗ [20], i.e., they come equipped with an involution t 7→ t∗ and a norm t 7→ ‖t‖
on arrows, describing respectively the adjunction and the operator norm in B(H).
Examples come from categories of endomorphisms of von Neumann algebras
with tensor structure given on objects by the composition of endomorphisms, or
from categories of bimodules with the relative tensor product (Connes fusion), or
from representation categories of quantum groups, or again from the analysis of
superselection sectors in Quantum Field Theory (in the algebraic formulation of
QFT due to Haag and Kastler) where the tensor product describes the composition
of elementary particle states. See [45] and references therein. In the theory of
subfactors [30], [33], tensor categories (or more generally a 2-category) can be
associated to a given (finite index) subfactor by looking at its fusion graphs.
One of the most exciting additional structures that can be given on top of an
abstract (C∗-)tensor categories is an intrinsic notion of dimension [42], see also
[10], [11], which associates a real number dX ≥ 1 to each object X of the category.
The dimension is intrinsic in the sense that it is formulated by means of objects
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and arrows in the category only, more precisely by means of conjugate objects
and (solutions of) the conjugate equations (also called zig-zag equations). In the
case of the category of finite dimensional Hilbert spaces V, the intrinsic dimension
coincides with the usual notion of dimension of V as a vector space. The finiteness
of the Jones index of a subfactor [37], [42], and the finiteness of the statistics of a
superselection sector in QFT [40] are as well instances of the intrinsic dimension
applied to concrete C∗-tensor categories. A C∗-tensor category whose objects
have finite dimension (i.e., admit conjugate objects in the sense of the conjugate
equations) is called rigid. Similar notions appearing in the literature on tensor
categories, sometimes available in slightly more general contexts than ours, are the
one of pivotality, sphericality, see, e.g., [16], [45], and Frobenius duality [68].
The question (motivated by the previous discussion) of how to realize abstract
rigid C∗-tensor categories as endomorphisms (or more generally bimodules) of
operator algebras can be traced back to the seminal work of Jones on the index of
type II1 subfactors [30] and it has been studied by many authors over the years. In
[27], Hayashi and Yamagami realize categories admitting an “amenable" dimen-
sion function as bimodules of the hyperfinite type II1 factor. Later on, a different
realization of arbitrary categories with countable spectrum (the set of isomorphism
classes of simple objects) over amalgamated free product factors has been given by
Yamagami in [67]. Both these works, and more generally the research in the direc-
tion of constructing operator algebras out of finite dimensional combinatorial data,
have their roots in the work of Popa on the construction of subfactors associated
to standard lattices [48], i.e., on the reverse of the machinery which associates to
a subfactor its standard invariant (the system of its higher relative commutants).
Moreover, the powerful deformation-rigidity theory developed by Popa [50], [51],
[52] makes it possible to completely determine the bimodule categories for certain
classes of type II1 factors (see for example [65], [18], [8], [19] for some explicit results
on the calculation of bimodule categories). More recently, Brothier, Hartglass and
Penneys proved in [4] that every countably generated rigid C∗-tensor category can
be realized as bimodules of free group factors (see also [22], [32], [38], [23], [3], [24]).
The purpose of the present work is to re-interpret the construction in [4] via
Tomita bimodules (defined in the paper, see Definition 2.2), to generalize it in
order to obtain different types of factors (possibly IIIλ, λ ∈ (0, 1]), and to prove the
universality of free group factors for rigid C∗-tensor categories with uncountable
spectrum (see Section 4).
Unlike [4], we do not use the language of Jones’ planar algebras [31] (a planar
diagrammatic axiomatization of Popa’s standard lattices). Instead, we prefer to
work with the tensor category itself in order to exploit its flexibility: our main
trick is to double the spectrum of the given category and consider the set of all
“letters" corresponding to inequivalent simple objects and to their conjugate objects.
This allows us to define Tomita structures (see Section 3) on certain pre-Hilbert
bimodules H(X) that we associate to the objects X of the category, without having
to cope with ambiguities arising from the choice of solutions of the conjugate
equations in the case of self-conjugate objects (depending on their Frobenius-Schur
indicator, i.e., depending on the reality or pseudo-reality of self-conjugate objects, in
the terminology of [42]). The algebra Φ(H(X))′′ associated to the Tomita bimodule
H(X) (via Fock space construction, see below) is of type II or IIIλ, λ ∈ (0, 1],
depending on the choice of Tomita structure, both in the finite and infinite spectrum
case. Even if we choose the trivial Tomita structure, our construction is different
from the one of [4] in the sense that for finitely generated categories we obtain
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different algebras, e.g., the trivial category with only one simple object 1 produces
the free group factor with two generators L(F2).
The paper is organized as follows. In Section 2, we consider pre-Hilbert C∗-
bimodules, a natural non-complete generalization of Hilbert C∗-bimodules, which
we use to treat finite-dimensional purely algebraic issues before passing to the
norm or Hilbert space completions. Moreover, we define Tomita structures on a
pre-Hilbert A-A bimodule (hence we define Tomita A-A bimodules), where A is a
von Neumann algebra (Definition 2.2). The terminology is due to the fact that every
Tomita algebra is a Tomita C-C bimodule. We derive the main properties of Tomita
bimodules only in the case of semifinite von Neumann algebras A and choosing a
reference normal semifinite faithful tracial weight τ on A. We recall the definition
of (full) Fock spaceF (H) (crucial in Voiculescu’s free probability theory [66]) here
associated to a Tomita A-A bimodule H and express the Tomita-Takesaki’s modular
objects of the von Neumann algebras Φ(H)′′, generated by A and by the creation
and annihilation operators, in terms of the Tomita structure of H and of the chosen
tracial weight on A (Theorem 2.2). This is the main result of the section.
In Section 3, which is the main part of this work, we associate to every object X
of a rigid C∗-tensor category, with simple unit, a semifinite von Neumann algebra
A(X) and a Tomita A(X)-A(X) bimodule H(X) (Proposition 3.1). The Tomita struc-
ture is determined by an arbitrary choice of strictly positive numbers λα for every
α ∈ S , whereS is a representative set of simple objects in the category (i.e.,S la-
bels the spectrum of the category). The algebra A(X) is semifinite with “canonical"
tracial weight given by the rigidity structure of the category (the standard left and
right inverses of [42] are indeed tracial), moreover A(X) is a (possibly infinite) di-
rect sum of matrix algebras (because the category is automatically semisimple) and
the weight of minimal projections equals the intrinsic dimension of the elements in
S . The associated von Neumann algebra Φ(H(X))′′ on Fock space (or better, on its
Hilbert space completion with respect to the tracial weight) turns out to be a factor
for every X (Theorem 3.1), and we study the type of Φ(H(X))′′ depending on the
size of the spectrum and on the chosen Tomita structure on H(X) (Proposition 3.2).
For ease of exposition we state the results of this section only in the case X = 1
(tensor unit object), but these can be generalized to an arbitrary X ∈ C without
conceptual difficulty (Remark 3.1).
In Section 4, we study Φ(H(1))′′ in the case of categories with infinite spectrum
S and assuming λα = 1 for every α ∈ S (trivial Tomita structure). We prove
that the free group factor L(FS ), either with countably many or with uncountably
many generators, sits in a corner of Φ(H(1))′′ (Theorem 4.1). Easy examples of
rigid C∗-tensor categories which are not amenable and have uncountable spectrum
come from the algebraic group algebras of uncountable discrete and non-amenable
groups, see [27, Example 2.2]. E.g., consider the pointed discrete categories with
fusion ring equal to C[R× F2] or C[F∞], where R is endowed with the discrete
topology and F∞ is the free group with uncountably many generators. Obtaining
a realization result for such categories, which were previously not covered in the
literature, was the original motivation of our work.
In Section 5, again in the infinite spectrum case, we re-interpret the algebra
Φ(H(1))′′ as a corner of a bigger auxiliary algebra Φ(C ), we associate to every
object X ∈ C a non-unital endomorphism of Φ(C ), and we cut it down to an
endomorphism of Φ(H(1))′′, denoted by F(X). We conclude by showing that F is a
fully faithful unitary tensor functor fromC into End(Φ(H(1))′′), hence a realization
of the category C as endomorphisms with finite index of a factor (Theorem 5.2)
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which can be chosen to be either of type II∞ or of type IIIλ, λ ∈ (0, 1]. Moreover,
the realization always happens on a σ-finite factor (e.g., L(F∞) if we choose trivial
Tomita structure) by composing F with a suitable equivalence of bimodule (or
endomorphism) categories coming from the ampliation (Theorem 5.3).
In Appendix A, as we could not find a reference, we define and study the
amalgamated free product of arbitrary von Neumann algebras (not necessarily
σ-finite), as we need in our construction when dealing with uncountably generated
categories.
In Appendix B, we generalize some results concerning the Jones projection and
the structure of amalgamated free products, well-known in the σ-finite case, to the
case of arbitrary von Neumann algebras.
2. PRELIMINARIES
Let N be a unital C∗-algebra. A pre-Hilbert N -N bimodule is an N -N bimod-
ule H with a sesquilinear N -valued inner product 〈·|·〉N : H × H → N , fulfilling
(1) 〈ξ1|B · ξ2 · A〉N = 〈B∗ · ξ1|ξ2〉N A, for every ξ1, ξ2 ∈ H and A, B ∈ N ,
(2) 〈ξ|ξ〉N ≥ 0, and 〈ξ|ξ〉N = 0 implies ξ = 0,
(3) ‖A · ξ‖H ≤ ‖A‖‖ξ‖H , where ‖ξ‖H = ‖ 〈ξ|ξ〉N ‖1/2.
Note that (2) implies that 〈ξ1|ξ2〉N = 〈ξ2|ξ1〉∗N . A pre-Hilbert N -N bimodule H
which is complete in the norm ‖ · ‖H is called a Hilbert N -N bimodule. Let L(H)
and B(H) be respectively the set of adjointable and bounded adjointable linear
mappings from H to H. Condition (3) implies that the left action of N on H is
a *-homomorphism from N into B(H). If H is a Hilbert N -N bimodule, then
B(H) = L(H) (see [39]).
Remark 2.1. Let H be a pre-Hilbert N -N bimodule and T ∈ B(H). Note that
‖T∗ξ‖2H = ‖ 〈T∗ξ|T∗ξ〉N ‖ = ‖ 〈ξ|TT∗ξ〉N ‖ ≤ ‖TT∗ξ‖H‖ξ‖H ≤ ‖T‖‖T∗ξ‖H‖ξ‖H .
Therefore T∗ ∈ B(H). Thus if H is the completion of H, then each T ∈ B(H) extends
uniquely to an element in B(H). But B(H) is not a norm dense subalgebra of B(H) in
general.
Example 2.1. Let N = C, H = l1(N) and H = l2(N). Note that N = ∪∞n=0{k :
2n ≤ k < 2n+1 − 1}. Let ξ j = 1/
√
2n ∑2
n−1
i=0 e2n+i where {e1, e2, . . .} is the canonical
orthonormal basis of l2(N). Define a partial isometry V ∈ B(l2(N)) by Vej = ξ j.
Assume there exists T ∈ B(l1(N)) and ‖T−V‖ < 1/2. Note that ‖Ten− ξn‖ < 1/2,
thus
2n−1
∑
i=0
| 〈e2n+i|Ten〉 | ≥
√
2n −
2n−1
∑
i=0
| 〈e2n+i|Ten〉 − 1/
√
2n|
≥
√
2n(1− ‖Ten − ξn‖) ≥
√
2n
2
.
We now choose inductively two subsequences of non negative numbers 1 = n0 < n1 <
n2 < · · · and n(1) < n(2) < · · · such that n(k) ≥ k2 and
∑
i/∈[nl−1,nl−1]
|
〈
ei
∣∣∣Ten(l)〉 | < 1, l = 1, 2, . . .
Let k(1) = 1. Since Te1 ∈ l1(N), we can choose n1 ∈ N that satisfies the above
condition. Assume that {n1, . . . , nk} and {n(1), . . . , n(k)} are chosen. Recall that T∗
also maps l1(N) into l1(N) and {T∗ei}nk−1i=1 ⊂ l1(N). We may choose n(k + 1) >
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max{(k + 1)2, nk, n(k)} such that ∑i∈[1,nk−1] |
〈
ei
∣∣∣Ten(k+1)〉 | < 1/2. Now it is clear
that we can choose nk+1 > nk such that ∑i/∈[nk ,nk+1−1] |
〈
ei
∣∣∣Ten(k+1)〉 | < 1. Let β =
∑∞k=1 1/k
2en(k) ∈ l1(N). Then
‖Tβ‖1 =
∞
∑
l=1
∑
i∈[nl−1,nl−1]
|
〈
ei
∣∣∣∣∣ ∞∑k=1 1/k2Ten(k)
〉
| ≥
∞
∑
l=1
√
2n(l)
2l2
−
∞
∑
l=1
1
l2
= +∞.
Thus T is not in B(l1(N)), and B(l1(N)) is not dense in B(l2(N)).
In the following, we shall also consider the Hilbert space completion Hϕ of a
pre-Hilbert N -N bimodule H, associated to a choice of weight on N .
Notation 2.1. Let H be a pre-HilbertN -N bimodule, ϕ a faithful weight on the C∗-algebra
N and denote N(H, ϕ) = {ξ ∈ H : ϕ(〈ξ|ξ〉N ) < +∞}. The formula
〈ξ1|ξ2〉 = ϕ(〈ξ1|ξ2〉N ), ξ1, ξ2 ∈ N(H, ϕ)(1)
defines a positive definite inner product on N(H, ϕ). We denote the norm associated with
this inner product by ‖ · ‖2, i.e., ‖ξ‖2 = ϕ(〈ξ|ξ〉N )1/2, and the completion of N(H, ϕ)
relative to this norm by Hϕ.
By [39, Proposition 1.2], each T ∈ B(H) corresponds to a bounded opera-
tor piϕ(T) on Hϕ such that piϕ(T)ξ = Tξ, ξ ∈ N(H, ϕ), and T 7→ piϕ(T) is a
*-representation of B(H) on Hϕ.
Lemma 2.1. Let A be a von Neumann algebra and H a pre-Hilbert A-A bimodule. If ϕ is
a normal semifinite faithful (n.s.f.) weight on A, then Ker(piϕ) = {0}.
Proof. If 0 6= T ∈ B(H), then there exists ξ ∈ H such that 〈Tξ|Tξ〉A 6= 0. Since ϕ
is semifinite and faithful, we can choose a self-adjoint operator A ∈ A such that
0 < ϕ(A2) < ∞ and A 〈Tξ|Tξ〉A A 6= 0. Note that ξ · A ∈ N(H, ϕ), this implies
that piϕ(T) 6= 0. 
Let A be a von Neumann algebra and ϕ a n.s.f. weight on A. For the rest of this
section, H is a pre-Hilbert A-A bimodule with a distinguished “vacuum vector"
Ω ∈ H such that 〈Ω|Ω〉A = I and A ·Ω = Ω · A for all A ∈ A (as we shall be
equipped with in the Fock space construction at the end of this section). Let
eA(ξ) = 〈Ω|ξ〉AΩ, ξ ∈ H.(2)
It is easy to check that eA(A · ξ · B) = A · eA(ξ) · B, where A, B ∈ A.
Proposition 2.1. eA is a projection in B(H) whose range is A ·Ω.
Proof. Since 〈ξ|Ω〉A 〈Ω|ξ〉A ≤ 〈ξ|ξ〉A, we have ‖eA(ξ)‖H ≤ ‖ξ‖H . It is also clear
that 〈β|eA(ξ)〉A = 〈β|Ω〉A 〈Ω|ξ〉A = 〈eA(β)|ξ〉A, thus eA = e∗A. For any A ∈ A,
we have eA(A ·Ω) = A ·Ω. 
For the rest of this section,M ⊂ B(H) is a *-algebra containing A (which we
regard as represented on H via its left action). Then
E0(T) = 〈Ω|T ·Ω〉A , T ∈ M(3)
is a conditional expectation fromM onto A ([59, Theorem 4.6.15]). It is easy to
check that eATeA = E0(T)eA, T ∈ M. Also note thatMΩ = span{T ·Ω : T ∈ M}
is a pre-Hilbert A-A bimodule and that L2(A, φ) is canonically embedded into Hφ
for any n.s.f. weight φ on A via A ∈ A 7→ A ·Ω.
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Lemma 2.2. eA defined in eq. (2) extends to an orthogonal projection, still denoted by
eA, from Hϕ onto the subspace L2(A, ϕ). Furthermore, eApiϕ(T)eA = piϕ(E0(T))eA, for
every T ∈ M.
Proof.
〈
β
∣∣eApiϕ(T)eAξ〉 = ϕ(〈β|Ω〉A E0(T) 〈Ω|ξ〉A) = 〈β∣∣piϕ(E0(T))eAξ〉, for all
ξ, β ∈ N(H, ϕ). Thus eApiϕ(T)eA = piϕ(E0(T))eA. 
Note that A ∈ A 7→ piϕ(A)eA is a *-isomorphism, namely the Gelfand-Naimark-
Segal (GNS) representation of A associated with ϕ. By Lemma 2.2, eApiϕ(M)′′eA =
piϕ(A)eA. For any B ∈ piϕ(M)′′, let Eϕ(B) be the unique element in A satisfying
piϕ(Eϕ(B))eA = eABeA. It is not hard to check that B 7→ Eϕ(B) is a normal com-
pletely positive A-A bimodule map, i.e., Eϕ(piϕ(A1)Bpiϕ(A2)) = A1Eϕ(B)A2 for
A1, A2 ∈ A. By Lemma 2.2 Eϕ(piϕ(T)) = E0(T), T ∈ M.
Lemma 2.3. For any other n.s.f. weight φ on A, φ˜ = φ ◦ Eϕ is a normal semifinite
weight on piϕ(M)′′ such that φ˜(piϕ(T)) = φ(E0(T)), T ∈ M. IfMΩ is dense in H
(w.r.t. the norm ‖ · ‖H), then there exists a unitary U : Hφ → L2(piϕ(M)′′, φ˜) such
that U∗piφ˜(piϕ(T))U = piφ(T) for every T ∈ M, where piφ˜ is the GNS representation of
piϕ(M)′′ associated with φ˜.
Proof. We claim thatMΩ ∩N(H, φ) is dense in Hφ w.r.t. the Hilbert space norm.
Indeed, let ξ ∈ N(H, φ) and K = 〈ξ|ξ〉1/2A . If Tm = mK(I + mK)−1, then KT1 ≤
KT2 ≤ KT3 ≤ · · · and KTm → K in norm. Note that φ(T2m) < ∞. Since φ is normal,
for any ε > 0, we can choose m0 such that
‖ξ − ξ · Tm0‖2 = |φ(〈ξ · (I − Tm0)|ξ · (I − Tm0)〉M)|1/2 < ε.
Let C = φ(T2m0) and β ∈ MΩ such that ‖ 〈β− ξ|β− ξ〉A ‖ < ε2/C. Therefore
‖β · Tm0 − ξ · Tm0‖2 = φ(Tm0 〈β− ξ|β− ξ〉M Tm0)1/2 < ε.
ThusMΩ ∩N(H, φ) is a dense subspace of Hφ.
Similarly, for B ∈ piϕ(M)′′ satisfying φ(Eϕ(B∗B)) < ∞, let K = Eϕ(B∗B)1/2.
Repeat the argument above, for any ε > 0, we find a positive operator Tm0 ∈ A such
that φ(T2m0) < ∞ and φ((I − Tm0)Eϕ(B∗B)(I − Tm0))1/2 < ε. Since φ(Tm0 Eϕ(·)Tm0)
is a normal functional onpiϕ(M)′′, we can find A ∈ M such that φ(Tm0 Eϕ([piϕ(A)−
B]∗[piϕ(A)− B])Tm0)1/2 ≤ ε. Thus {piϕ(T) : φ(E(T∗T)) < ∞, T ∈ M} is dense in
L2(piϕ(M)′, φ˜).
Since 〈AΩ|BΩ〉 = φ(E0(A∗B)) = φ(Eϕ(piϕ(A∗B))) =
〈
piϕ(A)
∣∣piϕ(B)〉, for AΩ,
BΩ ∈ MΩ ∩N(H, φ). The map AΩ 7→ piϕ(A) ∈ L2(piϕ(M)′′, φ˜) can be extended
to a unitary from Hφ to L2(piϕ(M)′′, φ˜). Finally, note that
piφ˜(piϕ(T))UAΩ = piϕ(TA) = Upiφ(T)AΩ, AΩ ∈ MΩ ∩N(H, φ).

Theorem 2.1. Let ϕ and φ be two n.s.f. weights on A. If MΩ is dense in H (w.r.t.
the norm ‖ · ‖H), then the map piϕ(T) 7→ piφ(T), T ∈ M, extends to a *-isomorphism
between the two von Neumann algebras piϕ(M)′′ and piφ(M)′′.
Proof. By Lemma 2.3, we have normal *-homomorphisms ρ1 : piϕ(M)′′ → piφ(M)′′
and ρ2 : piφ(M)′′ → piϕ(M)′′ such that ρ1(piϕ(T)) = piφ(T) and ρ2(piφ(T)) =
piϕ(T) for every T ∈ M. Thus ρ1 is a *-isomorphism and ρ2 = ρ−11 . 
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2.1. Pre-Hilbert bimodules with normal left action.
Definition 2.1. Let H be a pre-Hilbert A-A bimodule. We say that the left action is normal
if the map A ∈ A 7→ 〈ξ|A · ξ〉A is normal for each ξ ∈ H, i.e., A 7→ 〈ξ|A · ξ〉A is
continuous from (A)1 to A both in their weak-operator topology, where (A)1 denotes the
unit ball of A.
Remark 2.2. (1) In general, piϕ(A)′′ 6= piϕ(A). However, if the left action is normal,
then piϕ(A)′′ = piϕ(A) (see [34, Proposition 7.1.15]).
(2) For every β, ξ ∈ H, the map A ∈ A 7→ 〈β|A · ξ〉A is continuous from (A)1 to A
both in their weak-operator topology.
(3) For every ξ ∈ H, the map A ∈ A 7→ 〈ξ|A · ξ〉A is completely positive. In-
deed, let (Kij)i,j be a positive element in Mn(A), then we only need to check that
∑nl=1(
〈
Kli · ξ
∣∣∣Kl j · ξ〉
A
)i,j ≥ 0, and this is true by [39, Lemma 4.2].
The following easy fact is used implicitly in the paper and the proof is left as an
exercise for the reader.
Proposition 2.2. Let D be a subset of H. Assume that A · D · A = span{A · β · B :
A, B ∈ A, β ∈ D} is dense in H. Then the left action is normal if and only if A ∈ A 7→
〈β|A · β〉A is normal for each β ∈ D.
Proposition 2.3. Let H be a pre-Hilbert A-A bimodule. If the left action is normal, then
A 7→ 〈ξ|A · ξ〉A is continuous from (A)1 to A both in their strong-operator topology.
Proof. Assume that Aα tends to 0 in the strong-operator topology, then A∗αAα → 0
in the weak-operator topology. Therefore 〈Aα · ξ|Aα · ξ〉A converges to 0 in the
weak-operator topology. Since 〈Aα · ξ|Aα · ξ〉A ≥ 1/‖ξ‖2H 〈Aα · ξ|ξ〉A 〈ξ|Aα · ξ〉A,
by [39, Lemma 5.3], we have that 〈Aα · ξ|ξ〉A tends to 0 in the strong-operator
topology. 
Proposition 2.4. Let H1 and H2 be two pre-Hilbert A-A bimodules. If the left action on
H2 is normal, then H1 ⊗A H2, the algebraic tensor product over A, is a pre-Hilbert A-A
bimodule with A-valued inner product given on simple tensors by
〈ξ1 ⊗ β1|ξ2 ⊗ β2〉A = 〈β1|〈ξ1|ξ2〉A · β2〉A , ξ1, ξ2 ∈ H1, β1β2 ∈ H2.
Proof. We only need to show that if ζ = ∑i ξi ⊗ βi satisfying 〈ζ|ζ〉A = 0, then ζ = 0
in H1 ⊗A H2.
Since 〈β|T · β〉A = 0 where β = (β1, . . . , βn) ∈ Hn2 and T = (
〈
ξi
∣∣ξ j〉A)i,j ∈
Mn(A), T1/2 · β = 0. Thus
〈
β
∣∣∣T1/2 · β〉
A
= 0 and this implies T1/4 · β = 0. By
induction, we have T1/2
n · β = 0, n = 1, 2, . . .. Since T1/2n tends to the range projec-
tion P = (pij)i,j of T in the strong-operator topology, we have that
〈
β
∣∣∣T1/2n · β〉
A
converges to 〈β|P · β〉A in the strong-operator topology. Thus P · β = 0 and
∑nk=1 pi,k · βk = 0, i = 1, . . . , n.
Note that
0 = (I − P)(〈ξk|ξl〉A)k,l(I − P) = (
〈
ξi −∑
k
ξk · pk,i
∣∣∣∣∣ξ j −∑l ξl · pl,j
〉
A
)i,j.
Therefore ξi = ∑k ξk · pk,i, i = 1, . . . , n. Then it is clear that
ζ =∑
i
ξi ⊗ βi =∑
i,k
ξk · pk,i ⊗ βi =∑
i,k
ξk ⊗ pk,i · βi = 0.

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2.2. Tomita pre-Hilbert bimodules and Fock space construction. Throughout the
rest of this section, A is a semifinite von Neumann algebra and τ is a n.s.f. tracial
weight on A. Recall that N(A, τ) = {A ∈ A : τ(A∗A) < ∞} is an ideal. Let H be a
pre-Hilbert A-A bimodule H with normal left action of A. Note that
〈ξ|β · A〉 = τ(〈ξ|β〉A A) = τ((〈β|ξ〉A A∗)∗) = 〈ξ · A∗|β〉 .
Thus the right action ξ 7→ ξ · B, ξ ∈ N(H, τ), gives a (normal) *-representation of
the opposite algebra Aop on the Hilbert space Hτ (see Notation 2.1). Moreover, Hτ
is an A-A bimodule with scalar-valued inner product (also called correspondence
in [7], [41], [56]).
Definition 2.2. Let H be a pre-Hilbert A-A bimodule with normal left action of A. We
say that H is a Tomita A-A bimodule if
(1) N(H, τ) = H, and in this case we regard H as a dense subspace of Hτ ,
(2) H admits an involution S such that S(A · ξ · B) = B∗ · S(ξ) · A∗ and S2(ξ) = ξ,
for every ξ ∈ H and A, B ∈ A,
(3) H admits a complex one-parameter group {U(α) : α ∈ C} of isomorphisms
satisfying the following properties:
(a) For every ξ, β ∈ H, the map α 7→ U(α)β is continuous with respect to ‖ · ‖H
and the function α 7→ 〈ξ|U(α)β〉 is entire,
(b) S(U(α)ξ) = U(α)S(ξ),
(c) 〈ξ|U(α)β〉 = 〈U(−α)ξ|β〉,
(d) 〈S(ξ)|S(β)〉 = 〈β|U(−i)ξ〉.
Remark 2.3. It is clear that every Tomita algebra is a Tomita C-C bimodule. The same
definition of Tomita bimodule could be given for A not necessarily semifinite and for τ not
necessarily tracial. In order to derive the following properties, and for the purpose of this
paper, we stick to the semifinite case.
Note that ‖U(α)β‖22 = 〈β|U(2iImα)β〉 is a continuous function of α for each
β ∈ H, hence it is locally bounded. By [62, A.1], α ∈ C 7→ U(α)β ∈ Hτ is entire in
the (Hilbert space) norm for every β ∈ H. Furthermore, we have the following fact.
Lemma 2.4. Let H be a Tomita A-A bimodule. For any ξ, β ∈ H, the map α 7→
〈ξ|U(α)β〉A ∈ A is entire in the (operator) norm.
Proof. By Definition 2.2(3)(a), the map is bounded on any compact subset of C.
For every A, B ∈ N(A, τ), τ(A∗ 〈ξ|U(α)β〉A B) = 〈ξ · AB∗|U(α)β〉 is entire. By [62,
A.1] we have the statement. 
Remark 2.4. Let H be the closure of H with respect to ‖ · ‖H . Using a similar argument
as in the proof of Lemma 2.4, we can show that the map α 7→ U(α)ξ ∈ H is entire for every
ξ ∈ H.
Now, U(α) and S can be viewed as densely defined operators with domain
H ⊂ Hτ , and we have the following result.
Proposition 2.5. Let H be a Tomita A-A bimodule. Then S is preclosed and we use the
same symbol S to denote the closure. If J∆1/2 is the polar decomposition of S, then J2 = I,
J∆J = ∆−1, U(α) = ∆iα|H and H is a core for each ∆iα, α ∈ C.
Proof. By Definition 2.2(3)(d), H is in the domain of S∗. Thus S∗ is densely defined,
S is preclosed and U(−i) ⊂ ∆. Hence [62, Lemma 1.5] implies J2 = I, J∆J = ∆−1.
By the same argument used in the proof of [62, Theorem 2.2(ii)], it can be shown
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that the closure of U(it) is self-adjoint for every t ∈ R, U(α) = ∆iα|H and H is a
core for each ∆iα.
For the convenience of the reader, we sketch the proof. By condition (3)(c),
{U(t)}t∈R can be extended to a one-parameter unitary group on Hτ . By Stone’s
theorem, there exists a non-singular (unbounded) self-adjoint positive operator K
such that Kit|H = U(t). By [62, VI Lemma 2.3], H ⊂ D(Kiα) for every α ∈ C and
Kiα|H = U(α). Thus K|H = ∆|H . By [62, VI, Lemma 1.21], H is a core for Kα, α ∈ C.
Thus K ⊆ ∆. Since ∆∗ = ∆ and K∗ = K, we have K = ∆. 
Remark 2.5. By Proposition 2.5, S|H = JU(−i/2), thus JH = H.
Lemma 2.5. Let H be a Tomita A-A bimodule. Then
S(A · ξ · B) = B∗ · S(ξ) · A∗, S∗(A · β · B) = B∗ · S∗(β) · A∗,
∆iα(A · ζ · B) = A · ∆iα(ζ) · B, J(A · ζ · B) = B∗ · J(ζ) · A∗.
where ξ, β, ζ are in the domains of S, S∗ and ∆iα respectively and A, B ∈ A.
Proof. By Proposition 2.5, we only need to show that the equations hold for ξ ∈
H. Note that 〈A · β · B|S(ξ)〉 = τ(〈β|A∗ · S(ξ) · B∗〉A) = 〈ξ|B∗ · S∗(β) · A∗〉. This
implies ∆iα(A · ξ · B) = A · ∆iα(ξ) · B. Thus J(A · ξ · B) = ∆1/2S(A · ξ · B) =
B∗ · J(ξ) · A∗. 
Lemma 2.6. Let H be a Tomita A-A bimodule. Then for any ξ, β ∈ H, we have
〈ξ|U(α)β〉A = 〈U(−α)ξ|β〉A .
Proof. By Lemma 2.5, we have
τ(〈ξ|U(α)β〉A A) = τ(〈ξ|U(α)(β · A)〉A) = τ(〈U(−α)ξ|β〉A A), ∀A ∈ A.

Lemma 2.7. Suppose that H1 and H2 are two Tomita A-A bimodules. Then
S(ξ1 ⊗ ξ2) = S2(ξ2)⊗ S1(ξ1), U(α)(ξ1 ⊗ ξ2) = U1(α)(ξ1)⊗U2(α)(ξ2),
define a conjugate linear map S and a one-parameter group {U(α)}α∈C, where Si and Ui(α)
are the involution and one-parameter group for Hi, i = 1, 2, and ξ1 ⊗ ξ2 ∈ H1 ⊗A H2.
Furthermore {U(α)} satisfies the conditions (3)(a) and (3)(d) in Definition 2.2.
Proof. By Proposition 2.4, Lemma 2.5, S and U(α) are well-defined. It is easy to see
that α 7→ U(α)(ξ1⊗ ξ2) is continuous. By Lemma 2.5, 〈ξ1 ⊗ ξ2|U1(α)β1 ⊗U2(α)β2〉 =
〈U2(−α)ξ2|〈ξ1|U1(α)β1〉A β2〉. Then Lemma 2.4 implies that {U(α)} satisfies the
condition (3)(a) in Definition 2.2.
For ξi and βi ∈ Hi, i = 1, 2, we have
〈S2(ξ2)⊗ S1(ξ1)|S2(β2)⊗ S1(β1)〉 = τ(〈S2(ξ2)|S2(β2)〉A 〈β1|U1(−i)ξ1〉A)
= τ(〈β2|〈β1|U1(−i)ξ1〉AU2(−i)ξ2〉A) = 〈β1 ⊗ β2|U1(−i)ξ1 ⊗U2(−i)ξ2〉 ,
i.e.,
〈S(ξ1 ⊗ ξ2)|S(β1 ⊗ β2)〉 = 〈β1 ⊗ β2|U(−i)(ξ1 ⊗ ξ2)〉 .

Proposition 2.6. Given a Tomita A-A bimodule H, then H⊗nA , n ≥ 1, is also a Tomita
A-A bimodule with the A-valued inner product given by linear extension of
〈ξ1 ⊗ · · · ⊗ ξn|β1 ⊗ · · · ⊗ βn〉A =
〈
ξn
∣∣〈· · · 〈ξ2|〈ξ1|β1〉A β2〉A · · · 〉Aβn〉A , ξi, βi ∈ H,
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and the involution Sn and one-parameter group {Un(α)}α∈C are respectively given by
Sn(ξ1 ⊗ · · · ⊗ ξn) = S(ξn)⊗ · · · ⊗ S(ξ1) and Un(α)(ξ1 ⊗ · · · ⊗ ξn) = U(α)(ξ1)⊗
· · · ⊗U(α)(ξn).
Proof. By Proposition 2.4, H⊗nA is a pre-Hilbert A-A bimodule with normal left
action. Conditions (1), (2), (3)(b) in the definition of Tomita bimodule are trivial to
check. By Lemma 2.6, (3)(c) is also clear. By Lemma 2.7 and induction on n, we get
(3)(a) and (3)(d). 
Let Sn = Jn∆1/2n be the polar decomposition of S, n ≥ 1. By Proposition 2.5, H⊗nA
is a common core for ∆tn, t ∈ R, and ∆tn(ξ1 ⊗ · · · ⊗ ξn) = ∆t(ξ1)⊗ · · · ⊗ ∆t(ξn).
Therefore Jn(ξ1 ⊗ · · · ⊗ ξn) = ∆1/2n Sn(ξ1 ⊗ · · · ⊗ ξn) = J(ξn) ⊗ · · · ⊗ J(ξ1). We
recall the following definition, see, e.g., [59, Section 4.6] for the same definition
given for Hilbert bimodules over a C∗-algebra.
Definition 2.3. Given a Tomita A-A bimodule H, letF (H) = ⊕n≥0H⊗nA be the associ-
ated Fock space, where H⊗0A = A with the A-valued inner product 〈A1|A2〉A = A∗1 A2
for A1, A2 ∈ A.
By Proposition 2.4, F (H) is a pre-Hilbert A-A bimodule. It is clear that the
identity I of A is a “vacuum vector" for F (H), and we will use Ω to denote this
vector as in the beginning of this section.
For ξ ∈ H, the creation and annihilation operators L(ξ), L∗(ξ) are defined by
L(ξ)A = ξ · A, L(ξ)β1 ⊗ · · · βn = ξ ⊗ β1 ⊗ · · · ⊗ βn,
L∗(ξ)A = 0, L∗(ξ)β1 ⊗ · · · βn = 〈ξ|β1〉A · β2 ⊗ · · · ⊗ βn,
where A ∈ A and βi ∈ H, i = 1, . . . , n.
Definition 2.4. Let Φ(H) be the ∗-subalgebra of B(F (H)) generated by A (acting on
F (H) from the left) and {Γ(ξ) = L(ξ) + L∗(S(ξ)) : ξ ∈ H}.
Let Φ(H)′′ be the von Neumann algebra generated by piτ(Φ(H)) on the Hilbert space
completionF (H)τ (see Notation 2.1) and let Φ(H)′ be the commutant of Φ(H)′′.
Proposition 2.7. Φ(H)Ω = F (H).
Proof. By induction, it is not hard to check thatA⊕⊕n≥1{ξ1⊗ · · · ⊗ ξn : ξi ∈ H, i =
1, . . . , n} ⊂ Φ(H)Ω. 
The GNS space L2(A, τ) can be viewed as the closure of the subspace spanned by
N(A, τ) inF (H)τ . Let eA be the orthogonal projection fromF (H)τ onto L2(A, τ).
By Lemma 2.2, T ∈ Φ(H)′′ 7→ eATeA|L2(A,τ) ∈ piτ(A)eA|L2(A,τ), induces a normal
completely positive map Eτ from Φ(H)′′ onto A. Since A ∈ A 7→ piτ(A) is a
*-isomorphism, E = piτ ◦ Eτ is a conditional expectation from Φ(H)′′ onto piτ(A).
By Proposition 2.6, N(F (H), τ) = N(A, τ)⊕⊕n≥1H⊗nA is a Tomita A-A bimod-
ule with involution S0⊕⊕n≥1Sn and one-parameter group Id⊕⊕n≥1Un(α), where
S0 = J0 is the modular conjugation associated with τ on the Hilbert space L2(A, τ)
and Id is the identity map on A. Let J = J0 ⊕ ⊕n≥1 Jn. By Proposition 2.6, the
polar decomposition of the closure of S0 ⊕⊕n≥1Sn (which we shall denote again
by S0 ⊕⊕n≥1Sn) is J (I ⊕⊕n≥1∆1/2n ).
Proposition 2.8. For each ξ ∈ H, A ∈ A, we have J AJ B = BA∗, J AJ β1 ⊗ · · · ⊗
βn = β1 ⊗ · · · ⊗ (βn · A∗), J Γ(ξ)J B = B · J(ξ) and
J Γ(ξ)J β1 ⊗ · · · ⊗ βn = β1 ⊗ · · · βn ⊗ J(ξ) + β1 ⊗ · · · βn−1 · 〈J(βn)|S(ξ)〉A ,(4)
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where B ∈ N(A, τ). Thus JΦ(H)J ⊂ Φ(H)′ and the conditional expectation
E = piτ ◦ Eτ : Φ(H)′′ → piτ(A)
is faithful.
Proof. All the equations can be checked by easy computation. Let B ∈ N(A, τ) and
β ∈ H. Note that S|H = JU(−i/2), Lemma 2.6 implies
Γ(β)J Γ(ξ)J (B) = β⊗ B · J(ξ) + 〈S(β)|B · J(ξ)〉A
= β · B⊗ J(ξ) + 〈J(β · B)|S(ξ)〉A = J Γ(ξ)J Γ(β)(B).
Similar computation shows that JΦ(H)J ⊂ Φ(H)′.
Note that Proposition 2.7 and eq. (4) imply that Φ(H)′L2(A, τ) = {Tζ : ζ ∈
L2(A, τ), T ∈ Φ(H)′} is dense in F (H)τ . Since Eτ(T∗T) = 0, T ∈ Φ(H)′′, if and
only if TeA = 0, then Eτ and consequently E are faithful. 
Since Eτ is faithful, τ˜ = τ ◦ Eτ is a n.s.f. weight on Φ(H)′′. By Lemma 2.3,
the map AΩ ∈ N(F (H), τ) 7→ piτ(A) ∈ L2(Φ(H)′′, τ˜) extends to a unitary U
such that U∗piτ˜(piτ(T))U = piτ(T) for every T ∈ Φ(H), where piτ˜ is the GNS
representation of Φ(H)′′ associated with τ˜.
Let S be the involution in the Tomita theory associated with τ˜. We claim that
UN(F (H), τ) is a core for S . Indeed, let T be a self-adjoint operator in Φ(H)′′ such
that τ(Eτ(T2)) < ∞. For any ε > 0, there is a δ > 0 such that τ(E(T2)(I − P)) < ε,
where P is the spectral projection of E(T2) corresponding to [δ, ‖T2‖]. Note that
P ∈ N(A, τ), and piτ(PΦ(H)P) is dense in piτ(P)Φ(H)′′piτ(P). Therefore there
is a self-adjoint operator K ∈ piτ(PΦ(H)P) such that τ(Eτ((K − Tpiτ(P))∗(K −
Tpiτ(P)))) < ε. Note that PΦ(H)PΩ ⊂ N(F (H), τ). We have that the graph of
S|UN(F (H),τ) is dense in the graph of S .
By the definition of S , it is clear that U∗SU(B) = B∗ and U∗SU(ξ) = Γ(ξ)∗Ω =
S(ξ), where B ∈ N(A, τ) and ξ ∈ H. Note that
ξ1 ⊗ ξ2 = Γ(ξ1)Γ(ξ2)Ω− 〈S(ξ1)|ξ2〉A .
Since U∗SU(Γ(ξ1)Γ(ξ2)Ω) = Γ(ξ2)∗Γ(ξ1)∗Ω = S(ξ2)⊗ S(ξ1) + 〈ξ2|S(ξ1)〉A, we
have S(ξ1⊗ ξ2) = S2(ξ1⊗ ξ2). By similar computation and induction on the degree
of the tensor, it is not hard to check that U∗SU(ξ1 ⊗ · · · ⊗ ξn) = Sn(ξ1 ⊗ · · · ⊗ ξn),
for any ξi ∈ H, i = 1, . . . , n. Thus S0 ⊕⊕n≥1Sn = U∗SU, where S0 = J0.
Therefore we have the following result which shows how the Tomita structure of
H determines the modular objects of the associated von Neumann algebra Φ(H)′′.
This is the main result of this section and it is crucial for the determination of the
type of factors constructed in the next section.
Theorem 2.2. Φ(H)′ = JΦ(H)′′J . For each ξ ∈ H, στ◦Eτt (Γ(ξ)) = Γ(U(t)ξ) for
every t ∈ R.
Proof. For every t ∈ R, A ∈ N(A, τ) and β1 ⊗ · · · βn ∈ H⊗nA , we have
στ◦Eτt (Γ(ξ))β1 ⊗ · · · βn =(I ⊕⊕n≥1∆n)itΓ(ξ)(I ⊕⊕n≥1∆n)−itβ1 ⊗ · · · βn
=U(t)ξ ⊗ β1 ⊗ · · · βn + 〈S(U(t)ξ)|β1〉A β2 ⊗ · · · ⊗ βn,
and στ◦Eτt (Γ(ξ))A = U(t)ξ · A. 
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2.3. Fock space and amalgamated free products. Let {(Hi, Si, {Ui(α)}α∈C)}i∈I be
a family of Tomita A-A bimodules. Let H = ⊕i∈I Hi = {(ξi)i∈I : ξi ∈ Hi, ξi is
zero for all but for a finite number of indices}. It is obvious that H admits an
involution S = ⊕iSi and a one-parameter group {U(α) = ⊕iUi(α)}α∈C. If we
define the A-valued inner product by 〈(ξi)|(βi)〉A = ∑i 〈ξi|βi〉A, then H is a Tomita
A-A bimodule with left and right action given by A · (ξi) · B = (A · ξi · B).
F (Hi) can be canonically embedded intoF (H) as an A-A sub-bimodule. We
view F (Hi)τ as a Hilbert subspace of F (H)τ . Let eA and ei be the projection
fromF (H)τ onto L2(A, τ) andF (Hi) respectively. It is clear that, for every i ∈ I,
ei ∈ (A∪ {Γ(ξ) : ξ ∈ Hi})′ ∩ B(F (H)τ). By Proposition 2.8, the central carrier of
ei ∈ (A∪ {Γ(ξ) : ξ ∈ Hi})′ is the identity. Therefore
(A∪ {Γ(ξ) : ξ ∈ Hi})′′(⊂ B(F (H)τ)) ∼= (A∪ {Γ(ξ) : ξ ∈ Hi})′′ei
∼=Φ(Hi)′′(⊂ B(F (Hi)τ)).
Therefore, Φ(Hi)′′ can be identified with a von Neumann subalgebra of Φ(H)′′.
Let E be the faithful normal conditional expectation from Φ(H)′′ onto piτ(A)
defined in Proposition 2.8 such that E(T)eA = eATeA. Consider T1, . . . , Tl ∈ Φ(H)
such that Tk ∈ Φ(Hi(k)), i(1) 6= i(2) 6= · · · 6= i(l) and E0(Tk) = 0 for all k = 1, . . . , l.
Then each Tk is a finite sum of elements of the form L(ξ1) · · · L(ξn)L∗(β1) · · · L∗(βm),
where ξ j, β j ∈ Hi(k) and n+m > 0. It is not hard to check that eApiτ(T1 · · · Tl)eA =
0 (see [59, Theorem 4.6.15.]) and espiτ(T1 · · · Tl)es 6= 0 only if l = 1 and s = i(1).
Therefore esΦ(H)′′es = Φ(Hs)′′es and let Es(T) be the unique element in Φ(Hs)′′
such that esTes = Es(T)es, for each T ∈ Φ(H)′′. By definition of Es, we have
Es(piτ(A)Tpiτ(B)) = piτ(A)Es(T)piτ(B) and
E ◦ Es(T)eA = eAesTeseA = E(T)eA,
where A, B ∈ Φ(Hs) and T ∈ Φ(H)′′. Thus Es is a faithful normal conditional
expectation from Φ(H)′′ onto Φ(Hs)′′ satisfying E ◦ Es = E.
Summarizing the above discussion, we have the following proposition (cf. [59,
Theorem 4.6.15] and Appendix A for the definition of amalgamated free product
among arbitrary von Neumann algebras).
Proposition 2.9. Let {(Hi, Si, {Ui(α)}α∈C)}i∈I be a family of Tomita A-A bimodules.
Then (Φ(⊕i Hi)′′, E) = ∗piτ(A)(Φ(Hi)′′, E|Φ(Hi)′′).
3. FROM RIGID C∗-TENSOR CATEGORIES TO OPERATOR ALGEBRAS VIA TOMITA
BIMODULES
Let C be a (small) rigid C∗-tensor category with simple (i.e., irreducible) unit
1, finite direct sums and subobjects, see [2], [16], [42]. We may assume C to be
strict by [43, XI.3, Theorem 1]. For objects X in C we write with abuse of notation
X ∈ C , we denote by t ∈ Hom(X, Y) the arrows in C between X, Y ∈ C and by IX
the identity arrow in Hom(X, X). Moreover, we write XY for the tensor product of
objects (instead of X⊗Y), and t ◦ s, t⊗ s, respectively, for the composition product
and the tensor product of arrows. We use X to denote a conjugate object of X (also
called dual object) equipped with unit and counit
ηX ∈ Hom(1, XX), εX ∈ Hom(XX, 1)
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satisfying the so-called conjugate equations, namely1
εX ⊗ IX ◦ IX ⊗ ηX = IX , IX ⊗ εX ◦ ηX ⊗ IX = IX .
Hence conjugation is specified by ordered pairs (X, X), or better by four-tuples
(X, X, ηX , εX). Furthermore, we always assume that (ηX , ε∗X) is a standard solution
of the conjugate equations, see [42, Section 3]. Important consequences of these
assumptions on C , for which we refer to [42], are semisimplicity (every object
is completely reducible into a finite direct sum of simple ones), the existence of
an additive and multiplicative dimension function on objects dX := η∗X ◦ ηX =
εX ◦ ε∗X ∈ R, dX ≥ 1, and a left (= right) trace defined by
η∗X ◦ IX ⊗ t ◦ ηX = εX ◦ t⊗ IX ◦ ε∗X , ∀t ∈ Hom(X, X)(5)
on the finite dimensional C∗-algebra Hom(X, X). Moreover, for every X, Y ∈ C
Hom(X, Y) is a finite dimensional Hilbert space with inner product given by
〈ξ1|ξ2〉 = η∗X ◦ IX ⊗ (ξ∗1 ◦ ξ2) ◦ ηX , ξ1, ξ2 ∈ Hom(X, Y).(6)
Notation 3.1. (1) Let S be a representative set of simple objects in C such that
1 ∈ S . Let Λ = S ∪S (disjoint union) where S = {α : α ∈ S }. We shall
always consider α ∈ S and α ∈ S as distinct elements (“letters") in Λ, even if
α = α as objects in C . In particular 1 6= 1 in Λ.
(2) We label the fundamental “fusion" Hom-spaces of C by triples inS ×S ×Λ,
namely
(β1, β2, α) ∈ S ×S ×Λ 7→
[
β2 ∗ α
β1
]
= Hom(β1, β2α),
where β2α = β2 ⊗ α and we identify α ∈ Λ with its embedding in C . Note that
the set of letters Λ can be mapped (non-injectively) into the objects of C .
(3) For every α ∈ Λ, let rα = ηα ∈ Hom(1, αα) if α ∈ S , and let rα = ε∗α ∈
Hom(1, αα) for the corresponding α ∈ S , where (ηα, ε∗α) is a standard solution
of the conjugate equations as above.
(4) For every α ∈ S , regarded as an element of Λ, let α = α. Thus α ∈ Λ 7→ α ∈ Λ
is an involution on Λ.
In the following, we shall use α, β,γ . . . to denote elements in Λ, or in S , and
X, Y, Z, . . . to denote objects in C . For a set S, we denote its cardinality by |S|.
We define a von Neumann algebra A(1) associated to the tensor unit 1 by
A(1) =
⊕
β∈S
B(Hom(β, β)) ∼=
⊕
β∈S
CIβ
with a (non-normalized, semifinite) trace τ given by eq. (5), i.e., the trace values of
minimal projections equals the categorical dimension τ(Iβ) = dβ.
Let
H(1) =
⊕
α∈Λ,β1,β2∈S
[
β2 ∗ α
β1
]
,
where ⊕ stands for algebraic direct sum. Furthermore, H(1) is an A(1)-A(1)
bimodule with left and right action given by
Iγ2 · ξ · Iγ1 = δγ2,β2δγ1,β1ξ, ξ ∈
[
β2 ∗ α
β1
]
, α ∈ Λ, βi,γi ∈ S , i = 1, 2.
1⊗ is always evaluated before ◦.
13
Realization of rigid C∗-tensor categories Luca Giorgetti, Wei Yuan
We define an A(1)-valued inner product on H(1) by
〈ξ2|ξ1〉A(1) = δα1,α2δω1,ω2ξ∗2ξ1 ∈ Hom(β1, β2), ξi ∈
[
ωi ∗ αi
βi
]
, i = 1, 2.
It is easy to check that H(1) is a pre-Hilbert A(1)-A(1) bimodule with normal left
action, as we defined in Section 2.
Let α ∈ Λ and β1, β2 ∈ S . By Frobenius reciprocity [42, Lemma 2.1], we can
define a bijection
ξ ∈
[
β2 ∗ α
β1
]
7→ ξ = ξ∗ ⊗ Iα ◦ Iβ2 ⊗ rα ∈
[
β1 ∗ α
β2
]
.(7)
It is clear that ξ = ξ. Although β2α and β1α can be the same object in C , we have
that ξ 6= ξ as vectors in H(1) because α 6= α in Λ by our assumption.
We now define an involution S on H(1) and a complex one-parameter group
{U(z) : z ∈ C} of isomorphisms that endow H(1) with the structure of a Tomita
A(1)-A(1) bimodule (see Definition 2.2).
For each α ∈ Λ, we choose a real number λα > 0 if α ∈ S . For the corresponding
α ∈ S , let λα = 1/λα. We define the action of S and U(z) on every ξ ∈ [β2∗αβ1 ],
α ∈ Λ, β1, β2 ∈ S by
S : ξ 7→
√
λα ξ, U(z) : ξ 7→ λizα ξ, z ∈ C,(8)
where ξ is defined by eq. (7). Summing up, we have that
Proposition 3.1. H(1) is a Tomita A(1)-A(1) bimodule, for every choice of λα and
λα = 1/λα associated with the elements α ∈ Λ.
Remark 3.1. Similarly, one can define a semifinite (not necessarily abelian) von Neumann
algebra A(X) and a Tomita bimodule H(X) associated with an arbitrary object of the
category X ∈ C , where semifiniteness of A(X) is again due to the rigidity of C , and the
Tomita structure depends as before on the choice of λα, α ∈ Λ. Namely
A(X) =
⊕
β1∈S
B(⊕β2∈S Hom(β1, Xβ2))
and
H(X) =
⊕
α∈Λ,β1,β2∈S
Hom(Xβ1, Xβ2α),
where the semifinite tracial weight on A(X), the bimodule actions of A(X) and the A(X)-
valued inner product on H(X) are defined similarly to the case X = 1. The Tomita structure
can be defined on H(X), for every ξ ∈ Hom(Xβ1, Xβ2α) for α ∈ Λ, β1, β2 ∈ S , again
by eq. (8) but replacing the conjugation on vectors ξ 7→ ξ defined by eq. (7) on H(1) with
the following defined on H(X) by
ξ ∈ Hom(Xβ1, Xβ2α) 7→ ξ = ξ∗ ⊗ Iα ◦ IXβ2 ⊗ rα ∈ Hom(Xβ2, Xβ1α).
For ease of exposition, we state the results of this section in the case X = 1, namely we will
show that Φ(H(1))′′ is a factor (Theorem 3.1) and we will characterize its type depending
on the chosen Tomita structure (Proposition 3.2). The same statements hold for an arbitrary
object X ∈ C , with suitable modification of the proofs.
In section 6 we define other algebras denoted by Φ(X) (Lemma 5.7) which play the
same role of Φ(H(X))′′ but live inside a bigger auxiliary algebra Φ(C ). We will only
show that Φ(H(1))′′ ∼= Φ(1) (Lemma 5.1) and that Φ(1) ∼= Φ(X) for every X ∈ C
(Theorem 5.1, assuming that the spectrum of the category is infinite), but we omit the proof
of Φ(H(X))′′ ∼= Φ(X) showing the equivalence of the two constructions.
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In the following, we choose and write Oβ2∗αβ1 = {ξi}ni=1 for a fixed orthonormal
basis of isometries in [β2∗αβ1 ], i.e., ξ
∗
i ◦ ξ j = δi,j Iβ1 , where n = dimHom(β1, β2α), for
every β1, β2 ∈ S and α ∈ Λ. Note that Oβ2∗αβ1 = ∅ if n = 0. In the case α = 1, we
let Oβ∗1β = {Iβ}. Thus we have that
H(1) =
⊕
α,β1,β2∈S
⊕
ξ∈Oβ2∗αβ1
{aξ + bξ : a, b ∈ C}.(9)
From now on, we identify A(1) with the von Neumann subalgebra piτ(A(1))
of Φ(H(1))′′ acting on the Fock (Hilbert) spaceF (H(1))τ (see Definition 2.3 and
Definition 2.4), and we denote by E the normal faithful conditional expectation
from Φ(H(1))′′ onto A(1) such that
E(Γ(ξ1) · · · Γ(ξn)) = 〈Ω|Γ(ξ1) · · · Γ(ξn)Ω〉A(1) ,(10)
where Ω = I is the vacuum vector inF (H(1)).
Lemma 3.1. Suppose that Oβ∗αβ 6= ∅ and let ξ ∈ O
β∗α
β , where β ∈ S , α ∈ Λ. If λα ≤ 1
set η = ξ. Otherwise λα = 1/λα ≤ 1 and set η = ξ. Denote by Nβ the von Neumann
algebra generated by Γ(η), then
Φ({aξ + bξ : a, b ∈ C})′′ ∼= Nβ ⊕
⊕
γ∈S \{β}
CIγ
and
Nβ ∼=
{
L(F2) if λα = 1,
free Araki-Woods type IIIλ factor otherwise,
where λ = min{λα,λα}. Furthermore, in the polar decomposition Γ(η) = VK, we have
KerK = {0} and V, K are *-free with respect to E. The distribution of K2 = Γ(η)∗Γ(η)
with respect to the state d−1β τ ◦ E|Nβ is√
4λ− (t− (1+ λ))2
2piλt
dt, t ∈ ((1−
√
λ)2, (1+
√
λ)2).
Proof. By exchanging the roles of ξ and ξ, hence of α and α, we can assume λα ≤ 1.
It is clear that Φ({aξ + bξ})′′ is generated by A(1) and Γ(η) = L(ξ) +√λαL∗(ξ).
Since Iβ is a minimal projection in A(1) and IβΓ(η) = Γ(η) = Γ(η)Iβ, we have that
E(T) = d−1β τ(E(T))Iβ for any T ∈ Nβ. Note that
〈
ξ
∣∣ξ〉
A(1) = 0. Then [57, Remark
4.4, Theorem 4.8 and Theorem 6.1] imply the result (see also [28, Example 2.6.2] for
the case λα = 1). 
Remark 3.2. With the notation of Lemma 3.1, we have στ◦Et (Γ(ξ)) = λitαΓ(ξ) for every
t ∈ R by Theorem 2.2. Therefore K = (Γ(ξ)∗Γ(ξ))1/2 is in the centralizer of τ ◦ E,
denoted by Φ(H(1))′′τ◦E.
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Lemma 3.2. Let ξ ∈ Oβ2∗αβ1 for α ∈ Λ and β1, β2 ∈ S . If λ = λαdβ1 /dβ2 ≤ 1, then
2
Φ({aξ + bξ : a, b ∈ C})′′ ∼= (
Iβ1+pβ2
L∞([0, 1])⊗M2(C)
dβ1+λαdβ1
) ⊕
qβ2
C
dβ2−λαdβ1
⊕ ⊕
γ∈S \{β1,β2}
CIγ,
where pβ2 and qβ2 are two projections such that pβ2 + qβ2 = Iβ2 and τ ◦ E(pβ2) = λαdβ1 ,
τ ◦ E(qβ2) = dβ2 − λαdβ1 .
Proof. As in the previous lemma, Φ({aξ + bξ})′′ is the von Neumann subalgebra
of Φ(H(1))′′ generated by A(1) and Γ(ξ). By [57, Lemma 4.3 and Remark 4.4], we
have that the distributions of Γ(ξ)∗Γ(ξ) and Γ(ξ)Γ(ξ)∗ with respect to d−1β1 τ ◦ E and
d−1β2 τ ◦ E are√
4λ− (t− (1+ λ))2
2piλt
dt and
√
4λ− (t− (1+ λ))2
2pit
dt + (1− λ)δ0,
where δ0 is the Dirac measure concentrated in 0.
Let ξ1 = ξ and ξ2 =
√
1/λ S(ξ) ∈ [β1∗αβ2 ]. Then ξ∗2ξ2 = Iβ2 , because τ(ξ∗2ξ2) =
dβ2 , and the operator Γ(ξ) = L(ξ1) +
√
λL(ξ2)∗ fulfills Iβ2Γ(ξ) = Γ(ξ) = Γ(ξ)Iβ1 .
Let Γ(ξ) = UH be the polar decomposition of Γ(ξ). By the proof of [57, Lemma
4.3], we know that H ∈ Iβ1Φ(H(1))′′ Iβ1 and KerH = {0} (even when λ = 1), and
U∗U = Iβ1 . Since σ
τ◦E
t (U) = λ
it
αU, t ∈ R, we have
dβ1 = τ ◦ E(U∗U) = 1/λατ ◦ E(UU∗),
thus τ ◦ E(UU∗) = λαdβ1 ≤ dβ2 . Since τ ◦ E is faithful, we know that UU∗ is a
subprojection of Iβ2 . Let pβ2 = UU
∗ and qβ2 = Iβ2 −UU∗. Note that pβ2 = Iβ2 if
and only if λ = 1. The fact that distribution of H2 is non-atomic implies that the
von Neumann algebra generated by H is isomorphic to L∞([0, 1]). Thus the von
Neumann algebra generated by Iβ1 , Iβ2 and Γ(ξ) is isomorphic to
(
Iβ1+pβ2
L∞([0, 1])⊗M2(C)
dβ1+λαdβ1
) ⊕
qβ2
C
dβ2−λαdβ1
.

Now consider the sets of isometries Oβ∗αβ in the special case α = 1. For every
β ∈ S , let ξβ = Iβ be the only element in Oβ∗1β . By Lemma 3.1, we have that
Φ(
⊕
β∈S
{aξβ + bξβ : a, b ∈ C})′′ ∼=
⊕
β∈S
Nβ(11)
where Nβ is L(F2) or the free Araki-Woods type IIIλ factor, λ = min{λ1,λ1},
and Nβ is generated by a partial isometry Vβ and a positive operator Kβ in the
centralizer of τ ◦ E (see Remark 3.2). If we let Uβ = f (K2β) where f (x) = e2piih(x)
and h(x) =
∫ x
(1−√λ)2
√
4λ− (t− (1+ λ))2/(2piλt)dt, we get a Haar unitary, i.e.,
E(Unβ) = 0 for every n 6= 0, which generates {Kβ}′′. Moreover, Uβ and Vβ are *-free
with respect to E.
2We adopt the notation used in [13] to specify the (non-normalized) trace on a direct sum of algebras.
Let A1 and A2 be two finite von Neumann algebra with two given states ω1 and ω2 respectively. We use
p
A1
t1
⊕
q
A1
t2
to denote the direct sum algebra with distinguished positive linear functional t1ω1(a)+ t2ω2(b),
a ∈ A1, b ∈ A2, where p and q are projections corresponding to the identity elements of A1 and A2
respectively. A special case of this is when ω1, ω2 and t1ω1(·) + t2ω2(·) are tracial.
16
Luca Giorgetti, Wei Yuan Realization of rigid C∗-tensor categories
Denote byM1 the l.h.s. of eq. (11) and by M˜1 the strongly dense *-subalgebra
ofM1 generated by A(1) and {Uβ, Vβ : β ∈ S }. By Proposition 2.9 and eq. (9) we
have an amalgamated free product decomposition of Φ(H(1))′′, namely
(Φ(H(1))′′, E) = (M1, E|M1) ∗A(1) (M2, E|M2)(12)
whereM2 = Φ(⊕α,β1,β2∈S ,(β1=β2,α 6=1 or β1 6=β2) ⊕ξ∈Oβ2∗αβ1
{aξ + bξ : a, b ∈ C})′′.
Lemma 3.3. With the notations above, there is a unitary U ∈ Φ(H(1))′′τ◦E ∩M1 such
that E(t1Unt2)→ 0 for n→ +∞ in the strong operator topology for every t1, t2 ∈ M˜1.
Proof. By Lemma 3.1 and the discussion above, U = ∑β∈S Uβ satisfies the condi-
tions. 
Theorem 3.1. Φ(H(1))′′ is a factor.
Proof. Let U be the unitary in Lemma 3.3. If T ∈ Φ(H(1))′′ ∩Φ(H(1))′, then T ∈
{U}′ ∩M1 by Proposition B.1. Thus Lemma 3.2 implies Φ(H(1))′′ ∩Φ(H(1))′ =
Φ(H(1))′ ∩A(1) = CI. 
Lemma 3.4. Z(Φ(H(1))′′τ◦E) ⊆ A(1), where Z(·) denotes the center.
Proof. Proceed as in the proof of Theorem 3.1, we have Z(Φ(H(1))′′τ◦E) ⊂M1. If
λ1 = 1, thenM1 ⊂ Φ(H(1))′′τ◦E and we have Z(Φ(H(1))′′τ◦E ⊆ A(1). By [1, Corol-
lary 4], [57, Corollary 5.5] and Lemma 3.1, it is also clear that Z(Φ(H(1))′′τ◦E) ⊆
A(1) if λ1 6= 1. 
Recall that the Connes’ invariant S(M) of a factorM is given by ∩{Sp(∆ϕ) :
ϕ is a n.s.f. weight onM} and that R+∗ ∩ S(M) = R+∗ ∩ {Sp(∆ϕe) : 0 6= e ∈
Proj(Z(Mϕ)} is a closed subgroup of R+∗ = {t ∈ R, t > 0}, where ϕe = ϕ|eMe.
See [6, Chapter III], [60, Chapter VI]. Here Proj(·) denotes the set of orthogonal
projections of a von Neumann algebra and Sp(·) the spectrum of an operator.
Lemma 3.5. Let G be the closed subgroup of R+∗ generated by {λαλβ2 /λβ1 : α ∈
Λ, β1, β2 ∈ S such that [β2∗αβ1 ] 6= {0}}. Then R
+∗ ∩ S(Φ(H(1))′′) = G.
Proof. We use ϕ to denote τ ◦ E. By Lemma 3.4 and [60, Section 15.4], we know that
R+∗ ∩ S(Φ(H(1))′′) = R+∗ ∩ {Sp(∆ϕIβ ) : β ∈ S }. Note that (IβΦ(H(1))′′ Iβ)ϕIβ =
Iβ(Φ(H(1))′′)ϕ Iβ. Thus the center of (IβΦ(H(1))′′ Iβ)ϕIβ is trivial by [34, Proposi-
tion 5.5.6]. Then [60, Section 16.1, Corollary 16.2.1] implies R+∗ ∩ S(Φ(H(1))′′) =
R+∗ ∩ Sp(∆ϕI1 ).
Let ξ1 ∈ [β1∗α11 ], ξ2 ∈ [β2∗α2β1 ], . . . , ξn ∈ [
1∗αn
βn−1] and αi ∈ Λ, βi ∈ S , n = 1, 2, . . .. By
Theorem 2.2, for every t ∈ R, we have
σ
ϕ
t (Γ(ξn) · · · Γ(ξ1)) = (
λ1λαn
λβn−1
)it. . . (
λβ2λα2
λβ1
)it(
λβ1λα1
λ1
)it Γ(ξn) · · · Γ(ξ1).
Also note that σϕt (Γ(ζ2)Γ(ξ)Γ(ζ1)) = (
λβ2λα
λβ1
)itΓ(ζ2)Γ(ξ)Γ(ζ1), where ζ1 ∈ [β1∗β11 ],
ξ ∈ [β2∗αβ1 ], ζ2 ∈ [
1∗β2
β2
]. Since the linear span of {p1} ∪ {Γ(ξn) · · · Γ(ξ1)} as above is
dense in the space L2(I1Φ(H(1))′′ I1, ϕI1), we have Sp(∆ϕI1 ) \ {0} = G. 
Proposition 3.2. Φ(H(1))′′ is semifinite if and only if λβ1 = λβ2λα for every α ∈ Λ
and β1, β2 ∈ S such that [β2∗αβ1 ] 6= {0}. If Φ(H(1))
′′ is not semifinite, then it is a type
IIIλ factor for λ ∈ (0, 1], where λ depends on the choice of (non-trivial) Tomita structure.
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Proof. By [60, Proposition 28.2], Φ(H)′′ is semifinite if and only if S(Φ(H(1))′′) =
{1}. IfΦ(H(1))′′ is semifinite, Lemma 3.5 implies that λβ1 = λβ2λα for every α ∈ Λ
and β1, β2 ∈ S such that [β2∗αβ1 ] 6= {0}.
Conversely, if λβ1 = λβ2λα, by [62, VIII, Theorem 2.11], we have
στK◦Et (Γ(ξ)) = K
itστ◦Et (Γ(ξ))K−it = Γ(ξ),
for every ξ ∈ [β2∗αβ1 ], α ∈ Λ, β1, β2 ∈ S , where K = ∑β∈S λβ Iβ and τK(·) =
τ(K1/2 · K1/2). Thus Φ(H(1))′′ is semifinite. 
Remark 3.3. If Φ(H(1))′′ is semifinite, then λ21 = λ1 implies λ1 = 1. If α ∈ S is self-
conjugate, i.e., α ∼= α in C , then λ2α = 1, which implies λα = 1. If α is not self-conjugate,
then there is β ∈ S which is a conjugate of α and we have λαλβ = 1.
If the spectrum S is finite, then Φ(H(1))′′ is a type II1 factor. If S is infinite, then
τK ◦ E(I) = ∑β∈S λβdβ = +∞, where τK is defined in the proof of Proposition 3.2. Thus
Φ(H(1))′′ is a II∞ factor. Observe that τK ◦ E is a trace (tracial weight), whereas τ ◦ E is
a trace if and only if λα = 1 for every α ∈ Λ.
4. THE CASE λα = 1
In this section, we assume that the spectrum S of the category C is infinite
(not necessarily denumerable) and study the algebra Φ(H(1))′′ constructed before,
in the special case λα = 1 for every α ∈ S (hence for every α ∈ Λ), i.e., when
the A(1)-A(1) pre-Hilbert bimodule H(1) has trivial Tomita bimodule structure.
The main result is that, in the trivial Tomita structure case, the free group factor
L(FS ) (with countably infinite or uncountably many generators) sits in a corner of
Φ(H(1))′′, namely I1Φ(H(1))′′ I1 ∼= L(FS ) (Theorem 4.1).
All von Neumann algebras in this section are semifinite and all conditional
expectations are trace-preserving. Since the conditional expectation onto a von
Neumann subalgebra with respect to a fixed tracial weight is unique (see [62, Theo-
rem 4.2, IX]), we sometimes omit the conditional expectations from the expressions
of amalgamated free products to simplify the notation, when there is no ambiguity.
Recall that A(1) = ⊕β∈SCIβ is the abelian von Neumann algebra with tracial
weight τ such that τ(Iβ) = dβ, where Iβ is the identity of Hom(β, β), and dβ is the
categorical dimension of β ∈ S . By Theorem 3.1 and Proposition 3.2,
(Φ(H(1))′′, E) = ∗
A(1), α,β1,β2∈S , ξ∈Oβ2∗αβ1
(Φ({aξ + bξ : a, b ∈ C})′′, E)
is a II∞ factor (semifiniteness is due to the assumption λα = 1, α ∈ S ).
We use L(Fs), 1 < s < ∞, to denote the interpolated free group factor [54], [14].
In general, for every non-empty set S, let L(FS) be free group factor of the free
group over S with the canonical tracial state τS [47, Section 6].
We letM(FS) = ⊕β∈S L(FS) and identify A(1) with the subalgebra ⊕β∈SC of
M(FS). Let ES be the faithful normal conditional expectation fromM(FS) onto
A(1) such that ES(⊕β∈S aβ) = ∑β∈S τS(aβ)Iβ, where aβ ∈ L(FS). By Lemma 3.1,
we have
(M(F2), E2) = ∗A(1), β∈S ,ξ∈Oβ∗1β (Φ({aξ + bξ : a, b ∈ C})
′′, E).
The following fact is well-known at least when S is denumerable [53] and it
shows that the fundamental group of an uncountably generated free group factor
is R+∗ = {t ∈ R, t > 0} as well.
18
Luca Giorgetti, Wei Yuan Realization of rigid C∗-tensor categories
Lemma 4.1. Let S be an infinite set (not necessarily denumerable). Then L(FS) ∼=
pL(FS)p for every non-zero projection p ∈ L(FS).
Proof. Let S = ∪i∈ΘSi be a partition of S such that |Si| = |N| and |Θ| = |S|. Let
(M, τ) be a W*-probability space with a normal faithful tracial state τ, containing a
copy of the hyperfinite II1-factor R and a semicircular family {Xij : i ∈ Θ, j ∈ Si}
(see [66, Definition 5.1.1]) such that {Xij : i ∈ Θ, j ∈ Si} and R are free. Consider
the von Neumann algebra N = (R ∪ {qXijq : i ∈ Θ, j ∈ Si})′′, where q ∈ R is a
projection with the same trace value as p.
Let Ni = (R ∪ {qXijq : j ∈ Si})′′. For each i ∈ Θ, by [14, Proposition 2.2], there
exists a semicircular family {Yij : j ∈ Si} ⊂ Ni such that Ni = (R ∪ {Yij : j ∈ Si})′′
and {Yij : j ∈ Si} and R are free.
Note that {Yi0 j : j ∈ Si0} and R ∪ {Xij : i ∈ Θ \ {i0}, j ∈ Si} are free for every
i0 ∈ Θ. Thus {Yij : i ∈ Θ, j ∈ Si} is a semicircular family which is free with R.
By [12, Theorem 4.1], L(FS) ∼= (R ∪ {Yij : i ∈ Θ, j ∈ Si})′′ = N . Since qN q =
(qRq ∪ {qXijq : i ∈ Θ, j ∈ Si})′′ and qRq ∼= R, we have L(FS) ∼= pL(FS)p by [14,
Theorem 1.3]. 
Lemma 4.2. For every set S such that 1 ≤ |S| ≤ |S |, let
(M, E) = (M(FS), ES) ∗A(1), α∈S \{1},ξ∈O1∗αα (Φ({aξ + bξ : a, b ∈ C})′′, E).
ThenM is a II∞ factor with a tracial weight τ ◦ E and I1MI1 ∼= L(FS ).
Proof. Proposition A.4 in the appendix implies that τ ◦ E is a tracial weight. By
Lemma 3.2, we have
M = (
I1
L(FS)
d1
⊕α∈S \{1}
Iα
C
dα
) ∗A(1), β∈S \{1}Mβ,
whereMβ is
Mβ = (
Iβ
L(FS)
dβ
⊕α∈S \{β}
Iα
C
dα
) ∗A(1) ((
I1+pβ
L(F1)⊗M2(C)
2
) ⊕
qβ
C
dβ−1
⊕z∈S \{1,β}
Iz
C
dz
),
and pβ + qβ = Iβ. It is clear that the central carrier of Iβ inMβ is I1 + Iβ. By [15,
Lemma 4.3],
IβMβ Iβ =
Iβ
L(FS)
dβ
∗
pβ
(L(F1)
1
⊕
qβ
C
dβ−1
).
By [13, Proposition 1.7 (i)], IβMβ Iβ ∼= L(Ft′β) where t
′
β is a real number bigger than
1 if S is a finite set (see [14]) or tβ = S if S is an infinite set. Then [14, Theorem 2.4]
and Lemma 4.1 imply I1Mα I1 ∼= L(Ftβ) where tβ is a real number bigger than 1 if
S is a finite set or tβ = S if S is an infinite set.
Note that I1MI1 = L(FS) ∗β∈S \{1} I1Mβ I1. Let S = ∪j∈ΘSj where Θ is a set
such that |Θ| = |S | and {Sj}j∈J are disjoint countably infinite subsets ofS . If S
is a finite set, by [13, Proposition 4.3], I1MI1 ∼= ∗j∈J L(FN) ∼= L(FS ). Otherwise,
I1MI1 ∼= ∗j∈J L(FS) ∼= L(FS ). Finally,M is a type II∞ factor because the central
carrier of I1 is I. 
Lemma 4.3. For every S such that 1 ≤ |S| ≤ |S |, let
(M, E) = (M(FS), ES) ∗A(1), α∈S \{1},ξ∈O1∗αα (
I1+pα
M2(C)
2
⊕
qα
C
dα−1
⊕β∈S \{1,α}
Iβ
C
dβ
),
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where pα + qα = Iα. ThenM is a II∞ factor with a tracial weight τ ◦ E and I1MI1 ∼=
L(FS ).
Proof. Invoke [13, Lemma 2.2] instead of [13, Proposition 1.7 (i)], and the lemma
can be proved by the same argument used in the proof of Lemma 4.2. 
The following fact is well-known, we sketch the proof for the readers’ conve-
nience.
Lemma 4.4. Let 0 < t < 1 andM = ∗i∈N(C
t
⊕ C
1−t
). ThenM∼= L(FN).
Proof. We assume t ≥ 1/2. Then by [13, Theorem 1.1],
(C
t
⊕ C
1−t
) ∗ (C
t
⊕ C
1−t
) ∼= (L(F1)⊗M2(C)
2−2t
)⊕ C
max{2t−1,0}
.
By [13, Theorem 4.6],
((L(F1)⊗M2(C)
2−2t
) ⊕ C
max{2t−1,0}
) ∗ ((L(F1)⊗M2(C)
2−2t
) ⊕ C
max{2t−1,0}
)
∼= L(Fs1)
1−max{4t−3,0}
⊕ C
max{4t−3,0}
,
where s1 ≥ 1. By [13, Proposition 2.4], there exist n ∈N such that
∗i=1...n(C
t
⊕ C
1−t
) ∼= L(Fs2),
where s2 ≥ 1. Then [13, Propositions 4.3 and 4.4] imply the result. 
Lemma 4.5. Let (M, τ) be a W∗-noncommutative probability space with normal faithful
tracial state τ and let
A =
e11+e22
M2(C)
2/(1+d)
⊕
q
C
(d−1)/(1+d)
be a unital subalgebra ofM, and d > 1. We use {eij}i,j to denote the canonical matrix
units of M2(C) in A. Let A0 be the abelian subalgebra generated by e11 and P = e22 + q
and E be the trace-preserving conditional expectation fromM onto A0.
Assume that {e22} ∪ {ps} is a *-free family of projections in (e22 + q)M(e22 + q)
such that τ(ps) = 1/(1 + d). We denote by N the von Neumann subalgebra of (e22 +
q)M(e22 + q) generated by {e22} ∪ {ps}s∈S. Then there exist partial isometries vs in
N such that v∗s vs = ps and vsv∗s = e22. Suppose that {ws}s∈S is a free family of Haar
unitaries in e22Me22 which is *-free with e22N e22. Then
([A∪ (∪s∈S{e11, e12wsvs, v∗s w∗s e21, ps, P})]′′, E) ∼= (A, E) ∗A0 (∗A0,s∈S(A, E)).
Proof. The existence of vs is implied by [13, Theorem 1.1]. It is clear that
{e11, e12wsvs, v∗s w∗s e21, ps, P}′′ ∼= A.
We could assume that 0 /∈ S and denote by Z0 = {e12, e21, de22 − P} and Zs =
{e12wsvs, v∗s w∗s e21, dps− P} for every s ∈ S. Note that E(a) = (1+ d)τ(e11ae11)e11 +
[(1 + d)/d]τ(PaP)P. We only need to show that E(t1 · · · tn) = 0. and ti ∈ Zk(i)
such that k(1) 6= k(2) 6= · · · 6= k(n), where k(i) ∈ {0} ∪ S, i ∈ 1, . . . , n, n ≥ 1.
Note that E(t1 · · · tn) = 0 if t1 · · · tn ∈ e11MP or PMe11. Therefore we assume
that 0 6= t1 · · · tn is in e11Me11 or in PMP and show that τ(t1 · · · tn) = 0.
Case 1: ti /∈ ∪s∈S{e12wsvs, v∗s w∗s e21}. If e12 and e21 are not in {t1, . . . , tn}, then it
is clear that τ(t1 · · · tn) = 0. If e12 or e21 is in {t1, . . . , tn}, then t1 = e12, tn = e21.
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Note that ti = de22 − P or ti ∈ {dps − P}s∈S, i = 2, . . . , n− 1 and tn−1 6= de22 − P,
i = 2, . . . , n− 1. Since {ps}s∈S and e22 are free, then
τ(t1 · · · tn) = τ(t2 · · · tn−1e22) = 0.
Case 2: If the number of the elements in {i : 1 ≤ i ≤ n, ti ∈ ∪s∈S{e12wsvs}}
and {i : 1 ≤ i ≤ n, ti ∈ ∪s∈S{v∗s w∗s e21}} are different, then τ(t1 · · · tn) = 0 since
{ws}s∈S and e22N e22 = e22(A∪N )′′e22 are free.
Therefore, if τ(t1 · · · tn) 6= 0, there must exist i1 < i2 such that
ti1 = v
∗
s w
∗
s e21, ti2 = e12wsvs or ti1 = e12wsvs, ti2 = v
∗
s w
∗
s e21.
and ti /∈ ∪s∈S{e12wsvs, v∗s w∗s e21}, i1 < i < i2.
Assume that ti1 = v
∗
s w∗s e21, ti2 = e12wsvs. Since ti1 · · · ti2 6= 0, t(i1+1) = e12,
t(i2−1) = e21, ti ∈ {dps − P}s∈S ∪ {de22 − P} i1 + 1 < i < i2 − 1 and t(i1+2) 6=
de22 − P, t(i1−2) 6= de22 − P, then by Case 1, we have
τ(e22t(i1+2) · · · t(i2−2)e22) = 0.
Now assume that ti1 = e12wsvs, ti2 = v
∗
s w∗s e21. Since ti1 · · · ti2 6= 0, tj /∈ {e12, e21},
i1 ≤ j ≤ i2. Then by Case 1,
τ(vst(i1+2) · · · t(i2−2)v∗s ) = τ(pst(i1+2) · · · t(i2−2)) = 0.
This, however, implies that τ(t1 · · · tn) = 0. 
Lemma 4.6. Suppose that S is a set such that |S| = |S |, let
M = ∗A0,s∈S(
I1+p
M2(C)
2
⊕
q
C
d−1
)
where A0 =
I1
C
1
⊕ I2C
d
and I2 = p + q, d ≥ 1. ThenM is a II1 factor and I1MI1 ∼= L(FS ).
Proof. Let s0 ∈ S.
Case 1: d = 1. Then a similar argument as in the proof of Lemma 4.5 implies
that I1MI1 is generated by a free family of Haar unitaries {us}s∈S\{s0}. Thus
I1MI1 ∼= L(FS ).
Case 2: d > 1. By Lemma 4.5, I2MI2 is generated by a free family of projections
{ps} and a family of Haar unitaries {ws} ⊂ ps0Mps0 such that τ(ps) = 1, {ws} and
ps0{ps}′′s∈S ps0 are free. By Lemma 4.4, {ps}′′s∈S ∼= L(FS ). Then Lemma 4.1 implies
ps0Mps0 ∼= L(FS ) ∗ L(FS ) ∼= L(FS ). Note that the central carrier of ps0 is I1 + I2,
thusM is a factor and I1MI1 ∼= L(FS ). 
Theorem 4.1. I1Φ(H(1))′′ I1 ∼= L(FS ).
Proof. First note that |S ×S | = |S | (we assume the Axiom of Choice). Let
(M, E) = (M(FS ), ES ) ∗A(1), α∈S \{1},ξ∈O1∗αα (
I1+pα
M2(C)
2
⊕
qα
C
dα−1
⊕β∈S \{1,α}C, E),
where pα + qα = Iα. Note that
(M, E) = (M(FS ), ES ) ∗A(1), α∈S \{1}Mα,
where
Mα = (
Iα
L(FS )
dα
⊕β∈S \{α}
Iβ
C
dβ
) ∗A(1) ((
I1+pα
M2(C)
2
⊕
qα
C
dα−1
) ⊕γ∈S \{1,α}
Iγ
C
dγ
).
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Note thatMα ∼= (
I1+Iα
L(FS )
d1+dα
⊕β∈S \{1,α}
Iβ
C
dβ
) by [15, Lemma 4.3]. By Lemma 4.6 and
Proposition B.2, we have
(M, E) ∼= (M(FS ), ES ) ∗A(1), α∈S \{1},s∈S (
I1+pα
M2(C)
2
⊕
qα
C
dα−1
⊕β∈S \{1,α}C, E),
where S is an index set such that |S| = |S |. Thus (M, E) ∼= ∗A(1), s∈S(M, E).
By Lemma 3.1, Lemma 3.2, Lemma 4.2, Lemma 4.3 and Proposition B.2, we have
(Φ(H(1))′′, E) ∼= (M, E) ∗
A(1), α∈S , β1 6=β2∈S , β2 6=1, ξ∈Oβ2∗αβ1
(Φ({aξ + bξ : a, b ∈ C})′′, E).
Thus Φ(H(1))′′ ∼= ∗
A(1), α∈S ,β1 6=β2∈S ,β2 6=1,ξ∈Oβ2∗αβ1
Mξ where we set
Mξ = (M(FS ), ES ) ∗A(1), β∈S \{1,β2} (
I1+pβ
M2(C)
2
⊕
qβ
C
dβ−1
⊕η∈S \{1,β}C, E)
∗A(1) (
Iβ1+pβ2
(L(F1)⊗M2(C))
2dβ1
⊕
qβ2
C
dβ2−dβ1
⊕γ∈S \{β1,β2}C, E)
if dβ1 ≤ dβ2 , andMξ is similarly defined in the case dβ2 ≤ dβ1 . Arguing as in the
proof of Lemma 4.2, we have thatMξ is a factor and I1Mξ I1 ∼= L(FS ).
By Proposition B.2,Φ(H(1))′′ ∼= ∗
A(1), α∈S ,β1 6=β2∈S ,β2 6=1,ξ∈Oβ2∗αβ1
(M, E) ∼= (M, E)
and Lemma 4.3 implies the result. 
5. REALIZATION AS ENDOMORPHISMS OF Φ(H(1))′′
Let C be a rigid C∗-tensor category with simple unit. In this section, we assume
that the spectrumS is infinite and show that C can be realized as endomorphisms
of the factor Φ(H(1))′′ constructed in Section 3. We first introduce for convenience
an auxiliary algebra living on a bigger Hilbert space.
Let W(C ) be the “words" constructed from the objects of C (finite sequences of
letters inC ). We denote by W1 ∗W2 the concatenation of two words W1, W2 ∈W(C ).
Two words are equal if they have the same length and they are letterwise equal.
Note that, e.g., 1 ∗ 1 and 11 = 1⊗ 1 = 1 are different in W(C ), since 11 is a one-
letter word and 1 ∗ 1 is a two-letter word. As in the proof of Mac Lane’s coherence
theorem [43, XI. 3], we define the arrows between words W1 and W2, denoted
by Hom(W1, W2), to be Hom(ι(W1), ι(W2)) with the composition just as in C and
with tensor multiplication denoted by f1 ∗ f2 = f1 ⊗ f2 ∈ Hom(W1 ∗ Z1, W2 ∗ Z2) if
f1 ∈ Hom(W1, W2), f2 ∈ Hom(Z1, Z2). Here ι is the map
ι : ∅ 7→ 1, X1 ∗ X2 ∗ · · · ∗ Xn 7→ X1X2 · · ·Xn,
where Xi ∈ C , i = 1, . . . , n, n ≥ 1, and ∅ denotes the empty word. Thus W(C ) is
a tensor category, moreover C can be viewed as the full C∗-subcategory of W(C )
(not tensor anymore) consisting of all one-letter words. The reason for which we
introduce words is to keep track of the distinction between X ∗Y and X ∗ Z, when
Y 6= Z, even if XY = XZ in C .
From now on, we useΦ and L2(Φ) to denoteΦ(H(1))′′ and L2(Φ(H(1))′′, τ ◦ E),
unless stated otherwise. Recall that L2(Φ) is a Φ-Φ bimodule and Iβ ∈ Φ, β ∈ S .
Let
H(C ) = ⊕
W∈W(C )
HW ,
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where
HW = ⊕
β,γ∈S
Hom(β, W ∗ γ)⊗ (IβL2(Φ)).
Here by ⊕ and ⊗ we mean the Hilbert space completions of the algebraic direct
sums and tensor products. The inner product onH(C ) is given by
〈u1 ⊗ ξ1|u2 ⊗ ξ2〉 = 1dβ 〈u1|u2〉 〈ξ1|ξ2〉 = 〈ξ1|(u
∗
1u2)ξ2〉 ,
where ξ1, ξ2 ∈ IβL2(Φ), u1, u2 ∈ Hom(β, W ∗ γ), and 〈u1|u2〉 is given as in Section 3
by eq. (6). To simplify the notation, we will use uξ to denote u ⊗ Iβξ for every
u ∈ Hom(β, W ∗ γ) and ξ ∈ L2(Φ). Moreover, note that L2(Φ) is canonically
identified withH∅.
Each f ∈ Hom(W1 ∗ β1, W2 ∗ β2), for β1, β2 ∈ S , W1, W2 ∈W(C ), acts onH(C )
as follows. On the linear span of the uξ’s as above let
f · (uξ) = δW1∗β1, W∗γ ( f ◦ u)ξ, u ∈ Hom(β, W ∗ γ).
It is routine to check that〈
n
∑
i
( f ◦ ui)ξi
∣∣∣∣∣ n∑j ( f ◦ uj)ξ j
〉
≤ ‖ f ‖2
n
∑
i,j
〈
ξi
∣∣(u∗i uj)ξ j〉 ,
since (u∗i f
∗ f uj)i,j ≤ ‖ f ‖2(u∗i uj)i,j. Thus the map extends by continuity to a
bounded linear operator in B(H(C )), again denoted by f .
Let fi ∈ Hom(Wi ∗ αi, Zi ∗ βi), for αi, βi ∈ S , Wi, Zi ∈ W(C ), i = 1, 2. By the
above definition, for every ζ, ζ1, ζ2 ∈ H(C ), we have
f1 · ( f2 · ζ) = δW1∗α1, Z2∗β2( f1 ◦ f2) · ζ
and
〈ζ1| f1 · ζ2〉 = 〈 f ∗1 · ζ1|ζ2〉 .
In particular, for u ∈ Hom(β, W ∗ γ) and ξ ∈ L2(Φ) ⊂ H(C ), we have u · ξ = uξ.
Therefore, we write f · ζ as f ζ from now on.
It is also clear that
H(C ) = ⊕
W∈W(C ), β∈S
⊕
u∈OW∗Sβ
uL2(Φ),(13)
whereOW∗Sβ = ∪γ∈SOW∗γβ (disjoint union) andOW∗γβ is a fixed orthonormal basis
of isometries in Hom(β, W ∗ γ), for every β,γ ∈ S , W ∈W(C ), while OW∗γβ = ∅
if dimHom(β, W ∗ γ) = 0.
For every ξ ∈ [β2∗αβ1 ] ⊂ H(1), α ∈ Λ, β1, β2 ∈ S , the operator Γ(ξ) ∈ Φ acts from
the left onH(C ) in the following way{
Γ(ξ)(ζ) = Γ(ξ)ζ if ζ ∈ H∅,
Γ(ξ)(uζ) = 0 if uζ /∈ H∅,
and we denote again by Γ(ξ) the operator acting onH(C ).
Definition 5.1. Let Φ(C ) be the von Neumann subalgebra of B(H(C )) generated by
{ f ∈ Hom(W1 ∗ β1, W2 ∗ β2) : β1, β2 ∈ S , W1, W2 ∈ W(C )} and {Γ(ξ) : ξ ∈
[β2∗αβ1 ], α ∈ Λ, β1, β2 ∈ S }.
Let PW : H(C ) → HW be the orthogonal projection onto HW for W ∈ W(C ).
We have the following easy result and its proof is omitted.
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Lemma 5.1. The algebra Φ constructed in Section 3 from X = 1 is a corner of Φ(C ),
namely Φ ∼= P∅Φ(C )P∅ and a canonical *-isomorphism is given by
Iβ 7→ Iβ|H∅ , Γ(ξ) 7→ Γ(ξ)|H∅ ,
for every ξ ∈ [β2∗αβ1 ], where α ∈ Λ, β1, β2 ∈ S .
From now on, we identify L2(Φ) and Φ withH∅ and P∅Φ(C )P∅ respectively.
Theorem 5.1. For every word W ∈W(C ) (hence in particular for every object X ∈ C of
the category, regarded as a one-letter word), the projection PW is equivalent to P∅ in Φ(C ).
Thus PWΦ(C )PW ∼= P∅Φ(C )P∅ = Φ.
Proof. Note that P∅ = ∑β∈S Iβ and PW = ∑β∈S ∑u∈OW∗Sβ uu
∗. Since the central
carrier of P∅ is I, Φ(C ) is either a type II∞ or a type III factor by [34, Proposition
5.5.6, Corollary 9.1.4].
Assume first that Φ(C ) is a type III factor. By [34, Corollary 6.3.5], Iβ and
∑u∈OW∗Sβ uu
∗ are equivalent for every β ∈ S , since they are both countably de-
composable projections. Therefore PW is equivalent to P∅.
Assume now that Φ(C ) is type II∞. LetS = ∪i∈ΘSi be a partition ofS such
that each Si contains countably many elements and |S | = |Θ|. Note that each
projection ⊕u∈OW∗Sβ uu
∗ is a finite projection and equivalent to a subprojection of
⊕γ∈Sθ(β) Iγ, where θ is a one-to-one correspondence betweenS andΘ. This implies
that PW is equivalent to P∅. 
Let ∆ be the modular operator of Φ w.r.t. τ ◦ E. Then we can define a one-
parameter family of unitaries in B(H(C )) as follows
Ut : uζ → u(∆itζ), t ∈ R,
for every ζ ∈ L2(Φ), u ∈ OW∗Sβ . It is easy to check that
Ut f U∗t = f , UtΓ(ξ)U∗t = λitαΓ(ξ), t ∈ R,
where f ∈ Hom(W1 ∗ β1, W2 ∗ β2) and ξ ∈ [β2∗αβ1 ], for α ∈ Λ, β1, β2 ∈ S , W1,
W2 ∈W(C ). Therefore AdUt ∈ Aut(Φ(C )).
Note that {uIβ : u ∈ OW∗Sβ , Iβ ∈ L2(Φ), W ∈ W(C ), β ∈ S } is a total set of
vectors for Φ(C )′. Thus
ϕ(A) = ∑
β∈S ,W∈W(C )
∑
u∈OW∗Sβ
〈
uIβ
∣∣A(uIβ)〉 , A ∈ Φ(C ), A ≥ 0,(14)
defines a n.s.f. weight on Φ(C ). Moreover, ϕ(Ut ·U∗t ) = ϕ(·) for every t ∈ R, since
Ut(uIβ) = uIβ. Now we show that Ut, t ∈ R, implement the modular group of
Φ(C ) w.r.t. ϕ.
Lemma 5.2. For every A ∈ Φ(C ) we have σϕt (A) = Ut AU∗t , t ∈ R.
Proof. Note that ϕ(uA) =
〈
Iβ
∣∣A(uIβ)〉 = 〈Iβ∣∣(Au)Iβ〉 = ϕ(Au) for every u ∈
OW∗Sβ , β ∈ S , W ∈W(C ). Then [62, Theorem 2.6, VIII] implies that the von Neu-
mann subalgebra generated by { f ∈ Hom(W1 ∗ β1, W2 ∗ β2) : β1, β2 ∈ S , W1, W2 ∈
W(C )} is contained in the centralizer Φ(C )ϕ and σϕt ( f ) = f = Ut f U∗t .
Since E(B) = ∑β∈S d−1β
〈
Iβ
∣∣BIβ〉 Iβ, for every B ∈ Φ, we have τ ◦ E(B) = ϕ(B).
Then [62, Theorem 1.2, VIII] implies σϕt (Γ(ξ)) = UtΓ(ξ)U
∗
t for every ξ ∈ [β2∗αβ1 ]. By
the definition of Φ(C ), the lemma is proved. 
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Lemma 5.3. For every word W ∈W(C ) there exists a non-unital injective *-endomorphism
ρW of Φ(C ) such that
ρW : f ∈ Hom(W1 ∗ β1, W2 ∗ β2) 7→ IW ∗ f ∈ Hom(W ∗W1 ∗ β1, W ∗W2 ∗ β2)
and
ρW : Γ(ξ) 7→ ∑
γ1,γ2∈S
∑
u∈OW∗β2γ2 , v∈O
W∗β1
γ1
uΓ(u∗ ⊗ Iα ◦ IW ⊗ ξ ◦ v)v∗
for every ξ ∈ [β2∗αβ1 ], where α ∈ Λ, β1, β2 ∈ S , W1, W2 ∈W(C ).
Proof. Let dW = dι(W). It is easy to check that ϕ( f ) = 1/dWϕ(IW ∗ f ). Let
ξi ∈ [βi+1∗αiβi ] where βi ∈ S , αi ∈ Λ, i = 1, . . . , m + 1, m ≥ 1. Note that
ϕ(Γ(ξm) · · · Γ(ξ1)) = 0 = d−1W ϕ(ρW(Γ(ξm)) · · · ρW(Γ(ξ1))) unless m = 2n and
β1 = β2n+1.
We claim that ϕ(Γ(ξ2n) · · · Γ(ξ1)) = d−1W ϕ(ρW(Γ(ξ2n)) · · · ρW(Γ(ξ1))) if β1 =
β2n+1. By the definition of τ and E (see eq. (10)), we have
τ ◦ E(Γ(ξ2n) · · · Γ(ξ1)) = dβ1 ∑
({j1,i1},...,{jn ,in})
∈NC2(2n),ik<jk
n
∏
k=1
√
λαjk
dβik
〈
ξ jk
∣∣∣ξik〉 ,
where NC2(2n) stands for the set of non-crossing pairings of {1, . . . , 2n}, i.e., there
does not exist 1 ≤ ik < il < jk < jl ≤ 2n (see [46, Notation 8.7] for more de-
tails). Thus we only need to show that, for every ({j1, i1}, . . . , {jn, in}) ∈ NC2(2n),
dβ1 dW ∏
n
k=1
1
dβik
〈
ξ jk
∣∣∣ξik〉 equals
∑
γ1,...,γ2n
dγ1 ∑
ui∈OW∗βiγi ,
i=1,...,2n
n
∏
k=1
1
dγik
〈
u∗jk ⊗ Iαjk ◦ IW ⊗ ξ jk ◦ ujk+1
∣∣∣u∗ik+1 ⊗ Iαik ◦ IW ⊗ ξik ◦ uik〉 ,
here u2n+1 = u1. We show that the two expressions are equal by induction on n.
If n = 1, then
∑
γ1,γ2
∑
u1∈OW∗β1γ1 ,u2∈O
W∗β2
γ2
〈
u∗2 ⊗ Iα2 ◦ IW ⊗ ξ2 ◦ u1
∣∣u∗2 ⊗ Iα1 ◦ IW ⊗ ξ1 ◦ u1〉
=∑
γ1
∑
u∈OW∗β1γ1
dγ1
dβ1
〈
ξ2
∣∣ξ1〉 = dW 〈ξ2∣∣ξ1〉 .
Assume the claim holds for n = 2l. For n = 2l + 2, let k ∈ {1, . . . , 2l + 2} such
that jk = ik + 1. Note that
∑
γik+1
∑
uik+1∈O
W∗βik+1
γik+1
1
dγik
〈
u∗ik+1 ⊗ Iα2 ◦ IW ⊗ ξ ik+1 ◦ uik+2
∣∣∣u∗ik+1 ⊗ Iα1 ◦ IW ⊗ ξik ◦ uik〉
=
1
dβik
δβik ,βik+2
δuik+2, uik
〈
ξ jk
∣∣∣ξik〉 .
Then the inductive hypothesis implies the claim.
Let Φ0 be the *-subalgebra of Φ(C ) generated by { f : Hom(W1 ∗ β1, W2 ∗
β2), β1, β2 ∈ S , W1, W2 ∈W(C )} and {Γ(ξ) : ξ ∈ [β2∗αβ1 ], β1, β2 ∈ S , α ∈ Λ}. More-
over, let ρW(Φ0) be the *-subalgebra of PΦ(C )P generated by {ρW( f ) : Hom(W1 ∗
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β1, W2 ∗ β2), β1, β2 ∈ S , W1, W2 ∈ W(C )} and {ρW(Γ(ξ)) : ξ ∈ [β2∗αβ1 ], β1, β2 ∈
S , α ∈ Λ}, where P = ∑V∈W(C ) PW∗V .
By Lemma 5.2 and [29, Lemma 2.1], Φ0 and ρW(Φ0) are respectively dense in
L2(Φ(C ), ϕ) and L2(ρW(Φ0)′′, d−1W ϕ). By the discussion above,
ϕ(uΓ(ξn) · · · Γ(ξ1)v∗) = d−1W ϕ(ρW(u)ρW(Γ(ξn)) · · · ρW(Γ(ξ1))ρW(v∗)),
where ξi ∈ [βi+1∗αiβi ], u ∈ O
W2∗S
βn+1
and v ∈ OW1∗Sβ1 , βi ∈ S , αi ∈ Λ, i = 1, . . . , n,
n ≥ 1, and W1, W2 ∈W(C ).
Thus there exists a unitary U from L2(Φ(C ), ϕ) to L2(ρW(Φ0)′′, d−1W ϕ) such that
U∗pi(ρW( f ))U = f and U∗pi(ρW(Γ(ξ)))U = Γ(ξ) where pi is the GNS representa-
tion of ρW(Φ0)′′ with respect to d−1W ϕ. 
Remark 5.1. With the notations used in Lemma 5.3, it is routine to check that
∑
u∈OW∗β2γ2 , v∈O
W∗β1
γ1
uΓ(u∗ ⊗ Iα ◦ IW ⊗ ξ ◦ v)v∗
does not depend on the choice of the orthonormal basis of isometries in Hom(γi, W ∗ βi)
where the sum over u and v runs. Then it is not hard to check that ρW2 ◦ ρW1 = ρW2∗W1
for every W1, W2 ∈W(C ).
Note that, even for objects X, Y ∈ C regarded as one-letter words in W(C ), ρY∗X and
ρYX need not coincide as endomorphisms of Φ(C ), where Y ∗ X is the concatenation of
letters, while YX is the tensor multiplication in C .
Lemma 5.4. For every pair of words W1, W2 ∈ W(C ) and arrow f ∈ Hom(W1, W2),
we denote
f ⊗ I = ∑
β∈S ,W∈W(C )
f ∗ IW∗β ∈ Φ(C ),
where f ∗ IW∗β ∈ Hom(W1 ∗W ∗ β, W2 ∗W ∗ β). Then the following intertwining
relation in End(Φ(C )) holds
( f ⊗ I)ρW1(A) = ρW2(A)( f ⊗ I), ∀A ∈ Φ(C ).
In particular,
(IX1X2X1∗X2 ⊗ I)ρX1 ◦ ρX2(·) = ρX1X2(·)(I
X1X2
X1∗X2 ⊗ I),
where IX1X2X1∗X2 = IX1X2 ∈ Hom(X1 ∗ X2, X1X2), X1, X2 ∈ C .
Proof. We only need to show that ( f ⊗ I)ρW1(Γ(ξ)) = ρW2(Γ(ξ))( f ⊗ I) for every
ξ ∈ [β2∗αβ1 ], α ∈ Λ, βi ∈ S , i = 1, 2. Without loss of generality, we assume that
f = u2u∗1 where ui ∈ OWiβ , β ∈ S , i = 1, 2. Note that O˜
Wi∗β j
γ = {u⊗ Iβ j ◦ v : u ∈
OWiη , v ∈ Oη∗β jγ , η ∈ S } is an orthonormal basis of Hom(γ, Wiβ j), i = 1, 2, j = 1, 2.
Hence by Remark 5.1 we have the desired statement. 
We choose and fix a partial isometry VX ∈ Φ(C ) such that V∗XVX = PX and
VXV∗X = P∅ (whose existence is guaranteed by Theorem 5.1) for every object X ∈ C .
Note that ρX(P∅) = PX .
Definition 5.2. For every object X ∈ C , let F(X) be the unital *-endomorphism of Φ
(= P∅Φ(C )P∅) defined by
F(X)(A) = VXρX(A)V∗X , A ∈ Φ.
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In particular, if we set V1 = ∑β∈S I
β
1∗β, where I
β
1∗β = Iβ ∈ Hom(1 ∗ β, β), then
F(1) = IdΦ.
Furthermore, by Lemma 5.4, for every X, Y ∈ C and f ∈ Hom(X, Y) we have
(VY( f ⊗ I)V∗X) F(X)(A) = F(Y)(A) (VY( f ⊗ I)V∗X), ∀A ∈ Φ.
Let End(Φ) be the (strict) C∗-tensor category of endomorphisms of Φ (normal
faithful unital and *-preserving), with tensor structure given on objects by the
composition of endomorphisms and C∗-norm on arrows given by the one of Φ.
The tensor unit IdΦ of End(Φ) is simple because Φ is a factor.
By Lemma 5.4, it is clear that
X 7→ F(X), f 7→ F( f ) = VY( f ⊗ I)V∗X
is a *-functor from C into End(Φ). In particular, F(IX) = IF(X) and F( f ∗) = F( f )∗
hold.
We will show that F is a fully faithful (non-strictly) tensor functor from C to
End(Φ), hence an equivalence of C∗-tensor categories onto its image. Recall that
XY = X ⊗ Y in C , by our convention, and we denote by ⊗ the tensor product in
End(Φ) as well. The (unitary) associator of the functor
JX1,X2 : F(X1)⊗ F(X2) = Ad(VX1ρX1(VX2))) ◦ ρX1(ρX2(·))
7→ AdVX1⊗X2 ◦ ρX1⊗X2 = F(X1 ⊗ X2)
is defined for every X1, X2 ∈ C by
JX1,X2 = VX1⊗X2(I
X1⊗X2
X1∗X2 ⊗ I)ρX1(V
∗
X2)V
∗
X1 ∈ Φ.
Lemma 5.5. The family of morphisms {JX1,X2} is natural in X1 and X2, i.e., the following
diagram commutes in End(Φ)
F(X1)⊗ F(X2) F(X1 ⊗ X2)
F(Y1)⊗ F(Y2) F(Y1 ⊗Y2)
JX1,X2
F( f1)⊗F( f2) F( f1⊗ f2)
JY1,Y2
for every fi ∈ Hom(Xi, Yi), Xi, Yi ∈ C , i = 1, 2.
Proof. Since ρX(P∅) = PX , X ∈ C , Lemma 5.4 implies that
JY1,Y2(F( f1)⊗ F( f2))
= VY1⊗Y2(I
Y1⊗Y2
Y1∗Y2 ⊗ I)ρY1(V
∗
Y2)( f1 ⊗ I)ρX1(VY2)ρX1( f2 ⊗ I)ρX1(V∗X2)V∗X1
= VY1⊗Y2 [(I
Y1⊗Y1
Y1∗Y2 ⊗ I)( f1 ⊗ I)ρX1( ∑
β∈S
f2 ∗ Iβ)]ρX1(V∗X2)V∗X1
and F( f1 ⊗ f2)JX1,X2 = VY1⊗Y2 [(( f1 ⊗ f2)⊗ I)PX1⊗X2(IX1⊗X1X1∗X2 ⊗ I)]ρX1(V∗X2)V∗X1 .
Moreover
(IY1⊗Y1Y1∗Y2 ⊗ I)( f1 ⊗ I)ρX1( ∑
β∈S
f2 ∗ Iβ) = ∑
β∈S
[IY1⊗Y1Y1∗Y2 ( f1 ∗ f2)] ∗ Iβ
= ∑
β∈S
[( f1 ⊗ f2)IX1⊗X1X1∗X2 ] ∗ Iβ = (( f1 ⊗ f2)⊗ I)PX1⊗X2(I
X1⊗X1
X1X2
⊗ I),
since IY1⊗Y1Y1∗Y2 ( f1 ∗ f2) = ( f1 ⊗ f2)I
X1⊗X1
X1∗X2 and f1 ∗ f2 = f1 ⊗ f2 ∈ Hom(X1 ∗ X2, Y1 ∗
Y2) by definition. Thus {JX1,X2} is natural. 
Lemma 5.6. F is a tensor functor.
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Proof. By [16, Section 2.4], we only need to check that the following diagram
commutes
F(X)⊗ F(Y)⊗ F(Z) F(X⊗Y)⊗ F(Z) F(X⊗Y⊗ Z)
F(X)⊗ F(Y)⊗ F(Z) F(X)⊗ F(Y⊗ Z) F(X⊗Y⊗ Z).
JX,Y⊗IF(Z) JX⊗Y,Z
IF(X)⊗JY,Z JX,Y⊗Z
By Lemma 5.4 and by ρX(ρY(PZ)) = PX∗Y∗Z, we have
JX⊗Y,Z(JX,Y ⊗ IF(Z)) = VX⊗Y⊗Z(IX⊗Y⊗Z(X⊗Y)∗Z ⊗ I)(IX⊗YX∗Y ⊗ I)PX∗Y∗ZρX(ρY((V∗Z))ρX(V∗Y )V∗X ,
JX,Y⊗Z(IF(X) ⊗ JY,Z) = VX⊗Y⊗Z(IX⊗Y⊗ZX∗(Y⊗Z) ⊗ I)ρX(PY⊗Z(IY⊗ZY∗Z ⊗ I))ρX(ρY(V∗Z))ρX(V∗Y )V∗X .
Note that
(IX⊗Y⊗Z
(X⊗Y)∗Z ⊗ I)(IX⊗YX∗Y ⊗ I)PX∗Y∗Z = ∑
β∈S
IX⊗Y⊗ZX∗Y∗Z ∗ Iβ
= (IX⊗Y⊗ZX∗(Y⊗Z) ⊗ I)ρX(PY⊗Z(IY⊗ZY∗Z ⊗ I)),
hence the diagram commutes. 
We denote by A(C ) be the von Neumann subalgebra of Φ(C ) generated by
{ f ∈ Hom(β1, W ∗ β2) : β1, β2 ∈ S , W ∈ W(C )}. By Lemma 5.2, there exists a
faithful normal conditional expectation E˜ : Φ(C )→ A(C ) with respect to ϕ defined
by eq. (14). Note that E˜|Φ = E : Φ→ A(1) defined in eq. (10).
Lemma 5.7. For every X ∈ C , let Φ(X) = PXΦ(C )PX and A(X) = A(C ) ∩ Φ(X).
Then
(Φ(X), E˜) = (M1(X), E˜) ∗A(X) (M2(X), E˜),
whereMj(X), j = 1, 2, is the von Neumann subalgebra of Φ(X) generated by
{u2 Au∗1 : A ∈ Mj, ui ∈ Hom(βi, X ∗ γi), βi,γi ∈ S , i = 1, 2},
andM1 andM2 are defined by eq. (11) and eq. (12) respectively.
Proof. By eq. (12), it is not hard to check that Φ(X) is generated byM1(X) and
M2(X). Since E˜(u2 Au∗1) = u2E(A)u∗1 and
E˜[(u1 A1v∗1)(u2 A2v
∗
2) · · · (un Anv∗n)] = u1E[(A1v∗1u2)(A2v∗2u3) · · · An]v∗n = 0,
whenever Ak ∈ KerE ∩Mik with i1 6= i2 6= · · · 6= in, ui ∈ Hom(βi, Xγi) and
vi ∈ Hom(β′i, Xγ′i), the lemma is proved. 
Lemma 5.8. The endomorphisms ρX of Φ(C ) defined in Lemma 5.3 map Φ into Φ(X),
moreover ρX(Φ)′ ∩Φ(X) ∼= Hom(X, X) for every X ∈ C .
Proof. With the notation as in the previous lemma, it is easy to check thatM1(X) ∼=
⊕γ∈S B(⊕β∈S Hom(γ, X ∗ β))⊗Nγ (see eq. (11)) whereNγ is the factor generated
by Γ(ξγ), ξγ = Iγ ∈ Oγ∗1γ . By the definition of ρX , we have
ρX(Γ(ξβ)) = ∑
γ∈S ,u∈OX∗βγ
uΓ(u∗ ⊗ I1 ◦ IX ⊗ ξβ ◦ u)u∗ = ∑
γ∈S ,u∈OX∗βγ
uΓ(ξγ)u∗.
Let {Uγ}γ∈S be the unitaries defined before Lemma 3.3, it clear that
∑
γ∈S
∑
β∈S ,u∈OX∗βγ
uUγu∗ ∈ ρX(Φ),
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Then Lemma 3.3 implies ρX(Φ)′ ∩Φ(X) ⊂M1(X).
Since Φ is a factor, [9, Chapter 2, Proposition 2] implies that the reduction
map by IX∗1 = ρX(I1) is an isomorphism on ρX(Φ)′ ∩M1(X) 3 A 7→ AIX∗1 ∈
(IX∗1ρX(Φ)IX∗1)′ ∩ IX∗1M1(X)IX∗1.
Note that IX∗1M1(X)IX∗1 ∼= ⊕γ∈S B(Hom(γ, X ∗ 1))⊗Nγ, and ρX(Γ(ξ1)) =
∑γ∈S ,u∈OX∗1γ uΓ(ξγ)u
∗. We have
(IX∗1ρX(Φ)IX∗1)′ ∩ IX∗1M1(X)IX∗1 ⊆
⊕
γ∈S
B(Hom(γ, X ∗ 1))⊗ INγ ∼= Hom(X, X),
and the claim is proved by Lemma 5.4. 
Lemma 5.9. Hom(F(X1), F(X2)) ∼= Hom(X1, X2) for every X1, X2 ∈ C .
Proof. Let fi ∈ Hom(Xi, X1 ⊕ X2) be isometries such that f ∗i fi = IXi and e1 + e2 =
IX1⊕X2 , where ei = fi f
∗
i , i = 1, 2. Here X1 ⊕ X2 ∈ C denotes the direct sum of
objects in C . Then T ∈ Hom(F(X1), F(X2)) if and only if
( f2 ⊗ I)V∗X2 TVX1ρX1(A)( f ∗1 ⊗ I) = ( f2 ⊗ I)ρX2(A)V∗X2 TVX1( f ∗1 ⊗ I), ∀A ∈ Φ.
Thus ( f2 ⊗ I)V∗X2 TVX1( f ∗1 ⊗ I) ∈ (e2 ⊗ I)[ρX1⊕X2(Φ)′ ∩ Φ(X1 ⊕ X2)](e1 ⊗ I) and
Lemma 5.8 implies the result. 
Denoted by End0(Φ) the subcategory of finite dimensional (i.e., finite index)
endomorphisms of Φ, by Lemma 5.5, Lemma 5.6 and Lemma 5.9 we can conclude
Theorem 5.2. F is a fully faithful tensor *-functor (non-strict but unital), hence it gives
an equivalence of C with (the repletion of) its image F(C ) ⊂ End0(Φ) as C∗-tensor
categories.
In the case of categories with infinite and non-denumerable spectrum S , the
factor Φ ∼= Φ(H(1))′′ is not σ-finite (and it is either of type II∞ or IIIλ, λ ∈ (0, 1]).
Indeed, piτ(A(1)) ⊂ Φ(H(1))′′ and piτ(Iβ) ∈ piτ(A(1)), β ∈ S , are uncountably
many mutually orthogonal projections summing up to the identity. However,
Φ ∼= Φ˜⊗B(H) where Φ˜ is a σ-finite factor andH is a non-separable Hilbert space.
Moreover, Bimod0(Φ˜⊗ B(H)) ' Bimod0(Φ˜) where, e.g., Bimod0(Φ˜) denotes the
category of faithful normal Φ˜-Φ˜ bimodules (in the sense of correspondences) with
finite dimension (i.e., with finite index) and ' denotes an equivalence of C∗-tensor
categories. In the type III case, we also have Bimod0(Φ˜) ' End0(Φ˜). In [21] we
give a proof of these last facts, that we could not find stated in the literature, cf.
[55, Corollary 8.6], [44]. Recalling Theorem 4.1 and summing up the previous
discussion, we can conclude
Theorem 5.3. Any rigid C∗-tensor category with simple unit and infinite spectrum S
(not necessarily denumerable) can be realized as finite index endomorphisms of a σ-finite
type III factor, or as bimodules of a σ-finite type II factor, such as the free group factor
L(FS ) that arises by choosing the trivial Tomita structure.
We leave open the questions on whether every countably generated rigid C∗-
tensor category with simple unit can be realized on a hyperfinite factor, and on
whether the free Araki-Woods factors defined by Shlyakhtenko in [57] are universal
as well for rigid C∗-tensor categories with simple unit, as our construction (see
Lemma 3.1, Lemma 3.5 and Theorem 4.1, the latter in the trivial Tomita structure
case) might suggest.
29
Realization of rigid C∗-tensor categories Luca Giorgetti, Wei Yuan
APPENDIX A. AMALGAMATED FREE PRODUCT
In [63], the amalgamated free product of σ-finite von Neumann algebras is
constructed. The purpose of this appendix is to demonstrate that the method used
in [63, Section 2] can be applied to construct the amalgamated free product of
arbitrary von Neumann algebras.
Definition A.1. Let {Ms}s∈S be a family of von Neumann algebras having a common
von Neumann subalgebra N such that each inclusion I ∈ N ⊂Ms has a normal faithful
conditional expectation Es : Ms → N . The amalgamated free product (M, E) =
∗N ,s∈S(Ms, Es) of the family (Ms, Es) is a von Neumann algebraM with a conditional
expectation E satisfying:
(1) There exist normal *-isomorphisms pis from Ms into M and pis|N = pis′ |N ,
s, s′ ∈ S. Let pi = pis|N ,
(2) M is generated by pis(Ms), s ∈ S,
(3) E is a faithful normal conditional expectation onto pi(N ) such that E(pis(m)) =
pi(Es(m)) and the family {pis(Ms)} is free in (M, E), i.e.,
E(pis1(m1) · · ·pisk (mk)) = 0
if s1 6= s2 6= · · · 6= sk and mi ∈ KerEsi , i = 1, . . . , k, where k ≥ 1.
Lemma A.1. Let {(Ms, Es)}s∈S and {(M˜s, E˜s)}s∈S be two families of von Neumann
algebras having common unital von Neumann subalgebras N and N˜ , respectively, and
Es : Ms → N and E˜s : M˜s → N˜ normal faithful conditional expectations. Let
(M, E) = ∗N ,s∈S(Ms, Es) and (M˜, E˜) = ∗N˜ ,s∈S(M˜s, E˜s) with normal *-isomorphisms
pis from Ms into M and p˜is from Ms into M˜. If there is a family of *-isomorphisms
ρs :Ms → M˜s such that ρs(Es(m)) = E˜s(ρs(m)) and ρs|N = ρs′ |N , then there exists a
unique *-isomorphism ρ :M→ M˜ such that E˜ ◦ ρ = ρ ◦ E and ρ : pis(m) 7→ p˜is(ρs(m))
for every m ∈ Ms, s ∈ S.
Proof. Without loss of generality, we can assume thatMs ⊆M and M˜s ⊆ M˜ and
pis(m) = m, p˜is(m˜) = m˜ for every s ∈ S, m ∈ Ms and m˜ ∈ M˜s.
Let ϕ be a n.s.f. weight on N and A0 be the *-subalgebra of M generated
by ∪s∈S(N(Ms, ϕ ◦ Es) ∩N(Ms, ϕ ◦ Es)∗). For each m ∈ N(M, ϕ ◦ E), we use
mϕ1/2 to denote the vector given by the canonical injection m ∈ N(M, ϕ ◦ E) 7→
L2(M, ϕ ◦ E). Note that A0 ⊂ N(M, ϕ ◦ E) ∩N∗(M, ϕ ◦ E). We claim that A0ϕ1/2
is dense in L2(M, ϕ ◦ E).
For a ∈ N(M, ϕ ◦ E) ∩N∗(M, ϕ ◦ E) and ε > 0, there is a spectral projection
p of E(a∗a) such that ‖(a − ap)ϕ1/2‖ < ε and ϕ(p) < ∞. Since A0 is a dense
*-subalgebra ofM in the strong operator topology, there exists b ∈ A0 such that
‖(b− a)pϕ1/2‖ < ε. Thus A0 is dense in L2(M, ϕ ◦ E).
Note that ϕ˜ = ϕ ◦ ρ−1s is a n.s.f. weight on N˜ . Similarly, let A˜0 be the *-
subalgebra generated by ∪s∈S(N(M˜s, ϕ˜ ◦ E˜s) ∩N(M˜s, ϕ˜ ◦ E˜s)∗), then A˜0 ϕ˜1/2 is
dense in L2(M˜, ϕ˜ ◦ E˜).
Let U be the linear map given by linear extension of
Um1m2 · · ·mkϕ1/2 = ρs(1)(m1)ρs(2)(m2) · · · ρs(k)(mk)ϕ˜1/2
where mi ∈ N(Ms(i), ϕ ◦ Es(i)) ∩N(Ms(i), ϕ ◦ Es(i))∗, i(1) 6= i(2) 6= · · · 6= i(k),
k ≥ 1. By Definition A.1(3), it is not hard to check that U can be extended to a
unitary from L2(M, ϕ ◦ E) onto L2(M˜, ϕ˜ ◦ E˜) such that
Upiϕ(m)U∗ = piϕ˜ ◦ ρs(m), ∀m ∈ Ms, s ∈ S,
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where piϕ and piϕ˜ are GNS representations of M and M˜ w.r.t. ϕ ◦ E and ϕ˜ ◦ E˜.
Then ρ(·) = pi−1ϕ˜ (Upiϕ(·)U∗) satisfies the conditions in the lemma. 
To construct the amalgamated free product, we first fix a n.s.f. weight ϕ onN and
regardMs as a concrete von Neumann algebra acting onHs = L2(Ms, ϕ ◦ Es) for
every s ∈ S. LetM◦s = KerEs andN(Ms, ϕ ◦ Es) = {m ∈ Ms : ϕ ◦ Es(m∗m) < ∞}.
For each m ∈ N(Ms, ϕ ◦ Es), we use mϕ1/2 to denote the vector given by the
canonical injection N(Ms, ϕ ◦ Es)→ Hs. Let Js, ∆s be the modular operators and
{σϕ◦Est }t∈R be the modular automorphism group ofMs w.r.t. ϕ ◦ Es. Recall that
Hs is aMs-Ms bimodule with left and right actions given by
m1(aϕ1/2)m2 = Jsm∗2 Jsm1aϕ1/2, m1, m2 ∈ Ms, a ∈ N(Ms, ϕ ◦ Es).
By [62, VIII, Lemma 3.18], m1(aϕ1/2)m2 = m1aσ
ϕ◦Es
−i/2(m2)ϕ
1/2 if m2 ∈ D(σϕ◦Es−i/2).
In the following, let As be the maximal Tomita algebra of the left Hilbert algebra
N(Ms, ϕ ◦ Es) ∩N(Ms, ϕ ◦ Es)∗, i.e.,
As = {m ∈ Ms : m ∈ D(σϕ◦Esz ) and σϕ◦Esz (m) ∈ N(Ms, ϕ ◦ Es) ∩N(Ms, ϕ ◦ Es)∗,
∀z ∈ C},
and AN = N ∩ As = Es(As). For m1, m2 ∈ As, we use m1ϕ1/2m2 to denote
m1σ
ϕ◦Es
−i/2(m2)ϕ
1/2. In particular, ϕ1/2m2 = σ
ϕ◦Es
−i/2(m2)ϕ
1/2 and
〈
ϕ1/2m1
∣∣∣ϕ1/2m2〉 =
ϕ ◦ Es(m2m∗1) (see [7, Appendix B], [17, Section 2], [62, Chapter IX]).
Note that n ∈ N(N , ϕ) 7→ nϕ1/2 ∈ Hs gives the natural embedding of L2(N , ϕ)
into L2(Ms, ϕ ◦ Es). By [61], we can identify L2(N , ϕ) as an N -N sub-bimodule of
L2(Ms, ϕ ◦ Es), moreover Js and ∆s can be decomposed as
Js =
(
JN
J◦s
)
, ∆s =
(
∆N
∆◦s
)
on
(
L2(N , ϕ)
H◦s
)
,
whereH◦s = Hs 	 L2(N , ϕ).
Define H = L2(N , ϕ) ⊕ ⊕∞k=1(⊕s1 6=···6=skH◦s1 ⊗ϕ · · · ⊗ϕ H◦sk ), where ⊗ϕ is the
relative tensor product [56]. By [56, Remarque 2.2(a)],
H0 = AN ϕ1/2 ⊕⊕∞k=1(⊕s1 6=···6=sk span{a1ϕ1/2 ⊗ · · · ⊗ akϕ1/2 : ai ∈ A◦si})
= AN ϕ1/2 ⊕⊕∞k=1(⊕s1 6=···6=sk span{ϕ1/2a1 ⊗ · · · ⊗ ϕ1/2ak : ai ∈ A◦si})
is dense in H, where A◦s = As ∩M◦s . By the definition of relative tensor product
and [56, Lemme 1.5 (c)] (or [17, Proposition 3.1]), we have〈
a1ϕ1/2 ⊗ · · · ⊗ akϕ1/2
∣∣∣b1ϕ1/2 ⊗ · · · ⊗ bkϕ1/2〉
= ϕ(Esk (a
∗
k Esk−1(· · · a∗2 Es1(a∗1b1)b2 · · · )bk)),〈
ϕ1/2a1 ⊗ · · · ⊗ ϕ1/2ak
∣∣∣ϕ1/2b1 ⊗ · · · ⊗ ϕ1/2bk〉
= ϕ(Es1(b1Es2(· · · bk−1Esk (bka∗k )a∗k−1 · · · )a∗1)).
For each s ∈ S, letH(s, l) = L2(N , ϕ)⊕⊕∞k=1(⊕s1 6=···6=sk ,s1 6=sH◦s1 ⊗ϕ · · · ⊗ϕH◦sk ).
By [17, Proposition 3.5] (or [56, Section 2.4]), we have unitaries
Us : Hs ⊗ϕ H(s, l) = (L2(N , ϕ)⊕H◦s )⊗ϕ H(s, l)→ H.
For m ∈ Ms, let pis(m) = Usm⊗ϕ IH(s,l)U∗s (see [17, Corollary 3.4(ii)]). If ms ∈ As,
it is not hard to check that pis(ms)mϕ1/2 = Es(msm)ϕ1/2 + (msm− Es(msm))ϕ1/2
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and that
pis(ms)a1ϕ1/2 ⊗ · · · ⊗ akϕ1/2 =

(msa1 − Es(msa1))ϕ1/2 ⊗ a2ϕ1/2 · · · ⊗ akϕ1/2
+Es(msa1)a2ϕ1/2 ⊗ · · · ⊗ akϕ1/2, s1 = s
(ms−Es(ms))ϕ1/2 ⊗ a1ϕ1/2 ⊗ · · · ⊗ akϕ1/2
+Es(ms)a1 ⊗ · · · ⊗ akϕ1/2, s1 6= s
(15)
where m ∈ As and ai ∈ A◦si . Note that L2(N , ϕ)⊕H◦s ∼= L2(Ms, ϕ ◦ Es) and pis is
a *-isomorphism. If n ∈ N , then it is clear that pis(n) = pis′(n), s, s′ ∈ S. And we
use pi to denote pis|N . DefineM to be the von Neumann algebra generated by
{pis(Ms) : s ∈ S}.
Let J be the conjugate-linear map defined onH0 by Jnϕ1/2 = JN nϕ1/2, n ∈ AN
and J(a1ϕ1/2 ⊗ · · · ⊗ akϕ1/2) = Jsk (akϕ1/2)⊗ · · · ⊗ Js1(a1ϕ1/2) = ϕ1/2a∗k ⊗ · · · ⊗
ϕ1/2a∗1 , where ai ∈ H◦si . Note that
(16)
〈
ϕ1/2a∗k ⊗ · · · ⊗ ϕ1/2a∗1
∣∣∣ϕ1/2b∗k ⊗ · · · ⊗ ϕ1/2b∗1)〉
=
〈
b1ϕ1/2 ⊗ · · · ⊗ bkϕ1/2
∣∣∣a1ϕ1/2 ⊗ · · · ⊗ akϕ1/2〉 .
Thus J can be extended to a conjugate-linear involutive unitary and we still use J
to denote its extension.
The following fact is well-known, at least when the von Neumann algebras are
σ-finite (see [63, Lemma 2.2]).
Proposition A.1. pis(ms) and Jpis′(m∗s′)J commute for every ms ∈ Ms, ms′ ∈ Ms′ ,
s, s′ ∈ S.ML2(N , ϕ) and JMJL2(N , ϕ) are both dense inH.
Let eN and es be the projections from H onto L2(N , ϕ) and L2(N , ϕ) ⊕ H◦s
respectively.
Proposition A.2. Let s ∈ S, then espis1(m1)pis2(m2) · · ·pisk (mk)es = 0 if mi ∈ M◦si ,
s1 6= s2 6= · · · 6= sk and k > 1. Moreover, espis1(m1)es = δs,s1pis(m1)es and
eNpis1(m1)eN = 0. If n ∈ N , then espi(n)es = pi(n)es and eNpi(n)eN = pi(n)eN .
Proof. By eq. (15), an easy calculation verifies all the equations when msi ∈ A◦si and
n ∈ AN . Since As is dense in the strong operator topology inMs, the assertion is
proved. 
By Proposition A.2, it is clear that es ∈ pis(Ms)′ (eN ∈ pi(N )′) and esMes =
pis(Ms)es (eNMeN = pi(N )eN ). Let EMs and E be the normal conditional expec-
tations fromM onto pis(Ms) and pi(N ) respectively defined by
es Aes = EMs(A)es, eN AeN = E(A)eN A ∈ M.
By Proposition A.1, E and EMs are faithful. Also note that E(EMs(A)) = E(A) and
E(pis(m)) = pi(Es(m)). Therefore (M, E) is an amalgamated free product of the
family (Ms, Es) as in Definition A.1.
Proposition A.3. Let (M, E) = ∗N ,s∈S(Ms, Es). Then there exist normal conditional
expectations EMs :M→ pis(Ms) such that E ◦ EMs = E. Furthermore, for every n.s.f.
weight φ on N , we have σφ˜◦Et (pis(m)) = pis(σφ◦Est (m)), m ∈ Ms, where φ˜ = φ ◦ pi−1.
Proof. Note that φ˜ ◦ E = (φ˜ ◦ E|pis(Ms)) ◦ EMs and φ˜ ◦ E(pis(m)) = φ ◦ Es(m). Then
[61] implies the result. 
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By Proposition A.3 and [29, Lemma 2.1], we can identity L2(M, ϕ ◦ pi−1 ◦ E)
with H by using the unitary given in Lemma A.1. Let S be the involution on the
left Hilbert algebra N(M, ϕ ◦ pi−1 ◦ E) ∩N(M, ϕ ◦ pi−1 ◦ E)∗, i.e., S : m 7→ m∗.
Proposition A.4. H0 is a Tomita algebra with involution S0 = S|H0 and complex one-
parameter group {U(z) : z ∈ C} given by
U(z)(a1ϕ1/2 ⊗ · · · ⊗ akϕ1/2) = σϕ◦Es1z (a1)ϕ1/2 ⊗ · · · ⊗ σϕ◦Eskz (ak)ϕ1/2,
and U(z)(nϕ1/2) = σϕz (n)ϕ1/2, where ai ∈ A◦s and n ∈ AN . In particular, the modular
operator ∆ associated with ϕ ◦pi−1 ◦ E is the closure of U(−i) and the modular conjugation
is J.
Proof. For ai, bi ∈ A◦si , s1 6= · · · 6= sk, let ξ = a1ϕ1/2 ⊗ · · · akϕ1/2 and β = b1ϕ1/2 ⊗
· · · ⊗ bkϕ1/2. Note that S0ξ = a∗k ϕ1/2 ⊗ · · · a∗1ϕ1/2. Thus we have
〈ξ|U(z)β〉 = ϕ(Esk (a∗k Esk−1(· · · a∗2 Es1(a∗1σ
ϕ◦Es1
z (b1))σ
ϕ◦Es2
z (b2) · · · )σϕ◦Eskz (bk)))
=ϕ(Esk (σ
ϕ◦Esk−z (ak)
∗Esk−1(· · · σ
ϕ◦Es1−z (a2)
∗Es1(σ
ϕ◦Es1−z (a1)
∗b1)b2 · · · )bk))
= 〈U(−z)ξ|β〉 .
By the definition of J and eq. (16), we have
〈S0ξ|S0β〉 = 〈JU(−i/2)ξ|JU(−i/2)β〉 = 〈U(−i/2)β|U(−i/2)ξ〉 = 〈U(−i)β|ξ〉 .
The other conditions in the definition of Tomita algebra can also be checked easily.
Let S0 be the closure of S0. By [62, Theorem 2.2, VI],H0 is a core for both S0 and S∗0 .
Note thatH0 is contained in the maximal Tomita algebra in N(M, ϕ ◦ pi−1 ◦ E) ∩
N(M, ϕ ◦ pi−1 ◦ E)∗. ThereforeH0 ⊂ D(S) ∩D(S∗) and
By [62, Theorem 2.2, VI], ∆ and ∆1/2 are the closure of U(−i) and U(−i/2)
respectively. SinceH0 is dense inH, the modular conjugation is J. 
APPENDIX B. TECHNICAL RESULTS ON NON-σ-FINITE ALGEBRAS
The results of this appendix are well-known in the case of σ-finite von Neumann
algebras (i.e., von Neumann algebras that admit normal faithful states), but we
could not find them stated in the literature in more general situations. In the
following we generalize them to the case of arbitrary von Neumann algebras,
as we shall need later on in our construction (when considering categories with
uncountably many inequivalent simple objects).
Let N be a von Neumann subalgebra of a von Neumann algebraM and let E
be a normal, faithful conditional expectation fromM onto N . ThenM is a pre-
Hilbert N -N bimodule, as defined in Section 2, with the N -valued inner product
〈m1|m2〉N = E(m∗1m2). The left action of N onM is clearly normal. For a n.s.f.
weight ϕ of N , the Hilbert space Hϕ defined in Section 2 (see Notation 2.1), with
H =M, coincides with the GNS Hilbert space L2(M, ϕ ◦ E). The inner product
〈·|·〉 associated with H and ϕ is the GNS inner product 〈·|·〉ϕ◦E. We regard M
and N as a concrete von Neumann algebras acting on L2(M, ϕ ◦ E). Recall that
eN ∈ N ′ is the Jones projection from L2(M, ϕ ◦ E) onto the subspace L2(N , ϕ),
and eN TeN = E(T)eN for every T ∈ M. Moreover, there exists a unique n.s.f.
operator-valued weight E−1 from N ′ toM′ characterized by
d(ϕ ◦ E)
dφ
=
dϕ
d(φ ◦ E−1) ,
where ϕ and φ are n.s.f. weights on N andM′ respectively (see [25], [26], [37]).
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The following generalizes [37, Lemma 3.1] to the non-σ-finite case.
Lemma B.1. With the above notations E−1(eN ) = I.
Proof. Let ξ ∈ L2(N , ϕ) be a ϕ-bounded vector (see [5]) regarded as an element of
L2(M, ϕ ◦ E), namely such that the map Rϕ(ξ) : n ∈ N(N , ϕ) 7→ nξ ∈ L2(M, ϕ ◦
E) extends to a bounded linear operator from L2(N , ϕ) to L2(M, ϕ ◦ E). Note that
‖mξ‖2 = ‖E(m∗m)1/2ξ‖2 ≤ ‖Rϕ(ξ)‖‖m‖2, m ∈ N(M, ϕ ◦ E).
Thus ξ is a ϕ ◦ E-bounded vector and the map Rϕ◦E(ξ) : m 7→ mξ is a bounded
operator inM′.
It is clear that (I − eN )Rϕ◦E(ξ)eN = 0 for each ξ ∈ L2(N , ϕ). Let m ∈ N(M, ϕ ◦
E) such that E(m) = 0. Then
〈
β
∣∣Rϕ◦E(ξ)m〉
ϕ◦E = 〈β|E(m)ξ〉ϕ◦E = 0, for every β ∈
L2(N , ϕ). Therefore, we have Rϕ◦E(ξ)eN = eN Rϕ◦E(ξ) and Rϕ◦E(ξ)eN |L2(N ,ϕ) =
Rϕ(ξ).
By [5, Proposition 3], there exists a family {ξα}α∈S of ϕ-bounded vectors in
L2(N , ϕ) such that
eN =∑
α
Rϕ(ξα)Rϕ(ξα)∗ =∑
α
Rϕ◦E(ξα)Rϕ◦E(ξα)∗eN .
SinceMeN L2(M, ϕ ◦E) = span{mξ : ξ ∈ L2(N , ϕ), m ∈ M} is dense in L2(M, ϕ ◦
E), we have
∑
α
Rϕ◦E(ξα)Rϕ◦E(ξα)∗ = I.
Therefore E−1(eN ) = ∑α E−1(Rϕ(ξα)Rϕ(ξα)∗) = ∑α Rϕ◦E(ξα)Rϕ◦E(ξα)∗ = I (see
[37, Lemma 3.1] for more details on this part). 
Let J be the modular conjugation associated with ϕ ◦ E on the Hilbert space
L2(M, ϕ ◦ E). By [62, IX, Theorem 4.2] (or see [61]), JeN J = eN . The basic extension
ofM by eN is the von Neumann algebra generated byM and eN ([30]), which
coincides with JN ′ J. For A ∈ B(L2(M, ϕ ◦ E)), let j(A) = JA∗ J. Then Eˆ : A ∈
JN ′ J 7→ j ◦ E−1 ◦ j(A) ∈ M is a n.s.f. operator-valued weight. By Lemma B.1,
Eˆ(eN ) = I. Moreover, the same arguments as in the proof of [29, Proposition 2.2]
lead us to the following:
Lemma B.2. eN is in the centralizer of φ = ϕ ◦ E ◦ Eˆ, i.e., σφt (eN ) = eN , t ∈ R.
Proof. By [37, Lemma 1.3], Eˆ = (j ◦ E ◦ j)−1. Thus
dφ
dϕ ◦ j =
dϕ ◦ E
d(ϕ ◦ E ◦ j) = ∆ϕ◦E.
By [5, Theorem 9] and Takesaki’s theorem [62, IX, Theorem 4.2] we conclude
σ
φ
t (eN ) = ∆itϕ◦EeN∆
−it
ϕ◦E = eN . 
Along the same line of arguments used in the proof of [64, Proposition 3.3], we
have the following result on the structure of amalgamated free products in the
non-finite, non-σ-finite setting (see Appendix A for their definition).
Proposition B.1. Suppose thatM1 ⊇ N ⊆M2 are von Neumann algebras with normal
faithful conditional expectations Ei :Mi → N , i = 1, 2. Let
(M, E) = (M1, E1) ∗N (M2, E2)
be their amalgamated free product (see Definition A.1) and ϕ be a n.s.f. weight on N .
34
Luca Giorgetti, Wei Yuan Realization of rigid C∗-tensor categories
For i = 1, 2, we use Mi ⊂Mi to denote the set of analytic elements A ∈ Mi such that
σ
ϕ◦E
z (A) ∈ N(Mi, ϕ ◦ Ei) ∩N(Mi, ϕ ◦ Ei)∗, z ∈ C.
Let M˜1 be a strongly dense *-subalgebra of M1 which is globally invariant under the
modular automorphism group σϕ◦E1t and such that E1(M˜1) ⊂ M˜1. Let A be a unital von
Neumann subalgebra of the centralizer (M1)ϕ◦E1 such that
(1) ϕ ◦ E1|A′∩M1 is semifinite,
(2) there is a net Uα of unitaries inA satisfying E1(AUαB)→ 0 in the strong operator
topology for all A, B ∈ {I} ∪ M˜1.
Then any unitary V ∈ M satisfying VAV∗ ⊂ M1 must be contained in M1. In
particular A′ ∩M = A′ ∩M1.
Analogous statements hold replacingM1, M1, M˜1 withM2, M2, M˜2.
Proof. We assume thatM acts on L2(M, ϕ ◦ E) and take V as above. Let J be the
modular conjugation associated with ϕ ◦ E and Eˆ = j ◦ E−1M1 ◦ j be the dual operator-
valued weight from JM′1 J onto M, where EM1 is the conditional expectation
from M onto M1 defined as in the discussion after Proposition A.2. We use
eM1 to denote the Jones projection from L
2(M, ϕ ◦ E) onto L2(M1, ϕ ◦ E1). Note
that eM1 TeM1 = EM1(T)eM1 , T ∈ M, and L2(M1, ϕ ◦ E1) is a separating set in
L2(M, ϕ ◦ E) (see Proposition A.1 and Lemma A.1). Thus we only need to show
that (I − eM1)V∗eM1 V(I − eM1) = 0.
Note that VAV∗ ⊂ M1, V∗eM1 V ∈ A′ ∩ JM′1 J and Eˆ(VeM1 V∗) = 1 thanks to
Lemma B.1. By taking spectral projections, it is sufficient to show that if F is a
projection in A′ ∩ JM′1 J such that F ≤ I − eM1 and ‖Eˆ(F)‖ < +∞, then F = 0.
LetN = M˜1∩N , M˜◦1 = KerE1|M˜1 ,M◦2 = KerE2|M2 andM = N+ spanΛ(M˜◦1 ,M◦2),
where Λ(M˜◦1 ,M
◦
2) is the set of all alternating words in M˜
◦
1 and M
◦
2 . By [29, Lemma
2.1],M is dense as a subspace of L2(M, ϕ ◦ E). Let H0 = span{AeM1 B : A, B ∈M}.
By Lemma B.2 and [25, Theorem 4.7], H0 is globally invariant under σ
φ
t , where
φ = ϕ ◦ E ◦ Eˆ is a n.s.f. weight on JM′1 J. Therefore H0 is dense as a subspace of
L2(JM′1 J, φ) by [29, Lemma 2.1].
Let P ∈ A′ ∩M1 be a projection such that 0 < γ2 = φ(PFP). Let T =
∑ni=1 AieM1 Bi ∈ H0 satisfying φ(T∗T)1/2 ≤ 3γ/2 and φ((T − (PFP)1/2)∗(T −
(PFP)1/2))1/2 ≤ γ/5. Moreover, we can assume that (I − eM1)T = T = T(I −
eM1) by Lemma B.2 and [62, VIII, Lemma 3.18 (i)]. Therefore EM1(Ai) = 0 =
EM1(Bi), i = 1, . . . , n, and we could assume that Ai, Bi ∈ span(Λ(M˜◦1 ,M◦2) \ M˜◦1).
For any Uα as in our assumptions, we have
γ2 − |φ(T∗UαTUα∗)| ≤ |φ((PFP)1/2Uα(PFP)1/2U∗α )− φ(T∗UαTU∗α )| ≤ γ2/2.
Thus
γ2 ≤ 2
n
∑
i,j=1
|φ(B∗i eM1 A∗i UαAjeM1 BjU∗α )|
= 2
n
∑
i,j=1
|ϕ ◦ E(σϕ◦Ei (Bj)U∗αBiEM1(A∗i UαAj))|
≤ 2(max
i,j
‖B∗i ‖‖σϕ◦E−i (B∗j )‖2)(∑
i,j
‖EM1(A∗i UαAj)‖2),
the second equality is due to [60, Proposition 2.17]. Note that each operator in
Λ(M˜◦1 ,M
◦
2) \ M˜◦1 can be written as Cδ where C ∈ {1} ∪ M˜◦1 and δ is a reduced
word that starts with an operator in M◦2 . Let C1δ1 and C2δ2 be two such words. By
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the fact ϕ ◦ E(δ∗i δi) < +∞ and Proposition A.2, we have
‖EM1(δ∗1 C∗1 UαC2δ2)‖2 = ‖EM1(δ∗1 E1(C∗1 UαC2)δ2)‖2
≤ ‖δ∗1‖‖E1(C∗1 UαC2)δ2‖2 → 0.
Recall that Ai ∈ span(Λ(M˜◦1 ,M◦2) \ M˜◦1). The above estimation implies that γ = 0
and F = 0. 
We conclude with two facts that are used in Section 4.
Lemma B.3. Let ϕi be a n.s.f. weight on a von Neumann algebraMi, and let Ni be a von
Neumann subalgebra ofMi such that ϕi|Ni is semifinite, i = 1, 2. Let Ei :Mi → Ni be
the normal faithful conditional expectation satisfying ϕi ◦ Ei = ϕi. If ρ :M1 →M2 is a
*-isomorphism such that ρ(N1) = N2 and ϕ1 = ϕ2 ◦ ρ, then ρ ◦ E1 = E2 ◦ ρ.
Proof. Let m ∈ N(M1, ϕ1). For every n ∈ N(N1, ϕ1|N1), we have
ϕ2(ρ ◦ E1(n∗m)) = ϕ1(n∗E1(m)) = ϕ1(n∗m) = ϕ2(ρ(n)∗E2(ρ(m))).
Thus E2(ρ(m)) = ρ(E1(m)). Since N(M1, ϕ1) is dense inM1, ρ ◦ E1 = E2 ◦ ρ. 
Proposition B.2. LetM1 ⊇ N ⊆ M2 be von Neumann algebras. Suppose thatM1
andM2 are semifinite factors and that N is a discrete abelian von Neumann algebra. Let
{Ps}s∈S be the set of minimal projections of N . Assume that τ1(Ps) = τ2(Ps) < ∞ for
every Ps, where τ1, τ2 are tracial weights onM1 andM2 respectively. If Ps0M1Ps0 ∼=
Ps0M2Ps0 , then there exists a *-isomorphism ρ : M1 → M2 such that ρ(Ps) = Ps
and ρ ◦ E1 = E2 ◦ ρ, where E1 and E2 are the normal conditional expectations satisfying
τ1 ◦ E1 = τ1 and τ2 ◦ E2 = τ2.
Proof. Let Qi ∈ Mi, i = 1, 2, be a subprojection of Ps0 such that τ1(Q1) = τ2(Q2)
and Mi ∼= QiMiQi ⊗ B(H). Since Q1M1Q1 ∼= Q2M2Q2, ρ = ρ0 ⊗ Id is a *-
isomorphism betweenM1 andM2, where ρ0 is a *-isomorphism from Q1M1Q1
onto Q2M2Q2. By the uniqueness of the tracial state on Q1M1Q1, we have
τ1|Q1M1Q1 = τ2|Q2M2Q2 ◦ ρ. Note that τi = τi|QiMiQi ⊗ Tr. Thus τ1 = τ2 ◦ ρ.
Therefore there exists a unitary U ∈ M2 such that Uρ(Ps)U∗ = Ps. Thus AdU ◦ ρ
satisfies the conditions in Lemma B.3. 
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