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Introduction
The so-called deformation quantization of symplectic manifolds originally
appeared in the C∞ symplectic geometry; the crucial breakthrough has been
made in the early 80-ies independently by B. Fedosov and M. De Wilde-P.
∗Partially supported by NSF grant DMS-0071967
†Partially supported by CRDF grant RM1-2694-MO05.
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Lecomte. The input of a deformation quantization problem is a symplectic
(or, more generally, a Poisson) manifoldM ; the output is a non-commutative
one-parameter deformation of the algebra of function on M . Both Fedosov
and De Wilde-Lecomte provided general procedures which solve the defor-
mation quantization problem for C∞ manifolds. Recently, motivated in part
by M. Kontsevich [K], there was much interest in generalizing the deforma-
tion quantization procedures to the case of algebraic manifolds equipped
with an algebraic symplectic form (see e.g. [BK1], [Y], and an earlier paper
[NT] for the holomorphic situation). In particular, in [BK1] it has been
shown that under some mild assumptions on the manifold, the Fedosov
quantization can be made to work in the algebraic setting.
The present paper is a continuation of [BK1] (to which we refer the
reader for a more complete bibliography and historical discussion). Namely,
one of the most important assumptions in [BK1] (as well as in other papers
on the subject) was that the field of definition for all algebraic manifolds
has characteristic 0. In this paper, we study what happens in the case of
positive characteristic.
The most obvious new feature of the theory in positive characteristic
is the presence of a large Poisson center in the sheaf OX of functions on
a Poisson manifold X: since for every local functions f, g ∈ OX and any
Poisson bracket {−,−} on OX we have {f
p, g} = 0, the image OpX ⊂ OX
of the Frobenius map lies in the center of any Poisson structure. This phe-
nomenon, already observed in [BMR], allows for interesting applications
(see e.g. [BK2]) but makes the quantization procedures more involved. In
this paper, we were not able to prove any meaningful results for general
quantizations in positive characteristic, and we had to restrict our attention
to a special class of them: the so-called Frobenius-constant quantization.
Roughly speaking – the precise definition is Definition 1.4 below – a quan-
tization is Frobenius-constant if the Poisson center OpX ⊂ OX stays central
in the quantized algebra Oh.
For quantization of this type, we were able to achieve, under mild as-
sumptions on the manifold X, a reasonably complete classification theorem.
In particular, Frobenius-constant quantizations do exist.
Moreover, as a prerequisite to the study of quantizations, we investigate
to some extent symplectic differential geometry in positive characteristic. In
particular, we introduce a notion of a restricted Poisson algebra – a Poisson
version of the standard notion of a restricted Lie algebra. We also prove
a version of the Darboux Theorem for these algebras (Proposition 3.4; in
our setting the usual Darboux Theorem is false). These results seems to be
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new, and they might be of independent interest: even a reader who is not
interested in quantizations at all might find symplectic geometry in positive
characteristic worth her (or his) attention.
Our main tool is the (version of the) technique of the so-called formal
geometry; we have used the same technique in [BK1]. In positive charac-
teristic this turns out to be simpler. In fact, we could have avoided this
entirely by working systematically in the flat topology on the symplectic
manifold X; the use of formal geometry in this context amounts to a choice
of a concrete flat covering of X to trivialize things. We decided to make this
choice because the picture becomes more explicit and more easily accessible
to people who have little experience with flat topology. Moreover, the use of
formal geometry emphasizes the differential-geometric nature of the subject
and the parallels with the characteristic 0 case.
Our restriction to Frobenius-constant quantizations is particularly un-
fortunate because – as opposed to the main result in [BK1] – it effectively
excludes from consideration compact algebraic varieties, such as abelian
varieties or surfaces of the type K3. There undoubtedly exists a more gen-
eral theory which would apply to these cases as well. Another thing which
we leave out entirely in this paper is questions of mixed characteristic: a
complete theory should probably incorporate both the quantizations of a
characteristic p manifold and its liftings to characteristic 0. All this should
be the subject of future research.
The paper is organized as follows. The first section contains the necessary
definitions and the statements of our main results. Unfortunately, many of
this material is not standard. We have tried to keep the technical details
to absolute minimum, but Section 1 still takes about half of the paper.
Since this was unavoidable anyway, we have also incorporated some of the
shorter proofs into this section; eventually, Section 1 became self-contained
except for four clearly marked main results – two deal with the symplectic
side of the story, two other with quantizations. Those two that deal with
things symplectic and Poisson are proved in Section 2. Then in Section
3, we restrict our attention to local study of symplectic manifolds (this
includes our Darboux-type theorem for restricted Poisson algebras). Finally,
in Section 4 we use the techniques of formal geometry to globalize things
and to prove the remaining two results which deal with quantizations.
Acknowledgments. The paper is a part of the ongoing project for the sys-
tematic use of quantizations in positive characteristic to obtain information
about algebraic symplectic varieties; the project has been going on already
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for several years, and during this time we have benefited from the discussions
and help from many people. Our original encouragement came from the late
A.N. Tyurin, who is very much missed. We would like to thank A. Beilin-
son, A. Bondal, V. Drinfeld, T. Ekedal, M. Emerton, P. Etingof, B. Feigin,
M. Finkelberg, V. Ginzburg, D. Huybrechts, D. Kazhdan, M. Kontsevich,
A. Kuznetsov, M. Lehn, Ch. Sorger, D. Van Straten, M. Verbitsky and
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of Chicago, Universite´ Paris 7, Universite´ de Nantes, Universita¨t Gutenberg
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in Stockholm.
1 Statements and definitions.
In this section we give the relevant definitions, and state our main results.
The reader is encouraged to compare everything to [BK1, 1.3].
1.1 Definitions. Throughout the paper, we will say that a subalgebra
A ⊂ B in an algebra B is central if it lies in the center of the algebra B, and
we will say that an algebra map A → B is central if its image is central in
B.
Fix once and for all a field k of characteristic p > 2. For any vector
space, algebra, scheme etc. M over k denote by M (1) =M ⊗k k its pullback
with respect to the Frobenius map Fr : k → k. For a commutative algebra
A over k, denote by Ap ⊂ A the subalgebra generated by p-th powers of
all elements a ∈ A. By definition, the Frobenius map Fr : A → A factors
through the embedding A ⊂ A(1) by means of the relative Frobenius map
Frk : A
(1) → A; the subalgebra Ap ⊂ A is the image of the map Frk. If
the algebra A is reduced, the relative Frobenius map is injective; in this
case Ap ∼= A(1). As usual, by a derivation D : A → M with values in an
A-module M we will understand a k-linear map which satisfies the Leibnitz
rule. By a Frobenius-derivation D : A → M with values in an Ap-module
M we will understand a map which is derivation with respect to the induced
A(1)-module structure on M – in other words, we have D(1) = 0 and
D(ab) = apD(b) + bpD(a).
The following definition is exactly the same as in the case char k = 0.
Definition 1.1. By a quantization Ah of a commutative k-algebra A we
will understand an associative flat k[[h]]-algebra Ah, complete with respect
to the h-adic filtration and equipped with an isomorphism Ah/h ∼= A.
By a quantization Oh of a scheme X over k we will understand a Zariski
sheaf Oh of flat k[[h]]-algebras on X, complete with respect to the h-adic
filtration and equipped with an isomorphism Oh/h ∼= OX .
As explained in [BK1, 1.3], quantizations of a commutative k-algebra
A are in natural one-to-one correspondence with quantizations of the affine
scheme X = SpecA. Any quantization Oh of a scheme X/k induces a
Poisson bracket in OX ; one usually keeps this structure in mind from the
start and says that Oh is a quantization of the Poisson scheme X. We note
that by definition, for any section f ∈ Oh which lies in the center Zh ⊂ Oh
of the algebra sheaf Oh, its reduction f ∈ OX modulo h lies in the Poisson
center Z ⊂ OX .
Definition 1.2. A quantization Oh of a scheme X/k is called central if the
natural map Zh → Z from the center Zh ⊂ Oh of the associative algebra
Oh to the Poisson center Z ⊂ OX is surjective.
We note that the center Zh ⊂ Oh of a quantization Oh is automatically
flat over k[[h]] (this is equivalent to having no h-torsion). Thus Zh is a
commutative one-parameter deformation of some subalgebra Zh/h ⊂ Z.
The quantization is central if Zh/h is the whole Poisson center Z ⊂ OX .
In [BK2] we have used a notion of a Frobenius-constant quantization;
roughly speaking, a quantization was called Frobenius-constant if it is cen-
tral, and moreover, we have an isomorphism Zh ∼= O
p
X [[h]]. It turns out
that for general theory, we need a more precise notion.
Lemma 1.3. Let A be an associative algebra over k, and let A(k), A(1) = A,
A(k) = [A,A(k−1)] be its central series with respect to the commutator. If
A(p) = 0 and A
p
(2) = 0, then setting x 7→ x
p defines an additive multiplicative
central map F˜rk : A
(1) → A.
Proof. Consider the tensor algebra T
q
(A) generated by the vector space
A. Since T
q
(A) is the universal enveloping algebra for the free Lie algebra
L
q
(A), by the Poincare-Birkhoff-Witt Theorem it has an increasing filtration
FPBW
q
T
q
(A) such that the associated graded quotient is isomorphic to the
symmetric algebra S
q
(L
q
(A)). Moreover, the universal enveloping algebra
5
T
q
(A) is a Hopf algebra, this structure is compatible with the Poincare-
Birkhoff-Witt filtration, and it induces the standard Hopf algebra structure
on S
q
(L
q
(A)).
For any x, y ∈ A let d(x, y) = (x+y)⊗p−x⊗p−y⊗p ∈ T p(A). The element
d(x, y) is primitive with respect to the Hopf algebra structure on T
q
(A). A
priori, it lies inside the p-th term FPBWp T
q
(A) of the Poincare-Birkhoff-Witt
filtration. However, the image of d(x, y) in grPBWp T
p(A) ∼= Sp(L1(A)) =
Sp(A) is obviously zero, so that in fact d(x, y) ∈ FPBWq T
q
(A) for some
q ≤ p − 1. Since d(x, y) is primitive, so is its image in grPBWq T
q
(A) =
Sq(L
q
(A)); since q < p, this is possible only if q = 1. We conclude that
d(x, y) ∈ S1(Lp(A)) = Lp(A) is a Lie polynomial in x and y.
But since by assumption A(p) = 0, the multiplication map m : T
q
(A)→
A vanishes on Lp(A) ⊂ T p(A). Thereforem(d(x, y)) = (x+y)p−xp−yp = 0,
and F˜rk is indeed additive. Moreover, denoting adx(z) = [x, z], we have
(1.1) [x⊗p, y] = (adx)p(y) ∈ Lp+1(A),
so that xp is indeed central in A. Finally,
xpyp =
1
2
(
(xp + yp)2 − x2p − y2p
)
=
1
2
(
(x2 + y2 + 2xy − [x, y])p − x2p − y2p
)
= (xy)p,
which finishes the proof. 
Applying this to quantizations, we see that for any quantization Ah of
a commutative algebra A, the quotient Ah/h
p−1 satisfies the conditions of
the Lemma.
Definition 1.4. A Frobenius-constant quantization of a k-algebra A is a
pair of a quantization Ah of the algebra A and a multiplicative central k[h]-
linear splitting map s : A
(1)
h → Ah such that s(h) = 0 and
s(a) = ap mod hp−1
for any a ∈ Ah.
Assume given a Frobenius-constant quantization Ah of a k-algebra A.
Since s(h) = 0, the splitting map s : A
(1)
h → Ah factors through the reduc-
tion map A
(1)
h → A
(1) ∼= A
(1)
h /h. We will say that the Frobenius-constant
quantization Ah is regular if s further factors through the Frobenius map
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A(1) → Ap (in other words, s(a) = 0 for any a ∈ A(1) with ap = 0). If the
algebra A is reduced, this is automatic; in general, it might happen that for
some a ∈ A, ap = 0 in A, but when we lift a to an element a˜ ∈ Ah, the
p-th power a˜p becomes non-trivial already in Ah/h
2. We note that in our
approach to quantizations, we really have to consider non-reduced algebras,
even if the original algebra or scheme we want to quantize is smooth (see
Section 3).
We also note that the notion of a regular Frobenius-constant quantization
has nice functoriality properties with respect to base change. More precisely,
assume given a k-algebra A, an ideal I ⊂ Ap, and a regular Frobenius-
constant quantization 〈Ah, s〉 of A. Then the quotient Ah/s(I)Ah is a regular
Frobenius-constant quantization of the quotient A/IA.
1.2 Universal polynomials. To proceed further, we need to develop
some formalism on the p-th power operation in characteristic p. It will be
convenient to interpolate between the notions of an associative and a Poisson
algebra by introducing the following definition.
Definition 1.5. A quantized algebra A over a field k is an associative alge-
bra over the algebra k[[h]] of formal power series in one variable h equipped
with an additional k[h]-linear Lie bracket {−,−} which is a derivation in
each variable and satisfies
(1.2) h{a, b} = ab− ba
for every a, b ∈ A.
A quantized algebra which is flat over k[[h]] – equivalently, has no h-
torsion – is the same as a flat associative k[[h]]-algebra A with commutative
quotient A/hA (the bracket {a, b} is uniquely defined by (1.2)). On the
other hand, a quantized algebra annihilated by h is the same as a Poisson
algebra. If V is finite-dimensional vector space over k, then the free as-
sociative algebra over k generated by V is the tensor algebra T
q
V . Since
T
q
(V ) is also the universal enveloping algebra of the free Lie algebra L
q
(V )
generated by V , it has a Poincare-Birkhoff-Witt filtration FPBW
q
T
q
V , and
the free Poisson algebra P
q
V is the associated graded grPBW T
q
V with re-
spect to the PBW filtration; as for the free quantized algebra Q
q
V , it is the
so-called Reese algebra associated to the PBW filtration: we have
Q
q
V =
⊕
F qT
q
V,
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and the variable h acts as the natural embedding h : F qT
q
V → F q+1T
q
V .
When V = k〈x0, . . . , xn〉 is spanned by basis elements x0, . . . , xn, we will
denote the algebra Q
q
V by Q
q
(x0, . . . , xn) and call its elements quantized
polynomials in variables x0, . . . , xn.
Consider now the algebra Q
q
(x, y) of quantized polynomials in two vari-
ables x, y. On one hand, this algebra has no h-torsion; on the other hand,
the quotient Q
q
(x, y)/hp−1 obviously satisfies the assumptions of Lemma 1.3.
We conclude that there exist two canonical quantized polynomials L(x, y),
P (x, y) such that
(1.3)
hp−1L(x, y) = (x+ y)p − xp − yp
hp−1P (x, y) = (xy)p − xpyp.
As noted in the proof of Lemma 1.3, the polynomial L(x, y) is in fact a Lie
polynomial in x, y. It is well-known, and it can be computed explicitly (the
Jacobson formula – see e.g. [DP, II, §7.3, De´finition 3.1]). We will only
need an easy “leading term” formula; for the convenience of the reader, we
include a proof.
Lemma 1.6. Assume given a Lie algebra L equipped with a two-step de-
creasing filtration, F 1L ⊂ F 0L = L, [F iL,F jL] ⊂ F i+jL for any i, j. Then
for any x ∈ L, y ∈ F 1L we have
L(x, y) = (adx)p−1(y).
Proof. Since adx preserves F 1L, and F 2L = 0, so that the bracket on
F 1L vanishes, the only non-trivial Lie monomial in x and y of arbitrary
degree l is (adx)l(y) (the proof is an obvious induction on l). Therefore
L(x, y) = λ(adx)p−1(y) for some universal constant λ ∈ Z/pZ. Consider
now the Lie algebra L spanned by x and y, with F 1L ⊂ L spanned by y,
and {x, y} = y. Then we have
λy = λ(adx)p(y) = (adx)(λ(ad x)p−1(y)) = (ad x)(L(x, y))
= (ad(x+ y))p(x)− (adx)p(x)− (ad y)p(x) = y,
which proves that λ = 1. 
The Lie polynomial L(x, y) is used to define the standard notion of a
so-called restricted Lie algebra structure in characteristic p.
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Definition 1.7. A restricted Lie algebra A over a field of characteristic p is
a Lie algebra A over k equipped with an additional operation x 7→ x[p] such
that (ax)[p] = apx[p] for any a ∈ k, x ∈ A, and
{x[p], y} = (adx)p(y),(1.4)
(x+ y)[p] = x[p] + y[p] + L(x, y)(1.5)
for any x, y ∈ A, where we denote adx(z) = {x, z}.
We will need a Poisson version of this notion.
Definition 1.8. A restricted Poisson algebra A over a field k of character-
istic p is a Poisson algebra A over k equipped with an operation x 7→ x[p]
which turns 〈A, {−,−}〉 into a restricted Lie algebra, and satisfies
(1.6) (xy)[p] = xpy[p] + x[p]yp + P (x, y)
for any x, y ∈ A.
More generally, here is a version for arbitrary quantized algebras.
Definition 1.9. A restricted structure on a quantized algebra A over k is
given by an operation x 7→ x[p] on A which turns 〈A, {−,−}〉 into a restricted
Lie algebra, preserves h – that is, h[p] = h – and satisfies
(xy)[p] = xpy[p] + x[p]yp − hp−1x[p]y[p] + P (x, y)
for any x, y ∈ A.
As an immediate corollary of this definition, we see that for any element
x ∈ A of a restricted quantized algebra A we have
(1.7) (hx)[p] = hxp.
If A is a Poisson algebra, we have hA = 0, so that these two definitions
agree. If the Poisson bracket on A is trivial, then the p-th power operation
is given by a Frobenius-derivation K : A → A; thus a restricted Poisson
algebra with trivial bracket is the same as a commutative algebra A equipped
with a Frobenius-derivation K : A → A. Even if the bracket on A is
not trivial, the difference between two restricted structures is a Frobenius-
derivation of A (moreover, by (1.4) it must take values in the Poisson center
of A). In general, examples of restricted quantized algebras are provided
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by Frobenius-constant quantizations. Namely, assume given a Frobenius-
constant quantization Ah of a commutative algebra A over k, with splitting
map s : A
(1)
h → Ah. Then for any integer n, the quotient An = A˜/h
n+1
is a quantized algebra, and this algebra is restricted: a natural p-th power
operation is given by
x[p] =
1
hp−1
(xp − s(x)).
Checking the conditions of Definition 1.9 is straightforward and left to the
reader. Conversely, every restricted quantized algebra Ah without h-torsion
is a Frobenius-constant quantization of its quotient A = Ah/h: using (1.4),
(1.5), and (1.7), one easily checks that s(x) = xp − hp−1x[p] gives a central
splitting map s : A
(1)
h → Ah which vanishes on hA
(1)
h ⊂ A
(1)
h .
1.3 Restricted structures. We can now state our results. We fix the
base field k of odd positive characteristic, and we only consider algebras
and schemes over k. We will say that a Noetherian scheme X equipped
with a map pi : X → S to a Noetherian scheme S is quasiregular over S
if pi is flat, X is of finite type over S, and the sheaf Ω1(X/S) of relative
Ka¨hler differentials is flat over OX . A scheme X is quasiregular if it is
quasiregular over the point Speck. A regular scheme X of finite type is of
course quasiregular; since p = char k is positive, the converse is true only
if X is reduced (and at least one non-reduced quasiregular algebra will be
really important to us, see Section 3 below). Most of the usual facts of
differential calculus works for quasiregular schemes without any changes –
in particular, we have flat sheaves Ω
q
(X/S) of relative differential forms, a
flat relative tangent bundle T (X/S), the de Rham differential on Ω
q
(X/S),
and the Cartan homotopy formula describing the natural action of the Lie
algebra T (X/S) on Ω
q
(X/S).
It is customary to consider the pullback X ×FrS S of X/S with respect
to the Frobenius map FrS : S → S, and to factor the Frobenius map FrX :
X → X through the pullback map id×FrS : X ×FrS S → X by the relative
Frobenius map FrX/S : X → X ×FrS S. In other words, one considers the
commutative diagram
X
FrX/S
−−−−→ X ×FrS S
id×FrS−−−−→ Xy ypi(1)
S
FrS−−−−→ S
,
where the square on the right is Cartesian. However, it will be more con-
10
venient for us to consider the sheaf O
[p]
X = O
p
X ⊗OpS
OS of algebras on
X and the scheme X [p] = 〈X,O
[p]
X 〉. If X and S are reduced, we have
X [p] ∼= X×FrS S. If if they are not reduced, the scheme X
[p] is still quasireg-
ular, and the Frobenius map FrX : X → X still factors through a map
FrX[p] : X
[p] → X by means of a map which we will, by abuse of notation,
denote by FrX/S : X → X
[p].
One easily checks that the sheaf O
[p]
X of functions on X
[p] coincides with
the subsheaf OX,cl ⊂ OX of functions closed with respect to the relative
de Rham differential. Therefore the de Rham differential on X/S is O
[p]
X -
linear, so that the de Rham complex FrX/S∗Ω
q
(X/S) is a complex of coherent
sheaves of O
[p]
X -modules on the scheme X
[p]. In particular, we have the co-
herent O
[p]
X -module subsheaves FrX/S∗Ω
q
cl(X/S) ⊂ FrX/S∗Ω
q
(X/S) of closed
forms.
The Zariski cohomology sheaves H
q
(FrX/S∗Ω
q
(X/S)) are identified with
the sheaves Ω
q
[p](X/S) = Fr
∗
X[p]
Ω
q
(X/S) by the canonical O
[p]
X -linear Cartier
operations C
q
: FrX/S∗Ω
q
cl(X/S) → Ω
q
[p](X/S) (this generalizes the iso-
morphism OX,cl ∼= O
[p]
X ). The canonical filtration on Ω
q
(X/S) induces
an increasing filtration F q on the relative de Rham cohomology sheaves
R
q
pi∗(Ω
q
(X/S) known as the conjugate filtration; the Cartier operations C
q
give the projections FjR
kpi∗(Ω
q
(X/S)) → Rk−jpi∗Ω
j
[p](X/S) onto the asso-
ciated graded pieces of this filtration.
We also apply the standard deformation theory to the family X/S; thus
for any derivation K : OS → OS , we have the Kodaira-Spencer deformation
class θK ∈ H
1(X,T (X/S)). This class is represented by an explicit T (X/S)-
torsor [θK ] over X: local sections of [θK ] are derivations of the structure
sheaf OX whose restrictions to pi
−1OS ⊂ OX coincide with K. For any
relative k-form α ∈ H0(X,Ωk(X/S)), contraction with α gives a sheaf map
T (X/S) → Ωk−1(X/S), ξ 7→ α y ξ. By means of this map, the torsor [θK ]
induces an Ωk−1(X/S)-torsor on X which we will denote by α y [θK ]. This
immediately generalizes to derivations K with values in some sheaf of OS-
modules; in particular, for any Frobenius-derivation K : OS → OS and any
form α ∈ Ωk(X/S), we obtain an Ωk−1[p] (X/S)-torsor Fr
∗
X[p]
α y [θK ].
Finally, for any vector field ξ on X, the p-th power of the corresponding
derivation of the structure sheaf OX is also a derivation; therefore the Lie
algebra T (X/S) of relative vector fields on X carries a natural restricted
Lie algebra structure.
By a symplectic manifold over S we will understand a Noetherian quasi-
regular scheme X/S equipped with a non-degenerate closed relative 2-form
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Ω ∈ H0(X,Ω2(X/S)). Just as in the case of characteristic 0, such a manifold
is automatically equipped with an OS-linear Poisson bracket. For any local
function f ∈ OX we denote the derivation g 7→ {f, g} of the sheaf OX by Hf ;
explicitly, we have Hf yΩ = df . Vector fields Hf are called Hamiltonian and
form a subsheaf of Lie subalgebras H(X) ⊂ T (X/S) in the relative tangent
sheaf T (X/S).
Lemma 1.10. Assume given a symplectic manifold X/S. Then the Poisson
center Z ⊂ OX coincides with the subsheaf O
[p]
X ⊂ OX .
Proof. A function f ∈ OX lies in the Poisson center if and only if Hf = 0.
But since Ω is non-degenerate, this is equivalent to Hf yΩ = 0, which means
df = 0. 
As a corollary of this Lemma, we see that for symplectic manifolds over
k, a quantization Oh is Frobenius-constant if and only if (a) it is central,
and (b) the center Zh is isomorphic to O
p
X [[h]] – indeed, any splitting map
OpX
∼= Z → Zh induces an isomorphism O
p
X [[h]]
∼= Zh and conversely, any
map OpX → O
p
X [h]/h
p−1 ∼= Zh/h
p−1 can be obviously lifted to a map OpX →
OpX [[h]]. Therefore – at least in the case S = Speck – our Definition 1.4 and
[BK2, Definition 3.3] impose equivalent conditions on quantizations. The
difference is in the additional structure (not every splitting map in [BK2,
Definition 3.3] would serve for Definition 1.4).
Our first general result in this paper is the following.
Theorem 1.11. Assume given a symplectic manifold X/S. Then the fol-
lowing conditions are equivalent:
(i) The subalgebra of Hamiltonian vector fields in T (X/S) is closed with
respect to the restricted Lie algebra operation ξ 7→ ξ[p].
(ii) We have C2(Ω) = 0 ∈ H0(X,Ω2[p](X/S)).
Moreover, if X admits a central quantization Oh, then both these conditions
are satisfied.
The proof of this Theorem is given in Subsection 2.1 (page 23). As
an immediate corollary, we see if a symplectic manifold X admits a cen-
tral quantization, or at least satisfies the condition (i) of Theorem 1.11,
then the de Rham cohomology class [Ω] ∈ H2DR(X/S) lies in the first term
F1H
2
DR(X/S) of the conjugate filtration. In fact, [Ω] comes from a coho-
mology class
[Ω] ∈ H1(X,Ω1cl(X/S)).
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Indeed, geometrically Theorem 1.11 (i) means that the form Ω is locally
exact in Zariski topology. The 1-forms α such that dα = Ω form a torsorMΩ
over the vector bundle FrX/S∗Ω
1
cl(X/S) on X
[p] spanned by closed 1-forms
on X; this torsor represents the class [Ω]. Applying the Cartier map C1 :
FrX/S∗Ω
1
cl(X/S)→ Ω
1
[p](X/S), we can also consider the induced Ω
1
[p](X/S)-
torsor C1∗MΩ.
Assume now that the base scheme S is equipped with a Frobenius-deri-
vation K : OS → OS , so that OS becomes a restricted Poisson algebra with
trivial Poisson bracket. By a restricted structure on the Poisson scheme
X/S we will understand a restricted structure on the Poisson algebra sheaf
OX such that the embedding pi
−1OS → OX is a (central) restricted Poisson
algebra map. Then we have the following (the proof is in Subsection 2.3, on
page 26).
Theorem 1.12. Let X be a symplectic manifold over S which satisfies the
equivalent conditions of Theorem 1.11. Then restricted structures on the
Poisson scheme X/S are in natural one-to-one correspondence with isomor-
phisms
C1∗MΩ
∼= Fr∗X[p]Ω y [θK ]
of torsors over the bundle Ω1[p](X/S).
This Theorem immediately gives a necessary condition for the existence
of Frobenius-constant quantizations. Namely, assume given a symplectic
manifold X/S, pi : X → S, and a Frobenius-derivation K : OS → OS .
We will say that a regular Frobenius-constant quantization 〈Oh, s〉 of the
Poisson scheme X is compatible with the derivation K if for any local section
f ∈ H0(U,Oh) whose reduction f ∈ H
0(U,OX ) modulo h comes from a
function b ∈ H0(S,OS) on S, f = pi
∗(b), we have
(1.8) fp − s(fp) = pi∗(K(b)).
Corollary 1.13. Assume given a symplectic manifold X/S, a Frobenius-
derivation K : OS → OS, and a regular Frobenius-constant quantization
〈Oh, s〉 of the Poisson scheme X compatible with K. Then the cohomol-
ogy class [Ω] ∈ H2DR(X/S) of the symplectic form Ω lies in the first term
F1H
2
DR(X/S) of the conjugate filtration, and satisfies
(1.9) C1([Ω]) = (Fr∗
X[p]
[Ω]) y θK ∈ H
1(X,Ω1[p](X/S)).
In particular, if K = 0 – for instance, if S = Speck – then the class [Ω] lies
in the second term F2H
2
DR(X/S) of the conjugate filtration.
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Proof. As we have noted in the definition of the restricted quantized alge-
bras, setting
x[p] = xp −
1
hp−1
s(x)
gives a restricted quantized algebra structure on the sheaf Oh. Reducing
modulo h, we obtain a restricted Poisson structure on the quotient Oh/h ∼=
OX . Compatibility condition (1.8) insures that this structure is compatible
with the restricted Poisson structure on OS given by K. We can now apply
Theorem 1.11 (i) and Theorem 1.12, and the only thing that remains to be
proved is that the quantization Oh is central. Indeed, the splitting map s
induces a map s : OpX⊗Bp Bh → Zh, which reduces to O
p
X⊗Bp B → Zh/h ⊂
Z modulo h. But by Lemma 1.10 the composition OpX ⊗Bp B
∼= O
p
X/S → Z
is an isomorphism. Therefore Zh/h ∼= Z. 
Remark 1.14. The conditions C([Ω]) = 0 and furthermore C1([Ω]) = 0 are
not very natural for projective symplectic manifolds such as surfaces of type
K3 and abelian varieties of even dimension. At least for abelian varieties,
a more natural condition is C([Ω]) = [Ω]. It would be very interesting to
develop a parallel theory for symplectic manifolds of this type. We do not
know what should replace the condition C1([Ω]) = 0.
1.4 Quantizations. We now turn to existence results for quantizations.
We change our point of view: we assume from now on that the base scheme
S is local, we replace X/S with its special fiber, and we incorporate both
quantizations and the family X/S into a single multi-parameter partially
non-commutative deformation of the structure sheaf. To package the data,
we introduce the following.
Definition 1.15. A quantization base is a commutative Noetherian com-
plete local k[[h]]-algebra B with maximal ideal mB ⊂ B, h ∈ mB , k ∼= B/mB
equipped with a map K : B → B(1) such that setting b[p] = K(b) for any
b ∈ B turns B into a restricted quantized algebra (with trivial bracket).
Assume given a symplectic manifold X/k, and a quantization base B
with maximal ideal mB ⊂ B. By a B-quantization O
B of the manifold X
we will understand a sheaf OB of restricted quantized flat B-algebras on X
equipped with a restricted Poisson isomorphism isomorphism OB/mBO
B ∼=
OX . In other words, O
B is equipped with a central restricted quantized map
B → H0(X,OB), OB with the induced B-module structure is flat over B,
and the quotient OB/mBO
B is identified with OX . In the case B = k[[h]],
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this reduces to Definition 1.4, so that a k[[h]]-quantization is the same as
a Frobenius-constant quantization. Another basic example is B = k; a k-
quantization is the same as a restricted structure on the Poisson scheme
X. We will say that a B-quantization OB is regular if for any local section
f ∈ H0(U,OB) whose reduction f ∈ H0(U,OX) mod mB satisfies f
p
= 0,
we have fp = hp−1f [p]. As before, this condition is automatic if X/k is
reduced.
We construct quantizations by induction, going step-by-step through a
sequence of extensions of the quantization base. To make this precise, we
say that by an extension 〈B, I ⊂ B〉 of a quantization base B0 we will
understand a quantization base B equipped with a (restricted) ideal I ⊂ B
and an isomorphism B/I ∼= B0. We will say that an extension 〈B, I〉 is small
if the ideal I ⊂ B is annihilated by mB . For example, for any quantization
base B and any integer n, the quotient B/mn+1B is a small extension of the
quotient B/mnB.
Our main result gives the induction step – we describe in detail how to
prolong a quantization over a small extension of its base. Namely, by a small
Dieudonne´ module over k we will understand a vector space I equipped with
a p-linear map KI : I → I, KI(av) = a
pKI(v) for any a ∈ k, v ∈ I (for a
reader familiar with the notion of a Dieudonne´ module, we note that “small”
here means that the map V is trivial, V = 0, and we take F = K). We note
that for any small extension 〈B, I〉, the ideal I carries a natural structure
of a small Dieudonne´ module: we set KI(x) = x
[p].
Definition 1.16. Let X/k be a symplectic manifold, and assume given a
small Dieudonne´ module I over k. By
H〈I〉 ⊂ Fr∗Ω
1
cl ⊗k I
we will denote the sheaf of closed I-valued 1-forms α onX satisfying C1(α) =
KI(α).
Remark 1.17. We note that unless KI = 0, the sheaf H〈I〉 is not a sheaf
of O
[p]
X -modules. Indeed, the Cartier map C
1 is O
[p]
X -linear, but the map KI
is not: we have KI(fα) = f
pKI(α).
Proposition 1.18. Assume given a small extension 〈B, I〉 of a quantization
base B0, and a regular B0-quantization Oh of a symplectic manifold X/k.
Denote by Q(B,Oh) the set of isomorphism classes of all B-quantizations O
′
h
of X/k equipped with an isomorphism O′h/I
∼= Oh. Then the set Q(B,Oh)
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is described by the e´tale cohomology of the sheaf H〈I〉 on X in the following
way:
(i) There exists a canonical obstruction class c(Oh) ∈ H
2
et(X,H〈I〉) such
that Q(B,Oh) is non-empty if and only if c(Oh) = 0.
(ii) If the set Q(B,Oh) is not empty, then it has a natural structure of a
torsor over the group H1et(X,H〈I〉).
This Proposition is proved in Subsection 4.2 on page 38. As usual,
one can give a more precise result which also describes the category of the
quantizations O′h and its gerb structure; we do not do this to save space.
Our second result is somewhat surprising.
Proposition 1.19. In the assumptions of Proposition 1.18, assume in ad-
dition that B0 = k, so that I = mB and B is an arbitrary quantization
base with m2B = 0. Assume also given a restricted structure on the Poisson
scheme X/k, so that OX becomes a k-quantization. Then the obstruction
class c(OX ) tautologically vanishes, and the torsor Q(B,OX) is trivial: we
have a natural identification
Q(B,OX) ∼= H
1(X,H〈mB〉).
The proof is also in Subsection 4.2, on page 38. To get a feeling for
what Proposition 1.18 and Proposition 1.19 mean in practice, we need to
get a handle on the sheaves H〈V 〉. Specifically, we need one particular case:
V = k is one-dimensional, and K : V → V is given by K(a) = apλ for some
constant λ ∈ k. We denote this Dieudonne´ module by k〈λ〉, and we denote
the corresponding sheaf by H〈λ〉. If λ = 0, then H = H〈0〉 is the sheaf of
closed 1-forms α on X with C1(α) = 0 – in other words, the sheaf of exact
1-forms. Thus we have a short exact sequence
(1.10) 0 −−−−→ OpX −−−−→ OX −−−−→ H −−−−→ 0.
The right-hand side map is the de Rham differential, and the left-hand side
map is the Frobenius map on X. If λ = 1, then Hlog = H〈1〉 is the sheaf of
closed 1-forms with C1(α) = α. It is well-known that these are of the form
α = df/f , where f is an invertible function on X. Thus we have a short
exact sequence
(1.11) 0 −−−−→
(
OpX
)∗
−−−−→ O∗X −−−−→ Hlog −−−−→ 0.
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This is a version of the Kummer exact sequence. The map on the right-
hand side is the d log-map, f 7→ df/f , and the map on the left-hand side is
again the Frobenius, which for the multiplicative group O∗X means just the
multiplication by p.
Remark 1.20. Both (1.10) and (1.11) are examples of a more general con-
struction. The category of small Dieudonne´ modules is equivalent to the
category of algebraic groups over k annihilated by p (see e.g. [D]). Alge-
braic groups over k are the same as groups sheaves on Spec k in flat topology;
by pullback, an algebraic group G defines a sheaf G on X in flat topology. If
we denote by ρ the natural map from X with flat topology to X with e´tale
topology, then Riρ∗G = 0 unless i = 1. And if G = GI corresponds to a
Dieudonne´ module V , then R1ρ∗G ∼= H〈I〉. The sequence (1.10) computes
this higher direct image for k〈0〉 (which corresponds to the group of points
of order p in Ga), while (1.11) corresponds to k〈1〉 (the group of points of
order p in Gm). The reader can find more details, for instance, in [M, III,
§4].
Unfortunately, we cannot say anything about the obstruction class c(Oh)
in Proposition 1.18 (i); to get results, we have to kill it off by imposing a
condition on the symplectic manifold X.
Definition 1.21. A scheme X is called admissible if it is reduced, and the
Frobenius map Fr : H i(X [p],O
[p]
X )→ H
i(X,OX ) is bijective for i = 1, 2, 3.
By the cohomology long exact sequence associated to (1.10), we see that
an admissible scheme X satisfies
H1(X,H) ∼= H2(X,H) = 0.
The sheaf H is in fact a coherent sheaf of OpX-modules, so its cohomology
is the same in all topologies one might want to use, including the Zariski
topology. We note that the admissibility condition always holds if X is
reduced, projective and ordinary over S = Spec k, or if for some reason
H i(X,OX ) = 0 for i = 1, 2, 3 (by the Grauert-Riemenschneider Theorem,
this is always the case when X is projective over an affine Y and lifts to a
smooth manifold over the ring W2(k) of second Witt vectors of the field k).
We can now deduce existence results for quantizations of admissible sym-
plectic manifolds.
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Proposition 1.22. Let X/k be an admissible symplectic manifold equipped
with a restricted structure, and let B be a quantization base with max-
imal ideal mB ⊂ B. Then the set Q(B,X) of isomorphism classes of
regular B-quantizations OB of X equipped with a restricted Poisson iso-
morphism OB/mB ∼= OX is naturally identified with the cohomology group
H1et(X,H〈mB/m
2
B〉).
Proof. Filter the local algebra B by powers of the maximal ideal mB , and
denote Bn = B/m
n+1
B . Then Bn+1 is a small extension of Bn, with ideal
I = mn+1B /m
n+2
B . However, it immediately follows from Definition 1.9 that
whenever n ≥ 1, for every b ∈ mn+1B ⊂ B we have b
[p] ∈ mn+2B ⊂ B. Therefore
the map K : I → I given by the restricted structure is trivial for n ≥ 1.
By Proposition 1.18, we conclude that every regular B1-quantization of X
extends uniquely to a B-quantization. It remains to notice that B1 = B/m
2
B
satisfies the assumptions of Proposition 1.19. 
Theorem 1.23. Assume given a quantization base B and a symplectic ma-
nifold X/S over S = Spec(B/hB) such that the special fiber Xo = X/mB is
admissible. Assume also given a restricted structure on the Poisson scheme
X/S compatible with the natural restricted structure on B/hB. Then this
restricted structure extends to a regular Frobenius-constant quantization of
X compatible with the restricted structure on B as in (1.8). Moreover, the
set Q(B,OX) of isomorphism classes of all such quantizations is naturally
a torsor over the group H1et(X,Hlog).
Proof. Consider the sets Q(B,Xo), Q((B/hB),Xo) of isomorphism classes
of all regular B-quantizations, resp. (B/hB)-quantization of the restricted
Poisson scheme Xo. Equivalently, Q((B/hB),Xo) is the set of isomorphism
classes of restricted Poisson deformations X/S of Xo. Reduction modulo h
defines a map σ : Q(B,Xo)→ Q((B/hB),Xo).
The given family X/S defines a point p ∈ Q((B/hB),Xo), and we have
to prove that the preimage σ−1(p) ⊂ Q(B,Xo) is not empty and is a torsor
over H1(X,Hlog). Indeed, denote I = mB/m
2
B and I0 = mB/hB/m
2
B/hB . We
have a short exact sequence
(1.12) 0 −−−−→ h · k −−−−→ I −−−−→ I0 −−−−→ 0
of small Dieudonne´ modules, and Definition 1.9 implies in particular that
K(h) = h[p] = h, so that the module on the left-hand side is k〈1〉. Therefore
we have a short exact sequence of sheaves
(1.13) 0 −−−−→ Hlog −−−−→ H〈I〉 −−−−→ H〈I0〉 −−−−→ 0
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on X, and by Proposition 1.22, Q(B,Xo) and X((B/hB),Xo) are naturally
isomorphic to the first e´tale cohomology group of X with coefficients in the
second and the third term of (1.13). Thus to prove the claim, it suffices
to show that taking first cohomology preserves the exactness of (1.13). For
this it suffices to prove that (1.13) splits, and it further suffices to prove that
(1.12) splits. This is well-known: k〈1〉 is an injective object in the category
of small Dieudonne´ modules over k (see e.g. [DP]). 
Theorem 1.23 is analogous to [BK1, Theorem 1.8] in the characteristic
0 case. We note that in characteristic 0, one has to consider information
on all levels to obtain a full parameterization of quantizations. In positive
characteristic, we cannot really do it; we restrict our attention to Frobenius-
constant quantizations, impose a stronger admissibility condition, and ex-
tension to higher levels becomes automatic and unique. Unfortunately, if a
symplectic manifold X satisfying assumptions of Theorem 1.23 is projective
over k, then we must have [Ω] = 0, which is impossible. Therefore, as we
have already noted in Remark 1.14, our methods do not apply well enough to
projective symplectic manifolds such as surfaces of type K3. Most probably,
such manifolds do not admit Frobenius-constant quantizations at all.
Our final result concerns the particular case of Theorem 1.23 when B =
k[[h]], S = Spec k, so that X = Xo is itself admissible (in particular, it is
reduced, and we have X [p] = X(1)). In this case, the torsor in Theorem 1.23
is obviously split, so that we have a natural isomorphism
Q(k[[h]],X) ∼= H1et(X,Hlog).
In other words, every regular Frobenius-constant quantization Oh of X is
uniquely characterized by a cohomology class [Oh] ∈ H
1(X,Hlog). The
cohomology long exact sequence associated to (1.11) allows to give a more
precise description of the groupH1et(X,Hlog): we have a short exact sequence
0 −−−−→ Pic(X)/pPic(X) −−−−→ H1et(X,Hlog)
Br
−−−−→ Brp(X) −−−−→ 0,
where Pic(X) = H1et(X,O
∗
X) is the Picard group of X, and Brp(X) ⊂
H2et(X,O
∗
X ) is the p-torsion part of the Brauer group. By projection, the
characterizing class [Oh] ∈ H
1
et(X,Hlog) of every regular Frobenius-constant
quantization Oh of X gives a p-torsion element Br([Oh]) in the Brauer group.
This has the following interpretation in terms of quantizations. Consider
the scheme X̂ = SpecOpX [[h]]; this is essentially the completion of X
(1) ×
Spec k[[h]] along the special fiberX(1) ⊂ X(1)×Speck[[h]], but it exists as an
actual scheme over Spec k[[h]] rather than simply a formal scheme, so that
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the complement X = X̂ \X(1) is a well-defined scheme as well. Denote by
ρ : X → X(1) the projection. By [EGA, III, The´ore`me 5.4.5], the category
of coherent sheaves on X̂ is equivalent to the category of complete finitely
generated topological sheaves of OpX [[h]]-modules on X
(1). In particular,
any Frobenius-constant quantization Oh of X defines a coherent sheaf of
algebras on X̂.
Proposition 1.24. For any central quantization Oh of a symplectic man-
ifold X/S, the algebra Oh(h
−1) is a simple algebra over the localization
Zh(h
−1) of its center Zh. Moreover, assume that S = Spec k and that we
have H2(X,OX ) = 0. Then for any regular Frobenius constant quantization
Oh of X, the class of the Azumaya algebra Oh(h
−1) in the Brauer group
Br(X) is equal to the pullback ρ∗ Br([Oh]) of the projection Br([Oh]) of the
characterising class [Oh] ∈ H
1
et(X,Hlog).
This is proved in Subsection 4.2 on page 38. In particular, this means
that an admissible X/k has quantizations which give a split Azumaya alge-
bra on X .
1.5 Conjectures. We would like to finish the section with some specula-
tions motivated by Lemma 1.3. Namely, we propose the following.
Conjecture 1.25. Let B be a local commutative algebra over k with max-
imal ideal m ⊂ B, and let A˜ be a flat associative algebra over B such that
A = A˜/m is commutative. Then there exist a canonical subalgebra A˜p ⊂ A˜
such that A˜p is flat over Bp ⊂ B, the natural map A˜p ⊗Bp B → A˜ is
injective, and the quotient map A˜ → A induces an isomorphism between
A˜p/mp ∼= (A˜p ⊗Bp B)/m and A
p ⊂ A.
This conjecture does hold in the two extreme cases of commutative de-
formations A˜ (A˜p is the subalgebra generated by p-th powers) and of central
quantizations of symplectic affine manifolds (A˜p is the center of the alge-
bra A˜). Lemma 1.3 is Conjecture 1.25 for B = k[h]/hp−1 (in this case
Bp = k). Conjecture essentially says that even in the general case, Ap ⊂ A
does extend to a flat subalgebra in the whole A˜, possibly no longer central
nor commutative, and this flat deformation of Ap is moreover induced from
Bp ⊂ B.
If one thinks in terms of analogy between deformations and automor-
phisms, then Conjecture 1.25 is analogous to the fact that the automorphism
group AutA preserves Ap ⊂ A, and its induced action on Ap factors through
the Frobenius map of the natural group scheme structure. Of course, this
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analogy is flimsy at best, so that we have no really convincing reason to be-
lieve that the conjecture is true. If it is true, its proof might possibly involve
an extension of the restricted Lie algebra structure on vector fields to some
sort of structure on the whole Hochschild cohomology DG Lie algebra of a
commutative algebra A.
If one assumes Conjecture 1.25, then the natural generalization of Theo-
rem 1.23 would replace Frobenius-constant quantizations with all quantiza-
tions A˜ with prescribed algebra A˜p. Alternatively, one might want to study
quantizations such that A˜p ∼= A˜. The latter would correspond to the condi-
tion C(Ω) = Ω in Theorem 1.11, and as we noted in Remark 1.14, it seems
a more natural question for compact manifolds – such as even-dimensional
abelian varieties, or surfaces of type K3.
2 Poisson structures.
2.1 Central quantizations. The goal of this Section is to prove Theo-
rem 1.11 and Theorem 1.12. We start with some preliminaries on differential
geometry in positive characteristic.
Let B be a Noetherian commutative algebra over the field k, and let
A be a flat quasiregular commutative algebra over B. Denote by A[p] =
Ap ⊗Bp B ⊂ A the B-subalgebra generated by p-th powers of elements in
A; the algebra A[p] is a quotient of the pullback A⊗FrB B of the algebra A
with respect to the Frobenius map FrB : B → B, and the Frobenius map
FrA : A → A factors through a natural map map FrA[p] : A → A
[p]. Denote
by Ω
q
(A) = Λ
q
Ω1(A/B) the modules of differential forms on A/B, and
denote by Ω
q
cl(A) ⊂ Ω
q
(A) the subspaces of closed forms. Denote Ω
q
[p](A) =
Ω
q
(A/B) ⊗Fr
A[p]
A[p], and denote by C q : Ω
q
cl(A) → Ω
q
[p](A) the A
[p]-linear
Cartier operations.
Consider the module T (A) = T (A/B) of B-linear derivations of the
algebra A (in geometric language, these are relative vector fields on SpecA
over SpecB). It is a flat A-module and a Lie algebra; moreover, for any
derivation ξ : A→ A, its p-th power ξp : A→ A is also a derivation, so that
T (A) is a restricted Lie algebra. The Lie algebra T (A) acts on Ω
q
(A) by the
Lie derivative, and we will denote the action of a vector field ξ ∈ T (A) by
ad ξ : Ω
q
(A)→ Ω
q
(A).
We note that by extension of scalars every differential form α ∈ Ωl(A)
on A/B induces a form Fr∗
A[p]
α ∈ Ωl[p](A). In particular, a function f ∈ A
is a differential form of degree 0, and we have Fr∗
A[p]
f = fp ∈ Ap. Again
by extension of scalars, every vector field ξ ∈ T (A) induces a contraction
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operation α 7→ α y ξ, Ω
q+1
[p] (A)→ Ω
q
[p](A).
We will need one fact on the relation between Cartier operations and
the restricted Lie algebra structure on T (A). Namely, for any vector field
ξ ∈ T (A) define an operation i
[p]
ξ : Ω
q+1(A)→ Ω
q
(A) by
i
[p]
ξ (α) = ξ
[p] yα− (ad ξ)p−1(ξ yα).
By the Cartan homotopy formula, the operation i
[p]
ξ commutes with the de
Rham differential, so that it induces an operation on the de Rham cohomol-
ogy groups H
q
DR(A)
∼= Ω
q
(Ap).
Lemma 2.1. For every closed form α ∈ Ω
q
cl(A) we have
(2.1) C
q−1
(
i
[p]
ξ (α)
)
= C
q
(α) y ξ.
Proof. Both sides are additive and Ap-linear with respect to α. Moreover,
for any closed forms α, β we have
(ξ yα) ∧ ad ξ(β) = (−1)deg α ad ξ(α) ∧ (ξ y β)− d((ξ yα) ∧ (ξ y β);
therefore
i
[p]
ξ (α ∧ β)− i
p
ξα ∧ β + α ∧ i
p
ξβ =
=
p−2∑
i=1
(
p− 1
i
)
(ξ y (ad ξ)iα) ∧ (ad ξ)p−1−iβ
+ (−1)deg α
p−2∑
i=1
(
p− 1
i
)
(ad ξ)iα ∧ (ξ y (ad ξ)p−1−iβ)
=
p−2∑
i=1
((
p− 1
i
)
+
(
p− 1
i+ 1
))
(ξ y (ad ξ)iα) ∧ (ad ξ)p−1−iβ
+ d((ad ξ)p−2((ξ yα) ∧ (ξ y β))
= d((ad ξ)p−2((ξ yα) ∧ (ξ y β)),
which implies that the map H
q+1
DR (A)→ H
q
DR(A) induced by i
[p]
ξ is a deriva-
tion with respect to the algebra structure on H
q
DR. Thus it suffices to prove
(2.1) for forms α of degree 1. Let α be such a form, consider the connection
∇ = d + α on the A-module A, and denote by f : A → A multiplica-
tion by α y ξ. By definition of the Cartier operator, C1(α) − Fr∗
A[p]
α is the
p-curvature of the connection ∇; in other words, we have
(∇ξ)
p = ∇ξ[p] +C
1(α) y ξ − Fr∗
A[p]
(α y ξ) = ∇ξ[p] + C
1(α) y ξ − fp.
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Since ∇ξ = ξ + f , (2.1) is therefore equivalent to
(ξ + f)p = ξp + α y ξ[p] + fp − i
[p]
ξ (α).
This immediately follows from Lemma 1.6: take x = ξ, y = f , and consider
the Lie algebra L of differential operators A → A of order ≤ 1 with the
natural filtration by order (inverted and shifted by 1). 
Assume now that the quasiregular algebra A/B is equipped with a non-
degenerate closed 2-form Ω ∈ Ω2cl(A). As in characteristic 0, the form Ω
induces a B-linear Poisson bracket on the algebra A. This structure is
non-degenerate in the sense that the Poisson bivector Θ ∈ Λ2(T (A)) is
a non-degenerate bilinear form on the A-module Ω1(A); conversely, every
non-degenerate B-linear Poisson bracket on A comes from a symplectic form.
For any f ∈ A we denote the derivation a 7→ {a, f} by Hf ; explicitly, we
have Hf yΩ = da. Vector fields Hf are called Hamiltonian and form a Lie
subalgebra H(A) ⊂ T (A) in the Lie algebra T (A).
Corollary 2.2. The subalgebra H(A) is closed under the restricted Lie al-
gebra structure if and only if C2(Ω) = 0.
Proof. By definition, for any f ∈ A we have C1(Hf yΩ) = C
1(df) = 0.
Lemma 2.1 yields
C1(H
[p]
f
yΩ) = H
(1)
f
yC2(Ω).
The vector fieldH
[p]
f is Hamiltonian if and only if the left-hand side vanishes;
therefore H(A) ⊂ T (A) is closed under the restricted Lie algebra structure if
and only if the right-hand side vanishes for any f . Since Ω is non-degenerate,
Hamiltonian vector fields generate T (A) as an A-module, so that this is
possible if and only if C2(Ω) = 0. 
The proof of Theorem 1.11. All claims are local, therefore we can assume
that X = SpecA and S = SpecB are affine. Then equivalence between
(i) and (ii) becomes Corollary 2.2. To prove the second claim, we can as-
sume that we are given a quasiregular B-algebra A equipped with a non-
degenerate closed 2-form Ω ∈ Ω2cl(A), and its quantization Ah such that the
center Zh ⊂ Ah satisfies Zh/h ∼= Z ⊂ A. Moreover, by Lemma 1.10 the
Poisson center Z ⊂ A coincides with the subalgebra A[p] ⊂ A. Consider
the quotient Ah/h
p, take an element f ∈ A and lift fp ∈ A[p] to an element
f˜p ∈ Zh. By Lemma 1.3 we have
f˜p = fp + f1h+ · · ·+ fp−2h
p−2 + ghp−1 mod hp
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for some f1, . . . , fp−2 ∈ A
[p] and g ∈ A. By (1.1), [fi, y] is divisible by h
p−1
for all fi and any y ∈ A, and the same is true for f
p. On the other hand,
since f˜p is central, we have [f˜p, y] = 0; reducing this modulo hp+1, we obtain
(ad f)p(y) + [g, y]hp−1 = 0 mod hp+1,
which further reduces to H
[p]
f (y) = Hg(y) and H
[p]
f = Hg. This finishes the
proof. 
2.2 Conformal derivations. Having proved Theorem 1.11, we now pro-
ceed to Theorem 1.12.
Definition 2.3. Assume given a Poisson algebra A/k and a constant λ ∈ k.
A conformal derivation ξ of the algebra A with weight λ is a k-linear map
ξ : A→ A which is a derivation with respect to the multiplication in A and
satisfies
(2.2) ξ({x, y}) = {ξ(x), y} + {x, ξ(y)} − λ{x, y}.
A conformal derivation of weight 0 is just a Poisson derivation, in par-
ticular, all Hamiltonian derivations are conformal of weight 0.
Lemma 2.4. Assume given a Poisson algebra A/k and a conformal deriva-
tion ξ : A → A of some weight λ ∈ k. Then for any two elements x, y ∈ A
we have
(2.3)
ξ(L(x, y)) = λL(x, y) + ad(x+ y)p−1(ξ(x+ y))
− ad(x)p−1(ξ(x)) − ad(y)p−1(ξ(y)),
ξ(P (x, y)) = λP (x, y) + ad(xy)p−1(ξ(xy))
− xp ad(y)p−1(ξ(y)) − yp ad(x)p−1(ξ(x)),
where we denote ad(z)(w) = {z, w}.
Proof. We pass to the universal situation. Consider the algebra Q
q
(x, y, z)
of quantized polynomials in three variables x, y, z. By definition, the local-
ization algebra Q
q
(x, y, z)(h−1) is just the free associative k[h, h−1]-algebra
generated by x, y and z; therefore there exists a unique derivation e :
Q
q
(x, y, z)(h−1)→ Q
q
(x, y, z)(h−1) which annihilates x, y and z and satisfies
e(h) = λh. This derivation obviously preserves the subalgebra Q
q
(x, y, z) ⊂
Q
q
(x, y, z)(h−1). Consider the derivation ξ = e + ad(z) of the algebra
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Q
q
(x, y, z). Define a grading on Q
q
(x, y, z) by setting degx = deg y =
deg h = 0, deg z = 1, and let Q˜
q
(x, y) its the component of degree 0. The
derivation ξ and the quantized algebra structure are compatible with the
grading and restrict to Q˜
q
(x, y) ⊂ Q
q
(x, y, z).
The quotient Q
q
(x, y) = Q˜
q
(x, y)/h of the algebra Q˜
q
(x, y) is a Poisson
algebra equipped with a derivation ξ, and since e(h) = λh, the derivation ξ
is conformal of weight λ. It is easy to check that the Poisson algebra Q
q
(x, y)
is freely generated by ξl(x) and ξl(y), l ≥ 0. Therefore for any two elements
x, y ∈ A in a Poisson algebra A equipped with a conformal derivation ξ of
weight λ, there exists a unique Poisson map s : Q
q
(x, y)→ A which sends x
to x, y to y, and satisfies w(ξ(a)) = ξ(w(a)) for any a ∈ Q
q
(x, y).
We conclude that it suffices to prove the claim for A = Q
q
(x, y). More-
over, it even suffices to prove it for the quantized subalgebra Q˜
q
(x, y) ⊂
Q
q
(x, y, z). But since the algebra Q
q
(x, y, z) has no h-torsion, we may mul-
tiply both sides of (2.3) by hp−1; both equations then immediately follow
from (1.1) and (1.3). 
2.3 Restricted Poisson structures. Return to the notation of Subsec-
tion 2.1: A is a quasiregular algebra over B with a non-degenerate B-linear
Poisson structure induced by a symplectic form Ω ∈ Ω2(A). By Lemma 1.10,
the subalgebra A[p] ⊂ A is the Poisson center of the algebra A.
Lemma 2.5. Assume given a restricted structure on the Poisson algebra A.
Then a Poisson derivation ξ ∈ T (A) is Hamiltonian if and only if we have
(2.4) ξ(a[p]) = ad(a)p−1(ξ(a))
for any a ∈ A.
Proof. Since ξ is Poisson, the 1-form β = ξ yΩ is closed, C1(β) is well-
defined, and ξ is Hamiltonian if and only if C1(β) = 0. Since Hamiltonian
vector fields generate the A-module T (A) = T (A/B), this holds if and only
if
H(1)a yC
1(β) = 0
for any Hamiltonian vector fieldHa, a ∈ A. By Lemma 2.1, this is equivalent
to
C0
(
i
[p]
Ha
(β)
)
= 0,
and since the Cartier operation C0 is injective, this reduces to i
[p]
Ha
(β) = 0,
which by definition exactly means (2.4). 
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Proposition 2.6. Assume given a conformal derivation ξ : A → A of
weight λ of a Poisson algebra A.
(i) For any restricted structure on A, the map κ : A→ A given by
(2.5) κ(a) = (ξ − λ id)(a[p])− ad(a)p−1(ξ(a))
is a Frobenius-derivation of the algebra A with values in the Poisson
center A[p] ⊂ A.
(ii) If λ = 1, then every Frobenius-derivation κ : A→ A[p] ⊂ A is given by
(2.5) for a unique restricted structure on the Poisson algebra A.
Proof. To prove (i), we apply (2.3) and deduce that κ(a+ b) = κ(a) + κ(b)
and κ(ab) = apκ(b) + bpκ(a). Moreover, for any a, b ∈ A we have
{κ(a), b} = ξ({a[p], b})− {a[p], ξ(b)} − [ξ,H [p]a ](b)
= ξ(H [p]a (b)) −H
[p]
a (ξ(b)) − [ξ,H
[p]
a ](b) = 0,
so that κ(a) indeed lies in the Poisson center A[p] ⊂ A.
To prove (ii), denote α = ξ yΩ. By the Cartan Homotopy formula,
dα = λΩ, and (2.5) can be rewritten as
a[p] = i
[p]
Ha
α− κ(a).
Therefore the map a 7→ a[p] is indeed uniquely defined by ξ and κ, and we
have to prove that it satisfies (1.4), (1.5), and (1.6). The equation (1.4) is
immediate: since dκ(a) = 0, we have da[p] = di
[p]
Ha
α = H
[p]
a yΩ. To prove the
rest, note that any function f ∈ A which commutes with all Hamiltonian
derivations lies in the Poisson center A[p] ⊂ A. For such a function, we have
ξ(f) = 0 and (ξ− id)(f) = −f . Therefore it suffices to prove both (1.5) and
(1.6) after applying to both sides the map (ξ − id) and the maps Ha for all
a ∈ A. Both equations then immediately follow from (2.5) and (2.3). 
Proof of Theorem 1.12. The claim is local in Zariski topology, so that we
can assume that S = SpecB and X = SpecA are affine, with A quasireg-
ular over B. We are given a Frobenius-derivation K : B → B, and we
have to establish a bijection between the set of all restricted structures on
the Poisson algebra A which are compatible with K : B → B and the set
of all isomorphisms between Ω1[p](A)-torsors C
1
∗ [MΩ] and Fr
∗
A[p]
Ω y [θK ]. By
the Cartan Homotopy formula, sections of the torsor [MΩ] correspond to
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conformal derivations ξ : A → A of weight 1. By Proposition 2.6 (i), ev-
ery restricted structure on A induces a map from the set of all conformal
derivations ξ : A → A of weight 1 to the set of all Frobenius-derivations
κ : A→ A[p] ⊂ A. It immediately follows from (2.5) that no matter what ξ
one takes, a restricted structure is compatible with K : B → B if and only
if the corresponding κ : A→ A[p] ⊂ A is equal to K on B ⊂ A.
But the B-modules of B-linear Frobenius derivations A → A[p] ⊂ A is
naturally identified with Ω1[p](A) by ξ 7→ Fr
∗
A[p]
Ω y ξ. Therefore the torsor
Fr∗
A[p]
Ω y [θK ] is naturally identifies with the set of all Frobenius-derivations
κ : A→ A[p] ⊂ A which are equal to K on B ⊂ A.
In other words, a restricted structure is compatible with K if and only if
the correspondence ξ 7→ κ actually defines a map [MΩ] → Fr
∗
A[p]
Ω(1) y [θK ].
By Lemma 2.5, two conformal derivations give the same κ if and only if their
difference is a Hamiltonian derivation; by the Cartan Homotopy Formula,
this means that this map actually factors through the quotient C1∗ [MΩ] =
[MΩ]/d(A) and gives an isomorphism C
1
∗ [MΩ]
∼= Ω(1) y [θK ]. Finally, by
Proposition 2.6 (ii), every such isomorphism comes from a unique restricted
structure on A compatible with K : B → B. 
Remark 2.7. Informally, the situation can be described as follows. There
are three natural Ω1[p](A)-torsors associated to A/B and K : B → B. Firstly,
there is a torsor of all B-linear conformal derivations of weight 1, consid-
ered modulo Hamiltonian derivations. This torsor does not depend on K.
Secondly, there is the torsor Fr∗
A[p]
Ω y [θK ], which is identified with the set
of all Frobenius-derivations A→ A[p] ⊂ A which are equal to K on B ⊂ A.
This torsor, in spite of notation, does not depend on the symplectic form
Ω. Finally, there is the set of restricted structures on A compatible with
K : B → B, and this set is also a torsor over Ω1
A[p]
– recall (page 9, re-
marks after Definition 1.9) that the difference of two restricted structures is
a Frobenius-derivation A → A with values in the Poisson center A[p] ⊂ A.
Proposition 2.6 shows that the sum of these three torsors is canonically triv-
ialized. Therefore giving an element in one of them is equivalent to giving
an isomorphism between the other two.
3 Local theory.
To proceed further, we need to study symplectic manifolds and their quan-
tizations locally. In characteristic 0, “locally” means at best “in the formal
neighborhood of a point”. In positive characteristic, we can do better and
27
replace a regular complete local algebra A′ with its quotient A = A′/m[p] ·A′
by the p-th powers of elements in the maximal ideal m ⊂ A′. The algebra
A is a finite-dimensional local Artin algebra over k, and it is quasiregular.
The goal of this section is to prove Proposition 1.18 and Proposition 1.19 –
or rather, more precise versions of them which take account of the category
structure – for X = SpecA.
3.1 Differential geometry. Fix a finite-dimensional vector spaceW over
k. Consider the algebra A = k[[W ∗]]/m[p], where m[p] ⊂ k[[W ∗]] is the ideal
generated by ap for all a in the augmentation ideal m ⊂ k[[W ∗]]. Then A is
a finite-dimensional local algebra over k, of rank pdimW , with maximal ideal
m ⊂ A. Moreover, the algebra A is quasiregular: the module T (A) ∼=W ⊗A
of derivations of the algebra A is a free A-module generated by the vector
space W . Analogously, for every k ≥ 0, the module Ωk(A) ∼= Λk(W ∗)⊗A of
k-forms on A is a free A-module generated by Λk(W ∗). The algebra T (A)
is a restricted Lie algebra; the Cartier operations Ck induce graded ring
isomorphisms HkDR(A)
∼= Ωk[p](A)
∼= Λk(W ∗(1)).
The group AutA of all automorphisms of the algebra A has a natural
structure of a quasiregular group scheme over k, with Lie algebra T (A). The
subgroup (AutA)0 ⊂ AutA of all automorphisms that preserve m ⊂ A is a
regular group scheme with Lie algebra T (A)0 = W ⊗ m ⊂ W ⊗ A ∼= T (A).
The quotient homogeneous space (AutA)/(AutA)0 is naturally identified
with SpecA.
Assume that A is equipped with a non-degenerate closed 2-form Ω ∈
Ω2(A) (in particular, W is even-dimensional). The form Ω defines a Poisson
structure on the algebra A and the subalgebra H(A) ⊂ T (A) of Hamiltonian
vector fields. We record the following obvious facts.
Lemma 3.1. The only Poisson ideals in A are 0 and A itself.
Proof. Since A is local, any proper ideal I ⊂ A lies in mk for some k; but
since Hamiltonian vector fields generate T (A) as an A-module, the ideal I
must be preserved by all derivations of the algebra A. An easy induction on
k shows that this is possible only for I = 0. 
Lemma 3.2. For any quantization Ah of the algebra A, the algebra Ah(h
−1)
is an Azumaya algebra over the Laurent power series field k((h)).
Proof. By Lemma 1.10, the Poisson center of the algebra A is k ⊂ A;
therefore the algebra Ah(h
−1) is central, and it remains to prove that it
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is a simple algebra. Indeed, let I ⊂ Ah(h
−1) be a two-sided ideal. Then
I0 = I ∩ Ah is a two-sided ideal in Ah ⊂ Ah(h
−1), and I = I0(h
−1). We
further note that by definition, I0/h ⊂ A is a Poisson ideal in A. By
Lemma 3.1, this means that either I0/h = 0 or I0/h = A. By the Nakayama
Lemma, this implies that I0 = 0 or I0 = Ah, which in turn yields I = 0 or
I = Ah(h
−1). 
Assume now that we are given a local Artin k-algebra B equipped with a
Frobenius-derivationK : B → B, and assume that the Poisson algebra A⊗B
over B is equipped with a restricted structure compatible with K. Denote
by Aut(A)B the algebraic group of all B-linear automorphisms of the algebra
A⊗B; it is obtained from Aut(A) by the Weil restriction of scalars from B to
k. The subgroup GB ⊂ Aut(A ⊗B/B) of automorphisms that preserve the
(relative) symplectic form and the restricted structure inherits a structure
of an algebraic group. We also have the subgroup Aut(A)B0 ⊂ Aut(A)
B
of automorphisms that preserve the maximal ideal in A ⊗ B; denote the
intersection Aut(A)B0 ∩ G
B ⊂ Aut(A)B by G0B .
Lemma 3.3. A B-linear derivation ξ : A ⊗ B → A ⊗ B lies in the Lie
algebra of the subgroup GB if and only if it is Hamiltonian, ξ = Hf for some
f ∈ A⊗B.
Proof. To compute the Lie algebra of GB , consider the dual numbers algebra
k〈ε〉 = k[ε]/ε2. By definition, a derivation ξ comes from the Lie algebra
of GB if and only if 1 + ξε : A ⊗ B〈ε〉 → A ⊗ B〈ε〉 is compatible with
the symplectic form and the restricted structure. Compatibility with the
symplectic form means that ξ is a Poisson derivation. Compatibility with
the restricted structure reads as
a[p] + ξ(a[p])ε = (a+ ξ(a)ε)[p]
= a[p] + L(a, ξ(a)ε) + ξ(a)[p]εp + ξ(a)pε[p] + P (ξ(a), ε)
for any a ∈ A ⊗ B. By definition, εp = ε[p] = 0; moreover, since {−, ε}
vanishes tautologically, we have P (ξ(a), ε) = 0. Therefore only the first two
terms in the right-hand side are possibly non-trivial. Applying Lemma 1.6
to A ⊗ B · ε ⊂ A ⊗ B〈ε〉, we see that this is equivalent to (2.4), which by
Lemma 2.5 holds if and only if ξ is Hamiltonian. 
Proposition 3.4. Assume given an Artin k-algebra B and a Frobenius-
derivation K : B → B. Then all the non-degenerate restricted Poisson
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structures on the algebra A⊗ B over B compatible with K are isomorphic.
Moreover, the group GB0 ⊂ Aut(A)
B is a regular algebraic group.
Proof. The set R of all non-degenerate restricted Poisson structures on
A ⊗ B over B has a natural structure of an algebraic variety, and this
variety is irreducible. Indeed, forgetting the restricted structure defines a
map R → U ⊂ Ω2(A ⊗ B)ex onto the set U of all non-degenerate B-linear
Poisson structures on A⊗B which admit a restricted power operation, and
by Theorem 1.11 the set U is an open subset in the affine space of exact
relative 2-forms on A⊗B over B; on the other hand, by Theorem 1.12 R is
an affine torsor over U (with respect to Ω1[p](A⊗B) considered as an additive
algebraic group). Now, the group Aut(A)B0 acts on R, and we have to show
that this action is transitive. Since U is irreducible, it suffices to show that
the orbit Aut(A)B0 · r of any point r ∈ R is the whole R. But by definition
the stabilizer of a point r ∈ R is GB0 , the automorphism group of A⊗B with
the corresponding restricted Poisson structure. Therefore
(3.1)
dimR ≥ dimAut(A)B0 · r = dimAut(A)
B
0 − dimG
B
0
≥ dimAut(A)B0 − dimH0(A⊗B),
where H0(A⊗B) is the Lie algebra of the group G
B
0 – which by Lemma 3.3
coincides with the Lie algebra of Hamiltonian vector fields on A⊗B preserv-
ing the maximal ideal. But dimR = dimU + dimΩ1[p](A⊗B) = dimΩ
2
ex(A⊗
B) + dimH1(Ω
q
(A⊗ B)) = dimΩ1(A⊗B)− dimΩ1ex(A⊗B), while on the
other hand, dimAut(A)B0 −dimH0(A⊗B) = dimT (A⊗B)−dimH(A⊗B) =
dimΩ1(A⊗B)− dimΩ1ex(A⊗B). Therefore all the inequalities in (3.1) are
in fact equalities. This means, firstly, that dimR = dimAut(A)B0 · r, so the
both sets coincide, and secondly, that dimGB0 is the same as the dimension
of its Lie algebra, which means that the group G0B is regular. 
Remark 3.5. If B = k, this Proposition in particular implies that all sym-
plectic forms Ω ∈ Ω2(A) with C2(Ω) = 0 are isomorphic (every such form
admits a compatible restricted power operation by Theorem 1.12). Since
C2(Ω) is an obvious invariant of a symplectic form, this is the best replace-
ment for the Darboux Theorem one could hope for in characteristic > 0.
3.2 Quantizations. We can now prove Proposition 1.18 for X = SpecA.
Assume given a quantization base B0, a small extension I ⊂ B → B0, and
a B0-quantization A0 of the algebra A. Denote by mB ⊂ B the maximal
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ideal of the local k-algebra B. Consider the category Q(A0, B) of all reg-
ular B-quantizations AB of the algebra A equipped with an isomorphism
AB/IAB ∼= A0. (We remind the reader that a B-quantization AB is called
regular if and only if any a ∈ AB such that a
p = 0 mod mBAB satisfies
ap = hp−1a[p].)
Proposition 3.6. All objects in the category Q(A0, B) are isomorphic.
Proof. Assume first that B0 = k, so that I ⊂ B coincides with the maximal
ideal mB ⊂ B and satisfies m
2
B = 0. Assume also that h = 0, so that a
quantization AB ⊂ Q(A0, B) is a restricted Poisson algebra and a square-
zero extension of the restricted Poisson algebra A0 = A. We have to show
that AB ∼= A ⊗k B. Indeed, the algebra A is by definition generated by
k = dimW elements a1, . . . , ak ∈ A modulo the relations a
p
i = 0. Lift the
elements ai to elements a˜i ∈ AB; since the quantization AB is regular, we
still have a˜pi = h
p−1a˜
[p]
i = 0. This means that AB
∼= A⊗B as commutative
B-algebras. But by Proposition 3.4 all non-degenerate restricted Poisson
algebra structures on A⊗B are isomorphic. It remains to notice that since
AB/mB is isomorphic to the non-degenerate Poisson algebra A, the Poisson
structure on AB is also non-degenerate.
Consider now the general case. For any two algebras C1, C2 equipped
with surjective maps C1 → C, C2 → C to a third algebra C, denote by
C1⊕
CC2 their Baer sum – that is, the subalgebra in C1⊕C2 of elements with
the same image in C. Assume given two different regular B-quantizations
A1, A2 ∈ Q(A0, B). Let B
′ = B ⊕B0 B, and let A12 = A1 ⊕
A0 A2. The
algebra A12 is obviously a regular B
′-quantization of the algebra A. Let
p1 : B
′ = B ⊕B0 B → B be the projection onto the first summand, let
δ : B → B′ be the diagonal embedding, and let τ : B′ → B′′ be the natural
projection onto the quotient B′′ = B′/δ(mB). Then we obviously have
B′′ ∼= k ⊕ I, and the map p1 ⊕ τ : B
′ → B ⊕ B′′ identifies the algebra B′
with the Baer sum B ⊕k B′′. Under this identification, A12/(0 ⊕ I)A12 is
isomorphic to A1, A
′
12 = A12/(mB ⊕ 0)A12 is a regular B
′′-quantization of
the algebra A, and we have A12 = A1 ⊕
A0 A′12.
Now, we have I2 = 0 and h = 0 in the algebra B′′ = B′/δ(mB); therefore,
as we have proved already, A′12 must be isomorphic to A ⊗ B
′′ ∼= A ⊕ IA
as a restricted Poisson algebra. Therefore A12 ∼= A1 ⊕ IA as restricted
Poisson algebras. In particular, we have a restricted Poisson map A1 →
A12; composing it with the natural projection A12 → A2 gives the required
isomorphism A1 ∼= A2. 
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Corollary 3.7. Assume given A1 ∈ Q(A0, B), and consider the algebraic
group Aut(A1) of all B-linear automorphisms of the restricted quantized alge-
bra A1. Then the natural reduction map Aut(A1)→ Aut(A0) is a surjective
map of algebraic groups over k.
Proof. It suffices to prove that the map Aut(A1)(B
′) → Aut(A0)(B
′) of
groups of B′-points is surjective for any k-algebra B′. It is well-known
that it suffices to prove it when B′ is an arbitrary local Artin algebra, with
maximal ideal mB′ ⊂ B
′. By definition we have Aut(A1)(B
′) ∼= Aut(A1⊗B
′)
and Aut(A0)(B
′) ∼= Aut(A0 ⊗ B
′). Filtering I ⊗ B′ ⊂ B ⊗ B′ by ideals
I ⊗ mkB′ ⊂ I ⊗ B
′, we decompose the extension B ⊗ B′ → B0 ⊗ B
′ into a
series of small extensions. By induction, it suffices therefore to prove that
for any small extension, the reduction map is surjective on the groups of
points. In other words, we have to prove that any g ∈ Aut(A0) can be lifted
to an element g˜ ∈ Aut(A1).
Indeed, let A2 ∈ Q(A0, B) be the algebra A1 equipped with a different
map A1 → A0 – namely, the composition of the original one with the auto-
morphism g : A0 → A0. By Proposition 3.6, A1 and A2 are isomorphic in
Q(A0, B); the isomorphism is the desired lifting g˜ ∈ Aut(A1). 
As an application of Proposition 3.6, we can extend Proposition 3.4 to
the following uniqueness result.
Proposition 3.8. Assume given a quantization base B. There exists a
unique, up to an isomorphism, regular B-quantization AB of the Poisson
algebra A.
Proof. Uniqueness follows immediately by induction from Proposition 3.6.
Moreover, it suffices to prove existence for B = k[[h]]: for an arbitrary B,
we can take AB = Ak[[h]] ⊗k[[h]] B. But by Proposition 3.4 we can assume
that for some integer n, A is the commutative algebra over k generated by
x1, . . . , xn, yn, . . . , yn modulo the relations x
p
i = y
p
j = 0, and the symplectic
form Ω on A is given by
Ω = dx1 ∧ dy1 + · · ·+ dxn ∧ dyn.
Then a regular k[[h]]-quantization of the algebra A is given by the so-called
reduced Weyl algebra D, which is generated by x1, . . . , xn, y1, . . . , yn modulo
the relations
xixj − xjxi = yiyj − yjyi = 0,
xiyj − yjxi = δijh,
xpi = y
p
j = 0,
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where δij is the Kronecker delta symbol. It is immediately obvious that this
quantization is regular and Frobenius-constant (the splitting map s vanishes
on all the generators xi, yj). 
3.3 Automorphism groups. We finish this section with a more de-
tailed description of the automorphism groups of quantizations. By Propo-
sition 3.8, for any quantization base B there exists a unique regular B-
quantization of the algebra A; denote this B-quantization by AB . Denote
also by GB = Aut(AB) the algebraic group of all B-linear automorphisms of
the B-quantization AB. If B = k, we have G
k = H, the group of Hamiltonian
automorphisms of the restricted Poisson algebra A.
As in Subsection 1.4, for any small Dieudonne´ module I over k we denote
by H(A, I) the kernel of the map C1−Fr∗
A[p]
⊗KI : Ω
1
cl(A)⊗I → Ω
1
[p](A)⊗I,
so that we have an exact sequence
(3.2)
0 −−−−→ H(A, I) −−−−→ Ω1cl(A)⊗ I
C1−Fr∗
A[p]
⊗KI
−−−−−−−−−→ Ω1[p](A) ⊗ I −−−−→ 0
of algebraic groups over k (here we consider k-vector spaces Ω1cl(A)⊗ I and
Ω1[p](A) as additive algebraic groups, that is, we equip them with the scheme
structure of an affine space – so that both become sums of several copies
of Ga). Note that by definition the group H acts naturally on the middle
and the right-hand side term of this exact sequence, hence also on the group
H(A, I).
Remark 3.9. As in Remark 1.17, we note that the map Fr∗
A[p]
⊗KI is not
k-linear, but only k-semilinear. Therefore the commutative algebraic group
H(A, I) is not isomorphic to the sum of several copies of Ga. In fact, even
the group H(A, I)(k) of its k-valued points has no natural structure of a
k-vector space. However, the algebraic group H(A, I) is a regular scheme
over k.
Lemma 3.10. Assume given a quantization base B0 and a small extension
I ⊂ B → B0. Then the kernel of the surjective map G
B → GB0 is isomorphic
to the algebraic group H(A, I), and the conjugation action of GB0 on H(A, I)
is induced from the natural action of H on H(A, I) via the reduction map
GB0 → H.
Proof. As in the proof of Proposition 3.6, the general case immediately
reduces to the case B0 = k, mB = I, m
2
B = 0 and h = 0, so that AB is
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a restricted Poisson algebra over B. Simplify notation by setting K = KI .
For any k-algebra B′, the group H(A, I)(B′) is the subgroup in the group
of B′-linear Poisson derivations D : A ⊗ B′ → (A ⊗ I) ⊗ B′ spanned by
those derivations for which id⊕D : AB ⊗B
′ → AB ⊗B
′ is compatible with
restricted structures. This group of derivations coincides with Ω1cl(A)(B
′)
(unlike H(A, I)(B′), it is not only a group, but also a B′-module). We note
that for any Poisson derivation D : A ⊗ B′ → A ⊗ I ⊗ B′, the composition
K ◦D is a Frobenius derivation. By Theorem 1.12, a map is compatible with
a restricted structure if and only if it preserves the associated isomorphism
C1∗ [MΩ]
∼= Ω y [θK ].
We leave it to the reader to check that in terms of D, this can be rewritten
as
C1(Ω yD) = Ω y (K ◦D),
which coincides with (3.2). 
Lemma 3.11. Assume given a quantization base B with maximal ideal mB
such that m2B = 0. Then the natural surjective group homomorphism G
B →
H obtained by reduction mod mB admits a splitting H→ G
B.
Proof. If h = 0, so that AB is a Poisson algebra, the claim is obvious: H
naturally acts on AB = A⊗kB. Denote by B
′ the associated graded quotient
of the algebra B with respect to the h-adic filtration on B. We claim that
GB ∼= GB
′
.
Indeed, since k〈1〉 is injective in the category of small Dieudonne´ mod-
ules, there exists a splitting I = mB ∼= k · h⊕ (I/hI). Therefore there exists
a restricted algebra isomorphism B ∼= B′. Let ι : B → B be the involution
that fixes B/hB and sends h to −h, and let ι∗AoppB be the opposite algebra
to the B-quantization AB with the B-module structure twisted by ι, and
the same Poisson bracket and p-th power operation. Then it is easy to check
that ι∗AoppB is also a B-quantization of the algebra A. Moreover, since ι is
identical on B0 = B/k · h, both AB and ι
∗AoppB are objects in Q(A0, B),
where A0 = AB/A · h. By Proposition 3.8, there exists an isomorphism
ι : ι∗AoppB
∼= AB identical on the quotient A0. In other words, we have a
natural lifting ι : AB → AB of the map ι : B → B to an anti-multiplicative
map of restricted quantized algebras. The map ι2 : AB → AB is then an
automorphism of the algebra AB which is also identical on A0. Since ι
2 com-
mutes with ι, while ι is identical on A0 and equal to (− id) on A · h ⊂ AB ,
we must have ι2 = id, so that ι : AB → AB is an anti-involution. Taking its
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eigenspace decomposition, we obtain a vector space isomorphism AB ∼= A
′
B .
It is easy to check that this isomorphism is compatible with the Poisson
bracket and the p-th power operation, while the products in AB and A
′
B are
related by
a · b = ab+ h{a, b}
(here a · b is the product in AB , and ab is the product in A
′
B). We conclude
that every B-linear automorphism of the restricted quantized algebra AB
fixes the product in A′B
∼= AB , and vice versa. Therefore we indeed have
GB ∼= G
′
B. 
Remark 3.12. In the case when B = k[[h]] and AB = D, the reduced Weyl
algebra, it is easy to compute the successive quotients in the natural h-
adic filtration on G = GB directly, without recourse to restricted structures
and deformation theory. Namely, one first proves that the D(h−1) is an
Azumaya algebra over k((h)). Then by the Scolem-Noether Theorem all h-
linear automorphisms of the algebra D(h−1) are inner. It is an easy exercise
to check that an automorphism preserves D ⊂ D(h−1) and acts trivially
on A = D/hD if and only if it is given by conjugation with an invertible
element in D ⊂ D(h−1). One concludes that the kernel G>0 of the natural
map G→ H is isomorphic to D∗/k[[h]]∗, where D∗ is the group of invertible
elements in D; the isomorphism in Lemma 3.10 immediately follows by
applying the d log map. The problem with this approach is that it is not
clear how to generalize it to non-trivial quantization bases B, and it is
probably not possible at all to use it to prove Lemma 3.11.
4 Formal geometry.
In order to obtain global results about quantizations, we use the technique of
the so-called formal geometry. This is similar to the approach in [BK1, 3.1]
in the characteristic 0 case; however, the situation in positive characteristic
is somewhat simpler, and in particular, all the algebraic groups we use are
of finite type.
4.1 The setup. Fix a finite-dimensional vector space W over k, and let
A = k[W ∗]/m[p] be the commutative k-algebra associated to W in Subsec-
tion 3.1. Recall that we have the algebraic group AutA of all automorphisms
of the commutative algebra A and the reduced subgroup (AutA)0 ⊂ AutA
of automorphisms which preserve the maximal ideal m ⊂ A. The quo-
tient (AutA)/(AutA)0 is naturally identified with the spectrum SpecA of
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the algebra A – indeed, the action of AutA on SpecA is transitive, and
(AutA)0 ⊂ AutA is the stabilizer of the closed point.
Formal geometry is based on the following observation. Let X be a
manifold over k, – that is, a quasiregular reduced scheme X/k of finite
type, – and assume that rk(T (X)) = dimW . Then there exists a canonical
(AutA)0-torsor MX over X. Namely, for any affine S/k we define
MX(S) = Home´t(SpecA× S,X × S),
the set of all unramified maps ϕ : SpecA × S → X × S of schemes over S.
To check that the functor MX(S) is represented by a faithfully flat scheme
over X is an easy exercise left to the reader. The group AutA acts on MX
through its action on SpecA; a second easy check shows that the action is
effective, and that X ∼=MX/(AutA)0.
Informally, MX is the scheme of all pairs 〈x, ϕ〉 of a point x ∈ X and
a surjective map OX,x → A – a “coordinate system in the Frobenius neigh-
borhood of x ∈ X”. We will call MX the torsor of Frobenius frames on X.
The projection MX → X = MX/(AutA)0 corresponds to forgetting the
coordinate system. We note that the torsor of Frobenius frames is locally
trivial in Zariski topology on X.
The action of the whole group AutA on X is also effective, and the quo-
tientMX/(AutA) is naturally identified with X
[p], that is, X with structure
sheaf OpX ⊂ OX . All in all, we have a diagram
MX −−−−→ X
Fr
−−−−→ X [p].
Here the left-hand side map is the quotient mapMX →MX/(AutA)0 ∼= X,
the composition is the quotient map MX →MX/(AutA)0 ∼= X
[p], and the
right-hand side map is the Frobenius map of the manifold X. The scheme
MX can be treated either as an (AutA)0-torsor over X, or as an AutA-torsor
over X [p].
Having said this, we can now describe various differential-geometric
structures on X in terms of reductions of the torsor MX to various sub-
groups in AutA – or, more generally, its liftings to various algebraic groups
G equipped with a map G→ AutA.
Definition 4.1. For any algebraic group G over k equipped with a map
ρ : G→ AutA, a G-structure on the manifold X is a G-torsorMG over X
[p]
equipped with a map MG →MX compatible with ρ.
For any k-vector space V equipped with an algebraic action of the group
AutA, we have the associated bundle Loc(MX , V ); this defines an exact
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localization functor
Loc : (AutA)-modfg → Coh(X [p])
from the category of finite-dimensional representations of the group AutA
to the category of coherent sheaves of OpX -modules on X
[p]. Essentially this
is just the flat descent functor for the (AutA)-torsor MX . For example,
the localization Loc(k) of the trivial (AutA)-module k is isomorphic to the
structure sheaf OpX . More generally, assume given a commutative algebraic
group H over k – equivalently, a sheaf of abelian groups on Spec k in the flat
topology – and assume that the group AutA acts on H in an algebraic way.
Then flat descent allows to define a sheaf Loc(MG,H) of abelian groups on
X [p] in flat topology. This works just as well for any G-structure MG on X
– we have a localization functor Loc(MG,−) from the category of abelian
algebraic groups over k equipped with a G-action to the category of sheaves
of abelian groups on X [p] in the flat topology. We recall that both these
categories are abelian; the localization functor is exact.
Using localization, one defines obstruction theory for G-structures in the
following way. Assume given an algebraic group G over k equipped with a
map G → AutA, and another algebraic group G1 over k equipped with a
surjective map G1 → G. Moreover, assume that the kernel H of the map
G1 → G is an abelian algebraic group. Then G acts by conjugation on the
group H, and this action is algebraic. The extension G1 → G is completely
defined by a cohomology class c ∈ H2(G,H) (in particular, G1 coincides
with the semi-direct product H ⋊ G if and only if c = 0). Assume given
a G-structure M on a manifold X of dimension dimX = dimW . Then we
can apply localization to the class c ∈ H2(G,H) = Ext2(Ga,H) and obtain
a cohomology class
Loc(M, c) ∈ Ext2(OpX , Loc(M, V )) = H
2(X [p], Loc(M,H)).
The following is the standard obstruction theory statement; for the proof
see e.g. [G].
Lemma 4.2. The G-torsor M admits a restriction to a G1-torsor M1 if
and only if Loc(M, c) = 0. Moreover, if this happens, then for any two
such restrictions M1, M
′
1 we have a well-defined class [M1 − M
′
1]) ∈
H1(X [p], Loc(M,H)), and M1 ∼=M
′
1 if and only if [M1 −M
′
1]) = 0. 
4.2 The proofs. We can now prove Proposition 1.18, Proposition 1.19
and Proposition 1.24.
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Lemma 4.3. Let B be a quantization base over the field k, let X be a sym-
plectic manifold of dimension dimX = dimW , and let GB be the automor-
phism group of the regular B-quantization AB of the algebra A introduced
in Proposition 3.8. Then there is a natural equivalence between the category
of regular B-quantizations of X and the category of GB-structures on X.
Moreover, every GB structure MG on X is locally trivial in e´tale topology.
Proof. Given a GB-structureMB on X, we obtain a regular B-quantization
OB as
OB = Loc(MB , AB).
Conversely, given a regular B-quantization OB , we take MB to be the set
of pairs,
M =
{
〈x, ϕ〉 | x ∈ X [p], ϕ : (OB)x → AB
}
,
where x ∈ X [p] is a point, and ϕ is an isomorphism between the stalk (OB)x
of the OpX-module sheaf OB at the point x and the standard restricted
quantized algebra AB . One checks easily that MB has a natural algebraic
structure; the group GB acts on MB by g(〈x, ϕ〉) = 〈x, g ◦ ϕ〉, this action
is effective, and the natural projection MB → X
[p] identifies MB/G
B with
an open subset in X [p]. Finally, by Proposition 3.8 the algebra (OB)x is iso-
morphic to AB for any x ∈ X
[p], so thatMB/G
B is the whole X [p], andMB
is indeed a GB-structure on X. To prove the second claim, we note that by
Proposition 3.10 the kernel of the map GB → AutA is an iterated extension
of smooth commutative algebraic groups of the form H〈A, I〉. Therefore the
torsor MB over MX is locally trivial in e´tale topology (see e.g. [M, III,
§3, Theorem 3.9]). But MX is in turn locally trivial in e´tale – and even in
Zariski – topology on X. 
Proof of Proposition 1.18 and Proposition 1.19. Proposition 1.18 is a direct
combination of Lemma 4.3, Lemma 4.2 and Proposition 3.10. To deduce
Proposition 1.19, it suffices to add Lemma 3.11 to the mix. 
Proof of Proposition 1.24. The first claim follows from Lemma 3.2. To
prove the second claim, we note that by Lemma 4.3, the algebra sheaf Oh
is the associated bundle to a G-torsor Mh on X
(1), where G = Aut(D) is
the automorphism group of the reduced Weyl algebra D. The group G is in
fact obtained by Weil restriction of scalars from a group Ĝ over the Taylor
power series algebra k[[h]], and the torsor Mh is obtained by restriction of
scalars from a torsor M̂h over the scheme X̂ . Over X = X̂ \X
(1) ⊂ X̂ , the
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torsor M̂h is a torsor over the group G = Ĝ⊗k[[h]] k((h)). However, we have
G ∼= Aut(D ⊗k[[h]] k((h))) ∼= PGL
(
p
dimX
2 , k((h))
)
,
and the torsor M̂h over X becomes exactly the principal bundle associated
to the Azumaya algebra Oh(h
−1). Its class Br([Oh]) ∈ Br(X) is represented
by a gerb bound by O∗
X
which is associated to the torsor M̂h and the
standard central extension
(4.1) k((h))∗ −−−−→ GL
(
p
dimX
2 , k((h))
)
−−−−→ PGL
(
p
dimX
2 , k((h))
)
.
Since after restriction to Ĝ ⊂ G this extension reduces to a central extension
of the group Ĝ by k[[h]]∗, the gerb representing Br([Oh]) extends to a gerb
on X̂ bound by O∗
bX
, so that the class Br([Oh]) comes from a class ̂Br([Oh]) ∈
Br(X̂). However, by assumption H2(X(1),OpX) = 0; considering the spectral
sequence associated to the h-adic filtration on O∗
bX
, we conclude that the
restriction map
Br(X̂)→ Br(X(1))
is an isomorphism. To finish the proof, it suffices to check that the restriction
of the class ̂Br([Oh]) to X
(1) ⊂ X̂ indeed coincides with Br([Oh]). This
immediately follows from the commutative diagram
k[[h]]∗ −−−−→ G˜ −−−−→ Gk[[h]]y y y
k∗ −−−−→ A∗ ⋊ G0 −−−−→ G
k[h]/h2
,
where the rows are central extensions of algebraic groups, and G˜ is the
extension induced by (4.1). 
Remark 4.4. As the above proof shows, there is no canonical way to extend
the Azumaya algebra Oh(h
−1) itself to an Azumaya algebra on X̂ – it is only
its class in the Brauer group that has such an extension. The reason for that
is clear from the group theoretic description: Aut(D) and PGL(p
dimX
2 , k[[h]])
are two different parabolic subgroups in the loop group PGL(p
dimX
2 , k((h))),
and both are maximal parabolic. Extending the Azumaya algebra would
correspond to finding an embedding Aut(D) ⊂ PGL(p
dimX
2 , k[[h]])); since
both are maximal parabolic, such an embedding does not exist.
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