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Abstract. In this paper we compare structure of Czech word embeddings for
English-Czech neural machine translation (NMT), word2vec and sentiment anal-
ysis. We show that although it is possible to successfully predict part of speech
(POS) tags from word embeddings of word2vec and various translation models,
not all of the embedding spaces show the same structure. The information about
POS is present in word2vec embeddings, but the high degree of organization by
POS in the NMT decoder suggests that this information is more important for
machine translation and therefore the NMT model represents it in more direct
way. Our method is based on correlation of principal component analysis (PCA)
dimensions with categorical linguistic data. We also show that further examining
histograms of classes along the principal component is important to understand
the structure of representation of information in embeddings.
Keywords: Word Embeddings, Part of Speech, Sentiment Analysis
1 Introduction
Embeddings of linguistic units (sentences, words, subwords, characters, . . . ) are map-
pings from the discrete and sparse space of individual units into a continuous and dense
vector space. Since neural networks became the dominant machine learning method in
NLP, embeddings are used in majority of NLP tasks.
Embeddings can be either learned together with the rest of the neural network for
the specific task, or pretrained in a neural network for different task, typically language
modelling. Because different information is useful in various tasks, the embeddings
may vary with respect to the information they represent.
In this paper, we examine the structure of word embeddings for Czech words. We
compare the word2vec model embeddings with embeddings from three different neu-
ral machine translation architectures (for translation between Czech and English) and
embeddings from a convolutional neural network for sentiment analysis. We show how
these models differ in the structure of information represented in the embeddings.
In Section 2 we discuss related work. In Section 3 we describe the tasks and the
models that we are solving them with. To compare the embeddings from different tasks,
we show what information is contained in embeddings in Section 4. In Section 5 we
examine the structure of the vector space with respect to the represented information.
We summarize the findings in the concluding Section 6.
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2 Related Work
A comprehensive survey of word embeddings evaluation methods was compiled by
Bakarov [2]. An overview can also be found in the survey of methodology for analysis
of deep learning models for NLP by Belinkov [4].
Hollis and Westbury [13] extracted semantic dimensions from the word2vec embed-
dings. They used principal component analysis as candidate dimensions and measured
their correlation with various psycholinguistic quantities. Our approach is different in
that we examine categorical discrete information in word embeddings.
Quian et al. [17] investigate properties (including POS and sentiment score) of em-
beddings from 3 different language model architectures for more than 20 languages
including Czech. They use a multilayer perceptron classifier trained on a part of the
vocabulary and evaluated on the rest.
Saphra and Lopez [18] show that language models learn POS first. They use singular
vector canonical correlation analysis to “demonstrate that different aspects of linguistic
structure are learned at different rates, with part of speech tagging acquired early and
global topic information learned continuously”.
Belinkov et al. [3,5] evaluate what NMT models learn about morphology and se-
mantics by training POS, morphological, and semantic taggers on representations from
the models. Chen et al. [8] propose several tasks that will help us better understand the
information encoded in word embeddings, one of them being sentiment polarity. Our
approach differs from these in that we are examining the structure of the embeddings,
not only predicting the information from them.
3 Tasks, Models and Data
In this section we describe the tasks for which the examined models were trained, the
models themselves and the data we used to train them.
3.1 Neural Machine Translation
Neural machine translation (NMT) started with the sequence-to-sequence recurrent
neural network architecture [19]. The first model to significantly surpass the previous
paradigm of statistical MT introduced the attention mechanism [1]. Further develop-
ment proved that attention is all you need [20].
We trained our NMT models on the CzEng [7] Czech-English parallel corpus, the
c-fiction section. The models were trained with the Neural Monkey toolkit [12]. The
embedding size was 512, vocabulary size 25k. The embeddings were taken from the
Czech part of the MT system, that is from the cs-en encoder and en-cs decoder. We
compare three different models:
The RNN MODEL is a LSTM encoder and decoder with a hidden state of size 1024.
The ATTENTION MODEL is bidirectional conditional GRU [9] with attention [1].
The TRANSFORMER MODEL is the Neural Monkey implementation of the trans-
former architecture [20], with 6 layers and 16 attention heads in each layer.
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3.2 Neural Language Models
Neural language models used word embeddings before machine translation and other
applications [6]. Eventually they inspired the word2vec/Skip-gram approach [15,16],
which can be thought of as an inverted language model: it is trained by predicting the
context words from a word that is given.
For the word2vec embeddings to be comparable with the ones from NMT models,
we trained the word2vec model on the Czech side of the parallel corpus that we used
for the translation models. We used the Skip-gram model with embedding size 512,
window size 11, and negative sampling with 10 samples.
3.3 Sentiment Analysis
Sentiment analysis is a task of deciding whether a given text is positive, negative, or
neutral in its emotional charge. It find applications in marketing and public relations.
Comments of products or services accompanied by a rating are a valuable data resource
for this task.
For training the sentiment analysis models we used the CSFD CZ dataset [10],
where data were obtained from user comments in the CˇSFD film database.1 The model
is a convolutional neural network based on [14] with embedding size 300, kernels of
size 3, 4 and 5 with output dimension 100, dropout 0.8, and a classifier with 100 hidden
units. The model was trained with batch size 500, for 40 epochs.
3.4 Part of Speech Tagging
Part of speech tags for Czech words were obtained from MorfFlex [11]. It contains
morphologically analyzed wordlist for Czech. The POS is the first position in MorfFlex
morphological tag and there are 10 possible values for Czech POS (and two possible
values for special cases that we did not use): Adjective (A), Numeral (C), Adverb (D),
Interjection (I), Conjunction (J), Noun (N), Pronoun (P), Verb (V), Preposition (R), and
Particle (T). Some word forms are homonymous with other words with different POS.
In that case, we mark that word as multivalent.
4 What Information is Represented in Word Embeddings
To show that some information is represented in word embeddings, we can train a model
to predict that information an embedding alone (with no context). If the model correctly
predicts the information for previously unseen embeddings, then the information must
be inferable from the embeddings.
We evaluate the model’s ability to learn to predict the information by crossvalida-
tion. We divide the vocabulary randomly into 10 bins and train the model 10 times, each
time leaving 1 bin for evaluation and training on the remaining 9.
1 https://www.csfd.cz/
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4.1 Part of Speech Classification
We use an intersection of the vocabulary of our translation models (25k word forms)
with the MorfFlex dictionary and discard word forms occuring with more than one
different POS tags in the dictionary. We are left with 21 882 forms.
For predicting the POS tags, we use a simple multilayer perceptron classifier, with
one hidden layer of size 100 and a softmax classification layer.
model accuracy
RNN NMT ENCODER 94.69 % (+/- 0.93 %)
RNN NMT DECODER 97.77 % (+/- 1.16 %)
ATTENTION MODEL ENCODER 96.17 % (+/- 1.39 %)
ATTENTION MODEL DECODER 96.12 % (+/- 1.27 %)
TRANSFORMER MODEL ENCODER 96.37 % (+/- 1.49 %)
TRANSFORMER MODEL DECODER 93.36 % (+/- 3.86 %)
WORD2VEC 95.01 % (+/- 1.94 %)
Table 1. Accuracy of predicting POS classes from word embeddings taken from various models.
The number in parenthesis is twice the standard deviation, covering the 95 % confidence interval.
In Table 1, we compare classification accuracies of POS tag predictions from word
embeddings learned in different network architectures described in Section 3. For each
NMT architecture we have trained models for both translation directions. We are ex-
amining the embeddings from the Czech side of the model, that is encoder for Czech-
English translation and decoder for English-Czech translation.
We observe that in case of RNN MODEL without attention mechanism, POS tags
can be significantly better predicted from decoder embeddings than from the encoder
embeddings. The reason may be the fact that the decoder is trained to produce gram-
matically correct sentences and therefore needs to store this kind of information about
words. The encoder, on the other hand, only needs to be aware of POS tags to the extent
of its contribution to meaning disambiguation.
The ATTENTION MODEL performs slightly worse, which may be because this model
has additional parameters in the attention mechanism to store information in and there-
fore does not need to represent it in the embeddings.
The information may be even more scattered in case of the TRANSFORMER MODEL,
which uses multiple attention layers. That may explain why the results for the decoder
have the highest variance. The lower performance compared to encoder embeddings
classifier may seem to contradict our previous hypothesis (that decoder needs more
information about morphology), but due to the high variance this difference is not sig-
nificant.
The WORD2VEC model is trained on the Czech side of the parallel data on which
the NMT models were trained.
There are no major differences in the classifier performance on embeddings from
different models. Since it performs well on all of these embeddings, it may seem that
POS is of roughly same importance for all of the models. However, in the next section
we will show there are significant differences.
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5 Structure of the Vector Space
In Section 4 we have seen that there is not much difference in the amount of the ex-
amined information represented in embeddings from different models. However, there
may be difference in the structure of the representation.
One major obstacle in examining the structure of the embedding space is the random
initialization, which means that two runs of the same experiment may render completely
different embedding spaces and a single dimension or direction in the embedding space
has no fixed interpretation.
Inspired by [13], we use principal component analysis and examine the correlation
of the information in question with individual components. This helps us to establish
invariants and visualise the differences in the structure. Principal component analysis
(PCA) is a transformation that is defined in a way that the first component has the
highest variance. The next component is the direction that has the highest variance and
is ortogonal to the first component, and so on.
When we find a principal component that higly correlates with information that
interests us, we can further examine the structure of the representation by plotting the
information along the principal component.
5.1 Emebedding Space and Part of Speech
We measure a correlation between the principal components of the embeddings and bi-
nary vectors indicating whether a word belongs to a given POS category. For each of
the POS categories, we generate an indication vector with a position for each word from
the vocabulary, containing 1 if that word falls under the particular category and 0 other-
wise. We then measure correlation between these vectors and principal components of
the embeddings.
For example, in the correlation matrix for embeddings from the NMT RNN encoder
in Figure 1 we see a strong correlation between the first principal component and verbs.
This correlation is negative, but that does not matter, because the direction of the princi-
pal components is arbitrary. We also see a strong correlation between the first principal
component and nouns. In this case, the correlation is positive. That by itself is again ar-
bitrary, but it is important that the correlation with verbs has the opposite sign. It means
that in the direction of the first principal component verbs are concentrating on one side
of the embedding space and nouns on the other. And indeed when we plot a histogram
of the POS categories along the first principal component in Figure 3, we see that is the
case.
As we have demonstrated in Section 4, the NMT RNN architecture without attention
stores more information about POS categories in the embeddings than architectures
with attention, so we will examine the structure of its embedding space.
There is an obvious difference in POS representation between encoder and decoder.
This is not an artifact of random initialization. After we apply the PCA, we see the same
structure across models with different random seeds, as in Figure 2.
When we compare the correlation matrices for the encoder and the decoder embed-
dings in Figure 1, we see that in the encoder:
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RNN NMT ENCODER RNN NMT DECODER
N Noun
A Adjective
P Pronoun
C Numeral
V Verb
D Adverb
R Preposition
J Conjunction
T Particle
I Interjection
word2vec
Fig. 1. Correlations of POS and PCA dimensions from the encoder of the Czech-English RNN
NMT model (top left), the decoder of the English-Czech RNN NMT model (top right) and the
word2vec model (bottom). The direction of the PCA dimensions is arbitrary, so the sign of the
correlation is not important in itself, only if there are values with opposite signs in the same row
we know that they are negatively correlated.
Fig. 2. Correlations of POS and PCA dimensions of the RNN NMT ENCODER embeddings from
three runs of the Czech-English RNN NMT ENCODER with different random initialization. The
direction of the PCA dimensions is arbitrary, so inversion of the first PCA dimension in the third
matrix does not matter (see Figure 1 for more information).
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– verbs and nouns are strongly distinguished in the first dimension of the PCA,
– there are adjectives (and adverbs to a lesser extent) on one side and nouns with
verbs on the other in the third dimension,
whereas in the decoder:
– the first dimension of the PCA distinguishes adjectives from nouns,
– the second dimension distinguishes verbs from nouns and adjectives,
– the seventh dimension correlates with adverbs,
– and overall the correlation with POS classes seems to be more pronounced than in
the encoder.
RNN NMT ENCODER RNN NMT DECODER
Fig. 3. Histograms of the four largest POS classes along the first three PCA dimensions of the
embeddings from the NMT RNN MODEL. The Czech-English RNN NMT ENCODER is on the
left and the English-Czech RNN NMT DECODER on the right. V = verbs, N = nouns, A =
adjectives, D = adverbs.
To better understand the structure of the POS representation in the embedding space
we can look at the histograms of the four most important POS classes along the dimen-
sions of the PCA of the embeddings. The histogram for the first dimension of the RNN
NMT ENCODER embeddings is plotted in Figure 3. It demonstrates in this dimension
verbs are separated from the rest of the POS categories.
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For the first PCA dimension of the RNN NMT DECODER embeddings in Figure 3
we see that nouns are concentrated on one side, adjectives on the other side and verbs
with adverbs are in the middle.
For the second PCA dimension of the RNN NMT DECODER embeddings in Fig-
ure 3 we see that verbs are concentrated on one side and all other categories on the other
side.
RNN NMT ENCODER RNN NMT DECODER
RNN NMT ENCODER RNN NMT DECODER
Fig. 4. Distribution of the four largest POS classes along the first/second and second/third PCA
dimensions of the embeddings from the the NMT RNN MODEL. The Czech-English RNN NMT
ENCODER is on the left and the English-Czech RNN NMT DECODER on the right. V = verbs, N
= nouns, A = adjectives, D = adverbs.
The second PCA dimension shows interesting distribution of nouns in Figure 3.
There is a separate cluster of nouns, which is even more apparent if we plot the distri-
bution along two PCA dimensions in a planar graph in Figure 4. When we take a sample
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of words from this cluster, it contains almost exclusively named entities: Fang, Elia´sˇi,
Josˇ, Aenea, Bush, Eddie, Zlatoluna, Gordon, Bellondova´, and Hermiona.
There is a similar distribution of nouns in the third PCA dimension of the RNN
NMT DECODER embeddings. The smaller group again consists of named entities.
Fig. 5. Distribution of the four largest POS classes along the first/second (left), the third/fourth
(middle), and the fourth/fifth PCA dimensions of the embeddings from the word2vec model. V =
verbs, N = nouns, A = adjectives, D = adverbs.
As we can already tell from Figure 1, the analysis of the WORD2VEC embeddings
is different. With respect to POS, the embeddings look normally distributed in the first
dimensions of the PCA (see also the left part of Figure 5). There is a correlation with
nouns and an inverse correlation with verbs in dimension three to five. In the middle
and right parts of Figure 5, we see that verbs are composed of several clusters. When
we take a sample from the cluster that is in the top left of the PCA3/PCA4 plot or in the
top right of the PCA4/PCA5 plot, it concains almost exclusively infinitive verb forms:
odpoveˇdeˇt, prˇene´st, zabra´nit, zı´skat, rˇı´ct, prˇedvı´dat, prˇiznat, oprˇı´t, prˇemoci, setrˇa´st. The
other protrusion of verbs in the lower right of the PCA3/PCA4 plot and lower left of
the PCA4/PCA5 plot contains modal verbs: mohli, mohl, lze, nemohla, meˇla, musel,
museli, musı´, doka´zala, podarˇilo.
This is a stronger result than just being able to predict these categories with a clas-
sifier: not only can the POS (named entities, verb forms and possibly other categories)
be inferred from the embeddings, but the embeddings space is structured according to
these categories.
5.2 Embedding Space and Sentiment
In this section, we examine the word embeddings from the sentiment analysis model.
When we computed the PCA correlation matrix for POS classes just like in the previous
section, we found that there is no significant correlation (the correlation coefficient with
the largest absolute value is 0.0680, more than 10 times lower than in the previous
section, although the vocabulary is different, therefore the numbers are not directly
comparable). The same classifier that predicts POS with more than 93 % accuracy from
the translation model embeddings did not converge at all at the embeddings from this
task. However, there is a different interesting structure.
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The subplot in the top right of Figure 6 shows the distribution of the embbedings
projected on the first two dimensions of the PCA. They form a triangular shape which
is unlikely to be formed by a random distribution.
Fig. 6. A random sample of words from the distribution of the embeddings from the sentiment
analysis CNN model along the first (horizontal) and second (vertical) PCA dimension. The top
right subplot shows the complete distribution.
To examine the distribution further, we plotted a sample of the words in Figure 6.
The plot shows that in the bottom right corner there are words like “skvostny´” (magnif-
icent), “preciznı´” (precise), “genia´lnı´” (brilliant) and also “Titanic” and “Simpsonovi”
(the Simpsons). These are positive words or film works that are generally regarded as
epitome of quality (indicated also by their high ranking in the CˇSFD database). There
is also the number “95” in the bottom right. The perceived positiveness of this num-
ber is due to users expressing their rating of the film as percentage in the comments.
In the bottom left there are words such as “stupidita” (stupidity), “horsˇı´ho” (worse),
“pı´cˇovina” (obscene word sometimes translated as bullshit) and “Kamenˇa´k” (a Czech
comedy). These are obviously negative words, with Kamenˇa´k being a film which while
being relatively well known has a low score in the database (29 %), making it a suitable
film to use as a negative comparison. This suggests that the first dimension of the PCA
corresponds to valence or polarity of the word.
In the top of the figure, we see words such as “pru˚meˇrne´” (average, mediocre) and
“nezajı´mave´” (uninteresting). These are neutral and not very intense. On the opposite
side, in the middle near the bottom, we have words like “naprosto” (absolutely, com-
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pletely) and “nejveˇtsˇı´” (biggest) that are also neutral by themselves, but intensify the
next word. Therefore, the second dimension corresponds to intensity. This also explains
the triangular shape of the distribution: the words that are highly positive or highly neg-
ative are also intense, therefore there are words far right and left in the bottom part of
the figure and not in the top part.
This is a stronger result than just being able to predict the emotional characteristics
of the word from its embedding, because it shows that the embedding space of the
sentiment analysis model is in the first place organised by these characteristics.
6 Conclusion
We examined the structure of Czech word embedding spaces with respect to POS and
sentiment information. Our method is based on correlating PCA dimension to categor-
ical linguistic data.
We have demonstrated that although it is possible to successfully predict POS tags
from embedding from various translation models and word2vec, not all of them show
the same structure. Even though the information about POS is present in word2vec
embeddings, the high degree of organization by POS in the NMT decoder suggests,
that this information is important for machine translation and therefore the NMT model
represents it in more direct way.
We have demonstrated that examining histograms of classes along the principal
component is important to understand the structure of representation of information in
embeddings. We have also demonstrated that NMT models represent named entities
separately in the embedding space, word2vec distinguishes infinitive forms and modal
verbs from the rest of the verbs, and CNN sentiment analysis models emotional prop-
erties of words in the shape of the embedding space. This shows that the embedding
space of a neural network is literally shaped by the task for which it is trained.
The presented method of examining the representation can be extended to other
languages, tasks and linguistic and non-linguistic information and may tell us a lot
about the way that neural networks in NLP represent language.
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