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Cette thèse synthétise les travaux réalisés pendant mon doctorat del’Université de Toulouse, à l’Institut de Recherche en Astrophysique et Pla-nétologie. Elle s’inscrit dans le cadre de la préparation de la mission spatiale
sino-française SVOM (Space-based multi-band Variable Object Monitor) dédiée à
l’étude des sursauts gamma à l’horizon 2021.
Les sursauts gamma sont des explosions cosmologiques très intenses qui appa-
raissent de manière aléatoire sur la voûte céleste. Ces événements transitoires sont
observés comme des bouffées de photons X et γ très brèves, d’une durée allant de
quelques milli-secondes à quelques minutes. Ces phénomènes sont engendrés par la
formation catastrophique de trous noirs dans le cœur de certaines étoiles massives
en effondrement gravitationnel ou par la coalescence de deux objets compacts. Ils se
caractérisent par le lancement de puissants jets ultra-relativistes orientés vers la
Terre. SVOM s’intéressera notamment à mieux comprendre la nature des progéni-
teurs, les propriétés des galaxies hôtes, les mécanismes d’accélération des particules
et les processus d’émissions associées, la géométrie des jets et leurs compositions. De
plus les sursauts gamma étant si intenses, ils présentent un réel intérêt pour étu-
dier la matière dans les avant-plans et pour mieux contraindre l’évolution du taux
de formation stellaire avec le redshift ainsi que la phase de ré-ionisation de l’univers.
Pour ce faire, le satellite embarquera une charge utile multi-longueur d’onde dont
le cœur sera la caméra grand-champ àmasque codé, ECLAIRs, en charge de la détec-
tion et la localisation des sursauts gamma dans le domaine des rayons X et γ entre
4 et 150 keV. Cet instrument est développé en partenariat avec le CEA-Saclay et
le laboratoire APC sous la maîtrise d’œuvre du Centre National d’Etudes Spatiales
et sous la responsabilité scientifique de l’Institut de Recherche en Astrophysique
et Planétologie. L’IRAP fournira le plan de détection pixélisé DPIX, un ensemble
de 80 × 80 détecteurs CdTe avec un contact Schottky et leurs électroniques de lec-
ture. Les contraintes de masse et d’encombrement sur le satellite ne permettent pas
d’avoir un plan de détection plus grand que 1024 cm2. Cependant, afin de maximiser
la sensibilité de l’instrument pour la détection de tous les types de sursauts gamma
notamment les sursauts mous en X et à grand redshift, le seuil bas en énergie de
l’instrument sera fixé à 4 keV. Cette valeur constitue une des exigences scientifiques
principales pour l’instrument ECLAIRs et pour la mission SVOM.
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C’est dans le contexte du développement du plan de détection de cette caméra
que s’est déroulée ma thèse. Un de mes objectifs principaux est de caractériser les
performances scientifiques des modules de détection XRDPIX qui paveront le plan
de détection. Ces composants hybrides sont un assemblage de 8 × 4 détecteurs CdTe
couplés à une électronique bas bruit au moyen de deux substrats céramiques contre-
collés. Ces détecteurs CdTe monolithiques, d’une dimension de 4×4×1 mm3, ont une
bonne efficacité quantique sur la gamme d’énergie de l’instrument. Les cristaux de
CdTe et de CdZnTe ont été largement utilisés pour la détection des photons X et γ sur
plusieurs missions d’astrophysique à haute énergie (par exemple, les instruments
Swift-BAT et IBIS sur INTEGRAL). L’innovationmajeure des détecteurs d’ECLAIRs
réside dans l’utilisation d’un contact métallique en indium, appelé contact Schottky,
leur conférant les caractéristiques d’une diode. Polarisés en inverse, ces détecteurs
présentent un courant de fuite de quelques dizaines de pA seulement (i.e. un bruit
très faible indispensable à la détection des photons de quelques keV), même pour
des tensions de polarisation élevées (< −200 V). Pour constituer plus de 250 mo-
dules XRDPIX pour le modèle de vol de la caméra et deux modules de réserve (soit
un quart de la caméra), j’ai sélectionné environ 8000 détecteurs en étudiant statisti-
quement leurs propriétés physiques et en affinant leurs critères de sélection à partir
de mesures spectroscopiques et de courant de fuite réalisées sur une population de
plus de 12000 détecteurs.
Pour répondre aux objectifs de la caractérisation des performances des modules
de détection, je discute la méthodologie expérimentale que j’ai mise en place pour
explorer l’espace des paramètres de l’instrument. Je détaille notamment les résul-
tats des nombreux essais que j’ai effectué sur six modules XRDPIX au moyen d’un
banc de tests vide-thermique dédié et de sources radioactives dans plus de 70 confi-
gurations instrumentales différentes pour estimer leurs impacts sur leurs perfor-
mances (comme par exemple le seuil bas de détection). Dans cette optique, je quan-
tifie notamment les contributions des différentes sources de bruit en développant
un modèle permettant de contrôler la qualité du processus d’hybridation des détec-
teurs avec leur électronique de proximité. Pour favoriser à la fois les performances
et l’opérabilité de l’instrument en vol, je discute la zone de fonctionnement optimale
des modules de détection en étudiant statistiquement l’impact des différents para-
mètres instrumentaux sur leurs performances scientifiques. Je mets en évidence
l’apparition, dans certaines configurations, d’instabilités dans le taux de comptage
sur certaines voies des modules XRDPIX testés. Je discute le protocole expérimen-
tal mis en place pour caractériser les propriétés de ces instabilités, leur possible
nature ainsi que les solutions envisagées pour réduire leur apparition. Je présente
également les résultats d’une campagne de tests menée à l’accélérateur Tandem à
l’IPN d’Orsay dont le but est d’étudier le comportement de la chaine électronique
(i.e. la gestion des événements saturants et l’encodage de l’énergie des événements-
photons) lorsqu’un XRDPIX est soumis à un bombardement de particules chargées,
simulant ainsi grossièrement l’environnement radiatif que rencontrera SVOM en
orbite.
5Cette thèse commencera par un chapitre d’introduction sur le contexte
scientifique dans lequel s’inscrit la mission SVOM. J’y aborderai le cas scientifique
de la mission ainsi que les spécificités de la charge utile embarquée. Dans le second
chapitre, je décrirai la physique des détecteurs CdTe et particulièrement les proprié-
tés du contact Schottky en m’appuyant notamment sur des données expérimentales.
Je discuterai l’importance de ce choix technologique pour atteindre un seuil bas en
énergie à 4 keV. Le troisième chapitre sera dédié à la présentation du module XRD-
PIX et des principales caractéristiques de ses sous-systèmes. Dans le chapitre 4, je
détaillerai l’ensemble des caractérisations que j’ai menées sur les modules XRDPIX
pour déterminer leurs performance. Dans ce chapitre, je présenterai également la
publication des résultats des campagnes d’essais menées à l’IPN d’Orsay pour étu-
dier l’impact des particules chargées sur la chaine électronique de lecture. Je conclu-
rai finalement sur l’impact des paramètres instrumentaux sur les performances et
l’opérabilité du plan de détection en vol et la préparation de son étalonnage, dans un
dernier chapitre dévolu à la conclusion et aux perspectives de ce travail de thèse.
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Chapitre 1
Des sursauts gamma à la mission
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La conquête de l’espace, dans le sillage de la guerre froide, a permis la décou-verte des phénomènes cosmiques les plus violents de l’univers : les sursautsgamma. Vues depuis l’orbite terrestre, ces brèves bouffées de photons X et
gamma, apparaissant de manière aléatoire dans le ciel, sont liées à la mort de cer-
taines étoiles massives ou la coalescence de deux objets compacts situés bien au delà
de notre galaxie. Pendant des décennies l’origine et la nature des phénomènes phy-
siques à l’oeuvre dans ces événements transitoires sont restés inconnus. L’appari-
tion d’instruments sensibles avec de bonnes capacités d’imagerie en X et gamma a
permis leur localisation précise sur la voûte céleste. Cette nouveauté a conduit à
l’identification de contreparties à diverses longueurs d’ondes.
Au regard des perspectives scientifiques prometteuses qu’offre l’étude des sur-
sauts gamma, les agences spatiales chinoise et française joignent mutuellement
leurs efforts pour réaliser la mission spatiale SVOM (Space-based Variable Object
Monitor) entièrement dédiée à l’étude des sursauts gamma et autres phénomènes
transitoires à l’horizon 2020. Son segment spatial agile (dans la catégorie des mini-
satellites) embarque la caméra à masque codé ECLAIRs en charge de la détection
et de la première localisation des sursauts. C’est dans le cadre de la caractérisation
des performances de son plan de détection que s’inscrit cette thèse.
1.1 Observation des sursauts gamma
1.1.1 Localisation et distances
Les sursauts gamma sont détectés pour la première fois par le réseau de satellites
militaires américains Vela (Klebesadel et al., 1973). Ces événements transitoires
sont observés comme des bouffées de photons X et γ, appelées "émission prompte",
d’une énergie de quelques keV à plusieurs dizaines de GeV et d’une durée relative-
ment courte pouvant aller de quelques millisecondes à plusieurs minutes. Des ins-
truments spatiaux comme BATSE (Burst Alert and Transient Sources Experiment)
ont permis de localiser précisément une vaste population de sursauts distribués de
manière isotrope (Meegan et al., 1992), excluant toute origine galactique à des dis-
tances inférieures à 100 kpc (distance du halo galactique).
Figure 1.1 – Distribution isotrope des 2704 sur-
sauts gamma détectés sur le ciel (en coordonnées
galactiques) par BATSE au cours de ses 9 an-
nées d’observation. Les couleurs les plus chaudes
correspondent aux sursauts les plus brillants
(fluence élevée) alors que les couleurs froides cor-
respondent aux sursauts les moins lumineux (i.e.
avec une faible fluence). (image : NASA/GFSC)
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Figure 1.2 – Image du sursaut gammaGRB970228 détecté par BeppoSAX le 28 février 1997. La localisation précise du sursaut
obtenue par un télescope à rayons X après dépointage du satellite, a permis l’observation d’une contre-partie optique identifiée
comme la galaxie hôte du sursaut. La distance de cette galaxie est estimée entre 832 et 2 610 Mpc (Costa et al., 1997).
Dès 1997, le satellite Italo-néerlandais BeppoSAX rend possible l’observation ra-
pide de la contre-partie en X du sursaut par un instrument auxiliaire petit champ
(Boella et al., 1997). L’observation d’une contrepartie appelée "émission rémanente"
à ces énergies (comprises entre 2 et 10 keV), dans les heures suivant la détection,
a permis de localiser la source avec une boite d’erreur beaucoup plus petite (Costa
et al., 1997). Des contreparties visibles (van Paradijs et al., 1997), radio (Frail et al.,
1997) et sub-milimétrique (Bremer et al., 1998) sont également identifiées grâce au
suivi d’instruments au sol. La nomenclature des sursauts est définie par la date de
l’événement suivie d’une lettre si plusieurs sursauts sont détectés dans la même
journée.
Cette découverte est une véritable révolution. Pour la première fois, la localisa-
tion d’un sursaut est suffisamment précise pour être observée par des grands téles-
copes optiques permettant d’identifier sa galaxie hôte et de mesurer son décalage
spectral apportant ainsi la preuve irréfutable de leur nature cosmologique (Metzger
et al., 1997). En effet dans le cas de GRB970508, une limite inférieure sur le redshift
est estimé autour de z = 0.835 indiquant que le sursaut s’est produit pas moins de 7
milliards d’années plus tôt !
Connaissant la fluence de l’émission prompte (i.e. la quantité d’énergie par unité
de surface arrivant sur l’instrument) et faisant l’hypothèse d’une émission isotrope
de la source, une telle distance de la galaxie hôte implique des énergies libérées
pouvant atteindre jusqu’à 1054 ergs. Cette quantité d’énergie rayonnée correspond à
l’énergie de masse d’une étoile comme le Soleil, faisant des sursauts γ les explosions
les plus violentes de l’univers.
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Figure 1.3 – Courbes de lumière de différents
sursauts observés avec BATSE avec une ampli-
tude exprimée en 103 coups/s. La distribution bi-
modale des temps caractéristiques (T90) des sur-
sauts détectés est également reportée (en bas).
Les échelles de temps associées aux sursauts
varient de quelques millisecondes à quelques cen-
taines de secondes. Leurs courbes de lumière
peuvent présenter seulement un ou une mul-
titude de pics formant de véritables structures
fines d’aspects très différents d’un sursaut à
l’autre. Certains d’entre eux, d’une durée re-
lativement longue (e.g. GRB991216 figure 1.3),
montrent dans leurs courbes de lumière des pics
relativement courts pouvant atteindre une lar-
geur de seulement quelques millisecondes (Ve-
drenne, 1981). D’autres sursauts sont relative-
ment simples et dépourvus de structure fine (e.g.
GRB920216B figure 1.3).
La durée totale d’un sursaut est difficile à me-
surer à partir de la courbe de lumière compte
tenu du bruit de fond et des effets de sélection
dus à l’instrument. On définit le paramètre tem-
porel T90 (ou T50) comme l’intervalle de temps
pendant lequel le sursaut rayonne de 5% à 95%
du nombre de coups cumulés, intégré sur toute
la bande d’énergie de l’instrument. Cette défini-
tion peut induire des différences entre les instru-
ments inhérents à leur sensibilité et à la durée
du sursaut (Qin et al., 2013). L’analyse statistique
d’un grand nombre de sursauts BATSE montre
une distribution bimodale du T90 (cf. figure 1.3)
avec une population de sursauts "courts" centrée
autour de 30 ms et une population de sursauts
"longs" centrée autour d’une quarantaine de se-
condes (Paciesas et al., 1999).
1.1.3 Propriétés spectrales
A l’inverse des propriétés temporelles très
variables d’un sursaut à l’autre, leurs spectres
suivent des lois de puissance à haute énergie ca-
ractéristiques d’un rayonnement non thermique.
Ces spectres peuvent être ajustés par deux lois de
puissance juxtaposées de manière continue sur
les parties basses et hautes énergies du spectre
suivant le modèle empirique de Band et al. (1993)
défini par les relations suivantes :
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pour : E < E0(α − β)
N(E) = A [(α − β)E0](α−β) exp (α − β) Eβ pour : E > E0(α − β)
(1.1)
Les indices spectraux α et β mesurés par BATSE sont typiquement distribués
autour de α = −1 et β = −2.3 (Preece et al., 2000). Le nombre de photons N(E)
détectés décroît fortement avec l’énergie. La fonction plus usitée E2N(E), qui repré-
sente la quantité d’énergie rayonnée par décade en énergie, présente un maximum
pour E = Epic. Ce paramètre est une caractéristique fondamentale du sursaut qui
donne unemeilleure idée de l’énergie moyenne des photons. Sa valeur varie d’un sur-
saut à l’autre mais aussi dans le temps traduisant différentes phases dans les pro-
cessus physiques à l’oeuvre dans l’émission prompte. La transition entre les deux
régimes à l’énergie E0 est reliée à l’énergie Epic via le paramètre α par la relation
Epic = E0 (α+2) (par exemple Preece et al. (2000)). Les énergies Epic mesurées à par-
tir des données de BATSE sont distribuées entre 20 keV et 5 MeV avec un nombre
de sursauts maximal autour de 200-300 keV.
Plusieurs corrélations ont été établies d’une part entre la dureté du spectre (i.e. la
position de Epic) et la luminosité apparente maximale de son émission prompte (sur
la courbe de lumière). En effet, en moyenne les sursauts les moins brillants en ap-
parence (potentiellement les plus éloignés) sont aussi les plus mous (Dezalay et al.,
1997). D’autre part, une corrélation existe également entre la dureté d’un sursaut
et sa durée avec des sursauts courts en moyenne plus durs que les sursauts longs
(Kouveliotou et al., 1993). Unemission sursauts gamma nécessite donc de pouvoir lo-
caliser spatialement la source mais aussi de fournir des informations sur son spectre
échantillonné dans le temps sur une large gamme d’énergie pour permettre la me-
sure des paramètres spectraux (α, β et Epic). Tout ceci dans le but de contraindre
les modèles théoriques expliquant les mécanismes physiques responsables des émis-
sions promptes et rémanentes.
1.2 Modèles théoriques des sursauts gamma
La découverte des distances cosmologiques des sursauts implique nécessaire-
ment la libération d’une énergie considérable. Les temps caractéristiques des phéno-
mènes observés sont généralement causalement contraints par la taille du système.
Par conséquent, la plus petite échelle de temps caractéristique contraint le rayon du
système avec R < c Δt. Les variabilités de quelques millisecondes observées dans
les courbes de lumières impliquent que cette énergie considérable est libérée dans
une région d’une taille inférieure à quelques centaines de kilomètres impliquant des
objets compacts accrétants.
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Figure 1.4 – Illustration du modèle standard des sursauts avec un moteur central, probablement un trou noir, entouré d’un
disque d’accrétion épais produisant un écoulement relativiste confiné dans un cône. Les couleurs traduisent le type de rayon-
nement (thermique en rouge ou non-thermique en violet) ainsi que la température croissante (du plus foncé au plus clair). Les
différentes phases clef du sursaut sont détaillées dans le texte.
Compte tenu de l’énergie moyenne des photons détectés dans l’émission prompte
des sursauts γ, l’opacité de la source à son propre rayonnement devrait être très
élevée et caractérisée par une émission de nature thermique correspondante à une
photo-sphère. Or, les spectres des sursauts observés étant non-thermiques, la source
de rayonnement ne peut être qu’un éjecta de matière formant un écoulement relati-
viste de faible opacité (Cavallo et Rees, 1978).
1.2.1 Modèle des chocs internes / externes
Dans ce modèle (Rees et Mészàros, 1994), l’écoulement d’électrons et de positrons
accélérés (étape 1 - figure 1.4) devient transparent à son propre rayonnement s’il at-
teint des vitesses relativistes (problème de compacité de la source solutionné entres
autres par Paczynski (1986) et décrit par l’étape 2 - figure 1.4). L’écoulement est col-
limaté sous forme de jets. Les éjectas se déplaçant à des vitesses ultra-relativistes
dans la direction de l’observateur, l’émission est localisée dans la direction de pro-
pagation de l’écoulement. La surface d’émission visible est alors limitée à un angle
de demi-ouverture égal à l’inverse du facteur de Lorentz, inférieur à l’angle de demi-
ouverture du jet (Mészàros, 2006). Ce facteur de Lorentz Γ est estimé à une valeur
supérieur à 300 par Piran (2004). De nouveaux modèles ont émergé où la formation
du trou noir se fait en deux étapes avec dans un premier temps la formation d’un
magnétar, une étoile à neutrons avec un champ magnétique pouvant atteindre 1014
G, accrétant de la matière suivis dans un deuxième temps de l’effondrement gra-
vitationnel de l’étoile à neutrons pour donner naissance au trou noir central. Ces
modèles ont été introduits pour tenter d’expliquer certains comportements observés
dans l’émission rémanente en X (Godet et Mochkovitch, 2011).
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Des variations du facteur Γ induites par le moteur central produisent des couches
d’éjecta plus rapides que d’autres qui génèrent des chocs "internes" à l’écoulement
(étape 3 - figure 1.4, Rees et Mészàros (1994); Daigne et Mochkovitch (1998)). Ces
chocs produisent le rayonnement γ observé dans l’émission prompte cependant lemé-
canisme physique à l’origine de l’émission prompte n’est toujours pas connu. L’écou-
lement en jet, en interagissant avec le milieu circum-sursaut, produit ensuite une
onde de choc vers l’avant qui balaye le milieu interstellaire environnant et une onde
de choc en retour. Le choc vers l’avant produit l’émission rémanente en accélérant
les électrons de ce milieu qui vont se refroidir par rayonnement synchrotron (étape
4 - figure 1.4, Katz (1994)). Cette émission rémanente est multi-longeur d’onde et
perdure sur des échelles de temps plus longues que l’émission prompte, de quelques
jour à quelques mois voire jusqu’à quelques années en radio.
1.2.2 Nature des progéniteurs
Plusieurs scénarios impliquant différents progéniteurs ont été proposés pour les
sursauts courts et les sursauts longs. Ces différents candidats aboutissent tous à la
formation d’un même moteur central constitué d’un disque d’accrétion autour d’un
trou noir responsable de la formation de jets.
Effondrement du cœur d’une étoile massive
Ce scénario associé aux sursauts longs est basé sur l’effondrement du noyau de
fer d’une étoile très massive (≥ 20 M) en rotation rapide (MacFadyen et Woosley,
1999). Le trou noir rapidement formé accrète une partie de la matière environnante
en effondrement gravitationnel. Cette accrétion de matière engendre l’apparition
d’un disque fournissant l’énergie nécessaire à la formation d’un jet suivant un mé-
canisme encore mal compris. Cet écoulement, constitué d’électrons, de positrons et
probablement d’une fraction plus faible de baryons (Rees et Mészàros, 1992) est en-
suite collimaté et accéléré par conversion d’énergie interne du système (accrétion et
rotation du trou noir) en énergie cinétique lors de son passage au travers de l’enve-
loppe de l’étoile mourante (Mészàros et Rees, 2001). La variabilité de la quantité de
matière dans cet éjecta, responsable de la variation temporelle du facteur de Lorentz
pourrait être due à des instabilités de l’écoulement (Aloy et al., 2002).
Coalescence d’objets compacts
Dans ce scénario, plutôt associé aux sursauts courts, la perte d’énergie d’un sys-
tème binaire compact, induit par l’émission d’ondes gravitationnelles, aboutit à leur
fusion. Ce système binaire est constitué d’un couple d’étoiles à neutrons ou d’une
étoile à neutrons et d’un trou noir. Cette coalescence conduit à la formation du même
moteur central (Narayan et al., 1992) que pour le scénario ci-dessus, à la différence
que le réservoir de matière à accréter étant moindre, la phase d’hyper-accrétion est
plus courte. Un système binaire avec un compagnon de plus grande taille, comme
une naine blanche, pourrait engendrer la formation d’un sursaut γ d’une durée plus
importante (Fryer et al., 1999).
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1.3 SVOM :mission dédiée à l’étude des sursauts gamma
1.3.1 Questions ouvertes à l’ère de Swift et de Fermi
La mission Swift de la NASA (Gehrels et al., 2004) permet un suivi de l’émission
rémanente précoce des sursauts en UV / optique et dans les rayons X quelques di-
zaines de secondes seulement après la détection de l’émission prompte grâce à un
dépointage rapide (< 120 s typiquement) et automatique. Cette rapidité, associée à
une grande sensibilité des instruments, a permis de détecter trois fois plus de sur-
sauts à grand redshift que les précédentes missions avec notamment des sursauts
très lointains comme par exemple GRB090423 à z  8.2 (Salvaterra et al., 2009).
Swift a également permis la découverte de décroissances abruptes (steep decay), de
plateaux et d’éruptions (X-ray flares) dans les courbes de lumière en X suivant l’émis-
sion prompte non prédites par le modèle standard. L’instrument Fermi LAT (Atwood
et al., 2009) a permis de mettre en évidence une émission retardée à haute énergie (>
100 MeV) avec une durée plus importante. Les connexions entre l’émission prompte
et/ou l’émission rémanente précoce et ce rayonnement tardif observé au GeV sont
encore mal comprises (Zhang et al., 2011).
Malgré ces résultats, le nombre de sursauts à grand redshift détectés par Swift
reste faible (cf. Figure 1.12). L’agrandissement de l’échantillon statistique de sur-
sauts à haut redshift avec des contreparties détectées dans le proche infra-rouge
permettrait notamment de mieux comprendre la formation des premières étoiles de
l’univers : les étoiles de population III plus massives et pourvues d’une faible métal-
licité, ainsi que la phase de ré-ionisation de l’hydrogène neutre (Petitjean et Vergani,
2011). La nature de l’écoulement relativiste dans les jets fait actuellement l’objet de
débats notamment à cause de l’aspect inattendu des courbes de lumière, révélé par
Swift, de l’émission rémanente précoce en X et en visible (Godet et Mochkovitch,
2011). Certaines questions sont toujours ouvertes sur les mécanismes d’accélération
de particules et d’émission des photons γ, le rôle du choc en retour ou encore l’in-
fluence de la rotation rapide de l’étoile sur la production d’un sursaut (Zhang, 2011).
Les sursauts γ sont si brillants qu’ils offrent également la possibilité d’étudier
les avant-plans, la structure et la composition du gaz chaud intergalactique. Il per-
mettent également de tester certaines théories de gravitation quantique prédisant
une violation de l’invariance de Lorentz en observant les retards dans l’émission du
rayonnement entre différentes bandes d’énergie (Paul et al., 2011). Les avancées po-
tentiellement prometteuses réalisées par de futures missions dédiées à l’étude des
sursauts gamma comme SVOM résident à la fois dans la sensibilité des instruments
mais aussi et surtout dans la qualité du suivi multi-longueur d’onde en synergie
avec l’utilisation de détecteurs de nouveaux messagers comme les neutrinos et les
ondes gravitationnelles. Une synergie de ces nouveaux instruments (avec des projets
comme ALMA, le JWST, LIGO-VIRGO ou CTA 1) permettrait de faire des avancées
considérables notamment dans notre compréhension des sursauts courts.
1. ALMA : Atacama Large Millimeter Array, JWST : James Webb Space Telescope, LIGO : Laser
Interferometer Gravitational-Wave Observatory, CTA : Cherenkov Telescope Array
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1.3.2 Objectifs scientifiques de la mission
Guidés par une volonté commune d’apporter une contribution scientifique signi-
ficative à l’étude des sursauts gamma, les agences spatiales Chinoise (CNSA) et
Française (CNES) ont programmé la réalisation de la mission SVOM (Space-based
multi-band astronomical Variable Object Monitor), dédiée à la détection et à l’obser-
vation des sursauts gamma et autres événements transitoires (dislocation d’étoiles
par un trou noir supermassif, explosion de supernova, etc.) dans les domaines X / γ
et optique. Cette mission actuellement en phase B, après un gel de 3 ans, est conçue
pour répondre à plusieurs objectifs scientifiques pour la détection d’environ 70 à 80
sursauts par an (Paul et al., 2011; Godet et al., 2012; Cordier et al., 2015) :
• Permettre la détection d’un grand nombre de sursauts de tous les types connus,
soit un échantillon de 200 sursauts détectés sur les trois années de la mission.
• Distribuer rapidement la localisation du sursaut sur le ciel avec une faible boite
d’erreur pour garantir un suivi au sol optimal des contre-parties optiques et
proche infra-rouge à l’aide de très grands télescopes.
• Mesurer le spectre de l’émission prompte sur une large gamme de longueur
d’ondes (du domaine visible à des énergies du MeV).
• Réaliser le comptage des photons avec une sensibilité et une résolution en
temps adaptée à l’étude des propriétés temporelle de l’émission prompte.
• Identifier rapidement l’émission rémanente des sursauts dans les domaines X,
optique et proche infra-rouge permettant une localisation rapide et précise de
la galaxie hôte pour la mesure de son redshift spectroscopique par les grands
télescope au sol.
• Mesurer les propriétés temporelles et spectrales de l’émission rémanente de la
lumière visible aux rayons-X dans la phase précoce et tardive.
Un objectif important de la mission est d’augmenter, par rapport aux mission
précédentes, la fraction de sursauts détectés avec une mesure spectroscopique du
redshift. En effet, une contrainte sur la distance des sursauts donne une estimation
de sa luminosité intrinsèque et permet donc de modéliser correctement les phéno-
mènes micro-physiques associés aux mécanismes d’émission. Cette fraction attei-
gnant 33% pour les sursauts détectés par Swift devrait atteindre environ 60% pour
la population de sursauts détectés par SVOM. En plus de la mesure du redshift, le
suivi par les télescopes au sol permettra la détection d’un vaste échantillon de ga-
laxies hôtes et demieux comprendre la formation des progéniteurs. Pour unemission
de ce type, dédiée à l’étude de phénomènes transitoires, le taux d’occupation des ins-
truments est très faible ce qui laisse une importante fraction du temps d’observation
libre pour l’étude d’autres objets d’intérêt comme les binaires-X, les noyaux actifs de
galaxies ou encore les étoiles à neutrons fortement magnétisées (magnétar).
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1.3.3 Charge utile scientifique
La plateforme de la mission SVOM est un "mini-satellite" intégrant d’une part
un module de service et d’autre part une charge utile composée d’une structure d’in-
terface, appelée le PIM (Payload Interface Module) sur laquelle sont intégrés les ins-
truments sur le même axe optique (cf. figure 1.5). Les détails de chaque instrument
sont donnés dans la table 1.1.
ECLAIRs Gamma-Ray Monitor
Type Caméra à masque codé Spectromètre
Ouverture du masque : 40%
Distance masque DPIX : 46 cm
Consortium IRAP, CEA-Saclay IHEP Beijing (Chine)
APC (France)
Champ de vue ∼ 2 sr (89 × 89 deg2) ∼ 2 sr
Champ entièrement codé : 0.15 sr
(22.1 × 22.1 deg2)
Bande d’énergie [4 − 150] keV [15 keV-5 MeV]
Surface efficace ∼ 1000 cm2 @ 20-50 keV 280 cm2 @ 200 keV
∼ 150 cm2 @ 4 keV ∼ 160 cm2 @ 5 MeV
Détecteurs 6400 détecteurs Shottky
Pt/CdTe/In :Cl (THM) 3× NaI(Tl)
Dimensions : 4 × 4 × 1 mm3
FWHM < 2 keV @ 60keV
Datation 10 μs
Microchannel X-ray Télescope Visible Télescope
Type Télescope Wolter-I Télescope Ritchey-Chrétien
Consortium CEA-Saclay, LAM (France) NAOC Beijing (Chine)
University of Leicester (UK)
MPE, IAAT (Allemagne)
Champ de vue 64 × 64 arcmin2 26 × 26 arcmin2
Bande d’énergie [0.2 − 10] keV Bandes V et R
Surface efficace ∼ 50 cm2 @ 1.5 keV
PSF 3.7arcmin @ 1.5 keV 0.7 arcsec
Distance focale 1 m 360 cm (f/9)
Diamètre ∼ 24 cm 40 cm
Détecteurs pn-CDD (256 × 256) 2 CCDs (2048 × 2048)
Pixels : 75 × 75 μm2
FWHM 75 eV @ 1keV
Lecture 100 μs
Table 1.1 – Principales caractéristiques des 4 instruments embarqués à bord du satellite SVOM. Les instruments grand
champs sensibles à l’émission prompte sont en haut alors que les instruments petits champs sensibles à l’émission rémanente
sont en bas. Ces informations sont extraites de Godet et al. (2012) et Cordier et al. (2015).
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Figure 1.5 – Charge utile scientifique de la mission SVOM. ECLAIRs est une caméra à masque codé grand responsable
de la première détection du sursaut sur la gamme [4-150 keV]. La caméra MXT est un télescope à rayons X en charge de
l’observation de la contre-partie X et de la localisation précise du sursaut sur la gamme [0.3 - 10 keV] après le dépointage. Ces
deux instruments sont sous la responsabilité de la France. Le VT est un télescope visible responsable de l’observation de la
contre-partie optique et de la localisation du sursaut après dépointage. Le GRM est un spectromètre sur la gamme [50 keV - 5
MeV]. Ces deux instruments sont sous la responsabilité de la Chine. Les télescopes GWAC et GFT permettent de réaliser un
suivi quasi-permanent dans l’hémisphère nord.
1.3.4 Séquence de détection d’un sursaut gamma
Le satellite SVOMadoptera lamême stratégie d’observation des sursauts gamma
que Swift et sera couplé à un réseau de télescopes robotiques au sol. La solution
adoptée pour le réseau d’alerte est un système d’antennes VHF localisées le long de
l’orbite (d’une altitude de 620 km inclinée de 29◦) permettant d’envoyer rapidement,
en moins d’une minute après la détection du sursaut par ECLAIRs, un message
d’alerte contenant les principales informations du sursaut notamment sa localisa-
tion qui sera par la suite distribuée à la communauté scientifique pour optimiser le
suivi.
ECLAIRs détectera une nouvelle source dans son champ de vue, si celle-ci pré-
sente dans l’image un rapport signal sur bruit supérieur à un seuil de détection. Un
signal d’alerte est alors envoyé au sol sur la bande VHF. Si ce rapport signal sur
bruit est encore plus élevé, au delà d’un seuil dit de "slew" ajusté de manière à éviter
un taux de fausses alertes important, l’instrument ECLAIRs envoie une requête de
dépointage à la plate-forme. La plate-forme vérifie que les coordonnées de la source
détectée soient accessibles compte tenu des contraintes d’attitude et de la position
du satellite sur l’orbite. Un chemin optimal est alors calculé à bord pour repointer
automatiquement le satellite dans la direction du sursaut (mouvement appelé ma-
noeuvre de "slew"). Ce dépointage permet de placer la source, localisée par ECLAIRs
dans une boite d’erreur autour de 12 arcmin à 90% de confiance, dans le champ de
vue des instruments MXT et VT.
Simultanément le signal d’alerte envoyé par ECLAIRs sur la bande VHF dé-
clenche des manoeuvres de suivi par des télescopes robotiques au sol observant loca-
lement le ciel dans la même direction qu’ECLAIRs. Ces télescopes robotiques (GFT
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pour Chinese/French Ground Follow-up Telescope), munis d’instruments optique et
proche infra-rouge (pour le F-GFT) permettent d’affiner la position du sursaut avec
une précision de localisation inférieure à la seconde d’arc. Ils sont également en
charge du suivi temporel de la source et de la mesure photométrique du redshift.
En parallèle un autre télescope (Ground Wide Angle Cameras) observant le même
champ de vue qu’ECLAIRs pendant une fraction du temps permettra la détection
d’une contre partie optique durant l’émission prompte. La figure 1.6-b résume la sé-
rie d’observations réalisées au sol et dans l’espace, avant et après le dépointage du
satellite au cours de la séquence de détection d’un sursaut.
1.3.5 Stratégie d’observation
Les sursauts gamma étant des phénomènes aléatoirement distribués dans le
temps et sur la voûte céleste, il convient de les observer avec des instruments mu-
nis de grands champs de vue pour maximiser la probabilité d’en observer. Les exi-
gences scientifiques nécessitent l’implémentation d’une charge utile multi-longueur
d’onde avec une combinaison d’instruments grand-champ et petit-champ à l’instar
de Swift. Les contraintes observationnelles, propres à chaque instrument embarqué
sur la plateforme, vont contraindre les régions du ciel qu’il est possible d’observer, en
évitant par exemple des sources de rayonnement intenses comme le Soleil, la Lune,
le plan galactique ou encore Sco X−1.
À ces contraintes instrumentales vont s’ajouter celles liées à l’orbite du satellite
et à son approvisionnement en énergie (du fait de son attitude par rapport au soleil).
La volonté de réaliser un suivi rapide de l’émission rémanente précoce par des téles-
copes optiques et proche infra-rouge impose une visibilité immédiate de la source au
sol proche du zénith local. Par conséquent, il est prévu de pointer le satellite dans
la direction antisolaire avec la Terre passant régulièrement dans le champ de vue
des instruments. La loi de pointage ainsi définie est appelée loi d’attitude "B1" (cf.
Figure 1.6).
 







Figure 1.6 – Stratégie d’observation de la mission SVOM. a - Carte d’exposition traduisant les régions du ciel cumulant le plus
de temps d’observation (en rouge). Certaines sources brillantes ainsi que le plan galactique ne sont que très rarement dans le
champs de vue d’ECLAIRs. b - Séquence d’observations suite à la détection d’un sursaut par les instruments grands champs
dans l’espace (haut) et au sol (bas).
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1.4 La caméra ECLAIRs
1.4.1 Enjeu scientifique et exigences instrumentales
ECLAIRs est un instrument central pour la mission SVOM car il est en charge de
la détection et de la première localisation de l’émission prompte des sursauts dans la
gamme 4-150 keV (Godet et al., 2014). Ce spectro-imageur offre une surface efficace
de collection d’environ 400 cm2 à 50 keV et de 150 cm2 à 4 keV. Afin d’optimiser la
sensibilité de l’instrument pour répondre aux objectif scientifiques de la mission,
nous avons fait le choix d’abaisser le seuil bas en énergie à 4 keV. Des instruments
sursaut comme Swift/BAT et BATSE ont des seuils bas de détection de 14 keV et 30
keV respectivement. Cette gamme d’énergie, avec un seuil de détection repoussé de
14 à 4 keV par rapport aux précédentes missions, permet de compenser la surface
moyenne de l’instrument car le nombre de photons attendus de la relation (1.1) à
basse énergie est plus important (cf. figure 1.7-a). Cette sensibilité à des énergies
supérieures à seulement 4 keV est un objectif majeur de la mission qui permettra
la détection d’un plus grand nombre de sursauts riches en X et à grand redshift (cf.
figure 1.7-b)
Les sursauts pouvant se manifester n’importe où dans le ciel et à n’importe quel
moment, cette caméra àmasque codé présente à la fois un grand champ de vue d’envi-
ron 2 stéradians (soit 89◦×89◦) et une grande disponibilité avec des détecteurs polari-
sés en permanence, sauf pendant les passages profonds du satellite dans l’anomalie
sud Atlantique (SAA). La localisation des sursauts les plus faibles dans les images
est d’une précision de l’ordre de la dizaine de minutes d’arc à 90% de confiance. Cette
boite d’erreur est inférieure à la taille du champ de vue des instruments petit-champ
(cf. table1.1).
Nous avons vu que l’étude de l’émission prompte d’un sursaut requiert à la fois
















Figure 1.7 – Simulation des performances de l’instrument. a - Comparaison de la sensibilité d’ECLAIRs (noté ici SVOM-CXG)
avec d’autres instruments de missions sursauts. Pour ce faire, une distribution unique de sursauts standards est générée pour
différents Epic. On calcule ensuite le flux minimal sur la bande [1 keV - 1 MeV] nécessaire pour une détection à 5 σ dans la
bande d’énergie de l’instrument considéré compte tenu de sa surface efficace. La sensibilité d’ECLAIRs, avec son seuil à 4 keV,
est plus grande que celle de Swift-BAT pour des Epic < 22 keV (Godet et al., 2009). b - Distribution cumulative du nombre de
sursauts détectés en fonction du redshift, basée sur une distribution de sursauts Fermi & Swift recalés dans la bande d’énergie
d’ECLAIRs.





Figure 1.8 – Principe de l’imagerie à masque codé. a - Motif du masque pseudo-aléatoire choisi pour la caméra ECLAIRs. b
- Modulation de l’ombre du motif du masque pour deux sources dans le ciel. L’image est reconstruite par déconvolution en
cherchant une ou plusieurs occurrences du motif (par autocorrélation) dans les coups détectés sur le plan de détection.
porelle (pics) d’une durée minimale de l’ordre de la milliseconde mais aussi, l’ac-
quisition du spectre en énergie pour la mesure des paramètres spectraux. En effet,
ECLAIRs réalise un comptage et une datation photon par photon avec un tempsmort
inférieur à 5% pour des événements très brillants qualifiés de "sursauts du siècle",
correspondant à un taux de coups de 105 cps s−1 sur l’ensemble du plan de détec-
tion. La mesure précise de l’énergie des photons par le spectro-imageur requiert une
connaissance fine de la réponse des détecteurs pavant le plan de détection et de leurs
électroniques de lecture associées.
1.4.2 Système d’imagerie à masque codé
Pour les rayons X durs, les télescopes spatiaux ont besoin de très grandes dis-
tances focales que les lanceurs actuels sont incapables de fournir et les techniques
de mâts déployables ou de vols en formation sont encore peu répandus. Par consé-
quent, des techniques d’imagerie innovantes ont vu le jour permettant de remonter
indirectement à la direction d’arrivée des photons (en reconstruisant des images).
Dans ce cas, la lumière n’est pas focalisée. Par conséquent, le collecteur (télescope)
fait la même taille que le détecteur (grands plans de détection).
Un des premiers systèmes à ouverture codée utilisé pour faire de l’imagerie γ
dans une mission spatiale est l’instrument SIGMA (Paul et al., 1991). Cette méthode
d’imagerie est basée sur la modulation des photons incidents provenant de diverses
sources par un masque rempli d’éléments tantôt opaques tantôt transparents au
rayonnement dans une certaine gamme d’énergie (gamme d’imagerie de 4-80 keV
pour ECLAIRs). Un seuil bas en énergie inférieur à 4 keV nécessite une faible ab-
sorption des photons de basse énergie par les éléments transparents du masque.
Par conséquent ces éléments sont remplacés par des trous. Les éléments du masque
d’ECLAIRs forment un motif qui n’est pas tout à fait aléatoire (cf. figure 1.8-a). En
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effet, des exigences mécaniques liées à la tenue en vibration contraignent la dispo-
sition de trous juxtaposés en diagonale. Le rapport entre le nombre de trous et le
nombre total d’éléments détermine l’ouverture du masque qui impacte fortement la
sensibilité de l’instrument. Le masque d’ECLAIRs est ouvert à 40% et positionné
à 46 cm du plan de détection. Cette distance caractéristique détermine le champ
de vue de l’instrument. Le principe consiste à produire une matrice de coups pro-
venant du plan de détection pixélisé et contenant autant de projections différentes
du motif que de sources de rayonnement présentes dans le champ de vue (Caroli
et al., 1987). La matrice de détecteurs D contient donc à la fois les coups issues des
photons du bruit de fond et des sources hors champ de vue (matrice B) ainsi que
des photons incidents de la source (formant l’image du ciel S) modulés spatialement
par le masque M2. Les coups bruts détectés sur le plan de détection forment un
"shadowgram" tel que : D = S ∗ M + B
Pour faciliter la déconvolution du masque et former une image, il est nécessaire
de diviser le shadowgram par une table d’efficacité correspondant au shadowgram
du bruit de fond total (CXB, bruit de fond instrumental et efficacité des détecteurs
des détecteurs) réalisé sans sources dans le champ de vue (Flat field). Toute la com-
plexité demeure dans le choix du motif du masque car l’ombre qu’il produit sur le
plan de détection doit être unique et propre à une seule direction du ciel. Dans le cas
contraire des artefacts peuvent apparaître dans l’image, produisant de la confusion.
Le choix du masque est restreint aux motifs M possédant une fonction de transfert
inversible (Goldwurm et al., 2001). Par conséquent, il existe une matrice de corréla-
tion inverse G ou "matrice de décodage" telle que M ∗ G = δ (identité). Les images
sont reconstruites en convoluant le shadowgram par cette matrice de corrélation
inverse calculée à partir du motif du masque Caroli et al. (1987) :
S ′ = D ∗ G = S ∗ M ∗ G + B ∗ G
= S ∗ δ + B ∗ G = S + B ∗ G
(1.2)
Remarquons que l’image reconstruite S ′ est d’autant plus fidèle à celle de la source
S que le bruit de fond est faible. Pour la détection d’un sursaut on calcul également
l’image pondérée par la variance statistique du bruit reconstruit (B ∗ G). Pour une
source présente dans le champ entièrement codé (22.1◦×22.1◦ de l’axe optique), la
variance associée à chaque image de la source reconstruite est constante et le rapport
signal sur bruit (SNR) vaut CS′/
√
CS′ + CB avec CS′ et CB les nombres de coups de
la source et du bruit. En dehors de cette limite, le champ est partiellement codé
à cause de l’ombre du blindage sur le plan de détection. Par conséquent le SNR
augmente quand on s’éloigne de l’axe optique du télescope. La localisation d’une
source ponctuelle telle qu’un sursaut γ est entachée d’une erreur (PSLE pour Point
Source Location Error) liée au SNR. Plus le nombre de photons provenant de la
source sera important et plus la localisation sera précise (cf. figure 1.9-a).
Un autre choix déterminant dans la conception du masque est le rapport entre la
taille de ses éléments et la taille des détecteurs (noté m/d). Sur la figure 1.9-b, La-
2. Cette modulation est un produit de convolution de l’image du ciel et du masque codé






























Figure 1.9 – Performances de localisation du masque codé. a - Pour un grand nombre de sursauts Fermi & Swift extrapolés
dans la bande d’ECLAIRs, l’erreur de localisation d’une source ponctuelle (PSLE) décroît en moyenne comme l’inverse du
SNRimage. Les lignes colorées correspondent aux niveaux de confiance de 80% en vert, 90% en rouge et 95% en orange. b -
Choix du rapport m/d du masque dans une population de motifs générés par simulation en fonction de sa sensibilité (i.e. une
augmentation du nombre de sursauts détectés) et de sa PLSE. Lemasque est choisi pour un rapport m/d de 2.6. Ces graphiques
sont extraits de Lachaud et al. (2015).
chaud et al. (2015) montrent l’évolution de la précision de localisation avec le rapport
m/d pour un grand nombre de masques générés avec une ouverture fixée à 40% et un
rapport signal à bruit de 8. Lemasque choisi présente un rapport m/d de 2.6, permet-
tant à la fois d’augmenter la sensibilité de l’instrument (i.e. le nombre de sursauts
détectés) tout en limitant la dégradation de sa précision de localisation nécessaire au
suivi de la source par les instruments petit-champ MXT et VT. Cette augmentation
de sensibilité est motivée par l’augmentation du nombre de sursauts potentiellement
détectés au cours de la mission et particulièrement les moins lumineux.






Figure 1.10 – Télescope X-γ de la caméra ECLAIRs.
La structure de la caméra ECLAIRs est
détaillée sur la figure 1.10. Le télescope X-
gamma (TXG) est constitué 1 - d’un masque
codé recouvert d’une fine couche 51 μm de
MLI pour l’étanchéité à la lumière visible,
2 - d’un blindage latéral passif et auto-
porteur en Pb (0.9 mm), Cu (0.1 mm) et
Al (0.5 mm), 3 - d’un plateau froid sur le-
quel est monté le plan de détection, 4 - de
200 modules de détection XRDPIX pavant
ce plan, 5 - des électroniques de lecture sec-
teur associées (ELS). Le masque codé est
un sandwich de tantale collé entre deux
couches de titane pour la résistance méca-
nique et assurer la planéité du masque. Les
bords en titane des trous sont plus larges
que la partie en tantale pour éviter le vi-
gnettage i.e. la diminution de l’ouverture
dumasque avec l’incidence des photons. Les
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propriétés du blindage sont optimisées pour réduire significativement le bruit de
fond astrophysique et le flux de particules cosmiques tout en permettant d’utiliser
les raies de fluorescence des matériaux le constituant pour les phases de calibration
en vol. La caméra est équipée d’une unité de traitement des données et de gestion
du plan de détection située dans le boitier UGTS (absent sur la figure 1.10).
Plan de détection
Le plan de détection de la caméra nommé DPIX possède une surface efficace de
1024 cm2 maximale autour de 50 keV et réduite à 150 cm2 autour de 4 keV si l’on
tient compte de l’ouverture du masque et de l’absorption de la couche de MLI. Le
DPIX est pavé de 6400 détecteurs monolithique en Tellure de Cadmium (CdTe). Ces
détecteurs de 4×4×1 mm3 présentent un contact Schottky en indium à l’anode qui
leur confère la caractéristique d’une diode avec un courant de fuite (et donc un bruit)
très faible en polarisation inverse. Ces détecteurs sont hybridés avec une ASIC bas
bruit pour former un module élémentaire de détection appelé XRDPIX. Par souci de
redondance, le DPIX est divisé en 8 secteurs indépendants comptant 25 modules de
détection chacun. Les 200 XRDPIX sont intégrés sur un plateau froid en AlBeMet
permettant de maintenir leur température nominale autour de -20◦C. Un système
de caloduc évacue la chaleur dissipée vers un radiateur.
Electronique de lecture secteur
Chaque secteur comprend une électronique de lecture secteur (ELS) constitué 1-
d’un convertisseur analogique-numérique (ADC) responsable de la numérisation des
signaux analogiques des 25 XRDPIX avec une énergie des photons codée sur 1024
canaux, 2- d’un circuit programmable FPGA (Field Programmable Gate Array) qui
pilote la séquence de lecture des détecteurs, 3- d’un relais haute tension pour po-
lariser les 800 détecteurs du secteur. Le DPIX est alimenté et géré par l’Unité de
Gestion et de Traitement des données Scientifiques (UGTS). Cet élément central de
l’instrument permet, entre autre, l’ajustement du seuil bas de détection de chaque
détecteur, la surveillance des données de servitudes (e.g. températures etc.) ainsi que
la gestion des pixels bruyants et de la haute tension. Les ELS produisent des mes-
sages "photon par photon" (c.f. §3.3.3) stockés dans la mémoire de masse du satellite
et utilisés par l’algorithme de détection de sursauts γ implémenté dans l’UGTS.
1.4.4 Unité de Gestion et de Traitement Scientifique (UGTS)
Outre la gestion du DPIX, l’UGTS est responsable de la détection et de la pre-
mière localisation des sursauts à partir des données reçues photon par photon des
8 ELS du plan de détection. En fonction de la significativité de la détection et de la
localisation, estimée de manière totalement automatisée à bord par le rapport si-
gnal sur bruit, l’UGTS formule une requête de dépointage au satellite. La difficulté
majeure de cette tâche réside dans la diversité des échelles de temps de variabilité
associée aux sursauts gamma (sursauts longs, courts, brillants ou sous-lumineux)
et des propriétés spectrales de l’émission prompte des sursauts (durs ou mous). Pour
maximiser le nombre de sursauts détectés, l’UGTS implémente deux algorithmes de
détection (Trigger) complémentaires, exécutés en parallèle :
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Figure 1.11 – Simulation des performances du trigger image de la caméra ECLAIRs pour la détection d’un sursaut brillant de
BATSE (GRB990510) déplacé dans la bande d’énergie d’ECLAIRs. a - Shadowgram du sursaut lors d’un passage de la terre
dans le champ de vue (additionné au bruit de fond). b - Image SNR reconstruite par déconvolution du masque. Ces images ont
été réalisées par Sarah Antier et Stéphane Schanne.
Le Trigger image
Cette méthode, déjà implémentée dans la détection des sursauts avec l’instru-
ment Swift/BAT consiste à réaliser des images du ciel toutes les 20 secondes dans 4
bandes d’énergie différentes, afin de détecter l’apparition d’une nouvelle source dans
le champ de vue puis la localiser (Schanne et al., 2014). Pour ce faire, le shadowgram
est construit par l’accumulation des coups provenant des 6400 détecteurs du DPIX.
Du fait des caractéristiques du masque (cf.§ 1.4.2) et du passage régulier de la Terre
dans le champ de vue, le shadowgram accumulé n’est pas plat et nécessite quelques
corrections comme sa normalisation par la table d’efficacité et le masquage des pixels
obscurcis (ou plutôt éclairés) par la Terre (cf. figure 1.11).
Pour garantir un faible temps de calcul (autour de 2s), la déconvolution de l’image
est basée sur le calcul de la fonction d’autocorrélation du masque par transformée de
Fourier rapide (Skinner et al., 1987). Cette étape permet de produire une image du
ciel de 200×200 pixels en SNR pour la détection et en nombre de photons détectés
pour la localisation. La détection d’une nouvelle source non cataloguée se fait par la
recherche de zones dans le champ de vue (pics en 2D) avec un SNR au delà d’un seuil
fixé (6.5 σ). La localisation de la source est déterminée par l’ajustement du pic détecté
par la PSF (Point Spread Function) de l’instrument. Étant donné la diversité de leurs
propriétés spectrales, la détection de tous les types de sursauts connus nécessite
l’utilisation de 4 bandes d’énergie (4-50, 4-80, 4-120 et 15-50 keV). Pour les sursauts
les moins brillants, ces images, systématiquement produites toutes les 20 s, sont
empilées sur différentes échelles de temps allant jusqu’à 20 minutes. Cette méthode,
héritée de Swift (Palmer et al., 2004), est efficace pour la détection des sursauts
sous-lumineux avec des échelles de variabilité plus longues ou des sursauts à grand
redshift (cf. figure 1.12).















s Tous les sursauts 
Sursauts détectés 
dans les images Figure 1.12 – Distribution du nombre de sursauts γ
détectés par Swift en fonction du redshift. Les sur-
sauts détectés par toutes les méthodes de détection
(trigger image et/ou trigger taux de comptage) sont
classés en fonction de la valeur du redshift mesuré
(en gris). La fraction de sursauts détectés unique-
ment à l’aide du trigger image en fonction avec du
redshift mesuré est en rouge. Cette fraction, faible
pour les sursauts proches devient non négligeable
pour les sursauts à très grand redshift. (image : Amy
Yarleen NASA/GFSC)
Le Trigger taux de comptage
Cette méthode consiste à rechercher des excès significatifs du taux de comptage
par rapport au bruit de fond correspondant à des impulsions plus ou moins courtes
dans la courbe de lumière. Pour ce faire, l’algorithme utilise deux séries de 11 fe-
nêtres temporelles glissantes (toutes les 2.56 s) dont les durées varient de 10 ms à
20 s. Pour chaque fenêtre, le taux de coups est comparé au niveau moyen du bruit de
fond dont la tendance est ajustée sur une durée plus longue (Schanne et al., 2014).
L’excès, est exprimé en SNR par la relation :
SNR = (D − B)√
B
(1.3)
avec D le taux de coups des détecteurs de la zone étudiée et B le bruit ajusté. La dé-
tection d’un nouvel excès avec un SNR au dessus d’un seuil de détection fixé entraîne
la reconstruction d’une image à partir du shadowgram accumulé sur la fenêtre tem-
porelle étudiée. Puis, la procédure de localisation des sources associée au Trigger
image est exécutée sur l’image déconvoluée afin d’envoyer une requête de dépoin-
tage dès que la significativité de la nouvelle source détectée est suffisamment élevée
i.e. au dessus du seuil de slew (cf. §1.3.4).
Cet algorithme est en fait réalisé sur les 4 bandes d’énergie précédemment citées,
ainsi que sur différentes parties du plan de détection. En effet, les sursauts étant
répartis de manière isotrope, la plupart sont éloignés de l’axe optique du télescope,
hors du champ totalement codé. Par conséquent, pour intégrer moins de bruit de
fond le Trigger taux de comptage est réalisé simultanément sur 9 zones du DPIX.
Cet algorithme permet de déclencher une alerte très rapidement sur les premières
variations brusques de la courbe de lumière, le rendant plus efficace pour la détection
de sursauts courts.
Chapitre 2
Du CdTe Schottky pour ECLAIRs
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En astronomie des hautes énergies, les détecteurs sont des éléments indispen-sables qui transforment le dépôt d’énergie, provoqué par l’interaction d’unphoton ou d’une particule en signal intelligible. Les principales qualités des
détecteurs semiconducteurs comme de Tellure de Cadmium (ou CdTe) sont leur den-
sité, leur numéro atomique Z ainsi que leur large bande interdite leur permettant
à la fois de détecter des photons d’une énergie de quelques dizaines à quelques cen-
taines de keV mais aussi d’être opérés à température ambiante.
Les détecteurs d’ECLAIRs sont des cristaux de CdTe d’une dimension de 4×4×1
mm3 présentant des électrodes métallisées sur lesquelles se forment un signal lors
de l’interaction d’un photon. L’une de ces électrodes constituée d’indium permet au
contact, à l’interface entre le métal et le matériau semiconducteur, de bloquer le pas-
sage du courant quand celui-ci est polarisé en inverse. Il s’agit d’un contact Schottky
possédant les caractéristiques d’une diode. Cette configuration permet de limiter le
courant de fuite produit par le détecteur en l’absence de rayonnement même avec
des tension de polarisation élevées. Cette caractéristique est primordiale pour le
fonctionnement d’ECLAIRs car elle permet de réduire drastiquement le bruit et d’at-
teindre l’objectif d’un seuil de détection inférieur à 4 keV.
Dans ce chapitre je détaille dans un premier temps les mécanismes physiques à
l’oeuvre au sein des détecteurs CdTe Schottky puis je justifie les choix technologiques
réalisés autour de cette solution innovante, au regard des contraintes supplémen-
taires que celle-ci apporte par rapport aux précédentes missions.
2.1 Physique des détecteurs semiconducteurs
2.1.1 Propriétés des semiconducteurs
Les électrons d’un atome libre et isolé s’arrangent suivant des niveaux d’énergie
quantifiés. Dans le réseau cristallin d’un matériau semiconducteur, les distances
inter-atomiques sont telles que les niveaux d’énergie des atomes deviennent "dé-
générés" à cause du principe d’exclusion de Pauli. Ce phénomène engendre pour
un grand nombre d’atomes l’apparition de bandes d’énergie dites de valence et de
conduction qui vont définir les propriétés chimiques et diélectriques du matériau.
Ces deux bandes sont séparées par une bande interdite ou "gap" de largeur EG qui
dépend de la distance inter-atomique (constante du réseau cristallin) et de la struc-
ture électronique des atomes.





Figure 2.1 – La bande de valence est séparée de la
bande de conduction par une une bande interdite
de largeur EG.
Dans un semiconducteur parfait de haute pu-
reté dit "intrinsèque", aucun électron ne peut
avoir un état correspondant à un niveau d’éner-
gie de la bande interdite. Par conséquent les élec-
trons doivent avoir une quantité d’énergie mini-
male EG pour passer de la bande de valence à la
bande de conduction dans laquelle les porteurs
de charges libres pourront contribuer au passage
du courant. À l’équilibre, la probabilité d’occupa-
tion de ces niveaux discrets en énergie est décrite
par une distribution continue de Fermi-Dirac (figure 2.2) qui dépend de la tempé-














Dans le cas où un électron quitte la bande valence avec un apport d’énergie due à
l’agitation thermique (kT  EG ), celui-ci laisse un défaut d’électron équivalent à un
porteur libre de charge élémentaire positive définie comme un "trou" se déplaçant
dans la bande de valence. Dans ce cas, la probabilité d’occupation d’un niveau par
un trou est décrite par la distribution complémentaire :








































Figure 2.2 – Distribution de Fermi-Dirac pour différentes va-
leurs de température. Le niveau de Fermi est par définition
l’énergie à laquelle la probabilité d’occupation fn(E) d’un élec-
tron agité thermiquement vaut 0.5, indépendamment de la tem-
pérature.
où EF est le niveau de Fermi i.e.
une valeur en énergie ou la probabi-
lité d’occupation vaut 12 quelle que soit
la température. Une telle occupation
n’est possible que si un niveau d’éner-
gie existe pour accueillir le porteur de
charge. Malgré cette probabilité d’occu-
pation de 12 , le niveau de Fermi d’un
semiconducteur pur ou intrinsèque est
par définition près du milieu de la
bande interdite. Les densités de por-
teurs libres sont fonctions des densi-
tés d’états disponibles dans les bandes
d’énergie et de la probabilité d’occupa-
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avec Nv et Nc les densités équivalentes d’états dans la bande de valence et dans








En pratique, les semiconducteurs présentent des impuretés i.e. des atomes pos-
sédant une structure électronique de nature différente incrustés dans le réseau cris-
tallin constitué d’atomes liés entre eux par des liaisons covalentes. Ces différences
de structures électroniques se caractérisent par des lacunes ou des excès d’électrons
de valence sur les atomes d’impuretés qui introduisent des niveaux d’énergie inter-
médiaires dans la bande interdite.


















Figure 2.3 – Diagrammes de bandes faisant apparaître le niveau d’énergie des états de type accepteur et leur occupation pour
un dopage de type p (NA est la densité d’impuretés ionisées, p0 et n0 sont respectivement les densités de porteurs majoritaires
et minoritaires). a : T1 = 0 K, n0 = p0 = 0. b : 0 ≤ T1 ≤ 50 K, les impuretés s’ionisent. c : 50 K ≤ T2 ≤ 500 K, p0  NA. d :
T3 > 500 K, n0  p0.
Dans le cas d’une lacune, un électron de valence peut combler ce vide correspon-
dant à un niveau dit accepteur laissant un trou libre de se déplacer dans la bande de
valence sous l’effet d’un champ électrique. Le dopage du semiconducteur est alors de
type p. Dans le cas d’un excès, l’électron de l’impureté, sur un niveau d’énergie dit
donneur, peut passer dans la bande de conduction dans laquelle il pourra également
se déplacer librement sous l’effet d’un champ électrique. Le dopage du semiconduc-
teur est alors de type n. Dans les deux cas, ce dopage favorise un type de porteur
majoritaire et participe à l’augmentation de la conductivité électrique du matériau.
Bien entendu, le passage d’un électron d’un niveau à un autre n’est possible que si
ce dernier possède l’énergie nécessaire par agitation thermique ou par l’absorption
de l’énergie d’un photon.
Dans certains cas, pour limiter la conductivité il est possible d’équilibrer la concen-
tration des niveaux donneurs et accepteurs. On dit que le matériau est compensé
ou plutôt partiellement compensé (cette compensation n’étant jamais parfaite). Le
matériau conserve toujours un type de porteurs majoritaires dont l’ensemble des ni-
veaux accepteurs et/ou donneurs n’ont pas pu être totalement compensés. La contri-
bution de ces niveaux non compensés est représentée par un niveau fictif E∗ tel que
E∗ − Ev = δEa avec δEa l’énergie d’activation nécessaire à l’ionisation de ce niveau.
1. La notion de masse effective des porteurs sera abordée dans la section 2.1.4
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Neutralité électrique
En tout point du volume d’un semiconducteur homogène et à l’équilibre, la somme
du nombre de charges fixes et du nombre de porteurs libres est la même d’une espèce
à l’autre de telle sorte que p0 + N+D = n0 + N−A (équation de neutralité). Où N+D et
N−A représentent le nombre d’impuretés ionisées respectivement pour des niveaux
donneurs et accepteurs tels que :
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩















En fonction de la position du niveau de Fermi (EF −ED et EA −EF ) et du nombre
d’impuretés (NA et ND), les sites donneurs sont ionisés (N+D ) une fois leurs électrons
cédés alors que les sites accepteurs sont ionisés (N−A ) une fois leurs trous cédés (lors
de la capture d’un électron). Cette neutralité électrique traduit le fait qu’une varia-
tion du nombre de sites ionisés dans le temps peut augmenter la valeur du courant
due aux porteurs libres lorsqu’un champ électrique est appliqué. Dans un semicon-
ducteur non homogène i.e. avec un dopage variable dans le volume, le niveau de
Fermi à l’équilibre thermodynamique est en tout point le même du fait du mouve-
ment des porteurs de charges (figure 2.4-a). Les électrons de la bande de conduction
se déplacent vers les plus basses énergies (état le plus stable) par opposition aux
trous. L’état d’équilibre est définit par les distributions de Fermi-Dirac qui à tem-
pérature ambiante montrent un nombre plus important d’électrons libres quand EF
est proche de EC ainsi qu’un nombre plus important de trous libres quand EV est




















Figure 2.4 – a - Semiconducteur hors équilibre thermodynamique : le niveau de Fermi varie suivant x, les porteurs de charges
libres migrent vers l’état stable. b - Semiconducteur à l’équilibre thermodynamique : le niveau de Fermi est identique en tout
point du matériau laissant des zones de charges d’espace à l’endroit où les porteurs libres ont déserté.
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2.1.2 Mécanismes d’interaction des photons avec la matière
La restitution d’un spectre provenant d’une source de rayonnement (astrophy-
sique ou autre) nécessite une parfaite connaissance de la nature des interactions des
photons, non seulement avec la matière qui constitue le détecteur, mais aussi avec le
reste de l’instrument (blindage, structure, masque codé etc). Cette détection repose
essentiellement sur la capacité du rayonnement à produire au sein du détecteur des
particules chargées (directement ou indirectement) qui pourront être collectées pour
former un signal électrique exploitable. Pour des sources de rayonnement intenses,
dans le domaine des rayons X ou à plus basse énergie, le nombre de photons est
très important alors que la quantité d’énergie hν qu’ils véhiculent est réduite. Le si-
gnal induit par la production de particules chargées lors de l’interaction des photons
est tellement infime qu’il est impossible de compter ni même d’estimer l’énergie des
photons incidents autrement qu’à l’aide d’un système dispersif annexe. Un flux ou
une intensité est alors mesuré en collectant le signal (mesure d’un courant continu)
dans des puits de potentiel avant de récupérer une charge totale liée au nombre de
photons incidents 2. Pour des sources de rayonnement plus énergétiques, le nombre
de photons est plus faible alors que la quantité d’énergie qu’ils transportent est plus
importante. Le signal induit par la production de particules secondaires chargées,
dans ce cas, peut être collecté photon par photon (impulsions de courant) permet-
tant ainsi le comptage du nombre d’interactions et la mesure du dépôt d’énergie. En
fonction de sa valeur, l’intégralité ou une partie de l’énergie d’un photon peut être
déposée dans un matériau via différents mécanismes : l’absorption photoélectrique,
la diffusion Compton et la production de paires électron-positron.
Absorption photoélectrique : Lors de cette interaction, un photon d’énergie hν
va céder intégralement son impulsion à un électron d’une couche électronique for-
tement liés à l’atome, principalement la couche K pour des énergies supérieures au
keV. L’impulsion du photon est alors transférée en quantité de mouvement à l’élec-
tron ou "photo-électron" qui va pouvoir quitter le nuage électronique. L’énergie ciné-
tique acquise Ee− est très légèrement inférieure à l’énergie du photon incident car
une infime partie (qui sera négligée par la suite) est prélevée par le recul de l’atome
cible. L’éjection du photo-électron laisse l’atome dans un état excité. Pour retrouver
son état stable, l’atome peut libérer l’excès d’énergie en ré-organisant son cortège
électronique de deux façons :
1. Par l’émission d’un photon de fluorescence - Après l’éjection du photo-
électron, un électron d’une couche électronique supérieure se désexcite en émet-
tant un photon dans le domaine X 3. Ce photon émis pourra interagir à son tour
avec d’autres atomes dumatériau par effet photoélectrique ou quitter le volume
du matériau si l’interaction initiale se produit près de la surface.
2. Les détecteurs CCD sont très utilisés en astronomie X, visible et proche-infrarouge. Ces détec-
teurs à transfert de charge permettent de faire de l’imagerie au plan focal mais ne sont pas intrinsè-
quement des spectromètres (sans être couplés à un système dispersif auxiliaire).
3. L’énergie du photon de fluorescence dépend de la différence de niveaux d’énergie lors de la
transition. Cette transition radiative aura lieu uniquement si le photon incident à une énergie suffi-
samment élevée. Les probabilités de transition dépendent des couches électroniques impliquées.
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Dans le premier cas, toute l’énergie du photon incident Eγ est cédée au maté-
riau formant une raie spectrale appelée pic photoélectrique. Dans l’autre cas,
l’énergie restituée est égale à l’énergie du photon incidentmoins celle du photon
de fluorescence qui quitte le matériau. nous observons alors un pic d’échappe-




(Ee−i ) = Eγ − EKα (2.6)
2. Par l’éjection d’un électron Auger - La ré-organisation du cortège électro-
nique n’aboutit pas à une transition radiative mais à l’émission d’un ou plu-
sieurs électrons emportant l’excès d’énergie. En effet, l’atome se désexcite en
redistribuant sur les électrons restant l’excès d’énergie entre les différentes
couches électroniques. Les électrons des couches les moins liées peuvent ac-
quérir suffisamment d’énergie pour quitter l’atome. On parle alors de cascade
Auger.
Ce type de ré-arrangement électronique se produit généralement dans des ma-
tériaux avec un faible numéro atomique où l’énergie de liaison des couches ex-
ternes est moins importante. Ce mécanisme favorise l’observation du pic photo-
électrique dans les spectres car toute l’énergie de l’électron Auger est absorbée
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1 - Absorption de l’énergie du photon 2 - Réorganisation du cortège électronique
Emission d’un photon de 
fluorescence X
 Emission d’un électron Auger 
(Transition non-radiative)













Figure 2.5 – Mécanisme d’interaction par effet photoélectrique. 1 - L’énergie du photon incident est absorbée par un électron
fortement lié au noyau (couche K ou L) qui est éjecté. Le photo-électron ainsi créé transmet sont énergie cinétique Ee− en
générant des paires électron-trou qui pourront être collectées pour constituer un signal. 2 - La ré-organisation du cortège
électronique permet la désexcitation de l’atome soit par émission d’un photon de fluorescence (transition radiative) soit par
éjection d’un ou plusieurs électrons Auger (transition non-radiative).
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Diffusion Compton : Au cours de cette interaction, le photon incident est diffusé
d’un certain angle par un électron faiblement lié à l’atome (Eliaison << Eγ). Le photon
lors de la diffusion peut céder une partie de son énergie (Ee− = Eγ − Eγ′) à l’électron










où Eγ est l’énergie du photon incident, me est la masse de l’électron et θ l’angle
de diffusion. L’énergie déposée dans le matériau absorbant est maximale pour un
photon rétro-diffusé avec un angle θ = π. Cesmultiples valeurs probables de θ forment
un "front Compton" dans le spectre avec E ≤ Eγ.
Production de paires électron-positron : Par opposition aux types d’interac-
tions précédentes, la création de paires e−/ e+ n’intervient pas au niveau du nuage
électroniquemais près du noyau de l’atome, sous l’influence de son champ électrique.
Cette interaction se produit lorsque l’énergie du photon incident est égale ou supé-
rieure au double de l’énergie de masse de l’électron soit 1022 keV. L’électron et le
positron créés se partagent une énergie cinétique intégralement déposée dans le
matériau Ee = Eγ − 2mec2. Le positron stoppé (Ee+ ≤ 1 keV) s’annihile ensuite pour










      
Eɣ = 0 positron
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Eɣ’1 = 511 keV
Eɣ’2 = 511 keV
 			
Figure 2.6 – À gauche - Schema de la diffusion d’un photon d’énergie Eγ par effet Compton. Lors de la diffusion, le photon
incident est dévié d’un angle θ en cédant une partie de son énergie à un électron faiblement lié à l’atome. L’électron est alors
éjecté avec une énergie cinétique Ee− transférée au matériau lors d’interactions colombiennes. Le photon diffusé de plus
faible énergie peut à nouveau interagir ou quitter le matériau. À droite - Dépôt d’énergie d’un photon (Eγ > 1022keV ) par
un mécanisme de création de paires électron-positron. Sous l’effet du champ électrique du noyau atomique, le photon incident
a suffisamment d’énergie de masse pour créer un électron et un positron partageant une énergie cinétique Ee transférée au
matériau. Rapidement le positron ralentit et s’annihile avec un autre électron pour produire deux photons de 511 keV pouvant
à nouveau interagir ou quitter le matériau.
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Figure 2.7 – Évolution du coefficient d’atténuation li-
néique en fonction de l’énergie des photons pour diffé-
rents matériaux semiconducteurs. L’atténuation du flux
de photons est liée à leur probabilité d’interaction avec la
matière (Malm et al., 1973).
Ces différents processus d’interaction ont
une probabilité d’occurence, appelée section
efficace d’interaction (σe, exprimée générale-
ment en cm2), qui varie en fonction de l’éner-
gie du photon incident et du numero ato-
mique Z du matériau absorbant. À basse
énergie l’absorption photoélectrique est le
processus dominant avec une section efficace
telle que σph ∝ Z4.5E−3γ alors que la produc-
tion de paires domine à haute énergie avec
σp ∝ Z2Eγ. Entre ces deux régimes se trouve
la diffusion Compton avec une section effi-
cace σc ∝ ZE−1γ . La nature aléatoire de ces
interactions sous-tend le fait qu’un flux de
photons (avec une faible section efficace) ne
peut jamais être totalement stoppémais très
fortement atténué en traversant un maté-
riau d’une certaine épaisseur (la probabilité
d’interaction vaut 1 pour une épaisseur infi-
nie). L’absence de "mémoire" sur la distance
parcourue se traduit par une atténuation ex-
ponentielle :
I = I0 exp (−μlx) (2.8)
Où x est l’épaisseur de matière considérée, I0 l’intensité du rayonnement incident
et μl le coefficient d’atténuation linéique lié à la somme des sections efficaces de tous




(σph + σp + σc) (2.9)
Avec ρ lamasse volumique dumatériau absorbant, m¯A lamasse atomiquemoyenne
etNA la constante d’Avogadro. Concernant l’effet photoélectrique, le niveau d’énergie
(K, L ou M) à partir duquel le photo-électron est éjecté dépend de Eγ. Un photon as-
sez énergétique interagira plutôt avec les couches les plus liées à l’atome. Par consé-
quent, la variation du coefficient d’atténuation avec l’énergie présente des variations
brutales pour ces différents niveaux d’énergie (K edges sur la figure 2.7).
2.1.3 Formation du signal
Chaque mécanisme d’interaction d’un photon avec un matériau semiconducteur
abouti à la production d’un nuage de charges porteur de l’information du dépôt
d’énergie. Un électron "primaire" d’une couche électronique de l’atome cible est ex-
pulsé avec une certaine énergie cinétique qu’il transfert intégralement au milieu en
le ionisant par création d’une cascade de paires électron-trou i.e. en donnant une
CHAPITRE 2. DU CDTE SCHOTTKY POUR ECLAIRS 37
énergie suffisante à un certain nombre d’électrons de valence pour passer dans la
bande de conduction. In fine, les porteurs de charges sont thermalisés (i.e. redistri-
bués), avec des trous au sommet de la bande de valence et des électrons au bas de la
bande de conduction. En réalité, seule une partie de l’énergie de l’électron primaire
est transférée aux électrons de valence par ionisation d’impact pour passer le gap.
Une autre partie est transférée au réseau cristallin par l’émission de phonons (Klein,
1968) et se dégrade sous forme de chaleur. Par conséquent, l’énergie à fournir pour
créer une paire est plus importante que la largeur de la bande interdite (figure 2.8).
Le nombre moyen de paires ainsi crées dépend de l’énergie cinétique de l’électron




Figure 2.8 – Corrélation entre l’énergie de création de paires
w et la largeur de la bande interdite EG pour différents
matériaux semiconducteurs. Cette relation linéaire traduit le
faible rendement ( 32%) de la transformation de Ee− en
ΔE ≥ EG. Cette relation ne dépend pas du type de particules
impliquées dans le dépôt d’énergie (Klein, 1968).
Le processus de création de paires
électrons-trous est un phénomène sto-
chastique. Le nombre de paires fluctue
car l’énergie nécessaire à leur produc-
tion fluctue en raison de la configuration
des niveaux électroniques atteints dans
la bande de conduction. Pour un grand
nombre d’interactions indépendantes la
loi de Poisson d’écart-type σ =
√
N¯ dé-
crit la probabilité que, pour une énergie
Ee− donnée, N¯ paires électrons-trous soit
produites. En réalité la création d’une
paire génère un champ électrique pertur-
bateur pouvant altérer la distribution lo-
cale des électrons du réseau cristallin.
Cette modification rend la probabilité de
création d’une nouvelle paire non poisso-
nienne car dépendante des interactions
précédentes. Fano (1947) montre qu’en
pratique l’écart à la statistique de Pois-




Avec F le facteur de Fano défini
comme le rapport de la variance observée
sur la variance prédite par la statistique
de Poisson. Cette fluctuation du nombre de paires provoque un élargissement des
raies dans les spectres. L’élargissement dépend du matériau absorbant, de la tem-
pérature et de l’énergie déposée. Pour un spectromètre, cette fluctuation trouble la
mesure précise de l’énergie du photon incident, on parle alors de résolution spec-
trale. La résolution spectrale résume la capacité du détecteur à séparer deux raies
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très proches en énergie. Cette caractéristique est une combinaison quadratique de
plusieurs sources de fluctuations de l’énergie mesurée autour de la valeur moyenne.
ΔE2 = ΔE2int + ΔE2stat + ΔE2élec + ΔE2collec (2.12)
ΔE est la résolution spectrale totale du détecteur. ΔEint est la résolution intrin-
sèque liée à la fluctuation de l’énergie du photon incident 4. ΔEstat représente la
fluctuation gaussienne du nombre de paires électrons-trous du nuage de charges






D’après les expressions (2.13), (2.10) et (2.11), la contribution de la fluctuation du





Le terme ΔEélec représente la contribution totale du bruit de la chaine de détec-
tion sur l’élargissement de la raie et sera traité §3.1.2. Enfin, ΔEcollec caractérise la
variation du nombre de porteurs de charges réellement collectés par la tête de lec-
ture. Ce terme dépend du champ électrique appliqué dans le volume du détecteur et
des propriétés de transport des porteurs de charges.
2.1.4 Transport et collection de charges
Nous avons vu précédemment que hors équilibre, les porteurs libres (paires
électrons-trous) générés par agitation thermique ou par un rayonnement incident
se déplacent de telle manière à équilibrer le niveau de Fermi dans le volume du
détecteur. Dans la théorie des bandes, il est possible de décrire le mouvement de
l’électron, dont la fonction d’onde est déterminée enmécanique quantique par l’équa-
tion de Schrödinger, de manière "semi-classique". Yu et Cardona (2010) démontrent
que dans un potentiel périodique (atomes du réseau cristallin), la fonction d’onde
peut être décrite par une somme de fonctions dites de Bloch ayant pour conséquence
l’évolution en tout point du niveau d’énergie Ec(k) en fonction du vecteur d’onde k
(l’électron n’étant plus une particule ponctuelle mais plutôt une onde de probabilité
qui se propage avec une quantité de mouvement mv = k). Ils démontrent que pour
un champ électrique externe faible (i.e. dont le potentiel φ varie faiblement dans
l’espace), il est possible d’approximer la solution de l’équation de Schrödinger par :




4. Cette fluctuation lorentzienne de l’énergie des photons est liée entre autres à la nature et à
l’environnement de la source : décroissance radioactive, mouvement de la source (élargissement Dop-
pler), champ magnétique intense (effet Zeeman) etc. Cette contribution est largement négligeable par
rapport aux autres fluctuations gaussiennes.








Figure 2.9 – L’énergie totale d’un électron de la
bande de conduction est la somme de son énergie
au repos et son énergie cinétique, proportionnelle
au carré de la vitesse. Pour un semiconducteur à
gap direct, le minimum de la bande de conduction
est atteint pour k=0.
Cette approximation n’est valable que pour
des semiconducteurs à gap direct (GaAs, InP,
CdTe etc.) i.e. dont le minimum d’énergie Ec
de la bande de conduction est atteint pour k=0.
En d’autres termes, le passage du gap par un
électron de valence ne nécessite qu’un trans-
fert d’énergie potentielle sans transfert de quan-
tité demouvement. L’expression (2.15) décrit une
structure de bande parabolique (Ec ∝ k2) dans
laquelle apparaît m∗ la masse effective des por-
teurs (mn pour les électrons et mp pour les trous).
L’introduction de cette masse effective permet de
décrire la dynamique d’un électron dans un po-
tentiel périodique de manière classique (comme
celle d’une particule libre soumise à une ou plu-
sieurs forces) avec une masse "apparente" diffé-
rente de la masse d’un électron libre et définie
par l’ensemble des couplages des niveaux d’énergie proches et présents dans la bande
de conduction. En pratique, une répartition inégale des charges due à une variation
locale du dopage dans des matériaux non homogènes (comme dans une jonction pn
par exemple) ou une différence de potentiels appliquée aux bornes du détecteur en-
gendre unmouvement de dérive et de diffusion des porteurs libres qui sont tous deux
décrits par l’équation de transport de Boltzmann.
Diffusion
D’après la statistique de Boltzmann, les porteurs de charges libres ont une distri-
bution de vitesses liée à la température. Ces mouvements aléatoires se produisent
sans l’application d’un quelconque champ électrique extérieur. Comme dans de nom-
breux processus de diffusion, une répartition inégale des porteurs libres au sein du
volume engendre des collisions plus fréquentes dans les régions à forte concentra-
tion aboutissant à un mouvement global des porteurs dans le sens opposé, vers les
zones où la concentration est plus faible. Soit n et p les concentrations des électrons
et des trous, le flux de charges est donné par la loi de diffusion de Fick :
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
Fn = −Dn g−→rad (n)
Fp = −Dp g−→rad (p)
(2.16)
où Dn et Dp sont les coefficients de diffusion (exprimés en m2 s−1). Ce phénomène
global de diffusion est d’un point de vue mésoscopique le résultat d’un transfert de
quantité de mouvement des porteurs au travers de collisions caractérisées par un
certain nombre de processus sous-jacents :
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• Interactions des électrons avec des impuretés : Nous avons vu que le
dopage ou la compensation des matériaux semiconducteurs introduisent, au
sein de la maille élémentaire du réseau cristallin, des atomes d’impuretés qui
peuvent s’ioniser en acceptant ou en donnant des électrons. Ces charges fixes,
générant un potentiel Coulombien, interagissent avec les porteurs libres qui se-
ront diffusés de manière élastique avec un angle Θ. Cette contribution dépend
à la fois de la vitesse des porteurs (la section efficace d’interaction est d’autant
plus grande que la vitesse est faible car σ(Θ) ∝ v−4k ) et de la concentration des
impuretés ionisées (Ferry, 2000). Une augmentation de la température aug-
mente la densité d’impuretés ionisées mais change également la distribution







Figure 2.10 – Diffusion coulombienne d’un élec-
tron par une impureté ionisée positivement avec
une charge Ze. Θ est l’angle de diffusion, b le pa-
ramètre d’impact et K la distance caractéristique
égale à Z2e/m∗v2k avec vk la vitesse de l’électron.
(Yu et Cardona, 2010)
• Interactions des électrons avec le réseau critallin : Un réseau d’atomes
agencés par des liaisons covalentes peut véhiculer de proche en proche une cer-
taine quantité de mouvement k. Comme des ondes sonores ou des vagues sur
la surface d’un lac, les atomes oscillent autour d’une position d’équilibre de
manière transversale (orthogonale au vecteur d’onde) ou longitudinale (paral-
lèle au vecteur d’onde). Nous avons vu précédemment que ces vibrations sont
équivalentes à des particules fictives appelées phonons pouvant interagir avec
les électrons. Dans le cas de mouvements cohérents des atomes du réseau on
parle de phonons acoustiques (avec une énergie proche du meV). Dans le cas de
certains matériaux polyatomiques (e.g. GaAs, CdTe) les atomes de nature diffé-
rentes, au sein d’unemaille élémentaire du réseau, peuvent aussi présenter des
modes de vibrations spécifiques qu’il est possible d’exciter par un rayonnement
infrarouge. On parle alors de phonons optiques (avec des énergies de quelques
dizaines de meV). Une variation de la quantité de mouvement d’un électron au
cours d’une diffusion élastique (seule l’orientation du vecteur vitesse change)
ou inélastique (le module et l’orientation du vecteur vitesse changent) se tra-
duit par l’émission ou l’absorption d’un phonon. En fonction de l’échelle consi-
dérée i.e. de la longueur d’onde du phonon, ces interactions électrons-phonons
peuvent être de nature différente : interactions électrons-phonons acoustiques,
interactions électrons-phonons optiques mais aussi, dans certains matériaux,
des interactions piézoélectriques électrons-phonons acoustiques si un champ
de contrainte statique (ou quasi-statique) est appliqué.
• Diffusion des porteurs par des surfaces :Du fait des limitations du volume
du détecteur contraint par ses propres dimensions, le mouvement des porteurs
près des interfaces, comme une jonction semiconducteur-métal par exemple,
est affecté par la rugosité de surface (Stern et Howard, 1967).
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Pour finir, notons que la présence de lacunes et autres impuretés neutres dans
le réseau cristallin contribue également, dans une moindre mesure, à diffuser et à
ralentir la progression des porteurs de charges aussi bien que des interactions entre
les porteurs eux-mêmes.
Ces différents mécanismes de diffusion redistribuent aléatoirement la quantité
de mouvement des porteurs, on parle de relaxation. Certains processus comme les
collisions des porteurs avec les impuretés doivent se produire plusieurs fois pour
que les directions de propagation des porteurs soit intégralement randomisées et
que le système retrouve un état d’équilibre. On exprime τr, le temps de relaxation
du sytème, comme la somme des contributions des impuretés, du réseau (phonons)
et de l’état de surface selon la règle de Matthiessen pour des processus poissonniens



















Sans application d’un champ électrique extérieur, l’équation de transport de Boltz-
mann est dominée par la diffusion. La distribution de vitesse des porteurs est régie
uniquement par l’agitation thermique. Le coefficient de diffusion (macroscopique)
est lié aux mécanismes de diffusion (mésocopiques) via le temps de relaxation, à la





Une différence de potentiels appliquée aux bornes d’un détecteur semiconducteur
produit un champ électrique E dans lequel les charges vont dériver. Dans une ap-
proche semi-classique, considérons un champ électrique extérieur raisonnablement
faible et négligeons le champ électrique local induit par les porteurs eux mêmes.
Les porteurs libres subissent une force électrostatique Fe = ±q E avec des électrons
libres qui remontent les potentiels (i.e. vers le bas de la bande de conduction) et
des trous libres qui les descendent (i.e. vers le haut de la bande de valence). Les
porteurs subissent également une force de frottement de type visqueux, due aux col-
lisions, Fv = −fr vd qui s’oppose à ce mouvement (avec vd la vitesse de dérive et fr le
coefficient de frottement). L’accélération i.e. la variation de la vitesse de dérive des








Le terme τr = m∗/fr caractérise le temps moyen de relaxation de la quantité
de mouvement par les collisions. En régime permanent, la vitesse limite de dérive
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des porteurs est atteinte par l’équilibre de la force électrostatique et de la force de
frottement. Par conséquent, A = 0 et l’expression (2.19) devient :
vd = μE avec : μ = ±qτr
m∗
(2.20)
avec μ défini comme la mobilité des porteurs (μn pour les électrons et μp pour les
trous) liant la vitesse de dérive au champ électrique. Dans les matériaux semicon-












Le temps de relaxation τr renferme toute la physique de diffusion. Il dépend à la
fois de la température, de la rugosité mais également de la nature et de la concen-
tration des impuretés présentes dans le matériau. Par conséquent, la mobilité des
porteurs évoluera avec la température en fonction des mécanismes de diffusion do-
minants pour un semiconducteur avec un dopage donné. De même qu’à une tempé-









Figure 2.11 – Dépendance de la mobilité des porteurs de
charges avec la température. A basses températures, la dif-
fusion des impuretés ionisées domine à cause de la faible dis-
persion des vitesses impliquant une section efficace d’inter-
action plus importante. A plus haute température, l’interac-
tion des électrons avec les phonons produits par l’agitation
thermique des atomes du réseau cristallin domine. Le temps
de relaxation associé aux mécanismes d’interaction électron-
phonon évolue en T−3/2.
La mobilité est constante avec la valeur du champ électrique jusqu’à une certaine
valeur critique à partir de laquelle, les porteurs devenus "chauds" ne sont plus en
équilibre thermodynamique avec le milieu. Pour les vitesses les plus importantes
(dans la queue de la distribution), les interactions avec les phonons optiques de-
viennent inélastiques. La distribution des vitesses est déformée jusqu’à ce que ces
interactions deviennent dominantes, aboutissant à une énergie cinétique moyenne
(E¯ = m∗v2d/2) qui ne varie plus linéairement avec la valeur du champ électrique.
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Courant d’obscurité
En l’absence de rayonnement seule l’agitation thermique permet la production de
porteurs libres, en passant le gap ou en ionisant des niveaux d’impuretés. Comme
nous l’avons vu précédemment, ces impuretés vont déplacer le niveau de Fermi vers
la bande de conduction pour un dopage de type n et vers la bande de valence pour
dopage de type p. Pour un matériau partiellement compensé de type p comme les
détecteurs d’ECLAIRs, Kireev (1978) démontre à partir de l’équation de neutralité
que le niveau de Fermi se rapproche du niveau équivalent 5 E∗ de telle sorte que :
































L’application d’un champ électrique extérieur engendre une dérive des porteurs
dont le débit de charges constitue le courant d’obscurité. La densité de courant totale
est le flux de charges par unité de surface, exprimé en A m−2. En négligeant la diffu-
sion des porteurs au niveau des contacts (cf. §2.3.2), la densité de courant dépend de
la vitesse de dérive des porteurs vd, donc du champ électrique, et de la concentration
des charges transportées par les électrons et par les trous (charge volumique ρ) :
j = ρvd = q (μnno + μppo) E (2.24)
Dans des matériaux partiellement compensés de type p, pour des températures
proches de la température ambiante, (cf. figure 2.3) on considère les trous comme
majoritaires avec no négligeable devant po. D’après (2.23) et (2.24), le courant traver-
sant une surface S s’écrit :













5. Ce niveau est équivalent à un niveau accepteur (E∗A) pour une compensation partielle avec une
résistivité de type p. Pour une compensation partielle avec une résistivité de type n le niveau équi-
valent est donneur (E∗D).
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En émettant l’hypothèse que la mobilité des trous et que la densité des niveaux
donneurs et accepteurs ionisés ne varient pas significativement sur une petite gamme
de températures, on peut considérer l’évolution du courant d’obscurité comme expo-
nentielle avec la température :






Où I0 est considéré comme constant et où δEA est l’énergie d’activation. Nous
verrons par la suite que dans le cas d’une diode, la valeur du courant d’obscurité
approche, en polarisation inverse, une valeur de saturation qui varie très faiblement
avec la différence de potentiels appliquée. Je parlerai alors de courant de fuite.
Induction du signal électrique
En présence d’un rayonnement suffisamment énergétique les N paires électron-
trou générées, dans une zone d’interaction considérée comme ponctuelle, vont prin-
cipalement dériver sous l’influence du champ électrique extérieur. Les trous vont
transporter une charge Nq dans le sens du champ E alors que les électrons du nuage
transportent une charge −Nq dans le sens opposé. Ces dérives des porteurs en-
traînent l’apparition d’une impulsion de courant qui s’ajoute au courant d’obscurité
des porteurs majoritaires. Ce mouvement des porteurs va induire, à chaque inter-
action d’un photon dans le volume sensible du détecteur, une charge image (courant
instantané) sur les électrodes pendant la durée de transit des porteurs. En effet, Sho-
ckley (1938) et Ramo (1939) démontrent que le courant induit par le mouvement 6
d’une charge q entre deux électrodes métalliques s’écrit :
I (t) = Nq Ep (x) vd (2.27)
Où Nq est la charge totale transportée par les porteurs, vd la vitesse de dérive
et Ep(x) le champ de pondération. Ce terme est équivalent à la composante coli-
néaire au vecteur vitesse (Ep(x) = Ep · vd) du champ électrique appliqué si l’électrode
était polarisée à un potentiel de 1 V et les autres connectés à la masse. Dans le
cas d’un détecteur avec une électrode segmentée chaque pixel ou piste a son propre
champ de pondération et une évolution temporelle de sa charge image différente
en fonction de la position et de la profondeur d’interaction (Mateu, 2014). Ce phéno-
mène conduit, dans certains cas, à un partage de charges entre pixels ou entre pistes
(Meuris, 2009). Dans le cas d’un détecteur monolithique non pixelisé avec deux élec-
trodes planes parallèles (figure 2.12), le champ de pondération est uniforme sur
toute l’épaisseur d du détecteur. En reliant la vitesse de dérive au champ électrique
via la mobilité on obtient :
I (t) = Nq μ Ep · E (2.28)
6. La charge image est induite instantanément par le mouvement des porteurs dans le volume
du détecteur et non par un phénomène d’accumulation de charges dû à l’arrivée des porteurs sur
l’électrode.
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Si une différence de potentiels égale à V
HT
est appliquée aux électrodes métal-
liques, la valeur du champ électrique vaut E(x) = V
HT
/d et celle du champ de pondé-
ration vaut Ep(x) = 1/d. Par conséquent, l’expression (2.28) devient :
I (t) = qN(t) μ VHT
d2
(2.29)
avec μ = μn pour les électrons, μ = μp pour les trous et N(t) le nombre de por-
teurs en déplacement dans le champ de pondération au cours du temps. Sans pertes



















Figure 2.12 – Fonctionnement d’un détecteur semicon-
ducteur monolithique avec des électrodes planes pa-
rallèles (configuration des détecteurs de la caméra
ECLAIRs). L’interaction d’un photon à une profondeur
moyenne déterminée par le coefficient d’atténuation
linéique, produit un nuage de charges . Ces paires
électron-trou dérivent, sous l’effet du champ électrique
appliqué, et transportent une charge Nq jusqu’aux élec-
trodes. Au cours de leur transit les porteurs induisent
un courant constant sur les électrodes (charge image).
Les mécanismes de diffusion à l’oeuvre dans le volume
du détecteur ralentissent la progression des porteurs.
Du fait de leurs mobilités respectives, les électrons et les trous ont des vitesses
de dérives différentes et donc des temps de vol (ou temps de transit) différents. Ces
vitesses de dérive étant constantes pour des faibles valeurs de champ électrique on










La charge totale induite, appelée aussi charge collectée, est obtenue en intégrant
simultanément la contribution du courant d’électrons et du courant de trous sur leur








La contribution de chaque type de porteur dans le signal induit dépend du temps
de vol et donc de la profondeur d’interaction. Si aucun porteur n’est perdu au cours
de la dérive (N(t) = N ), la valeur de Qind vaut Nq et ne dépend pas de la profondeur
d’interaction mais uniquement de l’énergie du photon incident (figure 2.13).

















































Figure 2.13 – Évolution temporelle de l’impulsion de courant induite par le transit de chaque type de porteur sous l’effet du
champ électrique. En intégrant le courant instantané (aire sous la courbe i(t)), on obtient une charge image qui s’établit aux
électrodes et qui devient maximale après le transit de tous les porteurs. Cette charge totale Nq, directement proportionnelle
au dépôt d’énergie, est partagée entre les porteurs. La contribution des électrons Qn et des trous Qp est fonction de la pro-
fondeur d’interaction. A - Pour une profondeur de 66%, en l’abscence de pertes de charges, la charge image est dominée par le
mouvement des trous. B - A mi-distance des électrodes, la contribution des porteurs est identique soit | Qn |=| Qp |= 0.5×Nq
Sans perte de charges, le courant instantané calculé avec la relation (2.29) est
constant (uniquement fonction des mobilités, du champ et de l’énergie déposée) et
ne dépend pas du temps 7. Par conséquent Qind = Intvn + Iptvp . On en déduit des rela-
tions (2.29) et (2.30) que la charge totale induite vaut Qind = Qtot = Nq. Cette charge
collectée sur une électrode est directement proportionnel à l’énergie cinétique du
photo-électron. Pour construire un spectre ou compter le nombre de photons inter-
agissant avec le détecteur, Qind sera amplifiée, convertie en tension et mise en forme
par une chaine de lecture adaptée. Notons par ailleurs que la mesure du temps de
montée du signal nous renseigne à la fois sur la profondeur d’interaction du photon
incident et sur la mobilité des porteurs (Sellin et al., 2005).
2.1.5 Collection de charges incomplète
Déficit balistique
L’induction du signal sur les électrodes permet de mesurer la charge totale col-
lectée, établie au delà du temps de vol maximal déterminé par le porteur le moins
rapide (en l’occurence les trous). La charge mesurée ne sera donc complète que si le
temps de vol maximal des porteurs est inférieur au temps d’intégration du signal par
la chaine de détection. Ce temps d’intégration est limité par la constante de temps
du filtre de mise en forme du signal (figure 2.13). Dans le cas contraire, nous ob-
servons un déficit balistique qui se traduit par une modification des raies du spectre
7. Nous verrons par la suite que les détecteurs Schottky présentent des variations spatiales et
temporelles du champ électrique. Les échelles de temps de ces variations restent tout de même bien
supérieures aux temps de vol des porteurs.
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accumulé. Le temps de vol des porteurs dépend à la fois de leur mobilité, de la pro-
fondeur d’interaction et du champ électrique i.e. de la température, de l’énergie des
photons incidents et de la tension de polarisation appliquée.
Durée de vie des porteurs
La neutralité électrique étant respectée, la variation temporelle de la charge vo-
lumique du matériau est égale à la somme des "sources", des "puits" et des flux de
charges aux limites du système inhérent au mouvement des porteurs (dérive et dif-





= n μn div E + Dn∇2n + Gn − Rn
∂p
∂t
= −p μp div E + Dp∇2p + Gp − Rp
(2.32)
L’apport de porteurs de charges dans le système, via le terme source Gn/p, peut
se faire par l’agitation thermique ou par l’interaction d’un photon dans le volume
considéré. Dans ce dernier cas, la création d’un nuage de charges par le passage
d’électrons de valence dans la bande de conduction éloigne le système de son état
d’équilibre. Nous avons vu que pour des semiconducteurs à gap direct, ce changement
de niveau peut se faire par l’absorption d’une part de l’énergie cédée par le photo-
électron.
Le retour à l’état d’équilibre se produit lorsque le porteur minoritaire généré se
recombine directement avec un porteur majoritaire ou indirectement avec un défaut
profond (les sites d’impuretés, de lacunes ou de déformations du réseau cristallin
sont appelés aussi centres de recombinaison). Cette disparition définitive du por-
teur de charge au cours de son transit est quantifiée par le terme de puit R∗ (taux
de recombinaison). Cette recombinaison peut être radiative (luminescence) ou non
radiative (transition Auger ou émission de phonons). Il arrive également qu’un por-
teur libre du nuage de charges soit piégé temporairement durant son parcours ou
qu’un porteur libre soit libéré (on parle de "dépiégeage") par des centres profonds
donc proches du milieu de la bande interdite.
Ces mécanismes de recombinaison et de piégeage sont caractérisés par des
constantes de temps qui sont respectivement la durée de vie des porteurs minori-
taires et le temps de piégeage. Il existe également un temps de dépiégeage différent
du temps de piégeage. Ces temps caractéristiques sont bien plus longs que le temps
de relaxation τr. Ces deux temps caractéristiques peuvent être très différents pour
des détecteurs semiconducteurs à base de CdTe (Limousin, 2001). Ces mécanismes
poissonniens indépendants somment leurs contributions de manière similaire aux
différents temps de relaxation (cf. équation 2.17). On parle alors de durée de vie ef-
fective avec τn pour les électrons et τp pour les trous. La durée de vie d’un porteur
dépend de la nature du matériau, de la température et du dopage.
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Pertes de charges
En pratique, les porteurs de charges ont une probabilité non nulle de se recom-
biner ou d’être piégés pendant leur transit avec un libre parcours moyen λ∗ = μ∗τ∗E.
En général, le libre parcours moyen est bien supérieur aux distances à parcourir
de la zone d’interaction aux électrodes (Owens, 2012). En émettant l’hypothèse d’un
nuage de charges ponctuel sans diffusion ni dépiégeage évoluant dans un champ élec-
trique uniforme, le nombre total de porteurs libres disponibles pour former le signal
décroît alors exponentiellement avec le temps suivant la durée de vie des porteurs :
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩










Où n0 et p0 sont les densités initiales d’électrons et de trous au moment de la
création du nuage de charges. Dans le cas ou l’énergie du photon incident est impor-
tante, l’excès de porteurs majoritaires intrinsèques est négligeable devant le nuage
de charges par conséquent on peut considérer que n0  p0. L’impulsion de courant
et la charge totale générée étant exprimées par les relations (2.29) et (2.31) on en


























On définit l’efficacité de collection η comme le rapport de la charge finale induite
sur l’électrode (après le temps de vol maximal) et de la charge totale produite par
























Il sera utile par la suite de calculer cette efficacité de collection pour différentes
profondeurs d’interaction. En reprenant l’expression (2.30) du temps de vol des por-


















Avec λn et λp les libres parcoursmoyens des électrons et des trous (λ∗ = μ∗τ∗VHT /d)
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2.2 Un choix technologique justifié
Un détecteur semiconducteur idéal doit posséder plusieurs propriétés qui le
rendent performant pour des applications de comptage ou de spectroscopie. En pre-
mier lieu un détecteur doit absorber efficacement l’intégralité de l’énergie d’un pho-
ton incident. Cette aptitude, liée au coefficient d’atténuation linéique du matériau
semi-conducteur est d’autant plus importante que ses dimensions, son numéro ato-
mique et sa masse volumique sont élevés. Une fois l’énergie du photon incident ab-
sorbée, le détecteur doit également permettre une collection optimale des charges
produites en son sein afin de restituer fidèlement la distribution en énergie du rayon-
nement incident avec une altération du spectre la plus faible possible. Pour finir, la
détection de photons X autour du keV ainsi que la séparation de raies proches en
énergie nécessite un détecteur peu bruyant avec un faible courant de fuite (haute
résistivité) et une faible capacité électrique.
2.2.1 Héritage des instruments à masques codés
De par leur numéro atomique moyen élevé, leur large bande interdite et leur im-
portante masse volumique, les détecteurs CdTe ont été particulièrement étudiés et
utilisés pour des applications diverses et variées allant de l’imagerie médicale à l’as-
trophysique des hautes énergies. Ces semiconducteurs du groupe II-IV du tableau
périodique induisent principalement des interactions de nature photoélectriques jus-
qu’à 200 keV (figure 2.7) et ont une bonne efficacité quantique en dessous de 500 keV
pour des épaisseurs de quelques millimètres seulement. Leur importante largeur de
gap leur permet de fonctionner à température ambiante s’affranchissant ainsi des
contraintes opérationnelles liées aux détecteurs cryogéniques comme le Germanium
de haute pureté.
Concernant la détection spatiale des sursauts gamma, les scintillateurs très uti-
lisés au cours des dernières décennies (Paul, 2007), ont laissé place à ces matériaux
moins encombrants permettant de faire de la spectroscopie (mesure de l’énergie des
photons) en plus de l’imagerie (comptage du nombre de photons). Au cours des vingt
dernières années, plusieurs instruments spatiaux ont embarqué ce type de détec-
teurs contribuant ainsi à l’essor des grands plans de détection pour des caméras à
masques codés. Le premier d’entre eux fut le spectro-imageur IBIS sur la mission
INTEGRAL de l’agence spatiale Européenne. Cette caméra àmasque codée, toujours
opérationnelle aujourd’hui, est constituée de deux plans de détection distincts pour
une large couverture spectrale allant de 15 keV à 10 MeV (Ubertini et al., 2003).
L’un des plans de détection, nommé ISGRI pour Integral Soft Gamma-ray Imager,
est pavé de 16 384 détecteurs CdTe compensés au chlore (Lebrun et al., 2003). Ces
détecteurs, d’une surface de 4×4 mm et d’une épaisseur de 2 mm, offrent une sur-
face collectrice totale de 2621 cm2 (soit environ 2 fois et demi la surface du DPIX). Ce
compromis sur les dimensions des détecteurs à été réalisé pour garantir une bonne
efficacité de détection et une bonne résolution spatiale. En effet la taille du plan
de détection étant principalement contrainte par la masse, l’encombrement et la
consommation, une bonne résolution spatiale, avec beaucoup de petits détecteurs,
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permet une meilleure résolution angulaire 8. Cependant, une surface de détecteur
trop petite implique une probabilité plus forte d’échappement des photons diffusés
par interaction Compton, réduisant ainsi l’efficacité de détection. Pour optimiser la
collection de charges et limiter le courant d’obscurité, les détecteurs sont opérés en
vol autour de 0◦C et polarisés sous une tension de 120 V. En effet, la faible mobilité
des porteurs dans le CdTe entraîne des déficits de collection de charge, essentiel-
lement de nature balistique, qui complexifient fortement la réponse instrumentale
au delà de 60 keV. Pour corriger ces effets, il est nécessaire de mesurer le temps
de montée du signal (figure 2.13) en plus de la charge totale collectée. Ce couple
d’informations forment un espace bi-paramétrique (plan) dans lequel chaque point
correspond à une énergie (Lebrun et al., 1996). Cette méthode permet de lever, dans
le spectre, la confusion entre la charge totalement collectée d’un photon de basse
énergie et la charge partiellement collectée d’un photon de plus haute énergie.
L’utilisation de détecteur Cd(Zn)Te, appelé aussi CZT, a permis par la suite d’amé-
liorer les performances spectroscopiques des instruments. En effet, l’inclusion
d’atomes de Zinc dans le réseau cristallin, en contrôlant ses proportions stœchio-
métriques, permet d’élargir le gap et d’augmenter ainsi la résistivité et la mobilité
des électrons (Toney et al., 1999). Par conséquent, avec le CZT à température am-
biante, il est possible d’appliquer un champ électrique plus intense (avec un transit
des électrons plus rapide) en gardant un courant d’obscurité équivalent au CdTe.
Ce processus de fabrication, par la méthode dite de Bridgman sous haute pression
(HPB), a l’inconvénient de dégrader significativement la mobilité des trous d’environ
un ordre de grandeur par rapport au CdTe classique (Takahashi et Watanabe, 2001).
En pratique, il est plus simple et surtoutmoins couteux de produire, en grande quan-
tité, de grands cristaux de CdTe aux propriétés homogènes que des cristaux de CZT.
Ce type de détecteur a été utilisé pour la détection des sursauts gamma dans le
Burst Alert Telescope (BAT) embarqué sur le satellite SWIFT de la Nasa (Barthelmy
et al., 2005). Le plan de détection du BAT est constitué de détecteurs monolithiques à
électrodes planes demême dimensions que ceux d’ISGRI. Au total, 32 768 détecteurs
CdZnTe HPB ont été montés formant une surface totale de collection de 5200 cm2
(soit environ 5 fois la surface du DPIX). Les détecteurs sont opérés à une tempéra-
ture de 20◦C, polarisés à une tension de -300 V et couvrent une gamme d’énergie de
15 à 150 keV. L’utilisation d’un très grand nombre de cristaux implique la présence
d’inhomogénéités des propriétés de transport des charges, notamment au niveau de
la distribution des produits μτ (Sato et al., 2004). Ces performances ont été gran-
dement améliorées avec l’avènement des détecteurs pixelisés. En effet dans le cas
d’une anode segmentée, le champ de pondération ne varie plus linéairement de la
cathode à l’anode. En fonction du rapport entre l’épaisseur du détecteur et la taille
du pixel, le champ de pondération est quasi-nul de la cathode à la moitié du volume
et devient maximal près de l’anode. Par conséquent le signal des trous induit sur la
cathode est négligeable par rapport au signal induit par les électrons sur les pixels
de l’anode. Cet effet "petits pixels" est très utile pour des détecteurs CZT où la mo-
8. La résolution angulaire d’une caméra à masque codé dépend du rapport de dimensions entre le
plus petit élément du masque et la surface d’un détecteur.




















Figure 2.14 – Comparaison des performances spectroscopiques des détecteurs CdTe de ISGRI (haut) et des détecteurs CZT du
BAT (bas) à 20◦C. a - Spectre d’une source de 57Co réalisé avec (trait plein) et sans correction des pertes balistiques par mesure
bi-paramétrique (pointillés). Ces mesures, réalisées sur un détecteur CdTe avant le montage du détecteur sur le polycell, sont
extraites de Limousin et al. (1999). b - Spectre composite d’une source de 57Co de plus de 32 000 détecteurs CdZnTe du BAT
(extrait de Barthelmy et al. (2005)). c - Polycell : module de détection élémentaire de la caméra ISGRI. d - Module de détection
élémentaire du BAT composé de 8×16 détecteurs CZT et de son électronique de proximité.
bilité des électrons est accrue et où le transit des trous est fortement dégradé. Ces
détecteurs pixélisés ont une résolution spatiale très fine et sont utilisés aux plans
focaux du télescope X de haute énergie NuSTAR de la NASA opérationnel depuis
juin 2012 (Kitaguchi et al., 2011). Pour diminuer encore le temps de vol des élec-
trons, pour la détection de photons de faible énergie, il est possible d’utiliser l’anode
comme fenêtre d’entrée (comme un CCD) dans la mesure où le signal induit par les
trous est négligeable.
L’amélioration des performances spectroscopiques, et notamment de la résolution
totale en énergie (2.12), ne se limite pas à l’optimisation de la collection des charges
mais aussi à la réduction du courant d’obscurité. Dans ce cas, le retour au CdTe est
intéressant en utilisant un contact redresseur (ou contact Schottky), en polarisation
inverse, avec une caractéristique courant-tension équivalente à celle d’une diode. Ces
détecteurs, nous le verrons par la suite, présentent un courant de fuite beaucoup
plus faible même en appliquant un champ électrique plus intense. Ces détecteurs
ont cependant l’inconvénient de voir leurs performances se dégrader dans le temps,
un phénomène connu sous le nom "d’effet de polarisation". Ce type de détecteurs sera
utilisé pour l’instrument ECLAIRs ainsi que pour le plan focal de l’instrument HXI
du satellite ASTRO-H de la JAXA (Hagino et al., 2012).
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2.2.2 Caractéristiques du CdTe:Cl - THM
Le CdTe est un semiconducteur polyatomique appartenant au groupe II pour le
Cadmium et au groupe VI pour le Tellure. Ce matériau à gap direct présente une
structure de type blende de zinc constituée de deux réseaux cubiques à faces cen-
trées imbriqués avec une masse volumique de 5.85 g cm3 (Triboulet et Siffert, 2009).
Cette densité donne au CdTe une forte capacité d’absorption des photons grâce à
un grand coefficient d’atténuation linéique et par conséquent, une grande efficacité
quantique. Les numéros atomiques élevés du Cd (Z=48) et du Te (Z=52) favorisent
les interactions photoélectriques simplifiant ainsi la réponse du détecteur pour des
énergies inférieurs à 200 keV (figure 2.7). La plus remarquable de ses caractéris-
tiques est sa largeur de gap supérieure à 1.44 eV qui fait du CdTe un matériau très
résistif (∼1×109 Ω cm) utilisable à température ambiante. Cependant, sa fragilité et
sa toxicité sont relativement contraignantes pour sa manipulation.

	
Figure 2.15 – Détecteur CdTe 4×4mm2 du plan de détection de
la caméra ECLAIRs. A - Vue de l’électrode de platine (cathode)
par laquelle le détecteur est irradié. B - Vue par la tranche
(épaisseur de 1 mm).
La raison de l’utilisation de CdTe
pour les détecteurs d’ECLAIRs est di-
rectement lié à l’héritage technologique
de ISGRI. Ses propriétés thermoméca-
niques et sa tenue aux radiations ont
été éprouvées depuis plus de dix ans sur
l’observatoire INTEGRAL. La surface
des détecteurs pavant le DPIX est restée
la même que pour les détecteurs d’IS-
GRI pour à la fois limiter l’échappement
des photons diffusés par des interactions
Compton et garder une résolution spa-
tiale satisfaisante pour l’imagerie. La li-
mite supérieure de la bande d’énergie
d’ECLAIRs étant bien inférieure à celle
de ISGRI, l’épaisseur des détecteurs à
été réduite de moitié, soit 1 mm. Ce com-
promis permet de garder une bonne ef-
ficacité quantique jusqu’à 150 keV tout
en diminuant le temps de vol des porteurs et en retardant, par la même occasion,
l’apparition de l’effet de polarisation. La principale innovation réalisée sur les détec-
teurs d’ECLAIRs réside dans la réduction significative du bruit (et donc du seuil bas
de détection) par l’ajout d’un contact Schottky à l’anode (cf. § 2.3). Ce choix techno-
logique est justifié par le besoin de collecter des photons de basse énergie (> 4 keV)
sur une surface efficace suffisante pour permettre la détection et la localisation des
sursauts gamma à haut redshift.
Compte tenu de la faible mobilité des trous, les détecteurs sont irradiés par la
cathode pour raccourcir le temps de vol maximal, souvent limité par le transit des
trous. En effet dans le CdTe, les interactions de photons de basse énergie se pro-
duisent en moyenne relativement près de l’électrode d’entrée.
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Matériau CdTe Cd0.9Zn0.1Te Ge Si
semiconducteur (THM) (HPB)
Numéro atomique Z 48, 52 48, 30, 52 32 14
Masse volumique (g cm−1) 5.85 5.78 5.32 2.33
Largeur de gap (eV) 1.44 1.57 0.67 1.12
Type de gap direct direct indirect indirect
Création de paires w (eV) 4.42 4.64 2.96 (77 K) 3.62
Facteur de Fano 0.15 0.14 ∼ 0.11 ∼ 0.1
Résistivité (Ω cm) 109 3×1010 47 2.3×105
Mobilité (cm2 V−1 s−1)
électrons μn 950 1000 3900 1350
trous μp [70-100] 50 1900 480
Produit μτ (cm2 V−1)
électrons μnτn [1 - 2]×10−3 [0.5 - 5]×10−3 > 3.9 > 1.3
trous μpτp [4 - 10]×10−5 ∼ 2×10−5 ∼1.9 ∼1.0
Efficacité quantique (QE)
(d = 1 mm ; Eγ = 100 keV)








Table 2.1 – Comparatif des propriétés de plusieurs détecteurs semiconducteurs employés en astronomie X et Gamma (Remoué,
2010). Les propriétés électriques du Silicium et du Germanium sont issues de Knoll (2000) et définies à 300 K (sauf indication
contraire). Les propriétés du Cdte et du CZT proviennent respectivement de Acrorad Ltd. et de eV product. Les valeurs du
produit μτ sont extraites de Takahashi et Watanabe (2001) et Ayoub et al. (2003)
Par conséquent les trous, moins rapides, auront en moyenne moins de distance à
parcourir que les électrons (contribution plus faible au signal Qind) en égalant ainsi







Par ailleurs, d’après la relation de Hecht (2.36), l’efficacité de collection est maxi-






Dans le cas des détecteurs d’ECLAIRs ces deux profondeurs d’interaction sont
proches et inférieures à 100 μm, par conséquent l’efficacité de collection serameilleure
pour un rayonnement à basse énergie. Le détail de l’influence de l’énergie sur l’effi-
cacité de collection sera traité au dernier chapitre. Étant donné la faible mobilité des
porteurs, la température et la tension de polarisation des détecteurs, le terme de dif-
fusion dans l’équation de transport (2.32) est négligeable. Par conséquent, le nuage
de charges généré lors de l’interaction d’un photon, dans le volume du détecteur, va
principalement dériver sous l’effet du champ électrique sans pour autant s’étendre
considérablement à cause de la diffusion transversale.
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2.2.3 Méthode de fabrication
L’amélioration constante des procédés de cristallisation a permis la fabrication
d’un grand nombre de détecteurs de taille importante (quelques mm) avec une très
bonne homogénéité. Les détecteurs d’ECLAIRs ont été découpés dans plusieurs lin-
gots fabriqués par la société japonaise Acrorad selon la méthode de la zone fondue
(THM pour Traveling Heater Method).
Cette technique consiste à recristalliser, par fusion locale, un lingot polycritallin
de CdTe pour le purifier. Le lingot polycristallin de CdTe primaire est réalisé, dans
un premier temps, à partir d’une solution synthétisée de Cd et Te pur avec un excès
de 90% de Te, scellée dans une ampoule de quartz portée à 1000◦C (Funaki et al.,
1999). Un gradient thermique permet une lente cristallisation de 18 mm par jour
en refroidissant le melange (méthode dite de Bridgman). Le lingot primaire, cylin-
drique d’un diamètre de 75 mm, est ensuite débarrassé de l’excès de Te, placé dans
un solvant riche en Te et en Chlore (CdCl2) et localement fondu d’une extrémité à
l’autre à une température de 750◦C par le déplacement très lent d’une source de
chaleur. Au cours de ce processus le lingot re-cristallise à une vitesse de 2 à 5 mm
par jour en laissant les impuretés dans la zone en fusion. Le Chlore, précisément
dosé dans le solvant, permet de compenser le matériau en comblant les lacunes de
Cd qui se comportent comme des sites accepteurs. Cette compensation par le Chlore
permet d’obtenir une plus forte résistivité et un meilleur produit μτ . À noter qu’une
augmentation de la concentration de Chlore au delà de 2 ppm en masse augmente
la résistivité mais dégrade les propriétés de transport des charges (Ohmori et al.,
1993). Même si les atomes de Chlore sont introduits en excès, des lacunes de Cad-
mium subsistent contribuant significativement à la résistivité du matériau, le ren-
dant légèrement de type p. Le lingot polycristallin de haute pureté ainsi fabriqué est
découpé en tranches (wafers) suivant certains plans cristallins puis polies. La face Te
est ensuite métallisée par un dépôt d’indium en phase gazeuse à l’aide un faisceau
d’électrons pour former le contact Schottky d’une épaisseur de 300 nm. Une couche
de 30 nm de titane est ajoutée pour la tenue mécanique du contact. L’autre face est
métallisée par dépôt electroless d’une couche de 250 nm de platine pour former un
contact ohmique. Pour finir chaque wafer est découpé pour former des détecteurs
d’une surface de 4 × 4 mm2 (figure 2.15).
2.3 Particularités du contact Schottky
Un détecteur plan semiconducteur produit un signal s’il est polarisé, i.e. si l’on
applique une différence de potentiels entre ses deux faces. L’utilisation d’électrodes
métalliques est nécessaire à l’établissement d’un potentiel uniforme sur les surfaces.
La mise en contact d’un métal avec un matériau semiconducteur entraîne un mou-
vement des porteurs libres de part et d’autre du contact. Dans un métal le niveau
de Fermi se trouve dans la bande de conduction. Il est possible qu’un électron de ce
niveau s’échappe du métal s’il acquiert une quantité d’énergie supérieure ou égale
au travail de sortie qφm = E0 − EFm où E0 est le niveau du vide et EFm le niveau
de Fermi du métal. Ce travail de sortie vaut 5.65 eV pour le platine et 4.09 eV pour
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l’indium (Cola et Farella, 2009). Il en est de même pour un semiconducteur avec
qφsc = E0 − EFsc . Cependant pour un semiconducteur le niveau de Fermi se situe
dans la bande interdite et donc ne contient pas d’électron. Par conséquent, on dé-
finit l’affinité électronique qχsc = E0 − EC comme la quantité d’énergie minimale à
apporter à un électron libre du bas de la bande de conduction pour l’arracher du



































Figure 2.16 – Diagramme de bande d’un contact Schottky à l’équilibre thermodynamique. A : Avant la formation du contact.
B : Après la formation du contact. L’émission thermoionique d’électrons du métal vers le semiconducteur engendre la création
d’une zone de charge d’espace ZCE0 dans laquelle tous les porteurs libres ont déserté. La densité de charge ρ(x) y est négative
du fait de l’ionisation des niveaux accepteurs, majoritaires dans un semiconducteur compensé de type p.
2.3.1 Contact à l’équilibre
En l’absence d’un champ électrique extérieur et sous l’effet de l’agitation ther-
mique les électrons du métal vont passer dans le semiconducteur s’ils acquièrent
une énergie supérieure à φm 9 et les électrons du semiconducteur passeront dans le
métal avec une énergie φsc qui dépend du dopage. À une température donnée, il sera
plus facile pour un électron de quitter le métal que de quitter le semiconducteur
car φm ≤ φsc . Par conséquent un flux net d’électrons passera du métal au semi-
conducteur (équivalent à un flux de trous du semiconducteur vers le métal) jusqu’à
l’équilibre des niveaux de Fermi. Ce mouvement de désertion des porteurs engendre
l’apparition d’une zone de charge d’espace (ZCE) qui génère à son tour un champ
électrique interne qui tend à s’opposer à cette désertion via une différence de poten-
tiels de diffusion Vs = φm − φsc < 0. À l’équilibre thermodynamique, le niveau de
Fermi est le même en tout point et le flux de charges est compensé de part et d’autre
du contact (I = 0). Notons qu’il existe également une charge d’espace positive du
côté du métal. Cependant, la densité de porteurs libres dans un métal étant infini-
ment plus grande que dans un semiconducteur, la taille de cette ZCE est très petite
en comparaison de celle présente dans le semiconducteur. Dans ce cas, la densité
volumique de charge n’est plus nulle localement et ρ(r) = q(N+D + p − N−A − n) = 0.
9. L’énergie d’un électron en eV correspond à l’énergie cinétique acquise par un électron accéléré
par une tension de 1 V. Par conséquent nous simplifierons les écritures à la charge de l’électron près.
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D’après le théorème de Gauss, le flux d’un champ électrique E sortant de la surface
d’une sphère est uniquement lié à la charge totale contenue dans le volume qu’elle
délimite :
S
E · dS =

V
div E dV = Q
sc
(2.39)
Localement, pour un petit volume, cette expression devient :





N+D + p − N−A − n
)
(2.40)
Sachant, par ailleurs que le champ électrique dérive du potentiel électrique E =
g−→rad (V ) on aboutit à l’équation de Poisson :
∇2V = − q
sc
(
N+D + p − N−A − n
)
(2.41)
Pour un détecteur plan la variation de potentiel est perpendiculaire au contact
suivant l’axe x de la figure 2.16. On constate que pour une région neutre où ρ(x) = 0






Avec E(x) un champ constant et une variation du potentiel V(x) linéaire dans l’espace
(figure 2.4). Dans le cas d’une ZCE la répartition des charges du côté du semicon-
ducteur brise la neutralité électrique. Les porteurs libres ayant déserté la zone (hy-
pothèse de désertion totale avec p=n=0), il ne reste plus que les impuretés ionisées
dominées par les niveaux accepteurs dans un semiconducteur compensé de type p
avec ρ(x) = −q ΔN−A < 0. Par conséquent, l’évolution spatiale du potentiel V(x) dé-
crite par l’équation (2.42) n’est plus linéaire et engendre une courbure des bandes







avec : ΔN−A = N−A − N+D (2.43)
La concentration des niveaux accepteurs en excès ΔN−A est supposée uniforme dans






Du fait de la statistique de Fermi-Dirac ces niveaux seront d’autant plus ionisés
qu’ils seront éloignés du niveau de Fermi car la probabilité d’occupation décrite par
l’équation (2.5) est plus importante. Le potentiel de diffusion généré Vs est une bar-
rière de potentiel interne dans le sens où aucune différence de potentiels n’apparaît
entre les électrodes du détecteur à l’équilibre. Cette barrière interne empêche les por-
teurs majoritaires de diffuser vers le métal. Du côté du métal, se forme à l’équilibre
une autre barrière de potentiel appelée barrière Schottky qui empêche l’injection de
trous dans le semiconducteur :
φb = χsc + Egap − φm (2.45)
















































Figure 2.17 – Diagramme de bande d’un contact Schottky. A : En polarisation directe. B : En polarisation inverse. La présence
d’une ZCE, d’une barrière de diffusion Vs et d’une barrière Schottky confère au détecteur la caractéristique d’une diode. En
augmentant la tension de polarisation directe, la barrière de diffusion ne s’oppose plus au passage des porteurs rendant le
détecteur peu résistif. En polarisation inverse la taille de la ZCE augmente, la barrière Schottky quasi-indépendante de la
tension, s’oppose au passage des porteurs majoritaires du métal vers le CdTe. La désertion des porteurs libres dans la ZCE
rend la jonction très résistive. Le champ électrique E(x), intégré de l’équation de Poisson, décroît dans cette région.
2.3.2 Contact hors équilibre et caractéristique courant-tension
À l’équilibre, les barrières de potentiel Vs et φb sont des obstacles empêchant le
passage des porteursmajoritaires de part et d’autre du contact. Si l’on crée un champ
électrique extérieur en appliquant une différence de potentiels entre les électrodes,
le niveau de Fermi pour le métal et le semiconducteur change produisant une dérive
des porteurs. En polarisation directe, cette tension V
HT
est positive avec un potentiel
à la cathode plus important qu’à l’anode. Les trous, qui descendent les potentiels, se
déplaceront du semiconducteur vers le métal. Sur la figure 2.17, la barrière de diffu-
sion Vd = Vs +VHT devient rapidement nulle et le contact ne s’oppose plus au passage
des trous du semiconducteur au métal pour V
HT
> Vs. En polarisation inverse, la ten-
sion V
HT
est négative. Les trous en descendant les potentiels vers la cathode devront
franchir la barrière Schottky pour entrer dans le CdTe. La région la plus résistive
du semiconducteur est la ZCE car cette zone est dépeuplée. La chute de potentiel
V
HT
sera donc essentiellement dans cette zone. La propriété la plus intéressante du
contact est la quasi invariance de la hauteur de barrière φb avec la tension de polari-
sation V
HT
. Sze et Kwok (2006) montrent que le flux net de porteurs peut être décrit
par un modèle considérant à la fois la diffusion et l’émission thermoionique des por-
teurs libres via le contact. Ce type de contact présente la caractéristique d’une diode

















où Is est le courant de saturation, S est la surface du détecteur et A∗ la contante de
Richardson A∗ = 4πqm∗k2/h3 égale à 42 A cm−2 K−2 dans le CdTe de type p.
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En polarisation inverse, on dit que le contact est "redresseur" permettant d’ap-
pliquer une importante tension de polarisation sans augmenter drastiquement le
courant de fuite :
I (V
HT






En réalité le courant en polarisation inverse, ou courant de fuite, dépend indirec-
tement de la tension de polarisation via la valeur du champ électrique présent au
niveau du contact du fait de la présence d’états de surface entre le métal et le CdTe
(Sze et Kwok, 2006). En effet nous avons vu que la plupart des réseaux cristallins
semiconducteurs présentent des états de surface associés à une certaine rugosité
et à la présence d’impuretés. Ces états agissent comme des pièges (centres de re-
combinaison) et peuvent localement diminuer la mobilité des porteurs. Du fait de la
statistique de Fermi-Dirac, ces états de surface sont plus ou moins ionisés, empri-
sonnant une certaine quantité de charges Qs sur une fine couche à l’interface. Dans
le cas d’un contact métal-semiconducteur avec une densité d’états de surface élevée,
on constate que le métal échange ses électrons arrachés par l’agitation thermique
principalement avec ces états de surface. Cet écrantage du semiconducteur par les
états de surface engendre une chute de potentiel appelée barrière de Bardeen notée
VB. La barrière Schottky effective est égale à :
φb0 = χsc + Egap − φm − VB0 (2.48)
Avec φb0 et VB0 les barrières effectives pour VHT = 0. En effet, en s’appuyant sur
les travaux de Bardeen (1947), Rhoderick et Williams (1988) montrent que VB, liée
à la densité d’états de surface occupés, dépend de la valeur du champ électrique à
l’interface et donc de la tension de polarisation appliquée :
φb = φb0 − αEint (2.49)
Avec φb la barrière Schottky réelle, α une constante fonction de l’épaisseur de la
couche d’interface et Eint le champ électrique à l’interface, maximal à l’anode en
polarisation inverse. Cette diminution de la barrière Schottky effective due aux états
d’interface va profondément influencer le comportement du détecteur. Le courant de
fuite en polarisation inverse va varier en fonction du champ électrique à l’interface
qui lui-même dépend à la fois de la tension de polarisation mais aussi du temps.
D’après les équations (2.47) et (2.49) le courant de fuite en polarisation inverse (que
l’on considérera positif par la suite) peut s’écrire :





















où Δφb correspond à la diminution de hauteur de barrière Schottky effective qui
entraîne une augmentation du courant de fuite avec la tension. Pour des tensions de
polarisation élevées la barrière de diffusion VS sera négligée.
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Figure 2.18 – a - Caractéristique courant-tension d’un détecteur In/CdTe/Pt à différentes températures. Cette caractéristique
est linéaire au delà de ∼ 10V du fait de la dérive des porteurs générés par agitation thermique dans le bulk. L’ajustement des
courant par le modèle de l’équation (2.50) avec une résistance série est en orange. Les données sont ajustées par un modèle
d’émission / diffusion avec une résistance en série. b - Evolution de la résistivité avec la température.
La caractéristique I-V d’un détecteur d’ECLAIRs est reportée pour différentes
températures sur la figure 2.18a. En polarisation directe, le courant ne varie plus
exponentiellement pour des tensions supérieures à quelques volts (Principato et al.,
2012). Les mécanismes de diffusion et d’émission thermoionique ne dominent plus
les mécanismes de dérive des porteurs (Wright, 1961) décrits par la relation (2.25).
Pour des tensions encore plus élevées (∼ 50V ), la zone neutre du bulk limite le pas-
sage du courant formant une résistance série (Kosyachenko et al., 2009a) avec un
comportement ohmique i.e. une caractéristique I-V linéaire. Dans ce cas, le courant
dépend faiblement de la température via la mobilité des porteurs. En polarisation
inverse, la diminution de la hauteur de barrière décrite par l’équation (2.50) per-
met d’ajuster correctement les données avec une hauteur de barrière φB0 de 0.963
eV. Cette valeur, similaire à celle mesurée par Toyama et al. (2006), nécessite une
concentration d’impuretés ionisées de l’ordre de ΔN−A = 1.2 × 1015 cm−3 plus élevée
que celle mesurée par Ayoub et al. (2003) autour de 7.65×1012 cm−3. En ajoutant une
résistance série pour les hautes tensions, je calcule une hauteur de barrière de 0.955
eV et une concentration d’impuretés réduite à 11.4 × 1012 cm−3.
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Figure 2.19 – Courant de surface
La résistance série dépend exponentiellement de la
température avec une énergie d’activation de 0.697 eV en
polarisation inverse (figure 2.18b.). Cette énergie, asso-
ciée à un niveau accepteur profond, provient d’un défaut
de compensation des lacunes de cadmium rapporté par
Fiederle et al. (1998). Les impuretés et autres défauts
cristallins sur la tranche du détecteur engendre un cou-
rant de surface parallèle au courant volumique avec une
résistivité plus faible. Ce courant est fortement réduit en
utilisant un anneau de garde (Nakazawa et al., 2004).
















































Figure 2.20 – Evolution du diagramme de bande d’un contact Schottky avec le temps. A : À l’équilibre sans tension de po-
larisation appliquée. B : Immédiatement après l’application d’une tension de polarisation inverse. C : Au delà du temps de
polarisation tp. L’ionisation progressive des niveaux accepteurs profonds élargie la ZCE et diminue la zone de déplétion dans
laquelle le champ électrique est non nul. Pour t = tp, la zone de déplétion est plus petite que l’épaisseur du détecteur dégradant
significativement ses performances. Cette instabilité est nommée "effet de polarisation".
2.3.3 Caractéristiques du champ électrique
Nous avons vu que l’équation de Poisson (2.41) permet de déterminer la valeur
du champ électrique en tout point du détecteur 10 en fonction de la répartition de la
charge volumique ρ(x). Nous sommes arrivés à la conclusion que dans la ZCE d’un
détecteur CdTe compensé de type p et équipé d’électrodes planes, la variation du
potentiel électrique à l’équilibre ne dépend que de la concentration des niveaux ac-
cepteurs ionisés en excès ΔN−A qui forment la charge d’espace négative. Lorsque l’on
applique une tension en polarisation inverse, le système s’éloigne de l’état d’équi-
libre. On définit alors un quasi niveau de Fermi EFp pour les trous et EFn pour les
électrons définissant la nouvelle probabilité d’occupation des niveaux d’énergie (fi-
gure 2.20). La ZCE s’élargit et présente à ses bornes la majeure partie de la chute de
potentiel du fait de sa très forte résistivité. Cette variation non linéaire du potentiel
ou "courbure de bande" produit un champ électrique qui décroît linéairement entre
x = 0 et x = λ. En dehors de la ZCE pour λ < x < d, la densité volumique de charge
ρ(x) est initialement nulle (zone neutre) et le champ électrique, dérivé du potentiel,
est constant jusqu’à la cathode. La zone sensible du détecteur, de largeur w, où le
champ électrique est non nulle, est appelée zone de déplétion. Dans cette zone les
porteurs de charges produits par les photons pourront dériver jusqu’aux électrodes.
10. Notons que les propriétés de la couche d’interface peuvent légèrement évoluer en fonction de la
position horizontale [y,z] sur l’anode en fonction de la diffusion de l’indium dans le CdTe.
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Au niveau de la cathode, l’électrode de platine présente un travail de sortie suffi-
samment élevé pour que la hauteur de barrière Schottky théorique soit quasi-nulle.
Cette barrière a une valeur de 0.07V pour le platine contre 1.63 V pour l’indium (Cola
et Farella, 2009). La migration des électrons du platine vers le CdTe (plus difficile
que pour l’indium) est équivalente à la migration dans le sens opposé produisant une
ZCE quasi inexistante dans le CdTe. La résistivité du contact est par conséquent do-
minée par la zone neutre du semiconducteur d’où l’appellation de contact ohmique.
2.3.4 Instabilité du CdTe Schottky : l’effet de polarisation
Lors des premières utilisations de détecteurs CdTe :Cl-THM dans les années 70,
Bell et al. (1974) observent une dégradation des performances spectrales dans le
temps dès qu’une tension de polarisation inverse est appliquée. Cette altération du
spectre se traduit par un élargissement, un déplacement et une déformation des
raies spectrales vers les basses énergies. L’élargissement des raies est associé à l’aug-
mentation du courant de fuite provoquée par une diminution de la barrière Schottky
efficace. Le déplacement et la déformation de la raie sont imputés à unemauvaise col-
lection des charges causée par la diminution du champ électrique près de la cathode.
Cette instabilité nommée "effet de polarisation" limite fortement les performances
du CdTe à température ambiante si bien que les contacts Schottky ont été délaissés
malgré leur potentiel pour des contacts ohmiques avec des métaux à faible émission
thermoionique (travail de sortie plus élevé) comme l’or ou le platine.
Dans la zone initialement neutre (x > λ), les niveaux d’impuretés superficiels
sont quasiment tous occupés à l’équilibre et garantissent la neutralité éléctrique.
Une modification des propriétés du champ électrique ne peut donc être produite que
par l’apparition d’une charge d’espace négative dans le volume du détecteur. Cet
écart à la neutralité électrique est dû à un excès de sites accepteurs profonds ionisés
ΔN−A = N−A − N+D . Cet excès, ou accumulation de charges, peut soit être produit par
une diminution de la concentration des niveaux donneurs ionisés N+D par captures
d’électrons soit par une augmentation de la concentration des niveaux accepteurs
ionisés N−A par dépiégeage de trous. Cette dernière hypothèse est la plus probable
car aucune accélération du phénomène n’a été observée avec un rayonnement in-
tense produisant un nombre élevé d’électrons au sein du nuage de charges (Malm et
Martini, 1974). Une des hypothèses de Toyama et al. (2006) est de considérer, comme
condition initiale, l’ionisation de tous les sites accepteurs en excès dans la zone de
charge d’espace initiale (notée λ sur la figure 2.20) du fait de la position du quasi-
niveau de Fermi des trous par rapport à un seul niveau accepteur d’énergie d’acti-
vation δEA = 0.69 eV. Une autre hypothèse est la neutralité initiale du bulk (pour
x>λ). L’ionisation des niveaux donneurs profonds n’est pas prise en compte dans le
modèle de Toyama si bien que ΔN−A = N−T où N−T représente la concentration des ni-
veaux accepteur profond ionisés. Sur la figure 2.20, après polarisation du détecteur,
les porteurs majoritaires sont, pour la plupart, chassés du volume en descendant les
potentiels. Le quasi-niveau de Fermi des trous est suffisamment élevé pour qu’à la
température considérée, des trous soient libérés dans la bande de valence (i.e. que
des électrons de valence soient capturés par les sites accepteurs). La variation de la
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concentration des niveaux accepteurs profonds ionisés dépend à la fois du taux de
dépiégeage et du taux de capture des trous (ou vitesse de recombinaison) :
dN−T
dt













où NV est la densité d’états de la bande de valence, NT la concentration de sites ac-
cepteurs supposée uniforme, σp la section efficace de piégeage d’un trou par le site
accepteur, vp la vitesse moyenne des trous à l’équilibre thermodynamique et δEA
l’énergie d’activation du niveau accepteur profond.
En négligeant la vitesse de recombinaison des trous p σpvp N−T = 0, la concentra-
tion des niveaux accepteurs en excès ionisés au cours du temps devient :⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
N−T (x, t) = NT pour : 0 ≤ x ≤ λ







pour : λ ≤ x ≤ d
(2.52)
Le calcul de la solution de l’équation de Poisson est détaillé par Meuris (2009) et
prend la forme suivante :⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
E(x, t) = −q NT
sc
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L’accumulation de charges provoquée par le dépiégeage de trous au cours du
temps (ionisation des niveaux accepteurs profonds) va progressivement faire appa-
raitre une charge d’espace dans la zone initialement neutre et modifier le profil du
champ électrique dans le volume du détecteur. Dans le bulk, au delà de la zone d’in-
terface du contact Schottky déterminée par la diffusion des électrons du métal, le
champ électrique n’est plus constant et décroît linéairement vers la cathode avec
une pente de plus en plus négative. Le champ électrique à la cathode finit par s’an-
nuler et la zone de déplétion devient inférieure à la profondeur du détecteur pour un
temps t = tp appelé temps de polarisation (figure 2.20).
L’hypothèse d’un taux de recombinaison quasi-nul n’est valable que pour des dé-
tecteurs munis d’un contact Schottky. Ce contact bloquant pour les porteurs majo-
ritaires permet d’équilibrer, par piégeage, l’ionisation des niveaux accepteurs pro-
fonds. Dans un détecteur purement ohmique, une variation du champ électrique
associé à l’ionisation des niveaux accepteurs est également observée (Farella et al.,
2009). Cependant, la recombinaison des porteurs libres du courant d’obscurité équi-




CHAPITRE 2. DU CDTE SCHOTTKY POUR ECLAIRS 63
Figure 2.21 – Application du modèle de Toyama et al. (2006) pour un détecteur d’ECLAIRs polarisé à -400 V et refroidi à une
température de -20◦C. a - Evolution théorique de la zone de déplétion à -20◦C pour différentes tensions de polarisation. b -
Evolution théorique de la zone de déplétion à -400 V pour différentes températures. c - Profil du champ électrique de l’anode
(x=0) à la cathode (x=1). Les paramètres utilisés sont ceux du modèle d’accumulation de charges modifié.
À partir des principaux paramètres du modèle de Toyama et al. (2006) (épais-
seur des détecteurs, NT , δEA, λ, et τA), il est possible de calculer le profil du champ
électrique des détecteurs CdTe :Cl-THM d’Acrorad pour une tension de -400 V et une
température de -20◦C (figure 2.21c). La profondeur de la zone de déplétion pour t>tp
augmente comme la racine carrée de la tension de polarisation et exponentiellement
avec la température :
w(t) =
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En définissant le temps de polarisation théorique comme l’instant au-delà duquel
la zone de déplétion devient plus petite que l’épaisseur du détecteur on en déduit
que :





















Ce temps caractéristique dépend de la tension de polarisation, du dopage, de l’épais-
seur du détecteur et de la température. En plus de dégrader l’efficacité de collection
i.e. la réponse spectrale du détecteur, l’apparition d’une couche morte de CdTe sous
la cathode va gravement nuire à l’efficacité de détection des photons de basse éner-
gie. Il est donc important d’opérer les détecteurs d’ECLAIRs à basse température et
de trouver un compromis entre une épaisseur suffisante pour permettre une effica-
cité quantique importante sur la gamme de fonctionnement de l’instrument et une
épaisseur assez fine pour qu’à tension de polarisation égale, le temps de polarisation
soit le plus important. Il en va demême pour la tension de polarisation qui devra être
choisie de telle manière à limiter le bruit dû au courant de fuite des détecteurs pour
garantir un seuil bas de détection inférieur à 4 keV mais suffisante pour permettre
la bonne collection des charges et retarder l’effet de polarisation.
Compte tenu des conditions de vol de l’instrument, le temps de polarisation théo-
rique est estimé à plus de 100 h (figure 2.21b), une valeur à priori bien supérieure
à l’intervalle de temps maximal séparant deux cycles de passage du satellite dans
la SAA (estimé à environ 15 h) pendant lesquels les détecteurs seront dépolarisés.
De plus pour le CdTe :Cl-THM, la durée de vie des trous τp est bien plus faible que
leur temps de dépiégeage τA. Par conséquent, après coupure de la haute tension le
système retourne rapidement dans son état d’équilibre (figure 2.16). La dépolari-
sation est d’autant plus rapide que la température est élevée. À un température de
-20◦C, les trous libres se recombinent avec les sites accepteurs profonds en quelques
minutes seulement.
Figure 2.22 – Simulation de la variation de la concentration de
porteurs libres en fonction de la profondeur pour un détecteur
Al/CdTe/Pt (Grill et al., 2011). À l’équilibre à 25◦C (p0,n0), im-
médiatement après application d’une tension de -500 V (pd,nd)
et 40 minutes après (p,n).
Ce modèle analytique d’accumula-
tion de charges reste imparfait car il ne
considère qu’un seul niveau accepteur
parmi plusieurs identifiés par Castal-
dini et al. (1998) et Ayoub et al. (2003).
De plus, le modèle ne prend pas en
compte la variation de concentration des
donneurs profonds ni l’évolution de la
concentration des porteurs libres p(x, t)
et n(x, t) qui contribuent au champ élec-
trique (Ruzin, 2011). Des simulations
numériques réalisées par Grill et al.
(2011) permettent d’étudier en détail le
profil du champ électrique et son évolu-
tion dans le temps (figure 2.22). L’impact
de l’effet de polarisation sur les perfor-
mances et l’opérabilité du DPIX seront
traités dans les chapitres suivants.
CHAPITRE 2. DU CDTE SCHOTTKY POUR ECLAIRS 65
Figure 2.23 – Observation spectrale de l’effet de polarisation. a - Évolution temporelle d’un spectre d’241Am sur une durée de
9h à -300 V et 25◦C. L’altération du spectre dans le temps illustre bien la dégradation de l’efficacité de collection des charges
causée par une modification du champ électrique dans le volume du détecteur. b - Évolution temporelle de la position de la
raie à 59.54 keV normalisée à sa valeur initiale. La raie à 59.54 keV de la source d’241Am se déplace linéairement avant le
temps de polarisation tp puis décroît exponentiellement au delà.
Nous avons vu que l’effet de polarisation dégrade subitement l’efficacité et la ré-
ponse spectrale de l’instrument (cf. figure 2.23a) au bout d’un temps suffisamment
long, à condition d’opérer les détecteurs à basse température. Cependant les effets
de l’accumulation de charges se font ressentir dès les premières minutes dès lors
que le détecteur est polarisé. En effet, la modification du profil du champ électrique
via le cristal, après la mise sous tension, change l’efficacité de collection des charges
en fonction de la profondeur d’interaction des photons. La conséquence de ce phé-
nomène est le décalage progressif du centroïde de la raie étudiée vers les basses
énergies bien avant le temps de polarisation. Cette lente diminution de la position
de la raie est linéaire avec le temps et visible sur la figure 2.23b. Passé le temps de
polarisation la taille de la zone déplétée devient plus faible que l’épaisseur du détec-
teur et la position de la raie diminue exponentiellement.
Le dépiégeage des trous, libérés progressivement par les sites accepteurs ioni-
sés dans le volume du détecteur, engendre une augmentation du courant de fuite
pour deux raisons. D’une part l’augmentation du champ électrique près de l’anode
entraîne une diminution de la hauteur de barrière ΔφB rendant le contact Schottky
moins résistif. D’autre part, le dépiégeage des trous accroît la concentration de por-
teurs libres décrite par la relation (2.25). Cette augmentation dépend de la vitesse
d’ionisation des niveaux accepteurs donc de la température (figure 2.24a). Ce phé-
nomène est une contre-réaction qui tend à stabiliser la zone de déplétion. En effet,
l’augmentation du nombre de porteurs libres (trous majoritaires) va progressive-
ment favoriser la recombinaison des sites accepteurs par piégeage. Le système tend
alors vers un état d’équilibre où dN−T /dt = 0 et où la taille de la zone déplétée atteint
sa valeur minimale (notée Wmin sur la figure 2.21b).
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Figure 2.24 – Évolution temporelle du courant de fuite en polarisation inverse. a - Détecteur polarisé à -400 V et thermalisé
à plusieurs températures. b - Principaux types de comportements observés pour les détecteurs d’ECLAIRs à -600 V et -20◦C.
L’évolution temporelle du courant de fuite et sa stabilité représente une caracté-
ristique importante du détecteur car ce bruit va contraindre la valeur de son seuil de
détection à basse énergie. Différents types de comportements sont observés sur les
détecteurs d’ECLAIRs. La variation nominale du courant de fuite dans des condi-
tions de vol (-600 V ; -20◦C) est représentée par le courbe 1 de la figure 2.24b. Le
courant de fuite, de quelques 10−11 A, évolue très lentement de 15 à 30% sur 100h
pour plus de 80 % des détecteurs (Remoué et al., 2010).
Certains détecteurs (courbe 2) ont un courant de fuite qui évolue brutalement
au cours des 30 premières minutes après la mise sous tension. Cette période tran-
sitoire laisse place ensuite à une lente augmentation attendue par la diminution de
la barrière Schottky effective et le dépiégeage des trous par les sites accepteurs. La
raison de cet état transitoire, dont la durée est indépendante de la température et
de la tension, reste inconnue 11 et n’est pas rapporté dans la littérature (Principato
et al., 2012).
D’autres détecteurs présentent des variations plus atypiques (courbes 3 et 4) avec
un courant de fuite initialement plus élevé. En fonction du travail de sortie de la ca-
thode, de l’affinité électronique du CdTe et des états d’interface, celle-ci peut être
une barrière pour les trous (double contact Schottky), une barrière pour les élec-
trons minoritaires ou un contact quasi-ohmique (dominé par la résistivité du bulk).
Dans le cas d’un double contact Schottky le contact est bloquant pour les trous en po-
larisation directe ou inverse. Cependant, comme pour les contacts quasi-ohmiques
(figure 2.25) le courant induit par l’injection de porteurs minoritaires devient do-
11. L’invariance de ce temps caractéristique avec les conditions d’utilisation des détecteurs suggère
une cause extérieure inhérente au banc de test. La stabilité de la haute tension sera traitée dans les
prochaines sections.























Figure 2.25 – Diagramme de bande du
contact CdTe/Pt. A : Contact injectant des
électrons minoritaires. B - Contact bloquant
pour les électrons minoritaires. Dépendant
des propriétés des surfaces du CdTe lors des
phases de polissages avant le dépôt electro-
less du platine, la concentration des niveaux
d’interface ionisés est susceptible d’être plus
importante favorisant ainsi l’injection de por-
teurs minoritaires. Cette hypothèse ne peut
être vérifiée étant donné l’absence de traçabi-
lité des détecteurs concernant les wafers dans
lesquels ils ont été découpés.
minant (Kosyachenko et al., 2009c). Dans ce cas, la valeur initiale du courant est
beaucoup plus élevée (courbe 4). La décroissance du courant observée est décrite par
la simulation numérique de Grill et al. (2011) et attribuée à la diminution du champ
électrique à la cathode. Le courant atteint ensuite une valeur minimale au bout d’un
temps légèrement inférieur au temps de polarisation (figure 2.26b). Le champ élec-
trique étant faible ou quasi-nul sous la cathode après tp, la contribution des électrons
injectés devient négligeable devant celle des trous majoritaires et le courant croît de
nouveau avec Δφb. Le décalage entre le temps de polarisation apparent (figure 2.26)
et le temps où le courant atteint sa valeur minimale provient du fait que l’efficacité
de collection se dégrade si la zone morte atteint une profondeur où l’essentiel des
interactions des photons se produisent. Si à l’interface, le sommet de la bande de
conduction est suffisamment élevé par rapport au niveau de Fermi, le contact de-
Figure 2.26 – a - Évolution de la position de la raie à 59.54 keV d’une source d241Am normalisé par sa valeur initiale. b - Évo-
lution correspondante du courant de fuite dominée par l’injection de porteurs minoritaires. Le courant décroît très rapidement
après la mise sous tension du détecteur puis atteint une valeur minimale autour du temps de polarisation pour finalement
augmenter à nouveau avec Δφb. Le courant est normalisé par sa valeur initiale.
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vient bloquant pour les électrons. Le courant de fuite est alors très faible (courbe
1). Dominé par les trous majoritaires, très peu nombreux car bloqués par le contact
Schottky, ce courant évolue du fait de la diminution de la hauteur de barrière causé
par l’effet de polarisation.
2.4 Performances d’un large échantillon statistique
La réalisation d’un large plan de détection, muni d’une surface efficace la plus im-
portante possible et d’une bonne résolution spatiale pour l’imagerie à masque codé,
nécessite un nombre considérable de détecteurs. Ainsi pour réaliser le DPIX com-
posé de 6400 détecteurs monolithiques, 12288 spécimens ont été approvisionnés en
vue de leur sélection pour le modèle de vol.
Quelques années avant le début de mon travail de thèse, l’ensemble des détec-
teurs fournis par Acrorad a été testé principalement en courant de fuite et en spec-
troscopie. Au regard de la quantité de détecteurs à étudier et du temps imparti, les
mesures de courant de fuite ont été réalisées avec un nombre de configurations res-
treint, à une température régulée de -20◦C et 25◦C. L’étude de la stabilité du courant
de fuite sur une durée de 2h a été introduite sur un échantillon de 5125 détecteurs
en raison du caractère chronophage de ces essais. Pour finir, les 9440 premiers détec-
teurs testés en courant de fuite ont également été testés en spectroscopie (Remoué,
2010).
2.4.1 Distribution du courant de fuite initial
Après une stabilisation en température de plusieurs heures, les détecteurs sont
polarisés à -600 V sans source de rayonnement. La valeur du courant de fuite est me-
surée à l’aide d’un pico-ampèremètre (Keitley 6487), 30 secondes après application
de la haute tension. La concentration de porteurs majoritaires étant thermiquement
activée par l’ionisation des sites accepteurs profonds partiellement compensés, les
courants de fuite à -20◦C et 25◦C sont corrélés via la relation (2.26). Le diagramme de
la figure 2.27 représente l’essentiel de la population de 12288 détecteurs testés quo-
tidiennement par lot de 32 pièces. Les distributions de courants associées à chaque
température sont également reportées.
Les détecteurs du cœur de la population (en rose) présentent un courant de fuite
initial extrêmement faible, autour de 10 pA à -20◦C contre 1 nA à 25◦C. Ces dis-
tributions, non gaussiennes, s’ajustent par une fonction de Landau. L’asymétrie de
ces distributions est due à la présence d’une population de détecteurs ayant un cou-
rant de fuite anormalement élevé à basse température, pouvant aller jusqu’à une
dizaine de nA à -20◦C. Les valeurs médianes calculées, respectivement de 12.9 pA
à -20◦C et 1.12 nA à 25◦C, sont assez proches des valeurs associées au maximum de
chaque distribution contrairement aux valeurs moyennes. Une population de détec-
teurs avec un courant anormalement bas à 25◦C (triangles oranges) a été reliée à
une défaillance de la haute tension, du fait de la continuité des mesures suspectes
sur une courte période de temps. Cet excès de courant anormalement faible repré-
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Figure 2.27 – Corrélation du courant de fuite initial entre -20◦C et 25◦C de la population totale de 12288 détecteurs CdTe
approvisionnés pour la fabrication de la caméra ECLAIRs. Le coeur de la population présente des courants de fuite de 11 pA
à -20◦C et 1 nA à 25◦C. Les distributions sont ajustées par une fonction de Landau. La population de détecteurs en orange est
liée à une défaillance de la chaine de mesure.
sente moins de 2.5% de la population totale et se traduit par un écart à la loi de
Landau dans les distributions. Un échantillon plus large de 2200 détecteurs à été
re-testé (figure 2.28a). Ces valeurs initialement basses se redistribuent essentielle-
ment au sein de la population principale, corrélée en température. Nous observons
cependant que 23% d’entre eux se retrouvent hors corrélation avec des valeurs en
courant à -20◦C supérieures à 0.5 nA.
Une autre population de détecteurs ne semble pas présenter de corrélation en
température avec un courant de fuite qui s’étale sur deux ordres de grandeur de 100
pA à 10 nA à -20◦C. Remoué et al. (2010) montrent que sur un échantillon de 64
détecteurs appartenant à cette population, 90% retrouvent une valeur proche de la
population principale suite à une nouvelle mesure. Des mesures réalisées ultérieu-
rement sur un échantillon de 207 détecteurs ayant des courants à -20◦C entre 30 et
100 pA (figure 2.28b) montrent une redistribution des valeurs à -20◦C sur la droite
de corrélation sans changement significatif de la distribution à 25◦C.
70 2.4. PERFORMANCES D’UN LARGE ÉCHANTILLON STATISTIQUE
Figure 2.28 – Nouvelle mesure du courant de fuite initial de deux populations de détecteurs. La population totale avant retest
est en noir, la population sélectionnée pour le retest est en rouge et la nouvelle mesure est en vert. a - pour la population de
détecteurs avec un courant de fuite initial à -20◦C inférieur à 10 pA. b - pour une partie de la population avec un courant de
fuite à -20◦C initialement compris entre 30 et 100 pA. Une fraction de détecteurs retestés présentent un courant de fuite élevé
et décorrélé en température (population "hors corrélation"). La limite observée autour de 5 nA à 25◦C est due à la possibilité,
donnée aux opérateurs, de réitérer une mesure aberrante ou trop élevée. De ce fait, nombreux sont les contacts injectants qui
passent sous cette limite lors de la mesure de vérification, réitérée plusieurs minutes après la polarisation des détecteurs.
2.4.2 Énergie d’activation
L’énergie d’activation δEA du niveau accepteur dominant est dérivée des valeurs
initiales de courant provenant, d’une part de l’ensemble de la population (testée uni-
quement à -20 et 25◦C) et d’autre part d’un échantillon représentatif de 96 détecteurs
testés à 8 températures entre -25 et 25◦C. L’énergie d’activation mesurée à partir de
l’ensemble de la population est entachée d’une erreur plus importante étant donné
le nombre réduit de points de mesure. Sa valeur se distribue principalement entre
0.6 et 0.7 eV comme attendu par Hage-Ali et Siffert (1992) et Zumbiehl et al. (2000).
Des mesures détaillées, réalisées sur l’échantillon de 96 détecteurs, montrent
un changement de comportement du courant de fuite en deçà de -10◦C. Sur la fi-
gure 2.29a sont tracés trois différents types de comportement en température (dia-
gramme d’Arrhénius). Le détecteur 1 montre un courant de fuite à basse tempéra-
ture plus élevé, en moyenne à 1.7 σ du meilleur ajustement obtenu pour une énergie
d’activation de 0.72 eV (en bleu). Les courants du détecteur 2 sont mieux ajustés avec
un χ2 réduit proche de l’unité et un écart moyen des courants, inférieurs à -10◦C, en
deçà de 0.6 σ. Sur les 96 détecteurs testés, 71% se comportent comme le détecteur
1, 16% comme le détecteur 2 et 13% comme le détecteur 3. Sur la figure 2.29b sont
représentées les distributions d’énergie d’activation calculées pour la population to-
tale (en noir) et pour l’échantillon statistique à la fois sur un ajustement de toute
la gamme de température (en bleu) ainsi que sur une plage réduite à des tempé-
ratures inférieures à -10◦C (en orange). Le meilleur ajustement de la population
totale (en rouge) est une somme de 4 gaussiennes centrées autour de 0.58 ± 0.32 eV ;
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0.64 ± 9.7 × 10−1 eV ; 0.66 ± 9.2 × 10−3 eV et 0.73 ± 6.3 × 10−2 eV. En utilisant toute
la gamme de température, la distribution calculée (en bleu) est maximale autour de
0.67 eV et relativement similaire à la distribution de la population totale avec un test
de Kolmogorov-Smirnov positif à 53.4% de confiance. Cependant, nous observons sur
la figure 2.29c que les faibles valeurs de δEA mesurées (en bleu) sont associées à
un χ2 réduit élevé, traduisant une faible significativité du modèle exponentiel lié au
changement de comportement à basse température. Une estimation de δEA sur une
plage réduite en deçà de -10◦C donne une distribution centrée sur 0.56 eV avec un
χ2 réduit plus faible calculé autour de 0.1, du fait de la taille de l’erreur de mesure
Figure 2.29 – Mesure de l’énergie d’activation : a - Variation du courant de fuite avec la température de 3 détecteurs caracté-
ristiques, ajustée par unmodèle exponentiel pour T◦∈ [−25◦C, 25◦C] (en bleu) et pour T◦<−10◦C (en orange). b - Distribution
de l’énergie d’activation calculée sur 2 points pour la population totale (en noir), et sur 8 à 9 points pour un échantillon de
96 détecteurs à l’aide des deux modèles précédents (en bleu et orange). c - Relation entre l’énergie d’activation mesurée et la
significativité statistique des deux ajustements réalisés. La position des détecteurs caractéristiques est reportée en rouge. d -
Position des détecteurs avec δEA > 0.46 eV (en rose) et δEA < 0.72 eV (en violet) sur le diagramme de corrélation en courant.
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pour des courants de quelques 10 pA. La position des 3 détecteurs étudiés dans ce
diagramme est représentée par des symboles rouges. Le détecteur 1 (triangles) ini-
tialement à une énergie d’activation de 0.72 eV se retrouve à une valeur beaucoup
plus faible à basse température autour de 0.41 eV. Le détecteur 2 (cercles) passe de
0.62 eV à 0.55 eV alors que le détecteur 3 (losanges) passe de 0.42 eV à 0.63 eV avec










Table 2.2 –Niveau d’énergie d’activation et section efficace de capture, correspondant aumaximumdes pics de courant thermo-
stimulés, rapportés pour le CdTe :Cl-THM par Samimi et al. (1989)
La nature des défauts profonds du CdTe et leurs énergies d’activation font l’objet
de nombreuses mesures et discussions. La table 2.2 rassemble les niveaux d’éner-
gies des défauts profonds du CdTe :Cl-THM identifiés par Samimi et al. (1989) sur
la gamme de températures considérée. Les sections efficaces de capture σc y sont
également reportées. Le nombre important de niveaux différents est inhérent à la
nature polyatomique du réseau crystallin ainsi qu’au processus de compensation.
Ces niveaux sont associés à des lacunes atomiques VCd ou VTe (vacancies), des dé-
fauts de substitution provoqués par une rupture de l’alternance entre les atomes de
Cd et de Te (antisite point defects) et des défauts interstitiels, notés Cdi ou Tei, dus
à l’insertion d’un atome supplémentaire dans le réseau (Triboulet et Siffert, 2009).
De la même manière, des impuretés insérées ou substituées à un atome du réseau
(interstitials & substitutionals) peuvent produire des défauts complexes neutres ou
ionisés (e.g. 2Cl+Te + V2−Cd = VCdClTe) (Höschl et al., 1993).
La présence d’une structure fine entre 0.62 eV et 0.64 eV est compatible avec les
valeurs calculées sur la distribution totale et permet d’expliquer la dispersion obser-
vée. Höschl et al. (1993) montre à l’aide d’une méthode complémentaire que l’asso-
ciation d’une double lacune V2−Cd et d’une impureté Cl+Te rend compte de la présence
d’un niveau accepteur à une énergie de 0.65 eV contre 0.66 eV pour Hage-Ali et Sif-
fert (1992). Le défaut localisé autour de 0.55−0.56 eV, également observé par Laasch
et al. (1995) est attribué à un défaut interstitiel de Cadmium doublement chargé
(Cd2+i ). Le niveau de 0.72 eV, proche du milieu de la bande interdite, est identifiable
dans la distribution de la population totale mais est sujet à caution. En effet cette
population, distincte de la population principale (figure 2.29d), se concentre majori-
tairement sur les derniers détecteurs testés. Le fait que seulement certains lots de
tests soit concernés suggère une origine extrinsèque aux détecteurs, potentiellement
liée à leur préparation ou à la stabilisation en température de l’enceinte thermique.
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De plus, après retest d’une partie de cette population (figure 2.28a), les détecteurs
se redistribuent à des valeurs de δEA plus faibles, au sein de la population princi-
pale. Malgré ces faits, les mesures exhaustives réalisées sur l’échantillon statistique
(figure 2.29c) indiquent bien la présence d’un tel niveau entre 0.71 et 0.74 eV.
La transition entre les pics de courants thermo-stimulés (Samimi et al., 1989)
pour les δEA de 0.55 et 0.62 eV se situe autour de 260 K (-13◦C) ce qui correspond en-
viron à la température du changement de comportement observé sur la figure 2.29a.
Par conséquent, l’observation de deux distributions est cohérente avec la présence
d’une population de détecteurs centrée sur 0.56 eV à basse température et d’une autre
autour de 0.67 eV à plus haute température (figure 2.29b).
2.4.3 Évolution temporelle du courant de fuite
La stabilité des détecteurs a été étudiée, à basse température, à partir d’un échan-
tillon de 5408 détecteurs issus de la population totale. Ces détecteurs ont été testés
par lots de 32 sur une durée de 120 minutes à une température de -20◦C et une
tension de polarisation de -600 V. Cet échantillon temporel permet de déterminer la
proportion de détecteurs qui, malgré l’instabilité inhérente à l’effet de polarisation,
présentent un courant de fuite raisonnablement bas pour garantir un seuil bas de
détection inférieur à 4 keV. Sur la figure 2.30a est représentée l’évolution de la dis-
tribution du courant de fuite des détecteurs de l’échantillon polarisés à -600 V, à une
température de -20◦C. En ajustant cette distribution par une fonction de Landau,
j’observe une augmentation de la position du maximum au cours du temps, initiale-
ment situé autour de 10 pA. Les premières 40 minutes montrent un accroissement
rapide du courant d’environ 1 pA h−1. Par la suite l’augmentation du courant est
plus modérée avec un taux de croissance ΔIf de l’ordre de 0.3 pA h−1. En extrapo-
Figure 2.30 – a -Évolution de la distribution des courants de fuite dans le temps à -20◦C et -600 V. Ce courant estmesuré toutes
les 10 minutes sur une durée de 2h pour une population de 5408 détecteurs. b - L’augmentation lente des caractéristiques de
la distribution, traduite par l’évolution de sa médiane et de la position de son maximum, est compatible avec la diminution de
la hauteur de barrière Schottky. La position du maximum est calculée par l’ajustement d’une fonction de Landau.
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Figure 2.31 – Évolution du courant de fuite sur 2h en condition de vol (-20◦C et -600 V). a - Corrélation du courant de fuite
entre t0 + 30 s et t0 + 2 h. Les détecteurs proches de la droite rouge, définie telle que I30s = I2h, sont les plus stables (en noir).
Les contacts injectant (en bleu) présentent majoritairement un courant de fuite initial élevé (> 200 pA). b - Distribution de la
dérive du courant de fuite à 30 s et à 2 h. Les détecteurs en orange montrent une forte croissance initiale ou subite du courant
au cours du test. Les détecteurs en rose présentent des comportement plus atypiques.
lant cette dernière valeur à 15 h 12, l’augmentation du courant de fuite est limitée
en moyenne à 4.5 pA. Cette vue d’ensemble ne reflète pas les comportements plus
atypiques de certains détecteurs identifiés dans la figure 2.24b. J’ai donc calculé la
dérivée temporelle du courant, lissée sur plusieurs points, afin de discriminer les
comportements injectants, les fortes augmentations initiales du courant ainsi que
des comportements plus atypiques.
Sur la figure 2.31a (diagramme a) est représentée la corrélation du courant de
fuite mesuré à 30 secondes et à 2 heures (la droite rouge correspondant à une aug-
mentation nulle) alors que sur la figure 2.31b (diagramme b) est tracée la disper-
sion de la dérive de courant entre 30 secondes et 2 heures. La grande majorité des
détecteurs, soit 95% d’entre eux (points noirs), présentent une lente augmentation
du courant de fuite (au dessus de la droite rouge) avec, pour la plupart, une dérive
initiale limitée à 2 pA h−1 et une dérive finale inférieure à 0.7 pA h−1. Sur les dia-
grammes a et b, trois populations suspectes sont identifiées : les courants d’injection
de porteurs minoritaires (en bleu), les courants à forte croissance initiale ou subite
(en orange) et les détecteurs atypiques (en rose). Les détecteurs ayant un contact
injectant représentent 2% de l’échantillon. Dans le diagramme a, cette population
est localisée sous la droite rouge avec un courant de fuite majoritairement élevé à 30
secondes et après 2 heures. En effet, à basse température la diminution du champ
électrique à la cathode est considérablement ralentie et les détecteurs restent confi-
nés dans une zone où le courant de fuite est élevé. Sur le diagramme b, la dispersion
de la dérive en courant de cette population est relativement faible, focalisée initiale-
ment entre −0.5 et −3 pA h−1 et légèrement négative, autour de −0.2 pA h−1, après
12. Durée maximale entre deux passages du satellite dans la SAA dans laquelle les détecteurs
seront dépolarisés.
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2 heures.
La population avec une forte augmentation du courant de fuite (en orange) re-
présente également 2% de l’échantillon. Cette population est concentrée dans le dia-
gramme a bien au dessus de la droite rouge avec des valeurs initiales de courant
nominales comprises entre 10 et 100 pA. Dans le diagramme b cette population est
très dispersée et se sépare en deux catégories. D’une part nous retrouvons majori-
tairement les détecteurs avec une forte augmentation du courant de fuite au cours
des 40 premières minutes (détecteurs 2 de la figure 2.24b) avec une dérive distri-
buée sur l’intervalle [2 ; 20] pA h−1 à 30 secondes et [−0.3 ; 2] pA h−1 après 2 heures.
D’autre part, nous retrouvons quelques détecteurs avec des augmentations subites
du courant. Ce comportement est caractérisé par une dérive initiale sur l’intervalle
[0 ; 7] pA h−1 beaucoup plus faible que la dérive finale distribuée sur l’intervalle [2 ;
10] pA h−1.
Les détecteurs les plus atypiques (en rose) varient dans le temps de manière
plus erratique. Par conséquent cette population, qui ne représente que 0.91 % de
l’échantillon, est très dispersée. La moitié de la population se caractérise par une
forte croissance initiale puis une lente diminution du courant de fuite (cf. détecteur
3 de la figure 2.24b). Ces détecteurs sont localisés dans la zone du diagramme b où
ΔI30s>0 et ΔI2h<0.
2.4.4 Critères de sélection des détecteurs de vol
Afin de répondre aux objectifs scientifiques de l’instrument précédemment formu-
lés, il est nécessaire de s’assurer que les détecteurs les plus performants soient sé-
lectionnés. Il apparaît que les contraintes les plus importantes sur les performances
des détecteurs CdTe à intégrer sur le modèle de vol sont l’efficacité quantique, pour
garantir une surface efficace de collection suffisante pour la détection des sources
peu brillantes et bien entendu le courant de fuite, déterminant pour un seuil bas
inférieur à 4 keV. L’efficacité quantique, définie notamment par la géométrie des dé-
tecteurs (surface, épaisseur et caractéristiques de l’électrode d’entrée) est fonction de
la capacité du constructeur à maîtriser les faibles tolérances spécifiées pour la mis-
sion. Lamétrologie systématique des détecteurs n’a pas été incluse dans le processus
de sélection cependant des mesures ont été réalisées sur un échantillon représenta-
tif afin de contrôler le respect des tolérances.
Concernant la contrainte sur le bruit, les détecteurs sélectionnés doivent présen-
ter un courant de fuite faible et relativement stable dans le temps. Trois critères de
sélection ont été établis par Remoué (2010).
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Figure 2.32 – Sélection des détecteurs pour le modèle de vol : a - suivant le critère 1, dans la population totale de 12288
détecteurs, soit 11219 détecteurs (91.3%). b - suivant le critère 3, dans l’échantillon temporel de 5408 détecteurs, soit 5155
détecteurs (95.32%). Tous les détecteurs sélectionnés ne sont pas disponibles du fait des nombreux essais technologiquesmenés
pour la qualification des XRDPIX et de la réalisation des divers prototypes.
• Critère 1 : Corrélation -20◦C / 25◦C du courant de fuite initial
Ce critère est basé sur une mesure de courant de fuite, faite 30 secondes après
polarisation des détecteurs à une tension de -600 V, à -20◦C et 25◦C. L’algo-
rithme de sélection va éliminer les détecteurs avec un courant de fuite à -20◦C
supérieur à 100 pA ou inférieur à 5 pA et un courant à 25◦C supérieur à 5 nA
ou inférieur à 600 pA. Dans un deuxième temps l’algorithme ne sélectionne
que les détecteurs situés à moins de 3-σ de la droite de corrélation définie par
un ajustement linéaire de la population principale (figure 2.32a). La limite de
100 pA, très conservative, à été estimée à partir des propriété de l’ASIC pour
garantir un seuil bas en dessous de 4 keV et sera discuté au § 3.1.2. Le courant
maximal autorisé à l’entrée de l’ASIC est de 2 nA. Ce courant ne doit pas être
atteint lors des phases d’intégration à 15◦C. Cette valeur limite est équivalente
à un courant de 5 nA à 25◦C. Des limites inférieures sont fixées suite aux dé-
faillances de la chaine de mesure clairement identifiées précédemment.
• Critère 2 : Résolution spectrale acceptable
Ce critère repose sur l’acquisition du spectre d’une source d’241Am, réalisée sur
une durée de 3minutes. Un script automatisé permet d’ajuster les raies d’émis-
sion autour de 14, 18 et 60 keV par des distributions gaussiennes afin d’en
mesurer leur largeur à mi-hauteur (FWHM ou résolution en énergie), liée à la
contribution du courant de fuite des détecteurs mais aussi au bruit de la chaine
de lecture. L’algorithme de sélection ne va conserver que les détecteurs ayant
une résolution à 59.54 keV comprise entre 0.5 et 2.9 keV et une résolution à 18
keV comprise entre 0.3 et 4 keV (Remoué, 2010).
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• Critère 3 : Stabilité du courant de fuite sur 2 h
Ce dernier critère est fondé sur la mesure de la stabilité de l’évolution tem-
porelle du courant de fuite après mise sous tension des détecteurs dans des
conditions de vol (-600 V et -20◦C). Dans ce cas, l’algorithme de sélection éli-
mine, dans un premier temps les détecteurs qui présentent un courant de fuite
initial (t0+30s) supérieur à 100 pA (cf. critère 1) et un courant final, 2 heures
plus tard, supérieur à 150 pA. Ne sont sélectionnés par la suite que les détec-
teurs dont le courant de fuite à 10 minutes est inférieur au double du courant
initial (I10 < 2×I0) et dont le courant final est inférieur au triple du courant ini-
tial (I120 < 3×I0). Ceci permet d’éliminer les détecteurs avec une augmentation
brutale du courant dans les premières minutes (figure 2.32b).
Bilan
Ces critères de sélection sont associés à différentes populations de détecteurs. Le
critère 1 est le seul qui soit commun et applicable à tous les détecteurs approvision-
nés tandis que les autres ont été introduits (critère 3) ou stoppés (critère 2) en cours
de route. Sur la table 2.3 sont détaillés à la fois les différentes populations de dé-
tecteurs ayant subi des tests permettant l’application d’un ou plusieurs critères de
sélection et les taux de succès associés.
Population Critère(s) Nombre de taux de
(n◦ détecteurs) de sélection détecteurs testés succès [%]
1 → 12288 1 12288 (tous) 91.27
1 → 9440 2 9440 88.03
5729 → 12288 3 5408 95.32
1 → 5728 1,2 5728 80.20
5729 → 9440 1,2,3 3711 79.45
9441 → 12288 1,3 1697 89.85
Table 2.3 – Synthèse des populations de détecteurs utilisées pour chaque critère de sélection et des taux de succès associés.
Certaines populations s’intersectent avec des détecteurs ayant subi deux à trois tests différents. Les détecteurs n’ayant pas
subi le test correspondant à un critère donné sont considérés comme satisfaisant le critère.
Les retests de la population de 2000 détecteurs avec un courant de fuite arbitrai-
rement bas (figure 2.28a) permet de récupérer 73.4% des détecteurs initialement
exclus par les limites inférieures du critère 1. En partant de ces critères j’ai pu re-
construire et optimiser l’algorithme de sélection des détecteurs en vue de leur tri
et de leur préparation pour les phases de collage sur les céramiques. Concrètement,
7267 détecteurs ont été sélectionnés parmi les détecteurs physiquement disponibles.
Discussion
L’ensemble des tests réalisés sur chaque spécimen n’est pas homogène. Par consé-
quent, la sélection devient plus drastique pour les détecteurs ayant subi un nombre
de tests plus important. En effet, en l’absence d’informations sur sa stabilité et sur
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sa réponse spectrale, un détecteur est considéré comme sélectionnable pour le mo-
dèle de vol si ce dernier satisfait le critère 1 seul. Cette méthode permet tout de
même de réduire considérablement le risque d’intégrer un détecteur défectueux ou
très bruyant sur la caméra.
De nombreux détecteurs ont été utilisés d’une part pour réaliser des essais tech-
nologiques souvent destructifs dans le but de qualifier le module de détection et
d’autre part pour constituer les divers prototypes. Par conséquent, tous les détec-
teurs sélectionnés ne sont pas disponibles pour constituer le modèle de vol avec une
marge confortable, nécessaire pour palier au rendement de 80% inhérent au proces-
sus de fabrication des XRDPIX par la société Sagem. Pour augmenter cette marge,
il est possible de relâcher certains critères conservatifs sans augmenter significati-
vement le risque de sélectionner des détecteurs non conformes.
Le critère de sélection en spectroscopie me semble être le plus apte à être modi-
fié. En effet ce critère, plus contraignant que les autres (cf. table 2.3), est basé sur
un ajustement automatique. Par conséquent, sa pertinence est limitée par la perfor-
mance du logiciel d’analyse. De plus, la chaine électronique utilisée pour mettre en
forme le signal présente des variations de niveau de bruit observées à plusieurs dates
(figure 2.33a). L’analyse du courant de fuite étant suffisamment bien contrainte par
le critère 1, il est préférable d’utiliser les données spectroscopiques uniquement pour
la détection de spécimens avec une réponse spectrale fortement dégradée (figure
2.33b).
Pour finir, ces critères de sélection n’ont pas été appliqués aux détecteurs consti-
tuant les XRDPIX du prototype DPIX (modèle de qualification). Dans la suite de la
thèse, la caractérisation des modules de détection est uniquement basée sur ces mo-
dèles, en tous points identiques aux modèles de vol. L’étude des voies bruyantes ou
non conformes permettra de mieux saisir la pertinence de certains critères.
Figure 2.33 – Spectre à -20◦C d’une source d’241Am pour un détecteur testé seul (test associé au critère en spectroscopie) à
une tension de polarisation de -600 V (en gris) et pour ce même détecteur une fois assemblé sur un XRDPIX à une tension de
polarisation de -400 V (en vert) : a - pour un détecteur ne satisfaisant pas initialement le critère 2 mais performant sur un
XRDPIX. b - pour un détecteur présentant une réponse dégradée (pertes de charges dues à un faible produit μτ )
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Au coeur du plan de détection de la caméra ECLAIRs se trouve la tête de lec-ture. Un élément central qui transforme le dépôt d’énergie, provoqué par l’in-teraction d’un photon ou d’une particule avec un des détecteurs, en signal
intelligible de nature analogique ou numérique. La particularité de cette tête de dé-
tection réside dans saminiaturisation, avantageuse pour une application spatiale où
la puissance et la masse allouées sont restreintes, ainsi que dans la mutualisation
de ses capacités de lecture pour de nombreux détecteurs. La proximité physique de
ces différents étages, de l’interaction à la lecture c’est à dire à la quantification des
principales caractéristiques de l’événement, est intimement liée aux performances
globales de l’instrument.
Cette brique élémentaire du plan de détection est le module XRDPIX. Un hy-
bride dont les différents éléments clef sont assemblés par un processus de collage
complexe. La réalisation de ce module de détection est en grande partie artisanale
et capitalise un savoir faire acquis au cours des années de recherche technologique
avant même la naissance du projet SVOM. Le module est une matrice de 8×4 dé-
tecteurs CdTe monolithiques avec un contact Schottky à l’anode hybridés avec une
puce électronique dédiée à ce type d’applications (ASIC) à travers deux céramiques
aux propriétés thermomécaniques et diélectriques spécifiques.
L’anatomie de l’XRDPIX ainsi que les caractéristiques des systèmes sous-jacents
sont décrites dans ce chapitre dans lequel je présente les caractéristiques de chaque
élément de la chaine de détection illustrées par des résultats de mesure de leurs
performances.
3.1 Électronique de proximité
Un détecteur semiconducteur comme le CdTe génère une impulsion de courant,
une charge image, à chaque interaction de photons X ou γ. Cette charge, idéale-
ment proportionnelle à l’énergie déposée, doit être convertie en tension, amplifiée,
mise en forme, détectée puis numérisée par une chaine électronique de lecture. La
contrainte supplémentaire, associée à une application spatiale ou militaire, est l’en-
combrement, la consommation électrique et surtout la tenue aux radiations de l’en-
vironnement spatial. Ces contraintes nécessitent une intégration de la chaine au
plus près du détecteur en réduisant au maximum sa taille pour diminuer la section
efficace d’interaction des composants avec les particules de hautes énergies. On parle
alors d’électronique frontale ou front-end.
82 3.1. ÉLECTRONIQUE DE PROXIMITÉ
Cette électronique frontale, nommé ASIC (Application Specified Integrated Cir-
cuit), est généralement un circuit intégré, conçu spécifiquement pour une application
et un type de détecteur particulier. Fort de son expérience sur la caméra ISGRI, le
CEA Saclay a conçu un ASIC, basé sur une technologie AMS CMOS 35μm, adapté
aux détecteurs CdTe ou CZT monolithiques et pixelisés (Gevin et al., 2009). Une des
versions de cet ASIC, nommé IDef-X (Imaging Detector Front-end for X-rays), consti-
tue l’électronique frontale des modules de détection de la caméra ECLAIRs.
Dans cette section, je présenterai les différents étages constituant une des 32
voies analogiques élémentaires de l’ASIC et leurs impacts théoriques sur le niveau
de bruit global.
3.1.1 Architecture de l’ASIC IDef-X ECLAIRs
Préamplificateur de charge
Cet étage d’entrée revêt une importance fondamentale dans la transformation du
signal et dans la determination de son rapport au bruit. Sa fonction n’est pas vrai-
ment d’amplifier le signal mais plutôt de convertir l’échelon de charge induit aux
bornes du détecteur en une impulsion de tension.
Le préamplificateur de charge ou PAC est constitué d’un amplificateur (A1 sur
la figure 3.1), d’une capacité de contre-réaction CF et d’un transistor de reset M1.
L’amplificateur est un inverseur, une structure de cascode replié conçue pour éviter
toute oscillation due à la rétroaction de la sortie sur l’entrée. Son transistor d’entrée,
de type PMOS, a été choisi pour son bas bruit et sa robustesse aux radiations sans





Figure 3.1 – Schéma du préamplificateur de charge
constitué d’un inverseur A1, d’un condensateur de
contre-réaction CF et d’un transistor de reset M1. La
capacité parasite d’entrée Cin, le courant de fuite et la
capacité du détecteur CD sont les principales sources
de bruit (U2n et i2n).









































Figure 3.2 – Évolution temporelle de la charge image en entrée du PAC à différentes profondeurs d’interaction pour une
énergie Eγ donnée. La faible durée de vie des porteurs, au cours de leurs transits vers leurs électrodes respectives, induit une
diminution exponentielle du courant (pertes de charges). A - Le temps de vol des trous jusqu’à la cathode est plus long pour une
profondeur x=2d/3. B - Pour une interaction à mi-distance (x=d/2), les porteurs ont la même contribution au signal seulement
les pertes de charges causées par le piégeage des trous sont plus conséquentes du fait d’un produit μpτp moins favorable.
Lors d’une interaction dans le détecteur, la charge image Q s’établit sur l’anode
connectée au noeud d’entrée du montage à travers la capacité du détecteur CD (en
négligeant dans un premier temps la capacité parasite d’interconnexion Cp et la ca-
pacité parasite d’entrée du PAC Cin). La capacité de contre-réaction CF se charge
pour récupérer efficacement l’intégralité de la charge Q. La charge du condensateur
entraîne une augmentation de la tension de sortie du PAC (Vout) formant un échelon
de tension d’amplitude :
Vout =
Q
CF + 1A (CD + Cin + CF )
 Q
CF
pour A>> 1 (3.1)
Où A est le gain d’amplification de l’inverseur et Cin sa capacité parasite d’entrée
(Lutz, 2007). Le PAC est généralement couplé avec des détecteurs semiconducteurs
car, pour un gain d’amplification suffisamment élevé, la tension de sortie est indépen-
dante de la capacité du détecteur et ne dépend que de la capacité de contre-réaction.
Une capacité trop faible pourrait saturer la tension de sortie et ainsi diminuer la
plage de linéarité du gain tout en favorisant le cross talk inter-voies. Une capacité
trop importante aboutirait à une impédance trop faible et donc un rapport signal sur
bruit défavorable. Pour que l’intégralité de la charge du détecteur soit transférée à
l’électronique sans pertes balistiques, il est nécessaire que le temps de montée du
signal soit le plus court possible i.e. limité par le détecteur lui-même du fait de la
mobilité de ses porteurs et de la profondeur d’interaction (figure 3.2). Pour ce faire,
la capacité d’entrée équivalente Ceq 1 du PAC doit être bien supérieure à la capa-
1. La capacité d’entrée équivalente du préamplificateur de charge est la somme de la capacité
de contre-réaction CF et des capacité parasites principalement dominées par celles du transistor
d’entrée de l’inverseur : Ceq = CF (A + 1) + Cin (Lutz, 2007)





Figure 3.3 – Oscillogramme de l’échelon de tension en sortie du PAC. a,b - Front montant du signal causé par l’établissement
de la charge image sur l’anode du détecteur polarisé à -400 V avec un courant d’alimentation du PAC de 200 μA. Ces signaux ont
des profils différents car les profondeurs d’interaction et les énergies déposées sont différentes. c - Décharge du condensateur
de contre-réaction pour un détecteur polarisé à -500 V. d - Reset du PAC pour le même détecteur polarisé à -50 V.
cité du détecteur. Pour IDef-X, le fonctionnement du système est optimisé pour des
détecteurs avec une capacité comprise entre 2 et 5 pF (Gevin et al., 2006). Sur les
oscillogrammes a et b de la figure 3.3, on voit que le temps de montée du signal est
de l’ordre de quelques centaines de nanosecondes pour une tension de polarisation
des détecteurs de l’ordre de -400 V. Pour préparer l’arrivée d’une autre impulsion,
il est nécessaire de décharger CF dans une résistance parallèle. Une forte valeur de
résistance permet de réduire le bruit thermique mais rend le temps de décharge très
long pouvant conduire à un phénomène de pile-up et in fine à la saturation de Vout
si le taux de coups est trop important.
Dans le cas d’IDef-X, le condensateur se décharge dans un transistor PMOS au
sein duquel le courant circulant dans le canal entre la source et le drain est le courant
de fuite du détecteur. Ce transistor de reset est opéré en régime de faible inversion
i.e. qu’à courant de drain constant, la résistance équivalente du canal est pilotée par
la tension entre la source et la grille 2 (Gramegna et al., 1997). Ce régime de fonc-
tionnement garantit une faible consommation électrique. Le système se comporte
comme une résistance équivalente de quelques GΩ, fonction du courant de fuite et
de la charge collectée (De Geronimo et al., 2001).
En effet, pour une charge Q donnée, plus le courant de fuite du détecteur est
important, plus Req est faible i.e. que la décharge de CF est rapide (figure 3.3 c et
d). De la même manière, pour un courant de fuite donné, plus la charge collectée
est importante et plus Req est faible, cela dans le but de décharger plus rapidement
le condensateur de contre-réaction lors d’un dépôt d’énergie important provoqué par
une particule cosmique. Les temps de décharge observés sur un même détecteur
(figure 3.3) sont de 326 μs à une tension de -500 V et de 3.56 ms à -50 V.
2. Le potentiel appliqué à la grille du transistor de reset est fixe tandis que le potentiel de la source
est lié à la tension de sortie de l’inverseur.





























Figure 3.4 – Mise en forme du signal. a - La longue décharge du PAC entraîne un empilement des signaux (pile up) si le taux
de coups est trop important. La mise en forme de ce pseudo échelon de tension permet de raccourcir la durée de l’impulsion.
De ce fait, trois événements de même énergie, ayant initialement des amplitudes différentes en sortie de PAC, se retrouvent
avec la même amplitude en sortie de Filtre. b - Schéma du signal mis en forme par l’étage de filtrage CR-RCn.
Filtrage et mise en forme du signal
L’étage de pré-amplification convertit un échelon de charge en une impulsion de
tension. Cette impulsion est très asymétrique, avec un temps de montée de quelques
centaines de nano-secondes et une décharge, beaucoup plus lente, d’une durée com-
prise entre 100 μs et 10 ms. Ce type d’impulsions n’est pas adapté à la mesure de
l’énergie, proportionnelle à la charge collectée et donc liée à l’amplitude du signal. Il
est par conséquent nécessaire d’ajouter une étape de filtrage pour mettre en forme le
signal avec des temps de montée et de descente relativement similaires. Cette étape
est réalisée à l’aide de filtres quasi-gaussiens du type CR-RCn. Suite à l’injection
d’une charge (front montant de la sortie du PAC sur la figure 3.4a), le signal en sor-
tie du filtre atteint sa valeur maximale après un temps de sommet ts de l’ordre de
la micro-seconde (figure 3.4b). Par la suite, nous utiliserons également le temps de
peaking ou tp 3 défini par Gevin et al. (2009) comme le temps de montée du signal
de 5% à la valeur maximale. Cette mise en forme classique est réalisée par un étage
différentiateur et plusieurs étages intégrateurs.
Le différentiateur est un filtre passe-haut qui atténue les basses fréquences i.e.
la composante continue du signal rendant ainsi l’impulsion en sortie indépendante
de la valeur de l’échelon avant l’interaction (figure 3.4a). Cependant, la sortie du
PAC n’étant pas rigoureusement un échelon de tension du fait du système de reset,
la réponse d’un tel filtre présente un lobe négatif d’autant plus prononcé que le reset
est rapide (figure 3.4b). Pour supprimer cette composante et réduire l’influence du
courant de fuite sur la fonction de transfert du filtre, l’ASIC intègre un système de
compensation de pôle-zéro associé au différentiateur en sortie du préamplificateur
de charges et détaillé par De Geronimo et O’Connor (1999).
3. Ce temps caractéristique de mise en forme est un paramètre central de l’instrument à ne pas
confondre avec le temps de polarisation.








Figure 3.5 – Schéma des 32 chaines analogiques identiques de l’ASIC IDef-X ECLAIRs comprenant : un préamplificateur de
charges, un différentiateur associé à un système de compensation de pole-zéro, deux filtres Sallen & Key (4 intégrateurs), un
détecteur de pic, un comparateur et une source de tension de référence (Gevin et al., 2009). Les voies analogiques sont reliées à
un buffer de sortie à travers un multiplexeur. La chaine possède 4 paramètres variables : le courant de fuite et le seuil, propres
à chaque voie, ainsi que le courant d’alimentation du PAC et le temps de peaking, communs à toutes les voies.
L’étage d’intégration est une cascade d’intégrateurs identiques de type RCn qui
permet d’allonger le temps de montée de l’échelon sur une durée proportionnelle au
nombre d’intégrateurs utilisés. Cet étage permet surtout d’amplifier le signal avec
un bon rapport signal sur bruit en atténuant fortement les hautes fréquences. Cette
fonction est réalisée dans l’ASIC par deux filtres passe bas de type Sallen & Key
d’ordre 2, soit l’équivalent au total de 4 intégrateurs montés en série. Le temps de
sommet, i.e. la constante de temps globale liée aux n systèmes RC équivalents, est
ajustable de 0.6 à 9.6 μs par commutation de résistances en série (Gevin et al., 2006).
Dans le domaine fréquentiel l’amplitude du signal en sortie de filtre est tout sim-
plement le produit des fonctions de transfert de chaque étage. Dans le domaine tem-
porel, Sansen et Chang (1990) montrent que, pour l’injection d’une charge élémen-















où A est le facteur d’amplification du système, n le nombre d’intégrateurs. Pour
un temps égal au temps de sommet ts, la tension de sortie Vout est maximale et
proportionnelle à la charge élémentaire q injectée.
Vout(ts) =
An nn
Cf n! exp (n)
q (3.3)
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Détection par discrimination
En sortie de l’étage de mise en forme se trouve un détecteur de pic, dont la fonc-
tion est de mémoriser la tension maximale atteinte en sortie de filtre pour la lecture
ultérieure de l’énergie déposée. La tension de sortie du détecteur de pic est com-
parée à une tension de référence équivalente à un seuil de détection (figure 3.4b).
Cette tension est fournie par un convertisseur Numérique-Analogique (DAC) propre
à chaque voie de l’ASIC. Ce convertisseur 8 bits permet de programmer 63 valeurs
de seuil différentes (seuils ASIC) correspondant approximativement à des énergies
comprises entre 0 et 17 keV. La sortie du comparateur bascule à l’état haut si la ten-
sion en sortie de filtre est supérieure au seuil programmé.
Les sorties des 32 comparateurs sont connectées à l’entrée d’une porte OU qui
bascule à l’état haut si au moins une des voies déclenche formant ainsi un signal
logique appelé Trigger (figure 3.5). Ce signal numérique, d’une importance capitale,
est différentiel pour éviter toutes perturbations électromagnétiques. Les sorties des
32 voies (détecteurs de pic) sont reliées à unmultiplexeur et à un buffer pour favoriser
la lecture des signaux analogiques tout en réduisant la complexité du lien entre
l’ASIC et le reste de la chaine électronique.
3.1.2 Sources de bruit
Par définition, le bruit électronique est une composante mélée au signal utile qui
perturbe la mesure de l’énergie des photons et contraint le seuil bas de détection. Ce
bruit électronique ΔEélec introduit dans la relation (2.12) s’ajoute quadratiquement
aux incertitudes liées à la génération des porteurs ainsi qu’aux problématiques de
collection de charges incomplète.
ΔE2 = ΔE2int + ΔE2stat + ΔE2élec + ΔE2collec ((2.12))
Par conséquent le bruit, qui n’est autre qu’une fluctuation statistique de variance
σ2b de la tension en sortie de la chaine, est souvent quantifié par rapport au signal
utile (rapport signal sur bruit ou SNR). Le signal utile à détecter étant des charges
(converties en tension), nous exprimons le bruit électronique en terme de charge
équivalente de bruit (ENC) i.e. la charge qu’il faudrait injecter en entrée d’un sys-
tème parfait (sans bruit) pour obtenir un signal utile équivalent au bruit mesuré
(SNR=1).
Au sein de la chaine de lecture chaque source de courant ou de tension génère son
propre bruit. Dans le cas d’une voie analogique de l’ASIC IDef-X, les sources de bruit
prépondérantes sont situées en amont des étages d’amplification car la moindre fluc-
tuation est amplifiée. Sur la figure 3.1 on retrouve une composante de bruit associée
à la source de tension u2n, en série avec le système d’amplification et liée à la charge
du condensateur de contre-réaction, ainsi qu’une composante de bruit, en parallèle
du système d’amplification, associée à une source de courant i2n liée au détecteur et
au transistor de reset.
88 3.1. ÉLECTRONIQUE DE PROXIMITÉ
Bruit parallèle
Un courant électrique est par définition un débit de charges élémentaires, dis-
crètes, dont les temps d’arrivées fluctuent suivant la loi de Poisson. Cette fluctua-
tion du nombre de charges collectées par unité de temps engendre l’apparition d’un
bruit blanc (bruit de grenaille ou shot noise) avec une densité spectrale de puissance
constante égale à i2n(f) = 2qI0
Le transistor de reset (de type PMOS) est uniquement polarisé avec le courant de
fuite du détecteur (I0=If ) et ne nécessite pas de source de courant de compensation
quand l’anode d’un détecteur est connectée en entrée de la chaine. Par conséquent
les seules sources de bruit parallèle sont produites par le courant de fuite du dé-
tecteur, par le bruit thermique dans le canal du transistor de reset (de résistance
équivalente Req) et par le bruit de la haute tension. En négligeant ces deux der-
nières composantes, connaissant la fonction de transfert du système et connaissant
l’amplitude du signal de sortie équivalent à la charge unitaire dans la relation (3.3),
Sansen et Chang (1990) montrent que le carré de la charge équivalente de bruit
parallèle est proportionnelle au temps de sommet et vaut :
ENC
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où If est le courant de fuite du détecteur, ts le temps de sommet et y//(n) une fonction
qui ne dépend que du nombre d’intégrateurs 4.
Bruit série
Ce bruit est essentiellement dominé par le bruit thermique dû à la distribution
de vitesse (agitation) des porteurs dans le canal de conduction du transistor d’entrée
du préamplificateur de charges. La densité spectrale de puissance de ce bruit blanc






avec : gm =
I0 q
n kT
en faible inversion (Limousin et al., 2005)
De même Sansen et Chang (1990) montrent que le carré de la charge équivalente de





















avec Ctot la capacité totale d’entrée totalisant la capacité du détecteur, la capacité
parasite d’interconnexion et la capacité équivalente d’entrée du PAC telle que :
Ctot = Cd + Cp + Ceq (3.6)
4. La fonction β
( 1




vaut 0.86 et la fonction β
( 3
2 , n − 12
)
vaut 0.12 pour n=4 intégrateurs
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Bruit 1/f
Les mécanismes de génération, de piégeage et de recombinaison des porteurs
dans les semiconducteurs induisent des fluctuations de courant à basses fréquences
du fait de leurs temps caractéristiques. Ce bruit rose a une densité spectrale qui varie





où Kf est un coefficient technologique du composant, W la largeur de la grille du
transistor d’entrée, L sa longueur et Cox la capacité de l’oxyde de la grille par unité
de surface (Chang et al., 1991). L’ENC associé à cette composante de bruit ne dépend











Cette composante est quasiment indépendante de la nature de l’étage de filtrage
car elle varie très peu avec le nombre d’intégrateurs. Cependant, cette contribution
est très sensible aux paramètres technologiques du transistor d’entrée et à la capa-
cité totale en entrée de chaine si bien que pour des courants de fuite très faibles de
quelques pA (i.e. dans la grande majorité des cas) ce bruit peut devenir dominant
pour des temps de sommet élevés. Outre la robustesse aux radiations du transistor
d’entrée de type PMOS démontré par Limousin et al. (2005), le PAC choisi présente
également un bruit 1/f satisfaisant pour des capacités d’entrée comprises entre 2 et
5 pF.
Bilan de bruit total
Ces trois principales composantes de bruit sont indépendantes et somment qua-
driquement leurs contributions :
ENCtot2 = ENC//
2 + ENCs2 + ENC1/f 2 (3.9)
Une fois le design de la chaine figé, les paramètres technologiques restent constants
et l’ENC totale ne varie plus qu’avec le courant de fuite du détecteur, la capacité to-
tale d’entrée et le temps de sommet (figure 3.6) de telle sorte que :







Les paramètres αs et α1/f de l’ASIC IDef-X ECLAIRs ont été étalonnés par Gevin
et al. (2009) à l’aide de condensateurs de capacité connue (valeurs mesurées en uti-
lisant tp plutôt que ts). Le paramètre α//, quand à lui, à été mesuré par Michalowska
et al. (2010) sur une version plus récente mais néanmoins similaire de l’ASIC.
• √αs = 447 e−rms ns1/2 pF−1
• √α1/f = 3.74 e−rms pF−1
• α
//
= 16.7 e− 2rms ns−1 nA−1































Figure 3.6 – Evolution de la charge équivalente de bruit totale avec le temps de somment ts. a -Pour un faible temps de sommet,
le bruit est dominé par le bruit série à travers la capacité parasite d’entrée. Pour des temps de sommet plus importants le bruit
ENC est potentiellement dominé par le bruit parallèle si la contribution du courant de fuite du détecteur est non négligeable.
Dans ce cas, il existe un temps de sommet optimal qui minimise le bruit total de la chaine. b - La fluctuation de la tension
de sortie du filtre de mise en forme induit d’une part une incertitude sur la mesure de l’énergie et d’autre part des fausses
détections pour des amplitudes supérieures au seuil ASIC.
Sur la figure 3.6a, la relation entre la charge équivalente de bruit et le temps
de sommet passe par un minimum pour un couple de valeur de Ctot et de If donné.
Pour un faible courant de fuite, le temps de sommet optimal minimisant le bruit sera
élevé (la valeur maximale programmable sur l’ASIC est de 9.6 μs). Pour un courant
de fuite supérieur à quelques 10 pA et une capacité totale autour de 5 pF, le temps de
sommet optimal est plus court. Un compromis doit donc être réalisé entre le niveau
de bruit acceptable associé à un temps de sommet court et les pertes de charges ba-
listiques induites par un temps de sommet potentiellement plus faible que le temps
de montée du PAC. En conclusion le courant de fuite domine le bruit électronique à
haut temps de sommet alors que la capacité totale d’entrée de la chaine domine le
bruit électronique pour un temps de sommet plus faible.
La fluctuation gaussienne (σélec) de la mesure de l’énergie d’un photon due à la
charge équivalente de bruit s’exprime à travers l’énergie de création de paire par la
relation :
σélec = ¯w ENCtot avec : ΔEélec = 2.35 σélec (3.11)
Cette fluctuation de la tension de sortie du filtre de mise en forme et du détec-
teur de pic (proportionnelle à l’énergie déposée) est également présente sur la ligne
de base du filtre en l’absence d’interaction (figure 3.6b). Si l’on fixe un seuil de dé-
tection suffisamment bas, la sortie du comparateur basculera à l’état haut pour un
événement qui ne sera en rien lié à l’interaction d’un photon dans le détecteur (fausse
détection). Ces événements de bruit détectés au dessus du seuil ASIC forment dans
le spectre un pic de bruit. Ce déclenchement sur le bruit devient moins fréquent si
l’on augmente le seuil bien au dessus de la fluctuation σélec du signal, propre à l’ENC.
Généralement, le seuil de détection est fixé à 6 ×σélec qui correspond à une valeur
d’énergie (en keV) ou de tension (en mV), pour laquelle on estime que, compte tenu
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des fluctuations statistiques du bruit électronique, nous pouvons affirmer avec une
probabilité suffisamment élevée (99.9999998%) avoir détecté un signal physique (i.e.
un photon). Si comme dans le cas d’ECLAIRs le seuil bas en énergie, exigé à 6 ×σélec,
vaut 4 keV alors on peut calculer la valeur de la charge équivalente de bruit totale
correspondante et en déduire, pour une capacité d’entrée représentative (autour de
5 pF), la valeur de courant de fuite maximale autorisée, soit 150 pA pour un temps
de peaking de 6.8 μs (Remoué, 2010).
La largeur à mi-hauteur (ou FWHM) d’une raie dépourvue de raies satellites
non résolues est représentative de la somme quadratique de l’ensemble des bruits
du module de détection. On en déduit des relations (2.12), (2.14) et (3.11) l’expression
de la résolution totale :
ΔE2 = 2.352 F ¯w Ee− + 2.352 ¯w2 ENCtot2 + ΔE2collec (3.12)
où F est le facteur de Fano, Ee− l’énergie déposée par les photons incidents, ¯w l’éner-
gie moyenne de création de paire. Le terme ΔEcollec traduit les pertes de charge dans
le cas où la raie conserve une allure gaussienne.
3.2 Hybridation
La réalisation de grands plans de détection pour l’astronomie X et γ nécessite
des détecteurs denses, avec un numéro atomique élevé, capitalisant une vaste sur-
face de collection. Cependant, les contraintes liées à l’environnement spatial tendent
à réduire la taille des électroniques frontales pour diminuer leur probabilité d’inter-
action avec des particules cosmiques et réduire leur consommation. Le rapport entre
la surface totale d’un module de détection et la compacité de son ASIC implique né-
cessairement la conception d’un procédé de fabrication permettant le mariage de ces
deux éléments de natures différentes (l’un en CdTe et l’autre en Silicium) pour ne
former qu’un seul composant. On parle alors de processus d’hybridation.
3.2.1 Anatomie d’un module XRDPIX
Le module XRDPIX est divisé en deux sous-ensembles comprenant d’un côté une
matrice de 8×4 détecteurs CdTe Schottky et de l’autre l’ASIC IDef-X (figure 3.7).
Le premier sous-ensemble, appelé "Céramique Détecteurs" (ou CD) est une mo-
saïque de détecteurs monolithiques fixés sur un substrat céramique Al2O3 par l’in-
termédiaire d’un point de colle conductrice. Une grille en kovar composée de 9 points
de contact au sommet des électrodes d’entrée des détecteurs permettant de les po-
lariser avec un potentiel négatif. Chaque pastille est fixée à 4 électrodes de platine
à l’aide de la même colle que les détecteurs. L’appellation céramique détecteur est
trompeuse car elle fait référence au sous-ensemble grille, détecteurs, céramique et
non au substrat céramique seul. Le substrat céramique de haute pureté est de type
couche épaisse (CE) avec une teneur riche en alumine de 96%. Ce substrat séri-





















Figure 3.7 – Nomenclature simplifiée d’un module XRDPIX. Le processus d’hybridation consiste à marier deux sous-
ensembles : la "Céramique Détecteur" et la "Céramique ASIC". Sur la gauche le module final assemblé est vu de dessus
(en haut) et vu du dessous (en bas). Sur la droite le module est éclaté.
Dans le second sous-ensemble, appelé "Céramique ASIC" (ou CA), la puce IDef-
X est encapsulée avec d’autres composants passifs sur un substrat céramique dans
une cavité en kovar fermée hermétiquement. Le substrat céramique utilisé possède
une teneur en alumine de 90%. Cette technologie multicouche cofrittée à haute tem-
pérature (de type HTCC) permet d’obtenir un routage sur plusieurs niveaux avec
des pistes séparées par des épaisseurs de diélectriques plus importantes diminuant
ainsi les capacités parasites d’interconnexion. Sur les premiers prototypes de sub-
strats nus, les valeurs de capacité entre les entrées ASIC et la masse se distribuent
en moyenne autour de 1.2 pF ±0.31 (à 100 kHz). Les valeurs de capacités parasites
inter-pistes sont en moyenne de l’ordre de 0.36 pF. La puce IDef-X est collée sur ce
substrat et ses pattes sont connectées aux plots de routage à l’aide de fils de bonding.
Le choix de réaliser deux sous-ensemble avec deux céramiques distinctes au lieu
d’une seule provient d’une volonté de pouvoir tester l’ASIC et les détecteurs séparé-
ment pour éviter le risque de perdre 32 détecteurs (constituant une ressource limi-
tée) pour un mauvais report d’ASIC. Par la suite, de mauvaises valeurs de capacités
parasites obtenues avec la céramique couche épaisse près de l’ASIC ont motivé le
choix de faire évoluer le processus d’hybridation vers une solution mixte plus oné-
reuse et moins éprouvée avec un substrat CE pour les détecteurs (éloignés les uns
des autres) et HTCC pour le routage multicouche proche de l’ASIC (où les pistes
convergent). Pour former un XRDPIX, ces deux sous-ensembles sont contre-collés
avec la même colle conductrice utilisée pour fixer les détecteurs et pour fixer la grille
HT. Cette colle est un polymère riche en argent présentant une résistivité très faible
autour de 4×10−4Ω cm. La haute tension est acheminée à travers la CA par un fil.
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3.2.2 Céramique ASIC
Méthodologie
Au cours du processus de fabrication des XRDPIX, les céramiques ASIC sont tes-
tées seules en mesurant le gain et le bruit associé à chaque voie. Pour ce faire, l’ASIC
IDef-X incorpore une entrée Vtest sur laquelle il est possible d’injecter une charge à
travers une capacité Cinj de 200 pF (par une impulsion de tension en entrée d’am-
plitude ΔV ) même en l’absence de détecteurs avec Qinj = ΔV Cinj. Dans ce cas il est
nécessaire de polariser le transistor de reset avec un courant sortant de l’entrée de
l’ASIC, simulant ainsi le courant de fuite d’un détecteur polarisé en inverse (courant
de l’anode vers la cathode). Cette fonction est réalisée par une source de courant de
compensation intégrée de 20, 50 ou 100 pA.
En injectant un couple de charges connues avec le courant de compensation le
plus faible (bruit parallèle négligeable) et en mesurant la position des centroïdes des
deux raies formées dans le spectre, je calcule le gain total de la chaine (hypothèse
linéaire) comprenant la chaine électronique de lecture décrite au §3.3. Connaissant
le gain en fC mV−1, je calcule le bruit ENC avec la relation (3.11), à partir de l’ajus-
tement des raies par une gaussienne de largeur σélec 5. Ces mesures ont été réalisées
sur l’ensemble des CA pour 4 temps de peaking différents. Ces résultats sont utilisés
dans le processus d’appareillement des deux sous-ensembles CA et CD (au cas par
cas) pour constituer des XRDPIX. En effet, les contributions respectives des bruits
des sous-systèmes en e−rms se sommant quadratiquement, il est préférable de coupler
un détecteur avec un faible courant de fuite sur une entrée d’ASIC avec une plus
forte capacité parasite et vis et versa.
Résultats
La figure 3.8a montre la distribution du bruit ENC mesuré à 4 temps de peaking
sur un ensemble de 46 céramiques ASIC (soit 1472 voies). Comme il a été établi
précédemment la charge équivalente totale de bruit dépend de tp et passe par un
minimum (figure 3.8b). Par conséquent la distribution la plus étroite avec la valeur
moyenne la plus basse est obtenue pour un temps de peaking de 4.4 μs. À l’inverse,
la distribution présentant la valeur moyenne la plus élevée est mesurée pour tp =
0.95 μs autour de 95 e−rms en deçà de la spécification de 150 e−rms associé au seuil bas
à 4 keV (avec une faible marge étant donné l’absence de détecteurs).
L’ajustement de l’ENC mesuré en fonction de tp par le modèle quadratique décrit
par l’équation (3.10), me permet de contraindre la valeur du courant de fuite (figure
3.8c) et de la capacité totale d’entrée (figure 3.8d). La distribution de courant de
fuite est maximale autour de 20 pA en parfait accord avec la source de courant de
compensation programmée. L’excès observé autour de 35 pA est probablement lié
à une résistance équivalente plus faible du transistor de reset de certaines voies
produisant un bruit thermique parallèle non négligeable i2n(f) = 4kT/Req (Baker,
2011).
5. Les valeurs mesurées ici sont en nombre de canaux du convertisseur. La valeur de tension en
mV est déduite de la résolution intrinsèque du convertisseur analogique-numérique.
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Figure 3.8 – Résultats de la recette Céramiques ASIC sur une population de 46 pièces (soit 1472 voies) a - Distributions
de l’ENC mesuré à 4 valeurs de tp. b - Évolution de l’ENC mesuré avec tp (en noir) ajusté par le modèle décrit par (3.10)
comprenant les paramètres technologiques adéquat (en gris). c - Distribution du courant de compensation extrait du modèle.
La valeur moyenne de cette distribution gaussienne est de 18.7 pA en accord avec le courant de compensation programmé à 20
pA. d - Distribution de la capacité totale d’entrée dérivée du modèle pour le sous-ensemble CA. Ces mesures sont compatibles
avec la somme des capacités mesurées séparément (ASIC, substrat céramique et routage).
Ce constat me permet de valider les valeurs des paramètres technologiques uti-
lisés dans le but de calculer ultérieurement avec une méthode similaire la valeur
du courant de fuite des détecteurs après contre-collage de l’XRDPIX. En prenant en
compte la capacité d’entrée de l’ASIC inférieure à 3pF (Gevin et al., 2009), la capacité
parasite d’entrée autour de 1.2 pF ainsi que la somme des capacités inter-pistes les
plus proches (∼ 4 × 0.36 pF), nous obtenons un total de 5.6 pF. Cette estimation est
légèrement inférieure à la valeur moyenne de 6.2 pF déduite du modèle (figure 3.8d).
L’absence d’estimation des erreurs de mesures de capacité et de bruit ENC lors des
essais rend délicat toute interprétation de la différence entre ces deux valeurs. La
valeur du gain mesurée en mV/fC dépend de la valeur de tp utilisée (sans corrélation
apparente). Cependant nous observons que la dispersion de ce gain rapporté à sa
valeur moyenne (σg/μg) augmente avec tp. Ces résultats sont discutés au §4.4.
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3.2.3 Céramique Détecteurs
Méthodologie
Le sous-système CD est également testé séparément avant la fabrication d’un
XRDPIX. Le courant de fuite des détecteurs, collés sur le substrat, est mesuré avec
les mêmes instruments utilisés pour les détecteurs unitaires, avec néanmoins un fil-
trage plus important de la haute tension. Le pico-ampèremètre (entrée multiplexée)
est interfacé aux trous métallisés du substrat céramique par l’intermédiaire d’un
système de pointes métalliques. Le dispositif est placé dans l’obscurité totale à l’in-
térieur des mêmes enceintes climatiques régulées cette fois-ci à -20◦C pour la tem-
pérature de vol et +23◦C pour comparer les mesures faites chez l’industriel en salle
blanche. L’information sur la résistivité des détecteurs faisant défaut pour l’étude
d’une population statistique conséquente, 3 valeurs de tension supplémentaires ont
été introduites dans les essais pour lamesure de la caractéristique I-V des détecteurs
à -100, -400, -500 et -600 V. D’autres mesures complémentaires dans le temps ou à
d’autres températures ont été réalisées sur quelques pièces seulement. Afin de faci-
liter la manipulation des informations sur le courant, la tension, la température, la
position et leurs recoupements avec les informations extraites des Céramiques ASIC,
j’ai constitué une base de données spécifique au processus d’hybridation contenant
l’ensemble des mesures.
La colle conductrice est un polymère époxyde, riche en argent pour réduire sa
résistivité, qui durcit (réaction de polymérisation) sous l’effet de la chaleur. Ce ma-
tériau répond à plusieurs exigences techniques de conductivité électrique et ther-
mique, de facteur de traction et de résistance mécanique. Une faible résistivité est
nécéssaire pour éviter toute différence de potentiel entre l’anode du détecteur et
l’entrée de l’ASIC. Cette colle a déjà été utilisée pour le plan de détection ISGRI,
ce retour d’expérience facilite sa mise en oeuvre dans un procédé industriel. Son
application nécessite une vitesse de polymérisation suffisante à des températures
relativement basses (∼ 40◦C) pour ne pas endommager les détecteurs. Cette réac-
tion continue lors du stockage de la céramique à température ambiante, améliorant
ainsi sa résistivité avec le temps tout en exerçant une contrainte asymptotiquement
plus importante sur le détecteur (cette contrainte est également fonction de la tem-
pérature du fait de la dilatation thermique). Le substrat céramique d’une épaisseur
de 1 mm est un matériau léger et relativement absorbant le rendant plus sensible à
une forte humidité. Ces différents aspects sont à prendre en compte pour le stockage
des CD et des XRDPIX ainsi que pour lesmesures de courant qui sont réalisées avant
et après dégazage sous vide de 48h à 60◦C.
Résultats
La figure 3.9a montre l’évolution de la distribution des courants de fuite mesurés
à -20◦C et +23◦C sur 43 céramiques détecteurs au cours du processus de fabrication
i.e. avant collage des détecteurs, après livraison de la CD (après collage des détec-
teurs) et après dégazage. La distribution à -20◦C est toujours maximale pour des
courants proches de 12 pA avec cependant une asymétrie plus prononcée vers les
fortes valeurs de courant après collage. La phase de dégazage a pour effet de recen-
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Figure 3.9 – Résultats la recette des Céramiques Détecteurs sur une population de 43 pièces (soit 1376 détecteurs). a - Dis-
tributions des courants de fuite mesurés à 23◦C (en haut) et de -20◦C (en bas) pour une tension de -600 V : avant collage des
détecteurs (en gris), après collage sur substrat (en noir) et après dégazage (en vert). b - Distribution de l’énergie d’activation
calculée à partir des valeurs de courant de fuite à -20◦C vs 23◦C et 25◦C (pour le courant de fuite du détecteur seul). c -
Caractéristique I-V de 2 détecteurs (cercles et triangles) mesurées avant collage (en noir) et après collage sur substrat (en
vert). La majorité des détecteurs ne montrent pas de dégradation de linéarité (triangles). D’autres deviennent nettement plus
bruyants après collage avec une caractéristique non linéaire (cercles). d - Évolution temporelle des courants de fuite sur 2h
d’un détecteur avant collage (en noir) et après (en vert) pour différentes tensions de polarisation.
trer la distribution vers les valeurs initiales en diminuant surtout les fortes valeurs
de courant situées dans la queue de la distribution. À 23◦C, Il apparaît clairement
que la distribution est d’avantage dispersée. La distribution de courant initiale avant
collage étant mesurée à une température de 25◦C suppose des valeurs à 23◦C encore
plus faibles. Cet écart important est réduit mais perdure après dégazage et induit un
décalage de la distribution d’énergie d’activation de 0.64 eV vers 0.7 eV (figure 3.9b).
Plus de 67% des caractéristiques I-V mesurées entre -100 et -600 V sont linéaires
à -20◦C (figure 3.9c). Des mesures complémentaires indiquent que la linéarité de la
caractéristique I-V est impactée par le processus de collage et peu par le processus
de dégazage. Ces mesures montrent également un profil d’évolution temporelle du
courant de fuite invariant avec le processus de collage à -20◦C (figure 3.9d).
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3.3 Chaine électronique de lecture (EGSE)
Afin de caractériser un module XRDPIX, les principaux éléments de la chaine
électronique de lecture secteur (ELS), adaptée au fonctionnement de 25 modules
en parallèle, ont été éclatés en une chaine de lecture sol dans un banc électronique
spécifique. L’unité de gestion et de traitement des données scientifiques (UGTS) est
remplacée par un équipement simulant son comportement. Le fonctionnement global
de ce banc électronique est donc représentatif du fonctionnement des ELS même si
pour des raisons pratiques les composants utilisés sont différents des composants de
vol.





















Figure 3.10 – Synoptique général du banc de tests utilisé pour la caractérisation des XRDPIX module par module. Les signaux
issus de l’XRDPIX sont acheminés à travers les interposeurs Hypertac. La sortie analogique différentielle est connectée à
l’entrée du convertisseur analogique-numérique alors que le signal numérique Trigger est connecté au FPGA qui va contrôler
la séquence de lecture suite à une détection. La haute tension est acheminée par un câble spécifique jusqu’aux interposeurs. Le
module et sa carte d’interface sont placés en vide thermique dans une cuve en aluminium. Les éléments du banc électronique
sont placés à l’extérieur, dans des boitiers blindés à l’intérieur d’un rack métallique.
La chaine électronique de lecture d’un secteur est responsable à la fois de la da-
tation des événements, du codage de l’énergie, du comptage des photons, de l’ache-
minement de la haute tension et des alimentations de 25 ASICs ainsi que de la
surveillance des différents paramètres du plan de détection. Le banc électronique
représentatif de cette chaine comprend différents éléments :
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Convertisseur analogique-numérique - La numérisation de la tension de sor-
tie des détecteurs de pic est réalisée en dehors de l’ASIC sur un ADC différent du
composant de vol. Sa dynamique de codage est de 16 bits (65535 canaux) contre 12
bits pour le modèle de vol. Le codage est réalisé seulement à la demande du FPGA
pour limiter les perturbations inhérentes au transit de signaux d’horloges. Le temps
de codage de 1.25 μs est relativement court avec 16 bits délivrés en parallèle permet-
tant des vitesses de lecture plus rapides. Pour éviter de coder une tension faussée
par des signaux parasites ou des perturbations électromagnétiques, le codage est
réalisé sur la soustraction de deux signaux analogiques différentiels (d’amplitudes
opposées) répartis sur deux liens provenant de l’ASIC. Un étage de gain en amont
redresse le signal différentiel, à l’aide d’amplificateurs opérationnels, en tension ré-
férencée (par rapport à la masse) calée sur la gamme d’entrée du convertisseur entre
-2.5 et 2.5 V (contre -5/+5V pour le modèle de vol).
FPGA ALTERA Cyclone - Le choix d’un circuit logique programmable ou FPGA
(Field-Programmable Gate Array) pour le contrôle de la séquence de codage de l’éner-
gie provient de la volonté de l’équipe de développement de pouvoir exécuter de nom-
breuses tâches avec une certaine souplesse 6. La différence fondamentale du compo-
sant utilisé dans le banc électronique (ALTERA Cyclone) avec le composant de vol
(ATMEL ATF280F), outre l’aspect qualification aumilieu spatial, est le temps néces-
saire pour sa reprogrammation (5 minutes contre plus de 8h pour le modèle de vol).
Cet avantage est significatif lors des phases de développement. Le FPGA est cadencé
à une fréquence de 10 MHz et génère des signaux d’horloges d’une fréquence de 5
MHz i.e. avec une durée minimale séparant deux actions (fronts montants) de 0.2 μs.
Cette durée va dimensionner le temps de lecture d’un événement et par conséquent
le temps mort instrumental. Le FPGA est un composant central qui devient maitre
de l’ASIC lors des phases de lecture et qui contrôle également le codage de l’énergie.
Carte APIX - Cette carte simule l’interaction de l’ELS avec l’unité de gestion et
de traitement des données scientifiques. Le FPGA et la carte APIX communiquent
à travers deux liens SPI (bus de données série synchrone) : un pour les messages
photons générés par le FPGA (c.f. §3.3.3) et un autre de contrôles-commandes pour
la gestion du plan de détection (par exemple, les seuils de détection et les paramètres
de l’ASIC, les servitudes, la haute tension). Cette carte fournit un signal d’horloge
au FPGA qui va l’utiliser pour la datation des événements avec une précision de
10μs. Le boitier APIX est relié à l’utilisateur et à la suite logicielle DPIX Studio via
le dispatcher (c.f. §4.2.2) par un lien éthernet.
6. Contrairement aux ASIC, dont le design est figé et très spécifique mais dont le développement
est assez onéreux, le FPGA est une solution moins coûteuse qui permet d’ajouter de nouvelles fonc-
tions reprogrammables à volonté.
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Figure 3.11 – Signaux d’établissement de la haute tension observée à l’oscilloscope en sortie de filtre. a - Lors de la polarisation
(0 V/ -600 V) et b - lors de la dépolarisation (-600 V / 0 V). Le signal 1 est le signal HT fortement atténué. La valeur finale de
tension est obtenue 40 secondes après l’allumage définit par le front montant du signal 3 (commande HT).
Haute tension - Cet élément, indispensable à la polarisation des détecteurs, four-
nit une source de tension stable et très faiblement bruitée grâce à des filtres de régu-
lation à forte constante de temps. Cette source de bruit est injectée en entrée du PAC
à travers la capacité du détecteur. Onmontre que pour une fréquence de coupure des
filtres suffisamment basse (conçue autour de 50 mHz) et avec une densité spectrale
de bruit n’excédant pas 10 μV Hz−1, le bruit ENC en sortie de chaine reste négli-
geable en deçà de 4 e−rms. L’établissement de la HT sur la figure 3.11 s’étend sur une
durée supérieure à 40 secondes. Les mesures spectrales réalisées sur les XRDPIX
ainsi que les mesures de courant de fuite sont réalisées après ce délai.
Carte d’interface XRDPIX - Cet élément permet d’acheminer l’ensemble des si-
gnaux, des alimentations et de la haute tension en les interfaçant avec les interpo-
seurs de l’XRDPIX par l’intermédiaire de plots présents sur la carte. Ces connec-
teurs Hypertac sont ensuite simplement posés sur la carte, elle-même vissée à l’ou-
tillage support de l’XRDPIX (c.f. figure 4.2). Des composants additionnels permettent
d’adapter les impédances des signaux de sortie. Afin de pouvoir tester sa réponse
à une impulsion, les concepteurs de l’ASIC IDef-X ont conçu une entrée Vtest pour
chaque voie permettant l’injection d’un signal d’entrée (rampe de tension) dans une
capacité de 200 fF (Meuris, 2009). Nous verrons au chapitre suivant l’utilité d’un tel
dispositif notamment pour les mesures de bruit.
3.3.2 Séquence de lecture de l’ASIC
Lors de l’interaction d’un photon dans un ou plusieurs détecteurs, le mouvement
du nuage de charges généré induit un signal sur les électrodes. Cette charge image
est convertie en tension par le pré-amplificateur de charges et mise en forme par
l’étage de filtrage. Le passage du signal au dessus du seuil de détection de la voie
fait basculer la sortie de l’étage de discrimination à l’état haut produisant le signal
numérique de déclenchement (Trigger). Quelques μs plus tard, le filtre atteint sa
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valeur maximale que le détecteur de pic conserve mémorise dans le but de resti-
tuer l’information sur l’énergie déposée par le photon (avec une certaine incertitude
ΔE liée à la variation statistique du nombre de porteurs, au bruit électronique et à
l’efficacité de collection de charges).
Cette phase d’établissement du signal analogique en sortie d’ASIC est cruciale :
aucun signal numérique ne doit venir perturber sa mesure. Par conséquent suite à
la détection du front montant du signal Trigger, le FPGA attend un délai de 9.6μs
appelé temps de gel (tfreeze pour time to freeze) correspondant à la valeur maximale
du temps de sommet programmable pour être sûr que la sortie du détecteur de pic
contiendra la valeur de l’énergie escomptée peu importe le temps de sommet choisi.
Au delà de tfreeze, le FPGA fige l’état de l’ASIC pour aller lire, dans un premier
temp, le registre des voies touchées (voies ou la sortie du comparateur est à l’état
haut). Dans le cas où ce nombre est supérieur à 1, l’événement est considéré comme
multiple et identifié comme tel par le FPGA dans lemessage photon qu’il se prépare à
produire. Dans lemode de lecture standard, le FPGA commande lemultiplexage suc-
cessif des sorties analogiques vers l’entrée du convertisseur en fonction du nombre






Figure 3.12 – Chronogramme de la séquence de lecture de l’ASIC IDef-X. a- Séquence de lecture lorsque l’ASIC est figé après
détection d’un événement double. b - Simulation de l’intégralité de la séquence, de la détection à la lecture d’un événement
simple. Le temps nécessaire pour lire l’ASIC dans ce cas est minimal et correspond à une durée de 14.4 μs. Le temps de gel
correspond à l’attente du FPGA de l’etablisement du signal en sortie de filtre réglé sur le temps de sommet le plus long.
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Il apparaît clairement que la mesure absolue de la tension de sortie des détec-
teurs de pic est entachée d’un offset commun à toutes voies vraisemblablement in-
duit par la chaine de multiplexage (entre la sortie du détecteur de pic et le buffer
de sortie). Lorsque le multiplexeur (MUX) n’est pas positionné (avant la séquence
de lecture), la tension mesurée en sortie d’ASIC n’est pas nulle et fluctue de surcroit
avec le taux de coup. Cette "ligne de base flottante" est mesurée avant le position-
nement du MUX sur la sortie de la première voie à lire puis numérisée par l’ADC.
Une soustraction réalisée par le FPGA permet de corriger la valeur de l’énergie (en
canal numérique du convertisseur) de cette dérive.
Au cours de la lecture, aucune détection de photons n’est possible jusqu’à la re-
tombée du signal Trigger corrélé au reset de l’ASIC. Compte tenu de la cadence du
FPGA, ce temps mort équivaut à une durée minimale de 16.4 μs nécessaire à la
mesure de la ligne de base et à la lecture d’une seule voie. Si plusieurs voies sont
touchées, le temps mort augmente d’environ 10 μs par voie codée. Un paramètre de
réglage l’ASIC permet d’ajouter un temps mort additionnel de 34 μs. Ce paramètre
appelé RSM ("Reset Signe Mode") est un mot binaire de 4 bits qui permet, en plus de
l’ajout d’un temps mort supplémentaire, d’observer certains signaux (sortie PAC et
sortie de filtre) sur 31ème voie de l’ASIC. Le bit de poids faible à 0 induit un temps
entre la fin de la lecture et le dégel de l’ASIC de 2 μs, soit un temps mort de 14.4 μs
+ 2 μs = 16.4 μs. Fixé à 1 ce paramètre induit un temps additionnel de fin de lecture
de 36 μs, soit un temps mort de 14.4 μs + 36 μs = 50.4 μs.
3.3.3 Trame ou "message photon" à décoder
Pour chaque détection, le FPGA construit une trame de donnée contenant toutes
les informations de l’événement : le numéro de l’XRDPIX et de la voie touchée, la
datation et l’énergie codée. Sur la figure 3.13, plusieurs scénarios sont possibles. Si
une seule voie est touchée, le message produit est un "single event" (SE). Si plu-
sieurs voies sont touchées, le processus de lecture ne sera réalisé que si ce nombre
est inférieur à la limite autorisée par l’utilisateur. Dans ce cas un message "multiple
events with coded energy" (MEC) est produit pour chaque multiple codé. Si la limite
du nombre de voies par ASIC et/ou du nombre d’ASIC par secteur est dépassée, le
message envoyé ne contient que le nombre de voies / ASIC déclenchées.
Figure 3.13 – Trames de données envoyées par le FPGA pour des événements simples (SE), multiples codés (MEC) ou non
codés (MEA et MEC). Ce message contient les indices pixel et ASIC, la datation à 10μs et l’énergie codée (calibrée ou brute).
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Étalonner un instrument avec un nombre si important de détecteurs regrou-pés en matrices sur des modules de détection implique tout d’abord de ca-ractériser le comportement et les performances de ces sous-systèmes. Ayant
étudié d’une part les propriétés des détecteurs CdTe Schottky avant et après collage
sur les céramiques-détecteurs et d’autre part le fonctionnement théorique de l’élec-
tronique de proximité et ses propriétés une fois intégrée sur la céramique-ASIC, je
détaille dans ce chapitre leurs influences sur les performances globales de l’XRDPIX
au moyen de différentes observables spectrales et temporelles. Dans cette optique,
j’ai développé des moyens de tests afin d’explorer l’espace des paramètres dans le
but de cartographier les performances des XRDPIX ainsi que des algorithmes de
traitement pour analyser chaque événement dans les trames de données.
4.1 Spécification technique des besoins
Dans le secteur spatial, chaque réalisation technique est justifiée par l’expression
fonctionnelle d’un besoin. La détection de l’émission prompte d’un certain nombre de
sursauts, leur localisation sur le ciel mais aussi la détermination de leurs propriétés
temporelles et spectrales forment l’expression d’un besoin que l’on peut décliner en
spécifications des besoins. Parmi elles on retrouve des exigences techniques, fonc-
tionnelles et opérationnelles ainsi que des exigences de performance contraignant
entre autres les principales caractéristiques de l’XRDPIX.
J’ai élaboré un plan de vérification décrivant la méthodologie à adopter pour vali-
der les performances des sous-ensembles duDPIX. Les points de vérification abordés
dans ce chapitre, concernant essentiellement les aspects performances scientifiques
des XRDPIX, sont les suivants :
• Cohérence des caractéristiques spectrales des XRDPIX avec les propriétés de
ses sous-systèmes (détecteurs et électronique de proximité)
• Influence des paramètres instrumentaux comme la tension de polarisation, la
mise en forme du signal (ts), le temps mort additionnel (RSM ) ou la tempéra-
ture sur la réponse spectrale et les performances de comptage.
• Mesure du seuil physique de détection et ajustement des seuils ASIC en fonc-
tion de la relation entre consignes programmées et le seuil de détection.
• Mesure de l’uniformité de l’efficacité quantique des détecteurs à partir de la
réponse spectrale du module de détection à des raies d’émission de sources
radioactives et du générateur à rayons X étalon SOLEX.
• Étude de l’effet de polarisation des détecteurs CdTe à contact Schottky.
• Mise en évidence de déclenchements parasites entre voies et d’instabilités du
taux de comptage provoquées par d’éventuelles rétroactions perturbatrices.
• Impact des particules chargées sur la chaine de détection.
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4.2 Environnements et moyens de test
Les différents points du plan de vérification ont été traités à travers plusieurs
phases de tests bien distinctes. Au cours de la fabrication des modules, il est né-
cessaire de contrôler systématiquement l’impact du contre-collage de la céramique-
détecteurs sur la céramique-ASIC. Ce processus de collage irréversible rend la me-
sure du courant de fuite impossible. Par conséquent, les XRDPIX assemblés sont
testés en spectroscopie : c’est la phase de recette. Cette étape de mesure étant systé-
matique et chronophage, un nombre restreint de tests sont réalisés dans un nombre
tout aussi restreint de configurations nous permettant tout de même de borner l’es-
pace des paramètres avec un très large échantillon statistique. Seules les propriétés
spectrales sont évaluées car la chaine de lecture associée à ces bancs de test ne per-
met pas le marquage temporel des événements.
Afin d’approfondir notre connaissance des XRDPIX, une phase de tests plus dé-
taillée que je nommerai phase de caractérisation à été proposée et entreprise sur un
nombre de pièces limité. Dans ce cadre expérimental, les modules de détection sont
étudiés dans un grand nombre de configurations sur des temps d’acquisition beau-
coup plus longs, à différentes températures et sont irradiés par de multiples sources
de rayonnement X et γ. Plusieurs optimisations matérielles et logicielles d’un EGSE
sur un banc dédié ont été mises au point d’une part pour introduire la datation des
événements avec une précision de 10 μs (similaire à l’exigence de performance scien-
tifique) et d’autre part, pour l’exploration automatique de l’espace des paramètres et
la gestion du volume de données. Cette étape nous permettra d’étudier précisément
les propriétés spectrales aussi bien que les courbes de lumière et les distributions
des temps d’arrivée des photons.
La phase de caractérisation est complétée par des essais réalisés au sein d’instal-
lations spécifiques. La première expérience nommée SOLEX à été réalisée au CEA
Saclay au cours de deux campagnes menées en avril et en juillet 2012. L’objectif
de cet essai était d’étudier la réponse spectrale de chaque détecteur d’un XRDPIX
à une source de rayonnement X mono-énergétique (Bonnelle et al., 2004) de basse
énergie (entre 4 et 20 keV). Cet essai rend possible la mesure précise de la linéarité
de la relation canal-énergie autour du seuil bas de détection sans utiliser de sources
radioactives présentant des raies d’émission souvent multiples et non résolues spec-
tralement. Cette réponse est liée à la variation d’efficacité quantique des détecteurs
avec l’énergie des photons et permet, entre autres, de révéler la présence d’une éven-
tuelle couche morte de CdTe ou de mettre en évidence une variation significative de
l’épaisseur moyenne de l’électrode de platine d’un détecteur à l’autre. La seconde
expérience nommée TANDEM mise en place à l’accélérateur de particules de l’Ins-
titut de Physique Nucléaire d’Orsay, s’est déroulée également sur deux campagnes
en mai 2010 et en décembre 2012. Le dispositif expérimental permet d’examiner
l’impact de particules chargées représentatives de l’environnement radiatif sur l’or-
bite de SVOM sur le comportement de la chaine électronique de vol (Nasser et al.,
2015). Pour ce faire, l’XRDPIX est irradié par une source d’241Am et simultanément
bombardé par des protons de 20 MeV ou des particules α de 30 MeV.
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4.2.1 Bancs de tests
Recette
Reproduire en partie les conditions de vol d’un XRDPIX nécessite une mise sous
vide thermique i.e. une pression inférieure à 10−5 mBar et une température contrôlée
pour exploiter les détecteurs de la température ambiante jusqu’à -20◦C. Cette tempé-
rature nominale de vol, accessible par refroidissement passif, diminue le courant de
fuite et retarde l’effet de polarisation des détecteurs CdTe Schottky. Les CdTe étant
sensible à la lumière dans le domaine visible, il est également nécessaire d’opérer
les détecteurs dans l’obscurité totale. Considérant le risque de contamination de la
cuve, les sources radioactives utilisées sont scellées et disposées à l’extérieur de l’en-
ceinte au dessus d’une fenêtre d’entrée en béryllium de 2 mm d’épaisseur présentant
à la fois un faible coefficient d’atténuation linéique au dessus du keV, une opacité à
la lumière visible et une bonne tenue mécanique. Les détecteurs CdTe ayant des
propriétés piézoélectriques peuvent générer des charges sous l’effet de contraintes
mécaniques statiques et dynamiques. Par conséquent, il est nécessaire de réduire,
autant que possible, l’amplitude des vibrations résiduelles engendrées par l’environ-
nement de test (système de pompage, de régulation thermique, travaux extérieurs
etc). Les modules sont testés dans l’obscurité plus de 12 h après leur dernière ex-
position à la lumière ambiante lors de l’installation. Ce banc de test, photographié
sur la figure 4.1, est dupliqué pour augmenter la cadence de validation et comprend :
• Un cryothermostat à circuit de pompage avec une huile en silicone.
• Un système de pompe à vide incluant une pompe à membrane (vide primaire)
et une pompe turbomoléculaire (vide secondaire).
• Une jauge pour la mesure de pression.
• Une chaine électronique de lecture complète.
• Trois sondes de température (Pt100) et une sonde hygrométrique.
• Une carte de traitement des événements (APIX) connectée au logiciel Pixview
• Trois cartes d’acquisitionsNational Instruments pour les données de servitude.
• Une source radioactive scellée, cylindrique et isotrope (241Am)
La haute tension, les liens analogiques et numériques entre la chaine électro-
nique et le module de détection aussi bien que les signaux issus des différents cap-
teurs traversent l’enceinte à l’aide de connecteurs adaptés et encastrés dans le fond
de la cuve.
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Figure 4.1 – Photographie des équipements constituant l’un des bancs de test pour la phase de recette des modules XRDPIX :
(1) Plateau froid seul sans outillage. (2) Cryothermostat. (3) Cartes d’acquisition de température et hygrométrie. (4) Chaine
électronique éclatée sur plusieurs boitiers blindés. (5) Système de pompage. (6) Boitier d’alimentation. (7) Carte APIX. (8)
Jauge de pression. Sur ce montage, la cuve à vide est un couvercle cylindrique posé sur la structure (9).
Table 4.1 – Caractéristiques des principaux équipements implémentés sur les bancs de tests des XRDPIX pour des mesures
spectroscopiques en phase de recette.
Équipement Plage de fonctionnement Spécificités techniques
Pompe PFEIFFER 1 ≤ 10−7 mbar Pompage : 0.9 m3 h−1
Cryothermostat HUBER 2 [−45◦C; 250◦C] Stabilité : 0.02◦C
Dissipation : 380W à -20◦C
Jauge PFEIFFER MPT100 [5 × 10−9 ; 103] mbar Précision : ±25% [10−7; 10−2] mbar
Capteur hygrométrique [−40◦C; +85◦C] Précision : ±3.5% hum. rel.
HONEYWELL
Sonde de platine Pt100 [−50◦C; +600◦C] Précision : ±0.10 + 0.002 × T (◦C)
Source volumique 241Am Activité : 489 kBq Distance : 30 cm
(4/4/2011) Demi-vie : 1.58785 × 105 jours
CHAPITRE 4. CARACTÉRISATION DES PERFORMANCES XRDPIX 109
Figure 4.2 – Vue éclatée de l’intégration du détecteur sur
un support dédié. Le module XRDPIX (1) est logé dans
un outillage en aluminium (2) puis vissé grâce à deux
fûts de fixation cylindriques. Les connecteurs HYPER-
TAC viennent toucher la face arrière de la céramique-
ASIC pour le routage de la haute tension, des signaux
numériques (3) et analogiques (4). La carte interface (5)
est mise en contact pour la connection du module à la
chaine électronique, placée dans un support mécanique
(6) puis vissée sous l’outillage.
L’intégration mécanique d’un XRDPIX
seul est réalisée sur un outillage en alu-
minium adapté à ses dimensions et offrant
d’excellentes propriétés de conduction ther-
mique. Comme pour le modèle de vol, les fûts
cylindriques (figure 4.2) sont utilisés pour
fixer le module de détection au support. Cet
outillage est vissé ensuite sur une plaque
d’interface en aluminium visible sur la fi-
gure 4.1, elle même vissée sur une plaque en
cuivre soudée à une canalisation contenant
une huile en silicone thermalisée par le cryo-
thermostat. En dessous de l’outillage vient
se connecter la carte d’interface par l’inter-
médiaire des deux connecteurs HYPERTAC
disposés à l’intérieur de la structure en alu-
minium. Cette carte d’interface permettant,
entre autres l’acheminement des signaux et
de la haute tension, est ensuite vissée sous
l’outillage et connectée au reste de la chaine
de lecture hors de la cuve. Les sondes de tem-
pérature sont reparties sur l’outillage, sur
la plaque d’interface et sous la plaque de
cuivre. Dans cette configuration, la chaine
électronique est "éclatée" sur quatre boîtiers
blindés contenant une carte haute tension,
une carte d’alimentation, une carte "pré-
processeur" contenant le FPGA et une carte
ADC.
Banc de caractérisation
Une approche tout à fait similaire a été envisagée pour la constitution d’un banc
de test dédié à des caractérisations plus poussées sur de très longues durées allant
jusqu’à plusieurs milliers d’heures. Ce banc, conçu pour permettre la mise sous vide
thermique de plusieurs XRDPIX simultanément, offre des dimensions supérieures
aux bancs de recette. Cette augmentation de volume s’accompagne d’un allongement
de la longueur des cables et nécessite une intégration de la chaine électronique au
plus près de la cuve afin de minimiser les bruits électroniques. Les équipements im-
plémentés sont les mêmes que pour la phase de recette avec un système de pompage
et un cryothermostat redimensionné pour une taille d’enceinte plus importante. Un
générateur de rampe de tension branché sur l’entrée Vtest de l’ASIC permet l’injection
de charges à travers une capacité d’entrée présentée au chapitre précédent. L’XRD-
PIX est intégré à l’outillage sur le plateau froid toujours constitué d’une plaque de
cuivre sous une plaque d’interface.
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Les sondes de température sont toutes disposées sur les parois latérales de l’ou-
tillage pourmettre en évidence d’éventuels gradients thermiques sur lamatrice. Une
fenêtre de verre masquée par un cache (visible de l’intérieur et de l’extérieur de la
cuve sur la figure 4.3) permet d’étudier l’influence de la lumière visible sur les per-
formances du module de détection en interposant par exemple des couches de MLI
de différentes épaisseurs pour contrôler leur opacité. La carte d’interface connectée
sous l’XRDPIX dans l’enceinte est reliée à la chaine électronique située dans une
baie de test transportable à l’extérieur de la cuve.
La pente de changement de température d’un XRDPIX, programmée dans le sys-
tème de régulation du banc de test, est limitées à ±10◦C par heure. De même, l’hy-
grométrie est contrôlée pour éviter la formation d’arcs électriques lors de la mise
sous tension des détecteurs dans un vide primaire. Enfin, le sous-sol du laboratoire
dans lequel se trouve le banc de test présente un bruit de fond dû à la radioactivité
naturelle avec une composante tellurique produite par les minerais d’Uranium et de
Thorium et une composante gazeuse produite par le Radon en plus forte concentra-
tion dans les caves. Les 8 millimètres d’épaisseur de la cuve en aluminium sont suf-
fisants pour stopper une importante partie de ce bruit de fond même si l’acquisition
d’un spectre sur une durée suffisamment longue permet de détecter ce rayonnement.
Figure 4.3 – Photographie des équipements constituant le banc de test pour la phase de caractérisation des XRDPIX : (1)
Cryothermostat. (2) Cuve cylindrique en aluminum de 0.8 cm d’épaisseur. (3) Extension avec fenêtre en verre pour illumination
en lumière visible. (4) Générateur de signaux d’injection sur l’entrée Vtest de l’ASIC. (5) Baie de test transportable contenant la
chaine de lecture. (6) Carte APIX pour le routage des données photons. (7) Unité de pompage (la pompe turbomoléculaire étant
déportée sous l’enceinte). À l’intérieur de la cuve : (8) Sonde de température Pt100 et connectique de la carte d’interface. (9)
Module de détection XRDPIX. (10) Outillage support en aluminium. (11) Plateau froid soudé à une canalisation thermalisée.
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4.2.2 Acquisition des données
L’acquisition, le traitement et l’archivage des données issues duDPIX nécessitent
l’implémentation d’une architecture logicielle conséquente. Cet équipement s’arti-
cule autour d’un noyau d’acquisition nommé Dispatcher permettant la manipulation
et la configuration du plan de détection avant l’intégration de l’Unité de Gestion et
de Traitement Scientifique (UGTS). Ce noyau offre une architecture distribuée per-
mettant le développement de clients capables d’interagir avec le DPIX (figure 4.4).
En effet, chaque client peut, de manière indépendante, formuler des requêtes au
Dispatcher qui gère le transit des données scientifiques issues des ELS à travers la
carte APIX. Ces données "photons", transmises par les ELS à l’UGTS (ici de la chaine
électronique du banc de test au Dispatcher), peuvent être sauvegardées de manière
brute dans des fichiers binaires. Certaines requêtes de clients logiciels auDispatcher
permettent également l’échange de contrôles et de commandes via un émulateur qui
exécute le logiciel de bord responsable de la gestion et de la configuration du DPIX.
L’ensemble des clients forme une suite logicielle nommée DPIX Studio qui regroupe
trois applications principales :
• Pixview - Cet utilitaire permet la gestion en temps réel du plan de détection,
de la programmation des principaux paramètres instrumentaux à l’observation
en temps réel des taux de comptage pour chaque pixel.
• Pixlab - Cette application est dédiée à la visualisation et au traitement des
32 spectres de chaque XRDPIX en temps réel ou de spectres sauvés précédem-
ment. Elle permet la sauvegarde des spectres au format standard 3 , l’exécution
des procédures automatiques de recette des XRDPIX, la calibration en énergie
ou le calcul du seuil bas de détection et de la résolution en énergie.
• DScript - Ce programme regroupe au sein d’une librairie générique les prin-
cipales commandes nécessaires à la configuration du DPIX (ou d’un seul XRD-
PIX). Il permet également le déclenchement des acquisitions, certains types de
traitements des données et le pilotage d’une table X-Y pour déplacer le module
de détection devant un collimateur.
3. Les données spectrales sont sauvegardées au format fits contenant 32 spectres codés sur 10 ou
16 bits i.e. 1024 ou 65536 canaux.
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Figure 4.4 – Schéma de la partie logicielle commune à tous les bancs de tests des XRDPIX et du DPIX complet. Les données
scientifiques provenant des XRDPIX transitent par la carte APIX grâce à un lien SPI (en bleu) puis directement vers le
Dispatcher par un protocole TCP sur un lien Ethernet (en orange). Les contrôles / commandes du DPIX sont réalisés par
un émulateur sur lequel est implémenté le logiciel de bord en l’absence de l’UGTS. Des équipements subsidiaires peuvent
également être contôlés par l’intermédiaire du Dispatcher comme une table X-Y ou un obturateur. Le logiciel PixView permet
de piloter en temps réel l’intégralité du plan de détection ou seulement un XRDPIX. Le taux de comptage est calculé à la volée
pour chaque détecteur.
4.2.3 Vers l’automatisation par l’exécution de scripts
Les phases de tests préliminaires des tout premiers prototypes d’XRDPIX avaient
une approche plutôt fonctionnelle. Leurs principales caractéristiques étaient étu-
diées qualitativement jusqu’à faire évoluer le design vers une conception garan-
tissant leur fonctionnalité (mécanique et électrique). Une fois le module de détec-
tion conforme et totalement fonctionnel, la caractérisation des XRDPIX V3 a né-
cessité davantage de mesures dans un plus grand nombre de configurations et sur
un nombre de pièces plus important. C’est dans le but d’optimiser cette étape que
j’ai développé en utilisant l’outil d’édition du DPIX Studio des scripts automatiques
de configuration, d’acquisition et de traitement des données permettant l’étude dé-
taillée des performances pour un plus grand nombre d’XRPIX. Ces scripts ont été
utilisés dans plusieurs phases de tests décrites dans la suite du chapitre.
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4.3 Qualité de l’hybridation
4.3.1 Protocole de vérification du contre-collage
La protocole employé dans la phase de caractérisation pour vérifier la qualité de
l’hybridation est basé sur l’exploration du plus grand nombre de paramètres instru-
mentaux. Certains tests sont ciblés sur une observable particulière pour aboutir à
une conclusion spécifique (e.g. étude de l’effet de polarisation), d’autres sont plus
quantitatifs. Le balayage de l’espace des paramètres est réalisé à l’aide de scripts
automatiques. Cette méthode très chronophage permet d’identifier statistiquement
des plages de fonctionnement optimales pour les XRDPIX.
Le protocole de la phase de recette est complémentaire dans le sens où le nombre
de modules étudiés est plus important tandis que le nombre de configurations explo-
rées et les temps d’acquisition réalisés sont limités. Connaissant les tendances grâce
à la phase de caractérisation, la phase de recette permet de borner les performances
sur un large échantillon statistique (à l’heure actuelle, 11 XRDPIX sur 50 ont été
testés). Les XRDPIX sont configurés avec un temps mort supplémentaire (RSM1),
pour éviter certains artéfacts spectraux introduits par les voies 8 et 16 qui appa-
raissent en RSM0, et deux temps de peaking (2.6 μs et 4.4 μs) autour desquels les
bruits séries et parallèles de l’ASIC sont théoriquement minimisés pour des valeurs
de courant de fuite autour de 30 pA (Lacombe et al., 2013). Sous vide thermique à la
température nominal de vol de -20◦C, les détecteurs sont polarisés sous une tension
de -400V et irradiés par une source d’241Am non collimatée. Ces deux phases ont une
série de tests en commun, pratiqués sur toutes les pièces et organisés de la manière
suivante :
Mesure du seuil bas : Les détecteurs sont polarisés en l’absence de source radio-
active. Sur chacune des 32 voies, le script ajuste le seuil ASIC par dichotomie cher-
chant la valeur pour laquelle le taux de coups est compris entre 100 et 200 coups s−1
(ou inférieur à 100 si aucun seuil ne permet ce type de régime) pendant que toutes
les autres voies sont désactivées. Une fois le bon seuil ASIC identifié, l’acquisition du
pic de bruit démarre jusqu’à atteindre une statistique de 5000 coups dans le spectre.
Cette acquisition est donc très brève, entre 20 et 60 secondes en moyenne par voie.
La haute tension n’est pas coupée au changement de voie, le test traduit donc le ni-
veau de bruit sur la voie au moment où elle est sélectionnée. Les résultats de ces
tests sont présentés au § 4.5.
Mesure de la relation seuil ASIC - Canal : Le but de cette procédure est de
déterminer in fine pour chaque voie de l’XRDPIX la consigne de seuil à programmer
permettant le déclenchement de l’ASIC au dessus d’une valeur en énergie désirée.
En parallèle du test précédent, après l’acquisition du pic de bruit sur la voie étudiée,
le script explore 4 autres seuils ASIC autour de la valeur initialement programmée
à S0-2, S0-1, S0+1 et S0+2 4. La tension de référence du comparateur fournie par le
4. Pour caractériser la méthode initialement, entre 8 et 10 valeurs de seuils ont été utilisées.
Cependant, l’exploration de seuils plus hauts en énergie implique une durée d’acquisition du pic de
bruit trop contraignante en terme de temps.
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convertisseur Numérique-Analogique étant bruitée, la coupure induite par la dis-
crimination en énergie (et donc en tension) s’étale sur plusieurs canaux. Il est donc
nécessaire d’établir une convention afin demesurer la position de la coupure en éner-
gie (ou en canaux ADC).
Mesure de la relation canal - énergie : Cette étape permet d’établir la relation
entre l’amplitude de la sortie analogique du filtre ASIC de la voie touchée (convertie
en digits) et l’énergie des photons incidents d’une source radioactive connue sur la
plage de fonctionnement de l’imageur i.e. entre 4 et 80 keV. Ce test permet également
d’étudier la linéarité de cette relation canal - énergie qui est importante pour la spec-
troscopie mais aussi pour le comptage car les algorithmes de détection des sursauts
se basent principalement sur l’imagerie du ciel dans certaines bandes d’énergies
suggérant la nécessité de maitriser l’uniformité du calcul de l’énergie des photons.
La principale source utilisée pour cette étape est de la même nature que celle uti-
lisée pour les tests unitaires en spectroscopie sur les détecteurs CdTe à savoir de
l’ 241Am. Cette source émet des photons entre 11.9 et 59.54 keV avec une demi-vie
de 1.58785×105 jours offrant une remarquable stabilité des comptages. Pour éviter
toute contamination du spectre par du bruit à basse énergie les consignes de seuils
ASIC sont programmées autour de leurs valeurs maximales. Une fois le spectre ac-
quis sur 15 minutes, les principales raies de la source sont détectées et ajustées par
un modèle gaussien permettant d’extraire la position des centroïdes associés aux
énergies connues des raies d’émission en calculant les coefficients de calibration.
Mesure spectrale 4-150 keV : Connaissant les relations supposées linéaires sur
l’ensemble de la gamme de fonctionnent qui relient seuil ASIC, canal et énergie des
photons nous en déduisons la valeur de la consigne ASIC à programmer pour obtenir











où SB est la valeur du seuil de détection escompté (dans ce cas 4 keV), αi et βi les
coefficients issus d’un ajustement linéaire de la relation seuil ASIC - canal et Ai et
Bi les coefficients issus d’un ajustement linéaire de la relation canal - énergie. Étant
donné le caractère discret de la consigne de seuil ASIC, le seuil bas de 4 keV est
estimé avec une certaine erreur. Cette dispersion du seuil de détection, étudiée à la
section 4.5, dépend à la fois du gain de la chaine mais aussi de la nature de l’ap-
proximation (arrondi, troncature ou la partie entière dans ce cas). Une fois le seuil
fixé, l’acquisition d’un spectre de 30 minutes sur la gamme [4 - 59.54 keV] permet en
complément du spectre réalisé lors du test précédent d’étudier les caractéristiques
spectrales de chaque détecteur. La mesure de ces caractéristiques spectrales (e.g. la
résolution en énergie) permet d’une part de suivre l’évolution des bruits après le pro-
cessus de collage des deux céramiques et d’autre part permet d’élargir l’échantillon
statistique des études menées sur les comptages et l’optimisation des paramètres
instrumentaux.
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4.3.2 Étude des propriétés spectrales
Ajustement des raies
L’acquisition de spectres nous renseigne à la fois sur la sensibilité des détecteurs,
sur le bruit introduit par la chaine de détection lors du processus de lecture, ainsi que
sur la capacité des détecteurs à collecter les charges produites lors de diverses inter-
actions, principalement de nature photoélectrique. Ces grandeurs instrumentales
sont calculées à partir d’observables spectrales telles que la résolution en énergie ou
le centroïde. Rappelons que la largeur à mi-hauteur d’une raie dépourvue de raies
satellites non résolues correspond à la somme quadratique de l’ensemble des bruits
du module de détection :
ΔE2 = 2.352FwEγ + 2.3522wENCtot2 + ΔE2pertes (4.2)
où F est le facteur de Fano,Eγ l’énergie des photons incidents, w l’énergie de création
de paires et ΔE2pertes traduisant les pertes de charge. La contribution du bruit total




+ α1/fC2tot + α//Ilts (4.3)
La distribution des résolutions de la raie à 59.54 keV du spectre d’ 241Am est parti-
culièrement intéressante pour tracer l’évolution du bruit en fonction des paramètres
instrumentaux. Le terme ΔEpertes régulièrement utilisé dans la littérature reflète la
variabilité de la quantité de paires électron-trou collectées inhérant aux pertes de
charges par des mécanismes de recombinaison, de piégeage ou de temps de collection
trop court. Dans le cas où les pertes de charges sont conséquentes la distribution des
paquets de charges collectés, i.e. des énergiesmesurées, devient asymétrique condui-
sant à l’apparition d’une queue à basse énergie rendant l’approximation purement
Figure 4.5 – Superposition de 32 spectres d’241Am réa-
lisés en phase de recette sur l’XRDPIX 5 à une tension
de -400V avec un temps de sommet de 2.6μs. Les prin-
cipales raies d’émission de la source sont produites par
(1) - transition L1 du 237Np (11.89 keV), (2) - transition
Lα du 237Np (13.9 keV), (3) - transition Lβη du 237Np
(17.8 keV), (4) : transition Lγ du 237Np (20.82 keV),
(5), (6’) et (9) - Désexcitation de l’241Am (26.34, 33.2
et 59.54 keV). D’autres raies instrumentales sont pré-
sentes (6) - Raie d’échappement Kα du tellure (59.54-
27.5 keV), (7) - Raie d’échappement du cadmium (59.54-
23.2 keV) et (8) - Rétrodiffusion des photons de 59.54
keV. Ces spectres ne comptabilisent que des événements
simples aussi, les raies de transition Kα du Cd et du Te
ne sont pas ou très peu visibles.
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gaussienne inadaptée notamment pour la mesure de l’énergie et de la résolution.
Pour palier à ce problème sur les XRDPIX, les observables spectrales sont mesu-
rées par l’ajustement de certaines raies d’émission de l’241Am par un modèle quasi-
gaussien (Exponentially Modified Gaussian ou EMG). Ce modèle a été initialement
introduit par L’Hoir (1984) pour reproduire l’asymétrie des raies observées dans la
réponse de détecteurs silicium lors d’interactions d’ions légers cédant une part va-
riable de leur énergie. Cette asymétrie peut être ajustée par le produit de convolution
EMG(η) d’une fonction gaussienne de variance σ2 et de moyenne η¯ et d’une fonction
exponentielle de facteur d’échelle λ traduisant la perte de charge.











où η est l’énergie, A une constance et H(−η) la fonction échelon. Ce produit de




































Avec erf (z) la fonction d’erreur de Gauss. A′, η¯ et σ sont des paramètres variables
du modèle dont les valeurs initiales sont déterminées par un premier ajustement
gaussien. La variable λ, représentant l’asymétrie de la raie contenue dans le terme
exponentiel de la queue à basse énergie, est, elle aussi, un paramètre variable du
modèle EMG fixé initialement à 0.7 keV.
Pour affiner le modèle plus particulièrement au niveau de la raie d’émission prin-
cipale de l’241Am, j’introduis une composante gaussienne supplémentaire afin d’in-
clure la retrodiffusion des photons de 59.54 keV. En effet, à cette énergie la pro-
babilité d’interaction d’un photon par diffusion Compton dans la zone inter-pixel
(numéros atomiques plus faibles) vers les détecteurs est plus importante. Cette zone
inter-pixel en céramique représente environ 17.46% de la surface totale d’un XDPIX.
Considérant le caractère isotrope de la source et la géométrie du module, seuls cer-
tains angles de diffusion aboutissent au retour des photons dans le détecteur après
avoir céder de l’énergie lors de l’interaction Compton. Cette composante gaussienne
supplémentaire de faible amplitude est initialisée autour de 52 keV avec un écart
type de 4 keV. Pour finir, une composante linéaire supplémentaire est ajoutée dans
l’éventualité d’une contamination du spectre par un pic de bruit ou un bruit de fond
plus important.
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Figure 4.6 – Exemple de mesures de largeur à mi-hauteur réalisées sur l’épaule haute énergie de la raie à 59.54 keV d’une
source d’241Am ajustée par un modèle gaussien exponentiellement modifié (EMG). a - Ce modèle permet de quantifier l’asy-
métrie de la raie liée aux pertes de charges dans la partie exponentielle à basse énergie (en rouge). b - Le modèle (en rouge)
inclu une contribution gaussienne pour ajuster la rétrodiffusion des photons de 59.54 keV (en violet) ainsi qu’une contribution
linéaire en cas de contamination du spectre par un pic de bruit (en rose). .
Au terme d’un processus itératif de minimisation du χ2, le modèle est correc-
tement ajusté aux données (figure 4.6). La largeur à mi-hauteur est mesurée sur
l’épaule haute énergie de la raie ainsi modélisée. Cette valeur correspond au double
de la différence d’énergie séparant le maximum de l’ajustement (défini comme le cen-
troïde) et sa valeur à mi-hauteur 5. Cette solution analytique ne s’appuie pas sur un
modèle physique des détecteurs mais permet d’estimer précisément les observables
spectrales avec un temps de calcul relativement court. Un modèle de réponse plus
détaillé décrivant les probabilités d’interactions et d’échappement des photons ainsi
que les mécanismes de collection de charges à l’oeuvre dans les détecteurs est ac-
tuellement en cours de développement. Ce modèle complet basé sur des simulations
Monte-Carlo n’est cependant pas d’adapté à une analyse des propriétés spectrales
des XRDPIX sur un volume de données aussi important.
Influence des sous-systèmes
Les observables spectrales collectées ne suffisent pas à vérifier la qualité de l’hy-
bridation. En revanche, un suivi des principales caractéristiques des sous-systèmes
de l’XRDPIX permet demettre en évidence une éventuelle altération au cours du pro-
cessus de fabrication. Comme nous l’avons remarqué au chapitre précédent, les me-
sures de courant de fuite réalisées sur les céramiques-détecteurs semblent indiquer
une augmentation de l’énergie d’activation suite à l’étape de collage des détecteurs
sur la céramique mais aussi l’apparition de caractéristiques I-V non linéaires. Il est
donc judicieux de vérifier que l’étape de contre collage de la céramique-détecteurs
et de la céramique-ASIC ne dégrade pas significativement les propriétés spectrales
des XRDPIX.
5. La resolution numérique de l’ajustement (qui n’est autre qu’un tableau de 10 000 indices) est
bien inférieure à la taille d’un canal du spectre. La valeur de l’ajustement à mi-hauteur et l’énergie
correspondante sont estimées par interpolation entre les deux indices les plus proches de la vraie
valeur.
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Figure 4.7 – Évolution de la largeur à mi-hauteur (modèle EMG) de la raie à 59.54 keV de l’241Am pour deux détecteurs
différents a,b - en fonction du temps de peaking c,d - en fonction de la tension de polarisation. Ces détecteurs présentaient,
avant contre collage, des caractéristiques I-V similaires. Pour des temps de sommet importants l’augmentation du courant de
fuite avec la tension se répercute sur la valeur de la résolution en élargissant la raie. L’ajustement du modèle incluant toutes
les contributions de bruit (en orange) aboutit à des valeurs de courant de fuite sur l’XRDPIX significativement supérieures
aux valeurs extrapolées de la caractéristique I-V mesurée initialement sur les céramiques-détecteurs. Ces valeurs de courant
calculées sont réinjectées dans le modèle pour calculer la FWHM en fonction de la tension (en vert).
En utilisant les expressions (4.2 et 3.10) ainsi que les paramètres technologiques
αs, α1/f et α// estimés au § 3.1.2, j’ai développé un modèle capable d’ajuster l’évo-
lution de la résolution en fonction du temps de peaking. Cet ajustement est obtenu
à partir de spectres acquis sur une heure, pour chacune des 32 voies de 6 XRDPIX
testés en phase de caractérisation. Sur les figures 4.7a et 4.7b, sont représentées les
variations des résolutions spectrales avec le temps de peaking pour deux détecteurs,
testés à 5 tensions de polarisation différentes. La contribution du courant de fuite
du détecteur a devient dominante pour tp>2.6 μs alors que pour le détecteur b cette
composante devient prépondérante au delà de 5.4 μs. Le modèle (en orange) possède
deux paramètres variables : la valeur du courant de fuite Il et la capacité totale Ctot
comprenant la capacité d’entrée du préamplificateur de charges, la capacité du détec-
teur ainsi que la capacité parasite d’interconnexion. Ces paramètres sont initialisés
à des valeurs extrapolées des mesures faites sur les CA et les CD (cf. §3.2).
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Figure 4.8 – a - Distributions des paramètres variables du modèle de bruit. a - Distribution du courant de fuite calculé à
partir de l’ajustement de la courbe fwhm=f(tp) pour un spectre d’241Am sur 6 XRDPIX (en vert) et pour un spectre d’injection
de charges sur l’entrée Vtest sur 2 XRDPIX (en orange). La distribution des valeurs initiales de courants mesurés sur les
céramiques-détecteurs correspondantes est en gris. Ces distributions correspondent toutes à une tension de polarisation de
-400 V. b - Distribution de la capacité totale d’entrée calculée à l’aide du modèle de bruit total : sur les céramiques-ASIC (en
gris), sur le spectre d’241am (en vert) et sur le spectre d’injection de charges étalons (en orange).
Sur les figures 4.7c et 4.7d sont tracées, de la même manière, les variations de
FWHM avec la tension de polarisation pour diverses valeurs de tp . Aux valeurs de
tp pour lesquelles le courant de fuite est dominant, le détecteur a présente une nette
augmentation du bruit avec la tension synonyme d’une résistivité plus faible.
Pour ajuster les données avec le modèle, les valeurs de courant de fuite de
départ sont extrapolées des caractéristiques I-V des détecteurs à -20◦C. La capacité
totale avant contre-collage est déduite, quant à elle, des mesures de bruit réalisées
en amont sur la céramique-ASIC seule (cf. §3.2). Les distributions des valeurs de
courant de fuite et de capacité totale dérivées du modèle sont présentées avant et
après contre-collage sur la figure 4.8. Le déplacement de la distribution observé sur
la figure 4.8b indique clairement une augmentation de la capacité totale suite au
processus de contre-collage. Cette augmentation globale est compatible avec l’ajout,
lors du contre-collage, de la capacité de la céramique-détecteurs estimée autour de
2 pF (Remoué, 2010). Sur la figure 4.8a, la distribution du courant de fuite semble
fortement dégradée par le processus de contre collage avec une augmentation de la
position du maximum de 7 pA à 40 pA pour une tension de -400 V. En injectant un
signal étalon sur l’entrée Vtest et en mesurant une évolution de sa FWHM avec tp,
j’obtiens une distribution de courant de fuite, extraite du même modèle, parfaite-
ment similaire sur un nombre restreint de modules testés dans cette configuration.
Une méthode complémentaire consiste à estimer indirectement le courant de fuite
en mesurant le temps de décharge de 100 à 5% de la capacité de contre-réaction du
préamplificateur de charge (figure 3.3). Pour l’ASIC IDef-X, la sortie analogique du
préamplificateur n’est accessible que pour la 31 ème voie de l’ASIC (correspondant
au pixel n◦17). La correspondance du courant et du temps de décharge, basée sur
une méthode similaire à celle décrite par Gramegna et al. (1997), est fournie sous
forme d’abaques par les concepteurs de l’ASIC.
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Figure 4.9 – Caractéristiques I-V d’un détecteur de l’XRD-
PIX obtenues au moyen de différentes méthodes. Le courant
de fuite est d’une part mesuré sur la céramique-détecteurs
avant contre-collage et d’autre part, déduit de l’ajustement
de spectres d’241Am et de spectres d’injection de charges
étalons par le modèle de bruit total après contre-collage. Le
courant de fuite est également estimé par la résistance équi-
valente du transistor de reset en mesurant le temps de dé-
charge du préamplificateur de charges. Cette dernière me-
sure n’est possible que sur un pixel particulier de l’XRDPIX.
Figure 4.10 – Évolution du paramètre d’asymétrie λ du modèle EMG ajusté sur la raie à 59.54 keV d’une source d’241Am a
- en fonction du temps de peaking à plusieurs tensions de polarisation et b - en fonction de la tension de polarisation pour
différentes valeurs de tp.
Les caractéristiques courant tension calculées par ces différentes méthodes sur
une voie d’un XRDPIX sont reportées sur la figure 4.9. Les courants de fuite estimés
par ces multiples méthodes, à différentes dates et sur le même détecteur du même
XRDPIX montrent de fortes similitudes. Ajoutées à la cohérence du modèle de bruit
établi sur les céramiques-ASIC au chapitre précédent, ces multiples mesures sug-
gèrent une augmentation significative du courant de fuite dans la phase finale du
processus d’hybridation.
Un autre aspect important des performances spectrales des XRDPIX est lié à la
capacité des détecteurs à collecter les charges. Nous avons vu qu’une collection in-
complète de charges peut aboutir à une asymétrie de la raie spectrale produite à
la fois par les pertes de charges dues au piégeage des porteurs au cours de leurs
transits ainsi qu’aux pertes balistiques engendrées pour des temps de sommet plus
courts que le temps de vol des porteurs. Cette déformation des raies est mise en évi-
dence par le paramètre λ du modèle EMG, calculé pour chaque spectre dans toutes
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les configurations. Sur la figure 4.10a pour une tension donnée, le paramètre d’asy-
métrie augmente en diminuant le temps de peaking traduisant l’augmentation des
pertes de charges balistiques. Ces pertes sont d’autant plus importantes que la ten-
sion de polarisation est faible car le temps de vol des porteurs est plus long. Pour
des tensions suffisamment élevées λEMG ne varie plus avec tp > 3.4μs. De même sur
la figure 4.10b, l’asymétrie décroit linéairement avec la tension pour un temps de
peaking donnée. Cette variation de λEMG à tp constant est expliquée par les pertes de
charges plus conséquentes à basse tension car le champ électrique est moins intense.
4.3.3 Appareillement et contre collage CA-CD
Le bruit électronique total de la chaine étant supérieur à la somme quadratique
des composantes de bruit des systèmes sous-jacents, il est primordial, pour garantir
une distribution de bruit total sur le plan de détection homogène et conforme aux
exigences de performances, d’optimiser le mariage des céramiques-détecteurs et des
céramiques-ASIC. En effet, sur la figure 4.11, nous observons bien la corrélation
d’une part entre le bruit ENC mesuré sur les CA et d’autre part entre le courant de
fuite mesuré sur les CD et les résolutions mesurées lors de la recette spectroscopique
des XRDPIX. Les voies présentant à la fois un bruit série (et un bruit 1/f) élevé à
tp = 0.95 μs et un courant de fuite important ont en moyenne une résolution à tp =
2.6 μs (valeur optimale minimisant le bruit) plus élevée, une fois les deux céramiques
contre-collées (valeurs en haut à droite du diagramme).
Pour la réalisation des XRDPIX du modèle de vol de la caméra, une procedure
de sélection automatisée des sous-systèmes permet d’optimiser leur mariage pour
éviter au maximum l’apparition de voies bruyantes.
Figure 4.11 – Répartition des valeurs de bruit ENC mesurées sur les céramiques-ASIC en fonction des valeurs de courant
de fuite mesurées sur les céramiques-détecteurs associées avant contre-collage à une tension de -400 V. Les couleurs chaudes
correspondent à de fortes valeurs de FWHM mesurées sur les XRDPIX en phase de recette à une tension de -400 V, après
mariage et contre-collage CA-CD. a - Pour tp = 2.6 μs. b - Pour tp = 4.4 μs. Toutes ces mesures sont effectuées à -20◦C.
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4.4 Relation canal-énergie
4.4.1 Caractéristiques principales
L’utilisation de bandes d’énergie pour la détection des sursauts par l’UGTS néces-
site une bonne restitution de l’énergie des photons en temps réel. La relation liant les
numéros de canaux du convertisseur aux énergies des photons doit être linéaire. En
effet, cette opération de conversion en énergie, réalisée en temps réel pour chaque
événement par le FPGA, doit être la plus simple possible et la moins couteuse en
puissance de calcul. Cette relation entre la tension de sortie de l’ASIC numérisée en
nombre de canaux du convertisseur et l’énergie des photons incidents est essentiel-
lement limitée par la capacité de l’ASIC à transformer la charge totale établie aux
bornes des détecteurs en tension dans les étapes d’amplification et de mise en forme
décrites §3.1.1.
La linéarité de cette relation déterminée par Gevin et al. (2009) permet de calcu-
ler la distribution du gain sur un grand nombre de voies. Ce coefficient est calculé
par régression linéaire à partir d’un signal d’injection calibré en tension sur l’entrée
Vtest (cf. §3.2.2). Deux charges sont injectées l’une après l’autres formant deux raies
dans le spectre. Connaissant les charges générées à travers la capacité d’injection
et le pas du convertisseur, le gain est dérivé de la position des centroïdes, en mV,
des raies ajustées (Remoué, 2010). Des mesures ultérieures menées sur les XRDPIX
n’ont pas montré de non linéarité du gain pour des températures inférieures à 18◦C.
Figure 4.12 – a - Distribution du gain mesuré sur 46 céramiques-ASIC à partir de l’injection de deux charges étalons en entrée
du préamplificateur de charge. Chaque distribution correspond à un temps de peaking.b - Évolution de la dispersion du gain
σG rapportée à la valeur moyenne de la distribution μG en fonction de tp. Pour un temps de peaking suffisamment bas (autour
de 2.6 μs), la distribution du gain devient relativement homogène.
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Figure 4.13 – Évolution du gain de la chaine a - en fonction du temps de peaking b - en fonction de la tension de polarisation.
Les rapports entre les amplitudes des tensions de référence du générateur, correspondant aux positions des différentes raies
d’injection (en keV) dans le spectre, sont programmés avec des valeurs numériques arbitraires (ADU). c - Évolution de l’offset
mesuré avec le temps de peaking. d - Évolution du même offset avec la tension de polarisation. Ces 4 figures ne reflètent
qu’un seul exemple parmi plusieurs tendances observées sur l’ensemble des voies notamment au niveau de la corrélation ou
de l’anti-corrélation de l’évolution du gain et de l’offset avec la tension de polarisation.
La figure 4.12a montre la distribution du gain mesuré sur la recette de 46
céramiques-ASIC pour 4 temps de peaking différents. Pour des raisons technolo-
giques, la valeur moyenne du gain n’est pas corrélée à tp (Meuris, 2009). La valeur
moyenne du gain est maximale pour un temps de peaking de 2.6 μs. Cependant,
l’étage d’amplification supplémentaire présent dans l’ELS (ou le banc électronique),
en amont de l’ADC et commun à toutes les voies d’un XRDPIX, peut être optimisé
pour ajuster la gamme de tension de sortie de l’ASIC sur celle du convertisseur. Par
conséquent, une faible dispersion σG/μG de la distribution du gain d’une voie à l’autre
est plus importante qu’une moyenne μG élevée (figure 4.12b). En utilisant 4 raies
d’injection étalons réparties sur la gamme de fonctionnement de l’ASIC (autour de
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Figure 4.14 – Évolution du coefficient de dérive moyen, a - du gain et b - de l’offset avec le courant de fuite, en fonction du
temps de peaking. Connaissant la relation entre le gain ou l’offset et la tension de polarisation (figure 4.13b & 4.13d) et la
caractéristique I-V du détecteur dérivée du modèle de bruit total, je calcule l’évolution du gain ou de l’offset en fonction du
courant de fuite pour chaque détecteur. Cette relation linéaire est ensuite ajustée pour calculer la dérive (valeur absolue de la
pente). L’évolution de la valeur moyenne de la valeur absolue de cette pente est ensuite tracée en fonction de tp pour le gain
et l’offset.
30, 60, 110 et 170 keV), je cartographie l’évolution du gain et de l’offset pour 64 voies
testées dans l’espace des paramètres (tp, HT, RSM et température) avec la même
méthodologie que pour la caractérisation des propriétés spectrales (cf. §4.3.2). Le si-
gnal est injecté simultanément sur les 32 voies de l’XRDPIX avec un fréquence de
2 Hz sur une durée de une heure par configuration testée. Un exemple est présenté
sur la figure 4.13 pour une voie testée à -20◦C dans 30 configurations différentes.
Sur les figures 4.13a et 4.13c le gain et l’offset varient avec le temps de peaking sans
présenter de réelle corrélation. En effet ce profil d’évolution montré ci-dessus, n’est
qu’un exemple parmi tant d’autres. La linéarité de conversion de l’ADC implique que
cette variation du gain et de l’offset sur les spectres en canaux se retrouvent méca-
niquement dans les spectres en énergie. La valeur du gain observé, en particulier à
tp = 6.8 μs, est très variable d’un pixel à l’autre ce qui se retrouve par ailleurs sur
la dispersion de la distribution totale du gain de l’ASIC. Cette variation peut être
estimée pour chaque pixel du plan de détection si bien qu’un jeux de paramètres de
calibration est nécessaire pour chaque configuration. A priori, la configuration de vol
sera choisie définitivement probablement au cours de la caractérisation du prototype
du DPIX. Par conséquent, cette variation avec tp n’est pas problématique. Concer-
nant l’évolution de ces paramètres avec la tension de polarisation, les figures 4.13b
et 4.13d montrent des variations linéaires. En fonction des voies, la dérive de gain
est soit corrélée soit anti-corrélée (comme dans cet exemple) à la dérive de l’offset.
Cette dérive est d’autant plus grande que le temps de peaking est important (figure
4.14) pouvant par exemple produire un déplacement de la bande d’énergie de 0.6
keV vers les basses énergies à tp = 6.8 μs pour une tension quasiment deux fois plus
importante.
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4.4.2 Stabilité temporelle
La corrélation de la dérive du gain et de l’offset avec le courant de fuite est plus
évidente lorsque l’on étudie l’évolution de cette dérive dans le temps. Pour ce faire, la
datation de chaque événement me permet d’échantillonner le spectre constitué des
raies d’injection de charges sur l’entrée V, acquis sur durée de plus de 6h, avec une
résolution temporelle de quelquesminutes pour accumuler une statistique suffisante
sous chaque raie (∼ 500 coups par raie et par voie pour une résolution temporelle
de 300 secondes). Pendant cette durée, je réalise automatiquement des incréments
réguliers de la tension de polarisation toutes les heures avec des coupures de haute
tension de 10 minutes. Dans chaque tranche de temps, je calcule le gain et l’offset à
partir des 4 raies du spectre d’injection. La figure 4.15a montre un exemple explicite
du déplacement des raies associé à la dérive du gain et de l’offset avec le courant
de fuite (qui augmente avec la tension et dans le temps). La durée totale du cyclage
est de 11 heures à une température de -20◦C. Le palier atteint au bout de 30 à 50
minutes est proportionnel à la tension de polarisation des détecteurs.
Deux heures après allumage de la haute tension, la raie à plus haute énergie,
arbitrairement placée autour de 182 keV, se déplace de 0.27 keV à -250 V (environ
un canal de l’ADC) et de 0.65 keV (∼ 3 canaux). À basses énergies, ce déplacement
est plus petit que la largeur d’un canal du spectre (cf. figure 4.15b). Nous observons
que la dérive du gain (positive dans cet exemple) favorise le déplacement des raies à
haute énergie tandis qu’une dérive de l’offset négative (distribution en bleu) domine
le déplacement des raies à basse énergie. En effet, près de 4 keV cette dérive peut
potentiellement entraîner une perte (ou une augmentation) de coups si les événe-
ments passent sous le (ou au dessus du) seuil de détection. Cependant compte tenu
du faible nombre de photons attendu dans un canal du spectre à 4 keV, ce déplace-
mentmajoritairement inférieur à la largeur d’un canal s’accompagnerait d’une faible
variation du taux de comptage. Toutes ces mesures de stabilité sont reproductibles.
L’évolution des courants dans le temps sur cette CD n’a pas été mesurée. Cependant
ce type de profil temporel est très similaire aux mesures de stabilité en courant réa-
lisées sur certains détecteurs unitaires (en prenant pour exemple le détecteur 2 de
la figure 2.24b).
Pour finir, cette hypothèse de corrélation de la dérive du gain avec le courant de
fuite est vérifiée dans le profil temporel extrait du spectre d’injection à 18◦C reporté
sur la figure 4.15c. À cette température, pour le même détecteur, la dérive est néga-
tive puis se stabilise après une durée (de 90 à 220 minutes) qui dépend de la tension
de polarisation. En réalisant des spectres de longues durées à l’aide d’une source
d’241Am à la même température et pour le même XRDPIX polarisé aux même ten-
sions (sans injection de signal par l’entréeVtest), je mesure les temps de polarisation.
Ces temps de polarisation correspondent bien aux temps de stabilisation de la dérive
du gain suggérant que le courant de fuite du détecteur est dominé par l’injection de
porteurs minoritaires à température ambiante (cf. figure 2.26) et donc que la dérive
observée est corrélée au courant de fuite du détecteur.
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Figure 4.15 – Exemple de dérive du gain de la voie d’un XRDPIX dans le temps, à différentes températures. a - Les centroïdes
des raies du spectre d’injection sont décalés dans le temps, après allumage de la haute tension (coupée toutes les 2 heures) à
-20◦C. Ces raies d’injection sont repartis sur la gamme d’énergie des l’XRDPIX de 30 à 180 keV. Les erreurs sur les centroïdes
sont données à 3 σ b - Distributions de la dérive du centroïde à -20◦C et -450 V après 2h de mise sous tension pour les 4 raies
du spectre d’injection. La dispersion de ces distributions est inférieur à la taille d’un canal du spectre. c - Dérive du même
pixel mesurée à différentes tensions sur une durée de 6 heures à 18◦C. Les temps de polarisation mesurés par ailleurs avec
une source d’241Am dans ces 4 configurations (lignes verticales en pointillés) sont compatibles avec l’évolution du courant de
fuite dominé par l’injection de porteurs minoritaires ( 2). Les erreurs propagées sur la dérive du gain sont données à 1 σ
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4.4.3 Relation seuil ASIC – énergie
Le seuil de détection des XRDPIX est définit par la tension de référence générée
par le convertisseur numérique-analogique propre à chaque voies de l’ASIC. Pour
une valeur de seuil numérique sur 8 bits donnée (consigne de seuil ASIC de 0 à 62),
la tension de référence peut varier faiblement d’une voie à l’autre. La position du
seuil bas de détection en keV va fortement dépendre de la relation canal-énergie.
Par conséquent, la valeur numérique à programmer, pour obtenir par exemple un
seuil bas de détection à 4 keV, va différer sur l’ensemble des voies. Pour estimer la
valeur de cette consigne pour une énergie donnée je mesure, à l’aide du script de test
décrit § 4.3.1, l’évolution de la position du seuil de détection (en canaux de l’ADC) en
fonction de la consigne de seuil programmée.
Sur la figure 4.16 je réalise, pour chaque valeur de seuil, l’acquisition du pic de
bruit en identifiant la position du seuil bas de détection (S3) par interpolation. Cette
valeur décimale en abscisse que l’on nommera mesure ADC correspond à un nombre
de coups (cercles roses) équivalent à 10% de la différence entre le maximum du pic
(triangles bleus) et le creux (triangles violets) où le nombre de coups est proche de
0. La relation entre la consigne de seuil et la mesure ADC de la coupure, définie
ci-dessus, est parfaitement linéaire sur la gamme de seuils testée avec un coefficient
directeur souvent supérieur à 1 traduisant le fait qu’un pas de seuil ASIC (quantum
de tension sur le DAC) ne vaut pas forcément un pas de l’ADC. Une mesure au delà
de la gamme explorée est compliquée d’une part car la consigne de seuil maximale
programmable (consigne de seuil 62) correspond d’après cette loi à une énergie au-
tour de 13 keV et d’autre part car tout le bruit serait coupé, nécessitant l’utilisation
d’une source de 55Fe ou d’une source de rayonnement d’énergie variable comme un
générateur de rayons X pour observer la position de la coupure.
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Figure 4.16 –Mesure de la relation seuil ASIC - Canal : Plusieurs acquisitions du pic de bruit à différentes valeurs de consignes
de seuil (à gauche) permettent d’établir une droite d’étalonnage (à droite) afin de calculer la consigne de seuil à programmer
sur l’ASIC pour un déclenchement de la voie au dessus d’une valeur en énergie déterminée. Les valeurs retenues pour établir
la droite d’étalonnage correspondent à des valeurs décimales sur l’axe des canaux (e.g. cercles roses). Ces valeurs que l’on
nommera mesures ADC ne sont pas discrètes comme les canaux du convertisseur. Elles sont associées à un nombre de coups
équivalent à 10% de la hauteur du pic correspondant à la soustraction du nombre maximum de coups (triangles bleus) au
nombre de coups dans le creux (triangles violets).
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4.5 Seuil bas de détection
4.5.1 Méthodologie
La détection d’un sursaut, avec un rapport signal sur bruit suffisamment élevé
pour localiser précisément sa position, nécessite que le bruit de fond total soit le
plus faible possible. Ce bruit de fond total est à la fois produit par l’interaction des
photons du rayonnement diffus en X (ou CXB sur la figure 4.17), la détection des
particules primaires ou secondaires issues des interactions des particules chargées
d’origine solaire ou cosmique avec la structure du télescope ainsi que le bruit élec-
tronique des détecteurs. Chaque composante possède un taux de comptage et une
distribution en énergie différente. Les interactions des particules secondaires pro-
duit des événements à des énergies supérieures auMeV (Godet et al., 2009), saturant
occasionnellement les détecteurs (Nasser et al., 2015), tandis que le fond diffus et le
bruit électronique dominent à basse énergie.
Figure 4.17 – Spectre simulé des énergies déposées dans
les détecteurs d’ECLAIRs par le fond diffus astrophysique
entre 4 et 150 keV. Ce spectre correspond au bruit de fond
maximal sans la Terre dans le champ de vue de l’instru-
ment. Cette simulation prend en compte la géométrie du
masque et de la structure du telescope ainsi que l’efficacité
quantique des détecteurs. Le spectre des photons incidents,
utilisé pour calculer les dépots d’énergies, est extrait des
mesures de bruit de fond Swift/XRT (Moretti et al., 2009)
en dessous de 163 keV et HEAO1 (Gruber et al., 1999) au
dessus. Le spectre est construit à partir de 45 simulations
(Geant4) représentant 60 s d’exposition chacune et convolué
par une gaussienne avec une FWHM de 1.56 keV représen-
tative de la résolution spectrale d’ECLAIRs.
Figure 4.18 – a - Exemple de spectre de bruit acquis dans l’obscurité, sans source radioactive avec toutes les autres voies
coupées. Dans cet exemple, le seuil de détection est programmé automatiquement autour de 2.4 keV avec une tension de - 250
V et un temps de peaking de 0.95 μs. Le pic de bruit est ajusté par une loi gaussienne (en rouge). b - Distribution cumulative
de coups entre 150 et 0 keV calculée à partir du modèle gaussien. Le seuil bas physique du détecteur correspond l’énergie où
la distribution cumulative équivaut à 10% de l’intégrale du bruit de fond (CXB) entre 4 et 150 keV.
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Nous avons vu que le bruit électronique induit, pour un seuil de détection suffi-
samment bas, des coups du fait de la fluctuation de la tension de sortie des filtres.
Ces coups forment un pic de bruit qu’il est possible d’acquérir avec un seuil correc-
tement ajusté généralement de manière automatique (figure 4.18a). L’exécution de
la méthode d’acquisition décrite au § 4.3.1, en balayant l’espace des paramètres voie
par voie, est extrêmement chronophage avec plus de 200 heures de test nécessaires
par XRDPIX. Les durées d’acquisition de ces pics de bruit sont très variables avec
une durée maximale fixée à 5 minutes.
Je distinguerai trois types de seuils distincts. Le seuil bas de détection corres-
pond à l’énergie en deçà de laquelle le discriminateur de la voie ne fait plus basculer
le signal Trigger à l’état haut 6. Le seuil bas scientifique correspond à la limite infé-
rieure de la bande d’énergie utilisée par l’UGTS pour l’imagerie (autour de 4 keV).
Pour finir, le seuil bas physique correspond à l’énergie au dessus de laquelle le bruit
électronique devient négligeable par rapport au bruit de fond astrophysique. Notons
que ce dernier seuil doit être inférieur au seuil scientifique pour garantir le meilleur
SNR dans les images. Le seuil de détection est choisi entre ces deux dernières valeurs
pour limiter l’encombrement de la mémoire de masse. À l’heure actuelle, aucune dé-
finition précise du seuil bas physique n’a encore été retenue par le consortium pour
estimer le niveau de bruit électronique autorisé par détecteur. Par conséquent, pour
la détermination du seuil bas physique, je propose la méthode suivante :
Dans un premier temps, je normalise le spectre de bruit par la durée de l’acqui-
sition et par la taille, en keV, du pas de l’ADC (autour de 0.23 keV/canal pour un
spectre codé sur 10 bits) pour pouvoir le comparer avec le spectre du CXB attendu.
J’ajuste le pic de bruit par une gaussienne sur l’épaule haute énergie (figure 4.18a)
et je calcule la distribution cumulative de coups de 150 à 0 keV pour le spectre de
bruit électronique et de 150 à 4 keV pour le CXB (figure 4.18b). Je définis ensuite
le seuil bas physique comme l’énergie à laquelle la distribution cumulative de coups
du bruit électronique est égale à 10% de la distribution cumulative du CXB à 4 keV,
correspondant à l’intégrale du nombre de coups du bruit de fond astrophysique entre
150 et 4 keV.
4.5.2 Résultats
Cette méthode appliquée à tous les spectres de bruit générés dans l’espace des
paramètres, me permet de suivre l’évolution du bruit en fonction des paramètres
instrumentaux avec une approche similaire à celle présentée au § 4.3.2. Un exemple
est présenté sur la figure 4.19. Les valeurs de seuil bas associées aux faibles valeurs
de tp sont très homogènes car principalement dominées par le bruit série et 1/f. Pour
des détecteurs présentant un courant de fuite plus élevé, comme dans cet exemple
avec un courant estimé autour de 144 pA à -450 V, le seuil bas de détection reste
6. Le terme de consigne de seuil ASIC précédemment utilisé correspond à la valeur de ce seuil
exprimée en nombre de pas du convertisseur numérique-analogique. Cette valeur, réglable entre 0 et
62, correspond à des seuils de détection inférieurs à 13 keV. La valeur 63 empêche le déclenchement
du signal Trigger.
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Figure 4.19 – Évolution du seuil bas physique à -20◦C a - avec le temps de peaking et b - avec la tension de polarisation.
Au même titre que l’évolution de la FWHM présentée précédemment, la valeur du seuil bas semble également liée au bruit
électronique provenant de l’ASIC et du courant de fuite des détecteurs. Un bas temps de peaking présente un seuil bas relati-
vement élevé (mais inférieur à 4 keV) quasiment indépendant de la tension de polarisation alors qu’un tp plus important rend
le seuil bas très dépendant du courant de fuite qui dans cet exemple varie de 38 et 144 pA entre -250 et -450 V.
Figure 4.20 – Distribution de l’intégralité des mesures de
seuil bas physique réalisé à -20◦C correspondant à 64
pixels (2 XRDPIX) testés dans 70 configurations différentes
(soit 4480 points au total). L’immense majorité de ces me-
sures, soit 95.5% des valeurs calculéesmême dans les confi-
gurations les moins favorables, montre un seuil bas infé-
rieur à 4 keV. La distribution des seuils associés au temps
de peaking de 0.95 μs (en rouge) présente les valeurs de
seuils les plus élevées. Ces mesures sont réalisées entre 10
et 130 minutes après application de la haute tension, le
temps d’acquérir le spectre de bruit sur chaque voie.
inférieur à 4 keV. De même l’évolution du seuil bas de détection augmente avec le
courant de fuite par l’intermédiaire de la tension de polarisation. Un compromis est
à trouver entre le temps de peaking et le courant de fuite pour obtenir des valeurs
stables inférieures à 4 keV et relativement homogènes. La distribution de tous les
seuils bas physiques calculés dans toutes les configurations pour 64 pixels est re-
présentée sur la figure 4.20. Seules quelques voies ont un seuil bas de détection au
dessus de 4 keV dans des configurations défavorables i.e. pour un tp de 0.95 μs, un
fort courant de fuite à tp élevé, des voies instables (c.f. §4.6.2) ou une perturbation du
taux de comptage identifiée sur les voies 8 et 16 (c.f. §4.7.2). Cette étude ne prend pas
en compte l’évolution temporelle du courant de fuite (c.f. figure 2.32b et 2.30b). En
effet, chaque voie étant testée dans l’ordre, la différence de bruit mesurée entre les
premières et les dernières voies testées est expliquée par l’augmentation du courant
de fuite pendant la durée du test (c.f. §4.3.1). En effet, la mesure de seuil démarre
sur la première voie de l’XRDPIX 10 minutes après l’application de la haute tension
et se termine en moyenne 130 minutes plus tard lorsque la 32ème voie est testée.
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4.5.3 Corrélations seuil bas - résolution spectrale
Cetteméthode demesure précise du seuil bas physique est relativement complexe
à mettre en oeuvre pour étudier l’évolution du bruit dans l’espace des paramètres
sur un grand nombre d’XRDPIX. Par conséquent, il est intéressant de chercher des
corrélations avec un autre marqueur du bruit électronique comme la résolution spec-
trale. Une telle relation permettrait, par une simple mesure spectrale, de garantir le
seuil bas physique sans avoir à réaliser de mesures complémentaires sans sources de
rayonnement. Évidement, cette approche n’est pertinente que si les événements dé-
tectés à basse énergie par le système en l’absence de rayonnement sont uniquement
dues au bruit électronique et non à la production d’artéfacts (injection de charges ou
fausses détections) soit par l’ASIC, soit par le FPGA.
Sur la figure 4.21, j’ai reporté en abscisse la valeur de la résolution calculée par
l’ajustement de la raie à 59.54 keV d’un spectre d’241Am par le modèle EMG dans
toutes les configurations (4480 points au total) et en ordonnée, les valeurs de seuil
bas physique mesurés dans l’obscurité, sur les même pixels et dans les même confi-
gurations. Il apparaît que le seuil bas calculé par rapport à l’estimation du bruit de
fond astrophysique est bien corrélé à la résolution spectrale mesurée sur les spectres
d’241Am. La population principale des pixels distribués autour de la droite de corré-
lation (en gris) se sépare en deux sous-groupes : le groupe principal avec des résolu-
tions comprises entre 0.9 et 1.2 keV et un groupe excentré au delà de 1.3 keV, corres-
pondant à un temps de peaking de 0.95 μs. Cette population forme également un pic
dans la distribution de la figure 4.20. Les seuils du groupe principal, correspondant
à des temps de peaking plus élevés, sont davantage dépendant du courant de fuite
des détecteurs. Par conséquent, nous observons une dispersion plus importante du
seuil mesuré. Cette dispersion est en grande partie due à l’évolution temporelle du
courant de fuite. En effet, les valeurs les plus élevées correspondent principalement
à des pixels testés en dernier. Pour finir, il existe une population non-corrélée avec
des seuils très supérieures à 4 keV, associée à deux anomalies identifiées : une per-
turbation du taux de comptage des pixels 8 et 16 (cercles) et des instabilités du taux
de comptage pour des pixels bruyants (triangles).
Figure 4.21 – Corrélation du seuil bas physique des détec-
teurs avec la résolution spectrale mesurée en phase de ca-
ractérisation dans toutes les configurations explorées. La
droite de corrélation en gris permet d’estimer le seuil bas
à partir d’une simple mesure de la FWHM. Pour compa-
raison, la droite en bleu correspond au seuil bas à 6σ at-
tendu après soustraction de la contribution du facteur de
Fano dans l’expression de la FWHM définie par la relation
(4.2). Une population de pixels non-corrélées correspond à




4.6.1 Effet de polarisation
Nous avons vu § 2.3.4 que les détecteurs CdTe munis d’un contact Schottky pré-
sentent une dégradation de leurs performances spectrales dans le temps causée par
l’effet de polarisation. Cette instabilité dépend de la température des détecteurs et
de la tension de polarisation appliquée. Le choix de la valeur de ces paramètres ins-
trumentaux peut donc jouer un rôle important pour assurer une bonne opérabilité
du plan de détection en vol.
Au cours du temps, le champ électrique devient de plus en plus intense à l’anode
et de moins en moins intense à la cathode. Cet effet ralentit la dérive des trous fa-
vorisant les pertes de charges pour des profondeurs d’interaction importantes. Dans
un premier temps, le centroïde des raies se décale lentement vers les basses énergies
avec une vitesse Vshift constante dès la mise sous tension des détecteurs. Lorsque la
taille de la zone de déplétion devient inférieure à l’épaisseur du détecteur, certaines
interactions dépendant de l’énergie des photons incidents vont avoir lieu dans la
zone de champ libre nouvellement créée prés de la cathode (i.e. une zone où le champ
électrique est quasi nul). Dans cette zone, le transport des charges est dominé par
la diffusion thermique. Si certaines charges atteignent la zone déplétée, alors elles
pourront dans certains cas être collectées. Spectralement, cet effet se traduit par un
décalage et une déformation des raies dans le temps, induisant une augmentation de
la résolution spectrale et une diminution de l’efficacité de détection. L’altération de
la réponse des détecteurs dans le temps est complexe car la modification du champ
électrique rend le phénomène dépendant de la profondeur d’interaction. En effet, les
photons de basse énergie interagissent près de la cathode. Le signal induit sera donc
dominé par le transport des électrons responsables du décalage de la raie. Pour des
interactions à plus haute énergie, le signal induit est davantage dominé par le trans-
port des trous. Pour ces énergies, une diminution de l’intensité du champ électrique
vers la cathode va donc accentuer la déformation de la raie.
Afin d’étudier comment l’effet de polarisation pourrait dégrader les performances
des XRDPIX dans les conditions de vol, je réalise des acquisitions de spectres à
basses et à hautes énergies en utilisant des sources radioactives d’241Am et de 55Fe
sur une durée supérieure à 15 heures. Mon étude se base sur des mesures réalisées
sur quatre modules XRDPIX avec la source d’241Am et sur un module XRDPIX avec
la source de 55Fe. La durée de 15h correspond à l’intervalle de temps maximal es-
timé entre deux passages profonds du satellite dans l’anomalie de l’Atlantique sud.
Lors de ces passages, les détecteurs seront dépolarisés. Pour estimer l’impact de cet
effet sur l’instrument, je considère un cas pire maximisant la dégradation des per-
formances spectrales des détecteurs soit une tension de -200V et une température
des détecteurs de -18◦C.
CHAPITRE 4. CARACTÉRISATION DES PERFORMANCES XRDPIX 133
Pour compléter cette étude, je m’intéresse également au comportement des dé-
tecteurs à plus haute températures pour :
• Inter-comparer mes résultats obtenus sur plusieurs modules XRDPIX avec les
travaux menés sur les détecteurs unitaires par Remoué (2010) ;
• Augmenter la statistique sur les mesures du temps de polarisation et de la
vitesse de décalage du centroïde des raies (Vshift). Ceci me permet de mieux
contraindre la dispersion de ces paramètres en fonction de la température ;
• Mesurer l’impact de l’énergie des photons incidents sur l’évolution de l’efficacité
de détection, notamment pour des énergies proches du seuil bas de détection ;
• Mesurer l’énergie d’activation des détecteurs en utilisant l’évolution du temps
de polarisation avec la température. Je compare mes résultats avec les mesures
spectrales de l’énergie d’activation effectuées par Meuris (2009) sur le même
type de détecteurs.
Pour analyser les propriétés spectrales de l’XRDPIX dans le temps, je recons-
truis à partir des listes d’événements un spectre toutes les 600 secondes pour des
températures supérieures à 0◦C et toutes les 1800 secondes pour des températures
inférieures. Cette méthode permet d’obtenir un bon compromis entre la précision
de la mesure du temps de polarisation et le nombre de coups dans chaque raie des
spectres. Pour chaque spectre, j’ajuste la raie principale en utilisant le modèle EMG
et je calcule l’intégrale de la raie modélisée ainsi que la valeur du centroïde et du
paramètre d’asymétrie λe. Sur la figure 4.22 est tracée la dérive du centroïde de la
raie à 59.54 keV (241Am), le paramètre λe mesuré à 59.54 keV (241Am) et 5.9 keV (55Fe)
ainsi que la dérive de l’efficacité de détection pour une température de -18◦C et une
tension de -200V. La figure 4.22a présente également des mesures effectuées à 25◦C
pour trois tensions différentes (-100, -200 et -300V) à titre de comparaison.
Le décalage de la raie vers les basses énergies se produit dès la mise sous ten-
sion des détecteurs avec une vitesse Vshift qui dépend exponentiellement de la tem-
pérature. Ceci explique pourquoi les valeurs de centroïde de la raie à 59.54 keV à
-18◦C ne varient pas de manière significative (voir aussi la figure 4.24b). Les va-
leurs moyennes de Vshift mesurées à 25◦C pour des tensions de -100, -200 et -300V
sont similaires à celles mesurées par Remoué et al. (2010) sur une population de
16 détecteurs unitaires. Je calcule le temps de polarisation en utilisant la méthode
présentée au §2.3.4. Ce temps correspond à l’intersection de l’ajustement linéaire en
régime de sur-déplétion (en rouge sur la figure 4.22a) avec l’ajustement exponentiel
en régime de sous-déplétion (en orange sur la figure 4.22a). Pour la majorité des dé-
tecteurs, je constate que l’évolution du temps de polarisation avec la tension n’est
plus linéaire au delà d’environ -200V pour une température de 25◦C. Le modèle de
Toyama et al. (2006) (cf. l’équation 2.49) au contraire prédit une évolution linéaire.
Cet écart par rapport au modèle a également été observé par Meuris (2009) pour ce
type de détecteurs avec une épaisseur de 1mm. L’écart de linéarité par rapport au
modèle de Toyama est un avantage, car une augmentation modeste de la tension de
polarisation va retarder plus fortement l’effet de polarisation.
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Figure 4.22 – Impacts de l’effet de polarisation sur les performances spectrales d’un détecteur. a - Déplacement du centroïde
de la raie à 59.54 keV (241Am) normalisé à sa valeur initiale à -18◦C et -200V (étoiles) et à 25◦C pour des tensions de -100,-200
et -300 V. Tous les spectres ont été acquis à un temps de peaking de 5.2 μs. Les courbes en trait plein correspondent à des
ajustements linéaires et exponentiels me permettant d’estimer le temps de polarisation (voir le texte pour plus de détails). b
- Évolution du paramètre d’asymétrie de la raie à 59.54 keV (241Am – en noir) et de la raie à 5.9 keV (55Fe – en vert) pour une
tension de -200 V et une température de -18◦C sur une durée de 24 h. c - Evolution du nombre de coups dans la raie à 59.54
keV (241Am – en noir) et dans la raie à 5.9 keV (55Fe – en vert) normalisé à la valeur initiale dans la même configuration. La
résolution temporelle est de 1800 s pour les mesures inférieures à 0◦C et de 600 s au dessus. Les erreurs sont données à 1 σ.
La valeur du paramètre d’asymétrie λe (cf. figure 4.22b) mesurée pour la raie à
59.54 keV (241Am) à -18◦C et -200V varie autour de 0.85 keV, tandis que λe varie
autour de 0.1 keV pour la raie à 5.9 keV (55Fe). En effet, les interactions des photons
de 5.9 keV ayant lieu plus près de la cathode, les trous peu mobiles produits par
ces interactions ont en moyenne moins de distance à parcourir jusqu’à la cathode
et donc contribuent moins au signal. Dans cet exemple, l’ajustement de l’évolution
temporelle de la position de la raie principale de l’241Am avec une droite semble in-
diquer une légère augmentation de la valeur de λe avec une pente de 1.50 ± 1.28 eV
h−1. Cependant, l’erreur étant donnée à 1 σ, ce résultat n’est pas très significatif.
Pour 1.5 % des détecteurs, la valeur de λe pour la raie à 59.54 keV (dans la même
configuration) se distribue autour de 2 keV avec une variation linéaire dans le temps
de 16.6 ± 6.2 eV h−1 (erreur à 1σ) traduisant une faible augmentation des pertes
de charges avec la diminution du champ électrique dans le volume de détecteur au
cours du temps.
L’efficacité de détection (cf. figure 4.22c) est calculée de manière relative en rap-
portant le nombre de coups total sous la raie étudiée par la valeur initiale. Ce calcul
tient compte du décalage spectral des raies dans le temps. Compte tenu de la taille
des erreurs (à 1 σ), la variation d’efficacité associée à la raie de 59.54 keV (en noir)
n’est pas significative dans cet exemple. Je retrouve unmême comportement sur qua-
siment toutes les voies des quatre modules XRDPIX testés. J’en conclus que, dans
ce cas pire (-200 V et -18◦C), l’efficacité de détection à 59.54 keV peut être considérée
comme constante sur une durée supérieure à 24h. La perte d’efficacité à basse éner-
gie (5.9 keV) est plus prononcée avec une pente de -0.086 ± 0.02 % (1σ) par heure
soit une perte d’efficacité de 2% au bout de 24 h. L’exemple montré sur la figure 4.22c
constitue le cas le plus défavorable sur une statistique de 32 détecteurs (soit un mo-
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Figure 4.23 – Effet de la température sur l’évolution temporelle des paramètres spectraux. a - Déplacement du centroïde de
la raie à 59.54 keV (241Am) normalisée à sa valeur initiale pour huit valeurs de température. Tous les spectres ont été acquis
à une tension de -200 V et un temps de peaking de 5.2 μs. Les temps de polarisation associés à chaque configuration sont
déterminés en recherchant l’intersection du régime linéaire (courbes en rouge) avec le régime exponentiel (courbes en orange).
L’incertitude sur le temps de polarisation est indiquée en bleu. b - Evolution du nombre de coups dans la raie à 59.54 keV
(241Am) normalisé à la valeur initiale pour les mêmes conditions. La résolution temporelle est de 600 s pour les températures
supérieures à 0◦C et de 1800 s en dessous. Les erreurs sont données à 1 σ.
dule XRDPIX). Par conséquent, en mettant de côté la dégradation des propriétés
de transport des charges, les performances des détecteurs en orbite, aussi bien au
niveau des comptages qu’au niveau spectral, seront très faiblement impactées par
l’effet de polarisation pour des tensions inférieures à -200 V et des températures de
fonctionnement inférieures à -18◦C.
Pour compléter cette étude, je me suis également intéressé à l’influence de la
température sur l’effet de polarisation en réalisant sur un module XRDPIX des ac-
quisitions de 24 heures à huit températures différentes. La figure 4.23a montre un
exemple de la variation du centroïde de la raie à 59.54 keV (241Am) et la figure 4.23b
montre l’efficacité de détection relative mesurée pour des températures croissantes
entre -15 et 25◦C pour une tension de -200V et un tp de 5.2 μs. Comme le modèle
de l’effet de polarisation le prédit, le décalage soudain du centroïde de la raie est
parfaitement synchronisé avec la perte brutale d’efficacité de comptage.
La figure 4.24b montre l’évolution de la distribution du Vshift avec la tempéra-
ture. La distribution devient de plus en plus homogène avec la diminution de la
température. En dessous de -5◦C, la dérive du centroïde de la raie est virtuellement
nulle. Les distributions du temps de polarisation, représentées sur la figure 4.24a,
sont calculées pour des températures supérieures à 0◦C pour lesquelles la phase de
décroissance exponentielle est observée (t < 24 h à -200 V). Ces distributions sont
relativement homogènes avec néanmoins une dispersion un peu plus importante à
basse température avec un temps de polarisation moyen qui augmente exponentiel-
lement avec la température. Je note que les temps de polarisation que je trouve à
25◦C et -200V sont compatibles avec les résultats obtenus par Remoué (2010) (cf.
leur table 1). L’évolution exponentielle du temps de polarisation avec la tempéra-
ture est imputable au temps de dépiégeage des trous τA vu dans l’équation (2.49) qui
dépend de l’énergie d’activation du niveau accepteur profond (voir l’équation 2.51).
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Figure 4.24 – Impacts de la température sur : a - la distribution du temps de polarisation et b - la distribution de la vitesse de
décalage (Vshift) de la raie à 59.54 keV (241Am). c - La variation exponentielle du temps de polarisation, pour des températures
supérieures à 0◦C où le temps de polarisation est inférieur à 24h, permet d’estimer la valeur de l’énergie d’activation du ou
des niveaux accepteurs profonds responsables du dépiégeage des trous.
En ajustant l’évolution du temps de polarisation avec la température (voir l’exemple
sur la figure 4.24c) avec un modèle exponentiel, je calcule une énergie d’activation
qui se distribue autour de 1.06 ± 0.11 eV (1σ) pour 32 détecteurs. Cette valeur, éga-
lement mise en évidence par Meuris (2009) au moyen de mesures spectrales, est
incompatible avec les valeurs mesurées à l’aide des courants de fuite (0.6-0.7 eV). Je
note qu’un niveau accepteur de 1.1 eV, associé à une lacune V+Te, est rapporté dans la
littérature (Davis et al., 1993; Pal et al., 1995). Cette dichotomie dans la mesure de
l’énergie d’activation pourrait traduire le fait que le courant soit dominé par un cou-
rant de surface associé à des énergies d’activation différentes des niveaux présents
dans le volume du détecteur.
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4.6.2 Instabilités du taux de comptage
Certaines voies des XRDPIX testés présentent des comptages très élevés (parfois
> 1000 coups s−1) par rapport au taux de coups imputable aux photons provenant
de la source radioactive (environ 10 coups s−1 pour la source d’241Am utilisée avec
une activité de 400 kBq). Ces coups se distribuent essentiellement à basse énergie.
Cette composante de bruit, par opposition au signal utile que constituent les pho-
tons provenant de la source radioactive, peut parfois contaminer le spectre jusqu’à
une vingtaine de keV (voir la figure 4.25). L’intensité de ce pic de bruit dépend de la
configuration instrumentale. En effet, ce pic de bruit se déplace vers les basses éner-
gies et diminue en intensité avec la diminution du temps de peaking et surtout de
la tension. Ces propriétés pourraient indiquer une influence du courant de fuite des
détecteurs sur l’apparition de ce pic de bruit. Cependant, les résolutions spectrales
pour la raie à 59.54 keV mesurées sur les voies présentant ces instabilités ne sont
pas correlées avec les valeurs de seuil bas physique (cf. figure 4.21).
Une autre caractéristique de ces instabilités est leurs grandes variabilités tem-
porelles. A partir des listes d’événements produites à l’issu des différentes mesures
spectrales effectuées à -20◦C 7, je reconstruis les courbes de lumière, avec une ré-
solution temporelle de quelques secondes (typiquement 3 s), pour chaque voie des
XRDPIX testés. Ceci me permet d’étudier la variabilité des instabilités sur une du-
rée typique de 1h. Les courbes de lumière obtenues dans certaines configurations
sur une voie d’un XRDPIX sont présentées sur la figure 4.26. Pour un temps de pea-
king maximal de 6.8 μs et pour une tension de polarisation inférieure ou égale à
-400 V, des structures temporelles erratiques apparaissent dans les courbes de lu-
mière. Cela se traduit par des augmentations du taux de comptage pouvant excéder
7. Pour chaque configuration de test, l’acquisition des événements démarre 50 s après l’allumage
de la haute tension. Puis à la fin de chaque acquisition la haute tension est coupée pendant 300 s.
Figure 4.25 – Exemple de spectre d’une source d’241Am pour une voie dite instable. a - Pour une tension fixée à -450 V en
RSM1 et trois valeurs du temps de peaking tp : 1.7, 4.4 et 6.8 μs. b - Pour un temps de peaking de 6.8 μs et trois tensions de
polarisation : -300, -400 et -450 V. Cette instabilité se caractérise par la présence d’un “pic de bruit” à basse énergie.
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Figure 4.26 – Evolution de la courbe de lumière acquise sur une durée de 3600 secondes à une température de -20◦C pour une
même voie d’un XRDPIX. a - En fonction du temps de peaking (1.7, 4.4 et 5.2 μs) pour une tension de -450 V. b - En fonction de
la tension de polarisation (-300, -400, 450 V) pour un temps de peaking de 6.8 μs. La résolution temporelle est de 3 secondes.
103 coups s−1 sur des échelles de temps variables (de quelques secondes à quelques
minutes). Ces instabilités apparaissent également pour des temps de peaking supé-
rieurs à 2μs. 12.5% des voies testés (soit 24 voies sur 192) présentent des instabilités
pour certaines configurations (i.e. des grandes valeurs de la haute tension et/ou du
temps de peaking). Parmi ces voies instables, 45% sont concentrées sur un même
XRDPIX, le premier construit pour la pré-série. Ce module présente également une
augmentation de la résolution spectrale par rapport aux mesures faites pendant la
phase de recette et a subi un nombre de manipulations (i.e. des phases d’installation
et de retrait sur les différents bancs de tests) plus important que pour les autres
XRDPIX testés. Ceci pourrait être à l’origine de la plus grande proportion de voies
instables. Sur les cinq autres modules testés, les voies instables n’occupent pas de
positions géométrique privilégiées. L’apparition de ces instabilités a été observée
sur le banc de caractérisation ainsi que sur les deux bancs dédiés à la recette qui se
situent sur des sites différents à l’IRAP.
En l’absence d’instabilités (voir par exemple la courbe de lumière pour une ten-
sion de -300 V sur la figure 4.26b), les taux de coups induits par les photons prove-
nant de la source d’241Am (∼ 400 kBq) fluctuent autour de ∼ 10 coups s−1 par voie
en fonction de la position de la source par rapport aux détecteurs. Dans ce cas, la
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Figure 4.27 – Courbes de lumière d’une même voie d’un XRDPIX, toutes acquises dans la même configuration : RSM1, -450
V et 6.8 μs. La durée de l’acquisition est de 3600 secondes avec une résolution temporelle de 3 secondes. a - Mesure initiale
à une température de -20◦C (courbe de référence). b - Mesure identique répétée 6 mois après la mesure de référence. Entre
les deux mesures, le module XRDPIX a été enlevé, puis ré-installé dans l’enceinte de test. c - Mesure à -22◦C. d - Mesure à
-18◦C. e - Courbe de lumière acquise avec une source de 55Fe. f - Mesure avec le paramètre RSM fixé à 0 (pas de temps mort
additionnel lors de la lecture des événements).
variabilité du taux de comptage est due à la fluctuation poissonienne du nombre de
photons détectés dans un intervalle de temps donné. Afin de mieux comprendre la
nature de ces instabilités du taux de comptage, j’ai étudié leurs propriétés en fonc-
tion d’autres paramètres tels que la température des détecteurs et le paramètre RSM
ainsi que de l’environnement de test. Sur la figure 4.27 sont tracées les courbes de
lumière pour une même voie d’un XRDPIX toujours polarisée à -400 V avec un temps
de peaking de 6.8 μs et le paramètre RSM fixé à 1 sauf pour la courbe f. La courbe
a correspond à la mesure de référence réalisée avec une source d’241Am (∼ 400 kBq)
à une température de -20◦C. La courbe b, représentant la même mesure réitérée 6
mois plus tard avec une autre carte d’interface, montre un profil temporel différent
avec des instabilités se développant au delà de 30 minutes. Les profils temporels des
instabilités apparaissent ainsi comme étant non reproductibles dans le temps. Les
courbes c et d présentent des mesures réalisées à deux températures différentes :
-22◦C et -18◦C avec la source d’241Am. La mesure à -18◦C montre clairement l’éta-
blissement progressif de l’instabilité au cours des 600 premières secondes. Puis le
système bascule entre deux régimes de comptage distincts avec un niveau instable
autour de 260 coups s−1 et un niveau à environ 10 coups s−1 compatible avec le taux
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de coups attendu compte tenu de l’activité de la source radioactive. Ce comporte-
ment binaire laisse penser à un problème d’interférences électromagnétiques. Pour-
tant pour effectuer l’ensemble de mes mesures, j’ai toujours cherché à réduire dans
l’environnement de tests les sources électromagnétiques susceptibles d’être pertur-
batrices. Lesmesures ont ainsi été faites en isolant l’ordinateur contrôlant le banc de
tests du réseau informatique et en éteignant les écrans d’ordinateur et les néons de
la salle blanche. Par ailleurs, les éléments de la chaine électronique ont été blindés
afin d’éviter tout problème d’origine électromagnétique. Les mesures ont souvent été
rèalisées le soir, les week-ends et les périodes de congés car ce sont des périodes où
l’activité du laboratoire est fortement réduite.
J’ai également étudié si le déclenchement des instabilités pourrait être dépen-
dant du taux de coups incidents et des dépôts d’énergie des photons. La courbe e
présente la courbe de lumière associée à l’emploi d’une source de 55Fe (5.9 keV). Lors
des mesures, cette source de 5 MBq a été partiellement masquée par un obturateur
pour garantir un taux de coups raisonnable sur l’XRDPIX, similaire à celui mesuré
en utilisant la source d’241Am. Ainsi, le taux de coup moyen pour une voie stable est
autour de 9.4 coups s−1. Le profil temporel de l’instabilité est différent de celui ob-
servé pour la mesure de référence. Il est cependant difficile de conclure que la source
radioactive joue un rôle quelconque dans l’apparition des instabilités. J’ai également
réalisé des mesures sans source radioactive sur une durée supérieure à la journée
dans une configuration instrumentale favorisant l’apparition des instabilités. Les
courbes de lumière des voies instables montrent le développement du phénomène
sur des échelles de temps différentes. Pour finir, la courbe f montre la courbe de lu-
mière acquise avec la source d’241Am dans la même configuration que pour la courbe
de référence, mais avec le paramètre RSM fixé à 0. Cette mesure, réalisée juste avant
celle avec un RSM fixé à 1, montre des caractéristiques temporelles similaires mais
avec un taux de coups maximal plus faible que pour la courbe de référence.
Pour étudier plus en détail les propriétés temporelles des instabilités et suivre
leur évolution dans l’espace des paramètres, je calcule deux observables à partir
des courbes de lumière (cf. figure 4.28). La première observable est la fraction du
temps pendant laquelle le taux de comptage est supérieur à un seuil donné. Ce seuil
(en bleu) est défini à 3 σ de la valeur moyenne de l’état stable (en vert). Pour re-
chercher des signatures périodiques dans la courbe de lumière, j’utilise une seconde
observable basée sur le calcul de la densité spectrale de puissance en fonction de
la fréquence. En effet, une source de photons ou de bruit poissonnien, stable dans
le temps, présente une densité spectrale de puissance (ou PSD) indépendante de la
fréquence (cf. figure 4.28a). Pour ce calcul, j’utilise une méthode basée sur la trans-
formée de Fourier rapide utilisée par exemple pour la recherche d’oscillations quasi-
périodiques dans les courbes de lumière de binaires X (Leahy et al., 1983). Sur la
gamme de fréquences échantillonnées, aucun signal périodique n’est observé sur les
voies stables et instables. Cependant, la densité spectrale de puissance n’est plus
constante pour les voies instables et présente au contraire un excès à basse fréquence
du fait de la variabilité mesurée dans les courbes de lumière. Cet excès est mis en
évidence en calculant la puissance intégrée sur la gamme des fréquences échantillon-
nées qui est plus élevée que celle calculée sur une voie stable. La manière dont j’ai
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Figure 4.28 – Estimation des paramètres caractéristiques de l’instabilité à partir de la courbe de lumière d’une même voie. a -
Pour une configuration stable (RSM1, -450 V et tp=1.7 μs). b - Pour une configuration instable (RSM1, -450 V et tp=6.8 μs). En
calculant l’histogramme des taux de coupsmesurés dans chaque intervalle de temps (de 3 secondes), la distribution gaussienne
est ajustée pour déterminer la valeur moyenne (en vert) de l’état stable correspondant au maximum de la distribution avec un
taux de coups autour de 10 coups s−1. Le seuil en bleu correspond à 3 fois l’écart-type σ de la distribution gaussienne. Ce seuil
permet d’estimer la fraction du temps pendant laquelle le taux de coups est anormalement élevé. La variabilité de la courbe
de lumière est également étudiée en calculant la densité spectrale de puissance. Les voies instables (à droite) présentent un
excès à basse fréquence et donc une puissance intégrée plus élevée.
construit mes courbes de lumière limite la gamme de fréquences accessibles. En ef-
fet, la valeur du taux de coups induit par la source radioactive contraint la résolution
temporelle des courbes de lumière. Dans l’exemple montré sur la figure 4.28, pour
obtenir une statistique suffisante cette résolution est fixée à 3 s. Par conséquent, la
fréquence maximale des signaux périodiques potentiellement détectables est limitée
à seulement 0.16 Hz suivant le critère de Shannon. Cette valeur est bien en dessous
de la fréquence des signaux d’horloges numériques (de quelques MHz).
Pour détecter l’occurence d’événements non poissonniens produits par des si-
gnaux quasi-périodiques ou des re-déclenchements intempestifs de l’ASIC, j’ai dé-
veloppé un algorithme me permettant d’étudier la distribution des différences de
temps d’arrivée (ou DTA) entre deux événements successifs détectés par l’XRDPIX.
Dans le cas de la détection de photons provenant d’une source radioactive ou tout
autre événement aléatoire, cette distribution suit une loi exponentielle (Berkson,
1975) dont un exemple est visible sur la figure 4.29a. Dans cette étude, je distingue
deux types de DTA. La première est basée sur l’intervalle de temps séparant deux
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Figure 4.29 – Étude de la distribution des différences de temps d’arrivée sur un même pixel de l’XRDPIX (DTA-Pixel). a -
Pour une voie stable à -300 V, les événements sont distribués selon un loi de probabilité exponentielle. La distribution est
reproduite par simulation (en vert). La DTA est divisée en 3 tranches entre 0 et 3 ms (en rouge), 3 et 100 ms (en orange) ainsi
que 100 et 500 ms (en jaune). Les événements avec δt > 500 ms sont comptabilisés dans le dernier canal de la distribution. b
- Spectres d’une source d’241Am associés aux différentes zones temporelles. Chaque couleur correspond à une zone de la DTA.
Le spectre total en vert est la somme de toutes ces composantes. c - DTA de la même voie développant une instabilité du taux
de comptage à une tension de -450V. L’ajustement de la distribution des événements de la source d’241Am est ajustée par une
loi exponentielle. Le seuil δt où la distribution est contaminée par un excès d’événements non poissonniens est en bleu (détails
dans le corps du texte). d - Spectres associé à la DTA pendant la phase instable. Ces données sont acquises à une température
de -20◦C sur une durée d’une heure en RSM1 et avec tp = 6.8μs.
événements successifs dans un même pixel (DTA-Pixel). La seconde est basée sur
le laps de temps séparant la datation d’un événement dans le pixel considéré et la
dernière détection de l’ASIC (DTA-XRDPIX) qui correspond à la datation du der-
nier déclenchement. Cette distinction permet de différencier les re-déclenchements
potentiellement provoqués par les signaux numériques communs aux 32 voies de
l’XRDPIX des signaux quasi-périodiques générés dans une voie particulière. Chaque
distribution (DTA-Pixel) est découpée en trois zones temporelles distinctes de 0 à 3
ms, de 3 à 100 ms et de 100 ms à 500 ms. Tous les intervalles de temps supérieurs à
500 ms sont comptabilisés dans le dernier canal de la distribution (cf. figures 4.29a
et 4.29c). La distribution est normalisée par le nombre total d’événements détectés
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dans le pixel étudié de telle sorte que l’intégrale de la distribution soit égale à 1. Pour
vérifier son caractère poissonnien, je compare la distribution observée (en noir) avec
une simulation numérique (en vert) obtenue en tirant N variables aléatoires (cor-
respondant au nombre de coups dans chaque spectre) suivant la loi de probabilité
suivante (Berkson, 1975) :






La distribution d’événements simulés par cette loi exponentielle est définie par
le taux de coups moyen μτ mesuré au cours de l’acquisition et par le nombre total
d’événements détectés dans le pixel. En l’absence d’instabilités, un test statistique
de Kolmogorov-Smirnov me donne une probabilité de 99.6%, indiquant que les deux
distributions suivent la même loi (cf. figure 4.29a). A l’inverse, dans une configura-
tion où les instabilités se développent, ce test devient négatif avec une probabilité
quasi nulle que les deux distributions soient identiques (cf. figure 4.29c). L’ajuste-
ment (en rouge) de la partie supérieure de la distribution réelle (en noir) entre 40
et 230 ms en utilisant la relation (4.6) me permet d’estimer le taux de coups moyen.
Je trouve une valeur μτ = 11.8 cps −1, compatible avec le taux de coups induits par
la source d’241Am. Cette distribution réelle montre donc un excès d’événements pour
des intervalles de temps d’arrivée inférieurs à 22 ms. Je définis une observable sup-
plémentaire pour caractériser les instabilités en estimant l’intervalle de temps δt
en dessous duquel l’écart entre la distribution réelle et l’ajustement exponentiel est
supérieur à 6 σ (en bleu) i.e. à six fois l’écart type de la distribution du résidu, calculé
pour chaque interval de temps en soustrayant les données par l’ajustement.
Connaissant l’énergie associée à chaque événement, je reconstruis le spectre de
chaque zone temporelle en triant les différences de temps d’arrivée. Les spectres ob-
tenus pour les configurations stables et instables sont reportés respectivement sur
les figures 4.29b et 4.29d. Dans la configuration stable, le spectre associé aux δt <
10 ms (en rouge) ne contient que 3.6% des coups du spectre total (en noir) en accord
avec la faible probabilité d’occurence de deux événements aléatoires dans ces courts
intervalles de temps compte tenu du taux de coups induit par la source radioactive.
Pour des configurations instables (cf. figure 4.29d), Il apparaît que le spectre asso-
cié aux faibles δt est contaminé par des événements se distribuant à basse énergie.
Par conséquent, le pic de bruit observé dans le spectre total est bien lié à des événe-
ments avec de faibles différences de temps d’arrivée. Le nombre d’événements dans
cette zone temporelle correspond, dans ce cas, à 69.2% des coups du spectre total.
Cependant, le taux de coups dans la raie à 59.54 keV reste similaire, dans les erreurs
statistiques, au taux de coups de la source mesuré en régime stable.
Cette méthode très puissante permet de filtrer les événements produits lors des
phases d’instabilité et donc de supprimer le pic de bruit du spectre au prix d’une
perte de coups non négligeable concernant les événements produits par des pho-
tons. La fraction de coups perdus, correspond sur cet exemple à une perte de 65.5%.
Elle peut être estimée en modélisant la distribution des temps d’arrivée des photons
de la source d’241Am. En ajustant la raie à 59.54 keV pour les spectres reconstruits
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dans les trois tranches de temps d’arrivée, je calcule les paramètres spectraux (i.e.
la résolution à mi-hauteur, le centroïde et le paramètre d’asymétrie λe). Les valeurs
trouvées pour chaque paramètre sont compatibles dans les erreurs pour toutes les
tranches de temps d’arrivée considérées ici. J’obtiens des résultats similaires lorsque
je considère d’autres voies instables. Les propriétés des raies ne semblent donc pas
être modifiées au cours des périodes d’instabilité. Une analyse complémentaire réa-
lisée à partir de spectres d’injection de charges à l’entrée Vtest de l’ASIC au moyen
d’un générateur ne montre pas non plus de dérive significative du gain associée à
ces périodes d’instabilité du taux de comptage.
Suivant la même méthodologie, je trace sur la figure 4.30 l’évolution des obser-
vables permettant de mettre en évidence les instabilités pour une voie instable d’un
XRDPIX en fonction de la haute tension et du temps de peaking. Ces trois obser-
Figure 4.30 – Exemple d’évolution des paramètres d’instabilité dans différentes configurations (-20◦C et RSM1). a - Variation
de la puissance totale, intégrée sur le domaine fréquentiel, avec le temps de peaking et b - avec la tension de polarisation.
c - Évolution de la fraction instable du taux de comptage avec le temps de peaking et d - avec la tension de polarisation. e -
Variation du seuil de contamination (en ms) de la distribution de temps d’arrivée par des événements non poissonniens avec
le temps de peaking et f - avec la tension de polarisation. Ces observables indépendantes montrent des tendances similaires.
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vables calculées de manière indépendantes montrent les même tendances, montrant
la robustesse de mes résultats. Ces instabilités apparaissent clairement pour des
tensions de polarisation et des temps de peaking élevés. La tension joue un rôle
déterminant. Une valeur de -450 V engendre des instabilités à quasiment tous les
temps de peaking alors qu’une valeur inférieure ou égale à -350 V n’en produit pas.
À partir des résultats obtenus sur les 6 XRDPIX testés, j’identifie trois types d’insta-
bilités. Le type 1, le plus courant, est associé à des voies présentant de forts courants
de fuite (> 100 pA). Ces valeurs correspondent ici aux courants de fuite calculés à
partir desmesures spectrales (cf. §4.3.2). Ces voies ont les taux de comptages les plus
importants. Ce type d’instabilité se déclenche à hautes tensions et à hauts temps de
peaking, avec ou sans source de rayonnement, que la voie fonctionne seule ou que
toutes les voies soient actives. Le type 2 est associé à des voies présentant un cou-
rant de fuite plus faible, inférieurs à une centaine de pA. Ces voies ont un taux de
comptage plus faible et sont systématiquement situées à proximité d’une voie in-
stable de type 1. Lorsque celle-ci est coupée (i.e. avec une consigne de seuil ASIC
fixée à 63), l’instabilité de type 2 disparaît. Enfin l’instabilité de type 3, beaucoup
plus rare, se développe au début du test uniquement pour une tension de -250 V. Ce
type d’instabilité se développe plus lentement et de manière moins erratique entre
20 et 40 minutes après l’application de la haute tension. Ce comportement n’a été
observé que sur deux voies et n’est pas reproductible.
Le modèle de bruit permettant d’ajuster les valeurs de FWHM s’ajuste difficile-
ment sur les voies instables pour des tensions supérieures à -350 V (voir l’exemple
sur la figure 4.31a). J’ai investigué la possibilité que ce problème puisse être du aux
instabilités. J’ai donc filtré les événements induits par les instabilités en utilisant
les différences de temps d’arrivée. Cela m’a permis de reconstruire mes spectres et
de calculer la résolution à mi-hauteur de la raie à 59.54 keV (cf. figure 4.31b). Les
Figure 4.31 – Évolution de la résolution spectrale de la raie à 59.54 keV (241Am) d’une voie instable en fonction du temps
de peaking (-20◦C, RSM1). a - à partir du spectre total et b - à partir du spectre associé à des différences de temps d’arrivée
supérieures à 100 ms. Les valeurs des courants de fuite des XRDPIX sont calculées à partir du modèle de bruit alors que
les valeurs de courant de fuite des céramiques-détecteurs sont des estimations extrapolées des caractéristiques I-V mesurées
entre -100 V et -600 V.
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Figure 4.32 – Corrélation de stabilité des voies et du courant de fuite des détecteurs en considérant les paramètres d’instabilité
tels que : a - la puissance totale et b - la fraction instable du taux de comptage. Ces mesures correspondent à une tension de
polarisation de -450 V en noir et -250 V en orange pour un temps de peaking de 6.8 μs.
ajustements de ces valeurs de FWHMavec lemodèle de bruit sontmeilleurs, mais les
valeurs de courant de fuite calculées sont en général similaires dans les erreurs avec
les valeurs obtenues sans filtrage des DTA. En comparant les paramètres d’instabi-
lité avec les valeurs de courant de fuite calculées, j’observe une possible corrélation
(cf. figure 4.32). Cependant une partie des détecteurs bruyants (environ 43%), avec
un courant de fuite supérieur à 150 pA et une résolution spectrale supérieure à 1.75
keV pour une tension de -450 V, n’induit pas d’instabilités.
Discussion des résultats et premières conclusions
Les instabilités du taux de comptage se caractérisent par de brusques augmen-
tations du taux de coups de certaines voies des XRDPIX. Elles sont observées sur
plusieurs bancs de test distincts. Le profil temporel de ce phénomène n’est pas re-
productible. Ces instabilités produisent des événements qui se distribuent à basse
énergie (en dessous de 20 keV) formant un pic de bruit dans le spectre. Ces événe-
ments peuvent être éliminés du spectre en filtrant les distributions de différences
de temps d’arrivée. J’ai mis en évidence des observables fiables et robustes, calcu-
lées à partir des courbes de lumières et des DTA de chaque pixel, permettant de lier
l’apparition de ce phénomène à des fortes tensions de polarisation et des temps de
peaking importants.
Les six XRDPIX testés sur le banc de caractérisation ont tous au moins une
voie présentant une instabilité de type 1 avec des taux de coups supérieurs à 103
coups s−1. Les voies touchées n’occupent pas de positions particulière sur l’XRD-
PIX. Ces instabilités de type 1 sont systématiquement liées à des courants de fuite
supérieurs à 100 pA. Par ailleurs, l’affirmation réciproque est fausse car toutes les
voies bruyantes ne sont pas nécessairement instables. La distribution des différences
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de temps d’arrivée de ces voies stables et bruyantes restent parfaitement exponen-
tielles. Les raisons physiques amenant au déclenchement de ces instabilités du taux
de comptage restent toujours inconnues. Elles pourraient être associées à des pertur-
bations électromagnétiques externes et/ou internes au niveau de l’ASIC et/ou de la
chaine électronique notamment au niveau de l’interaction de ces deux sous-systèmes
qui échangent des signaux numériques. Le moyen le plus efficace pour supprimer le
développement de ces instabilités est de diminuer la tension de polarisation ou de
coupler une tension plus élevée avec un temps de peaking faible. En effet, sur les
6 modules XRDPIX testés aucune instabilité n’a été observée à des tensions infé-
rieures à -400 V pour des temps de peaking inférieurs à 2μs sur une durée de 60
minutes. Des mesures complémentaires réalisées sur une durée de 72h à -400 V
pour un temps de peaking de 1.7 μs à -20◦C et -18◦C n’ont montré aucun signe d’in-
stabilité.
Finalement, il est important de souligner que les chaines électroniques utilisées
sur les bancs de tests actuels (les bancs de recette ou de caractérisation) ainsi que les
composants électroniques qui les constituent ne sont pas entièrement représentatifs
des performances de la chaine de vol, notamment en terme de compatibilité électro-
magnétique. Un modèle complet plus proche de la chaine de vol sera disponible sur
le prototype du plan de détection. Il sera alors intéressant d’investiguer sur ce pro-
totype l’apparition éventuelle de ces instabilités du taux de comptage. Si cela s’avère
être le cas, j’ai montré qu’il existe des configurations de paramètres instrumentaux
permettant de stabiliser les voies des XRDPIX. Si certaines voies deviennent in-
stables néanmoins une fois l’instrument en orbite, elles apparaîtront comme des
pixels bruyants qui seront automatiquement coupées par un logiciel dédié à bord.
4.7 Étude des comptages
4.7.1 Efficacité de détection
Pour une caméra à masque codé telle qu’ECLAIRs, la reconstruction des images
à partir du shadowgram nécessite de connaître les défauts d’uniformité de l’efficacité
quantique des détecteurs (cf. §1.4.2). Il est prévu d’utiliser en vol des tables d’effica-
cité pour corriger les non-uniformités de comptage des 6400 détecteurs. Cependant,
ce type de correction présente des limites. Ainsi, une bonne homogénéité de l’effi-
cacité des détecteurs permet de réduire les biais introduits lors des corrections de
champ uniforme (Flat-Field Corrections ou FFC).
L’efficacité d’un détecteur dépend principalement de sa surface, de son épaisseur,
de sa densité et de son coefficient d’atténuation linéique, lié aux sections efficaces
d’interaction des photons (cf. §2.1.2). L’évolution de l’efficacité avec l’énergie d’un dé-
tecteur plan en CdTe éclairé par l’électrode de platine est tracée sur la figure 4.33a.
La forte atténuation à basse énergie, en dessous de 10 keV, est due à l’absorption
de la couche de platine. L’efficacité nominale à 4 keV est de 55% et varie fortement
avec l’épaisseur de platine et l’incidence du rayonnement. Pour caractériser l’homo-
148 4.7. ÉTUDE DES COMPTAGES
Figure 4.33 – Étude de l’uniformité de l’efficacité quantique des détecteurs CdTe Schottky d’ECLAIRs. a - Simulation de
l’évolution de l’efficacité quantique avec l’énergie des photons sous incidence normale et avec un angle de 40◦, avec une couche
de platine de 0, 250 et 500 nm. b - Mesure du taux de coups d’un faisceau monochromatique d’énergie variable entre 5 et 20
keV pour 26 détecteurs d’un XRDPIX. Ces mesures ont été réalisées lors d’une campagne de tests sur l’expérience SOLEX au
CEA Saclay. c - Exemple de quatres rapports de raies calculés à partir de l’ajustement du spectre d’241Am en fonction de la
position du détecteur sur le module XRDPIX. Les coups intégrés dans chaque raie sont rapportés au coups intégrés sous la
raie à 59.54 keV. Les erreurs sont toutes données à 3σ.
généité des détecteurs, j’étudie la distribution des rapports de comptages dans les
différentes raies d’un spectre d’241Am sur les 320 détecteurs testés en spectroscopie
au cours de la phase de recette des XRDPIX. Cette méthode permet de s’affranchir
des effets géométriques liés à la position de la source et donc à l’angle solide. Sur la
figure 4.33c est reporté un exemple de quatre rapports de raies. Ce rapport est cal-
culé en intégrant le nombre de coups sous la raie en le divisant par la valeur obtenue
à 59.54 keV. Une variation au delà de l’erreur statistique traduit une modification
du profil de l’absorption en fonction de l’énergie des photons (le rapport de branche-
ment de la source radioactive étant constant). Sur l’ensemble des XRDPIX testés les
rapports de raies restent compatibles dans les erreurs statistiques à une constante.
Ce résultat relatif nous donne une bonne indication de l’homogénéité des détecteurs
entre eux. Pour contraindre davantage leur efficacité absolue il est nécessaire de
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prendre en considération la géométrie de l’expérience. En effet connaissant la posi-
tion, la distance et l’activité de la source au moment du test, il est possible grâce à
des simulations Monte Carlo d’estimer le nombre de photons déposant leur énergie
dans le volume de chaque détecteur par rapport au nombre de photons incidents et
de comparer cette valeur aux données expérimentales.
Sur la figure 4.33b est tracée l’évolution du taux de coups d’un détecteur à l’autre
lorsqu’ils sont illuminés par une source de photons monochromatiques. Ces données
sont issues d’une campagne d’essais menée sur l’expérience SOLEX (Source Of Low-
Energy X-rays). Ce dispositif expérimental permet de produire un faisceau de rayons
X collimaté, calibré en flux et en énergie entre 1 et 20 keV (Bonnelle et al., 2004). Au
cours de cette expérience, le faisceau de photons monochromatiques est collimaté
formant une tache plus petite que la taille du détecteur. Par conséquent, tous les
photons du faisceau sont envoyés dans la direction du détecteur, placé en face du
collimateur à l’aide d’une table X-Y pilotée par un script automatique qui scanne les
32 détecteurs de la matrice. Connaissant précisément le nombre de photons produits
par la source, il est en théorie possible, en mesurant le nombre de photons détectés,
d’estimer l’efficacité quantique du détecteur (Dubos et al., 2013). Un problème tech-
nique a rendu la calibration du faisceau en flux impossible à réaliser. Le nombre
exact de photons provenant de la source est donc inconnu mais reste parfaitement
constant, nous permettant de comparer tout de même les comptages d’un détecteur
à l’autre. À basse énergie, autour de 5 keV, le taux de coups mesuré (seulement sur
six voies pour des raisons techniques et logistiques) est homogène dans les erreurs
statistiques à 3σ.
4.7.2 Multiplicité et Perturbations
Nous avons vu au §3.3.2 que lorsque la sortie analogique du détecteur de pic dé-
passe le seuil de détection, la sortie du comparateur de la voie bascule à l’état haut.
Si deux événements indépendants (ou non) se produisent dans une fenêtre tempo-
relle inférieure au temps de gel de l’ASIC (soit 9.6 μs) alors la séquence de lecture
de l’événement sera considéré comme un multiple par le FPGA. Ces événements
peuvent être codés ou non. Dans certains cas, il est possible que le photon de fluores-
cence produit lors d’une interaction photoélectrique proche d’un bord du détecteur
s’échappe et interagisse dans le détecteur voisin. La simultanéité de ces deux événe-
ments implique que l’énergie du photon incident et celle du photon de fluorescence
soit bien codés. Cette propriété est très intéressante car elle permet d’isoler les raies
de fluorescence et d’échappement en reconstruisant un spectre à partir des événe-
ments multiples impliquant uniquement des pixels voisins (cf. figure 4.34).
Dans le cas contraire si deux événements fortuits se produisent dans un inter-
valle de temps très court (< 9.6μs) alors le premier événement sera bien codé, car
la valeur de la sortie analogique lue au bout du temps de peaking a atteint sa va-
leur maximale. Le deuxième événement lui, n’a pas le temps d’atteindre sa valeur
maximale. L’énergie mesurée est alors sous estimée. Comme il est impossible de sa-
voir quel événement est arrivé en premier, l’énergie mesurée pour les événements
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Figure 4.34 – Étude des comptages multiples associés aux pixels voisins. a - Ces spectres correspondent aux événements
multiples associés à des événements impliquant des pixels juxtaposés à droite (en vert), à gauche (en rouge), en haut (en bleu)
et en bas (en violet). Dans cet exemple, le pixel étudié est le numéro 17 entouré d’autres détecteurs. Remarquons la présence
de quelques coups autour de 60 keV correspondant à des multiples fortuits. b - Répartition des coups entre 20 et 40 keV sur
le module XRDPIX. Les pixels qui comptent le plus de fluorescence sont ceux qui sont encerclés par d’autres détecteurs CdTe.
Ces données sont issues d’une acquisition longue de 72 h pour accumuler une statistique satisfaisante étant donnée la faible
probabilité d’occurrence d’un échappement dans le pixel voisin. Configuration : tp = 1.77μs, HT : -500 V et RSM1
multiples est potentiellement entachée d’une erreur. Par conséquent, les spectres
sont acquis en ne codant que les événements simples. Il existe donc différents types
d’événements multiples : les vrais multiples, considérés comme des événements dé-
pendants et simultanés comme l’échappement dans un pixel voisin ou l’interaction
de gerbes de particules dans plusieurs détecteurs. Il existe une troisième catégorie
que je nommerai multiples "artificiels" qui sont en fait des perturbations engen-
drées par deux voies particulières de l’XRDPIX : la voie 8 et la voie 16. En étudiant
la DTA-XRDPIX c’est à dire la distribution des différences des temps d’arrivée entre
l’événement dans le pixel considéré (voir l’exemple de la voie 8 sur la figure 4.35) et
la datation du dernier déclenchement de l’XRDPIX, j’ai découvert un infime excès
d’événements non poissonniens dans l’intervalle δt = 60μs en RSM1. En abaissant la
valeur du paramètre RSM à 0, l’ASIC est relâchée 2 μs juste après la lecture rédui-
sant ainsi le temps mort à seulement 26 μs au lieu de 60 en RSM1. Par conséquent
en RSM0, les événements pour lesquels δt < 60μs sont détectés. Pour la plupart des
voies la différence de coups est infime car la probabilité d’observer des événements
entre 26 et 60 μs est relativement faible. Cependant dans le cas de la voie 8 et de la
voie 16 le nombre d’événements intervenant systématiquement autour de 35 et 65 μs
approche les trois ordres de grandeurs au dessus des coups de la source dans cette
zone temporelle (en rouge sur la figure 4.35c). Ces re-déclenchements produisent
des multiples contenant la voie 8, la voie 16 et souvent une autre voie aléatoirement
répartie sur le module de détection. Cette caractéristique temporelle indique clai-
rement que le déclenchement de ces voies perturbées est lié à un phénomène qui
se produit lors du déclenchement de l’XRDPIX car commun à toutes les voies. Si la
perturbation est causée par un signal numérique alors ce signal est forcement lié à
la séquence de lecture de l’XRDPIX. Ce phénomène peut causer des non uniformités
de comptage. En effet, si uniquement la lecture des événements simples est autori-
sée par le FPGA alors tous les événements perturbés par la voie 8 ou la voie 16 sont
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Figure 4.35 – Étude de la distribution des différences de temps d’arrivée des événements du pixel 8 avec le dernier déclen-
chement de l’XRDPIX (DTA-XRDPIX). a - En RSM1 la distribution est parfaitement exponentielle pour des δt > 60μs. Les
zones temporelles sont délimitées entre 0 et 80 μs, 80 μs et 1 ms ainsi que 1 ms et 20 ms. b - Spectres d’une source d’241Am
associés aux différentes zones temporelles en RSM1 c - DTA de la même voie (pixel 8) en RSM0. Dans cette configuration deux
pics apparaissent à 35 et 65 μs. d - Spectres associés à la DTA en RSM0 : de nombreuses raies "parasites" apparaissent dans
le spectre de 5 à 57 keV. Ces données sont acquises à une température de -20◦C sur une durée d’une heure à une tension de
polarisation de -250 V et un tp = 6.8μs.
perdus. La conséquence est que le taux de coups en simple d’un XRDPIX en RSM0
est dominé par la voie 8 et/ou la voie 16. Ce phénomène est très dépendant du para-
mètre RSM qui en ajoutant un temps mort supplémentaire, filtre les différences de
temps d’arrivée inférieurs à 60 μs et tous ces pics parasites associés (en rouge sur la
figure 4.35d). Le taux de multiples générés par cette perturbation ainsi que le taux
de comptage dépendent également du temps de peaking mais restent indépendants
de la tension de polarisation. En effet pour des temps de peaking inférieurs à 5 μs le
taux de multiples s’effondre pour n’atteindre que 1 à 2% contre 98 % dans les confi-
gurations les plus défavorables. Pour atténuer ce phénomène, j’ai abaissé sur le banc
de test de caractérisation la valeur de l’amplitude du signal Trigger. Cette amélio-
ration a fortement diminué le taux de multiples en RSM1 sans réel changement en
RSM0.
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4.8 Effet des particules chargées
Une étape importante dans la caractérisation d’une chaine de détection desti-
née à un usage spatial est l’analyse de ses performances dans un environnement
radiatif proche de celui rencontré par le satellite sur son orbite. L’idée sous-jacente
est de placer un XRDPIX sous un faisceau de particules chargées pour mettre en
évidence d’éventuelles altérations de sa capacité à détecter des photons (provenant
en laboratoire d’une source radioactive). Pour cefaire, l’équipe de développement de
l’instrument ECLAIRs, dont je fais partie, a mis en place des moyens de test afin
de réaliser cette expérience à l’accélérateur de particules TANDEM de l’Institut de
Physique Nucléaire d’Orsay. Les particules produites par cet accélérateur sont des
protons de 20 MeV et de particules α de 30 MeV. Les dépôts d’énergie induits par ces
particules sont suffisamment élevés pour produire à la fois une saturation du signal
de sortie de l’ASIC et potentiellement un ou plusieurs re-déclenchement(s) de la voie
touchée. Ces phénomènes induits par la saturation d’un ou plusieurs détecteur(s)
peuvent dans certains cas altérer le spectre en y ajoutant des événements mal co-
dés. Cette étude n’a pas pour objectif de caractériser le vieillissement des détecteurs
ni l’altération de la réponse spectrale avec la dose de radiation mais plutôt de ca-
ractériser le comportement dynamique de la chaine de lecture lorsque celle-ci est
confrontée à des scénarios de saturation proches de ceux rencontrés en orbite. Les
résultats de cette étude ont été soumis à la revue Nuclear Instruments and Methods
in physics research A et actuellement en cours de révision.
Résumé de la publication
Après une introduction sur l’environnement radiatif au niveau de l’orbite de
SVOM et une description du protocole expérimental, nous présentons les résultats
de deux campagnes d’essais réalisées entre 2010 et 2012. Les photons du spectre de
référence proviennent d’une source d’241Am de 40 kBq. Le module XRDPIX est placé
en vide thermique en sortie de ligne, derrière un collimateur. Le flux de particule,
relativement stable, est produit par diffusion Rutherford des particules du faisceau
primaire sur une cible en or. Le choix de l’épaisseur de cette cible permet de contô-
ler le nombre de particules incidentes par unité de surface au niveau de l’XRDPIX.
Les détecteurs sont polarisés à une tension de -400 V pendant les acquisitions et re-
froidis à une température de -20◦C pendant toute la durée des essais. Au total, une
vingtaine d’acquisitions de 30 minutes en moyenne ont été réalisées pour étudier
à la fois l’influence du temps de peaking (fixé à 4.4 et 6.8 μs), du paramètre RSM,
du dépôt d’énergie en variant le type de particule (proton ou α), de l’épaisseur de la
cible, avec et sans faisceau de particules. Des spectres de références ont été acquis
régulièrement sans faisceau à l’aide de la source d’241Am. Cette mesure de bruit de
fond avec le faisceau et sans source radioactive a été réalisée afin de soustraire le
bruit de fond induit par les particules (primaires ou secondaires) du spectre de pho-
tons, pour le comparer au spectre de référence associé (sans faisceau).
Les résultats des essais s’articulent autour des trois points suivants :








Figure 4.36 – Effet du taux de coups sur la valeur de la ligne de base. Cet offset sur la tension de sortie analogique de l’ASIC
est mesurée à l’oscilloscope (signal en bleu foncé) a - pour une fréquence de 15 coups par seconde et b - pour une fréquence
de 250 coups par seconde. Ces mesures ont été obtenues sur une céramique ASIC V1 en injectant une charge constante sur
l’entrée Vtest. Une variation de la valeur de la ligne de base est observée avec le taux de coups (ligne de base flottante). Dans
certains cas (b) la dérive de la ligne de base induit une valeur du signal de sortie en dehors de la plage de fonctionnement du
convertisseur (ici supérieure à +5V). Dans ce cas le FPGA est programmé pour ajouter un événement dans le dernier canal du
spectre pour éviter l’apparition d’artefacts.
• Gestion des événements saturants par la chaine électronique - Lors du
premier essais, l’observation et la mesure des hauteurs d’impulsions en sortie
du préamplificateur de charges (amplitude du signal analogique) montrent des
événements saturants compatibles avec les dépôts d’énergie des particules esti-
més par simulationMonte-Carlo. Au cours de la seconde campagne, nous avons
pris soin de programmer le FPGA pour ajouter un coup dans le dernier canal
du spectre en cas de saturation. En effet, deux types de saturations peuvent se
produire. D’une part, si le signal en sortie de filtre est saturé après l’interac-
tion d’une particule chargée dans le détecteur, la mesure de l’énergie déposée
est sous-estimée. D’autre part, une variation de la valeur de la ligne de base
est observé avec le taux de coups (cf. figure 4.36). Par conséquent, une simple
mesure de la tension de sortie du détecteur de pic n’est pas suffisante. Pour dé-
terminer l’énergie déposée, il est nécessaire de soustraire la valeur de sortie et
la ligne de base. Dans certains cas la dérive de la ligne de base peut entrainer,
pour la même énergie, une valeur du signal de sortie en dehors de la plage de
fonctionnement du convertisseur (supérieure à +5V ou inférieure à -5V). La va-
leur numérique obtenue est donc fausse produisant un repliement du spectre.
Dans les deux cas, ces événements sont détectés par le FPGA. L’énergie codée
n’est pas introduite dans le spectre et la valeur envoyée par le FPGA corres-
pond au numéro du dernier canal (1023 pour un spectre sur 10 bits). Lorsque
le faisceau de particules est activé, nous observons l’apparition d’un nombre
d’événements saturants dans le dernier canal du spectre compatible avec le
taux de coups de particules attendu au niveau de l’XRDPIX. Ce taux d’événe-
ments saturants est corrélé dans le temps avec le taux de coups mesuré indé-
pendamment par un détecteur annexe (SiPM) placé en amont du module de
détection.
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• Analyse des re-déclenchements après saturation - En développant un
algorithme spécifique de traitement des événements, datés avec une précision
de 10 μs, je mets en évidence l’apparition de re-déclenchements réguliers de
l’ASIC après la saturation d’un détecteur lorsque l’XRDPIX est irradié par
des particules chargées. Dans certains cas, ces re-déclenchements peuvent for-
mer de longues séquences de 450 μs comprenant plus d’une douzaine de re-
déclenchements toutes les 60 μs en RSM1 (et plus d’une vingtaine de re
déclenchements réguliers toutes les 30 μs en RSM0). La différence de temps
d’arrivée entre ces événements est toujours lamême et caractéristique du temps
de relaxation de l’ASIC après lecture d’un événement (60 μs en RSM1 et 26 μs
en RSM0, cf. §3.3.2).
Grâce au grand nombres d’interactions et aux multiples configurations testées,
j’étudie statistiquement l’influence des paramètres instrumentaux
sur le nombre de ces re-déclenchements. Je m’intéresse également à leurs ca-
ractéristiques temporelles comme la durée nécessaire pour retrouver un état
stable (distribution de la durée des séquences). Il apparaît que le nombre de
re-déclenchements dépend à la fois de l’énergie déposée par les particules char-
gées, du temps de peaking et de la durée du temps mort, définie par le para-
mètre RSM. En effet, un dépôt d’énergie plus important (30MeV) lié à l’interac-
tion des particulesα dans les détecteurs produit davantage de re-déclenchements.
De même un temps de peaking élevé augmente le taux de re-déclenchements
après saturation (cf. table 1 de l’article).
• Inaltération de la réponse spectrale des détecteurs - Je montre égale-
ment que la réponse spectrale des détecteurs obtenue en utilisant une source
d’241Am n’est pas altérée par la présence des particules chargées, si ce n’est
par une légère diminution du taux de coups des photons détectés induite par
le temps mort inhérent à l’accroissement du taux de comptage global (par les
particules du faisceau mais aussi par la fluorescence qu’elles induisent). En es-
timant les pertes dues au temps mort, je montre que les coups perdus dans le
spectre d’241Am corrigé du bruit de fond sont tout à fait compatibles avec le taux
de coups global du à la source de photons et aux particules chargées. En effet
après soustraction du bruit de fond, la raie à 59.54 keV du spectre d’241Am ne
présente aucune modification (asymétrie due aux pertes de charges, résolution
spectrale etc.) lorsque les détecteurs sont irradiés par le faisceau de particules.
En conclusion, ces essais permettent de valider le scénario de saturation des
XRDPIX, notamment vis à vis de la gestion des événements saturants par la chaine
électronique de lecture. Une analyse détaillée du comportement de la chaine montre
de rares re-déclenchements se produisant quelques dizaines de microsecondes après
la saturation d’une voie. Le nombre et les propriétés de ces séquences de désatura-
tion (nombre de re-déclenchements par séquence, durée de la séquence etc.) changent
avec la configuration instrumentale et de l’énergie déposée dans les détecteurs. La
répartition géométrique de ces séquences sur l’XRDPIX est assez variable d’une voie
à l’autre sans lien direct avec le seuil bas de détection. En fixant un temps mort suf-
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fisamment élevé (RSM1), le spectre de photons n’est pas ou peu contaminé par des
re-déclenchements intempestifs. Ce dernier ne présente aucune altération, après
correction du bruit de fond (pour les deux valeurs de RSM), validant ainsi le compor-
tement de la chaine en simulant expérimentalement l’environnement radiatif que
rencontrera SVOM une fois en orbite.
Contribution personnelle
Ma contribution à ces essais est assez significative et se concentre essentielle-
ment sur la deuxième campagne menée en décembre 2012. La première campagne,
qui s’est déroulé avant ma thèse a permis de préparer les équipements en vue de la
réalisation de la deuxième. J’ai participé à la préparation de cet essais en définissant
à l’avance le protocole de test à suivre pour chaque jour de test et en travaillant en
amont sur le fonctionnement du FPGA lors de saturations en utilisant des photons
auMeV provenant d’une source de 60Co. Au cours de la campagne, j’ai coordonné l’en-
semble des acquisitions et réalisé une analyse préliminaire pour valider la qualité
des mesures lors des phases de débogage.
Ma plus grande contribution reste l’analyse des données de l’expérience. En ef-
fet pour réaliser cette étude, j’ai développé un code spécifique pour la détection et
l’analyse des re-déclenchements à partir des données brutes "photon par photon".
J’ai également développé une méthode pour le calcul du temps mort basé sur les dis-
tributions de différences de temps d’arrivée des événements aléatoires. Pour finir,
j’ai rédigé intégralement l’article en y ajoutant les corrections et les suggestions des
co-auteurs.
Nasser et al. (2015), NIMA (à paraitre)
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Abstract
ECLAIRs is a wide-field (∼ 2 sr) coded mask camera working in the 4–150 keV band that will fly on board
the Chinese-French mission SVOM from 2021. ECLAIRs is responsible for triggering on and then localizing the
prompt emission of gamma-ray bursts. The ECLAIRs detection plane is an array of 6,400 4 × 4 mm2 Schottky
type CdTe detectors that are 1 mm thick. SVOM’s low-Earth orbit in a harsh radiation environment will be such
that particle irradiation will induce saturation events when large amounts of energy will be deposited on the CdTe
detectors. The electronic desaturation phase following such events may sometimes give rise to anomalous behavior
in the readout chain such as distortion of the energy encoding of the detected photons. In order to investigate this, we
performed particle irradiation measurements on the elementary detection module (XRDPIX), a 8 × 4 CdTe detector
matrix coupled with the low noise ASIC, IDeF-X. The experimental setup was designed to measure spectra using a
calibrated 241Am radioactive source with and without irradiating the detection module simultaneously with 20 MeV
protons or 30 MeV α particles at the Orsay-IPN Tandem accelerator facility in France. The XRDPIX was operated
with a reverse bias voltage of -400 V and at a nominal in-flight temperature of -20◦C. Pulse height monitoring shows
saturation events consistent with the energy deposition expected from Monte-Carlo simulations. We observe re-
triggering events (single, double or more in some cases) shortly following some saturation events on a limited number
of XRDPIX channels. The number of re-triggering events changes with the energy deposition on the detectors and
with different electronic parameters, such as the shaping filter peaking time and the dead time. We also show that
there is no significant change between the 241Am line spectra measured with and without particle irradiation, except
for a small increase in dead time losses due to higher count rates in the former case. This experiment allows us to
validate the operating robustness of the readout electronic chain in a space radiation environment.
Keywords:
Semiconductor detectors, X-/gamma-rays, SVOM, ECLAIRs, CdTe, instrumentation, readout electronics
1. Introduction
Gamma-ray bursts (GRBs) are short and very intense
flashes seen in hard X-/gamma-rays, lasting from a
few milliseconds to hundred of seconds and appearing
randomly in the sky. These cosmological events are
thought to be due to the catastrophic formation of
newly formed black holes following the collapse of
some massive stars [1] or after the coalescence of two
neutron stars [2]. Thanks to their huge brightness and
distance, GRBs offer the opportunity to probe the early
∗Contact. Tel.: +33-561557532
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Universe as well as the foreground structures located
along their line of sight. The ECLAIRs telescope is
a 2 sr coded-mask GRB trigger camera that will fly
onboard the Chinese-French GRB mission SVOM
(Space borne Variable Object Monitor) in 2021 [3].
The instrument is designed to detect a sample of ∼ 200
GRBs during the three year nominal lifetime of the
mission. ECLAIRs will provide well characterized
spectral and temporal data from 4 keV to 150 keV as
well as imaging capabilities between 4 and 80 keV.
With a moderate geometric area of 1024 cm2, the
expected low energy threshold of ECLAIRs of 4 keV is
a key parameter to increase the instrument sensitivity
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to high-redshifted GRBs [3]. To do so, the ECLAIRs
detection plane will be paved with 200 elementary
detection modules called XRDPIX. These detection
modules consist of a matrix of 8×4 Schottky type CdTe
detectors hybridized with the low-noise ASIC iDeF-X
[4] using two low capacitance ceramic plates (see
Fig. 1). The detectors will be cooled to a temperature
of -20◦C and will be operated with a reverse bias value
between -100 V and -500 V [5].
The spacecraft will be operated in a Low Earth Orbit
(h ∼ 650 km and at an inclination about 30◦). This
will result in regular passages in the South Atlantic
Anomaly (SAA) during which the detectors will be
depolarized. This convenient orbital configuration will
significantly reduce the number of high energy ionizing
particles of solar and cosmic origin, due to the radiation
belts geometry and geo-magnetic shielding. The SAA
environment, where the proton flux is expected to be
several orders of magnitude higher than elsewhere on
the orbit, will have an impact on the ageing of the
detectors and the microelectronics. We estimate the
average 50-500 MeV proton flux to be ∼500 p+cm−2s−1
[6] leading to a fluence of ∼ 2 · 109 p+cm2 during
the mission lifetime, considering six SAA crossings
per day. This estimated fluence is many orders of
magnitude below previous radiation damage studies on
CdTe detectors with indium Schottky contact [7] and
ohmic platinum contacts [8]. At increasing fluences
(from 1010 to 1012 p+cm−2 for protons of 200 MeV
and 700 keV respectively), these p-type Cl-doped
semiconductors show degradation in their energy
resolution due to an increase in their leakage current
and loss of charge collection efficiency as well as the
photo-peak position shifting to lower energies. The loss
of charge collection efficiency is due to the degradation
of the charge transport properties (the μτ product) and
changes (or creation) of minor charge carrier trap con-
centrations likely affecting the electric field distribution
[9]. Schottky-type CdTe detectors are known to suffer
from the bias-induced polarization phenomenon [10],
by the shifting the line peaks towards lower energies
with time, and by a decrease in quantum efficiency
along with a degrading of the spectral resolution.
Evidence for a decrease in the polarization time, for
Indium Schottky contact detectors cooled to -30◦C,
has been reported [7]. However, several instruments
using CZT or CdTe ohmic detectors have been flying
for years without showing dramatic ageing of their
detectors, for example, the Swift-BAT [11] camera
which crosses the SAA regularly and the Integral-IBIS
[12] which is exposed to an even more severe radiation
environment than that which ECLAIRs will experience.
The iDeF-X ECLAIRs ASIC is a multi-channel
integrated circuit, suited to low capacitive and low
dark current CdTe detector readout, is designed to be
radiation tolerant for space borne applications. The
chip does not show dose effect issues induced by γ-rays
[13]. The ASIC design has been improved to avoid
single event latchup, potentially destructive for the chip
[4]. Single events, which might cause errors, can be
detected using duplicated registers monitoring induced
differences of logical states. Considering the radiation
environment model for SVOM, no single event latchup
is expected over 5 years in orbit. However during SAA
crossings, the ASIC configuration will be restored and
the detectors will be depolarized.
Outside the SAA, the X/γ-ray diffuse background
(CXB) is the dominant source of noise below 70-90
keV[14]. Primary protons coming from cosmic-rays
and solar wind modulation [15], as well as secondary
protons coming from their interactions with the Earth’s
atmosphere below the radiation belts [16], prevail at
higher energy. The cosmic-ray energies are above 10
GeV due to the Earth magnetic field cut-off, while
secondary protons are between 10 MeV and 1 GeV
[17]. The high energy protons near the ionization
minimum will deposit far less energy in 1 mm of
CdTe than lower energy protons decelerated by the
instrument shielding and the mask. Indeed, Monte-
Carlo simulations including a basic mass model of
the instrument structure indicates that between 4 and
50 keV the X-/γ-ray diffuse background is between
one and two orders of magnitude higher than the
background induced particles (p+, e− & neutrons)
[14, 17]. In such wide-field coded-mask camera with
large effective area, the background has a strong impact
on the GRB detection sensitivity, especially with the
Earth’s position within the instrument field of view
[18]. These high energy particles could have an impact
on the behavior of the readout electronics chain. A long
saturation of an ASIC channel can lead to wrong energy
encoding and hence produce artefacts in the spectra.
So, we have to make sure that representative energy
deposition from ionizing particles will not degrade
the ECLAIRs detection performance while counting
photons.
In the present paper, we investigate the effects in-
duced by large energy deposition following interactions
of 20 MeV protons and 30 MeV α particles, on the
detectors of one XRDPIX, and on the behavior of the
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whole ECLAIRs readout electronics chain. We look
for any change in the energy encoding of the detected
photons following saturation events inducing significant
modifications of the XRDPIX spectral response. To do
so, we made use of the Tandem accelerator at the Institut
de Physique Nucle´aire facility in Orsay [19].
The paper is organized as follows: in Section 3, af-
ter a description of the XRDPIX detection module and
its associated readout electronics chain, we detail the
experimental setup implemented at the Tandem accel-
erator facility. In Section 4.1 & 4.2, we describe the
main results of the two test campaigns undertaken to ob-
serve saturated readout signals induced by high energy
deposition and compare them to simulations. Then in
Section 4.3 we report on the detection of re-triggering
events potentially related to atypical desaturation of the
electronics chain. We discuss the properties of these
events as a function of the amount of energy deposited
in the detectors as well as the values of some XRDPIX
electronic set-up parameters (i.e. the peaking time and
the dead time). In section 4.4 we show that the pho-
ton energy encoding using 241Am is not affected when
the XRDPIX is simultaneously irradiated by high en-
ergy protons or α particles. We discuss in Section 5 the
measurements and their implications on the ECLAIRs
in-flight operation.
2. Detectors and electronic chain
Thanks to their high atomic number, their large band
gap and their high density, CdTe semiconductors are
compact detectors well suited for space borne astron-
omy [20]. Photo-electric absorption is dominant up to
almost 200 keV and the quantum efficiency is larger
than 25% below 150 keV for crystal dimensions of 4×4
mm2 and 1 mm thick. The XRDPIX detection module
is a matrix of 8 × 4 Schottky type CdTe detectors hy-
bridized with a low noise and a low power consumption
ASIC through two ceramic plates of specific electrical
properties [5]. The iDef-X 32-channel analog front end,
developed by the CEA Saclay, holds charge sensitive
pre-amplifiers with PMOS type input transistors. This
ASIC, optimized for low capacitance and low leakage
current detectors, combines radiation hardness and self-
triggering capacity [4]. Each channel also contains a
variable peaking time fourth order Sallen & Key type
shaper, a peak detector for energy measurements and a
discriminator to compare the signal amplitude to a low
energy threshold set by an in-channel 6 bit Digital-to-
Analog Converter (DAC).
Figure 1: XRDPIX detection module (red box): a 8×4 Schottky type
CdTe hybrid irradiated through the platinum cathode.
After a charge injection due to an interaction in the
fully depleted CdTe crystal, the analog output signal ex-
ceeds the low level detection threshold in the discrimi-
nator. The common differential logic trigger signal gen-
erated is defined from the boolean OR operation of the
32 discriminator logical states. The readout sequence of
a channel occurs 9.6 μs after the trigger, waiting for the
signal to be shaped, and lasts 16.4 μs (plus around 13 μs
per additional triggered channel if multiple event cod-
ing is authorized). An additional 34 μs dead time can be
set to increase the ASIC time of release (setting an ASIC
parameter called RSM to 1). Therefore, the total amount
of time between the rise of the trigger and the release of
the ASIC is 26 μs in RSM 0 (or 60 μs in RSM 1). The
detection plane of the instrument (DPIX) is divided into
8 sectors of 25 XRDPIX each. The Analog-to-Digital
Conversion function (ADC) is implemented outside the
ASIC chip, in the sector electronic readout unit. After a
trigger event, the peak detector signals are multiplexed
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to the analog output to read all the triggered channels.
The energy of the incident photon is obtained by sub-
tracting the coded analog output value from the base-
line, an offset introduced after multiplexing. This entire
readout sequence is carried out by a field-programmable
gate array (FPGA) clocked at a frequency of 10 MHz.
At the end of the readout sequence the FPGA builds an
event frame including the XRDPIX and the pixel num-
ber, the number of triggered channels (if multiple events
are detected), the tagged time of the trigger with a res-
olution of 10 μs and the coded energy in keV. The lin-
ear ADC channel-energy conversion, on the 6,400 chan-
nels of the ECLAIRs DPIX, is computed on board in
real-time using two uploaded calibration tables. Dur-
ing in-flight operations, these event frames will be sent
in real time to the ECLAIRs scientific data processing
unit. This device will use these data to regularly recon-
struct sky images in order to detect the appearance of
new sources within the instrument field of view.
3. Experimental setup
3.1. Tandem accelerator
We are able to adjust the count rate of particles com-
ing from the pulsed beam of the accelerator by Ruther-
ford scattering on a gold target with an angle of 67◦
(Fig. 2). The target is a set of several golden foils of
variable thickness of 85.6 nm and 1 μm located inside
the reaction chamber. The scattered beam is collimated
in the direction of the XRDPIX chamber. During the
Figure 2: Estimated particle flux of 20 Mev protons (in blue) and 30
MeV α particles (in red) for a 3 nA current. The estimated particle
flux at a distance of 1 m is around 0.2 cm−2 s−1 considering a gold
foil thickness of 85.6 nm.
first test campaign, in May 2010, the reaction cham-
ber was disconnected from the XRDPIX chamber and
only the impact of 20 MeV protons on the readout sig-
nal saturation was studied. The second test campaign, in
December 2012, was designed to irradiate the detection
module with particles (α or p+) and photons simulta-
neously. In this new configuration, the reaction cham-
ber was connected to the XRDPIX chamber through a
stainless-steel pipe under vacuum allowing interactions
of α particles with the XRDPIX and reducing the maxi-
mum energy deposition of protons. A thin layer of My-
lar was added to eliminate secondary electrons from the
beam. In order to monitor the activity of the particle
beamwith an independent detection device, we installed
a thin scintillator coupled with a Silicon photomultiplier
(SiPM) across the pipe in front of the XRDPIX mod-
ule. This device monitors the particle count rates com-
ing from the Tandem reaction chamber. This count rate
was compared with the rate of saturating events occur-
ring on the XRDPIX (see Section 4.1). The estimated
particle flux is around 0.20 and 0.22 cm−2 s−1 for α par-
ticles and protons respectively, for a gold foil thickness
of 85.6 nm (Fig. 2).
3.2. XRDPIX configuration
In this experimental setup, the flight electronics are
replaced by a representative electronic test bench lo-
cated outside the XRDPIX thermal-vacuum chamber
and out of reach of the particle beam. The XRDPIX
module is first mounted on a cold plate (Fig. 1), then
cooled to a temperature of -20◦C and finally aligned
perpendicular to the beam axis with an X-Y table. A
slot to place a 47.7 kBq 241Am radioactive source was
manufactured, on top of the Aluminum thermal-vacuum
chamber, to irradiate the detectors. The slot is slightly
off-axis with respect to the front window of the XRD-
PIX chamber. The remaining Al thickness within the
slot prevents the detection of the lines below 20 keV.
However, the 241Am 59.6 keV photons are only slightly
attenuated. During the tests, the detectors were always
biased with a voltage of -400V. We made spectral mea-
surements on 10 bit spectra (1024 ADC channels) us-
ing various configurations of the electronic parameters:
the ASIC peaking time (tpeak = 2.6 μs and 4.4 μs) and
the time of release of the ASIC at 26 μs (RSM 0) and
60 μs (RSM 1) i.e. with an additional dead time of 34
μs. During the second test campaign, seven noisy XRD-
PIX channels were disabled (i.e. no trigger & no read-
out) to avoid higher count losses induced by dead time.
The low energy thresholds were set between 4 and 6.5
keV and multiple events encoding was allowed (i.e. two
or more events occurring on different detectors during
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the time frame of 9.6 μs after the trigger and before the
ASIC is frozen for readout).
4. Measurements
4.1. Electronic chain saturation
During the first test campaign the detection module
was irradiated with 20 MeV protons only. We were
able to monitor the analog output signals on the 32nd
ASIC channel during the interaction of a proton with the
CdTe detector of this channel. The amount of energy de-
posited in the CdTe crystal, by the high-energy particles
that we consider here, is so large that it saturates the fil-
ter output making the energy measurement impossible.
The total charge collected by the detector is measured
using the difference between the maximum amplitude of
the filter output and the baseline. Therefore, the result
of this subtraction (proportional to the energy) must be
defined within the ADC operating range which would
otherwise be saturated. These saturation phases must be
short in time and must not alter the spectral response of
the instrument by introducing events with an incorrect
coded energy.
Figure 3: Output signal oscillograms from the 32nd iDef-X ECLAIRs
ASIC channel. The analog output signal (Aout) saturates and recovers
its initial value around 30 μs after the trigger rising edge. The oscil-
loscope time base is equal to 10 μs. Here the trigger signal stays high
for 26 μs in RSM 0 and the peaking time is 6.8 μs. The readout signal
(Rd) switches to the high state 9.6 μs after the trigger. In this time
frame the ASIC is frozen and no events can be detected (dead time).
The digital signal Dout allows to identify the channels with a positive
detection from the discriminators.
Figure 3 illustrates the sampled analog and digital
output signals in the 32nd ASIC channel following the
interaction of a proton with the detector. The analog
output signal (Aout) saturates and recovers a stable value
Figure 4: Monte-Carlo simulations of the energy deposition of 20
MeV protons in 1 mm thick CdTe detectors considering the XRDPIX
and the reaction chambers: separated by air with a maximum of 14.53
MeV (in black) and connected through a stainless-steel pipe under
vacuum corresponding to a maximum of 9.62 MeV (in gray).
Figure 5: Evolution of the α particle interaction count rates which
saturate the XRDPIX electronics chain. These events are sorted in the
last channel of each XRDPIX spectrum. The same trend is observed
with the SiPM inside the pipe between the XRDPIX and the golden
foil (86 nm).
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on a timescale shorter than 30 μs. This time scale is sim-
ilar to the ASIC time of release in RSM 0 i.e. when the
trigger signal (Trig) is high. Indeed, the signal desat-
urates and crosses the baseline 20 μs after the trigger
and finally recovers 10 μs later. During this phase, the
pole zero cancellation stage avoids long duration under-
shoots of the filter response. An energy deposition of
13.75 MeV was roughly estimated, during the first test
campaign, by generating a specific input charge pulse
producing a similar saturation signal. A maximum en-
ergy deposition of ∼14.5 MeV is estimated using simu-
lations of proton interactions in the detectors (Fig. 4),
taking into account the experimental setup and using
the Geant 4 toolkit [21]. During the second test cam-
paign, since there was not enough material along the
proton beam propagation direction to decelerate the 20
MeV protons, the energy deposition within the CdTe de-
tectors was smaller (∼9.6 MeV). Considering the large
number of events, we can study the impact of particle
interaction on the readout electronic behavior statisti-
cally.
4.2. Sorting saturation events
Particle interactions within the CdTe detectors could
saturate the front-end electronics and introduce events
Figure 6: Spatial distribution of counts on the XRDPIX for saturat-
ing events (top) and all retrigging events following some saturating
events due to α particle interactions (bottom). The numbers quoted in
each detector pitch correspond to the channel high-energy thresholds
in keV (top) and the channel low-energy thresholds in keV (bottom).
During the tests, 7 channels were disabled (i.e. no trigger & no read-
out). Configuration: RSM 0, tpeak= 4.4 μs.
with wrong coded energies in the spectrum. These sat-
urating events are sorted and accumulated in the last
spectrum channel ( i.e. in channel 1023) regardless of
the collected charge. This function is directly imple-
mented in the FPGA software which handles differen-
tial analog signal processing. Multiple events corre-
sponding to more than one channel trigger during the
peaking time window are also ignored (except for dead
time corrections). Monitoring the particle beam with an
additional counting device between the XRDPIX and
the reaction chamber, we see a time correlation between
the number of interactions in the SiPM detector and the
saturation in the highest channel of the XRDPIX spec-
tra (Fig 5). On the one hand this correlation indicates
that the saturations are generated by high energy de-
position of ionizing particles coming from the reaction
chamber and on the other it demonstrates that the satura-
tion events are correctly sorted in the last channel of the
spectrum. Because of gain disparity, the channels have
different high energy thresholds in keV. Therefore, the
energy required to saturate the electronics chain varies
with the channel (Fig 6).
Figure 7: Desaturation time distribution of all XRDPIX enabled chan-
nels for α particle interactions (∼ 30 MeV deposited in CdTe) at tpeak
= 4.4 μs and RSM 1. The desaturation time is estimated by summing
all successive re-triggering arrival times in a specific time frame (500
μs in this case) of the same channel after its saturation. The blue dis-
tribution corresponds to single re-triggering events occuring less than
500 μs after saturation. The red distribution is related to more than
one re-triggering of the same channel.
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4.3. Re-triggering analysis
After the first test campaign, no re-triggering events
have been monitored on oscillograms. These events
are not related to interactions in the detectors but may
be generated if the analog filter output is higher than
the low level discriminator threshold when the ASIC
is released. The method used to sample the saturated
analog output was strictly qualitative and technically
possible only on the 32nd ASIC channel preventing a
study of the whole matrix behavior.
In the second test campaign, using some software im-
provements, we were able to perform a quantitative sta-
tistical analysis on 25 XRDPIX channels with a time
tagging accuracy of 10 μs. The results of this analysis
are presented below. Channel re-triggering is detected,
after the occurence of a saturation, if the same channel
triggers twice in a given short time frame. The longer
this arbitrary time frame, the higher the probability that
two random events occur due to Poisson process events.
We define the arrival time as the time between two
consecutive events which are exponentially distributed.
These re-triggering events can be single or multiple if
the same channel triggers again in a similar time frame
from to the previously tagged time. By processing mil-
lions of events with a specific re-triggering detection al-
gorithm, we count the number of re-triggering events for
several time frames (40, 80 and 500 μs) in many con-
figurations (see Section 3). We define the desaturation
time (by adding the re-triggering arrival times together)
as the time between saturation and the end of the re-
triggering process interrupted by the occurence of a sin-
gle event in another channel or an arrival time exceeding
the time frame of interest. As seen in Figure 7, the desat-
uration time distribution of single re-triggering events
(SREs), in blue, peaks in the 60 μs bin. This is the time
frame after which the ASIC is released when the RSM
parameter is set to 1. The rest of the distribution, from
∼ 80 μs to 500 μs, is filled with exponentially distributed
Poisson events (see [22] and also [23]). These Poisson
process events, generated by random photon and par-
ticle interactions or by the electronic noise, can be fil-
tered by reducing the selection time frame to 80 μs (see
Fig. 9a). No further significant non-Poisson excess is
observed in this 500 μs selection time frame for SREs.
Now if we consider the desaturation time distribution of
multiple re-triggering events (MREs) in red in Figure 7,
we can see several peaks corresponding to multiples of
60 μs (due to the stack of 2, 3, 4 etc MREs of 60 μs).
MREs are define as events occurring in a desaturation
sequence containing more than one re-triggering event.
This MRE desaturation time distribution is biased by the
Figure 8: Superposition of all the coded energies of the re-triggering
events after saturation in RSM 0 (top) and RSM 1 (bottom). Here, the
saturation of the electronics chain is induced by α particle interactions
with tpeak = 4.4 μs. In RSM 0 re-triggering occurs 26 μs (in both
bins of 20 and 30 μs) after the previous event due to the ASIC time
of release (60μs in RSM 1). Channel 12 (dots) shows much longer
desaturation times than other channels (longer than 400 μs).
re-triggering detection algorithm that we used. Indeed
this code potentially reduces the effective desaturation
time because of Poisson process events occurring ran-
domly in the selection time frame with a non-zero prob-
ability (blue distribution above 80 μs in Fig 7). Anyway,
these non-Poisson excesses in the MRE distribution are
significant, reflecting the fact that some ASIC channels
have atypical behaviors after being saturated.
The coded energies of these re-triggering events over
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(a) tpeak of 4.4μs and RSM 1 and α particles (∼ 30 MeV) (b) tpeak of 4.4μs and RSM 0 and α particles (∼ 30 MeV)
(c) tpeak of 6.8μs and RSM 1 and α particles (∼ 30 MeV) (d) tpeak of 4.4μs and RSM 1 and protons (∼ 10 MeV)
Figure 9: Comparison of desaturation time distributions to the main configuration by changing one parameter at the time: (a) Same as Fig. 7 but
with a shorter selection time frame of 80 μs to filter Poisson process events from noise or real interactions. (b) RSM is set to 0 reducing the time
after which the ASIC is released. (c) Change in the output filter response by setting the peaking time to 6.8 μs. (d) Change in the energy with ∼ 10
MeV protons.
time in such long desaturation sequences (480 μs for the
longest corresponding to 7 MREs of 60 μs in RSM 1 and
16 MREs of ∼ 30 μs in RSM 0) is shown in Figure 8.
In this plot, we can see that the pixels 3, 12, 30 and 31
generate the longest desaturation sequences. The coded
energy decreases, as the time after saturation increases,
with different rates depending on the channel. The SRE
count rate (as well as the MRE) also changes with the
channel (see Fig. 6 and Fig. 8) without any correlation
between the desaturation time distribution (or the asso-
ciated count rate) and the low energy threshold. As long
as the analog filter output is greater than the threshold,
the trigger signal switches back to the high state im-
mediately after the ASIC is released. This atypical re-
sponse to saturation, observed on a restricted number of
channels, evolves with the ASIC configuration and the
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type of particle. Indeed, in Figures 9a & 9b, although
the ASIC is released earlier after readout in RSM 0, the
shaper impulse response remains the same, as does the
shape of the desaturation time distribution. The total
number of re-triggering events (SREs and MREs) de-
creases by a factor of 5 with an additional 34 μs dead-
time (RSM 1). Conversely, in Figures 9c & 9d, we
see that the shape of the desaturation time distribution
changes with the peaking time (response of the filters)
and with the energy deposition related to the type of par-
ticle interacting within the detectors. At a given peaking
time, the interactions of α particles depositing almost 30
MeV in the detectors generate longer desaturation se-
quences (with a higher ratio of MREs) than protons with
a maximum energy deposition around 10 MeV. These
differences are summarized in Table 1 showing that a
slight increase in the dead time and a lower tpeak signif-
icantly reduces the occurence of re-triggering events.
Table 1: Main characteristics of desaturation time distributions for
several configurations. The DTS fraction is the ratio of the number of
saturating events inducing desaturation sequences over the total num-
ber of saturating events. Each desaturation sequence contains single







(α) rsm 0, tpeak 4.4 μs 26.50 72.43 27.57
(α) rsm 1, tpeak 4.4 μs 6.52 60.62 39.38
(α) rsm 0, tpeak 6.8 μs 39.68 86.44 13.56
(α) rsm 1, tpeak 6.8 μs 9.39 93.70 6.30
(p+) rsm 1, tpeak 4.4 μs 2.61 75.39 24.61
For example, considering α particle interactions, no
additional dead time (RSM 0) and a peaking time of 4.4
μs, we find that 26.5% of the saturating events lead to
a desaturation sequence (DTS). These desaturation se-
quences contain 72.43% of SREs and 27.57% of MREs.
The spectral contribution of all these events (Fig. 10)
represents in this worst case 18% of the expected X-ray
diffuse background in the 4-50 keV ECLAIRs energy
band, assuming a homogeneous contribution over the
25 enabled pixels.
4.4. Spectral response
In Section 4.1, we showed that the electronic chain
correctly handles saturating events. Here, we investi-
gate if the energy encoding of photons in the ECLAIRs
4-150 keV spectral range is affected by the saturation
of the electronics chain. In figure 11, we compare
the 241Am spectrum while the particle beam is on (in
Figure 10: Spectral distribution of the coded energies of all re-
triggering events with α particles, tpeak = 4.4 μs and RSM 0. The SRE
spectrum in black contains various pixel contributions (as seen in Fig-
ure 6) at different energies, mostly below 18 keV (the total count rate
peaks at 2.5 × 10−2 ct.s−1). The MRE spectrum, in red, is mainly due
to a few pixel contributions (e.g. pixels 3 and 12 as seen in Figure 8).
orange), to a reference spectrum collected once the
beam is off (in red). To do so, we correct the 241Am
raw spectrum with the beam on (in black) from the
particle induced background (in green) most likely due
to secondary electrons, natural radioactive background
and low energy fluorescence induced by interactions
of particles with the pipe. The spectra last around 30
minutes when the particle beam is on. This duration
defines the Poisson statistical errors on the count rate
of the corrected spectra. The mean
√
N
N ratio at 60
keV for protons and α particles respectively is about
9.9×10−3 and 12.4×10−3 for the corrected spectra (with
the particle beam on) and 7.4×10−3 and 19.9×10−3 for
the reference spectra. All spectra are normalized with
respect to the exposure time. By fitting the 60 keV
line of the corrected spectrum1, we compute spectral
features, like the FWHM and the asymmetry of the
line, that are similar to the reference spectrum within
1-σ errors. For instance, for α particles, the detector
in position 3 (see Fig. 13) shows FWHM equal to
1.604 keV ±0.041 keV in the corrected spectrum and
1Spectral lines are fitted with an exponentially modified gaussian
model defined as the convolution of a gaussian with a one sided expo-
nential factor describing the low energy tail [24]
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(a) (b)
Figure 11: The spectral response to a 241Am source is not altered by simultaneous interactions of α particles (a) and protons (b). This superposition
of 4 spectra from pixel 3 is normalized with respect to the exposure time and obtained with a bias voltage of -400 V, a tpeak of 4.4 μs, a RSM
parameter set to 1 and a golden foil thickness of 86 nm. The red spectrum is the 241Am reference with a lack of low energy lines due to aluminium
attenuation. The black spectrum includes both 241Am photons and ionizing particles (α or p+). The green spectrum represents the background
induced by ionizing particles without 241Am photons. The orange spectrum is corrected for the background. The ratio between the corrected
spectrum and the reference spectrum (gray points) is flat and consistent with the simulated additional dead time losses due to particles (fig.12).
1.595 ±0.031 keV in the reference one. The shape
of the low energy tail due to poor mobility of holes
in the CdTe [25] appears to be unchanged. In this
case, the exponential decay constant fitted on the low
energy side of the spectral line is about 0.554 keV
±0.018 keV for the corrected spectrum and 0.512 keV
±0.015 keV for the reference one. For both particle
types, the corrected 241Am spectrum does not show
any significant change. We see that the background
induced by protons (see Fig. 11b) is more important
than with alpha particles (see Fig. 11a). For an alpha
particle interaction with normal incidence on a detector,
all the energy is deposited in the CdTe crystal near the
platinum electrode and gives a sharp energy deposition
of 30 MeV with practically no lower energy deposits.
In the other case, protons induce a higher background
count rate due to secondary particle interactions with
the XRDPIX. Indeed, simulations show that protons are
not stopped within the CdTe volume but are likely in
the lower ceramics. These interactions create secondary
particles that could interact inside the CdTe detectors.
The background differences with the particle type can
also be explained by the fact that a cleaner beam is
produced for α particles.
Figure 12: Count rates between 40 and 62 keV for all XRDPIX chan-
nels. The open circles are data derived from the raw spectra (α or
p+ and 241Am), the triangles from the background corrected spectra
and the points from the reference spectra. The orange squares repre-
sent the corrected spectra affected by the simulated dead time losses.
The bump patterns result from the off-axis source location. Channel
positions are described in figure 13. Errors are given at 3-σ.
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Fitting the mean value of the ratio between the cor-
rected and the reference spectra (see residuals in Fig-
ure 11), we find an attenuation fraction of 5.2% ±0.34%.
This count loss is consistent with the simulated dead
time of 4.6% that we expect given the design of the elec-
tronics chain and the count rate on the XRDPIX. For
a Poisson process, the arrival times (time between two
consecutive events) are exponentially distributed with
respect to the total number of events above the energy
threshold and the count rate (see [22] and also [23]). To
compute the number of counts lost due to dead time, we
fit the distribution of arrival times (calculated by sub-
tracting tagged times of two consecutive detected events
on the XRDPIX). Then we estimate, with a higher time
resolution, the proportion of events having arrival times
included in a time frame of 16.4 μs and 50.4 μs (which
is the ASIC readout dead time in RSM 0 and RSM 1 re-
spectively). In Figure 12, we report the count rate of the
241Am 60 keV photons for all pixel positions. The count
rate is integrated between 40 and 62 keV to take into ac-
count the line low-energy tail. The 241Am source is not
on axis, hence the count rate varies with the detector
position as shown in Figure 13 (top panel).
Figure 13: Count distribution for the all detector positions on the
XRDPIX module. Seven pixels are disabled (in black). Between 40
and 62 keV (top) we observe photons coming from an external 241Am
radioactive source with an off-axis position. At lower energy, between
7 and 17 keV (bottom), we see the shadow of the scintillator on the
central pixels which suggest that the low energy photons come from
the reaction chamber and the stainless-steel pipe.
5. Discussion
The aim of this experiment was to investigate the be-
havior of the XRDPIX electronics chain and check if
it is coherent with its design. This representative elec-
tronics chain handles a single XRDPIX instead of 25
as it will do in orbit with different electronic compo-
nents from the flight model. With 25 modules work-
ing simultaneously, the dead time simulations must take
into account the FPGA occupancy. In this configuration,
the electronics chain was designed to have less than 5%
dead time losses with count rate regimes below 500 cts
s−1 per XRDPIX modules, corresponding to extremely
bright GRBs. Furthermore, reproducing the real space
environment of the instrument in orbit is not possible on
the ground. For that reason we used a mono energetic
particle beam with a flux between 0.1 and 2 p+ cm2 s−1
to ensure that regime will not unduly disturb the opera-
tion of the instrument. The technological reason for the
long desaturation sequences discovered is still under in-
vestigation. Obviously this experiment provides addi-
tional constraints on the instrumental parameter trade-
off, especially on the peaking time and the additional
dead time. The influence of these re-triggering events
on the coded mask imaging and the burst detection trig-
ger is the next step of further investigations.
6. Conclusion
Gamma-ray burst detection from space borne instru-
ments requires a large sensitive area, a good photon
counting capacity with good radiation resistance over
the mission lifetime. The SVOM low earth orbit config-
uration, the pointing strategy as well as the design of the
coded mask and the shielding can significantly reduce
the radiation background from the space environment.
Through this experiment, involving accelerated parti-
cles depositing 9.6 MeV for protons and almost 30 MeV
for α particles, we showed the ability of the electronics
chain to meet the requirements avoiding where possible
instrumental artifacts like wrongly coded energies or ad-
ditional re-triggering events induced by saturation. The
events corresponding to large energy depositions were
well identified and sorted in the spectra. We highlighted
single and multiple re-triggering events occurring after
saturation and associated with atypically long desatura-
tion times of up to 460 μs, distributed over a small num-
ber of channels. The contribution of these re-triggering
events in the count rate is well below the expected in-
flight X-ray background in the 4-50 keV energy band.
In the majority of cases (from 60% in the worst case to
up to 97% in the best), channels desaturate quickly (∼20
11
μs) with a suitable configuration including the analog
output filter response and the dead time after the satura-
tion. The drastic decrease of these re-triggering events
observed in RSM 1 drives the choice to set the additional
34 μs dead time in flight. Finally, the XRDPIX spectral
response to 241Am photons is not altered by simultane-
ous ionizing particle interactions over the duration of
the experiment. Indeed, after corrections for the back-
ground, the main spectral features remain unchanged.
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4.9 Zone de fonctionnement nominale des XRDPIX
L’objectif de cette étude est de déterminer un jeux de paramètres instrumen-
taux permettant à la fois d’optimiser les performances scientifiques et de satisfaire
l’ensemble des spécifications techniques, tout en évitant les instabilités et en retar-
dant l’effet de polarisation. Pour ce faire, je quantifie l’impact d’un paramètre (HT,
tp et RSM) sur des indicateurs statistiques calculés à partir des distributions d’ob-
servables directes ou indirectes identifiées précédemment. L’analyse de ces distri-
butions sur une population de 190 détecteurs répartis sur 6 XRDPIX sera étendue
par la suite à l’ensemble du prototype du DPIX. Le faible nombre de modules tes-
tés jusqu’à présent provient du temps nécessaire à la réalisation des mesures. En
effet, chaque module est testé séparément sur un banc dédié dans 70 configurations
différentes (5 tensions, 7 temps de peaking et 2 valeurs du paramètre RSM). La
plage de tension à été fixée entre -250 V et -450 V suite aux mesures de courant
de fuite réalisées sur les céramiques détecteurs présentant des caractéristiques I-
V non linéaires au delà de -400 V pour une fraction non négligeable de détecteurs
(environ 33%). La durée d’acquisition, fixée à une heure pour chaque configuration,
est représentative du temps caractéristique des instabilités observées au §4.6.2.
4.9.1 Bilan de bruit total
Nous avons vu au §4.3.2 que le bruit total des XRDPIX s’exprimait comme la
somme quadratique du bruit série, 1/f et du bruit parallèle. Ce bruit total est do-
miné par la capacité totale d’entrée du préamplificateur de charges à bas temps de
peaking et par le courant de fuite des détecteurs à haut temps de peaking. J’ai éga-
lement montré au §4.5.3 que le seuil bas physique mesuré individuellement sans
source de rayonnement sur une population de 62 détecteurs était bien corrélé à la
résolution spectrale mesurée par ailleurs sur les mêmes détecteurs à l’aide d’une
source d’241Am. En utilisant la relation (4.3), je modélise l’évolution du seuil bas
physique attendue en fonction du courant de fuite et de la capacité totale d’entrée.
Les résultats sont présentés sous forme de cartes sur la figure 4.37 pour deux temps
de peaking différents. Remoué et al. (2010) a défini le premier critère de sélection des
détecteurs comme la valeur maximale du courant de fuite garantissant un seuil bas
physique en dessous de 4 keV. Ce courant de 150 pA est calculé à l’aide d’un modèle
comprenant des paramètres technologiques moins représentatifs pour une capacité
maximale supposée de 10.5 pF et un temps de peaking de 6.8 μs. Sur la figure 4.37,
cette limite est obtenue pour un courant de 204 pA à 6.8 μs et se trouve repoussée
à 476 pA si l’on considère un temps de peaking de 1.7 μs. Le critère de sélection en
courant utilisé au §?? est donc suffisamment conservatif compte tenu de la distribu-
tion de capacité mesurée (c.f. figure 4.8). Connaissant la distribution des valeurs de
capacité et de courant de fuite de l’ensemble de la population (192 pixels en gris), un
temps de peaking faible permet d’accepter en entrée des courants de fuite bien plus
importants. Pour un tp plus élevé, la dissymétrie de la distribution du courant de
fuite introduit un certain nombre de voies bruyantes identifiées sur la figure 4.37b
au dessus de la limite de 4 keV. Ces valeurs de seuil associées à des configurations
défavorables se retrouvent également au dessus du seuil dans la figure 4.20.
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Figure 4.37 – Évolution du seuil bas physique en fonction de la capacité totale d’entrée du préamplificateur de charges et du
courant de fuite des détecteurs. Le modèle est cartographié en couleur et les mesures, réalisées sur l’ensemble de la population
d’XRDPIX, sont reportées en gris. a - Pour un temps de peaking de 1.7 μs et une capacité maximale hypothétique de 10.5 pF,
la valeur maximale du courant de fuite autorisée pour garantir un seuil bas inférieur à 4 keV vaut 476 pA. Plus la capacité
totale d’entrée de la voie sera faible, plus ce courant de fuite maximal sera important. b - Pour un temps de peaking maximal
de 6.8 μs, cette limite est réduite à 204 pA et depend très peu de la capacité totale d’entrée. Les détecteurs présentant des
courants de fuite supérieurs à cette limite auront, dans cette configuration, un seuil bas supérieurs à 4 keV.
4.9.2 Indicateurs de performance
L’ensemble des observables étudiées au chapitre précédent sont analysées d’un
point de vue statistique afin d’appréhender le comportement global de l’XRDPIX en
utilisant des indicateurs représentatifs des distributions observées en tout point de
l’espace des paramètres explorés.
Sur la figure 4.38, les valeurs de résolutions en énergie mesurées (observable
spectrale) sont utilisées pour estimer le seuil bas physique des détecteurs. Ces dis-
tributions de seuil sont représentées à toutes les tension de polarisation pour chaque
temps de peaking. Pour une valeur de tp faible, les distributions sont relativement
homogènes et symétriques mais centrées sur des valeurs de seuil relativement éle-
vées. Ce comportement est dû à la fois aux bruits série et 1/f qui dominent le bruit
total, avec une valeur moyenne plus élevée, mais aussi à l’homogénéité de la distri-
bution de capacité total d’entrée du PAC (c.f. figure 4.8). Pour des temps de peaking
plus importants les distributions piquent à des valeurs de seuil plus faibles du fait
de la distribution du courant de fuite qui devient la source de bruit prépondérante.
En effet, le coeur de la population de courants mesurés sur les XRDPIX se centre sur
des valeurs faibles de l’ordre de 40 pA à -400 V. Cependant, la présence de certaines
caractéristiques I-V non linéaires associées à de faibles résistivités introduisent des
valeurs bien plus importantes de FWHM déformant ainsi d’autant plus la distribu-
tion des seuils pour des tensions de polarisation plus élevées.
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Figure 4.38 – Distribution des valeurs de seuil bas corrélés à la résolution en énergie mesurée à toutes les tensions pour
tous les temps de peaking. La valeur médiane de chaque distribution est reportée dans une couleur respective. Plus tp est
important plus le coeur de la population est centré sur des faibles valeurs de seuil bas. Cependant l’augmentation du temps
de peaking favorise l’influence du courant de fuite dont la distribution devient plus dispersée avec la tension de polarisation.
Par conséquent, la médiane évolue significativement vers des grandes valeurs de seuil à haute tension pour tp ≥ 4.4 μs
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Pour quantifier l’évolution de ces distributions avec les paramètres instrumen-
taux, je calcule deux indicateurs statistiques :
• La médiane : Moins sensible à la présence de valeurs atypiques, la médiane
permet d’estimer la position du coeur de la population dans le but de quantifier
les tendances dans l’espace des paramètres.
• La fraction de voies non-conformes : Cet indicateur permet d’estimer de
manière arbitraire la fraction de pixels présentant une observable donnée su-
périeure à une limite définie, quand elle existe, par la spécification technique
des besoins. Cette limite est fixée à 4 keV pour le seuil bas, à 2% pour le pour-
centage d’événements multiples, à 0% pour la fraction de voies instables soit
une variabilité inférieure à 0.1 rms2 et une fraction du temps au delà de 3σ
dans la courbe de lumière inférieure à 5%.
4.9.3 Cartographie de la zone de fonctionnement
La zone de fonctionnement nominale des XRDPIX est caractérisée par un com-
promis entre l’amélioration des performances globales, la minimisation du nombre
de voies non-conformes ainsi que l’optimisation de l’opérabilité en vol. Cette zone est
définie comme l’intersection des zones de fonctionnement propres à chaque obser-
vables. En effet comme sur la figure 4.39, je délimite pour chaque type d’observable
un périmètre de l’espace des paramètres dans lequel les deux indicateurs de perfor-
mance sont satisfaisants. N’ayant que 35 configurations testées pour un RSM donné,
Figure 4.39 – Carte de l’évolution des indicateurs statistiques liés au seuil bas physique avec la tension de polarisation et
le temps de peaking pour une population de 192 détecteurs. a - Pour la valeur médiane du seuil bas b - Pour la fraction de
voies non-conformes, considérées comme bruyantes i.e. avec un seuil bas estimé supérieur à 4 keV. La zone de fonctionnement
associée à cette observable est arbitrairement délimitée par une fraction de voies bruyantes inférieure à 3%.
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je ré-échantillonne l’espace des paramètres par interpolation pour obtenir des cartes
avec une meilleure résolution. Dans le cas du seuil bas physique, la valeur médiane
des distributions est toujours inférieur à 4 keV (c.f. figure 4.39a). Comme nous l’avons
montré sur la figure 4.38, lamédiane augmente fortement pour des temps de peaking
faible indépendamment de la tension. Pour des temps de peaking élevés la médiane
atteint des valeurs maximales moins importantes mais dépend fortement de la ten-
sion de polarisation car le bruit électronique est dominé par le courant de fuite. Sur
la figure 4.39b, le deuxième indicateur représente la fraction de voies bruyantes dont
le seuil bas physique est supérieur à 4 keV. Cet indicateur, traduisant l’asymétrie des
distributions, est plus élevé dans les régions où le courant de fuite domine le bruit
électronique et par extension le seuil bas. Cette forte dispersion est expliquée par
la présence de caractéristiques I-V non linéaires pour une population minoritaire de
détecteurs présentant des courants de fuite supérieurs à 204 pA (c.f. figure 4.37b).
Pour le temps de peaking de 0.95 μs, malgré une distribution de seuils très homo-
gène et relativement symétrique, la dispersion et la proximité de la distribution avec
la limite de 4 keV induit une fraction plus importante de voies considérées comme
bruyantes (c.f. figure 4.38-1).
L’évolution de ces indicateurs statistiques associés au seuil bas sont insensibles
au temps mort. Par conséquent, ces cartes sont quasiment identiques en RSM0. Ce
paramètre va cependant avoir une grande influence sur l’évolution de la fraction de
multiples générés par les XRDPIX. Sur la figure 4.40 est représentée l’évolution de
la fraction médiane d’événements multiples des pixels. Il apparaît clairement que la
configuration RSM0 induit un pourcentage d’événements multiples considérable sur
Figure 4.40 – Carte de l’évolution de la valeur médiane des distributions de la fraction d’événements multiples des pixels avec
la tension de polarisation et le temps de peaking pour une population de 192 détecteurs. a - En RSM0, cette fraction médiane
augmente significativement avec tp à des niveaux supérieurs à 90% b - En RSM1, la médiane de la distribution de multiplicité
est relativement faible, homogène et uniforme excepté pour des valeurs de tp supérieures à 5.2 μs et des tensions supérieures
à -400 V. Cette multiplicité résiduelle inférieure à 2.1% est dominée par l’interaction des photons de fluorescence dans les
détecteurs adjacents.
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la majorité de la population. Cette proportion de multiples augmente indépendam-
ment de la tension avec le temps de peaking jusqu’à atteindre 95% au delà de 4.4
μs puis diminue à 6.8 μs. La configuration RSM1 est bien plus favorable. En effet, la
multiplicité tombe en dessous de 2.1% sur une large zone de l’espace des paramètres.
La faible valeur de cette fraction médiane est limitée par la multiplicité (mesurée
et simulée) induite par l’échappement des photons de fluorescence dans les détec-
teurs adjacents. Cependant une zone d’exclusion supérieure à 2.1% subsiste au delà
de -400 V et 5.2 μs. L’augmentation du taux de multiples dans ce périmètre est vrai-
semblablement produit par l’augmentation considérable du taux de coups provoquée
par les instabilités (c.f. 4.6.2).
Nous avons vu que les instabilités induisent une forte variabilité du taux de
comptage. Cette variabilité se traduit par un accroissement de la densité spectrale
de puissance à basses fréquences (c.f. figure 4.28b). Les tendances identifiées dans
l’exemple de la figure 4.30 se retrouvent dans la figure 4.41 avec une variabilité mé-
diane des courbes de lumière bien plus importante à haute tension et pour un temps
de peaking élevé. Dans le cas des instabilités, l’indicateur le plus contraignant est
la proportion de voies instables. La zone optimale correspond à une fraction de voies
instables nulle (c.f. figure 4.41b).
Figure 4.41 – Carte de l’évolution des indicateurs statistiques liés aux instabilités (variabilité des courbes de lumière) avec
la tension de polarisation et le temps de peaking pour une population de 192 détecteurs. a - Pour la valeur médiane de la
puissance totale (rms2) b - Pour la fraction de voies non-conformes, considérées comme instables. La zone de fonctionnement
associée à cette observable est délimitée par une fraction de voies instable nulle.
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Figure 4.42 – Carte de l’évolution de la valeur médiane
du paramètre d’asymétrie de la raie à 59.54 keV de
l’241Am avec la tension de polarisation et le temps de
peaking pour une population de 192 détecteurs. La ten-
dance observée est en parfait accord avec l’évolution de la
réponse spectrale des détecteurs où les pertes de charges
et les pertes balistiques déforment la raie à basse tension
et pour des faibles temps de peaking.
Pour finir, les distributions du paramètre d’asymétrie de la raie de 59.54 keV
permettent de quantifier l’évolution de la réponse spectrale dans l’espace des para-
mètres. Sur la figure 4.42, la valeur médiane de λEMG augmente pour des faibles
valeurs de tension car les pertes de charges s’accentuent quand le champ électrique
devient plus faible. De même des valeurs faibles de temps de peaking favorisent les
pertes balistiques et dégradent également la symétrie des raies. La qualité de la
réponse spectrale n’étant pas véritablement un gage de performance direct pour la
détection des sursauts, aucune limite n’est spécifiée. Cependant une réponse simple
minimisant les pertes de charges sera privilégiée simplifiant ainsi sa modélisation





L’ objectif principal de ce travail de thèse était de caractériser les performancesscientifiques des modules de détection XRDPIX. L’objectif scientifique ma-jeur de l’instrument ECLAIRs, central dans le fonctionnement de la mission
SVOM, est la détection et la localisation d’environ 70 sursauts gamma par an. Pour
atteindre cet objectif ces modules de détection et leur chaine électronique de lecture
associée, doivent permettre de détecter efficacement les photons et de mesurer leurs
énergies entre 4 et 150 keV avec une résolution de 10 μs en introduisant le moins de
bruit possible pour garantir un seuil bas de détection inférieur à 4 keV. Ces carac-
téristiques sont indispensables pour l’étude des propriétés de l’émission prompte du
sursaut gamma avec la meilleure sensibilité compte tenu de la taille de l’instrument.
Mon travail s’insère dans une dynamique de caractérisation de la tête de détection,
déterminante dans la qualité du retour scientifique d’un tel instrument. Ce travail
de caractérisation consiste à mettre en évidence la capacité de la chaine de détection
à répondre aux exigences scientifiques de la mission. Ce travail d’investigation passe
par l’étude de l’homogénéité des propriétés des détecteurs ; par l’analyse de la stabi-
lité de la relation canal-énergie à travers la dérive du gain et l’effet de polarisation
des détecteurs ; par la minimisation de l’influence des sources de bruit intrinsèques
aux détecteurs et à l’électronique de lecture et par l’optimisation du choix des para-
mètres instrumentaux.
J’ai donc mis en place une méthodologie basée sur l’expérimentation, la simula-
tion numérique et l’analyse statistique multi-paramètres. Pour caractériser une ou
plusieurs propriétés des détecteurs ou des XRDPIX, j’ai conçu et réalisé des essais
en développant des protocoles expérimentaux, souvent automatisés pour gagner du
temps et permettre à d’autres personnes de reproduire ce type d’essais dans le futur.
J’ai acquis d’importantes quantités de données brutes de l’instrument. À la fin de la
thèse, ce volume de 123 Go de données représente 1972 heures de tests pour 6 mo-
dules XRDPIX. Par la suite, j’utilise ces données brutes pour construire de nouveaux
jeux de données tels que des spectres, des courbes de lumière ou des distributions
de différences de temps d’arrivée mis à disposition d’autres utilisateurs. À partir
de ces multiples données affinées, j’extrais plusieurs observables comme la largeur
à mi-hauteur, l’asymétrie des raies spectrales, le gain et l’offset de l’ASIC, le seuil
bas physique des détecteurs, le taux d’événements multiples, le seuil de contamina-
tion des distributions de différences de temps d’arrivée ou encore des paramètres de
variabilité de la courbe de lumière. Ces observables sont calculées pour 192 voies
reparties sur 6 modules XRDPIX à des températures comprises entre -22◦C et 18◦C
pour 70 configurations différentes. Ces configurations comprennent cinq valeurs de
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tension de polarisation entre -250 V et -450 V, sept valeurs de temps de peaking entre
0.95 et 6.8 μs et deux valeurs du paramètre RSM correspondant à un temps mort de
26 ou 60 μs. Pour finir, les performances globales des 192 voies testées sont détermi-
nées par des indicateurs statistiques calculés à partir des distributions de chaque
observable pour toutes les configurations instrumentales explorées. Ces indicateurs
sont définis par la fraction d’observables en dehors des exigences de performances
mais aussi par la valeur médiane et le coefficient de dissymétrie (skewness) de la
distribution afin de mettre en evidence à la fois les performances et l’homogénéité
associées à chaque configuration.
Enmesurant certaines caractéristiques intrinsèques aux sous-ensembles de l’XRD-
PIX comme le courant de fuite des détecteurs avant et après collage sur le substrat
céramique ou encore le bruit ENC en fonction du temps de peaking sur chaque voie
de la céramique-ASIC, j’ai pu suivre l’influence des différentes étapes du processus
d’hybridation sur les performances globales dumodule de détection une fois les sous-
ensembles CA et CD contre-collés.
Synthèse des résultats
Pour la fabrication du modèle de vol de la caméra et de deux secteurs de rempla-
cement, j’ai organisé la sélection de 8000 détecteurs de vol en appliquant une version
affinée des critères de sélection établis initialement par Remoué (2010). Ces critères
de sélection sont basés sur : 1 - la corrélation des mesures de courant de fuite entre
25◦C et -20◦C ; 2 - l’évolution du courant de fuite sur une durée de 2 heures ; 3 - des
mesures de résolutions spectrales effectuées avec une source d’241Am (∼ 2 MBq). En
réalisant des mesures complémentaires, j’ai pu récupérer plus de 1400 détecteurs
initialement exclus par le critère de corrélation en température à cause de valeurs
de courant de fuite initialement trop basses à -20◦C. En constituant une base de
données recoupant les spectres des mêmes détecteurs avant et après fabrication de
l’XRDPIX, j’ai mis en évidence, dans une majorité de cas, que le critère de sélection
spectroscopique dépendait fortement du bruit de la chaine de mesure lors des tests
unitaires (détecteur seul). Ainsi, des détecteurs considérés comme bruyants et ex-
clus par ce critère présentent des résolutions spectrales acceptables (< 2 keV) une
fois collés sur l’XRDPIX. Cette conclusion m’a permis d’affiner le critère de sélection
spectroscopique en contraignant d’avantage l’asymétrie des raies, synonyme d’une
réponse spectrale dégradée et d’un produit μτ plus faible et de sélectionner 652 dé-
tecteurs supplémentaires pour le modèle de vol. Une fois les critères affinés, j’ai pu
construire les lots de livraison associés à chaque XRDPIX du plan de détection pour
leur fabrication par la société Sagem.
En construisant une base de données rassemblant les courants de fuite mesurés
sur les détecteurs seuls et les céramiques-détecteurs, j’ai observé une augmentation
significative du courant de fuite à température ambiante. Cette modification se pro-
duit au cours de la phase de collage des détecteurs. La distribution de courants à
-20◦C est aussi dégradée après collage mais dans une moindre mesure. Cette dis-
tribution se recentre autour des courants initialement mesurés sur les détecteurs
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seuls après 48 heures de dégazage des céramiques-détecteurs sous vide à 60◦C. De
même la phase de dégazage induit également une forte diminution des courants
de fuite à 23◦C. La distribution de courant à cette température se rapproche de la
distribution unitaire mais présente des valeurs toujours trop élevées. Cette diffé-
rence de courant à température ambiante après collage et après dégazage déplace
la distribution d’énergie d’activation apparente vers des valeurs plus élevées autour
de 0.7 eV. Une étude plus détaillée du comportement de la céramique-détecteurs
montre une majorité de détecteurs avec une forte diminution du courant au cours
des 30 à 50 premières minutes après la mise sous tension à une température de 25
◦C. Ce comportement est caractéristique de l’injection de porteurs minoritaires pou-
vant provenir d’une altération du contact ohmique ou de contraintes mécaniques
engendrées par la polymérisation de la colle conductrice. Les caractéristiques I-V
des céramiques-détecteurs réalisées entre -100 V et -600 V, cinq minutes après la
mise sous tension des détecteurs, montrent des non-linéarités sur 34% des pixels à
-20◦C contre 16% à 23◦C sans amélioration notable avec la phase de dégazage (Nas-
ser et al., 2014). Un tel comportement est difficile à interpréter. Il est probable que la
plus grande proportion de non-linéarités à basse température soit éventuellement
due à une modification des contraintes thermomécaniques exercées notamment au
niveau des contacts métalliques ou bien à la quantité d’eau absorbée par les céra-
miques. L’invariance de l’allure de la caractéristique I-V avec le dégazage exclut selon
moi la deuxième hypothèse.
Les mesures de bruit ENC réalisées sur les céramiques-ASIC m’ont permis de
contraindre un premier modèle de bruit prenant en compte la capacité totale d’en-
trée et le courant de fuite de la source de compensation (pour polariser le transistor
de reset en l’absence de détecteurs). En ajustant le bruitENCmesuré sur chaque voie
de la céramique-ASIC à plusieurs temps de peaking, avec un modèle de bruit total
contraint par des paramètres technologiques mesurés indépendamment, je calcule
les distributions de courant de fuite et de capacité totale à l’entrée du préamplifica-
teur de charges. La distribution de capacité est compatible avec les mesures réalisées
par ailleurs sur un large échantillon de céramiques-ASIC. La distribution de courant
de fuite calculée est également compatible avec le courant produit par la source de
courant programmée interne à l’ASIC. Une fois les deux céramiques contre-collées, je
calcule les nouvelles distributions de courant et de capacité totale à partir de la me-
sure de l’évolution de la résolution spectrale en fonction du temps de peaking. Cette
largeur à mi-hauteur est ajustée en utilisant la raie à 59.54 keV du spectre d’une
source d’241Am. Le modèle utilisé pour calculer ces distributions de courant et de ca-
pacités prend en compte la contribution du facteur de Fano dans l’élargissement des
raies (écart empirique à la fluctuation théorique du nombre de paires électrons-trous
générées par l’interaction des photons dans le CdTe). La distribution de la capacité
totale d’entrée obtenue après contre-collage est bien compatible avec l’ajout de la ca-
pacité du détecteur estimée à 2 pF. La distribution de l’écart de capacité avant et
après collage présente une très faible dispersion suggérant des capacités de détec-
teurs homogènes. Ces capacités, directement liées à la surface des détecteurs, nous
donne (à l’ordre 0) une première indication de l’uniformité des surfaces des détec-
teurs et donc indirectement sur l’efficacité de détection. Le courant de fuite calculé
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semble beaucoup plus important. Une mesure de courant de fuite indirecte et indé-
pendante du modèle, liée au temps de décharge du préamplificateur de charge, tend
à valider cette hypothèse malgré le fait que cette mesure ne soit disponible que sur
une seule voie de l’ASIC. Les distributions avant et après collage sont trop disparates
pour suggérer un changement apparent uniquement dû à une erreur systématique
introduite par une valeur sous-estimée du paramètre technologique associé au bruit
parallèle. Une telle augmentation du courant de fuite à -20◦C reste cependant diffi-
cile à comprendre et aucune explication convaincante est avancée à l’heure actuelle.
L’étude statistique du bruit réalisée en amont montre qu’il existe pour une ten-
sion de polarisation donnée un temps de peaking optimal qui minimise le bruit. Pour
un courant de fuite de 40 pA, valeur à laquelle la distribution de courant après col-
lage pique, ce temps de peaking se situe autour de 2.6 μs. Pour un courant plus élevé
(> 150 pA), cette valeur atteint 1.7 μs. Du fait de la forte dispersion des valeurs de
courant de fuite, il est judicieux de choisir un tp faible pour homogénéiser les réso-
lutions spectrales à une valeur certe plus haute mais qui garantit un seuil bas de
détection inférieur à 4 keV pour le plus grand nombre de détecteurs. Par exemple
pour tp = 1.7 μs, une telle FWHM présente une médiane de 1.13 keV à -250 V et 1.17
keV à -450 V, correspondant respectivement à un seuil bas physique médian de 2.58
keV et de 2.67 keV. Je montre également que 4.97% des voies sont bruyantes (i.e.
avec un seuil bas > 4 keV équivalent à une résolution spectrale supérieure à 1.55
keV, d’après la relation de corrélation établie au §4.5.3) à -250 V contre 8.13% à -450
V. Ces estimations faites sur un petit nombre de voies nécessitent d’être réalisées sur
un échantillon beaucoup plus large comme par exemple avec le prototype du DPIX
(environ 1600 pixels). Un faible temps de peaking peut induire des pertes balistiques
si le temps de vol des charges est trop long. Il convient donc de choisir une tension
de polarisation plus élevée pour diminuer l’asymétrie des raies spectrales ou simple-
ment utiliser un modèle de réponse spectrale plus complexe si l’on souhaite éviter
l’augmentation du nombre de voies bruyantes. Ce temps de peaking présente égale-
ment l’avantage de réduire l’apparition d’instabilités du taux de comptage à -20◦C
pour des tensions de polarisation inférieures à -400 V et un taux de multiples arti-
ficiels médian quasi nul. J’ai montré que le gain et l’offset de l’ASIC peuvent varier
avec la tension de polarisation. En analysant dans le détail la stabilité du gain et de
l’offset, j’ai mis en évidence l’evolution de ces paramètres avec le courant de fuite.
Cette relation linéaire est utilisée pour calculer la dérive du gain et de l’offset (coef-
ficients directeurs) dont la valeur absolue augmente avec le temps de peaking. Par
conséquent, pour un temps de peaking élevé, une augmentation du courant de fuite
des détecteurs Schottky polarisés à -20◦C entrainera une dérive temporelle plus im-
portante de la position des raies indépendamment de l’évolution de la réponse spec-
trale des détecteurs. Cette dérive observée à -450 V et à tp = 6.8 μs (pire cas testé)
reste en moyenne cantonnée dans un canal du spectre pour des énergies inférieures
à 120 keV.
L’étude de l’effet de polarisation dans un cas pire à une tension de -200 V et une
température de -18◦C sur quatre XRDPIX nemontre pas d’impact majeur de cet effet
sur l’efficacité de comptage (même à basse énergie en utilisant la raie à 5.9 keV du
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55Fe) ni sur la modification de la réponse spectrale des détecteurs. Le déplacement
linéaire de la raie à 59.54 keV (241Am) à cette température est compatible avec 0 eV
h−1 dans les erreurs statistiques. Pour finir, en étudiant les comptages de l’XRDPIX
j’ai mis en évidence l’apparition de perturbations liées aux événements induits par
les voies 8 et 16. En RSM0, le taux de multiples est anormalement élevé compte tenu
du taux de coups de la source et de la faible probabilité d’occurence de deux événe-
ments aléatoires dans un intervalle de temps inférieur au temps de gel de l’ASIC.
Le filtrage des événements multiples induit une perte non-négligeable des coups as-
sociés injustement avec ces déclenchements parasites des voies 8 et 16. Le taux de
multiples artificiellement produits par ces perturbations diminue fortement avec le
temps de peaking et surtout avec la valeur du paramètre RSM qui permet de sup-
primer les re-déclenchements présents entre 20 et 60 μs après le déclenchement de
l’ASIC (passage du signal Trigger à l’état haut). D’autres re-déclenchements associés
à d’importants dépôts d’énergie produits par des protons de 20 MeV et des particules
α de 30 MeV ont été observés à l’accélérateur de particules TANDEM à l’IPN d’Or-
say. Ces re-déclenchements concernent dans ce cas d’autres voies que les voies 8 et
16 toutes les deux désactivées lors des essais. Les caractéristiques de ce phénomène
semblent également dépendre à la fois du temps de peaking et du paramètre RSM.
En effet, j’ai démontré, par l’analyse des différences de temps d’arrivée des événe-
ments postérieurs à la saturation des voies, que le nombre de re-déclenchements
diminue fortement avec un paramètre RSM égal à 1 et un faible temps de peaking
inférieur à 4.4 μs.
En conclusion, les configurations avec un temps de peaking de 1.7 μs associé à une
tension de polarisation comprise entre -250 V et -350 V présentent les indicateurs
de performance les plus satisfaisants compte tenu de l’ensemble des observables
étudiées.
Seuil bas (keV)
Figure 4.43 – Détermination de la zone de fonctionne-
ment nominale des XRDPIX, contrainte par la valeur
médiane du seuil bas (< 4 keV), la fraction de voies
bruyantes (< 3%), la fraction de voies instables (0%)
et la multiplicité médiane (< 2.1%). Parmi ces configu-
rations nominales, j’ai testé un XRDPIX dans la confi-
guration suivante : tp =1.7 μs, HT : -350 V, RSM1 sur
une durée supérieure à 24 heures. Ce point de fonc-
tionnement (cercle rouge) est stable sur toute la durée




Dans cette étude, la recherche de la zone de fonctionnement optimale de l’ins-
trument est basée sur un échantillon de 6 XRDPIX. Ce nombre est relativement
limité compte tenu des 6400 pixels qui paveront le DPIX complet. Je pense qu’il sera
nécessaire d’affiner les valeurs des paramètres instrumentaux sur une zone de l’es-
pace des paramètres plus restreinte mais avec un échantillon statistique beaucoup
plus large pour valider le choix de la configuration nominale. La méthodologie que
j’ai développée est parfaitement réalisable sur un grand nombre d’XRDPIX. Cepen-
dant, compte tenu du volume de données générées et du temps de calcul nécessaire,
de nouvelles solutions techniques doivent être imaginées. Une de ces améliorations
consisterait à paralléliser mes codes d’analyse et les transférer dans un language
de programmation plus rapide. À l’heure actuelle, je travaille sur l’optimisation du
protocole expérimental pour qu’il devienne réalisable sur l’ensemble du prototype
du plan de détection en cours de fabrication. Cette optimisation permettrait de tes-
ter en une seule fois les 1600 pixels répartis sur 50 XRDPIX. Cette étape passe par
l’utilisation d’une chaine électronique plus proche de la version finale des électro-
niques de lecture ELS. La validation du comportement de la chaine électronique de
lecture par une méthode indépendante est une étape importante. Au cours de ma
thèse, j’ai validé la datation des événements en étudiant les différences de temps
d’arrivée de signaux périodiques à l’aide d’une double injection de charges sur l’en-
trée Vtest. Ces deux impulsions, séparées l’une de l’autre d’une durée de 5 ms, sont
injectées avec une fréquence de 2 Hz. En accumulant une statistique suffisante, j’ob-
serve l’apparition d’un excès dans la distribution des différences de temps d’arrivée
dans l’intervalle de temps δt = 5 ms. La préparation de l’essai à l’accélérateur TAN-
DEMm’a permis d’une part de mettre en évidence unmouvement de la ligne de base
avec le taux de coups et d’autre part de valider la gestion des événements saturants
par l’ELS. Un aspect intéressant des développements futurs serait la validation du
modèle numérique du temps mort par des mesures expérimentales en réalisant un
équipement capable de générer les signaux produits par les 25 XRDPIX d’un sec-
teur dans un scénario de comptage. En fournissant une liste d’événements datés et
basés sur une courbe de lumière réaliste et en connaissant le nombre d’événements
injectés dans le système, il est possible de connaître le nombre de coups perdus lors
des phases de gel des ASIC par le FPGA.
Les raisons de l’apparition des instabilités du taux de comptage ne sont pas bien
comprises pour le moment. L’absence de positions spécifiques (comme cela est le cas
pour les perturbations observées systématiquement sur les voies 8 et 16) ne semblent
pas compatibles avec un problème de routage des signaux. Il serait intéressant d’étu-
dier le développement de ces instabilités, si elles sont observées sur le prototype du
DPIX. Une telle éventualité serait très contraignante sur le choix de la configura-
tion nominale des paramètres instrumentaux et sur l’opérabilité du DPIX en vol
avec notamment des contraintes sur la gestion de la mémoire de masse et de la dé-
tection rapide de ces instabilités par l’algorithme de gestion des pixels bruyants. Une
solution éventuelle serait d’étudier l’influence de la diminution de la fréquence de
fonctionnement du FPGA sur ces instabilités.
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L’impact du dégazage à 60◦C des céramiques-détecteurs semble positif sur les
courants de fuite mesurés à -20◦C et à 25◦C. Cependant nous n’avons pas d’infor-
mations sur l’influence du dégazage sur les propriétés spectrales des détecteurs. Un
protocole de dégazage d’un XRDPIX est en cours de développement et sera réalisé
dans les prochaines semaines pour quantifier l’éventuel gain en performance et no-
tamment son influence sur la distribution des courants de fuite calculés. Cet essai
sera également le moyen d’observer les effets d’un vieillissement prématuré du mo-
dule de détection sur sa réponse spectrale, l’effet de polarisation et le bruit.
Mes conclusions concernant les résultats des essais à l’accélérateur TANDEM
mais aussi l’analyse du seuil bas et de l’efficacité de comptage pourraient être utili-
sées pour affiner les simulations des performances en imagerie de la caméraECLAIRs.
Mon travail permettra de produire les premières matrices de seuils et d’efficacité re-
présentatives du vrai comportement des détecteurs. Mon travail de thèse m’a amené
à développer plusieurs bases de données. Ces données ont déjà permis de calculer
la distribution des produits μτ estimés en ajustant les spectres par un premier mo-
dèle de réponse des détecteurs basé sur le résultat d’une simulation Monte Carlo.
Cette simulation, développée en collaboration avec un étudiant que j’ai eu le plai-
sir de co-encadrer pendant son stage, comprendra in fine un modèle de la réponse
des détecteurs en calculant l’efficacité de collection des charges à chaque profondeur
d’interaction en utilisant la relation de Hecht avec l’approximation d’un champ élec-
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Résumé
Cette thèse s’inscrit dans le cadre de la mission Sino-française SVOM (Space-based multi-band Variable ObjectMonitor) dédiée à l’étude des sursauts gamma à l’horizon 2020. Ces explosions cosmologiques très intensesapparaissent aléatoirement sur le ciel comme des bouffées de photons très brèves (de quelques milli-secondes
à quelques minutes). Ils sont engendrés par la formation catastrophique de trous noirs dans le cœur de certaines
étoiles massives en effondrement gravitationnel ou par la coalescence de deux objets compacts et se caractérisent par
de puissants jets ultra-relativistes orientés vers la Terre. SVOM permettra d’étudier la nature des progéniteurs, les
mécanismes d’accélération des particules et les processus d’émission associés, la géométrie des jets et leurs composi-
tions. Le satellite implémentera une charge utile multi-longueur d’onde dont le cœur sera la caméra grand-champ à
masque codé, ECLAIRs, en charge de la détection et de la localisation des sursauts gamma entre 4 et 150 keV. Ma
thèse a pour objectif de caractériser les performances scientifiques des modules de détection XRDPIX (i.e. un hybride
de 8x4 détecteurs couplés à une électronique bas bruit) qui paveront le plan de détection, DPIX, de la caméra. Pour ce
faire, je discute ma méthodologie pour caractériser les impacts des paramètres instrumentaux sur les performances
des XRDPIX en me basant sur les résultats des nombreuses campagnes de tests que j’ai menées sur plusieurs modules
au moyen d’un banc de test vide-thermique dédié et de sources radioactives. J’étudie la contribution des différentes
sources de bruit en développant un modèle me permettant de contrôler la qualité du processus d’hybridation des dé-
tecteurs avec leur électronique de proximité. Je délimite la zone de fonctionnement optimale pour le vol des modules
de détection en étudiant statistiquement l’impact des différents paramètres instrumentaux sur leur bruit et leur ef-
ficacité de comptage. Je mets en évidence l’apparition de comportements instables sur quelques voies dans certaines
configurations. Je discute le protocole expérimental mis en place pour caractériser la nature de ces instabilités ainsi
que les solutions envisagées. J’optimise les critères de sélection des détecteurs pour le modèle de vol à partir de mesures
spectroscopiques et de courant de fuite effectuées sur une population de 12000 détecteurs. Finalement, je présente les
résultats d’essais réalisés à l’accélérateur TANDEM pour caractériser l’impact des particules chargées (protons de 20
MeV et particules alpha de 30 MeV) sur la chaine électronique d’ECLAIRs.
Mots clés : Instrumentation – détecteurs CdTe Schottky – semiconducteurs – Sursauts gamma –SVOM–ECLAIRs
– Caméra à masque codé – électronique – ASIC – Effet de polarisation – analyse temporelle – outils statistiques.
Abstract
Gamma-ray bursts (GRBs) are short and very intense flashes of X-/gamma-ray photons lasting from few millise-conds to hundreds of seconds appearing randomly over the sky. These cosmological events are thought to be dueto the catastrophic formation of newly formed black holes following the collapse of some massive stars or after
the coalescence of two compact objects and resulting in the launch of powerful ultra-relativistic jets orientated towards
the Earth. The Sino-French mission SVOM (Space-based multi-band Variable Object Monitor) is dedicated to the study
of these extreme and fascinating transient events and expected to be launched in 2020s. The satellite will implement
a multi-wavelength science payload amongst which the core will be the large-field coded-mask camera ECLAIRs in
charge of the detection and the localisation of GRBs in the 4-150 keV range. The ECLAIRs detection plane, DPIX,
is made of 80x80 Schottky CdTe semi-conductor detectors and the front-end electronics. During my Ph-D, I mainly
worked on the characterization of the scientific performance of the elementary detection modules called XRDPIX (i.e. a
hybrid made of 8x4 detectors coupled with a low-noise ASIC) that will paved the DPIX. The main goal is then to derive
the best suitable choice of the instrumental parameters in order to optimize the camera in-flight performance. In the
manuscript, I discuss the methodology I used to explore the instrument parameter space. I describe the various testing
protocoles that I created and the different tests that I performed using several XRDPIX modules in a thermal-vacuum
chamber and irradiated with radioactive sources. I discuss in detail the results and the various observables that I used
to define the optimal in-flight operating zone of the detection plane. I also study the contribution of the different noise
sources coming from the detectors and the electronic chain with a model I designed in order to control the quality of
the hybridization process. I also highlight evidence for instable behaviors of some XRDPIX channels. I describe the ex-
periments performed in order to investigate their nature and I discuss the possible solutions to mitigate their impacts
of the overall XRDPIX performance. Finally, I study the impact of particles on the ECLAIRs X/γ-ray camera electronic
chain.
Keywords : Instrumentation –CdTe Schottky detectors – semiconductors –Gamma-ray bursts – SVOM–ECLAIRs
– Coded-mask camera – Detection chain – ASIC – Polarization effect – timing analysis – statistics
