Abstract. This paper is concerned with the simulation of periodic traveling deep-water freesurface water waves under the influence of gravity and surface tension in two and three dimensions. A variety of techniques is utilized, including the numerical simulation of a weakly nonlinear model, explicit solutions of low-order perturbation theories, and the direct numerical simulation of the full water wave equations. The weakly nonlinear models which we present are new and extend the work of Akers and Milewski [SIAM J. Appl. Math., 70 (2010), pp. 2390-2408] to arbitrary Bond number and fluid depth. The numerical scheme for the full water wave problem features a novel extension of the "Transformed Field Expansions" method of Nicholls and Reitich [Euro. J. Mech. B Fluids, 25 (2006), pp. 406-424] to accommodate capillary effects in a stable and rapid fashion. The purpose of this paper is apply the new numerical method, then compare small amplitude solutions of potential flow with those of the approximate model. Particular attention is paid to the behavior near quadratic resonances, an example of which is the Wilton ripple.
Here η(x, y, t) is the free-surface displacement, φ(x, y, z, t) is the velocity potential, g is the gravitational constant, γ is the surface tension coefficient (γ = 73.5 for an air-water interface), and H 0 is the undisturbed fluid depth [35] . Choosing a characteristic lengthscale L, surface displacement a, potential scale P = a √ gL, timescale T = L 1/2 g −1/2 , and nondimensionalizing yields Δφ + φ zz = 0, −H 1 < z < η, (2.2a) ; however, this definition of the Bond number makes sense only when the depth is smaller than, or on the order of, the wavelength. Such a depth-based Bond number is zero for all wavelengths in deep water. The Bond number is meant to compare the relative importance of surface tension to gravity, but for deep-water waves (H 1 → ∞), as will be studied here, using a depth-based Bond number leads to the conclusion that surface tension is negligible. As surface tension clearly dominates the dynamics of sufficiently short waves (even when H 1 → ∞) one must use a horizontal lengthscale for the Bond number in deep water.
In this paper we investigate periodic traveling waves in not only the potential flow equations (2.2), but also a weakly nonlinear model which we derive below (we note that the case σ = 1 in deep water appears in [15] ). To summarize the derivation for arbitrary σ and finite depth, we expand the free-surface boundary conditions (2.2c) and (2.2d) about the mean level z = 0. Taking the deep-water limit H 1 → ∞ and solving Laplace's equation in the lower half-space eliminates the z-dependence of (2.2),
φ(x, y, t, z) = F −1 F {Φ(x, y, t)} e |k|z .
Here F is the Fourier transform in (x, y) with dual variable k; clearly Φ = φ(x, y, t, 0). Derivatives of φ with respect to z at z = 0 correspond to multiplication of the Fourier transform of Φ by |k|, denoted by (−Δ) 1/2 in physical space. This procedure simplifies the potential flow equations (2.2) to a system of two equations acting at the mean level z = 0. The new system, keeping terms to cubic order, is
The system (2.3) can be formally rewritten in terms of only Φ or η. Eliminating Φ in favor of η and truncating at quadratic order yields
and
The operator H is the Hilbert transform with Fourier symbolĤ = −i k |k| . Similar techniques can be used to write quadratic truncations in terms of Φ [39] . Equation (2.4) can also be written on a fluid of arbitrary depth, where it becomes (2.5)
In [15] , (2.5) was derived to study deep-water gravity-capillary wave dynamics-the case σ = 1 with H = ∞. The above derivation makes no assumption on either H or σ, and thus it is natural to consider general Bond numbers and depths. In this work we will restrict our attention to the infinite-depth case, so further references to a weakly nonlinear model will be to (2.4).
Computing traveling waves.
In this section we explain some of the novel computational considerations necessary for the numerical simulation of traveling wave solutions of the water wave problem (2.1). We also summarize the method used to compute solutions to the weakly nonlinear model (2.4). We begin with the former, an extension of the Transformed Field Expansions (TFE) approach of [14] , and then proceed to the spectral collocation/Newton's method utilized for the latter.
Before describing the TFE approach, we recall a crucially important domain decomposition which can be made for the water wave problem with the introduction of an "artificial boundary." The details of this are provided in [14] , but we summarize here for completeness. Our goal is to replace (2.1b) with an equivalent condition in the near-field, so consider (2.1a) and (2.1b),
and notice that, given a plane {z = −a} (−H 0 < −a < − η ∞ ), these are equivalent to
If we denote φ(x, y, −a) by the variable ψ(x, y), then it is clear that (3.1c), (3.1d), and (3.1e) have the unique solution
whereψ k is the kth Fourier coefficient of ψ(x, y). To close (3.1a) and (3.1b) for φ alone we simply need to produce μ z (x, y, −a), which is delivered by the operator T ,
a Fourier multiplier of order one. Thus, (3.1b) equivalently reads
and we note that the infinite-depth case can be handled seamlessly with the observation that, when h = ∞,
With this operator (2.1) can be equivalently restated on the truncated (and finite) domain {−a < z < η}, as
To search for traveling waves we move to a reference frame moving uniformly with velocity c ∈ R 2 and seek steady solutions. This results in the system of equations
To summarize the TFE approach for computing traveling water waves, we begin with the domain-flattening change of variables
which are known as σ-coordinates [36] in atmospheric science and the C-method [37] in the electromagnetic theory of gratings. Defining the transformed potential
3) becomes, upon dropping primes,
where the precise forms for F , J, Q, and R are reported in [14] . For the purposes of our brief explanation, the only salient feature of these inhomogeneities is that if η = O(δ) and u = O(δ), then they are O(δ 2 ). The TFE approach now posits the expansions
which, a posteriori, can be shown to be strongly convergent [38] . Inserting these forms into (3.4) yields
Again, the forms for F n , J n , Q n , and R n can be found in [14] save for the contribution of the curvature term (which reflects the force due to surface tension) in R n , which we now detail below. It is the incorporation of this term into our algorithm which is the computational novelty of this work.
To begin, let us define the curvature term
and notice that
where
When applied to η, (3.5), this can be written as
from which we can easily find H n :
It is now crucially important to find a good formula for F n , and for this we use the identity
which implies that
Expanding in Taylor series, we obtain
At order zero it is not difficult to show that F 0 = 1. For n ≥ 1 we have
which, using F 0 = 1, gives
With these formulas in hand for F n , and thus H n , we proceed as outlined in [14] with a Fourier-collocation/Chebyshev-tau approximation (with N 1 × N 2 Fourier modes and N y + 1 Chebyshev coefficients) of the problem (3.6) at every perturbation order 0 ≤ n ≤ N . These partial Taylor sums can then be summed either directly or with the assistance of Padé approximation. The numerical method used to compute solutions to (2.4) is a combination of spectral collocation and Newton's method. Traveling solutions are expanded in Fourier components,
We take a 0 = 0, as the mean level has no meaning for a fluid of infinite depth. This transforms (2.4) into a nonlinear system of M algebraic equations for M +1 unknowns: the remaining M Fourier amplitudes and the speed c. To close the system we add an equation fixing ||η|| ∞ . Newton's method is used to find solutions to this system, with the linear solution as an initial guess. Solutions for different amplitudes are computed by continuation, as in [39, 40] .
Results.
In this section we present the numerical results-both some computed sample profiles and the speed-amplitude curves of solution branches. We begin by presenting some computed profiles. Next, we present the first three terms in a Stokes-like asymptotic expansion for each model. We then compare the low-order Stokes prediction to the numerical results in each model.
In Figure 4 .1 we display sample profiles (the solutions featuring circles) of deepwater waves for two values of the surface tension σ and two values of the perturbation parameter δ. The nonlinear contributions are particularly evident in the case σ = 0.34 with the flattened trough and peaked crest. We include comparisons of waves moving at the same speed, where the two profiles differ in amplitude, as well as two profiles with matching amplitude, where the waves move at slightly different speeds. This comparison illustrates that the error of (2.4) in approximating (2.2) can be thought of as either in amplitude or speed. Waves of the same small amplitude have virtually identical profiles but move at different speeds (see the right column in Figure 4 .1). In Figure 4 .2 (right column) contour plots are presented of two-dimensional surfaces (on a three-dimensional ocean) of deep-water short-crested waves. These are for three different values of the surface tension σ, and the nonlinear effects here are most evident near a Wilton ripple at σ = 0.63 (marked by a star in the left panel of Figure 4 .5).
In addition to computing profiles, we compare branches of numerically computed traveling waves of both the potential flow equations (2.2) and the weakly nonlinear model (2.4) to the respective small amplitude predictions of low-order Stokes expansions. We use speed-amplitude plots as a basis for comparison. The computation of the terms in the Stokes expansion is a classic technique; see [3, 4, 5, 6, 7, 8] . The asymptotic approximations are used, in tandem with numerical solutions, to draw conclusions about the validity of the weakly nonlinear model (2.4) as an approximation of the potential flow equations. The asymptotic solutions are calculated with a classical Stokes expansion,
though, due to the form of (2.4), the expansion of Φ is unnecessary. For a twodimensional fluid, the leading order solution solves the linear problem (identical in both equations) 
We point out that the coefficient of the second harmonic, 2+2σ 1−2σ , changes sign at σ = 1/2, and the sign of this correction corresponds to the well-known flattening of the crests and sharpening of the troughs for capillary waves, which is the reverse of gravity waves. At the critical value σ = 1/2, the linear wave resonates with its harmonic. Although the Stokes expansion about a single wave is singular here, a perturbation expansion does exist about a wave with two frequencies, called a Wilton ripple [7, 9] . For σ = 1/2 the leading order solution is In the neighborhood of second-order resonances, solutions to the quadratic model (2.4) may be better approximation to solutions of (2.2) than a third-order Stokes expansion. At third order, the Stokes wave corrections in (2.2) and (2.4) differ; for the weakly nonlinear equation (2.4) , with an extra subscript W (for weakly), the corrections are
The correction η 3,W is singular both at σ = 1/2 and σ = 1/3, as can be seen by the factors of (1 − 2σ) and (1 − 3σ) in the denominator of η 3,W . This singularity is an artifact of the first and second Wilton ripples-the mth correction will be singular at σ = 1/2, 1/3, . . . , 1/m. For the potential flow equations (2.2), with an extra subscript P (for potential), the corrections are
The correction to the displacement in the potential flow equations η 3,P is also singular, σ = 1/2 and 1/3. Just as with the model (2.4), the correction η n,P will be singular at σ = 1 m for m = 2 to n. Although the values of the corrections c 2,P and η 3,P are different from c 2,W and η 3,W , quick inspection reveals that they share the same sign and are of the same order of magnitude. This is of particular importance because of the second role c 2 plays: predicting the evolution of weakly nonlinear wavepackets in the nonlinear Schrödinger (NLS) equation. To derive NLS, consider the alternate ansatz for the free-surface displacement
When (4.7) is substituted into (2.4), the leading order amplitude A solves the NLS equation
with τ = 2 t and X = (x − c g t) (see [41] ). The NLS coefficient c 2,W has been computed for (2.4) with σ = 1 in [15] ; the NLS coefficient c 2,P has been computed for other forms of the potential flow equations with surface tension [42, 43, 44] . Because of the correspondence between the perturbation expansion and the NLS equation, some credit for the original derivation of the nonlinear coefficient of the NLS equation for potential flow with surface tension should go to [8] , who first found the third-order terms in the Stokes expansion for potential flow with surface tension in arbitrary depths.
In this paper we consider steady features of (2.4) and (2.2)-traveling profiles and speed-amplitude relations. For the depths and Bond numbers where the steady calculations show good agreement, one might consider using (2.4) to approximate the dynamics of (2.2). The second correction c 2 , in addition to correcting the speed, is predictive with respect to the dynamics of periodic waves. In the NLS equation, the relative signs of the linear term and the nonlinear term determine the qualitative nature of the dynamics. The sign of c 2 predicts focusing or scattering of compactly supported data in the NLS equation, and predicts the stability of plane waves in the model equation (the Benjamin-Feir instability [45] ). Because these are qualitative features, it is critical that the truncated equation (2.4) agrees with the potential flow equations (2.2) in terms of the relative signs of ω and c 2 . Should the signs in one equation differ from the signs in the other, the qualitative dynamics will not be similar regardless of how small a wave is considered. Thus we note that (2.4) should not be used to approximate dynamics of (2.2) at Bond numbers where c 2,p c 2,w < 0. Brief examination reveals that c 2,p c 2,2 > 0 for all σ in deep water on a two-dimensional fluid. The speed-amplitude curves of traveling waves on the surface of two-dimensional fluid-in both (2.2) and (2.4)-for a sample of Bond numbers, σ = 0, 0.49, 0.51, and 1, are plotted in Figure 4 .3. The Bond numbers σ = 1/2 ± 0.01 were chosen to observe waves near the first Wilton ripple σ = 1/2. The wave at σ = 0 is the limit point of the set of ripples σ = 1/n, where the resonance occurs at O( n ) as n → ∞; no resonance actually occurs here. The Bond number σ = 1 corresponds to the capillary-gravity wavelength for which (2.4) was originally derived: no ripples occur near this Bond number. In Figure 4 For periodic waves on the surface of a three-dimensional fluid, we assume that the leading order solutions include two wavevectors at an angle, θ, to the propagation direction,
, (4.8b) which are typically called short-crested waves [16] . We consider deep-water Stokes waves as a function of two free parameters, the Bond number σ and the angle θ. The corrections in the Stokes expansion about these waves are significantly more complicated, and for brevity are omitted.
On a two-dimensional fluid, resonant waves occur only at Bond numbers σ = 1/n for integer n. On a three-dimensional fluid these resonances persist, and new resonances arise due to the additional geometric dependence of the leading order solution. The set of all resonant waves as functions of σ and θ satisfy the relation
A simple example of a resonance which depends on θ (with m = n = 1) appears in 65. This asymmetry is an area of current investigation. To better study the resonant case, the TFE method is being extended to compute Wilton ripples.
We have computed the speed correction c 2 (σ, θ) as a function of Bond number σ and angle from the propagation direction θ for both the potential flow equations and the weakly nonlinear model. As mentioned for two-dimensional waves, the speed corrections c 2 depend on cubic interactions, some of which are neglected in the weakly nonlinear model equation (2.4); thus one should not expect c 2,W to agree in value with c 2,P . We compare the signs of the corrections c 2 in Figure 4 .5: in the light gray regions the sign of the c 2,W does not agree with the sign of c 2,P . As discussed for a two-dimensional fluid, the sign of c 2 is predictive with respect to wave dynamics. Thus as an approximation of potential flow, (2.4) should be used only for dynamics of waves which are outside of the light gray regions in Figure 4 .5. Equation (2.4) was originally derived to study waves near (σ, θ) = (1, 0), which satisfy this criterion.
Conclusion.
Periodic traveling wave solutions of the full water wave equations and a weakly nonlinear model for these on deep water are computed. Solutions to the weakly nonlinear model are computed by applying Newton's method to the truncated system of Fourier amplitudes. Solutions to the potential flow equations are computed using an extension of the method of Transformed Field Expansions [14] .
The numerical solutions are compared to asymptotic predictions, made using a classic (Stokes) perturbation expansion. We compare the behavior of Stokes wave solutions to the potential flow equations to a quadratic truncation both apart from resonances and in the neighborhood of quadratic resonances. We observe that the quadratic model may approximate the potential flow equations better than the Stokes expansion near quadratic resonances. The performance of this approximation appears to be asymmetric about the resonant Bond numbers. To further investigate this asymmetry, the method of Transformed Field Expansions must be extended to compute Wilton ripples.
