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Abstract
We establish the existence and uniqueness of transonic flows with a transonic shock through a two-
dimensional nozzle of slowly varying cross-sections. The transonic flow is governed by the steady, full
Euler equations. Given an incoming smooth flow that is close to a constant supersonic state (i.e., smooth
Cauchy data) at the entrance and the subsonic condition with nearly horizontal velocity at the exit of the
nozzle, we prove that there exists a transonic flow whose downstream smooth subsonic region is separated
by a smooth transonic shock from the upstream supersonic flow. This problem is approached by a one-
phase free boundary problem in which the transonic shock is formulated as a free boundary. The full Euler
equations are decomposed into an elliptic equation and a system of transport equations for the free boundary
problem. An iteration scheme is developed and its fixed point is shown to exist, which is a solution of the
free boundary problem, by combining some delicate estimates for the elliptic equation and the system of
transport equations with the Schauder fixed point argument. The uniqueness of transonic nozzle flows is
also established by employing the coordinate transformation of Euler–Lagrange type and detailed estimates
of the solutions.
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We are concerned with transonic flow problems arising from a de Laval nozzle used for gen-
erating transonic gas flows (cf. [11,13]). In this paper, we study the existence and uniqueness
of steady transonic flows with a transonic shock through a two-dimensional nozzle of slowly
varying cross-sections for the full Euler equations. Given an incoming C1,α flow that is close to
a constant supersonic state (i.e., smooth Cauchy data) at the entrance and the subsonic condition
with nearly horizontal velocity at the exit of the nozzle, we prove that there exists a transonic
flow whose downstream smooth subsonic region is separated by a C2,α transonic shock from
the upstream C1,α supersonic flow. This problem is approached by a one-phase free boundary
problem in which the transonic shock is formulated as a free boundary for the Euler equations.
Such transonic problems have been studied under several different physical situations in the
recent years. In [5–8], two nonlinear approaches have been developed to establish the existence
and stability of transonic shocks in the C1,α framework for the multidimensional Euler equations
for steady potential fluids and applied to handling transonic flow problems in infinite channels
and nozzles. Chen [9] also considered this problem in a channel for the two-dimensional steady
Euler flows with a certain symmetry and obeying the Bernoulli law with a uniform Bernoulli
constant (also see [10]). There are some related results for further simplified models: the unsteady
transonic small disturbance equation in [1,3], the pressure-gradient system in [14,15], and the
nonlinear wave system in [2] (also see the references cited therein).
For the full Euler equations, we first derive a second-order equation for the pressure and
a system of transport equations for the velocity and the density. These equations are coupled
together in their coefficients, and the equation for the pressure turns out to be elliptic in the
subsonic region. Given an incoming C1,α flow that is close to a uniform supersonic state at the
entrance of the nozzle, x = −1, we first show that there exists a C1,α supersonic flow up to x = 1
and then reformulate the transonic nozzle problem into a one-phase free boundary problem. That
is, a part of the boundary of the subsonic region is a transonic shock which is regarded as a free
boundary that is determined by an interaction between the flow of two sides of the shock. The
conditions on the free boundary are the Rankine–Hugoniot relations between the supersonic and
subsonic phases to ensure the flow is an entropy solution across the shock. To solve this free
boundary problem, we have to determine both the free boundary and the subsonic phase defined
in the region with the free boundary as a part of its boundary. We approach this problem by the
iteration method via design of the linearized problems in fixed regions, making delicate estimates
of the solutions, and performing a Schauder fixed point argument. In particular, we exploit the
mixed boundary conditions to deal with the corner singularity caused by the nozzle boundary
in the C1,α framework to construct the subsonic flow in the iteration scheme. More precisely,
given a fixed boundary x =ψ(y) and a solution U , we solve a linear system of equations whose
coefficients are from U to obtain a new solution U˜ and extend it to the whole domain; then make
delicate estimates of this solution and applying the Schauder fixed point argument to establish the
existence of a fixed point U∗. For this fixed-point solution, we determine a fixed transonic shock
x = φ∗(y) to the full Euler equations by the Rankine–Hugoniot relations between a perturbed
supersonic state U− and a subsonic state U∗. The uniqueness of transonic nozzle flows is also
established by employing the coordinate transformation of Euler–Lagrange type and detailed
estimates of the solutions when the incoming flow is C2,α .
One of the advantages in our analysis in this paper is in the context of the full Euler equations
so that the solutions do not necessarily obey the Bernoulli law with a uniform Bernoulli constant
(i.e., the Bernoulli constant is allowed to change for different fluid trajectories). Since we directly
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symmetry of the solutions, unlike [6,9]. We remark that we assign the nearly horizontal velocity
condition at the exit of the nozzle here, which is consistent with the subsonic condition at infinity
in the infinite nozzle case for which the vertical velocity v should be zero for the uniformly nozzle
boundary at infinity (cf. [8]); and the pressure condition at the exit of the nozzle is generally ill-
posed.
This paper is organized as follows. In Section 2, we reformulate the transonic nozzle problem
into a one-phase free boundary problem in the nozzle and state the main theorems. In Section 3,
we derive linearized elliptic equations and linearized transport equations and make delicate esti-
mates of these solutions. In Section 4, we develop the iteration scheme for solving the nonlinear
problem and prove the existence of its fixed point by the Schauder fixed point argument and care-
ful estimates of the iteration scheme. In Section 5, we establish the uniqueness of solutions for
the transonic nozzle problem by using the coordinate transformation of Euler–Lagrange type and
delicate estimates of the solutions. In Section 6, we use the method of characteristics to construct
the supersonic solutions in the upstream region which is close to a uniform supersonic flow.
This step enables us to reformulate the transonic nozzle problem into a one-phase free boundary
problem in Section 2.
2. Mathematical setup and main theorems
Consider steady, adiabatic flows governed by the following full Euler equations:⎛⎜⎜⎝
ρu
ρu2 + p
ρuv
ρuE + up
⎞⎟⎟⎠
x
+
⎛⎜⎜⎝
ρv
ρuv
ρv2 + p
ρvE + vp
⎞⎟⎟⎠
y
= 0, (2.1)
where (u, v) is the velocity, ρ the density, p the pressure, and
E = 1
2
(
u2 + v2)+ p
(γ − 1)ρ
the energy with adiabatic exponent γ > 1. We denote the sonic speed by
c =√γp/ρ.
Denote U(x,y) = (u, v,p,ρ)(x, y). Then the full Euler equations can be written in the general
form of conservation laws:
F(U)x +G(U)y = 0 (2.2)
with F(U) = (ρu,ρu2 + p,ρuv,ρuE + up) and G(U) = (ρv,ρuv,ρv2 + p,ρvE + vp).
Furthermore, the full Euler equations can be also written into the following nondivergence form:
ρux + uρx + ρvy + vρy = 0, (2.3)
ρuux + ρvuy + px = 0, (2.4)
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γpux + upx + γpvy + vpy = 0. (2.6)
When a shock front S := {x =ψ(y)} forms in the flow, the Rankine–Hugoniot relations are[
F(U)
]−ψ ′[G(U)]= 0 (2.7)
for the states on both sides of the shock, where the bracket [ ] is the jump between the quantities
of two states across the shock front. The Rankine–Hugoniot relations in (2.7) are equivalent to
the following conditions:
dψ
dy
= [ρuv][ρv2 + p] , (2.8)
[ρu] = [ρuv][ρv][ρv2 + p] , (2.9)[
ρu2 + p]= [ρuv]2[ρv2 + p] , (2.10)[
ρu
2
(
u2 + v2)+ γ
γ − 1up
]
=
[
ρv
2
(
u2 + v2)+ γ
γ − 1vp
] [ρuv]
[ρv2 + p] . (2.11)
In our analysis below, we use (2.8) to locate the shock front and (2.9)–(2.11) to find the linearized
boundary conditions on the shock front.
Let
U0± =
(
u0±, v0±,p0±, ρ0±
)
be two constant states, a supersonic state U0− and a subsonic state U0+, respectively, separated by
a steady shock front at x = 0. Then
U0 =
{
U0− = (u0−, v0−,p0−, ρ0−) if x < 0,
U0+ = (u0+, v0+,p0+, ρ0+) if x > 0
is a transonic shock solution of (2.1) with (2.7) so that
(
c0+
)2 − (u0+)2 − (v0+)2 > δ0, (c0−)2 − (u0−)2 − (v0−)2 <−δ0 (2.12)
for some δ0 > 0, where c±0 =
√
γp0±/ρ0±.
In particular, when v0− = v0+ = 0, the Rankine–Hugoniot relations in (2.7) imply
ψ ′ = 0,[
ρ0u0
]= 0, (2.13)[
ρ0
(
u0
)2 + p0]= 0, (2.14)
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ρ0u0
(
γp0
(γ − 1)ρ0 +
(u0)2
2
)]
= 0. (2.15)
Conditions (2.12)–(2.15) imply
u0+ < u0−, p0+ >p0−, ρ0+ > ρ0−. (2.16)
This is the entropy condition for the constant solution.
We are interested in the existence and uniqueness of transonic flows through a two-
dimensional nozzle of slowly varying cross-sections. Let ε > 0 be sufficiently small and N > 1.
For concreteness, we define the domains by
Ω = {(x, y): −1 < x <N, ζ2(x) < y < ζ3(x)}, (2.17)
Ω1 =Ω ∩ {−1 < x < 1}, (2.18)
where {
ζ2(x) = 0 on [−1,1] ∪ [N − 1,N],
ζ3(x) = b on [−1,1] ∪ [N − 1,N],
with ∥∥ζ2(x)∥∥C2,α([−1,N ]) + ∥∥ζ3(x)− b∥∥C2,α([−1,N ]) < ε.
Since our solutions will be near the background solution U0, they will automatically satisfy
the entropy condition since (2.16). In particular, when U satisfies∥∥U −U0+∥∥C1,α(Ω+) < Cε
for some constant C > 0, then U stays subsonic in the subsonic region Ω+ in Ω .
Now we set up the transonic nozzle problem. Let ν be the outer unit normal to ∂Ω .
Fig. 1. Domain for the nozzle problem.
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incoming flow close to U−0 at the entrance, find a transonic flow U , which is supersonic after
passing the entrance and subsonic with nearly horizontal velocity at the exit of the nozzle, sepa-
rated by a transonic shock x =ψ(y) with ψ(0)= 0 for the following problem of initial-boundary
value type in an impermeable nozzle:
U |x=−1 =Φ0(y) := (u0, v0,p0, ρ0)(y) ∈ C1,α(0, b), (2.19)
(u, v) · ν|{y=ζ2(x),ζ3(x)} = 0, (2.20)
v|x=N = h,
(
u2 + h2 − c2)∣∣
x=N < 0, (2.21)
with∥∥Φ0 −U0−∥∥C1,α(0,b) + ‖h‖C1,α(0,b) < ε, (u0,p0, ρ0)y∣∣y=0,b = 0, h∣∣y=0,b = 0 (2.22)
for some small ε > 0.
The conditions in (2.22) are technical to ensure the compatibility of solutions in C1,α at the
points and the nearly horizontal velocity at the exit. The condition on Γ4 is consistent with the
condition at the infinite downstream for the infinite nozzle problem (see [8]). In order to solve
this nozzle problem, we first establish the existence and uniqueness of supersonic flows in the
upstream region Ω1 via the method of characteristics. The following theorem is established in
Section 6.
Theorem 2.1. Given small ε > 0, there exist a constant C0 > 0 and a unique supersonic solution
U− = (u−, v−,p−, ρ−)(x, y) ∈ C1,α(Ω1) of Problem (2.3)–(2.6) and (2.19)–(2.22) such that∥∥U− −U0−∥∥C1,α(Ω1) < C0ε, (2.23)
(u−,p−, ρ−)y
∣∣{y=0,b}∩Ω1 = 0. (2.24)
In addition, if the Cauchy data and the nozzle satisfy∥∥Φ0 −U0−∥∥C2,α(0,b) + ∥∥(ζ2, ζ3 − b)∥∥C3,α(−1,N) < ε, (2.25)
then the solution U−(x, y) ∈ C2,α also satisfies∥∥U− −U0−∥∥C2,α(Ω1) < C0ε. (2.26)
With Theorem 2.1, we can reformulate Problem 2.1 into the following one-phase free bound-
ary problem.
Problem 2.2. Given a supersonic solution U−(x, y) = (u−, v−,p−, ρ−)(x, y) of (2.3)–(2.6),
(2.19), and (2.20) satisfying (2.23) and (2.24) for some small constant ε > 0, find a subsonic
flow U(x,y) in the downstream separated by a transonic shock front x = ψ(y) with ψ(0) = 0
satisfying (2.20)–(2.22).
To solve this free boundary problem, we develop an iteration scheme to solve first a fixed
boundary problem to determine the downstream flow and solve then the ordinary differential
equation (2.8) to determine the location of the shock front. For the uniqueness of the shock, it is
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Then combining some delicate estimates of the iteration scheme with the Schauder fixed point
argument yields the solution of a free boundary problem.
To determine a fixed boundary problem in the iteration scheme, we determine our domain
first. The domain Ω is a nozzle that is a perturbation of a two-dimensional channel, and the
elliptic region
Ω+ =
{
(x, y): ψ(y) < x <N, ζ2(x) < y < ζ3(x)
}⊂Ω
is bounded by
Γ1: x =ψ(y), Γ2: y = ζ2(x), Γ3: y = ζ3(x), Γ4: x =N.
We assign the boundary conditions as follows: the Rankine–Hugoniot relations (2.7) on Γ1; the
slip condition
(u, v) · ν = 0 (2.27)
on Γ2 ∪ Γ3; and v = h on Γ4.
For convenience, three intervals are defined by
I1 = {y = 0, −1 x  1}, I2 = {y = b, −1 x  1}, J =
{
y = b, |x| 1/4}.
Denote
M= {U− ∈ C1,α(Ω1): ∥∥U− −U0−∥∥C1,α(Ω) < C0ε, (u−,p−, ρ−)y∣∣O∪J = 0,
(u−, v−) · ν = 0 on I1 ∪ I2
}
.
Here the condition (u−,p−, ρ−)y = 0 on O ∪ J is ensured by Theorem 2.1 and will be used for
the reflection around the corners. Then we have
Theorem 2.2. Let ε > 0 be small and U− ∈M. Then
(i) Problem 2.2 has a solution U and a shock front ψ such that the Rankine–Hugoniot rela-
tions (2.7) hold and ∥∥U −U0+∥∥C1,α(Ω) < Cε, (2.28)
‖ψ‖C2,α([0,b]) < Cε (2.29)
for some constant C independent of ε;
(ii) The solution for Problem 2.2 is unique provided additionally that conditions (2.25) and
‖h‖C2,α(0,b) < ε hold.
In Sections 3–5, we solve Problem 2.2 to establish Theorem 2.2 in detail, and we then prove
Theorem 2.1 in Section 6. Then the nozzle problem is solved by combining Theorem 2.2 with
Theorem 2.1.
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In this section, we first develop a linearization procedure for the nonlinear problem (2.3)–(2.7),
(2.21), and (2.27), and we then establish the existence of solutions of the linearized problem to
approach Problem 2.2.
For δ ∈ (0, δ0), define the δ-neighborhood Σδ of U0+ by
Σδ =
{
U ∈ C1,α(Ω): ∥∥U −U0+∥∥C1,α(Ω) < δ, v = ζ ′j u on Γj for j = 2,3, and v = h on Γ4}.
We now explain the iteration scheme to obtain the solutions δU from the linearized elliptic
equation and the linearized transport equations with linearized boundary conditions.
Define
F = {φ ∈ C2,α(0, b): φ(0) = φ′(0) = 0, ‖φ‖C2,α(0,b)  η0}
for some small η0 > 0.
For any U ∈ Σδ and φ ∈ F , we solve the linearized problem on the fixed region with a fixed
boundary part formed by φ: we first identify an equation for δp and prove the existence and
uniqueness of the solution by the standard elliptic theory, and we then investigate δu, δv, and δρ
in a linear system of transport equations.
First, we perform ∂x(2.4) + ∂y(2.5) − ργp (u∂x + v∂y)(2.6) to obtain the following second-
order linear equation:(
c2 − u2)(δp)xx − 2uv(δp)xy + (c2 − v2)(δp)yy
− ((γ + 1)uux + vuy + γ uvy)(δp)x − (γ vux + uvx + (γ + 1)vvy)(δp)y
+ c2((ρu)xux + (ρu)yvx + (ρv)xuy + (ρv)yvy)= 0, (3.1)
which is elliptic in the subsonic region.
To solve the elliptic problem, we impose the following proper boundary conditions:
on Γ1, δp = g2, where g2 will be specified later;
on the boundaries Γj , j = 2,3, we have the Neumann condition:
(δp)ν = (−1)jρu2ζ ′′j /
√
1 + (ζ ′j )2 on Γj , j = 2,3,
by (2.27), (2.4), and (2.5).
Notice that, during the process of obtaining the elliptic equation (3.1), we differentiate (2.6)
by u∂x + v∂y . Therefore, (3.1) is not equivalent to (2.6) unless we impose equality (2.6) on Γ4.
This leads to a boundary condition for δp on Γ4:
(δp)x = c
2ρu
c2 − u2
(
−v
u
uy + vy + v
c2ρ
py
)
.
Second, the system of linear transport equations is
ρu(δu)x + ρv(δu)y + (δp)x = 0, (3.2)
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(
δu− u+ u0+
)= 0, (3.3)
u(δρ)x + v(δρ)y − u
c2
(δp)x − v
c2
(δp)y = 0, (3.4)
where δp is obtained in Eq. (3.1),
K(x,y) = ζ ′′2 (x)
ζ3(x)− y
ζ3(x)− ζ2(x) + ζ
′′
3 (x)
y − ζ2(x)
ζ3(x)− ζ2(x) ,
and Eq. (3.4) is obtained from (2.3) − ρ
γp
(2.6).
We now explain the extra term containing a new function K(x,y) in (3.3) which is not shown
in the original full Euler equations. We know that
v/u= ζ ′j on Γj , j = 2,3, (3.5)
in the original Euler equations (2.3)–(2.6). For U satisfying (3.5), we require the next step linear
solution δU to satisfy
δv
δu+ u0+
= ζ ′j on Γj , j = 2,3.
This turns out to be true if we consider (3.2) and (3.3) along the fluid trajectory on Γ2 ∪ Γ3.
To solve Eqs. (3.1)–(3.4) in a subsonic region, we need boundary conditions of δU in the
region. We first define approximate Rankine–Hugoniot relations of (2.9)–(2.11).
Denote the tangential derivative along the shock front:
Dτ := [ρuv][ρv2 + p]∂x + ∂y. (3.6)
We now identify an approximate boundary condition of the Rankine–Hugoniot relations by tak-
ing the derivative of (2.9)–(2.11) for U with respect to the tangential direction τ of the shock
front. Then the approximate boundary conditions are
ρ(δu)τ + u(δρ)τ = (ρ−u−)τ +
( [ρv][ρuv]
[ρv2 + p]
)
τ
:= (ρ−u−)τ + q1,
2ρu(δu)τ + (δp)τ + u2(δρ)τ =
(
ρ−(u−)2 + p−
)
τ
+
( [ρuv]2
[ρv2 + p]
)
τ
:= (ρ−(u−)2 + p−)τ + q2,(
3
2
ρu2 + γ
γ − 1p
)
(δu)τ + γ
γ − 1u(δp)τ +
u3
2
(δρ)τ
=
(
1
2
ρ−u−
(
u2− + v2−
)+ γ
γ − 1u−p− −
1
2
ρuv2
)
τ
+
([ 1
2ρv(u
2 + v2)+ γ
γ−1vp
][ρuv]
[ρv2 + p]
)
τ
:=
(
1
ρ−(u−)3 + γ u−p−
)
+ q3,2 γ − 1 τ
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‖qi‖Cα(Ω)  C
(
ε + ∥∥U −U0+∥∥2C1,α(Ω))<C(ε + δ2),
and qi = 0 on I1 ∪ I2 for i = 1,2,3. This system of approximate conditions is equivalent to
BWτ =Gτ +Q,
where
B =
⎛⎜⎜⎝
ρ 0 u
2ρu 1 u2
3ρu2
2 + γγ−1p γγ−1u u
3
2
⎞⎟⎟⎠ , W =
⎛⎝ δuδp
δρ
⎞⎠ ,
G=
⎛⎜⎝ ρ−u−ρ−(u−)2 + p−
1
2ρ−(u−)
3 + γ
γ−1u−p−
⎞⎟⎠ , Q=
⎛⎝ q1q2
q3
⎞⎠ .
Since detB 
= 0 in a subsonic region, Wτ expressed by U and U− satisfies
‖Wτ‖Cα(Γ1)  C
(
ε + ‖Q‖Cα(Ω)
)
.
Integrating Wτ along the boundary with the starting point at the origin, we have the boundary
conditions of
δu= g1, δp = g2, δρ = g3,
where gi , i = 1,2,3, are independent of δU and satisfy
‖gi‖C1,α(Γ1) C
(
ε + ∥∥U −U0+∥∥2C1,α(Ω)) C(ε + δ2) (3.7)
for some constant C > 0.
So far, we have identified the boundary conditions on Γ1 of W except for the normal compo-
nent of the velocity, since it is degenerate in the linearization of the Rankine–Hugoniot relations.
Instead of the boundary condition of δv on Γ1, we impose the condition v on Γ4:
v = h on Γ4
such that ‖h‖C1,α(0,b) < ε. Then, from Eq. (3.3), we can solve δv along the characteristics of the
operator Ds¯ := ρ(−u)∂x + ρ(−v)∂y .
Under these proper boundary conditions on the subsonic region, we first obtain the existence
result for the linear second-order elliptic equation.
Lemma 3.1. Let U− ∈ M, U ∈ Σδ , and φ ∈ F . Then there exists a unique solution δp ∈
C1,α(Ω+) to the second-order linear elliptic equation (3.1) with the mixed boundary conditions:
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(δp)ν = ρu2ζ ′′2 /
√
1 + (ζ ′2)2 on Γ2,
(δp)ν = −ρu2ζ ′′3 /
√
1 + (ζ ′3)2 on Γ3,
(δp)ν = (δp)x = c
2ρu
c2 − u2
(
−v
u
uy + vy + v
c2ρ
py
)
on Γ4.
Furthermore, for some C > 0,
‖δp‖C1,α(Ω+)  C
(
ε + ‖g2‖C1,α(Γ1) + ε
∥∥U −U0+∥∥C1,α(Ω+) + ∥∥U −U0+∥∥2C1,α(Ω+)). (3.8)
Proof. For simplicity, we use the standard index notations to rewrite the elliptic equation. Then
the elliptic equation (3.1) is
aij (δp)xixj + bi(δp)xi + r =
(
aij (δp)xi
)
xj
+ (bi − (aij )xj )(δp)xi + r,
where aij ∈ C1,α(Ω+) and bi − (aij )xj ∈ Cα(Ω+) for i, j = 1,2, and r ∈ Cα(Ω+) with
‖r‖Cα(Ω+) C
∥∥U −U0+∥∥2C1,α(Ω+).
Then, by the standard theory of elliptic equations of divergence form, there exists a unique solu-
tion δp with
δp ∈ C1,α(Ω+ \ {O,P1,P2,P3}),
where P1 is the intersection point of Γ1 and Γ3, P2 of Γ2 and Γ4, and P3 of Γ3 and Γ4.
In order to obtain the C1,α regularity up to the boundary, we perform the local reflection with
respect to y = 0 and y = b. After a local reflection at the two points O and Pj with respect to
y = 0 and y = b, we have
aij ∈ Cα(Ω0), bi − (aij )xj ∈ L∞(Ω0), r ∈ L∞(Ω0),
where Ω0 is a locally extended region of Ω+ around the points O and Pj , j = 1,2,3, along the
line segment y = 0 and b. With this regularity for the coefficients, we can conclude
δp ∈ C1,α(Ω+)
if the compatibility conditions of δp at the origin O and Pj , j = 1,2,3, can be verified by the
local reflection. It is clear that δp is C1,α around the two points P2 and P3 by the local reflection.
We note that the tangential derivative in (3.6) along the shock front becomes Dτ = ∂y on
I1 ∪ I2. For U− ∈M and φ ∈ F , we find (δU)τ = 0 since v = 0 and v− = 0 on I1 ∪ I2, which
implies (δU)y = 0 there.
Around the points O and P1 on Γ2 ∪ Γ3, the normal derivative of δp becomes zero. Thus
we have the compatibility conditions which enable us to do the local reflection over Γ2 ∪ Γ3
around O and P1, respectively. 
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Lemma 3.2. Given U ∈ Σδ , there exists a solution (δu, δv, δρ) ∈ C1,α(Ω+) of the linear trans-
port equations (3.2)–(3.4) satisfying
∥∥(δu, δv, δρ)∥∥
C1,α(Ω+)  C
(
ε +
3∑
i=1
‖gi‖C1,α(Γ1) + ε‖δU‖C1,α(Ω+) + ‖δp‖C1,α(Ω+)
)
(3.9)
for some constant C > 0.
Proof. We note that the linear elliptic problem (3.1) for δp is(
c2 − u2)(δp)xx − 2uv(δp)xy + (c2 − v2)(δp)yy = f0(u,v,p,ρ,Du,Dv,Dρ,D(δp)) :=A
with f0 ∈ Cα(Ω+). Then δp ∈ C2,α(Ω+). Define
Ds = ρu∂x + ρv∂y.
From (3.2) and (3.3),
Ds(δu)+ (δp)x = 0,
Ds¯(δv)− (δp)y +Kρu
(
δu− u+ u0+
)= 0.
Integration along the characteristics of Ds and Ds¯ yields
‖δu‖Cα(Ω+)  C
(‖g1‖C1,α(Γ1) + ‖δp‖C1,α(Ω+)),
‖δv‖Cα(Ω+)  C
(
ε + ε‖δu‖Cα(Ω+) + ‖δp‖C1,α(Ω+)
)
for δp ∈ C1,α(Ω+) in Lemma 3.1.
We now consider the higher regularity of δu and δv. Taking the derivative on both sides of
(3.2) with respect to y, we find
Ds(δu)y + (δp)xy +E1(δu)y +E2(δp)x = 0 (3.10)
for some functions E1,E2 ∈ Cα(Ω+).
In order to avoid the second derivative term (δp)xy , we rewrite it into
(δp)xy = C1A+C2Ds(δp)x +C3Ds(δp)y
so that
Ci ∈ C1,α(Ω+), i = 1,2,3.
This can be achieved since
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((
c2 − u2)C1 + ρuC2)(δp)xx + (−2uvC1 + ρvC2 + ρuC3)(δp)xy
+ ((c2 − v2)C1 + ρvC3)(δp)yy,
that is, ⎛⎝ c2 − u2 ρu 0−2uv ρv ρu
c2 − v2 0 ρv
⎞⎠⎛⎝C1C2
C3
⎞⎠=
⎛⎝ 01
0
⎞⎠ .
Since v is close to 0, the determinant of the above coefficient matrix is close to ρ2u2c2 > 0.
Therefore, the linear system is always solvable.
Then (3.10) becomes
Ds
(
(δu)y +C2(δp)x +C3(δp)y
)−Ds(C2)(δp)x −Ds(C3)(δp)y
+C1A+E1(δu)y +E2(δp)x = 0,
that is,
DsX +E3X +E4 = 0,
where X = (δu)y +C2(δp)x +C3(δp)y and E3,E4 ∈ Cα(Ω+). Integration along the character-
istics of Ds yields
‖X‖Cα(Ω+)  C
(‖X‖Cα(Γ1) + ‖E4‖Cα(Ω+)).
Thus
∥∥(δu)y∥∥Cα(Ω+)  C
( 3∑
i=1
‖gi‖Cα(Γ1) + ‖δp‖C1,α(Ω+)
)
.
Combination of the estimates of Ds(δu) and (δu)y yields the same estimate for (δu)x . Then
‖δu‖C1,α(Ω+)  C
(∑
‖gi‖Cα(Γ1) + ‖δp‖C1,α(Ω+)
)
for some constant C > 0. Similarly, we obtain the estimate of D(δv) in Cα(Ω+) and
‖δv‖C1,α(Ω+)  C
(
ε + ε‖δu‖C1,α(Ω+) + ‖δp‖C1,α(Ω+)
)
.
For δρ, we find from (3.4) that
Ds(δρ)− 1
c2
Ds(δp) = 0. (3.11)
Thus we can obtain the estimate for δρ in C1,α by the similar argument as above.
We note that the constant C in each estimate is independent of the interior points in the region.
Thus the estimates can be extended up to the boundary by the limits from the interior. 
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‖δU‖C1,α(Ω+) < δ.
Moreover, U˜ := δU +U0+ is a solution of the linearized equations such that U˜ ∈ Σδ .
Proof. Using estimates (3.8) and (3.9), we have
‖δU‖C1,α(Ω+)  C
(
ε +
∑
i=1,2,3
‖gi‖C1,α(Γ1) + ε
∥∥U −U0+∥∥C1,α(Ω+) + ∥∥U −U0+∥∥2C1,α(Ω+)
)
.
Together with (3.7), we obtain
‖δU‖C1,α(Ω+) C
(
ε + ∥∥U −U0+∥∥2C1,α(Ω+)). (3.12)
Since U ∈Σδ ,
‖δU‖C1,α(Ω+) < δ
by taking ε < δ2 and δ < (3C)−1 for C > 1. 
4. Nonlinear problem and iteration scheme
Based on the estimates of the linearized problem, we now adopt the iteration scheme devel-
oped in [5] by Chen and Feldman to establish the existence of solutions of the nonlinear problem.
4.1. Iteration scheme
Given U ∈ Σδ , we first locate the shock front ψ by solving (2.8) to determine the boundary ψ ,
solve the linear problem (3.1)–(3.4) to obtain δU , and finally, extend the solution δU to the whole
domain Ω in a fixed way (cf. Section 4.2) such that
‖δU‖C1,α(Ω)  C‖δU‖C1,α(Ω+). (4.1)
Therefore, we construct a mapping T from Σδ to itself by
T (U) = δU +U0+. (4.2)
Since Σδ is a convex and compact subset of C1,β(Ω) for β < α, it suffices to prove that T is
continuous in order to apply the Schauder fixed point theorem.
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There are various ways to extend the solution δU . We use the following method to make our
extension.
We first consider the extension across a flat boundary for U ∈ C1,α defined on the half-plane
x  0.
For x < 0, we define
U(x,y)= aU(−x, y)+ bU(−2x, y).
In order to obtain the C1,α continuity, we need some condition on the boundary x = 0:
U(0, y)= aU(0, y)+ bU(0, y), Ux(0, y)= −aUx(0, y)− 2bUx(0, y).
That is,
a = 3, b = −2
so that our extension is
U(x,y)= 3U(−x, y)− 2U(−2x, y),
and the constant C = 7 in (4.1).
For the Cn,α extension, set
U(x,y)=
n∑
i=0
ciU
(−(i + 1)x, y),
derive the linear equations for (c0, . . . , cn), and solve the linear system to obtain the explicit
formula for the extension.
Once we know the way of extension across the flat boundary, we can deal with the curved
boundary by flattening. That is, we first do a coordinate transformation to flatten the boundary,
then use the formula above to extend the function across the flat boundary and, finally, pull back
to the original coordinate system.
4.3. Continuity of the iteration map
We now derive the estimates necessary for the continuity of T .
Given two vector-valued functions U and U in Σδ such that
T (U) = δU +U0+ and T (U)= δU +U0+,
we solve Eq. (2.8) to obtain the corresponding shock fronts ψ and ψ¯ which define two down-
stream regions Ω+ and Ω+, respectively.
We first construct a region transformation B : Ω+ → Ω+ given by
(x¯, y¯)= B(x, y) := (x + η(x)(ψ¯(y)−ψ(y)), y),
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η(x)=
{1 if |x| 1/2,
0 if |x| 1.
Set U∗(x, y)=U(B(x, y)) and δU∗(x, y)= δU(B(x, y)).
We first investigate the elliptic equation for the pressure and derive the estimates of the differ-
ence of the iterated pressures controlled by the difference of the given functions.
Lemma 4.1. Suppose that the iterated pressure functions δp and δp¯ are the solutions for the
elliptic equation (3.1) with the given functions U and U , respectively. Then there exists a constant
C > 0, depending only on the boundary data, such that∥∥δp − δp∗∥∥
C1(Ω+) C‖U −U‖αC1,α(Ω). (4.3)
Proof. As in Lemma 3.1, we write the elliptic equations as
aij (δp)xixj + bi(δp)xi = f, (4.4)
a¯ij (δp¯)x¯i x¯j + b¯i (δp¯)x¯i = f¯ . (4.5)
After the coordinate transformation, the elliptic equation (4.5) becomes
aˆij
(
δp∗
)
xixj
+ bˆi
(
δp∗
)
xi
= fˆ , (4.6)
where
aˆij =
2∑
k,l=1
a∗kl
∂xi
∂x¯k
∂xj
∂x¯l
, bˆi =
2∑
k=1
b∗k
∂xi
∂x¯k
+
2∑
k,j=1
a∗kj
(
∂xi
∂x¯k
)
x¯j
,
fˆ = −
2∑
i,j,k,l=1
γp∗
ρ∗
(
ρ∗u∗i
)
xk
∂xk
∂x¯j
(
u∗j
)
xl
∂xl
∂x¯i
for (u1, u2)= (u, v).
By definition of the coordinate transformation B, we have∥∥∥∥∂(x¯, y¯)∂(x, y) − I
∥∥∥∥
C1,α(Ω)
 C‖U −U‖C1,α(Ω), (4.7)
where I is the identity matrix. Therefore, we have the following estimates:∥∥aˆij − a∗ij∥∥C1,α(Ω)  C‖U −U‖C1,α(Ω), (4.8)∥∥bˆi − b∗i ∥∥L∞(Ω)  C‖U −U‖C1,α(Ω), (4.9)∥∥fˆ − f ∗∥∥ ∞  C‖U −U‖C1,α(Ω). (4.10)L (Ω)
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aij
(
δp − δp∗)
xixj
+ bi
(
δp − δp∗)
xi
= F, (4.11)
where
F = f − fˆ + (aˆij − aij )
(
δp∗
)
xixj
+ (bˆi − bi)
(
δp∗
)
xi
.
In order to apply the elliptic estimates for the equation of divergence form, we need to rewrite F
in the form of d0 +∑j (dj )xj , where
d0 = f − fˆ + (bˆi − bi)
(
δp∗
)
xi
− (aˆij − aij )xj
(
δp∗
)
xi
,
dj = (aˆij − aij )
(
δp∗
)
xi
.
By the C1,α continuity of U and (4.8)–(4.10), we have
‖f − fˆ ‖L∞(Ω)  ‖f − f¯ ‖L∞(Ω) +
∥∥f¯ − f ∗∥∥
L∞(Ω) +
∥∥f ∗ − fˆ ∥∥
L∞(Ω)
 C‖U −U‖C1,α(Ω) + ‖f¯ ‖Cα(Ω)‖ψ¯ −ψ‖αC0
 C
(‖U −U‖C1,α(Ω) + ‖U −U‖αC1,α(Ω))
 C‖U −U‖α
C1,α(Ω).
In the same way, we can control the other terms in d0 and dj to obtain
‖d0‖L∞(Ω) +
∑
j
‖dj‖Cα(Ω)  C‖U −U‖αC1,α(Ω). (4.12)
If we use a similar argument to the one above, we also have the estimate for the difference of the
boundary data: ∥∥g2 − g∗2∥∥C1(Γ1) C‖U −U‖αC1,α(Ω),
for g∗2 = g¯2 ◦B.
Then, similar to Lemma 3.1, we have
∥∥δp − δp∗∥∥
C1(Ω+)  C
(∥∥g2 − g∗2∥∥C1(Γ1) + ε∥∥U −U∗∥∥C1(Ω) + ‖d0‖L∞(Ω) +∑
j
‖dj‖Cα(Ω)
)
 C‖U −U‖α
C1,α(Ω).
This completes the proof. 
The same analysis applies to the rest of the transport equations.
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(3.1)–(3.4). Then
‖δU − δU‖C0(Ω)  C‖U −U‖αC1,α(Ω) (4.13)
for some constant C > 0.
Proof. We use the similar argument as in Lemma 4.1 for the rest of the transport equations. We
now focus on Eq. (2.4) to illustrate the method.
Assume that δu¯ satisfies
ρ¯u¯(δu¯)x¯ + ρ¯v¯(δu¯)y¯ + (δp¯)x¯ = 0.
We then pull back the variables in the above equation into the region Ω+ by B to obtain(
ρ∗u∗ ∂x
∂x¯
+ ρ∗v∗ ∂x
∂y¯
)(
δu∗
)
x
+ ρ∗v∗(δu∗)
y
+ ∂x
∂x¯
(
δp∗
)
x
= 0. (4.14)
The difference between (2.4) and (4.14) gives
ρu
(
δu− δu∗)
x
+ ρv(δu− δu∗)
y
+ r1 = 0,
where
r1 = (δp)x − ∂x
∂x¯
(
δp∗
)
x
+
(
ρu− ρ∗u∗ ∂x
∂x¯
− ρ∗v∗ ∂x
∂y¯
)(
δu∗
)
x
+ (ρv − ρ∗v∗)(δu∗)
y
.
We know from Lemma 4.1 that
‖r1‖C0(Ω+)  C
(∥∥U −U∗∥∥
C0(Ω+) +
∥∥δp − δp∗∥∥
C1(Ω+)
)
C‖U −U‖α
C1,α(Ω+).
Thus, we have∥∥δu− δu∗∥∥
C0(Ω+) C
(∥∥g1 − g∗1∥∥C0(Γ1) + ‖r1‖C0(Ω+)) C‖U −U‖αC1,α(Ω+).
Using the same method to the other transport equations, we obtain∥∥δU − δU∗∥∥
C0(Ω+) C‖U −U‖αC1,α(Ω).
Thus,
‖δU − δU‖C0(Ω)  C
(∥∥δU − δU∗∥∥
C0(Ω) +
∥∥δU∗ − δU∥∥
C0(Ω)
)
 C‖U −U‖α
C1,α(Ω). 
Remark 4.3. All the estimates for (4.13) hold if we replace the parameter α by β , which is
between 0 and α. That is, for any β ∈ (0, α),
‖δU − δU‖C0(Ω) C‖U −U‖βC1,β (Ω). (4.15)
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Lemma 4.4. The mapping T defined by (4.2) is continuous in C1,β(Ω).
Proof. Let
T
(
Un
)= δUn +U0+ and T (U) = δU +U0+.
We need to prove that, for any sequence {Un} converging to U in C1,β , {δUn} with
‖δUn‖C1,α(Ω) < δ converges to δU in C1,β .
Suppose that {δUn} does not converge to δU in C1,β . Since {δUn +U0+} with {δUn +U0+} ⊂
C1,β is compact for 0 < β < α < 1, there exists a subsequence {δUnk + U0+} converging to
δU˜ +U0+, which is different from δU +U0+ in C1,β .
On the other hand, by (4.15), we have∥∥δU − δUnk∥∥
C0(Ω)  C
∥∥U −Unk∥∥β
C1,β (Ω).
Letting k → ∞, we conclude
‖δU − δU˜‖C0(Ω)  0,
which contradicts the fact that δU˜ and δU are different. 
With the estimates in Sections 4.2 and 4.3, we can prove Theorem 2.2.
4.4. Proof of Theorem 2.2
Since T is continuous, there exists a fixed point δU for T by the Schauder fixed point theorem.
Then U := U0+ + δU is the solution for Problem 2.2.
To prove (2.28), we use estimate (3.12) on the whole domain Ω :
‖δU‖C1,α(Ω)  C
(
ε + ‖δU‖2
C1,α(Ω)
)
. (4.16)
Since ‖δU‖C1,α(Ω) < δ for δ < (2C)−1, we have
‖δU‖C1,α(Ω) 
Cε
1 −Cδ < 2Cε.
Noticing (2.8), we have
‖ψ‖C2,α([0,b])  C‖v‖C1,α(Ω).
Therefore, combining this with (2.28), we obtain (2.29).
Remark 4.5. We point out that the fixed point U for the quasi-decoupled system (3.1)–(3.4) is
indeed a solution for the original system (2.3)–(2.6). It is obvious that Eqs. (3.2)–(3.4) become
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generate Eq. (3.2) that
(ρu∂x + ρv∂y)(γpux + upx + γpvy + vpy)= 0,
which implies that the left-hand side of (2.6) equals to a constant along any given fluid trajectory.
Since we also impose (2.6) on the right boundary Γ4, Eq. (2.6) holds along each fluid trajectory,
hence on the region Ω+.
5. Uniqueness of solutions and coordinate transformation
In order to establish the uniqueness of solutions of Problem 2.2, we need to change the
coordinate system so that the fluid trajectories are flattened. The coordinate transformation is
Euler–Lagrange type (cf. Chen [4]).
We define the new coordinates (ξ, η) by
ξ = x, η =
y∫
ζ2(x)
(ρu)(x, s) ds, (5.1)
so that
ηy = ρu, ηx = −ρv,
where the lower limit ζ2 is the function of the lower boundary defined in (2.17). Hence, we have
∂x = ∂ξ − ρv∂η, ∂y = ρu∂η. (5.2)
By Eq. (2.3), which comes from the conservation of mass, we conclude that
ζ3(x)∫
ζ2(x)
ρu(x, s) ds = L is a constant.
Thus, the original domain Ω becomes the following rectangle under the new coordinate system
(ξ, η):
R = (−1,N)× (0,L). (5.3)
We then transform system (2.3)–(2.6) into
uξ − ρvuη + ρuvη + u
ρ
ρξ = 0, (5.4)
ρuuξ + pξ − ρvpη = 0, (5.5)
vξ + pη = 0, (5.6)
uξ − ρvuη + ρuvη + u pξ = 0. (5.7)
γp
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(lnp − γ lnρ)ξ = 0, (5.8)
that is,
p =A(η)ργ .
We now use (5.5)–(5.8) as our new system in the (ξ, η)-coordinates. We still keep the same
notation for the solution variables, but they should be understood in the (ξ, η)-coordinates.
In order to derive the Rankine–Hugoniot relations, we need the equations in conservation
form. We rewrite (5.4) and (5.5) into (
− 1
ρu
)
ξ
+
(
v
u
)
η
= 0, (5.9)(
u+ p
ρu
)
ξ
+
(
−pv
u
)
η
= 0. (5.10)
Then Eqs. (5.6) and (5.8)–(5.10) lead to the Rankine–Hugoniot relations:
−
[
1
ρu
]
=ψ ′
[
v
u
]
,
[
u+ p
ρu
]
= −ψ ′
[
pv
u
]
, [v] =ψ ′[p],[
u2 + v2
2
γp
(γ − 1)ρ
]
= 0.
That is,
ψ ′ = [v][p] , (5.11)[
u+ p
ρu
]
= [v][p]
[
−pv
u
]
, (5.12)[
− 1
ρu
]
= [v][p]
[
v
u
]
, (5.13)
[
u2 + v2
2
γp
(γ − 1)ρ
]
= 0. (5.14)
Our method for uniqueness is similar to the linearization process in Section 3. Following the
same way as in Section 3, we differentiate (5.12)–(5.14) along the shock to identify the boundary
condition for W = (u,p,ρ), where the corresponding coefficient matrix is
B =
⎛⎜⎜⎝
1 − p
ρu2
1
ρu
− p
ρ2u
1
ρu2
0 1
ρ2u
u
γ − γp 2
⎞⎟⎟⎠ .
(γ−1)ρ (γ−1)ρ
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detB = c
2 − u2
(γ − 1)ρ3u3 > 0
in the subsonic region, we have the similar condition on the shock
(δu, δp, δρ)= (g1, g2, g3).
The elliptic equation for δp is(
1 − u
2
c2
)
(δp)ξξ − 2ρv(δp)ξη + ρ2
(
u2 + v2)(δp)ηη + f = 0, (5.15)
obtained by taking (∂ξ − ρv∂η)(5.5) + ρ2u2∂η(5.6) − ρu∂ξ (5.7), where
f = (ρu)ξuξ − (ρv)ξpη − ρvuξ (ρu)η + ρv(ρv)ηpη
+ ρu(ρv)ξuη − ρu(ρu)ξ vη − ρu
(
u
γp
)
ξ
pξ .
The boundary conditions for δp on the lower and upper boundaries are(
ρu+ ρvζ ′j
)
(δp)η = ζ ′jpξ − ρu2ζ ′′j , j = 2,3. (5.16)
The condition on the right boundary is
c2 − u2
c2
(δp)ξ = ρvpη + ρ2u2vη − ρ2uvuη. (5.17)
Assume now that we have two solutions UA and UB in the (ξ, η)-coordinates with the corre-
sponding shocks ψA and ψB . Let RA and RB be the regions bounded by the upper, lower, right
boundaries of R, and the shocks ΓA and ΓB , respectively. We construct a mapping π from RA
to RB by
π : (ξ, η)→ (ξ¯ , η¯) =
(
N −ψB
N −ψA ξ +N
ψB −ψA
N −ψA ,η
)
.
Set U∗B =UB ◦ π and UD =UA −U∗B . Thus
‖π − I‖C1,α(RA)  C‖ψA −ψB‖C1,α(0,L)  C‖UD‖C1,α(RA).
Following the same method for the existence part in Section 4, we obtain the elliptic equation
for pD (
aij (pD)ξi
)
ξj
+ bj (pD)ξj = d0 + (di)ξi , (5.18)
where (ξ1, ξ2) = (ξ, η).
For the uniqueness, we assume (2.25), which gives us better control on the boundary for UD .
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pD|ΓA =G2(U−,UA)−G2
(
U− ◦ π,U∗B
)≡ gD,
where G2 is a functional defined when the boundary conditions on the shock are derived.
Notice that
U− ◦ π(ξ, η)−U−(ξ, η) = (ξ¯ − ξ)
1∫
0
(U−)ξ
(
t (ξ¯ − ξ)+ ξ, η)dt.
Therefore, we have
‖gD‖C1,α(0,L) 
∥∥G2(U−,UA)−G2(U−,U∗B)∥∥C1,α(RA)
+ ∥∥G2(U− ◦ π,U∗B)−G2(U−,U∗B)∥∥C1,α(RA)
Cδ‖UD‖C1,α(RA) +C‖U− ◦ π −U−‖C1,α(RA)
Cδ‖UD‖C1,α(RA) +C
∥∥(U−)ξ∥∥C1,α(RA)‖ψB −ψA‖C1,α(0,L)
C(ε + δ)‖UD‖C1,α(RA).
We treat the other boundary conditions in a similar way. Therefore, we obtain
‖pD‖C1,α(RA)  Cδ‖UD‖C1,α(RA). (5.19)
We apply the same technique as in Lemma 3.2 with Eq. (5.15) to obtain the estimates for the
rest of the solution variables. Notice that there is a difference between the new and old coordinate
systems. Using the (ξ, η)-coordinates, we get better control on the transport equations. The fluid
trajectories for the two solutions actually merge into the same straight lines η = C in the new
coordinate system.
The analysis of the transport equations is similar. Without loss of generality, we investigate
only Eq. (5.5) here.
Equation (5.5) for uA can be written as
(uA)ξ + 1
ρAuA
(pA)ξ − vA
uA
(pA)η = 0. (5.20)
The equation for u∗B is
(
u∗B
)
ξ
+
(
1
ρ∗Bu∗B
+ ∂ξ¯
∂η
v∗B
u∗B
)(
p∗B
)
ξ
− ∂ξ¯
∂ξ
v∗B
u∗B
(
p∗B
)
η
= 0. (5.21)
The difference between (5.21) and (5.20) gives
(uD)ξ + 1
ρAuA
(pD)ξ − vA
uA
(pD)η + a1
(
p∗B
)
ξ
+ a2
(
p∗B
)
η
= 0, (5.22)
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a1 = 1
ρ∗Bu∗B
− 1
ρAuA
+ ∂ξ¯
∂η
v∗B
u∗B
, a2 = vA
uA
− v
∗
B
u∗B
∂ξ¯
∂ξ
.
From (5.22), it is easy to see that∥∥(uD, (uD)ξ )∥∥Cα(RA)  C(‖pD‖C1,α(RA) + ∥∥(a1, a2)∥∥Cα(RA)∥∥p∗B∥∥C1,α(RA)).
Since ‖(a1, a2)‖Cα(RA)  C‖UD‖Cα(RA), together with (5.19), we obtain∥∥(uD, (uD)ξ )∥∥Cα(RA)  Cδ‖UD‖C1,α(RA). (5.23)
The remainder is to estimate (uD)η. We follow the same way as in Lemma 3.2.
First, differentiating (5.22) with respect to η, we have(
(uD)η
)
ξ
+ b1(pD)ξη + b2(pD)ηη + a1
(
p∗B
)
ξη
+ a2
(
p∗B
)
ηη
+ b3 = 0
with ∥∥(b1, b2)∥∥C1,α(RA)  C, ‖b3‖Cα(RA) Cδ‖UD‖C1,α(RA).
Furthermore, by the structure of (5.15),
(pD)ηη = c1(pD)ξξ + c2(pD)ξη + c3,
(
p∗B
)
ηη
= d1
(
p∗B
)
ξξ
+ d2
(
p∗B
)
ξη
+ d3
with ∥∥(c1, c2, d1, d2)∥∥C1,α(RA)  C, ∥∥(c3, d3)∥∥Cα(RA)  Cδ‖UD‖C1,α(RA).
Let
X = (uD)η + (b1 + b2c2)(pD)η + (a1 + a2d2)
(
p∗B
)
η
+ b2c1(pD)ξ + a2d1
(
p∗B
)
ξ
.
Thus we obtain the following equation
Xξ +E = 0
with
‖E‖Cα(RA) Cδ‖UD‖C1,α(RA).
We integrate the above equation with respect to ξ , together with the boundary condition for
uD , to have
‖uD‖C1,α(R )  Cδ‖UD‖C1,α(R ). (5.24)A A
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we impose the boundary condition on x =N . In the (ξ, η)-coordinates, we have
v|ξ=N = h
( η∫
0
1
ρu
(N, s) ds
)
.
Hence, we obtain
vD(N,η) =
η∫
0
(
1
ρAuA
− 1
ρBuB
)
(N, s) ds
×
1∫
0
h′
( η∫
0
(
t
(
1
ρAuA
− 1
ρBuB
)
+ 1
ρBuB
)
(N, s) ds
)
dt.
Therefore, ∥∥vD(N, ·)∥∥C1,α(0,L)  C‖h‖C2,α(0,L)‖UD‖C1,α(RA)  Cε‖UD‖C1,α(RA).
Finally, we obtain the inequality
‖UD‖C1,α(RA)  Cδ‖UD‖C1,α(RA).
For sufficiently small δ > 0, we conclude
‖UD‖C1,α(RA) 
1
2
‖UD‖C1,α(RA),
which implies UD = 0. This establishes the uniqueness in Theorem 2.2.
6. Solutions in the supersonic region
In this section we establish Theorem 2.1 for the existence and uniqueness of supersonic solu-
tions in the upstream region that is the rectangle R = (−1,1)× (0, b) as required in Sections 2–5.
We can obtain the same results for the region with a curved boundary which requires only a little
more notational complexity.
First, system (2.1) can be rewritten into the nondivergence form:
AUx +BUy = 0, (6.1)
where
A=
⎛⎜⎜⎝
ρ 0 0 u
ρu 0 1 0
0 ρu 0 0
1 0 u 0
⎞⎟⎟⎠ , B =
⎛⎜⎜⎝
0 ρ 0 v
ρv 0 0 0
0 ρv 1 0
0 1 v 0
⎞⎟⎟⎠ . (6.2)
γp γp
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λ1 = λ2 = v
u
, λ3,4 = uv ± c
√
u2 + v2 − c2
u2 − c2 .
The corresponding left eigenvectors are
l1 = (1,0,0,−ρ), l2 = (0, u, v,0), l3,4 =
(
0, λ3,4,−1, ρ(v − λ3,4u)
)
.
The initial-boundary conditions are (2.19) and (2.20) satisfying (2.22).
We use the characteristic method under the C1,α framework. The similar results and estimates
for the Cauchy problem can be found in [12]. Since we deal with the initial–boundary value
problem with the slip boundary condition here, we will mainly investigate the part different from
the Cauchy problem as in [12].
Now we know v = 0 on the boundary y = 0, b. We need three more conditions on the bound-
ary to prescribe u, p, and ρ. We use the characteristic method to determine the data on the
boundary. We only analyze the data on the lower boundary y = 0.
Set Rs = (−1, s)× (0, b). We study the local solutions on Rδ first for small δ.
Define the ith characteristics fi passing through (x,0) by the ordinary differential equation
dfi(τ ;x,0)
dτ
= λi
(
U(τ,fi)
)
, (6.3)
fi(x;x,0)= 0. (6.4)
Multiplication of (6.1) by li yields
liA(Ux + λiUy) = 0.
Thus, along the ith characteristics, we have
d
dτ
(liAU) = d
dτ
(liA)U. (6.5)
We know λ1,2 = 0 and λ4 < 0 on y = 0. Therefore, the 1st, 2nd, and 4th characteristics can
travel to the left and reach the initial boundary x = −1. Let ξi(x) = fi(0;x,0). Integrate (6.5)
along the characteristics to obtain
liAU(x,0) = liAΦ0
(
ξi(x)
)+ x∫
−1
d
dτ
(liA)U dτ ≡ χi. (6.6)
Now we linearize these conditions as follows: in (6.6), we keep the right-hand side. On the
left-hand side, we replace the given solution variables U by U , which are unknown variables, i.e.,
liAU(x,0) = χi. (6.7)
Together with the condition v(x,0) = v¯(x,0) = 0, we have
− u2 p¯ + uρ¯ = χ1, ρu2u¯+ up¯ = χ2, −λ4
(
1 − u
2
2
)
p¯ = χ4.c c
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It is obvious that U can be written as a linear combination of χi with the functions of U as
its coefficients. Therefore, for any (x, y) ∈ Rδ , U(x,y) can be determined along the character-
istics tracing back either to the upper or lower boundary, or to the initial boundary. Then all the
estimates in [12] apply to our problem here. By [12, Theorems 4.1, 4.2], we conclude the local
existence and uniqueness of solutions to our hyperbolic system as follows.
Lemma 6.1. For the initial–boundary value problem (6.1), (2.19), and (2.20) with∥∥Φ0 −U0−∥∥C1,α(0,b) < εˆ
for εˆ ∈ (0,1), there exists small δ∗ > 0 depending only on εˆ,U0−, and δ0 such that there exists a
unique solution U on Rδ∗ with the following estimate:∥∥U −U0−∥∥C1,α(Rδ∗ ) C1∥∥Φ0 −U0−∥∥C1,α(0,1), (6.8)
where C1 depends only on U0−, δ0, and δ∗. In addition, for the initial–boundary value prob-
lem (6.1), (2.19), and (2.20) satisfying∥∥Φ0 −U0−∥∥C2,α(0,b) < εˆ,
we have ∥∥U −U0−∥∥C2,β (Rδ∗ )  C2∥∥Φ0 −U0−∥∥C2,β (0,1)
for any β ∈ [0,1].
We will extend the local solution by control of the initial data. The result is stated as the
following theorem.
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there exists a constant ε0 > 0 depending only on δ∗ and C1 such that, when ε  ε0, there exists a
unique solution U on Ω satisfying (2.23) and (2.24). In addition, for the initial-boundary value
problem (6.1), (2.19), and (2.20) satisfying (2.25),∥∥U −U0−∥∥C2,β (Rδ∗ )  C3∥∥Φ0 −U0−∥∥C2,β (0,1) (6.9)
for any β ∈ [0,1].
Proof. We fix the constants εˆ and δ∗ in Lemma 6.1 and set ε = εˆ/C2/δ∗+11 .
We apply Lemma 6.1 to obtain Rδ∗ as the existence region for U and the estimate∥∥U −U0−∥∥C1,α(Rδ∗ )  C1∥∥Φ0 −U0−∥∥C1,α(0,1) < εˆ/C2/δ∗1 .
We assume C1 > 1 so that ∥∥U(δ∗, ·)−U0−∥∥C1,α(0,1) < εˆ.
We then use U(δ∗, y) as our new initial data to solve system (6.1). By applying Lemma 6.1 up to
[2/δ∗] + 1 times, we can extend the local solution to the region R1, together with estimate (6.8).
In addition, for the initial–boundary value problem (6.1), (2.19), and (2.20) satisfying (2.25),
we can show (6.9) in a similar way.
Finally, we investigate the condition in (2.24), i.e.,
(u,p,ρ)y |O∪J = 0. (6.10)
This can be seen as follows. From Eq. (2.5) and the fact that v|y=0,b = 0, we know that
py |y=0,b = 0.
On the lower or upper boundary y = 0 or y = b, which is a fluid trajectory, we have ρ =
A(y)p1/γ . By the assumption
(p0)y = (ρ0)y = 0 at y = 0, b,
we find
ρ′0(0) =A′(0)p(0)+A(0)p′(0) = 0.
Therefore, A′(0) = 0. Also, A′(b) = 0. Thus we have
ρy |y=0,b =
(
p
1
γ A′ + 1
γ
p
1
γ
−1
pyA
)∣∣∣∣
y=0,b
= 0.
Now we prove uy |y=0,b = 0. Since we assume that the initial data Φ0 is C2, the solution U is
also C2 in the region R1. Then we can differentiate Eq. (2.4) with respect to y to obtain
ρu(uy)x + ρv(uy)y + (ρu)yux + (ρv)yuy + (py)x = 0.
120 G.-Q. Chen et al. / J. Differential Equations 229 (2006) 92–120Use of py |y=0,b = 0 yields (py)x |y=0,b = 0. Also, by using Eq. (2.3) and v|y=0,b = 0, the
above equation is reduced to
(uy)x = ρx
ρ
uy on y = 0, b.
We solve this equation to obtain
uy = (u0)y ρ
ρ0
= 0,
since (u0)y |y=0,b = 0. Therefore, we conclude (u,p,ρ)y |y=0,b = 0. 
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