Abstract. In this paper, consensus of a leader-following problem is investigated. The leader-following problem describes a dynamics of the leader and a number of agents. The trajectory of the leader is given. The dynamics of each agent depends on the leader trajectory and others agents' inputs. Here, the leader-following problem is modeled by a system of nonlinear equations with Caputo fractional derivative, which can be rewritten as a system of Volterra equations. The main tools in the investigation are the properties of the resolvent kernel corresponding to the Volterra equations, and Schauder fixed point theorem. By study of the existence of an asymptotically stable solution of a suitable Volterra system, the sufficient conditions for consensus of the leader-following problem are obtained.
INTRODUCTION
We investigate the leader-following problem given as a system of equations with Caputo fractional derivative of the following form The organization of this paper is the following. In Section 2, the brief history of fractional calculus is described. Next, in Section 3, the motivation of introduction of the system (1.1) as a model of flocking is presented, and the definition of consensus is given. In Section 4, we recall some useful lemmas and we also introduce some useful notation. Finally, in Section 5, the existence of asymptotically stable solution is investigated, and the sufficient conditions for consensus of the leader-following problem are obtained.
FRACTIONAL CALCULUS
Fractional calculus is a natural extension of ordinary calculus, where integrals and derivatives are defined for arbitrary real orders. The origins of fractional calculus go back to seventeenth century, when in 1695 the derivative of order 0.5 was described by Leibniz. Since that time, several different fractional derivatives have been introduced, for example: Riemann-Liouville, Hadamard, Grunwald-Letnikov, Caputo. The choice of an appropriate fractional derivative (or integral) depends on the studied problem, and for this reason a large number of works devoted to different fractional operators appeared in literature. Also nowadays, fractional calculus theory attracts attention of many authors, see for example [14, 15] . The Caputo and Riemann-Liouville fractional operators are two broadly used in various fields. It is known (see [17] ) that Caputo is one of the most appropriate operators to discuss problems involving a fractional differential equation with initial condition.
MODEL OF FLOCKING
The motivation for investigation of system (1.1) is the following. Flocking is an emergent behavior that can be observed in many multi-agent systems and represents the situation that autonomous agents, using only limited environmental information,
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organize themselves in an ordered motion. For example, Cucker and Smale in [6, 7] proposed the model to describe the evolution of a flock with a finite quantity of agents. Girejko et al. investigated consensus models on isolated time scales: Krause's model in [9] , and Cucker-Smale model (see [10] ).
Recently, an interesting topic of investigation is the consensus of a group of agents with the leader, where the leader is a special agent whose motion is independent of all the other agents and is followed by all the other ones. In this paper, we investigate the system proposed by Yu, Jiang and Hu in [19] , where the authors adopted the Caputo fractional operators to model the multi-agent system dynamics and analyze the consensus by investigation of algebraic graph theory. We described the dynamics of each agent labeled i, i = 1, 2, . . . , N , by the following nonlinear Caputo fractional differential equation
where unknown function x i (t) represents the state of i-th agent at time t ∈ R + , u i is i-th agent input, which can only use local information from its neighbor agents. The trajectory of the leader, labeled as i = 0, is given by the following condition
Function u i is introduced in the following way. Let a ij ∈ R, d i ∈ R, for i = 1, 2, . . . , N , and let A = [a ij ] and
The Laplacian matrix L = [l ij ] of A (see [7] ) is defined as
We investigate the problem given by (3.1), where 5) and γ ∈ R. Obviously, by putting (3.5) into (3.1), we get equation (1.1).
Definition 3.1. The multi-agent system (1.1) is said to be achieved the leader--following consensus if any solutionsx(t) andx(t) of system (1.1) satisfy 6) and for any initial conditionsx * i ,x * i ∈ R. If a solution of system (1.1) satisfies condition (3.6) forx * ,x * ∈ U ⊂ R N , the leader-following consensus is achieved locally.
USEFUL LEMMAS AND NOTATIONS
The following lemmas are used in the proof of the main result of this paper. Obviously, B is a Banach space with the norm defined by (4.1). Space C l is defined as follows:
Let ρ > 0 be a constant, and let
where C l is defined by (4.2).
The following definition will be used in the sequel. T > 0, then it is weakly singular on the set S := {(t, s) : 0 ≤ s ≤ t < ∞}. Exactly as in [2] , we can derive the following auxiliary lemma. In [2] the functions considered are assumed to be continuous but the careful analysis of the proof allows us to formulate it for weakly singular functions. Since the only change arises in the notion of the integral, i.e. we replace the Riemann Integral with the Lebesgue one and omit the sets of measure zero.
Definition 4.2 ([3, 5]). Let
Assume that K : S → R is weakly singular on the set S.
Lemma 4.3.
Suppose that for a function K, the following hypotheses are fulfilled:
Then for every z ∈ C l ,
On the space C l the following compactness criterion holds. 
Lemma 4.4 ([15]). A family A ⊂ C l is relatively compact if and only if
|z(t 1 ) − z(t 2 )| ≤ ε.
EXISTENCE OF A BOUNDED AND ASYMPTOTICALLY STABLE SOLUTION
Let us consider system (1.1)-(1.2). Setting
we can rewrite system (1.1)-(1.2) as follows: 
The Laplacian matrix of matrix
We can rewrite (3.5) in the following form:
From the other hand 
Hence, (5.3) holds. 
Let us denote
e i (t) = x i (t) − x 0 (t) for i = 1, 2, . . . , N,(5.
4) and h(t, e(t)) := F (t, e(t) −
x v 0 (t)) − F (t, x v 0 (t)) − (γB + I)e(t),(5.
(t) = e(t) + h(t, e(t)), (5.6)
with initial condition
Equation (5.6) can be transformed into an equivalent Volterra integral equation
where Γ is the gamma function (see [8, 11, 13] ). By C : R + → R + , we denote the kernel of Volterra equation (5.7), that is,
We observe that the kernels of Volterra integral equations obtained from Caputo fractional differential equations with 0 < α < 1 are weakly singular. Equation (5.7) can be written as a Volterra equation
C(t − s) e(s) + h(s, e(s)) ds. (5.9)
It is known (see, for example [16, p. 191] or [11] ), that function e is a solution of equation (5.7) if and only if e satisfies the variation of constants equation in the form
R(t − s)h(s, e(s))ds, (5.10)
where the function y :
, is given by
The function R is known as the resolvent kernel of C and in its domain satisfied equation (see [4, p. 55] )
or equivalently
The resolvent kernel R corresponding to the given kernel C is unique. For simplicity, putting t := t−s, we can rewrite C and R as a one variable functions. The resolvent kernel R satisfies the following conditions (see [16, 18] 
Next, we prove the existence result of asymptotically stable solution of equation (5.10). Since equations (5.10) and (5.9) are equivalent, in this way we prove an existence result of asymptotically stable solution of equation (5.9) . Using this result, we present the sufficient conditions for the leader-following consensus of system (3.1)-(3.2), which is in fact equivalent to system (1.1)-(1.2).
Definition 5.2.
A functionẽ is said to be an asymptotically stable solution of equation (5.10) if for every ε > 0, there exists a M = M (ε), such that for every t ≥ M , and for every other solutionē of equation (5.10), the following inequality holds
Notice that, since f is a continuous function, any coordinate of vector of F has this property. Condition (5.5) and linearity of term γ(B + I)e imply that any coordinate of function h is continuous, too. Suppose that there exists
where h is defined by (5.5). Set
Since α ∈ (0, 1), by (5.8), we have Proof. Notice that C l,ρ is a nonempty closed and convex subset of the Banach space B.
For e ∈ C l,ρ , we define map T 
Since the convolution of a continuous function and an L 1 function is continuous, the function y defined by (5.11) is continuous for t ≥ 0. Function h is a continuous function, then we get that T is a continuous mapping.
Since |R(t 2 − s)|ds < ε 3mρ . Hence, for e ∈ C l,ρ and t 1 , t 2 ∈ [0, µ], t 1 ≤ t 2 , we get
This shows that T (C l,ρ ) is equicontinuous on compact subsets of R + . Therefore, by Lemma 4.4, the set T (C l,ρ ) is relatively compact.
Hence, all assumptions of Lemma 4.1 are satisfied. It ensures that there exists at least one solution of equation (5.10) in C l,ρ .
Finally, we prove that all solutions of (5.10) in C l,ρ are asymptotically stable. Let us denote φ(t) := sup{|h(t, e) − l|, e ∈ C l,ρ } for all t ∈ R + , where l is defined by (5.14). Obviously Letẽ,ē ∈ C l,ρ be solutions of (5.10). It meansẽ(t) = (Tẽ)(t) andē(t) = (Tē)(t). Thus for all t ≥ 0, we have ẽ(t) −ē(t) 
R(t − s) h(s,ẽ(s)) − h(s,ē(s)) ds
= t 0
R(t − s) h(s,ẽ(s)) − l − h(s,ē(s)) − l ds

R(t − s) φ(t)ds.
From the above and (5.23), we get |ẽ(t) −ē(t)| → 0 as t → ∞. It means that every solution of (5.10) in C l,ρ is asymptotically stable. This ended the proof. 
