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DYNAMICAL SAMPLING ON FINITE INDEX SETS
CARLOS CABRELLI, URSULA MOLTER, VICTORIA PATERNOSTRO,
AND FRIEDRICH PHILIPP
Abstract. We consider bounded operators A acting iteratively on a finite set of vectors
{fi : i ∈ I} in a Hilbert space H and address the problem of providing necessary
and sufficient conditions for the collection of iterates {Anfi : i ∈ I, n = 0, 1, 2, ....}
to form a frame for the space H. For normal operators A we completely solve the
problem by proving a characterization theorem. Our proof incorporates techniques
from different areas of mathematics, such as operator theory, spectral theory, harmonic
analysis, and complex analysis in the unit disk. In the second part of the paper we
drop the strong condition on A to be normal. Despite this quite general setting, we are
able to prove a characterization which allows to infer many strong necessary conditions
on the operator A. For example, A needs to be similar to a contraction of a very
special kind. We also prove a characterization theorem for the finite-dimensional case.
— These results provide a theoretical solution to the so-called Dynamical Sampling
problem where a signal f that is evolving in time through iterates of an operator A is
spatially sub-sampled at various times and one seeks to reconstruct the signal f from
these spatial-temporal samples.
1. Introduction
Given a system of vectors {fi}i∈I from some Hilbert space H and a normal operator A,
we consider the collection of iterates A = {Anfi : i ∈ I, n = 1, . . . , li}. We are interested
in the special structure of this set. The relevant questions are when the set A is complete
in H, when it is a basis, when it is a Bessel sequence, or when it forms a frame for H. In
particular, one seeks conditions on the operator A, the vectors {fi} and the number of
iterations li in order to guarantee the desired properties of the system A.
These questions are in general of a very difficult nature. Their answers require the
use of notions and techniques of different areas of mathematics such as operator theory,
spectral theory, harmonic analysis, and complex analysis in the unit disk. The results are
most of the time unexpected. Just to mention some examples, it was proved in [3] that if
A is a diagonal operator in ℓ2(N), the collection A can never be a basis of H. It was also
shown in [3] that for these kinds of operators the orbit (Anf)n∈N of one vector f ∈ ℓ2(N)
is a frame for ℓ2(N) if and only if the sequence of eigenvalues of A is a set of interpolation
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for the Hardy space H2(D) of the unit disk D together with some boundedness condition
on the vector f .
In signal processing this problem constitutes an instance of the so-called Dynamical
Sampling problem. In Dynamical Sampling a signal f that is evolving in time through
an operator A is spatially sub-sampled at multiple times and one seeks to reconstruct
the signal f from these spatial-temporal samples, thereby exploiting time evolution (see,
e.g., [1, 2, 3, 4, 5, 12, 17]). Obviously, the task of reconstructing the signal is an inverse
problem. In this paper we give necessary and sufficient conditions on its well-posedness.
In the following, we shall introduce the reader to the motivation, the ideas, and the
details of Dynamical Sampling, describe the current state of research, and expose our
contribution in this paper.
1.1. Motivation and idea of Dynamical Sampling. Let us assume that we are given
the task of spatially sampling (i.e., evaluating) a signal f from a function space H in such
a way that f can later be recovered from these samples. The first idea is, of course, to
sample the function f at many convenient positions xi – hoping that the knowledge
on the properties of the functions in H suffices to recover f from the samples f(xi).
However, in real-world scenarios there are typically many restrictions that one has to
deal with. For example, the access to some of the required places xi might be prohibited.
Another problem is that sensors are usually very expensive so that the installation of a
great number of them in order to guarantee a high-accuracy recovery becomes a crucial
financial problem.
However, in many situations the signal f also varies in time and the evolution law is
known. The idea of Dynamical Sampling is to avoid the above-mentioned obstacles by
reducing the number of positions xi and to sample f not only at one but at various times,
thereby exploiting the knowledge of the evolution law. This idea was for the first time
considered by Lu et al. (see [12, 17]), where the authors investigated signals obeying the
heat equation.
Therefore, in our model let us add a time entry to f and assume that f(t, ·) remains
in H for each t ≥ 0 and that f(t, x) is a solution to a dynamical system. In the simplest
case, where this dynamical system is homogeneous and linear, the function u(t) = f(t, ·),
t ≥ 0, maps [0,∞) to H and satisfies u˙(t) = Bu(t), where B is a generator of a semigroup
(Tt)t≥0 of operators. The solution of this Cauchy problem is then given by u(t) = Ttu0,
where u0 = u(0) is our original signal. If we sample uniformly in time and at fixed
positions, the samples are of the following form:
f(nt0, xi) = u(nt0)(xi) = [T
n
t0u0](xi), n = 0, 1, 2, . . . , ni, i ∈ I.
If H is in fact a reproducing kernel Hilbert space (RKHS) with kernel K, we have
f(nt0, xi) =
〈
T nt0u0,Kxi
〉
= 〈u0, AnKxi〉 ,
where A := T ∗t0 . Since the original task was to recover u0 from the retrieved information,
the question now becomes: “Is (AnKxi)n,i complete in H?”. If one requires the recovery
to be a stable process, the question is “Is (AnKxi)n,i a frame for H?”.
3In the general Dynamical Sampling problem (see, e.g., [3, 2]), the Kxi in a RKHS
are replaced by vectors fi from an arbitrary Hilbert space H. The question is now the
following:
For which operators A, which sets I,Ni ⊂ N, and which vectors fi ∈ H,
i ∈ I, is the system (Anfi)i∈I, n∈Ni complete in H or a frame for H?
In this paper, we focus on the case where the iteration sets Ni do not depend on i ∈ I and
equal Ni := N := {0, 1, . . . ,dimH−1}. In particular, N = N if H is infinite-dimensional.
1.2. Previous works on the topic and our contribution. The history of Dynamical
Sampling is fairly young. The papers [12, 17] of Vetterli et al. can be seen as the first
works on Dynamical Sampling. They consider the sampling of signals under diffusion
evolution. The next series of papers, written by Aldroubi et al. (see, e.g., [1, 4]), was
dealing with the special type of convolution operators A. The first paper on the above-
mentioned problem in its most general form was [3], in which the authors considered both
the finite-dimensional and the infinite-dimensional case. They proved that if A ∈ Cd×d
is diagonalizable, then (Anfi)i∈I, n∈N is a frame for H = Cd if and only if for each
eigenprojection P of A we have that (Pfi)i∈I is complete in PH. If the operator A is
not diagonalizable, the above statement can be generalized, using the Jordan canonical
form: If A ∈ Cd×d and F = {fi : i ∈ I}, then (Anfi)i∈I, n∈N is a frame for H = Cd if
and only if for each eigenvalue λ the projection Qλ of F onto the cyclic Jordan vectors
for the eigenvalue λ along the image of A−λ is complete in QλH. The drawback of that
approach is that it practically requires the knowledge of the entire Jordan structure of A.
Here, we provide another necessary and sufficient condition which is easier to check (cf.
Theorem 4.1). In fact, the projection Qλ from above can be replaced by any projection
onto a complementary subspace of the image of A − λ. Hence, Qλ can be replaced by
the orthogonal projection onto ker(A∗ − λ).
Concerning the infinite-dimensional situation, the most interesting result in [3] ad-
dresses the one-vector problem (i.e., |I| = 1). This result was further improved in [2] and
[5]. Its final version reads as follows: If A is a normal operator, the system (Anf)n∈N
is a frame for H if and only if (a) A = ∑inN λj〈 · , ej〉ej with an ONB (ej)j∈N, (b) the
sequence (λj)j∈N is uniformly separated in the unit disk (cf. page 5), and (c) the sequence
(|〈f, ej〉|2/(1− |λj|2)j∈N is bounded from below and above. One of the aims of this paper
is to generalize this result to arbitrary finite index sets I. However, this problem turns
out to be more difficult to tackle than one might think at first glance – the attempt of
using the same techniques as in the case |I| = 1 terribly fails. Nevertheless, we find the
right methods to deal with the new situation (see Theorem 2.3). Three conditions in our
characterization are generalizations of the conditions (a)–(c) above in the one-vector case.
But indeed one has to add a fourth condition which is trivially satisfied when |I| = 1.
Very little is known on the Dynamical Sampling problem for general non-normal
bounded operators A. It was only proved in [5] that for (Anfi)n∈N, i∈I to be a frame
for H it is necessary that A∗ be strongly stable, i.e., (A∗)nf → 0 as n → ∞ for each
f ∈ H. Here, we complete this condition to a characterizing set of three conditions (cf.
Theorem 3.2). Using this theorem, we completely characterize the class of all operators
A for which there exists some finite set {fi : i ∈ I} such that (Anfi)n∈N, i∈I is a frame
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for H. In fact, these are the operators that are similar to a strongly stable contraction
T for which Id−TT ∗ is of finite rank. We also characterize the Riesz bases of the form
(Anfi)n∈N, i∈I when I is finite. In this case, the operator A has to be similar to the |I|-th
power of the unilateral shift in ℓ2(N).
1.3. Outline. The present paper is organized as follows. Section 2 contains our main
results concerning Dynamical Sampling on finite index sets with normal operators, in-
cluding the above-mentioned characterization consisting of four conditions. In Section 3
we drop the requirement that A be normal and provide our results, summarized above,
for this much more general setting. In Section 4 we deal with the finite-dimensional
situation and prove a characterization result in which the condition can be very easily
checked.
1.4. Notation. We conclude this Introduction by fixing the notation that we shall use
throughout this paper. By N we denote the set of the natural numbers including zero.
Unit circle and open unit disk in C are denoted by T and D, respectively, i.e.,
T = {z ∈ C : |z| = 1} and D = {z ∈ C : |z| < 1}.
The p-th Hardy space on the unit disk, 1 ≤ p ≤ ∞, is denoted by Hp(D). Recall that
especiallyH2(D) consists of those functions that have a representation ϕ(z) =
∑∞
n=0 cnz
n,
z ∈ D, where c = (cn)n∈N ∈ ℓ2(N), and that ‖ϕ‖H2(D) = ‖c‖2.
Throughout, H stands for a separable Hilbert space. If K is another Hilbert space, by
L(H,K) we denote the set of all bounded linear operators from H to K which are defined
on all of H. As usual, we set L(H) := L(H,H). The kernel (i.e., the null-space) and the
range (i.e., the image) of T ∈ L(H) are denoted by ker T and ranT , respectively.
2. Dynamical Sampling with normal operators
In this section we investigate sequences of the form (Anfi)n∈N, i∈I where A is a bounded
normal operator in H, I an at most countable index set, and (fi)i∈I ⊂ H. The spectral
measure of A will be denoted by E. Throughout, we set
A := A(A, (fi)i∈I) := (Anfi)n∈N, i∈I . (2.1)
In the sequel, we will often be dealing with diagonal operators – a special class of normal
operators – which we define as follows.
Definition 2.1. A diagonal operator in H is of the form A = ∑j∈J λjPj (the series
converging in the strong operator topology), where J is a finite or countable index set,
(λj)j∈J ⊂ C a bounded sequence of scalars, and (Pj)j∈J a sequence of orthogonal pro-
jections with PjPk = 0 for j 6= k. The series
∑
j∈J λjPj is called a normal form of A if
λj 6= λk for j 6= k and
∑
j∈J Pj = Id. The multiplicity of a diagonal operator A is defined
by
mult(A) := max{dimPjH : j ∈ J},
where (Pj)j∈J is the sequence of orthogonal projections in a normal form of A. If the
maximum should not exist, we set mult(A) :=∞ and say that A has infinite multiplicity.
5The normal form of a diagonal operator is obviously unique up to permutations of J .
Moreover, it is clear that the λj in the normal form of A are the distinct eigenvalues of A
and that Pj projects onto the eigenspace ker(A−λj). Note that every diagonal operator
is bounded and normal. If f ∈ H and E denotes the spectral measure of A, the measure
µf := ‖E(·)f‖2 obviously takes the form
µf =
∑
j∈J
δλj‖Pjf‖2. (2.2)
Recall that the pseudo-hyperbolic metric ̺ on the open unit disk is defined by
̺(z, w) :=
∣∣∣∣ z − w1− zw
∣∣∣∣ , z, w ∈ D.
Since
|1− zw|2 = |z − w|2 + (1− |z|2)(1 − |w|2), (2.3)
we always have ̺(z, w) < 1. It is well known that ̺ is indeed a metric on D. For z ∈ D
and r > 0 by Br(z) we denote the pseudo-hyperbolic ball (̺-ball) in D of radius r and
center z, i.e.,
Br(z) = {λ ∈ D : ̺(λ, z) < r}.
Note that Br(z) = {λ ∈ D : |λ− z′| < r′} with certain r′ < r and z′ = tz, where t < 1.
A sequence Λ = (λj)j∈N in the open unit disk D is called separated if
inf
j 6=k
̺(λj , λk) > 0.
The sequence Λ is called uniformly separated if
inf
n∈N
∏
j 6=k
̺(λj , λk) > 0.
Obviously, a uniformly separated sequence is separated. We refer to Appendix B for
more detailed relationships between these notions. The next theorem was proved in [3,
Theorem 3.14].
Theorem 2.2. Let A =
∑∞
j=0 λjPj be a diagonal operator in normal form and f ∈ H.
Then (Anf)n∈N is a frame for H if and only if the following statements hold:
(i) (λj)j∈N is a uniformly separated sequence in D.
(ii) dimPjH = 1 for all j ∈ N.
(iii) There exist α, β > 0 such that
α ≤ ‖Pjf‖
2
1− |λj |2 ≤ β for all j ∈ N.
Note that the system (Anf)n∈N in Theorem 2.2 corresponds to systems of the form
A in (2.1) with the index set I being a singleton, i.e., |I| = 1. In this section it is our
aim to generalize Theorem 2.2 to arbitrary finite index sets I (see Theorem 2.3 below).
Although this might seem to be a trivial task, our treatment shows that this is not the
case.
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In order to formulate our main result Theorem 2.3, it is necessary to introduce a few
more notions concerning sequences in the unit disk. For a sequence Λ = (λj)j∈N ⊂ D in
the open unit disk we agree to write
εj :=
√
1− |λj |2, j ∈ N. (2.4)
Although εj depends on Λ, it will always be clear which Λ it refers to. We also define
the linear evaluation operator
TΛ : H
2(D) ⊃ D(TΛ)→ ℓ2(N), TΛϕ := (εjϕ(λj))j∈N, (2.5)
on its natural domain
D(TΛ) :=
{
ϕ ∈ H2(D) : (εjϕ(λj))j∈N ∈ ℓ2(N)
}
. (2.6)
Note that εjϕ(λj) = 〈ϕ,Kλj 〉H2(D), where
Kλ(z) =
√
1− |λ|2
∞∑
n=0
λ
n
zn =
√
1− |λ|2
1− λz , λ, z ∈ D, (2.7)
is the normalized reproducing kernel of H2(D). Hence, the operator TΛ is the analysis
operator corresponding to the sequence (Kλj )j∈N. As every analysis operator is closed
on its natural domain, it follows from the closed graph theorem that TΛ is a bounded
operator from H2(D) to ℓ2(N) if and only if D(TΛ) = H
2(D).
The next theorem is the main result in this section. For a Bessel sequence E in H we
let CE denote the analysis operator of E.
Theorem 2.3. If |I| is finite, then the system A = (Anfi)n∈N, i∈I is a frame for H if
and only if the following conditions are satisfied:
(i) A =
∑∞
j=0 λjPj is a diagonal operator (in normal form) having multiplicity
mult(A) ≤ |I|.
(ii) Λ = (λj)j∈N is a union of |I| uniformly separated sequences in D.
(iii) There exist α, β > 0 such that for all j ∈ N and all h ∈ PjH we have
α(1− |λj |2)‖h‖2 ≤
∑
i∈I
|〈h, Pjfi〉|2 ≤ β(1− |λj |2)‖h‖2. (2.8)
(iv) (ranTΛ)
|I| + kerC∗E = ℓ
2(I × N), where E := ((1− |λj |2)−1/2Pjfi)j∈N, i∈I .
Before we head towards the proof of Theorem 2.3, let us first make a few remarks.
Remark 2.4. (a) The necessity of condition (i) in Theorem 2.3 for A to be a frame for
H was already proved in [5].
(b) Condition (iii) means that for each j ∈ N the finite system ((1− |λj|2)−1/2Pjfi)i∈I
is a frame for PjH with frame bounds α and β. Since the frame bounds are inde-
pendent of j ∈ N, condition (iii) is equivalent to saying that the system E = ((1 −
|λj |2)−1/2Pjfi)j∈N, i∈I is a frame for H with frame bounds α and β.
(c) Here and in the sequel, we will make use of the following notion:
TΛ,I :=
⊕
i∈I
TΛ. (2.9)
7That is, TΛ,I is a closed linear operator mapping from D(TΛ,I) = D(TΛ)
|I| ⊂ H2I (here,
H2I = (H
2(D))|I|) to (ℓ2(N))|I| = ℓ2(I × N). Hence, (ranTΛ)|I| = ranTΛ,I . Since E is
a frame for H, the relation ranTΛ,I + kerC∗E = ℓ2(I × N) in (iv) can be equivalently
replaced by
C∗E ranTΛ,I = H.
Indeed, assume that the relation in (iv) holds. As E is a frame for H, for any h ∈ H
there exists c ∈ ℓ2(I × N) such that C∗Ec = h. Now, c = c1 + c2 with c1 ∈ ranTΛ,I
and c2 ∈ kerC∗E . Hence, h = C∗Ec1 ∈ C∗E ranTΛ,I . Conversely, if C∗E ranTΛ,I = H and
c ∈ ℓ2(I × N), then C∗Ec = C∗ETΛ,Ih for some h ∈ H. Thus, c − TΛ,Ih ∈ kerC∗E, i.e.,
c ∈ ranTΛ,I + kerC∗E.
(d) If (ii) holds and λi 6= λj for i 6= j (which follows from (i)), then (ranTΛ)|I| in (iv)
is dense in ℓ2(I × N). Indeed, since (ii) implies that the operator TΛ is bounded and
everywhere defined on H2(D) (cf. Theorem B.3), the claim follows from Lemma B.1.
(e) Note that (ii) does not prevent Λ to be a union of less than |I| uniformly separated
sequences because each subsequence of a uniformly separated sequence is also uniformly
separated. Hence, Λ might even be uniformly separated itself. In this case, we know that
ranTΛ = ℓ
2(N) (see Theorem B.2), so that condition (iv) is trivially satisfied.
(f) As noted in the last remark, (iv) follows from (ii) if Λ is uniformly separated. In
particular, (iv) is not necessary to state in the case |I| = 1 (cf. Theorem 2.2). However, if
|I| > 1, condition (iv) does in general not follow from (i)–(iii). As an example, choose a
sequence Λ = (λj)j∈N which is a union of no more than |I| uniformly separated sequences,
but is not uniformly separated itself. In addition, choose orthogonal projections Pj
such that
∑∞
j=0 Pj = Id (in the strong sense) and dimPjH = |I| for each j ∈ N as
well as orthonormal bases (gij)i∈I for PjH, j ∈ N. Now, define A :=
∑∞
j=0 λjPj and
fi :=
∑∞
j=0 εjgij , i ∈ I, where εj =
√
1− |λj |2. Then conditions (i)–(iii) in Theorem 2.3
are satisfied, but (iv) is not as E = (ε−1j Pjfi)j∈N, i∈I = (gij)j∈N, i∈I is an orthonormal basis
of H (and thus kerC∗E = {0}) and Λ is not uniformly separated (i.e., ranTΛ 6= ℓ2(N)).
For an at most countable index set I we define H2I :=
⊕
i∈I H
2(D). This is the space of
tuples φ = (ϕi)i∈I , where ϕi ∈ H2(D) for each i ∈ I, such that
∑
i∈I ‖ϕi‖2H2(D) <∞. One
defines ‖φ‖H2
I
:= (
∑
i∈I ‖ϕi‖2H2(D))1/2. In addition, we shall write the tensor product of
a sequence ~y = (yi)i∈I ⊂ C and a function ϕ ∈ H2(D) as ~yϕ (i.e., (~yϕ)(z) = (yiϕ(z))i∈I ,
z ∈ D). The result is an element of H2I if and only if ~y ∈ ℓ2(I). In this case,
‖~yϕ‖H2
I
= ‖~y‖2‖ϕ‖H2(D). (2.10)
The following theorem will be used in the proof of Theorem 2.3. However, it might be
of independent interest. Here, the index set I is allowed to be infinite.
Theorem 2.5. Let A =
∑∞
j=0 λjPj be a diagonal operator in normal form with (λj)j∈N ⊂
D and let fi ∈ H, i ∈ I. For j ∈ N we put nj := dimPjH (where possibly nj = ∞) and
Lj := {1, . . . , nj}. Moreover, let (ejl)njl=1 be an orthonormal basis of PjH and for l ∈ Lj
define ~yjl := ε
−1
j (〈ejl, fi〉)i∈I as well as φjl := ~yjlKλj . Then the following statements
hold.
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(i) A is a Bessel sequence in H if and only if ~yjl ∈ ℓ2(I) (i.e., φjl ∈ H2I ) for each
j ∈ N and each l ∈ Lj and Φ = (φjl)j∈N, l∈Lj is a Bessel sequence in H2I . In this
case, the Bessel bounds of A and Φ coincide.
(ii) A is a frame for H if and only if ~yjl ∈ ℓ2(I) for each j ∈ N and each l ∈ Lj and
Φ = (φjl)j∈N, l∈Lj is a Riesz sequence in H
2
I . In this case, the frame bounds of A
coincide with the Riesz bounds of Φ.
Proof. In the following we will often make use of the unitary operator U : ℓ2(I×N)→ H2I ,
defined by Ux = (ϕi)i∈I , where ϕi(z) =
∑
n∈N xinz
n, z ∈ D.
Assume that A is a Bessel sequence in H with Bessel bound β > 0. Then for h ∈ H
we have that
∞∑
n=0
∑
i∈I
|〈h,Anfi〉|2 ≤ β‖h‖22.
Let j ∈ N and l ∈ Lj. Since for h = ejl we have
∞∑
n=0
∑
i∈I
|〈h,Anfi〉|2 =
∞∑
n=0
∑
i∈I
|λj |2n|〈ejl, fi〉|2 =
∑
i∈I
|〈ejl, fi〉|2
1− |λj |2 ,
it follows that
∑
i∈I ε
−2
j |〈ejl, fi〉|2 ≤ β, i.e., ~yjl ∈ ℓ2(I). Let ψ = (ψi)i∈I ∈ H2I and put
x := U−1ψ ∈ ℓ2(I × N). Denote the synthesis operator of A by T . Then for each j ∈ N
and l ∈ Lj we have
〈Tx, ejl〉 =
〈∑
i∈I
∞∑
n=0
xinA
nfi, ejl
〉
=
∑
i∈I
∞∑
n=0
xinλ
n
j 〈fi, ejl〉
=
∑
i∈I
ψi(λj)〈fi, ejl〉 =
∑
i∈I
〈fi, ejl〉
εj
〈
ψi,Kλj
〉
=
∑
i∈I
〈
ψi,
〈ejl, fi〉
εj
Kλj
〉
= 〈ψ, φjl〉.
Thus,
∑∞
j=0
∑nj
l=1 |〈ψ, φjl〉|2 =
∑∞
j=0
∑nj
l=1 |〈Tx, ejl〉|2 = ‖Tx‖2, which implies that the
sequence (φjl)j∈N, l∈Lj is a Bessel sequence in H
2
I . Let C denote its analysis operator.
Then the above relation shows that T = CU . In particular, the Bessel bounds of both
sequences coincide. Moreover, if A is a frame for H, then C = TU∗ is onto, meaning that
(φjl)j∈N, l∈Lj is indeed a Riesz sequence and that its lower Riesz bound coincides with
the lower frame bound of (Anfi)n∈N, i∈I .
Assume conversely that ~yjl ∈ ℓ2(I) for each j ∈ N and l ∈ Lj and that (φjl)j∈N, l∈Lj
is a Bessel sequence in H2I with Bessel bound β > 0. If x ∈ ℓ2(I × N) with only
finitely many non-zero entries and ψ = Ux, then 〈Tx, ejl〉 = 〈ψ, φjl〉, that is, ‖Tx‖2 =∑∞
j=0
∑nj
l=1 |〈ψ, φjl〉|2 ≤ β‖ψ‖2 = β‖x‖2. Thus, A is a Bessel sequence. If, in addition,
(φjl)j∈N, l∈Lj is a Riesz sequence, then T = CU is onto, which means that A is a frame
for H. 
9If the index set I only contains one element, the system A has the form (Anf)n∈N,
where f ∈ H. In the next lemma we formulate a characterization from [16] for the case
of a diagonal operator.
Lemma 2.6. Let A =
∑∞
j=0 λjPj be a diagonal operator in normal form such that λj ∈ D
for all j ∈ N and f ∈ H. Then the following statements are equivalent.
(i) The sequence (Anf)n∈N is a Bessel sequence in H.
(ii) There exists a constant C > 0 such that
∞∑
j=0
|ϕ(λj)|2 ‖Pjf‖2 ≤ C‖ϕ‖2H2(D) for all ϕ ∈ H2(D).
Proof. Since A is a diagonal operator, we have that µf =
∑∞
j=0 δλj‖Pjf‖2 (see (2.2)).
Therefore, for every measurable function ϕ : C→ C we have∫
|ϕ|2 dµf =
∞∑
j=0
|ϕ(λj)|2‖Pjf‖2.
Hence, (ii) exactly means that H2(D) is continuously embedded in L2(µf ). By [16,
Theorem 4.3], the latter is equivalent to (i). 
In order to prove Theorem 2.3 we need one more definition.
Definition 2.7. Let Λ = (λj)j∈N be a sequence in D. If Λ is not a finite union of
separated sequences, we set ind(Λ) :=∞. Otherwise, we define
ind(Λ) := min
{
n ∈ N : N =
n⋃
k=1
Jk, (λj)j∈Jk is separated for each k = 1, . . . , n
}
.
The value ind(Λ) will be called the index of the sequence Λ.
Proof of Theorem 2.3. Suppose that A is a frame for H. By [5, Corollary 1], A is a
diagonal operator with multiplicity mult(A) ≤ |I| having all its eigenvalues in D. Let
A =
∑∞
j=0 λjPj be its normal form as in (i) and let α, β > 0 be the frame bounds of A.
That is,
α‖h‖2 ≤
∑
i∈I
∞∑
n=0
|〈h,Anfi〉|2 ≤ β‖h‖2, h ∈ H. (2.11)
Fix j ∈ N. If h ∈ PjH, then A∗h = λjh and hence we have |〈h,Anfi〉| = |〈(A∗)nh, fi〉| =
|λj |n|〈h, fi〉|. Therefore,
∞∑
n=0
∑
i∈I
|〈h,Anfi〉|2 =
∞∑
n=0
∑
i∈I
|λj|2n|〈h, fi〉|2 =
∑
i∈I |〈h, fi〉|2
1− |λj |2 .
Together with (2.11), this proves (iii). From (iii) we moreover conclude that∑
i∈I
‖Pjfi‖2 ≥ αε2j (dimPjH) ≥ αε2j (2.12)
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for each j ∈ N, where (cf. (2.4)) εj :=
√
1− |λj |2, j ∈ N. For this, simply choose an
orthonormal basis of PjH and plug its vectors into h in (2.8). Thus, for ϕ ∈ H2(D) we
obtain for the evaluation operator TΛ from (2.5)–(2.6) that
‖TΛϕ‖22 =
∞∑
j=0
ε2j |ϕ(λj)|2 ≤ α−1
∑
i∈I
∞∑
j=0
|ϕ(λj)|2‖Pjfi‖2. (2.13)
By Lemma 2.6, the latter expression is bounded from above by C‖ϕ‖2H2(D), where C is
some positive constant. Thus, the operator TΛ is everywhere defined and bounded. Due
to Theorem B.3 this means that the sequence Λ is a finite union of uniformly separated
sequences. To prove (iv), we start by noticing that TΛ,I is bounded as TΛ is. Let h ∈ H be
arbitrary. Then there exists (cin)i∈I, n∈N ∈ ℓ2(I × N) such that h =
∑
i∈I
∑∞
n=0 cinA
nfi.
Define ϕi ∈ H2(D) by ϕi(z) =
∑∞
n=0 cinz
n for i ∈ I and put φ := (ϕi)i∈I ∈ H2I . Then
h =
∑
i∈I
∞∑
j=0
Pj
∞∑
n=0
cinA
nfi =
∑
i∈I
∞∑
j=0
∞∑
n=0
cinλ
n
j Pjfi =
∑
i∈I
∞∑
j=0
εjϕi(λj)(ε
−1
j Pjfi),
and thus h = C∗E(TΛϕi)i∈I = C
∗
ETΛ,Iφ, where TΛ,I is the operator in (2.9). Hence, we
have C∗E ranTΛ,I = H, which implies (iv), see Remark 2.4(c).
It remains to complete the proof of (ii), i.e., showing that Λ is a union of m := |I| (or
less) uniformly separated sequences. Taking in to account Theorem B.4, it is sufficient
to separate Λ into m separated sequences, that is, to show that ind(Λ) ≤ m. For this, we
fix some positive number r <
√
α(8β|I|)−1 and prove that every pseudo-hyperbolic ball
Br(z), z ∈ D, contains at most m elements of the sequence Λ. Then the claim follows
from Lemma B.6. Towards a contradiction, suppose that some ball Br(z0) contains
m+1 elements of Λ. Without loss of generality, we may assume that these elements are
λ1, . . . , λm+1. Since ̺ is a metric on D, we have ̺(λj , λk) < 2r for all j, k = 1, . . . ,m+1.
Using the notation of Theorem 2.5, let ~yj := ~yj,1 = ε
−1
j (〈ej,1, fi〉)i∈I ∈ Cm, j ∈ N. Since
~y1, . . . , ~ym+1 are m + 1 vectors in C
m, there exists some c ∈ Cm+1 such that ‖c‖2 = 1
and
∑m+1
j=1 cj~yj = 0. By Theorem 2.5, (~yjKλj )j∈N is a Riesz sequence with Riesz bounds
α and β. In particular, we have ‖~yj‖22 ≤ β for all j ∈ N. Using this, Cauchy-Schwarz,
and Lemma B.7, we obtain
α ≤
∥∥∥∥∥
m+1∑
j=1
cj~yjKλj
∥∥∥∥∥
2
H2
I
=
∥∥∥∥∥
m∑
j=1
cj~yj
(
Kλj −Kλm+1
) ∥∥∥∥∥
2
H2
I
≤
m∑
j=1
∥∥~yj(Kλj −Kλm+1)∥∥2H2
I
≤ 2β
m∑
j=1
̺(λj , λm+1)
2 ≤ 8βmr2 < α,
which is the desired contradiction. Here, we used that ‖~yϕ‖H2
I
= ‖~y‖2‖ϕ‖H2(D) for
~y ∈ Cm and ϕ ∈ H2(D), cf. (2.10).
Conversely, let the conditions (i)–(iv) be satisfied. Let us first prove that for each
i ∈ I the system (Anfi)n∈N is a Bessel sequence. For this, fix i ∈ I and deduce from
(iii) that ‖Pjfi‖2 ≤ βε2j holds for each j ∈ N. Note that the evaluation operator TΛ from
(2.5)–(2.6) is everywhere defined and bounded by (ii) and Theorem B.3. Thus, for every
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ϕ ∈ H2(D) we have
∞∑
j=0
|ϕ(λj)|2‖Pjfi‖2 ≤ β
∞∑
j=0
|εjϕ(λj)|2 = β‖TΛϕ‖22 ≤ β‖TΛ‖2‖ϕ‖2H2(D).
Hence, the condition (ii) in Lemma 2.6 is satisfied so that (Anfi)n∈N indeed is a Bessel
sequence. Let h ∈ H be arbitrary. By (iii) and (iv) (see also Remark 2.4(c)), there exists
φ ∈ H2I , φ = (ϕi)i∈I , such that C∗ETΛ,Iφ = h. For i ∈ I, let (cin)n∈N ∈ ℓ2(N) such that
ϕi(z) =
∑∞
n=0 cinz
n for z ∈ D. Then
∑
i∈I
∞∑
n=0
cinA
nfi =
∑
i∈I
∞∑
j=0
∞∑
n=0
cinλ
n
j Pjfi =
∑
i∈I
∞∑
j=0
εjϕi(λj)(ε
−1
j Pjfi) = h.
Hence, the synthesis operator of A = (Anfi)n∈N, i∈I is onto, which means that A is a
frame for H. 
From Theorem 2.3 we deduce the following two corollaries.
Corollary 2.8. Let A =
∑∞
j=0 λjPj be a diagonal operator in normal form such that
(λj)j∈N ⊂ D is uniformly separated and let (fi)i∈I be a finite sequence of vectors in H.
Then A is a frame for H if and only if there exist α, β > 0 such that
α(1− |λj |2)‖h‖2 ≤
∑
i∈I
|〈h, fi〉|2 ≤ β(1 − |λj|2)‖h‖2, j ∈ N, h ∈ PjH.
Proof. Since (λj)j∈N is assumed to be uniformly separated, the conditions (ii) and (iv)
from Theorem 2.3 are trivially satisfied (see Theorem B.2). Thus, A is a frame for H if
and only if condition (iii) from Theorem 2.3 holds. 
Corollary 2.9. Assume that A =
∑∞
j=0 λjPj is a diagonal operator in normal form and
that dimPjH = |I| < ∞ for all but a finite number of j ∈ N. Then A is a frame for H
if and only if the following two statements hold:
(a) (λj)j∈N is a uniformly separated sequence in D.
(b) There exist α, β > 0 such that for all j ∈ N and all h ∈ PjH we have
α(1− |λj |2)‖h‖2 ≤
∑
i∈I
|〈h, fi〉|2 ≤ β(1− |λj |2)‖h‖2.
Proof. If (a) and (b) hold, then A is a frame for H by Corollary 2.8. Conversely, let A
be a frame for H. Then (b) follows from Theorem 2.3. For the proof of (a) let us first
assume that dimPjH = |I| for all j ∈ N. Since (ε−1j Pjfi)i∈I is a frame for PjH for every
j ∈ N with frame bounds α and β (see Remark 2.4), we conclude that it is even a Riesz
basis of PjH with Riesz bounds α and β. Hence, E = (ε−1j Pjfi)j∈N, i∈I is a Riesz basis
of H. Thus, the synthesis operator C∗E is one-to-one, i.e., kerC∗E = {0}. Therefore, it is
a consequence of Theorem 2.3 that TΛ : H
2(D) → ℓ2(N) is onto which is equivalent to
(λj)j∈N being uniformly separated (see Theorem B.2).
For the general case, let J := {j ∈ N : dimPjH = |I|} and let P :=
∑
j∈J Pj . Then
A0 := A|PH =
∑
j∈J λj(Pj |PH) and (An0Pfi)n∈N, i∈I is a frame for PH. Thus, (λj)j∈J is
uniformly separated by the first part of the proof. The claim now follows from Corollary
B.5. 
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Remark 2.10. For every given finite index set I there exist a diagonal operator A and
vectors fi, i ∈ I, such that (Anfi)n∈N, i∈I is a frame for H and ind(Λ) = |I| (where Λ
is the sequence of the distinct eigenvalues of A). As an example, let m := |I| and let
Λ = (λj)j∈N be a union of m uniformly separated subsequences Λi, i = 1, . . . ,m, such
that λj 6= λk for j 6= k and ind(Λ) = m. Note that each Λi is necessarily infinite by
Corollary B.5. For i = 1, . . . ,m let Λi = (λj,i)j∈N and put Ai :=
∑∞
j=0 λj,i〈·, ej〉ej , where
(ej)j∈N is an orthonormal basis of a Hilbert space H. Choose vectors g1, . . . , gm ∈ H
such that (Ani gi)n∈N is a frame for H, i = 1, . . . ,m. This is possible by Theorem 2.2.
Now, put H :=⊕mi=1H and A :=⊕mi=1Ai, and let fi be the vector in H with (fi)i = gi
and (fi)k = 0 for k ∈ {1, . . . ,m} \ {i}. Then (Anfi)n∈N, i∈I is a frame for H, since for
h = h1 ⊕ . . .⊕ hm ∈ H we have
m∑
i=1
∞∑
n=0
|〈h,Anfi〉|2 =
m∑
i=1
∞∑
n=0
|〈hi, Ani gi〉|2 ,
from where it is easily seen that the claim is true.
3. Dynamical Sampling with general bounded operators
In this section, we drop the requirement that A ∈ L(H) be normal. Similarly as before,
we fix A ∈ L(H), an at most countable index set I, and vectors fi ∈ H, i ∈ I, and define
A := A(A, (fi)i∈I) := (Anfi)n∈N, i∈I . (3.1)
The spectrum of an operator T ∈ L(H) (i.e., the set of all λ ∈ C for which T−λ := T−λ Id
is not boundedly invertible) is denoted by σ(T ), the set of all eigenvalues of T (usually
called the point spectrum of T ) by σp(T ). The continuous spectrum of T is the set of
all λ ∈ σ(T ) \ σp(T ) for which ran(T − λ) is dense in H. It is denoted by σc(T ). The
spectral radius of T will be denoted by r(T ), i.e., r(T ) := sup{|λ| : λ ∈ σ(T )}.
Recall that an operator T ∈ L(H) is said to be strongly stable if T nf → 0 as n → ∞
holds for each f ∈ H. In this case, it follows from the Banach-Steinhaus theorem that T
is power-bounded, i.e., supn∈N ‖T n‖ <∞. Consequently, we infer from Gelfand’s formula
for the spectral radius that r(T ) = limn→∞ ‖T n‖1/n ≤ 1. Hence, the spectrum of a
strongly stable operator T is contained in the closed unit disk. It is, moreover, quite
easily shown that neither T nor T ∗ can have eigenvalues on the unit circle T. The first
statement of the following lemma was proved in [5].
Lemma 3.1. If A is a frame for H, then A∗ is strongly stable. In particular, we have
σ(A) ⊂ D, σ(A) ∩ T ⊂ σc(A) and σ(A∗) ∩ T ⊂ σc(A∗).
The next theorem completes the necessary condition from Lemma 3.1 to a character-
izing set of conditions.
Theorem 3.2. The system A = (Anfi)n∈N, i∈I is a frame for H if and only if the
following conditions are satisfied.
(i) A∗ is strongly stable.
(ii) (fi)i∈I is a Bessel sequence.
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(iii) There exists a boundedly invertible operator S ∈ L(H) such that
ASA∗ = S − F, (3.2)
where F is the frame operator of (fi)i∈I .
If the conditions (i)–(iii) are satisfied, then the operator S in (iii) is necessarily the frame
operator of A.
Proof. Assume that A is a frame for H and let S be its frame operator. As a subsequence
of the frame A, (fi)i∈I is a Bessel sequence. Furthermore, for f ∈ H we have
ASA∗f =
∑
i∈I
∞∑
n=0
〈A∗f,Anfi〉An+1fi =
∑
i∈I
∞∑
n=1
〈f,Anfi〉Anfi
=
∑
i∈I
∞∑
n=0
〈f,Anfi〉Anfi −
∑
i∈I
〈f, fi〉fi = Sf − Ff,
which proves (3.2). For the converse statement, assume that (i)–(iii) are satisfied. From
(iii) (and (ii)) we conclude that
A2S(A∗)2 = A(ASA∗)A∗ = A(S − F )A∗ = ASA∗ −AFA∗ = S − (F +AFA∗).
For n ∈ N, n ≥ 1, we obtain by induction
AnS(A∗)n = S −
n−1∑
k=0
AkF (A∗)k = S −
n−1∑
k=0
∑
i∈I
〈
· , Akfi
〉
Akfi.
Hence, for f ∈ H we have (using (i))
∞∑
k=0
∑
i∈I
∣∣∣〈f,Akfi〉∣∣∣2 = 〈Sf, f〉 − lim
n→∞
〈S(A∗)nf, (A∗)nf〉 = 〈Sf, f〉.
Therefore, S is selfadjoint and non-negative. The claim now follows from the fact that
S is boundedly invertible. Moreover, if S0 denotes the frame operator of A, then 〈(S −
S0)f, f〉 = 0 for f ∈ H, which implies S = S0. 
The next theorem describes the “admissible” operators A ∈ L(H) for which there
exists a (finite or infinite) sequence (fi)i∈I such that A becomes a frame for H. It shows
that these are similar to certain contractions.
Theorem 3.3. For A ∈ L(H) the following statements hold.
(i) There exists a Bessel family {fi : i ∈ I} ⊂ H such that A in (3.1) is a frame for
H if and only if A∗ is similar to a strongly stable contraction.
(ii) There exists a finite set {fi : i ∈ I} ⊂ H such that A in (3.1) is a frame for H
if and only if A∗ is similar to a strongly stable contraction T ∈ L(H) such that
ran(Id−T ∗T ) is finite-dimensional.
If the conditions in (i) or (ii) are satisfied, then a contraction as in (i) of (ii) is given by
T = S1/2A∗S−1/2,
where S is the frame operator of A.
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Proof. Assume that there exists a Bessel family F = {fi : i ∈ I} ⊂ H such that A is a
frame for H. By Theorem 3.2, A∗ is strongly stable and ASA∗ = S − F , where S and
F are the frame operators of A and F , respectively. Define T := S1/2A∗S−1/2. Then
T is strongly stable and T ∗T = Id−F ′, where F ′ = S−1/2FS−1/2. Note that F ′ is a
non-negative selfadjoint operator (since F is). Therefore, for f ∈ H we have
‖Tf‖2 = 〈T ∗Tf, f〉 = ‖f‖2 − 〈F ′f, f〉 ≤ ‖f‖2,
which shows that T is a contraction. If F is finite, then ran(Id−T ∗T ) = ranF ′ is
finite-dimensional.
Conversely, assume that A∗ is similar to a strongly stable contraction T ∈ L(H). Then
the operator G := Id−T ∗T is selfadjoint and non-negative. Hence, if U : ℓ2(N) → H
is any unitary operator and we put gi := G
1/2Uei (ei being the i-th standard basis
vector of ℓ2(N)), we have that (gi)i∈N is a Bessel sequence and G =
∑
i∈N〈 · , gi〉gi is its
frame operator. By Theorem 3.2, (T ∗ngi)n,i∈N is a frame for H. Hence, if A = LT ∗L−1
with a boundedly invertible L ∈ L(H), then AnLgi = LT ∗ngi, so that A is a frame for
H with fi = Lgi, i ∈ I := N. If ranG is finite-dimensional, we can choose U such that
Uei ∈ kerG1/2 for i ≥ m := dim ranG1/2. Then gi = 0 for i ≥ m and hence (Anfi)n∈N, i∈I
is a frame for H, where I := {0, . . . ,m− 1}. 
Remark 3.4. The operators that are similar to a contraction have been found by V.I.
Paulsen in [15, Cor. 3.5] to be exactly those operators which are completely polynomially
bounded. For the definition of this term and more details we refer to [15].
In what follows, we will mainly focus on the situation in which I is a finite index set
– or at least the frame operator of (fi)i∈I is a compact operator. In this case, it is clear
that (fi)i∈I itself cannot be a frame for H unless dimH <∞. The next proposition is key
to most of our observations below. For the notion semi-Fredholm and the corresponding
results used below we refer the reader to Appendix A. Recall that an operator T ∈ L(H)
is said to be finite-dimensional or of finite-rank if dim ranT <∞.
Proposition 3.5. Assume that A is a frame for H. If the frame operator F of (fi)i∈I is
compact, then for each λ ∈ D the operator A∗− λ is upper semi-Fredholm. If |I| is finite
(in which case F is even finite-dimensional ), then
nul(A∗ − λ) ≤ |I|, λ ∈ D. (3.3)
Proof. We derive the claim from the identity (3.2). For λ ∈ D we have
AS(A∗ − λ) = ASA∗ − λAS = S − F − λAS = (Id−λA)S − F.
For all λ ∈ D the operator Bλ := Id−λA is boundedly invertible. This is clear for λ = 0,
and for λ 6= 0 we have Bλ = λ(λ−1 − A), which is boundedly invertible as σ(A) ⊂ D.
Thus,
B−1λ AS(A
∗ − λ) = S −B−1λ F. (3.4)
By Theorem A.1, the operator on the right hand side is Fredholm, and so A∗−λ is upper
semi-Fredholm by Lemma A.2.
Now, let |I| be finite and let λ ∈ D be an eigenvalue of A∗. If f is a corresponding
eigenvector, then (3.4) yields f = S−1B−1λ Ff . Hence, ker(A
∗ − λ) ⊂ S−1B−1λ ranF ,
which implies (3.3) as dim ranF ≤ |I|. 
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In the proof of the next theorem we heavily make use of the punctured neighborhood
theorem, Theorem A.3.
Theorem 3.6. If A is a frame for H and the frame operator of (fi)i∈I is compact, then
ind(A∗ − λ) = ind(A∗) for each λ ∈ D and exactly one of the following cases holds:
(i) σ(A∗) = D and σp(A
∗) = D.
(ii) σ(A∗) = D and σp(A
∗) is discrete in D.
(iii) σ(A∗) is discrete in D.
In the case (i), each λ ∈ D is an eigenvalue of A∗ with infinite algebraic multiplicity,
whereas in the cases (ii) and (iii) the eigenvalues of A∗ in D have finite algebraic mul-
tiplicities. If case (iii) holds, then we have ind(A∗) = 0.
Proof. By Proposition 3.5, A∗−λ is upper semi-Fredholm for each λ ∈ D. Hence it follows
from the punctured neighborhood theorem, Theorem A.3, and a compactness argument
that ind(A∗ − λ) is constant on D. Similarly, one sees that nul(A∗ − λ) is constant on
D \∆, where ∆ is a discrete subset of D. Denote this constant value by n0. Then it is
immediate that case (i) is satisfied exactly if n0 > 0. If n0 = 0, then case (iii) occurs if
and only if ind(A∗) = 0.
Let λ0 ∈ D be an eigenvalue of A∗. For λ 6= λ0 close to λ0 we have λ ∈ D \ ∆ and
hence n0 = nul(A
∗ − λ) = nul(A∗ − λ0)− k, where (see Theorem A.3)
k = dim
(
ker(A∗ − λ0)/ (ker(A∗ − λ0) ∩R∞(A∗ − λ0))
)
.
Hence, cases (ii) and (iii) occur exactly when nul(A∗−λ0) = k. This happens if and only
if ker(A∗−λ0)∩R∞(A∗−λ0) = {0}. But the latter means that the algebraic multiplicity
of λ0 as an eigenvalue of A
∗ is finite. 
Corollary 3.7. If dimH =∞, A is a frame for H with frame operator S, and the frame
operator of (fi)i∈I is compact, then
r(A) =
∥∥S−1/2AS1/2∥∥ = 1.
In particular, ‖An‖ ≥ 1 for all n ∈ N.
Proof. It follows from Theorem 3.6 that r(A) = 1. By Theorem 3.3, the operator B :=
S−1/2AS1/2 is a contraction. Since B is similar to A, we have σ(B) = σ(A) and therefore
1 = r(A) = r(B) ≤ ‖B‖ ≤ 1. 
We define the essential spectrum σess(T ) of T ∈ L(H) by those λ ∈ C for which T − λ
is not semi-Fredholm.
Corollary 3.8. Assume that A is a frame for H and the frame operator of (fi)i∈I is
compact. Then
σess(A
∗) = σc(A
∗) = σ(A∗) ∩ T.
If, in addition, ind(A∗) 6= 0, then
σess(A
∗) = σc(A
∗) = T.
Proof. σc(A
∗) ⊂ σess(A∗) holds by definition and σess(A∗) ⊂ σ(A∗) ∩ T is a direct con-
sequence of Proposition 3.5. The remaining inclusion σ(A∗) ∩ T ⊂ σc(A∗) holds due to
Lemma 3.1. If ind(A∗) 6= 0, then either case (i) or case (ii) holds. In these cases, we
have σ(A∗) = D and hence, clearly, σ(A∗) ∩ T = T. 
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In the proof of Theorem 3.6 we have not used that the operator A∗ is strongly stable.
We incorporate this in the proof of the next theorem, where we make use of a theorem
from [20].
Theorem 3.9. Let I be finite and assume that A is a frame for H. Then def(A∗−λ) = 0
for all λ ∈ D \∆, where ∆ ⊂ D is discrete in D. In particular, either case (i) or case
(iii) occurs. Case (iii) holds if and only if ind(A∗) = 0. In this case, also A is strongly
stable.
Proof. Let S and F be the frame operators of A and (fi)i∈I , respectively, and define
T := S1/2A∗S−1/2. By Theorem 3.3, the operator T is a strongly stable contraction and
T ∗T = Id−F1, where F1 = S−1/2FS−1/2. Since T and A∗ are similar, it suffices to prove
the corresponding statements for the operator T .
Let us show the first part of the theorem. To this end, we shall use techniques from
the proof of [21, Lemma 1.3]. The key in this proof is a triangulation of the contraction
T of the form (see [14, Theorem II.4.1])
T =
(
T01 C
0 T00
)
with respect to a decomposition H = H01⊕H00. Here, T01 ∈ C01 (that is, inf{‖(T ∗01)nf‖ :
n ∈ N} > 0 for each f ∈ H01 \ {0}) and T00 ∈ C00 (i.e., both T00 and T ∗00 are strongly
stable). We have
Id−T ∗T = Id−
(
T ∗01 0
C∗ T ∗00
)(
T01 C
0 T00
)
=
(
Id−T ∗01T01 −T ∗01C
−C∗T01 Id−C∗C − T ∗00T00
)
.
Hence, all entries in the latter operator matrix are of finite rank. In particular, T01 is
upper semi-Fredholm (see Theorem A.1 and Lemma A.2). Since T01 ∈ C01, the operator
T ∗01 is injective and thus it has a bounded left-inverse. Hence, as T
∗
01C is of finite rank
we infer that also C is of finite rank. Thus, Id−T ∗00T00 is of finite rank. Since T00 ∈ C00,
this yields that T00 is a so-called C0-contraction (see [20]). Consequently, the spectrum
of T00 in D is discrete (cf. [14, Theorem III.5.1]).
Let λ ∈ D\σ(T00). Then (T ∗−λ)f = 0 implies (T ∗01−λ)g = 0 and C∗g+(T ∗00−λ)h = 0,
where f = g + h, g ∈ H01, h ∈ H00. But as T ∗01 − λ is injective (due to T01 ∈ C01), we
conclude that g = 0 and therefore also h = 0 as λ ∈ ρ(T ∗00). Hence, for λ ∈ D \σ(T00) we
have that def(T − λ) = nul(T ∗ − λ) = 0. This also implies that case (ii) cannot occur
and that case (iii) holds if and only if ind(T ) = 0.
Assume that ind(T ) = 0. In order to show that also T ∗ is strongly stable, due to [20,
Theorem 2] it suffices to prove that Id−TT ∗ is of finite rank. To see this, we observe
that there exists a representation T = U |T | of T , where |T | = (T ∗T )1/2 and U is a
unitary operator in H, see [8, Lemma 2.9]. We have F1 = Id−T ∗T = Id−|T |2 and thus
|T | = Id−F1(Id+|T |)−1. Therefore, T = U |T | = U − F2 with some finite rank operator
F2, and consequently
TT ∗ = Id− [F2U∗ + (U − F2)F ∗2 ] .
Thus, Id−TT ∗ is of finite rank. 
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Remark 3.10. It follows from the proof of Theorem 3.9 and the references used therein
that the claim of the theorem remains to hold if we replace the condition that I be finite
by the requirement that the frame operator of (fi)i∈I is of trace class.
By R and L we denote the right-shift and the left-shift on ℓ2(N). That is, R,L ∈
L(ℓ2(N)), (Lf)(j) = f(j + 1) for j ∈ N and (Rf)(0) = 0, as well as (Rf)(j) = f(j − 1)
for j ≥ 1. Moreover, let ek denote the k-th standard basis vector of ℓ2(N), k ∈ N. The
following example shows in particular that case (i) in Theorem 3.6 cannot be neglected
as a possibility for an operator generating a frame.
Example 3.11. Let H = ℓ2(N), m ∈ N \ {0}, and I := {0, . . . ,m − 1}. If we put
A := Rm, then we have
A = (Anei)n∈N, i∈I = ((Rm)nei)n∈N, i∈I = (ei+nm)n∈N, i∈I = (ek)k∈N.
Hence, (Anei)n∈N, i∈I is an orthonormal basis of H and it is easily seen that every λ ∈ D
is an eigenvalue of A∗. Thus, we are in the situation of case (i).
The next theorem shows that the orthonormal bases in Example 3.11 are the prototype
of all Riesz bases of the form A in the sense of the following theorem.
Theorem 3.12. Let A ∈ L(H) and fi ∈ H, i ∈ I, where I = {0, . . . ,m− 1}. Then the
following statements are equivalent.
(i) A is a Riesz basis of H.
(ii) There exists a boundedly invertible operator V ∈ L(ℓ2(N),H) such that
A = V RmV −1 and fi = V ei, i ∈ I.
Proof. It is clear that (ii) implies (i). So, assume that (Anfi)n∈N, i∈I is a Riesz basis
of H. Then there exists a boundedly invertible operator V ∈ L(ℓ2(N),H) such that
Anfi = V ei+nm, n ∈ N, i ∈ I. In particular, for i ∈ I we have fi = V ei. Also, for n ∈ N
and i ∈ I we have
AV ei+nm = A
n+1fi = V ei+nm+m = V R
mei+nm,
and therefore AV = V Rm. 
Finally, we turn back to the motivation of Dynamical Sampling in the Introduction,
where A∗ was an instance of an operator semigroup. Recall that a semigroup of operators
is a collection (Tt)t≥0 ⊂ L(H) satisfying Ts+t = TsTt for all s, t ∈ [0,∞).
Proposition 3.13. Let A∗ = Tt0 , t0 > 0, be an instance of a semigroup (Tt)t≥0 of
operators and let the frame operator of (fi)i∈I be compact. Then if A is a frame for H,
either case (ii) or case (iii) occurs. In case (ii) we have ind(A∗) = −∞.
Proof. Let Bm := T
∗
t0/m
, m ∈ N, m ≥ 1. Then we have Bmm = A for each m. Let λ ∈ D
be arbitrary. Then A∗ − λm = (B∗m)m − λm = P (B∗m, λ)(B∗m − λ), where P (B∗m, λ) is
a polynomial in B∗m and λ. This and Lemma A.2 imply that B
∗
m − λ is upper semi-
Fredholm. Moreover, by the index formula (A.1) we have that ind(A∗) = m · ind(B∗m). In
particular, ind(A∗) is divisible by each m ∈ N, m ≥ 2. Thus, ind(A∗) ∈ {0,−∞}. Note
that ind(A∗) = +∞ is not possible since nul(A∗) <∞.
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Now, let λ ∈ D \ {0}, λ = reit, r ∈ (0, 1), t ∈ [0, 2π), let n = nul(A∗ − λ) + 1, and put
λk :=
n
√
r exp( in(t+2kπ)), k = 0, . . . , n− 1. Suppose that each λk is an eigenvalue of B∗n
with eigenvector gk, k = 0, . . . , n− 1. Then each gk is an eigenvector of A∗ with respect
to λ as A∗gk = (B
∗
n)
ngk = λ
n
kgk = λgk. But as the gk are linearly independent, this is
a contradiction to the choice of n. Thus, the eigenvalues of B∗n do not fill the open unit
disk. In turn, σp(B
∗
n) is discrete in D and hence the same holds for σp(A
∗). 
Note that we have not used any continuity properties of the semigroup in the proof
above. In fact, if (Tt)t≥0 is a strongly continuous semigroup, it can be shown that under
the conditions of Proposition 3.13, ker(Tt) = {0} for each t ≥ 0, which in particular
excludes case (i). We conclude this section with the following corollary, which directly
follows from Proposition 3.13, Theorem 3.12, and Theorem 3.9.
Corollary 3.14. Let A∗ = Tt0 , t0 > 0, be an instance of a semigroup (Tt)t≥0 of operators.
Then, for any finite sequence (fi)i∈I of vectors in H, the system (Anfi)n∈N, i∈I is never
a Riesz basis of H. Moreover, if (Anfi)n∈N, i∈I is a frame for H and I is finite, then case
(iii) holds and both A and A∗ are strongly stable.
4. Dynamical Sampling in finite dimensions
In this section we let H = Hd be a d-dimensional Hilbert space and consider the
question for which linear operators A ∈ L(Hd) and which sets of vectors {fi : i ∈ I} ⊂ Hd
the system
A := (Anfi)n∈N, i∈I (4.1)
is a frame for Hd (or, equivalently, complete in Hd). Here, we let
N := {0, . . . , d− 1} and I := {1, . . . ,m}, m ∈ N \ {0}.
The main result in this section is the following characterization theorem. Here by PM
we denote the orthogonal projection in Hd onto the subspace M ⊂ Hd and by ∔ the
direct sum of subspaces.
Theorem 4.1. Let A ∈ L(Hd), f1, . . . , fm ∈ Hd, and set F := span{f1, . . . , fm}. More-
over, for each λ ∈ σ(A) choose a subspace Vλ such that Hd = Vλ∔ ran(A−λ) and denote
the projection onto Vλ with respect to this decomposition by QVλ. Then the following
statements are equivalent:
(i) The system A in (4.1) is a frame for Hd.
(ii) For each λ ∈ σ(A) we have QVλF = Vλ.
(iii) For each λ ∈ σ(A∗) we have Pker(A∗−λ)F = ker(A∗ − λ).
In the following proof we deal with root subspaces of linear operators. The root sub-
space of an operator T ∈ L(Hd) at λ ∈ σ(T ) is defined by
Lλ(T ) :=
d⋃
n=0
ker ((T − λ)n) .
It is obviously invariant under T . It is well known that if σ(T ) = {λ1, . . . , λm}, then
Hd = Lλ1(T ) ∔ . . . ∔ Lλm(T ). (4.2)
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Proof of Theorem 4.1. (i)⇒(ii). Let λ ∈ σ(A) and define a scalar product (· , ·) on Hd
such that Vλ and ran(A − λ) are (· , ·)-orthogonal to each other. By A⋆ and RM we
denote the adjoint of A and the orthogonal projection onto a subspace M ⊂ Hd, re-
spectively, both with respect to the inner product (· , ·). Then Vλ = ker(A⋆ − λ) and
QVλ = Rker(A⋆−λ). Now, let f ∈ Vλ be such that (f,QVλfi) = 0 for all i ∈ I. Then for
each i ∈ I and n ∈ {0, . . . , d− 1} we have
(f,Anfi) = (A
⋆nf, fi) = λ
n
(f, fi) = λ
n
(f,QVλfi) = 0.
Hence, (i) implies f = 0.
(ii)⇒(iii). Let λ ∈ σ(A) be arbitrary. Then we have
QVλPker(A∗−λ) = QVλ(Id−Pran(A−λ)) = QVλ −QVλPran(A−λ) = QVλ .
Therefore, if QVλF = Vλ, then Vλ = QVλPker(A∗−λ)F , which implies that the dimension
of Pker(A∗−λ)F cannot be less than the dimension of Vλ. But dimVλ = dimker(A∗ − λ)
and Pker(A∗−λ)F = ker(A∗ − λ) follows.
(iii)⇒(i). Towards a contradiction, suppose that there exists some f ∈ Hd, f 6= 0,
such that 〈f,Anfi〉 = 0 for all n = 0, . . . , d−1 and all i ∈ I. In other words, we have that
〈q(A∗)f, fi〉 = 0 for all i ∈ I and each polynomial q of degree at most d− 1. By p denote
the minimal polynomial of A∗ and let λ1, . . . , λM be the distinct eigenvalues of A
∗. Then
p(λ) = (λ − λ1)k1 . . . (λ − λM )kM with some kj ∈ N, j ∈ [M ] := {1, . . . ,M}. Clearly,
we have k1 + · · · + kM ≤ d. By (4.2) we can write f =
∑M
j=1 hj , where hj ∈ Lλj (A∗),
j ∈ [M ]. As p(A∗) = 0 and each Lλj(A∗) is A∗-invariant, we have (A∗ − λj)kjhj = 0 for
all j ∈ [M ]. Since f 6= 0, there exists at least one j for which hj 6= 0 and we fix it for the
rest of the proof. Let ℓj be the minimum of all ℓ ≤ kj with (A∗ − λjI)ℓhj = 0 and define
the polynomial
q(λ) := (λ− λj)ℓj−1 ·
∏
ℓ∈[M ]\{j}
(λ− λℓ)kℓ .
We obviously have q(A∗)hr = 0 for r 6= j and hence q(A∗)f = q(A∗)hj . Now, let
gj := (A
∗−λjI)ℓj−1hj . Then gj ∈ ker(A∗−λj), gj 6= 0 (by the definition of ℓj), and thus
q(A∗)f = q(A∗)hj =
∏
ℓ∈[M ]\{j}
(A∗ − λℓ)kℓgj = cjgj ,
where cj =
∏
ℓ∈[M ]\{j}(λj−λℓ)kℓ 6= 0. Since deg(q) ≤ d−1, we obtain for all i = 1, . . . ,m,
〈gj , fi〉 = c−1j 〈q(A∗)f, fi〉 = 0.
But as gj ∈ ker(A∗ − λj) and {Pker(A∗−λj)fi}mi=1 is complete in ker(A∗ − λj) by (ii), it
follows that gj = 0, which is the desired contradiction. 
Remark 4.2. Note that in the proof of (ii)⇒(iii) we actually proved that for any fixed
subspace W of Hd and any pair V, V ′ of subspaces complementary to W the following
holds: For each subspace F of Hd we have QV F = V if and only if QV ′F = V ′.
The first characterization for A to be a frame for Hd was proved in [3]. To formulate
it here, let us introduce the notion of subspaces of cyclic vectors. For this, let λ ∈ σ(T ),
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where T ∈ L(Hd). A subspace Wλ will be called a subspace of cyclic vectors for T at
λ ∈ σ(T ) if
Lλ(T ) =Wλ ∔ (T − λ)Lλ(T ). (4.3)
For such a subspace Wλ, we set QWλ := QλPλ, where Pλ is the projection onto Lλ(T )
with respect to the decomposition 4.2 and Qλ is the projection in Lλ(T ) onto Wλ with
respect to (4.3).
Theorem 4.3 ([3, Theorem 2.11]). Let A ∈ L(Hd), f1, . . . , fm ∈ Hd, and fix subspaces
of cyclic vectors Wλ for A, λ ∈ σ(A). Then A in (4.1) is a frame for Hd if and only if
for any λ ∈ σ(A) we have QWλF =Wλ, where F := span{f1, . . . , fm}.
Theorem 4.3 is in fact a consequence of Theorem 4.1 because for each subspace Wλ
of cyclic vectors for A at λ we have Hd = Wλ ∔ ran(A − λ) and QWλ actually is the
projection onto Wλ along ran(A− λ).
Appendix A. Semi-Fredholm operators
An operator T ∈ L(H) is said to be upper semi-Fredholm, if ker T is finite-dimensional
and ranT is closed. The operator T is called lower semi-Fredholm, if codim ranT < ∞
(in this case, the range of T is automatically closed). T is called semi-Fredholm if it is
upper or lower semi-Fredholm and Fredholm if it is both upper and lower semi-Fredholm.
In all cases, one defines the nullity and deficiency of T by
nul(T ) := dimker T and def(T ) := codim ranT.
The index of T is defined by
ind(T ) := nul(T )− def(T ).
This value might be a positive or negative integer or ±∞. It is, moreover, easily seen that
T is upper semi-Fredholm if and only if T ∗ is lower semi-Fredholm. We have def(T ∗) =
nul(T ) and nul(T ∗) = def(T ) and thus ind(T ∗) = − ind(T ). The next theorem shows
that the semi-Fredholm property of operators is stable under compact perturbations.
Theorem A.1 ([11, Theorem IV.5.26]). If K ∈ L(H) is compact and T ∈ L(H) is upper
(lower ) semi-Fredholm, then T + K is upper (lower, respectively ) semi-Fredholm with
ind(T +K) = ind(T ).
For a proof of the following lemma we refer the reader to [13, Theorems III.16.5,
III.16.6, and III.16.12].
Lemma A.2. Let S, T ∈ L(H). Then the following statements hold.
(i) If ST is upper semi-Fredholm, then so is T .
(ii) If S and T are upper semi-Fredholm, then so is ST and
ind(ST ) = ind(S) + ind(T ). (A.1)
While Theorem A.1 deals with compact perturbations, the next theorem (also known
as the (extended) punctured neighborhood theorem (see [10, Theorems 4.1 and 4.2])) is
concerned with perturbations of the type λ Id, where |λ| is small.
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Theorem A.3. Let T ∈ L(H) be upper semi-Fredholm and put
k := dim [ker T/(ker T ∩R∞(T ))] ,
where R∞(T ) :=
⋂∞
n=0 ran(T
n). Then there exists ε > 0 such that for 0 < |λ| < ε the
following statements hold.
(i) T − λ is upper semi-Fredholm.
(ii) ind(T − λ) = ind(T ).
(iii) nul(T − λ) = nul(T )− k.
(iv) def(T − λ) = def(T )− k.
Appendix B. Harmonic Analysis in the unit disk
In this section of the Appendix we collect some results on complex sequences in the
unit disk. Recall the definition of the evaluation operator TΛ in (2.5)–(2.6).
Lemma B.1. If 1 ∈ D(TΛ), then idn ∈ D(TΛ) for all n ∈ N. In particular, TΛ is densely
defined. If, in addition, λi 6= λj for i 6= j, then ranTΛ is dense in ℓ2(N).
Proof. First, 1 ∈ D(TΛ) means that Λ is a Blaschke sequence, i.e., (εj)j∈N ∈ ℓ2(N). Thus,
for n ∈ N we have that ∑∞j=0 ε2j |λj|2n ≤∑∞j=0 ε2j <∞. That is, idn ∈ D(TΛ). If λi 6= λj
for i 6= j, for fixed i ∈ N let Bi be the Blaschke product of (λj)j 6=i, i.e.,
Bi(z) = z
k
∏
j 6=i
λj − z
1− λjz
|λj|
λj
,
where k ∈ {0, 1} and k = 0 iff λj 6= 0 for all j 6= i. Set fi := (εiBi(λi))−1Bi, i ∈ N. Then
fi ∈ H∞(D) ⊂ H2(D) (see, e.g., [18, Theorem 15.21]). Moreover, fi ∈ D(TΛ) and TΛfi is
the i-th standard basis vector of ℓ2(N). Hence, ranTΛ is dense in ℓ
2(N). 
The following theorem is due to Shapiro and Shields [19].
Theorem B.2. For a sequence Λ = (λk)k∈N ⊂ D the following statements are equivalent.
(i) The evaluation operator TΛ is defined on H
2(D) and is onto.
(ii) The sequence (Kλj )j∈N is a Riesz sequence in H
2(D).
(iii) Λ is uniformly separated.
The equivalence of (i) and (ii) in Theorem B.2 simply follows from the fact that TΛ
is the analysis operator of the sequence (Kλj )j∈N. The following two theorems can be
found in [9].
Theorem B.3. Let Λ = (λj)j∈N ⊂ D. Then the following conditions are equivalent.
(i) Λ is a finite union of uniformly separated sequences.
(ii) D(TΛ) = H
2(D).
Theorem B.4. Let Λ = (λj)j∈N ⊂ D. Then the following statements are equivalent.
(i) Λ is uniformly separated.
(ii) Λ is separated and D(TΛ) = H
2(D).
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Note that Theorem B.4 is not formulated as a theorem in [9], but is hidden in the
proof of the implication (iii)⇒(i) of the main theorem. It immediately implies the next
corollary.
Corollary B.5. Let (λj)j∈N be a sequence in D such that λj 6= λk for j 6= k. If (λj)j≥n
is uniformly separated, then also (λj)j∈N is uniformly separated.
Lemma B.6. Let Λ = (λj)j∈N be a sequence in D. For r ∈ (0, 1) and z ∈ D define
J(r, z) := {j ∈ N : λj ∈ Br(z)} and mr := sup
z∈D
|J(r, z)| ,
and assume mr0 <∞ for some r0 ∈ (0, 1). Then Λ is a union of mr0 separated sequences
(or less ) and
ind(Λ) = inf{mr : r ∈ (0, r0]}. (B.1)
Proof. For J ⊂ N define ΛJ := (λj)j∈J and set M := mr0 . We will define subsets
J1, . . . , Jm, m ≤ M , recursively such that N =
⋃m
k=1 Jk and each ΛJk is separated. For
the definition of J1, set j0 := 0 and once j0, . . . , js are chosen, we pick
js+1 := min
{
j > js : λj /∈
s⋃
i=1
Br(λji)
}
.
Note that js+1 is well defined due to the assumption that M <∞. In other words, λjs+1
is the first element of the sequence Λ that does not belong to any of the balls of radius
r around the previously chosen elements. Put J1 := {js : s ∈ N}. It is clear that ΛJ1 is
separated (by r) and that all the λj that have not been chosen due to this process belong
to some Br(λjs).
If N \ J1 is finite, we are finished. If not, proceed as before with N \ J1 instead of N
to find an infinite set J2 ⊂ N \ J1 such that ΛJ2 is separated (by r). Continuing in this
way, the process either terminates after m < M − 1 steps (in which case we are done) or
we obtain M − 1 separated sequences ΛJ1 , . . . ,ΛJM−1 . In this case, put
JM := N \
M−1⋃
k=1
Jk.
Let us prove that ΛJM is separated. For this, let j ∈ JM be arbitrary. Then, as a result
of the construction process, λj ∈
⋃M−1
k=1 Br(λik), where ik ∈ Jk, k = 1, . . . ,M − 1. Thus,
we have that j, i1, . . . , iM−1 ∈ J(r, λj) such that J(r, λj) = {j, i1, . . . , iM−1}. Therefore,
̺(λj , λl) ≥ r for all l ∈ JM , l 6= j. Hence, ΛJM is indeed separated.
It remains to prove the relation (B.1). For this, put m0 := inf{mr : r ∈ (0, r0]}. It
is clear that m0 = mr1 for some r1 ≤ r0 (note that r 7→ mr is non-decreasing) and
that, therefore, n := ind(Λ) ≤ m0. There exist J1, . . . , Jn ⊂ N with N =
⋃n
k=1 Jk such
that ΛJk is separated for each k = 1, . . . , n. Without loss of generality, let each ΛJk
be separated by r1. From m0 = mr1/2 we conclude that there exists some z ∈ D such
that |J(r1/2, z)| = m0. Suppose that n < m0. Then there exists some Jk that contains
at least two of the m0 elements of J(r1/2, z), say, j1 and j2. But then ̺(λj1 , λj2) ≤
̺(λj1 , z) + ̺(z, λj2) < r1, contradicting the fact that ΛJk is separated by r1. 
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We shall also make use of the following lemma which in particular shows that the map
(D, ̺)→ H2(D), z 7→ Kz, is Lipschitz continuous. Here, K is the normalized reproducing
kernel of H2(D) defined in (2.7).
Lemma B.7. For z ∈ D put sz =
√
1− |z|2. Then for z, w ∈ D the following relation
holds:
‖Kz −Kw‖2H2(D) = (2− szsw)̺(z, w)2 −
(
1− ̺(z, w)2) (sz − sw)2
szsw
.
In particular,
‖Kz −Kw‖H2(D) ≤
√
2 ̺(z, w).
Proof. Using 1− ̺(z, w)2 = s2zs2w/|1 − zw|2 (see (2.3)), we see that
‖Kz −Kw‖2H2(D) = 2− 2Re〈Kz ,Kw〉 = 2− 2Re
szsw
1− zw
= 2− 2 szsw|1− zw|2 (1− Re(zw))
= 2− szsw|1− zw|2 (2− 2Re(zw)− 2szsw)− 2
(
1− ̺(z, w)2)
= 2̺(z, w)2 − szsw|1− zw|2
(
2 + |z − w|2 − |z|2 − |w|2 − 2szsw
)
= 2̺(z, w)2 − szsw|1− zw|2
(
(sz − sw)2 + |z − w|2
)
,
which proves the claim. 
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