In this paper we consider the extended generalized multivariate analysis of variance (GMANOVA) with a linearly structured covariance matrix. The main theme is to find explicit estimators for the mean and for the linearly structured covariance matrix. We show how to decompose the residual space, the orthogonal complement to the mean space, into m + 1 orthogonal subspaces and how to derive explicit estimators of the covariance matrix from the sum of squared residuals obtained by projecting observations on those subspaces. Also an explicit estimator of the mean is derived and some properties of the proposed estimators are studied.
Introduction
The growth curve problems are widely studied in several research areas such as medicine, econometrics, natural sciences, social sciences, etc. These problems are related to the analysis of short time series data where a characteristic of interest is measured on each unit over several time points. The classical growth curve model (GCM) by [1] also known in the statistical literature as the generalized multivariate analysis of variance (GMANOVA) has emerged as a powerful tool to deal with such a kind of problems. The GMANOVA model was extended later on by [2] to handle different growth profiles. The resulting model was called sum of profiles model and is known in different names such as extended growth curve model (EGCM), extended GMANOVA model, etc. In [2] an iterative algorithm to obtain the maximum likelihood estimators (MLEs), which could not be obtained explicitly, was proposed. von Rosen [3] studied the model and derived explicit MLEs under the additional nested subspaces condition on the between design matrices.
In this paper we consider the extended GMANOVA model as defined in [3] . Before we define it, we give some notations that we will use throughout this paper. C(A), r(A) and tr(A) denote the column space, the rank and the trace of a matrix A respectively. For a positive definite matrix S and any matrix A, P A,S = A(A ′ S −1 A) − A ′ S −1 defines the projector onto the space C S (A), where the subscript S in C S (A) indicates that the inner products are defined via the positive definite matrix S , where A o denotes any matrix of full rank spanning the orthogonal complement to the space C(A). If S = I, we simply write P A instead of P A,I . The symbol ⊗ denotes the Kronecker product of matrices or the tensor product of linear spaces. The symbol ⊕ denotes the direct sum of linear spaces while the symbol ⊞ denotes the direct sum of tensor spaces. 
where columns of E are assumed to be independently distributed as a p-variate normal distribution with mean zero and a positive definite dispersion matrix Σ; i.e. E ∼ N p,n (0, Σ, I n ). The matrices A i and C i , often called design matrices, are known matrices whereas matrices B i and Σ are unknown parameter matrices.
The model in Definition 1.1 has been extensively studied by several authors and the book by Kollo and von Rosen [4] [Chapter 4] contains useful detailed information about uniqueness, estimability conditions, moments and approximative distributions of the maximum likelihood estimators. Recently other authors considered the model with slightly different conditions. For example in [5] the explicit MLEs are presented with the nested subspace conditions on the within design matrices instead. In [6, 7] the extended growth curve model without nested subspace conditions but with orthogonal design matrices is considered and generalized leastsquares estimators and their properties are studied.
In most works on the extended GMANOVA model no particular attention is made on the structure of the covariance matrix. In fact there are few articles treating the problem of structured covariance matrix although it may be important in the growth curve analysis studies. For the classical growth curve model, the most studied structure are the uniform covariance structure and the serial covariance structure, see for example, [8, 9, 10] . The main theme of this paper is to derive explicit estimators of parameters in the extended growth curve model with a linearly structured covariance matrix, which means that for Σ = (σ ij ) the only linear structure between the elements is given by |σ ij | = |σ kl | = 0 and there exist at least one (i, j) = (k, l) so that |σ ij | = |σ kl | = 0. The examples of linear structures for the covariance matrix are the uniform structure, the compound symmetry structure, the banded structure, the Toeplitz structure, etc.
The estimation procedure that we propose will rely on the decomposition of the residual space into m + 1 subspaces, see Theorem 2.3, and on the study of residuals obtained from projecting observations onto those subspaces. The paper [11] was the first to propose a residual based procedure to obtain explicit estimators for an arbitrary linear structured covariance matrix in the classical growth curve model as an alternative to iterative methods. The idea was later on applied to the sum of two profiles model in [12] and our aim here is to generalize results in [12] to the extended GMANOVA model with an arbitrary number of profiles.
Main idea and space decomposition
In this section we give some important results from which the main idea of our discussion is derived. To start with, we recall the theorem stated and proved in [3] about the estimation of the mean structure in the extended GMANOVA model. 
A useful result is the corollary of this theorem when r = 1, which gives the estimated mean structure, i.e.,
Replacing T i in (1) by its expression given in Theorem 2.1 we get
Noticing that the matrix P P i A i ,S i and P C ′ i are projector matrices, we see that estimators of the mean structure is based on a projection of the observations on the space generated by the design matrices. Naturally, the estimators of the variance parameters are based on a projection of the observations on the residual space, that is the orthogonal complement to the design space.
If Σ would have been known, we would have from least squares theory the best linear estimator (BLUE) given by
where S i in P i is replaced with Σ to get P i . Thus, we see that in the projections, if Σ is unknown, the parameter has been replaced with S i 's, which according to their expressions are not maximum likelihood estimators. However, S i 's define consistent estimators of Σ in the sense that n −1 S i → Σ in probability.
Applying the vec-operator on both sides of (3) we get
The next theorem is essential for the development of the sequel of this paper.
The subspaces V i 's are mutually orthogonal and
(ii) The matrix P is a projection matrix; 
and in general
This shows that the subspaces V i 's are mutually orthogonal. Now we prove the second assertion. Clearly
Since
This proves that the dimension of
A i ) and hence the result follows.
(ii) We need to show that P is an idempotent matrix. Let
On one hand, G i is obviously an idempotent matrix as P C ′ i and H i are. On the other hand, from calculations in (i), H i may be rewritten as
So, from Lemma 3 in [13] it follows that H i H j = 0 for i = j, which in turn implies that
Hence P 2 = P and P is a projector.
(iii) With notations and calculations introduced in the proof of (ii) it is clear that
which completes the proof of Theorem 2.2. We refer to the space C(P ) as the mean space and it is used to estimate the mean parameters whereas C(P ) ⊥ is referred to as the residual space and it is used to create residuals.
When Σ is not known it should be estimated. The general idea is to use the variation in the residuals. For our purposes we decompose the residual space into m + 1 orthogonal subspaces and Theorem 2.3 shows how such a decomposition is made. Theorem 2.3 Let C(P ) and V i be given as in Theorem 2.2. Then
where
Proof. On one hand, the conditions C(C
can be decomposed as a sum of orthogonal subspaces as follows:
On the other hand, by Theorem 2.2, the subspaces V i , i = 1, 2, . . . , m; are orthogonal. Hence, the result follows by letting
which completes the proof. The residuals obtained by projecting data to these subspaces are
r = 1, 2, 3, . . . , m + 1, and here we use for convenience
To get more insight on what is going on, we are going to illustrate the space decomposition for m = 3. In this case the BLUE of the mean is
From here we see that the estimated mean is obtained by projecting observations on some subspaces. The matrices P A 1 ,Σ , P T 1 A 2 ,Σ and P T 2 A 3 ,Σ are projectors onto the subspaces Figure 1 shows the whole space decomposed into mean and residual subspaces.
Figure 1: Decomposition of the whole space according to the within and between individuals design matrices illustrating the mean and residual spaces:
In practice Σ is not known and should be estimated. A natural way to get an estimator of Σ is to use the sum of squared estimated residuals. If Σ is not structured we estimate the residuals in (4) with 2, 3 , . . . , m + 1, where P i and S i are given as in Theorem 2.1. Thus a natural estimator of Σ is obtained from the sum of squared residuals, i.e.,
which is the maximum likelihood estimator.
Estimators when the covariance matrix is linearly structured
In this section we consider the extended growth curve model as in Definition 1.1, but with a linearly structured covariance matrix Σ. This Σ will be denoted Σ (s) so that E ∼ N p,n (0, Σ (s) , I n ). The estimation procedure that we propose will rely on the decomposition of the spaces done in Section 2. We will sequentially estimate the inner product in the spaces V i (i = 1, 2, . . . , m), the residuals in (4), and finally estimate the covariance matrix using all estimated residuals.
To start with, it is natural to use
), to estimate the inner product in the space V 1 . We apply the general least squares approach and minimize tr ( 
where T + denotes the Moore-Penrose generalized inverse of T . Furthermore, from [4] , we have
Lemma 3.1 Let
Then, the minimizer of
Proof. We may write
and thus
Differentiating the expression in the right hand side of (7) with respect to vecΣ(K) and equalizing to 0, we get
From (5), (6) and (8) we obtain the linear equation
which is consistent and a general solution is given by
where z is an arbitrary vector. Hence, using (5) we obtain a unique minimizer of (7) given by vec Σ (s)
and the proof is complete. 
respectively, i.e.,
A second estimator of Σ (s) is obtained using the sum of Q 1 and H 2 H ′ 2 . Notice that
and
Therefore it is natural to condition H 2 H ′ 2 with respect to Q 1 and
where W p (·, ·) stands for the Wishart matrix.
The following lemma gives a second estimator of Σ (s) where again the general least squares approach is employed.
Proof. Similar as in Lemma 3.1. Now assume that Σ
2 is positive definite and use it to define the inner product in V 2 , i.e., consider C
. This gives us an estimator of M 2 , and also that of H 3 by projecting observations on C(C
To derive a third estimator of Σ (s) , the idea is to use the sum
in a similar way as in Lemma 3.1 or Lemma 3.2. We continue the same process until all residuals are estimated and then use the sum of squared estimated residuals to estimate the covariance matrix that can be understood as a dispersion matrix. After the (r − 1) th stage of the process we have already r − 1 estimates of Σ (s) . In Lemma 3.3, we show how to obtain the r th estimate of Σ (s) . Before we state it, we notice that after the (r − 1) th stage we have also the following quantities:
Lemma 3.3 Let T i , Q r and Υ r be defined as in (14) , (16) and (17), respectively. Then, the minimizers of
are given by
Proof. Similar as in Lemma 3.1. Lemma 3.3 gives the r th estimate of Σ (s) and the (m + 1) th estimate of Σ (s) can be understood as a dispersion matrix as it uses all information that we have in residuals. Now the results at our disposal permit us to propose estimators of parameters in the extended growth curve model with a linearly structured covariance matrix.
Theorem 3.4 Let the extended growth curve model be given by (1.1). Then (i) A consistent estimator of the structured covariance matrix
(ii) An unbiased estimator of the mean is given by
where T i , Q r and Υ r be defined as in (13) , (16) and (17), respectively.
Proof. (i) The consistency of the estimator in (18) is established through the following implications (the notation '
p −→' means convergence in probability)
The above implications can be easily checked. The first line follows from the well known fact that the (corrected) sample covariance matrix is a consistent estimator of the true covariance matrix. The rest is established using Cramer-Slutsky's theorem [14] .
(ii) Next we establish the unbiasedness of the estimator given by (19). From Theorem 2.2. (i) and using uniqueness property of projectors it is possible to rewrite the estimated mean as
).
Using the linearity of the expectation operator and independence of P
), we have
) .
we get
Canceling the opposite terms in the last expression, we get the desired result.
Simulation study
The aim of this section is to investigate the performance of the proposed algorithm for small sample sizes. In fact, for some structures of the covariance matrix, the proposed technique may produce non positive definite estimates for small sample sizes. In our simulations we will also study the same problem with respect to the number of profiles m.
Procedures and methods
We consider the following three scenarios: Scenario S1: The covariance matrix has the uniform structure:
where I 4 and J 4 stand for the 4 × 4 identity matrix and the 4 × 4 matrix of ones respectively. Scenario S2: The covariance matrix has the Toeplitz structure with different variances: 
Scenario S3: The covariance matrix has the banded structure: In all scenarios the number of simulation runs was set to 5000 for each sample size considered (n = 12, 24, 36, 60, 72, 240, 360), and the percentage of non positive definite estimates of the covariance matrix was calculated. Data is generated from X ∼ N p,n ( Table 1 contains percentages of non positive definite estimates of the covariance matrix for each scenario considered. One can see that for the uniform structure our techniques perform well as we have 100% of positive definite estimates in all cases. Also we have good performance for the other two cases where we have small percentages of non definite estimates for n < 36 whether we have one profile or two profiles. However, for three profiles case we have high percentage of non positive definite estimates for n < 36. Hence, concerning the number of profiles m, we note that as m increases the percentages of non positive definite estimates also increase except for the case of uniform structure.
Results

