A noniterative method for retrieving the phase of a wave field from a diffraction intensity measurement in a coherent wave field is proposed. In this method, the phase can be calculated from analytic equations based on the properties of entire functions by use of Fourier transforms. This method requires only a single measurement of the intensity of a diffracted wave through an array filter of rectangular apertures and then does not need to use any lens systems and coherent reference waves. Therefore, it provides a potentially useful means for coherent imaging in a wide class of wave fields such as optical, x ray, electron, and atomic waves.
A lensless coherent imaging of an object from its diffraction intensity is very attractive for various applications because the resolution of such a method is not limited by the aberration and the finite extent of a lens. To achieve this, we have to retrieve the phase of the diffraction field, which is lost on an intensity recording. One approach to such lensless imaging is holography. However, for highfrequency waves, such as x rays and electron waves, a coherent reference source of a very small size, by which the spatial resolution is limited, is necessary for offsetreference holography [1] , and also there exists the socalled twin-image problem in Gabor's inline holography. Thus, nonholographic methods for the object reconstruction from diffraction intensities have been recently developed [2] when it is inconvenient to generate a coherent reference wave. One well-known approach is the use of an iterative method that was proposed by Fienup [3] as a modification of the original Gerchberg-Saxton algorithm [4] . For example, object reconstruction by use of the iterative method has been demonstrated in x-ray phaseretrieval experiments for noncrystalline samples [5] and the coherent electron imaging of a carbon nanotube from its diffraction intensity [6] . The use of the iterative method, however, is accompanied by convergence problems, and hence the method sometimes stagnates in a local minimum solution different from a true one, especially in the reconstruction of complex-amplitude objects [7] .
On the other hand, there have been some studies of noniterative (analytic) and nonholographic phase-retrieval methods. For example, phase recovery by solution of the transport-of-intensity equation has been recently developed [8, 9] and applied to phase-retrieval in electron microscopy [10] , x-ray imaging [11] , and so forth. While Fienup's iterative method needs only a diffraction pattern, all of the noniterative and nonholographic methods proposed for practical use so far require more than two intensity measurements, except for the cases with special conditions such as a nonabsorbing object [11] and a monomorphous object [12] . The object reconstruction from a single diffraction intensity enables us to observe an object in real time, and also it is significant for the reduction of sample damage by an illuminating radiation such as an x-ray or an electron wave.
In this Letter, a noniterative method based on the properties of entire functions [13, 14] is proposed, in which phase recovery is possible from a single diffraction intensity distribution of a wave field transmitted through an array filter of rectangular apertures. To the best of my knowledge, this is the first noniterative and nonholographic phase-retrieval method using a single intensity measurement for practical use without such special conditions. Figure 1 shows a schematic diagram of the present phase-retrieval method. We assume that an object of complex-amplitude transmittance fu; v (which is assumed to be of finite extent ) in the object plane is illuminated by a coherent monochromatic plane wave of wavelength . In the far-field plane at a distance of z downstream of the object with coordinates x and y, an array filter consisting of rectangular apertures is inserted to take a correlation of the rectangular function and the field distribution of the diffracted wave from the object. We here consider the case of a N M array of square apertures of each width w distributed over a Cartesian grid of period d. Using the Fraunhofer and the Fresnel diffraction integrals, we can obtain the amplitude distribution in the detector plane at a distance of l downstream of the array filter as
Rx ÿ x n ;yÿ y m
where Fx; y is the complex-amplitude distribution in the far-field plane, which is given by
and Rx ÿ x n ; y ÿ y n denotes the amplitude transmittance of a square aperture being at the position of the coordinates x n ; y m nd; md, [Rx; y 1:0 for ÿw=2 x w=2, ÿw=2 y w=2 and Rx; y 0 otherwise]. In Eqs. (1) and (2), unimportant multiplicative constants associated with the diffraction integrals are ignored. In order to combine two functions of the quadratic phases in the integral of Eq. (1), we substitute the coordinates n x n 1 l=z and m y m 1 l=z into the coordinates and in Eq. (1). Then Eq. (1) is rewritten as
Fx;yRxÿx n ;yÿy m
where q expi1 l=zx 2 n y 2 m =z. Here we assume that the Fresnel diffraction pattern of each small aperture can be regarded as the Fraunhofer diffraction one in the detector plane, although the period d of the aperture array is large enough to produce the periodic pattern of the geometrical optics description of the array in the region of Fresnel diffraction. Therefore, the quadratic phase factor in Eq. (3) is approximately unity over the aperture function Rx ÿ x n ; y ÿ y m . In addition, we assume that the diffraction pattern of each square aperture in the detector plane is isolated approximately from those of the adjoining square apertures. Then the observable intensity of Eq. (3) is given by
Fx; yRx ÿ x n ; y ÿ y m dxdy
A sufficient condition for the isolation of the diffraction patterns of the neighboring apertures would be that the main width of the Fraunhofer pattern of each aperture is smaller than the period of the array pattern projected on the detector plane. Substituting Eq. (2) into Eq. (1) and calculating the resultant equation under the Fraunhofer approximation, we obtain a convolution of the object with the Fourier transform (i.e., a sinc function) of each square aperture. Then the rough width H of the Fraunhofer pattern from a square aperture can be estimated by H 2l=w l j =z, (j u, v) where 2l=w denotes the main lobe between the first two zeros of the sinc function, and u and v denote the extent of the object in the direction of u and v, respectively. On the other hand, the period of the Fresnel diffraction pattern of the array in the detector plane is given from the geometrical optics prediction as d1 l=z, where the term l=z represents the effect of the extension generated by the quadratic phase term expix 2 y 2 =z in Eq. (1). Consequently, if the condition H < d1 l=z is satisfied in the measurement system, then we may regard Eq. (4) as the intensity distribution at the coordinates ( n , m ) in the detector plane. Equation (4) indicates that the intensities at the points of coordinates ( n , m ) (n ÿN=2; . . . ; 0; . . . ; N=2 ÿ 1, and, m ÿM=2; . . . ; 0; . . . ; M=2 ÿ 1) in the detector plane correspond to the intensity distribution of the correlation integral of the aperture function Rx; y and the Fourier transform Fx; y of the object function in Eq. (2) . By the sampling theorem, the intensity distribution of the correlation integral can be encoded into the discrete data of Eq. (4) when the period d of the array is smaller than z=2 j (j u, v). The parameters d and z, which fulfill the condition for encoding, can be determined from the roughly estimated extent of an object by another measurement. Under this condition, we may regard the arguments x n and y m in functions as continuous variables.
Using the same way as in Eqs. (3) and (4), we can obtain the intensity distributions at another point of coordinates ( n , m ) and ( n , m ) (where is a known constant):
Fx;yRx ÿ x n ;yÿ y m
and jK n ; m j 2 is represented by substituting expÿi2y=l into Eq. (5) instead of expÿi2x=l. Then one can retrieve the twodimensional (2-D) phase of the correlation integral in Eq. (4) from jK n ; m j 2 , jK n ; m j 2 , and jK n ; m j 2 by using the phase-retrieval method based on the properties of entire functions.
To utilize the properties of entire functions, we assume that the extent of the inverse Fourier transform (i.e., a sinc function) of a square aperture Rx; y has an extent large enough to be approximated into a Gaussian function within the extent of the object function [15] . From studies of numerical experiments, the Gaussian approximation was found to be effective, provided that the extent of the object function was smaller than about (1=2) of the extent between the first two zeros of the sinc function. The mea-
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223901-2 surement system that satisfies this requirement can be prepared for in advance through the roughly estimated extent of an object. Thus, we approximate the inverse Fourier transform of an aperture Rx; y of width w into a Gaussian function [16 
Substituting the Fourier transform of the Gaussian function instead of Rx; y into Eqs. (4) and (5), we can obtain the following expressions respectively:
Fx; yGx ÿ x n ; y ÿ y m dxdy 2 ;
Fx; yGx ÿ x n ÿ ic; y ÿ y m dxdy
where b and c are constant values expÿw= 3 p l 2 and w 2 =6l, respectively, and the function Gx; y is given by the Fourier transform of the Gaussian function in Eq. (6) . The equation for jK n ; m j 2 is represented by substituting Gx ÿ x n ; y ÿ y m ÿ ic into Eq. (8) instead of Gx ÿ x n ÿ ic; y ÿ y m . As proven in the previous paper [14] , two moduli along the real axis x n and the line x n ÿ ic parallel to the real axis in the complex plane (i.e., Eqs. (7) and (8), respectively) have sufficient information for one to retrieve the phase of the correlation integral in Eq. (7). Let Mx n ; y m and x n ; y m be the modulus and the phase, respectively, of the correlation integral in the right hand side of Eq. (7), i.e.,
Fx; yGx ÿ x n ; y ÿ y m dxdy Mx n ; y m expix n ; y m :
To retrieve one-dimensional (1-D) phases along lines parallel to the x axis, the real variable x n in Eq. (9) is expanded into the complex one, x n ÿ ic. Then Eq. (9) is rewritten as
Fx; yGx ÿ x n ÿ ic; y ÿ y m dxdy Mx n ÿ ic; y m expfi R x n ; y m i I x n ; y m g;
where R x n ; y m and I x n ; y m denote the real and imaginary parts of the complex function x n ÿ ic; y m R x n ; y m i I x n ; y m , respectively. Then substitution of Eq. (10) The left-hand side of Eq. (11) is an obtainable function because the term lnb consists of known constants, and because the numerator in the first term is the square root of the intensity distributions jK n ; m j 2 , and the denominator in the first term can be calculated numerically from the intensity distribution M 2 x n ; y m jK n ; m j 2 by taking the 1-D Fourier transform of the product of the inverse Fourier transform of the modulus Mx n ; y m jK n ; m j for the x n coordinate and an exponential function expÿ2cu in the same way as in the previous paper [15] .
Thus, from Eq. (11), the 1-D phases of x n ; y m along lines parallel to the x axis in Eq. (9) can be obtained by using Fourier transforms as shown in Eqs. (10) to (16) of the previous paper [15] . The resultant equation is represented by
where Dx n ;y m lnjK n ; m j=jMx n ÿ ic;y m j ÿ 1=2lnb, and I and I ÿ1 denote a 1-D Fourier transform of a function of the variable x n and an inverse Fourier transform of a function of the variable , respectively. The 1-D phases of x n ; y m along lines parallel to the y axis can also be retrieved from the intensity distributions jK n ; m j 2 and jK n ; m j 2 by using the same procedures as in Eqs. (9)- (12) . Then the overall 2-D phase x n ; y m of the correlation integral in Eq. (9) can be determined by addition of each phase along one line of the 1-D lines parallel to the y axis to the 1-D phases along the lines parallel to the x axis, because a phase distribution along one line in the y-axis direction can be regarded as the constant phase difference among the 1-D phases along the lines parallel to the x axis. Thus, by an inverse Fourier transform of the correlation integral that consists of the measured modulus Mx n ; y m [ jK n ; m j in Eq. (7)] and the retrieved phase x n ; y m , we can reconstruct the product of the object function and the Gaussian function in Eq. (6) . Finally, the object function fu; v can be obtained through compensation for the known Gaussian function. The errors of the Gaussian approximation bring the slight change of the object's modulus like noises do [16] , and so have no direct influence on the spatial resolution. Hence, the spatial resolution is determined by about 2z=S (where S Nd or Md is the side length of the array filter), which is the same as that of iterative methods with the same conditions.
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The performance of the present method is demonstrated by an example of computer simulations for the reconstructions of complex-valued objects. We assume that the object is illuminated by a monochromatic plane wave with wavelength 0.1 nm (e.g., an x ray or an electron wave). The distances between the object and the far-field planes and between the far-field and the detector planes are assumed to be z 100 mm and l 300 mm, respectively. In the far-field plane, we place an aperture array, which composes of a uniform square grid of interval In this Letter, we have developed a noniterative and nonholographic phase-retrieval method that allows the object reconstruction from only a single diffraction pattern of a wave field transmitted through an aperture array. Although this method needs an array filter of apertures, it would be possible to make such a filter by using the technique of electron beam lithography. functions are given by sincx sinx=x 1 ÿ x 2 =6 x 4 =120 ÿ , and expÿx 2 =6 1 ÿ x 2 =6 x 4 =72 , respectively. The normalized errors jsincx ÿ expÿx 2 =6j=sincx become smaller than about 4% within the half extent between the first two zeros of sincx. From the computer simulations, the effect of the errors on the object reconstruction was estimated at less than several percentages of the average modulus of an object, which is regarded as the rough limit of dynamic resolution.
FIG. 2 (color online)
. Reconstruction of a complex-valued object from a single intensity distribution by the phase-retrieval method: (a) modulus and (b) phase of the original object (where the values of the phase are in the range of ÿ2:52 to 2.51 rad), and (c) modulus in the detector plane of Fig. 1. (d) and (e) [or (f) and (g)] are the modulus and phase, respectively, of a reconstructed object from the noiseless (or noisy) modulus of (c).
