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Abstract
In this work, we examine two important problems in the theory of
nonlinear partial differential equations. In Part I, we propose and solve
a more general and complete version of the celebrated Leray’s problem
for the incompressible Navier-Stokes equations in R3, which in its simplest
form was suggested by J. Leray in 1934 (and solved only in the 1980s by
T. Kato, K. Masuda and other authors). A number of related new results
of clear interest to the theory of Leray’s solutions are also given here.
In Part II, which is independent of Part I and can be read sepa-
rately, we introduce an important new collection of problems concerning
global existence results and blow-up phenomena for solutions of conser-
vative advection-diffusion equations in Rn where heterogeneities in the
lower order terms tend to destabilize the solution (everywhere or in cer-
tain regions), strongly competing with the viscous dissipation effects to
determine the overall solution behavior. This work extends some recent
contributions led by the author [53, 54] (see also [3, 6]) where the analysis
was confined to one-dimensional problems, primarily in the case of linear
advection, for which solutions are automatically global and can only mis-
behave by increasing unboundedly as t→∞. Here, we consider the much
more challenging case of superlinear advection (and arbitrary dimension),
which may cause finite-time blow-up in several important spaces. We then
point out a new kind of phenomena — one that may be properly named
“anti-Fujita” for its vivid contrast to the type of blow-up behavior discov-
ered by Fujita in the 1960s, and which has been investigated ever since
— that has apparently been completely overlooked in the literature. For
better clarity, we restrict ourselves here to the case of linear nondegener-
ate diffusion, but similar properties and behavior are also to be found in
much more general diffusion phenomena, as will be reported shortly.
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Parte I
Problema de Leray
1. Introduc¸a˜o
Em seu trabalho seminal [33], Leray construiu soluc¸o˜es (fracas) globais de energia
finita u(·, t) ∈ L∞([0,∞), L2σ(R3)) ∩ Cw([0,∞), L2(R3)) ∩ L2([0,∞), H˙1(R3)) para
as equac¸o˜es de Navier-Stokes em R3,
ut + u · ∇u + ∇p = ν∆u, ∇·u(·, t) = 0, (1.1a)
u(·, 0) = u0 ∈ L2σ(R3), (1.1b)
onde ν > 0 e´ constante, e L2σ(R
3) denota o espac¸o de func¸o˜es u = (u1, u2, u3) ∈ L2(R3)
com ∇· u = 0 em D′(R3). Ademais, estas soluc¸o˜es reproduzem o estado inicial u0
em L2 (i.e., ‖u(·, t)− u0‖L2(R3)→ 0 ao tց0) e satisfazem a desigualdade de energia
‖u(·, t) ‖2
L2(R3)
+ 2ν
∫ t
0
‖Du(·, s) ‖2
L2(R3)
ds ≤ ‖u0 ‖2
L2(R3)
(1.2)
para todo t > 0 [21, 29, 33, 48]. Enquanto a unicidade das soluc¸o˜es de Leray corres-
pondentes a um estado inicial u0 ∈ L2σ(R3) qualquer permanece fundamentalmente
em aberto ate´ hoje, Leray mostrou que existe um instante de tempo 0 < T∗∗ <∞
(dependendo dos dados ν, u0 fornecidos) tal que u ∈ C∞(R3× [ T∗∗,∞))1 e
u(·, t) ∈ L∞
loc
([T∗∗,∞), Hm(R3)) (1.3)
para cada m ≥ 0, onde Hm(R3) denota o espac¸o de Sobolev das func¸o˜es (neste caso,
com valores em R3) em L2(R3) com derivadas (espaciais) fracas de ordem ate´ m
em L2(R3). Um problema ba´sico importante deixado aberto por Leray em 1934 foi
(denotando W (t) := ‖u(·, t) ‖2
L2(R3)
, como em [33]):
J’ignore si W(t) tend ne´cessairement vers 0 quand t augmente inde´finiment,
J. Leray ([33], p. 248)
1E´ conhecido tambe´m que se tem T∗∗ < Kν
− 5 ‖u0 ‖4L2(R3)para certa constante absolutaK > 0,
ver e.g. [28, 32, 33]. (No Apeˆndice A a seguir, melhoraremos o valor dado para K, mostrando
que K < 0.000 753 026.) Condic¸o˜es adicionais sobre o estado inicial u0 ∈ L2σ(R3) — por exemplo,
u0 ∈ Hsσ(R3), s > 3/2 — garantem ale´m disso u ∈ C∞(R3× (0,T∗]) para certo 0 < T∗ ≤ T∗∗ [51].
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ou seja, se vale (ou na˜o) que
lim
t→∞
‖u(·, t) ‖
L2(R3)
= 0. (1.4)
Esta questa˜o somente foi resolvida (positivamente) 50 anos mais tarde por Kato [26]
e subsequentemente tambe´m por outros autores [25, 34, 52]. Va´rios desenvolvimen-
tos e extenso˜es importantes de (1.4) vem sendo estabelecidos (ver e.g. [5, 7, 28, 38,
43, 45] e a discussa˜o abaixo). Em particular, uma prova extremamente simples para
(1.4) foi obtida em [45], com base no me´todo em [28], utilizando somente te´cnicas ja´
conhecidas em 1934!2 (Para uma descric¸a˜o detalhada do me´todo em [45], ver [39].)
Dado t0 ≥ 0, e´ natural que se tente aproximar as soluc¸o˜es u(·, t) de (1.1) para
t > t0 pelas soluc¸o˜es v(·, t) = eν∆(t−t0)u(·, t0) dos problemas lineares associados
vt = ν∆v, v(·, t0) = u(·, t0). (1.5)
Para estas soluc¸o˜es, e´ fa´cil obter va´rias estimativas de decaimento, como e.g.
lim
t→∞
‖ v(·, t) ‖
L2(Rn)
= 0, (1.6a)
lim
t→∞
t
n
4 ‖ v(·, t) ‖
L∞(Rn)
= 0, (1.6b)
lim
t→∞
t
s
2 ‖ v(·, t) ‖
H˙s(Rn)
= 0, s ≥ 0, (1.6c)
va´lidas para todo n. (Em (1.6c) acima, H˙s(Rn) denota o espac¸o de Sobolev homo-
geˆneo formado pelas func¸o˜es v = (v1,..., vn) ∈ L2(Rn) tais que | · |s2 | vˆ(·) |2 ∈ L2(Rn),
onde vˆ(·) denota a transformada de Fourier de v(·), com norma ‖ · ‖
H˙s(Rn)
dada por
‖ v ‖
H˙s(Rn)
=
{∫
Rn
| ξ |2s
2
| vˆ(ξ) |2
2
dξ
}1/2
. (1.7)
Podemos assim esperar que estimativas similares a (1.6) sejam tambe´m va´lidas para
as soluc¸o˜es de Leray u(·, t) de (1.1), ao menos para n = 3, dado u0 ∈ L2σ(Rn)
qualquer. Este e´ essencialmente o Problema de Leray para as equac¸o˜es de Navier-
Stokes, com sua versa˜o mais ba´sica dada em (1.4) acima. Outras questo˜es se po˜em
2Como em [28], esta prova faz uso tradicional de te´cnicas cla´ssicas como estimativas de energia
e transformadas de Fourier, mas e´ va´lida apenas em dimensa˜o n = 2, 3. Em contraste, a prova de
(1.4) em [26] pode ser estendida a n = 4, e o argumento (muito envolvente) desenvolvido em [52]
consegue estabelecer (1.4) para n ≥ 2 qualquer.
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aqui naturalmente; por exemplo, a respeito do comportamento da diferenc¸a (ou erro)
u(·, t)− v(·, t) para t ≫ 1. Na norma L2, esta questa˜o sobre o erro foi respondida
por Wiegner [52], tendo-se, para t0 ≥ 0 qualquer,
lim
t→∞
t
n−2
4 ‖u(·, t)− eν∆(t−t0)u(·, t0) ‖L2(Rn) = 0. (1.8)
Como com (1.4), uma prova mais simples para (1.8) foi recentemente dada em [45],
supondo n ≤ 3, tendo-se tambe´m mostrado os resultados correspondentes a (1.6b):
lim
t→∞
t
n
4 ‖u(·, t) ‖
L∞(Rn)
= 0, (1.9a)
lim
t→∞
t
n−1
2 ‖u(·, t)− eν∆(t−t0)u(·, t0) ‖L∞(Rn) = 0, (1.9b)
em dimensa˜o n = 2, 3 (cf. [45], Section 4). No presente trabalho, vamos estabelecer
as estimativas (mais dif´ıceis) correspondentes a (1.6c) no caso das soluc¸o˜es de Leray
do problema (1.1), ale´m de estimativas similares sobre o erro (ver (1.10b) abaixo).
Os resultados sa˜o simples de descrever: dados u0 ∈ L2σ(Rn), t0 ≥ 0 quaisquer, tem-se
lim
t→∞
t
s
2 ‖u(·, t) ‖
H˙s(Rn)
= 0, (1.10a)
lim
t→∞
t
n−2
4
+ s
2 ‖u(·, t) − eν∆(t−t0)u(·, t0) ‖
H˙s(Rn)
= 0, (1.10b)
para todo s ≥ 0 (s real), e n = 2, 3. Note-se que (1.4), (1.8) e (1.9) tornam-se agora
consequeˆncias simples de (1.10), que pode assim ser considerada como a forma geral
completa do problema de Leray, resolvida neste trabalho (exceto que, no caso espe-
cial n = 2, tem-se (1.10a) derivada previamente em [5], usando um procedimento
diferente). A obtenc¸a˜o de (1.10b) e´ particularmente delicada, e utiliza a estimativa
‖ eν∆(t−t0)u(·, t0)− eν∆(t−t1)u(·, t1) ‖
H˙s(Rn)
≤ Kν − 12 − γ (t1− t0)12 ‖u0‖2
L2(Rn)
(t−t1)− γ
(1.11)
para t > t1 > t0 ≥ 0 arbitra´rios, derivada na Sec¸a˜o 3 abaixo, onde γ = n/4 + s/2,
e K = K (n, s) > 0 e´ uma constante (cujo valor depende apenas dos paraˆmetros
n, s considerados). Leitores interessados prioritariamente nas novas contribuic¸o˜es do
presente trabalho podem neste ponto consultar diretamente os seguintes resultados:
Teorema 3.1, Teorema 4.1 (e Lema 4.1), Teorema 5.1 e Teorema A.1 (Apeˆndice A).
Tambe´m pode ser conveniente rever rapidamente os Teoremas 4.2 e 4.3 e os resul-
tados revisados na Sec¸a˜o 2 a seguir.
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Observac¸a˜o 1.1. Tomando-se s = m (inteiro) em (1.10), resulta (por (1.7) e do fato
de se ter 3 ‖u(·, t) ‖
H˙m(Rn)
= ‖Dmu(·, t) ‖
L2(Rn)
, por Parseval):
lim
t→∞
t
m
2 ‖Dmu(·, t) ‖
L2(Rn)
= 0, (1.12a)
lim
t→∞
t
n−2
4
+
|α |
2 ‖Dαu(·, t) − Dα [ eν∆(t−t0)u(·, t0) ] ‖L2(Rn) = 0, (1.12b)
para todo m ≥ 0, α = (α
1
, α
2
, ..., αn), sendo |α | = α1+ α2+ ...+ αn a ordem de α.
Assim, (1.10) descreve o comportamento de u(·, t), u(·, t)− v(·, t) e suas derivadas
(espaciais) de qualquer ordem. Na verdade, (1.10) e (1.12) sa˜o equivalentes: tendo-se
(1.12), obte´m-se (1.10) aplicando-se a propriedade de interpolac¸a˜o
‖u(·, t) ‖
H˙s(Rn)
≤ ‖u(·, t) ‖α1
H˙s1(Rn)
‖u(·, t) ‖α2
H˙s2(Rn)
, s1 < s < s2, (1.13)
onde α1= θ1 s/s1, α2= θ2s/s2, sendo θ1, θ2 ∈ (0, 1) dados por s−1= θ1s−11 + θ2s−12 .
A obtenc¸a˜o de (1.10) nas Sec¸o˜es 2, 3 abaixo sera´ feita considerando-se a forma (1.12)
destas propriedades. Se desejado, seria tambe´m suficiente derivar o resultado no caso
particular ν = 1; uma vez obtido, os resultados (1.10), (1.11), (1.12) para ν > 0 geral
decorreriam enta˜o de argumentos simples de escala (dado que, sendo u(x, t), p(x, t)
uma soluc¸a˜o de Leray do sistema (1.1) para dado ν > 0, enta˜o U(x, t) := u(ν x, ν t),
P (x, t) := p(ν x, ν t) definem uma soluc¸a˜o de Leray para (1.1) com ν = 1).
Observac¸a˜o 1.2. A ana´lise e resultados a seguir podem tambe´m ser adaptados/es-
tendidos para o problema de Navier-Stokes com forc¸as externas, ou seja,
ut + u · ∇u + ∇p = ν∆u + f(·, t), ∇·u(·, t) = 0, (1.14a)
u(·, 0) = u0 ∈ L2σ(R3), (1.14b)
onde se supo˜e, no caso mais simples, f ∈ C∞(Rn× [ 0,∞)) ∩ L2(Rn× [ 0,∞)) satisfa-
zendo (1.15) abaixo: considerando-se a projec¸a˜o de Helmholtz g(·, t) = P
H
[f (·, t) ]
de f(·, t) em L2σ(Rn), a suposic¸a˜o
3Para a definic¸a˜o de ‖Dmu(·, t) ‖
L
2(Rn) e outras normas aqui usadas, ver (1.19), (1.20) a seguir.
De modo geral, o s´ımbolo Dm refere-se coletivamente a todas as derivadas espaciais de ordem m,
enquanto Dα denota uma derivada particular, correspondente ao multi-´ındice α indicado.
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∫ ∞
0
(1 + t)m/2 ‖Dmg(·, t) ‖
L2(Rn)
dt < ∞, ∀ m ≥ 0 (1.15)
permite a validade de (1.6), (1.10), (1.11), (1.12) acima, onde agora v(·, t) ≡ v(·, t; t0)
deve ser definida como a soluc¸a˜o (u´nica) em L∞([ t0,∞), L2σ(Rn)) do problema
vt = ν∆v + g(·, t), v(·, t0) = u(·, t0). (1.16)
Hipo´teses mais fracas sobre g(·, t) podem tambe´m ser adotadas no lugar de (1.15),
com resultados correspondentes mais fracos; por exemplo, tendo-se apenas
∫ ∞
0
(1 + t)m/2 ‖Dmg(·, t) ‖
L2(Rn)
dt < ∞, m = 0, 1, (1.17)
obte´m-se (adaptando-se a prova em [45], como feito em [7]) que as estimativas (1.4),
(1.6a), (1.6b), (1.8) e (1.9) acima permanecem va´lidas. Para mais detalhes, ver [7].
Em [52], obte´m-se (1.4) e (1.8) para as soluc¸o˜es de (1.14) supondo-se (1.17) para
m = 0 apenas, e adicionalmente
lim sup
t→∞
tn/4+ 1/2 ‖ g(·, t) ‖
Ln(Rn)
< ∞. (1.18)
Descrevendo sucintamente o conteu´do das sec¸o˜es seguintes, apresentamos na Se-
c¸a˜o 2 va´rios resultados conhecidos que sera˜o relevantes na derivac¸a˜o das estimativas
(1.10), (1.11) e (1.12) a seguir. Esta discussa˜o e´ baseada em [27, 28, 33]. Na Sec¸a˜o 3,
estabelecemos (1.11), que sera´ importante para simplificar a prova de (1.10b), (1.12b)
mais adiante. A Sec¸a˜o 4 e´ inteiramente voltada a` obtenc¸a˜o das estimativas (1.10a) e
(1.12a), enquanto a Sec¸a˜o 5 e´ dedicada a (1.10b), (1.12b). Com excec¸o˜es ocasionais,
apresentaremos os detalhes no caso espec´ıfico n = 3 apenas, ja´ que as provas corres-
pondentes em dimensa˜o n = 2 podem ser feitas seguindo um procedimento inteira-
mente ana´logo (e, em alguns casos, bem mais simples).
Notac¸a˜o. Como ja´ visto acima, usaremos (em geral) letras em negrito para gran-
dezas vetoriais, e.g. u(x, t) = (u1(x, t), ..., un(x, t)), denotando por | · |2 (ou simples-
mente | · |) a norma Euclideana em Rn, ver e.g. (1.7). Como e´ usual, ∇p ≡ ∇p(·, t)
denota o gradiente (espacial) de p(·, t), Dj = ∂/∂xj, e ∇· u = D1u1 + ... +Dnun) e´ o
divergente (espacial) de u(·, t); analogamente, u · ∇u = u1D1u+ ... + unDnu, etc.
‖ · ‖
Lq(Rn)
, 1 ≤ q ≤ ∞, denota a norma tradicional do espac¸o de Lebesgue Lq(Rn),
pondo-se, para 1 ≤ q <∞:
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‖u(·, t) ‖
Lq(Rn)
=
{ n∑
i=1
∫
Rn
| ui(x, t) |q dx
}1/q
(1.19a)
‖Du(·, t) ‖
Lq(Rn)
=
{ n∑
i, j =1
∫
Rn
|Dj ui(x, t) |q dx
}1/q
(1.19b)
‖D2u(·, t) ‖
Lq(Rn)
=
{ n∑
i, j, ℓ=1
∫
Rn
|DjDℓ ui(x, t) |q dx
}1/q
(1.19c)
e, mais geralmente, para m ≥ 1 qualquer:
‖Dmu(·, t) ‖
Lq(Rn)
=
( n∑
i=1
n∑
j1=1
· · ·
n∑
jm=1
∫
Rn
|Dj1· · ·Djmui(x, t) |q dx
)1/q
, (1.19d)
denotando-se por ‖u(·, t) ‖
L∞(Rn)
= max
{ ‖ ui(·, t) ‖L∞(Rn): 1 ≤ i ≤ n
}
o supremo
(essencial) de u(·, t), e similarmente para ‖Du(·, t) ‖
L∞(Rn)
, ‖D2u(·, t) ‖
L∞(Rn)
, etc.
(Com estas definic¸o˜es, tem-se ‖u(·, t) ‖
Lq(Rn)
→ ‖u(·, t) ‖
L∞(Rn)
ao q → ∞, assim
como, mais geralmente, ‖Dmu(·, t) ‖
Lq(Rn)
→ ‖Dmu(·, t) ‖
L∞(Rn)
, para todo m.) 4
Ocasionalmente, resulta tambe´m conveniente usar a seguinte definic¸a˜o alternativa
para a norma do sup de u(·, t),
‖u(·, t) ‖∞ = ess sup
{ |u(x, t) |
2
: x ∈ Rn }. (1.20)
Podemos tambe´m utilizar ‖u(·, t) ‖
Lq
no lugar de ‖u(·, t) ‖
Lq(Rn)
, etc, por simplici-
dade. Constantes sera˜o usualmente representadas pelas letras C, c, K; escrevemos
C(λ1, ..., λk) para observar que o valor da constante C em questa˜o depende apenas
dos paraˆmetros {λ
1
, ..., λ
k
} indicados (a menos que explicitamente mencionado em
contra´rio). Por convenieˆncia e economia, usamos tipicamente o mesmo s´ımbolo para
denotar constantes com diferentes valores nume´ricos (por exemplo, escrevemos C2
ou 10C +1, cosh C, etc, novamente como C, e assim por diante), como usualmente
feito na literatura.
Agradecimentos. Parte das contribuic¸o˜es feitas na Parte I na˜o teria provavel-
mente sido poss´ıvel sem va´rias ideias e me´todos introduzidos em [27, 28]. O autor
e´ especialmente grato a Thomas Hagstrom e Jens Lorenz pelas inu´meras discusso˜es
ocorridas durante sua visita a` Universidade do Novo Me´xico em 2001-2002.
4Mais seriamente, conve´m observar que, com as definic¸o˜es (1.19), (1.20), se uma desigualdade
de tipo Nirenberg-Gagliardo ‖ u ‖
L
q ≤K ‖ u ‖1−θ
L
r
1
‖∇u ‖θ
L
r
2
, 0 ≤ θ ≤ 1, valer para func¸o˜es escalares u
(K> 0 constante), enta˜o ela sera´ automaticamente va´lida para func¸o˜es vetoriais u com a mesma
constante K do caso escalar. Ademais, tem-se ‖Dmu(·, t) ‖
L
q ≤ ‖Dmu(·, t) ‖1−θ
L
q
1
‖Dmu(·, t) ‖θ
L
q
2
se
1/q = (1 − θ)/q
1
+ θ/q
2
, 0 ≤ θ ≤ 1, e assim por diante.
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2. Preliminares, I
Nesta sec¸a˜o, reunimos por convenieˆncia va´rios resultados ba´sicos dados em [27,
28, 33] que tera˜o papel relevante na derivac¸a˜o das estimativas (1.10), (1.11), (1.12)
nas sec¸o˜es seguintes. No texto, restringiremos nossa atenc¸a˜o ao caso (fundamental)
de dimensa˜o n = 3, mas todos os argumentos usados podem ser facilmente estendi-
dos/adaptados de modo a se aplicarem a n = 2 igualmente, com apenas pequenas
mudanc¸as o´bvias. Em todo o texto, u(·, t) sempre denotara´ uma soluc¸a˜o de Leray
(dada, qualquer) para as equac¸o˜es (1.1), mesmo que nada seja dito explicitamente.
Para a construc¸a˜o das soluc¸o˜es de Leray u(·, t) do problema (1.1), ver e.g. [21, 33]
e a discussa˜o abaixo. Estas soluc¸o˜es foram obtidas em [33] usando um procedimento
de regularizac¸a˜o engenhoso revisado a seguir. Tomando G ∈ C∞0 (Rn) na˜o negativa
(qualquer) com
∫
R3G(x) dx = 1, e definindo u¯0, δ(·) ∈ C∞(R3) pela convoluc¸a˜o de
u0(·) com Gδ(x) = δ−nG(x/δ), δ > 0, introduz-se uδ , pδ ∈ C∞(R3× [ 0,∞)) como
a soluc¸a˜o (u´nica, cla´ssica, globalmente definida e em L2) do problema regularizado
∂
∂ t
u
δ
+ u¯
δ
(·, t) · ∇u
δ
+ ∇p
δ
= ν∆u
δ
, ∇·u
δ
(·, t) = 0, (2.1a)
u
δ
(·, 0) = u¯
0, δ
:= G
δ
∗ u0 ∈
∞⋂
m=1
Hm(R3), (2.1b)
onde u¯
δ
(·, t) := G
δ
∗ u
δ
(·, t). Em [33], Leray logrou mostrar que, para uma sequeˆncia
δ ′→ 0 apropriada, tem-se a convergeˆncia fraca (em L2(R3))
u
δ ′
(·, t) ⇀ u(·, t) as δ ′→ 0, ∀ t ≥ 0, (2.2)
i.e., u
δ ′
(·, t) → u(·, t) fracamente em L2(R3), para cada t ≥ 0 (ver [33], p. 237), com
u(·, t) ∈ L∞([0,∞), L2σ(R3)) ∩ L2([0,∞),
.
H
1(R3)) ∩ C0w([0,∞), L2(R3)) cont´ınua em
L2(R3) no instante t = 0 e resolvendo a equac¸a˜o (1.1a) no sentido de distribuic¸o˜es.
Ademais, (1.2) e´ satisfeita para todo t ≥ 0, de modo que, em particular, tem-se
∫ ∞
0
‖Du(·, t) ‖2
L2(R3)
dt ≤ 1
2ν
‖ u0 ‖2
L2(R3)
. (2.3)
Outra propriedade importante obtida em [33] e´ que u ∈ C∞(R3× [ T∗∗,∞)) para
certo T∗∗≫ 1, com Dmu(·, t) ∈ L∞loc([ T∗∗,∞), L2(R3)) para cada m ≥ 1. Este fato
permite simplificar significativamente o argumento desenvolvido para (1.10)− (1.12)
mais adiante. Outros resultados importantes referem-se a` projec¸a˜o de Helmholtz de
−u(·, t) · ∇u(·, t) em L2σ(R3), ou seja, o campo Q(·, t) ∈ L2σ(R3) dado por
Q(·, t) := − u(·, t) · ∇u(·, t) − ∇p(·, t), a.e. t > 0. (2.4)
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As estimativas que precisaremos de Q(·, t) ∈ L2σ(R3) acima sa˜o revisadas a seguir.
Proposic¸a˜o 2.1. Para quase todo s > 0 (e todo s ≥ T∗∗), tem-se
‖ eν∆(t−s)Q(·, s) ‖
L2(R3)
≤ K ν−
3
4 (t− s)−
3
4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
(2.5)
para todo t > s, onde K = (8π)−3/4.
Prova: O argumento a seguir e´ adaptado de [27, 28]. Seja F[f ] ≡ fˆ a transformada de
Fourier de uma dada func¸a˜o f ∈ L1(R3), viz.,
F[f ](k) ≡ fˆ(k) := (2π)− 3/2
∫
R3
e−
◦
ıı k ·xf(x) dx, k ∈ R3 (2.6)
(onde
◦
ıı
2 = −1). Dada v(·, s) = (v1(·, s), v2(·, s), v3(·, s)) ∈ L1(R3) ∩ L2(R3) arbitra´ria,
obte´m-se, pela identidade de Parseval,
‖ eν∆(t − s)v(·, s) ‖2
L2(R3)
= ‖ F [ eν∆(t − s)v(·, s) ] ‖2
L2(R3)
=
∫
R3
e− 2 ν | k |
2
2
(t− s) | vˆ(k, s) |2
2
dk
≤ ‖ vˆ(·, s) ‖2∞
∫
R3
e− 2 ν | k |
2
2
(t− s) dk
=
( π
2
)3/2
ν− 3/2 (t− s)− 3/2 ‖ vˆ(·, s) ‖2∞,
ou seja,
‖ eν∆(t − s)v(·, s) ‖
L2(R3)
≤
( π
2
)3/4
ν− 3/4 (t− s)− 3/4 ‖ vˆ(·, s) ‖∞, (2.7)
onde | · |2 denota a norma Euclideana em R3, e ‖ vˆ(·, s) ‖∞= sup { | vˆ(k, s) |2 : k ∈ R3}.
Como sera´ mostrado abaixo, (2.5) segue de uma aplicac¸a˜o direta de (2.7) a v(·, s) = Q(·, s).
Para isso, e´ preciso que se estime ‖ Qˆ(·, s) ‖∞: como tem-se F[∇P (·, s) ](k) =
o
ıı pˆ(k, s)k e∑3
j=1kjQˆj(k, s) = 0 (pois ∇·Q(·, s) = 0), segue que F[∇P (·, s) ](k) e Qˆ(k, s) sa˜o vetores
ortogonais em C3, para todo k ∈ R3. Lembrando, por (2.4), que Qˆ(k, s) + F[∇P (·, s) ](k) =
− F [u(·, s) ·∇u(·, s) ](k), obte´m-se
| Qˆ(k, s) |2 ≤ | F [u(·, s) ·∇u (·, s) ](k) |2 (2.8)
para todo k ∈ R3, de modo que
‖ Qˆ(·, s) ‖∞ ≤ ‖ F [u ·∇u ](·, s) ‖∞ . (2.9)
Por outro lado, tem-se, para 1 ≤ i ≤ 3,
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| F [u(·, s) ·∇ui(·, s) ](k) | ≤
3∑
j=1
| F [uj(·, s)Djui(·, s) ](k) |
≤ (2π)− 3/2
3∑
j=1
‖uj(·, s)Djui(·, s) ‖L1(R3)
≤ (2π)− 3/2 ‖u(·, s) ‖
L2(R3)
‖∇ui(·, s) ‖L2(R3),
usando Cauchy-Schwarz. (Aqui, como sempre, Dj = ∂/∂xj.) Isso fornece
‖ F [u ·∇u ](·, s) ‖∞ ≤ (2π)− 3/2 ‖u(·, s) ‖L2(R3) ‖Du(·, s) ‖L2(R3). (2.10)
De (2.7), (2.9) and (2.10), obte´m-se (2.5), concluindo a prova da Proposic¸a˜o 2.1. 
Note-se que, repetindo o argumento acima para as soluc¸o˜es das equac¸o˜es regu-
larizadas (2.1), obte´m-se de modo ana´logo que
‖eν∆(t − s)Q
δ
(·, s) ‖
L2(R3)
≤ K ν−
3
4 (t−s)−
3
4 ‖u
δ
(·, s) ‖
L2(R3)
‖Du
δ
(·, s) ‖
L2(R3)
(2.11)
para cada t > s > 0, sendo K = (8π)− 3/4, como antes, e
Q
δ
(·, s) = − u¯
δ
(·, s) · ∇u
δ
(·, s) − ∇p
δ
(·, s). (2.12)
A estimativa (2.11) e´ muito u´til, visto que as soluc¸o˜es regularizadas u
δ
(·, t) definidas
em (2.1) satisfazem a desigualdade de energia
‖u
δ
(·, t) ‖2
L2(R3)
+ 2 ν
∫ t
0
‖Du
δ
(·, s) ‖2
L2(R3)
ds ≤ ‖u0 ‖2
L2(R3)
(2.13)
para todo t > 0 (e todo δ > 0), de modo que ‖u
δ
(·, t) ‖
L2(R3)
,
∫ t
0
‖Du
δ
(·, s) ‖2
L2(R3)
ds
podem ser estimadas independentemente de δ > 0. Isso sera´ usado no Teorema 3.1
(Sec¸a˜o 3) para mostrar que a escolha particular de t0 ≥ 0 ao se definir as aproxima-
c¸o˜es (1.5) na˜o e´ relevante com respeito a`s propriedades (1.10b), (1.12b). Conve´m
tambe´m generalizar a estimativa (2.5) para derivadas de ordem superior. No caso
da equac¸a˜o do calor, sera´ u´til lembrarmos a seguinte estimativa (bem conhecida):
‖Dα [ eν∆τu ] ‖
L2(Rn)
≤ K(n, m) ‖ u ‖
Lr(Rn)
(ν τ )
− n
2 (
1
r −
1
2)−
|α|
2
(2.14)
para todo τ > 0, e quaisquer α (multi-´ındice), 1 ≤ r ≤ 2, u ∈ Lr(Rn) considerados,
n ≥ 1 arbitra´rio, e onde m = |α|. (Para uma derivac¸a˜o de (2.14), ver e.g. [29, 32].)
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Proposic¸a˜o 2.2. Para quase todo s > 0 (e todo s ≥ T∗∗), tem-se
‖Dα{ eν∆(t−s)Q(·, s) } ‖
L2(R3)
≤ K(m) ν− γ (t− s)− γ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
(2.15)
para todo t > s, onde m = |α |, γ = m/2 + 3/4, e K(m) depende apenas de m.
Prova: Este resultado e´ uma consequeˆncia direta de (2.5) e (2.14) acima. De fato, tem-se:
‖Dα{ eν∆(t−s)Q(·, s) } ‖
L2(R3)
≤
≤ K(m) ν−
m
2 (t− s)−
m
2 ‖ eν∆(t− s)/2Q(·, s) } ‖
L2(R3)
[por (2.14) ]
≤ K(m) ν−
m
2
− 3
4 (t− s)−
m
2
− 3
4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
. [ (2.5) ]

Para fins do pro´ximo resultado a ser revisado nesta sec¸a˜o, dado na Proposic¸a˜o 2.3,
precisaremos das seguintes desigualdades elementares de Nirenberg-Gagliardo (SNG)
para func¸o˜es u ∈ H2(R3) quaisquer:
‖ u ‖∞ ≤ K0 ‖ u ‖1/4
L2(R3)
‖D2u ‖3/4
L2(R3)
, K0 < 0.678, (2.16a)
ver e.g. { [50], Proposition 2.4, p. 5 }, ou { [44], Teorema 4.5.1, p. 52 }; e
‖Du ‖
L2(R3)
≤ K1 ‖ u ‖1/2L2(R3) ‖D
2u ‖1/2
L2(R3)
, K1 = 1, (2.16b)
facilmente obtida usando a transformada de Fourier. De (2.16a), (2.16b), obte´m-se
‖ u ‖∞ ‖Du ‖1/2
L2(R3)
≤ K2 ‖ u ‖1/2L2(R3) ‖D
2u ‖
L2(R3)
, K2 = K0K
1/2
1
< 1. (2.17)
Lembramos tambe´m a definic¸a˜o de T∗∗ dada pela propriedade (1.3) na Sec¸a˜o 1.
Proposic¸a˜o 2.3. Seja u(·, t) soluc¸a˜o de Leray para (1.1). Enta˜o, existe t∗∗ ≥ T∗∗
(com t∗∗ dependendo da soluc¸a˜o u) suficientemente grande tal que ‖Du(·, t) ‖L2(R3)
e´ uma func¸a˜o suave e monotonicamente decrescente de t no intervalo [ t∗∗,∞).
Prova: O argumento abaixo e´ adaptado da prova de { [27], Lemma 2.2 }. Considere-se
t0 ≥ T∗∗ (a ser escolhido abaixo), e seja t > t0. Aplicando Dℓ = ∂/∂xℓ a` primeira equac¸a˜o
em (1.1a), tomando o produto escalar com D
ℓ
u(·, t) e integrando em R3× [ t0, t ], obte´m-se,
somando em 1 ≤ ℓ ≤ 3,
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‖Du(·, t) ‖2
L2(R3)
+ 2 ν
∫ t
t0
‖D2u(·, s) ‖2
L2(R3)
ds =
= ‖Du(·, t0) ‖2
L2(R3)
+ 2
∑
i, j, ℓ
∫ t
t0
∫
R3
ui(x, s)Dℓuj(x, s)DjDℓui(x, s) dx ds
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2
∫ t
t0
‖u(·, s) ‖∞ ‖Du(·, s) ‖L2(R3)‖D
2u(·, s) ‖
L2(R3)
ds
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2
∫ t
t0
‖u(·, s) ‖1/2
L2(R3)
‖Du(·, s) ‖1/2
L2(R3)
‖D2u(·, s) ‖2
L2(R3)
ds,
por (2.17), lembrando (1.19) e (1.20). Em particular, tem-se
‖Du(·, t) ‖2
L2(R3)
+ 2 ν
∫ t
t0
‖D2u(·, s) ‖2
L2(R3)
ds ≤
(2.18)
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2
∫ t
t0
[
‖u0 ‖L2(R3)‖Du(·, s) ‖L2(R3)
]1/2
‖D2u(·, s) ‖2
L2(R3)
ds
para todo t ≥ t0. Seja enta˜o t0 ≥ t∗ tal que, por (1.2): ‖u0 ‖L2(R3)‖Du(·, t0) ‖L2(R3)< ν.
De fato, com esta escolha, segue de (2.18) que
‖u0 ‖L2(R3)‖Du(·, s) ‖L2(R3) < ν ∀ s ≥ t0. (2.19a)
[ Prova de (2.19a): sendo falso, existiria t1 > t0 tal que ‖u0 ‖L2(R3)‖Du(·, s) ‖L2(R3)< ν
para todo t0 ≤ s < t1, com ‖u0 ‖L2(R3)‖Du(·, t1) ‖L2(R3)= ν. Tomando t = t1 em (2.18),
resultaria ‖Du(·, t1) ‖L2(R3) ≤ ‖Du(·, t0) ‖L2(R3), e, enta˜o, ‖u0 ‖L2(R3)‖Du(·, t1) ‖L2(R3)≤
‖u0 ‖L2(R3)‖Du(·, t0) ‖L2(R3)< ν. Esta contradic¸a˜o mostra (2.19a), como afirmado.  ]
De (2.18) e (2.19a), segue que
‖Du(·, t) ‖2
L2(R3)
+ 2 γ
∫ t
t2
‖D2u(·, s) ‖2
L2(R3)
ds ≤ ‖Du(·, t2) ‖2
L2(R3)
(2.19b)
para todo t ≥ t2 ≥ t0, onde γ := ν − ‖u(·, t0) ‖1/2
L2(R3)
‖Du(·, t0) ‖1/2
L2(R3)
e´ uma constante
positiva. Isto conclui a prova, em vista de resultados cla´ssicos de regularidade de u(·, t)
(ver e.g. [29, 33, 32]), tendo-se t∗∗= t0 com t0 ≥ T∗∗ escolhido em (2.19a) acima. 
Observac¸a˜o 2.1. Como mostrado em [27], uma consequeˆncia da prova acima e´ que
tem-se t∗∗ < 0.212 · ν−5 ‖u0 ‖4L2(R3) sempre. Um argumento mais elaborado desen-
volvido no Apeˆndice A do presente texto produz a estimativa mais fina
t∗∗ < 0.000 753 026 · ν− 5 ‖u0 ‖4
L2(R3)
. (2.20)
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3. Preliminares, II
Nesta sec¸a˜o, vamos utilizar os resultados revisados acima para estabelecer (1.11).
Ale´m disso, vamos tambe´m obter (1.12a) para m = 1 (Teorema 3.2 abaixo) e m = 0
(Teorema 3.3), revisando as provas dadas em [27, 28] e [45], respectivamente.
Teorema 3.1. Seja u(·, t) soluc¸a˜o de Leray para (1.1). Dados t˜0 > t0 ≥ 0, tem-se
‖Dαv(·, t)−Dαv˜(·, t) ‖
L2(R3)
≤ K(m) ν−(
5
4
+m
2 ) ‖u0 ‖2
L2(R3)
(t˜0− t0)
1
2 (t− t˜0)
− ( 34 +
m
2 )
(3.1)
para todo t > t˜0, onde v(·, t) = e∆(t− t0)u(·, t0), v˜(·, t) = e∆(t− t˜0)u(·, t˜0), m = |α |.
Prova: Comec¸amos escrevendo v(·, t) na forma
v(·, t) = eν∆(t− t0) [u(·, t0)− uδ(·, t0) ] + eν∆(t− t0)uδ(·, t0), t > t0,
sendo u
δ
(·, t) dada em (2.1), δ > 0. Como
u
δ
(·, t0) = eν∆t0 u¯0, δ +
∫ t0
0
eν∆(t0− s)Q
δ
(·, s) ds,
onde u¯
0, δ
= G
δ
∗ u0, Qδ(·, s) = − u¯δ(·, s) ·∇uδ(·, s) − ∇pδ(·, s), dados em (2.1b) e (2.12),
obte´m-se
v(·, t) = eν∆(t− t0) [u(·, t0)− uδ(·, t0) ] + eν∆tu¯0, δ +
∫ t0
0
eν∆(t−s)Q
δ
(·, s) ds,
para t > t0. Analogamente, tem-se, para t > t˜0:
v˜(·, t) = eν∆(t− t˜0) [u(·, t˜0)− uδ(·, t˜0) ] + eν∆tu¯0, δ +
∫ t˜0
0
eν∆(t−s)Q
δ
(·, s) ds.
Segue enta˜o, para a diferenc¸a v(·, t) − v˜(·, t), sendo t > t˜0 qualquer, que
Dα v˜(·, t) − Dαv(·, t) = Dα{ eν∆(t− t˜0) [u(·, t˜0)− uδ(·, t˜0) ]
}
+
(3.2)
− Dα{ eν∆(t− t0) [u(·, t0)− uδ(·, t0) ]
}
+ Dα
∫ t˜0
t0
eν∆(t− s)Q
δ
(·, s) ds.
Portanto, dado K ⊂ R3 compacto qualquer, tem-se, para cada t > t˜0, δ > 0:
12
‖Dαv˜(·, t) − Dαv(·, t) ‖
L2(K)
≤ J
α,δ
(t) +
∫ t˜0
t0
‖Dα{eν∆(t− s)Q
δ
(·, s)}‖
L2(K)
ds
≤ J
α,δ
(t) + K(m) ν
− m
2
∫ t˜0
t0
( t− s
2
)− m2
‖ eν∆(t− s)/2Q
δ
(·, s)}‖
L2(R3)
ds
≤ J
α,δ
(t) + K(m) ν
− m
2
− 3
4 (t− t˜0)
− m
2
∫ t˜0
t0
( t− s
2
)− 34
‖u
δ
(·, s) ‖
L2(R3)
‖Du
δ
(·, s) ‖
L2(R3)
ds
≤ J
α,δ
(t) + K(m) ν
− m
2
− 5
4
(
t− t˜0
)− m2 − 34 (
t˜0− t0
)12 ‖u0 ‖2
L2(R3)
(3.3)
por (2.11), (2.13) e (2.14) acima (e Cauchy-Schwarz), onde
J
α,δ
(t) = ‖Dα{eν∆(t− t˜0) [u(·, t˜0)− uδ(·, t˜0) ]
}‖
L2(K)
+
+ ‖Dα{eν∆(t− t0) [u(·, t0)− uδ(·, t0) ]
}‖
L2(K)
.
Tomando δ = δ′→ 0 conforme (2.2), obte´m-se J
α,δ
(t) → 0, pois, pelo teorema da con-
vergeˆncia dominada e (2.2), tem-se, para cada σ, τ > 0:
‖Dα{eν∆τ [u(·, σ) − u
δ′
(·, σ) ]}‖
L2(K)
→ 0 ao δ′→ 0. (3.4)
[De fato, sendo F
δ
(·, τ) := Dα{eν∆τ [u(·, σ) − u
δ
(·, σ) ]}, tem-se
F
δ
(·, τ) = Hα(·, τ) ∗ [u(·, σ) − uδ(·, σ) ]
onde Hα(·, τ) ∈ L1(R3) ∩ L∞(R3) e´ independente de δ. Como u(·, σ)− uδ′(·, σ) ⇀ 0 em
L2(R3), ver (2.2), segue que F
δ′
(x, τ)→ 0 (ao δ′ → 0) para cada x ∈ R3; por outro lado,
por (2.13) e Cauchy-Schwarz, tem-se
|F
δ
(x, τ) | ≤ ‖Hα(·, τ) ‖L2(R3) ‖u(·, σ)− uδ(·, σ) ‖L2(R3)
≤ 2 ‖Hα(·, τ) ‖L2(R3) ‖u0 ‖L2(R3)
para todo x ∈ R3. Por convergeˆncia dominada, segue enta˜o que ‖F
δ′
(·, τ) ‖L2(K)→ 0 ao
δ ′→ 0, visto que K e´ compacto, o que conclui a demonstrac¸a˜o da afirmac¸a˜o (3.4) acima. ]
Assim, fazendo δ = δ′→ 0 em (3.3), resulta
‖Dα v˜(·, t) − Dαv(·, t) ‖
L2(K)
≤ K(m) ν−
m
2
− 5
4 ‖u0 ‖2
L2(R3)
(
t˜0− t0
)12 (
t− t˜0
)− m2 − 34
para todo t > t˜0 (sendo K ⊂ R3 compacto arbitra´rio), o que e´ equivalente a (3.1). 
O Teorema 3.1 estabelece (1.11) para todo s = m ≥ 0 inteiro. Utilizando (1.13),
segue a validade de (1.11) para todo s ≥ 0 (s real), como afirmado.
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Para a obtenc¸a˜o das estimativas (1.12), que sera´ feito nas Sec¸o˜es 4 e 5 a seguir,
precisaremos ter anteriormente estabelecido (1.12a) nos casos particulares m = 0, 1.
Estes dois resultados ja´ foram obtidos por outros autores; as provas mais simples sa˜o
fornecidas em [45] (m = 0) e [27, 28] (m = 1), repetidas abaixo por convenieˆncia.
O resultado mais fa´cil e´ o segundo, por seguir imediatamente da desigualdade de
energia (1.2) e do fato de ‖Du(·, t) ‖
L2(R3)
ser eventualmente monotoˆnica, conforme
a Proposic¸a˜o 2.3 da Sec¸a˜o 2 acima:
Teorema 3.2. Sendo u(·, t) soluc¸a˜o de Leray para as equac¸o˜es (1.1), tem-se
lim
t→∞
t1/2 ‖Du(·, t) ‖
L2(R3)
= 0. (3.5)
Prova: O argumento seguinte e´ obtido de [27, 28]. Se a propriedade (3.5) fosse falsa,
existiria uma sequeˆncia crescente tℓր∞ (com tℓ ≥ t∗∗ e tℓ ≥ 2tℓ−1 para todo ℓ, digamos)
e algum η > 0 fixo tais que
tℓ ‖Du(·, tℓ) ‖2
L2(R3)
≥ η ∀ ℓ.
Em particular, ter´ıamos de ter
∫ tℓ
tℓ−1
‖Du(·, s) ‖2
L2(R3)
dt ≥ (tℓ − tℓ−1) ‖Du(·, tℓ) ‖2
L2(R3)
≥ 1
2
tℓ ‖Du(·, tℓ) ‖2
L2(R3)
≥ 1
2
η
para todo ℓ, em contradic¸a˜o com (1.2), (2.3). Portanto, (3.5) tem de ser verdadeira. 
Teorema 3.3 (Soluc¸a˜o do Problema Cla´ssico de Leray). Tem-se
lim
t→∞
‖u(·, t) ‖
L2(R3)
= 0. (3.6)
Prova: Seguindo o argumento em [45], seja t∗∗ definido na Proposic¸a˜o 2.3 da Sec¸a˜o 2.
Dado ǫ > 0, tomemos t0 ≥ t∗∗ suficientemente grande tal que, pelo Teorema 3.2, tenha-se
t1/2 ‖Du(·, t) ‖
L2(R3)
≤ ǫ ∀ t ≥ t0. (3.7)
Como u(·, t) e´ suave em [ t0,∞), podemos escrever (pelo princ´ıpio de Duhamel)
u(·, t) = eν∆(t− t0)u(·, t0) +
∫ t
t0
eν∆(t− s)Q(·, s) ds, t ≥ t0, (3.8)
onde Q(·, s) e´ dada em (2.4), Sec¸a˜o 2.. Usando a representac¸a˜o (3.8) para u(·, t), obte´m-se
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‖u(·, t) ‖
L2(R3)
≤ ‖ eν∆(t− t0)u(·, t0) ‖L2(R3) +
∫ t
t0
‖ eν∆(t− s)Q(·, s) ‖
L2(R3)
ds
≤ ‖ eν∆(t− t0)u(·, t0) ‖L2(R3) + Kν
− 3/4
∫ t
t0
(t− s)− 3/4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ ‖ eν∆(t− t0)u(·, t0) ‖L2(R3) + Kν
− 3/4 ‖u0 ‖L2(R3)
∫ t
t0
(t− s)− 3/4 ‖Du(·, s) ‖
L2(R3)
ds
≤ ‖ eν∆(t− t0)u(·, t0) ‖L2(R3) + Kν
− 3/4 ‖u0 ‖L2(R3) ǫ
∫ t
t0
(t− s)− 3/4 s− 1/2 ds [ por (3.7) ]
para todo t > t0, onde K = (8π)
− 3/4, usando (1.2) e (2.5). Observando que
∫ t
t0
(t− s)− 3/4 s− 1/2 ds ≤ 6 4
√
2 ∀ t ≥ t0 + 1,
obte´m-se, enta˜o, para todo t ≥ t0 + 1:
‖u(·, t) ‖
L2(R3)
≤ ‖ eν∆(t− t0)u(·, t0) ‖L2(R3) + ν
− 3/4 ‖u0 ‖L2(R3)ǫ.
Como, para o semigrupo do calor, tem-se que ‖ eν∆(t− t0)u(·, t0) ‖L2(R3)→ 0 ao t → ∞,
segue que
‖u(·, t) ‖
L2(R3)
≤ (1 + ν− 3/4 ‖u0 ‖L2(R3)) ǫ
para todo t≫ 1. Dado que ǫ > 0 e´ arbitra´rio, isto mostra (3.6), como afirmado. 
Observac¸a˜o 3.1. De modo similar, poder´ıamos tambe´m estabelecer (1.8), ou seja,
lim
t→∞
t
3
4 ‖u(·, t)− eν∆(t−t0)u(·, t0) ‖L2(R3) = 0, (3.9)
mas este resultado na˜o sera´ necessa´rio na ana´lise a seguir. (Para uma prova de (3.9),
ver [45], Section 3.) O mesmo vale para as propriedades (1.9), i.e.,
lim
t→∞
t
3
4 ‖u(·, t) ‖
L∞(R3)
= 0, (3.10a)
lim
t→∞
t ‖u(·, t)− eν∆(t−t0)u(·, t0) ‖L∞(R3) = 0, (3.10b)
obtidas em [45], Section 4. Um ponto a destacar sobre as provas de (3.6), (3.9), (3.10)
apresentadas em [45] e´ que elas utilizam apenas resultados obtidos por Leray [33] e
me´todos matema´ticos conhecidos ate´ aquela e´poca. O mesmo na˜o vale para as estima-
tivas (bem mais dif´ıceis) em (1.10) ou (1.12), como se vera´ nas Sec¸o˜es 4 e 5 seguir.
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4. Prova de (1.12a)
Nesta sec¸a˜o, vamos demonstrar o seguinte resultado, dada uma soluc¸a˜o de Leray
(qualquer) u(·, t) para as equac¸o˜es de Navier-Stokes (1.1).
Teorema 4.1. Para todo m ≥ 0, tem-se
lim
t→∞
t
m
2 ‖Dmu(·, t) ‖
L2(R3)
= 0. (4.1)
A prova do Teorema 4.1 ocupara´ toda a discussa˜o a seguir. Novamente, o ponto de
partida e´ dado pela representac¸a˜o (3.8) para u(·, t), ou seja: considerando t0 ≥ T∗∗
(T∗∗ dado em (1.3), Sec¸a˜o 1), podemos escrever, como u(·, t) e´ suave em [ t0,∞):
u(·, t) = eν∆(t− t0)u(·, t0) +
∫ t
t0
eν∆(t−s)Q(·, s) ds, ∀ t ≥ t0, (4.2)
onde Q(·, s) e´ dada em (2.4), Sec¸a˜o 2. Em particular, segue que, para cada α,
‖Dαu(·, t) ‖
L2(R3)
≤ Iα(t; t0) +
∫ t
t0
‖Dα [ eν∆(t−s)Q(·, s) ] ‖
L2(R3)
ds (4.3a)
para todo t ≥ t0, onde
Iα(t; t0) = ‖Dα [ eν∆(t− t0)u(·, t0) ] ‖L2(R3), t ≥ t0. (4.3b)
Note-se que (4.1) ja´ foi obtido se m = 0 (Teorema 3.3) e m = 1 (Teorema 3.2),
seguindo [27, 28, 45]. Em particular, tem-se
t
1
2 ‖Du(·, t) ‖
L2(R3)
≤ M1, ∀ t ≥ T∗∗ (4.4)
para certa constante M1 > 0 dependendo da soluc¸a˜o u(·, t) considerada. Mais geral-
mente, tem-se o seguinte resultado.
Lemma 4.1. Sendo Um(t) := t
m
2 ‖Dmu(·, t) ‖
L2(R3)
, tem-se, para cada m ≥ 0:
Um ∈ L∞([ T∗∗,∞)). (4.5)
.Prova: Para m = 0, 1, (4.5) segue de (1.2), (4.4); assim, resta provar (4.5) para m ≥ 2.
Dados t0 ≥ T∗∗ e α multi-´ındice com |α | = m, tem-se, de (4.3) acima, para t ≥ t0:
Vα(t) ≡ t
m
2 ‖Dαu(·, t) ‖
L2(R3)
≤ I1(α, t) + I2(α, t) + Jα(t), (4.6)
onde
I1(α, t) = t
m
2 ‖Dα [ eν∆(t− t0)u(·, t0) ] ‖L2(R3), (4.7a)
I2(α, t) = t
m
2
∫ µ(t)
t0
‖Dα [ eν∆(t− s)Q(·, s) ] ‖
L2(R3)
ds, (4.7b)
Jα(t) = t
m
2
∫ t
µ(t)
‖Dα [ eν∆(t− s)Q(·, s) ] ‖
L2(R3)
ds, (4.7c)
sendo µ(t) = (t0 + t)/2. Estimar I1(t), I2(t) e´ simples: obte´m-se, de (2.14) e (4.7a),
| I1(α, t) | ≤ K(m, ν) ‖u(·, t0) ‖L2(R3)(t− t0)
− m
2 t
m
2 ≤ K(m, ν, t0) ‖u0 ‖L2(R3) (4.8)
para todo t ≥ t0 + 1, enquanto, por (2.15), (4.4) e (4.7b),
| I2(α, t) | ≤ K(m, ν) t
m
2
∫ µ(t)
t0
(t− s)−
m
2
− 3
4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(m, ν) ‖u0 ‖L2(R3) t
m
2
∫ µ(t)
t0
s
− 1
2 (t− s)−
m
2
− 3
4
{
s
1
2 ‖Du(·, s) ‖
L2(R3)
}
ds
≤ K(m, ν) ‖u0 ‖L2(R3) t
m
2 (t− t0)
− m
2
− 3
4 M1
∫ µ(t)
t0
s
− 1
2 ds
≤ K(m, ν, t0) ‖u0 ‖L2(R3) M1 (t− t0)
− 3
4 (t+ t0)
1
2 (4.9a)
para todo t ≥ t0 + 1, ou seja,
| I2(α, t) | ≤ K(m, ν, t0, M1, u0), ∀ t ≥ t0 + 1, (4.9b)
onde K(m, ν, t0, M1, u0) > 0 depende dos dados (m, ν, t0,M1,u0). Assim, por (4.6), (4.8)
e (4.9), tem-se
Vα(t) ≤ K(m, ν, t0, M1, u0) + Jα(t), ∀ t ≥ t0 + 1, (4.10)
onde Jα(t) e´ dada em (4.7c). Para estimar Jα(t), que e´ o termo mais complicado, podemos
proceder do modo seguinte. Ilustraremos o me´todo considerando inicialmente o caso mais
simples |α | = 2, ou seja, Dα = DjDℓ, procedendo depois por induc¸a˜o em m = |α |.
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Considerando Dα = DjDℓ, tem-se, por (4.7c) e (2.14),
Jj, ℓ(t) ≡ t
∫ t
µ(t)
‖DjDℓ [ eν∆(t−s)Q(·, s) ] ‖L2(R3) ds,
= t
∫ t
µ(t)
‖Dj [ eν∆(t− s)DℓQ(·, s) ] ‖L2(R3) ds,
≤ K(ν) t
∫ t
µ(t)
(t− s)−
7
8 ‖DℓQ(·, s) ‖
L4/3(R3)
ds.
Para prosseguir, e´ preciso estimar ‖DℓQ(·, s) ‖L4/3(R3), o que e´ feito usando a teoria de
Calderon-Zygmund de operadores integrais singulares (ver e.g. [49], Ch. 2, ou [15], Ch. 11).
Por convenieˆncia, revisamos brevemente como isso e´ feito, considerando o caso geral em Rn.
Por (2.4), Sec¸a˜o 2, tem-se DℓQ(·, t) = −Dℓ [u · ∇u(·, t) ] − ∇qℓ(·, t), qℓ(·, t) = Dℓ p(·, t).
Tomando o divergente em x, resulta que q
ℓ
(·, t) e´ a soluc¸a˜o (u´nica) do problema de Pois-
son
− ∆q
ℓ
(·, t) = div {Dℓ [u · ∇u(·, t) ]}, qℓ(·, t) ∈ L2(Rn).
Aplicando a teoria de Calderon-Zygmund (cf. [23], Ch. 5), obte´m-se, para cada 1 < r <∞:
‖∇q
ℓ
(·, t) ‖
Lr(Rn)
≤ K(r, n) ‖Dℓ [u · ∇u(·, t) ] ‖Lr(Rn)
para certa constante K(r, n) > 0 dependendo de r, n somente. Isso implica, por (2.4), que
‖DℓQ(·, t) ‖Lr(Rn) ≤ K(r, n) ‖Dℓ [u · ∇u(·, t) ] ‖Lr(Rn) (4.11)
para cada 1 < r <∞, onde, novamente, K(r, n) depende de r, n. (Por exemplo, repetindo
o argumento usado na prova da Proposic¸a˜o 2.1, tem-se K(2, n) = 1, para todo n.) Assim,
com r = 4/3, n = 3, obte´m-se ‖DℓQ(·, s) ‖
L4/3(R3)
≤ K ‖Dℓ [u(·, s) · ∇u(·, s) ] ‖
L4/3(R3)
,
de modo que
Jj, ℓ(t) ≤ K(ν) t
∫ t
µ(t)
(t− s)−
7
8 ‖Dℓ [u(·, s) · ∇u(·, s) ] ‖
L4/3(R3)
ds
≤ K(ν) t
∫ t
µ(t)
(t− s)−
7
8
{
‖Dℓu(·, s) · ∇u(·, s) ‖
L4/3(R3)
+
+ ‖u(·, s) · ∇Dℓu(·, s) ‖
L4/3(R3)
}
ds
≤ K(ν) t
∫ t
µ(t)
(t− s)−
7
8
{
‖Du(·, s) ‖
L4(R3)
‖Du(·, s) ‖
L2(R3)
+
+ ‖u(·, s) ‖
L4(R3)
‖D2u(·, s) ‖
L2(R3)
}
ds,
pela desigualdade de Ho¨lder (no u´ltimo passo acima). Utilizando agora a desigualdade de
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Nirenberg-Gagliardo
‖u ‖
L4(R3)
≤ K ‖u ‖1/4
L2(R3)
‖Du ‖3/4
L2(R3)
(4.12)
para u ∈ H1(R3) arbitra´ria, obte´m-se, enta˜o,
Jj, ℓ(t) ≤ K(ν) t
∫ t
µ(t)
(t− s)−
7
8
{
‖Du(·, s) ‖5/4
L4(R3)
‖D2u(·, s) ‖3/4
L2(R3)
+
+ ‖u(·, s) ‖1/4
L4(R3)
‖Du(·, s) ‖3/4
L2(R3)
‖D2u(·, s) ‖
L2(R3)
}
ds,
= K(ν) t
∫ t
µ(t)
s
− 11
8 (t− s)−
7
8
{[
s
1
2 ‖Du(·, s) ‖
L2(R3)
]5/4 [
s ‖D2u(·, s) ‖
L2(R3)
]3/4
+ ‖u(·, s) ‖1/4
L4(R3)
[
s
1
2 ‖Du(·, s) ‖
L2(R3)
]3/4[
s ‖D2u(·, s) ‖
L2(R3)
]}
ds,
≤ K(ν)M
5
4
1
t (t+ t0)
− 11
8
∫ t
µ(t)
(t− s)−
7
8 U2(s)
3
4 ds +
+ K(ν)M
3
4
1
‖u0 ‖
1
4
L2(R3)
t (t+ t0)
− 11
8
∫ t
µ(t)
(t− s)−
7
8 U2(s) ds,
onde U2(t) = t ‖D2u(·, t) ‖L2(R3) . Portanto, para cada 1 ≤ j, ℓ ≤ 3 (e cada t ≥ t0 + 1),
obte´m-se
Jj, ℓ(t) ≤ K(ν)M
5
4
1
(t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 U2(s)
3
4 ds +
+ K(ν)M
3
4
1
‖u0 ‖
1
4
L2(R3)
(t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 U2(s) ds,
≤ K(ν)M
5
4
1
(t+ t0)
− 1
4 + K(ν,M1,u0) (t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 U2(s) ds,
pelo fato de se ter U2(s)
3
4 ≤ 1 + U2(s), e onde K(ν,M1,u0) > 0 depende apenas de ν, M1
e ‖u0 ‖L2(R3). Assim, por (4.6) e (4.10), obte´m-se, para Vj, ℓ(t) = t ‖DjDℓ u(·, t) ‖L2(R3):
Vj, ℓ(t) ≤ K(m, ν, t0, M1, u0) + K(ν,M1,u0) (t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 U2(s) ds
para todos j, ℓ (e todo t ≥ t0 + 1), de modo que
U2(t) ≤ K∗(m, ν, t0, M1, u0) + K∗∗(ν,M1,u0) (t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 U2(s) ds (4.13)
para todo t ≥ t0 + 1, onde K∗∗(ν,M1,u0) > 0 depende apenas de ν, M1 e ‖u0 ‖L2(R3).
Tomemos enta˜o t2, M2 dados por
t2 := 1 + t0 + 2
16K4∗∗, M2 := sup {U2(s) : t0 ≤ s ≤ t2 }, (4.14)
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onde K∗∗ = K∗∗(ν,M1,u0) e´ a constante definida em (4.13) acima. Afirmamos que
U2(t) ≤ 2K∗(m, ν, t0, M1, u0) + 16K∗∗(ν,M1,u0)M2 , ∀ t ≥ t2, (4.15)
onde K∗, K∗∗ sa˜o as constantes dadas em (4.13). [ De fato, sendo t ≥ t2, definamos U2(t)
pondo U2(t) := sup {U2(s) : t2 ≤ s ≤ t }. Se µ(t) ≥ t2, enta˜o, por (4.13), obte´m-se
U2(t) ≤ K∗(m, ν, t0, M1, u0) + K∗∗(ν,M1,u0) (t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 ds U2(t)
≤ K∗(m, ν, t0, M1, u0) + 8K∗∗(ν,M1,u0) (t+ t0)
− 1
4
U2(t),
de modo que, pela definic¸a˜o de t2, tem-se U2(t) ≤ K∗ + U2(t)/2. Se µ(t) < t2, enta˜o
U2(t) ≤ K∗ + K∗∗ · (t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 ds
(
M2 + U2(t)
)
≤ K∗ + 8K∗∗M2 + 8K∗∗ (t+ t0)
− 1
4
U2(t),
de modo que, pela definic¸a˜o de t2, obte´m-se neste caso U2(t) ≤ K∗ + 8K∗∗ M2 + U2(t)/2.
Portanto, tem-se sempre
U2(t) ≤ K∗ + 8K∗∗M2 +
1
2
U2(t), ∀ t ≥ t2.
Logo, U2(t) ≤ K∗+ 8K∗∗M2 + U2(t)/2 para todo t ≥ t2, que e´ equivalente a (4.15). ]
De (4.15), segue imediatamente que U2 ∈ L∞([ t2,∞)). Como, por (1.3), tem-se tambe´m
U2 ∈ L∞([T∗∗, t2 ]), resulta que U2 ∈ L∞([T∗∗,∞)), provando assim (4.5) no caso m = 2.
Mais geralmente, podemos mostrar (4.5) para m ≥ 2 qualquer usando induc¸a˜o em m.
Assim, dado m ≥ 3, suponha-se que (4.5) ja´ tenha sido obtida para os valores anteriores
de m. Tomando-se, enta˜o, α (multi-´ındice) com |α | = m, e escrevendo-se Dα = Dj Dα′
(para certo multi-´ındice α′ com |α′ | = m− 1), tem-se, lembrando (4.7c) acima,
Jα(t) = t
m
2
∫ t
µ(t)
‖Dα [ eν∆(t− s)Q(·, s) ] ‖
L2(R3)
ds,
= t
m
2
∫ t
µ(t)
‖Dj [ eν∆(t−s)Dα′Q(·, s) ] ‖L2(R3) ds,
≤ K(ν) t
m
2
∫ t
µ(t)
(t− s)−
7
8 ‖Dα′Q(·, s) ‖
L4/3(R3)
ds
≤ K(ν) t
m
2
∫ t
µ(t)
(t− s)−
7
8 ‖Dα′[u(·, s) · ∇u(·, s) ] ‖
L4/3(R3)
ds
usando (2.14) e a estimativa (4.16) abaixo (que segue novamente por Calderon-Zygmund),
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‖DβQ(·, t) ‖
Lr(Rn)
≤ K(r, n) ‖Dβ [u(·, t) · ∇u(·, t) ] ‖
Lr(Rn)
, (4.16)
para cada 1 < r <∞, e qualquer multi-´ındice β, que e´ mostrada de modo ana´logo a (4.11).
Resulta, enta˜o, por Ho¨lder e (4.12), como antes,
Jα(t) ≤
∑
|β |+ | γ |=m− 1
K(ν) t
m
2
∫ t
µ(t)
(t− s)−
7
8 ‖Dβu(·, s) · ∇Dγu(·, s) ] ‖
L4/3(R3)
ds
≤ K(ν)
m− 1∑
ℓ=0
t
m
2
∫ t
µ(t)
(t− s)−
7
8 ‖Dℓu(·, s) ‖
L4(R3)
‖Dm−ℓu(·, s) ‖
L2(R3)
ds
≤ K(ν)
m− 1∑
ℓ=0
t
m
2
∫ t
µ(t)
(t− s)−
7
8 ‖Dℓu(·, s) ‖
1
4
L2
‖Dℓ+1u(·, s) ‖
3
4
L2
‖Dm−ℓu(·, s) ‖
L2
ds,
ou seja, Jα(t) ≤ J1(t) + J2(t) + J3(t), onde
J1(t) = K(ν) t
m
2
∫ t
µ(t)
(t− s)−
7
8 ‖u(·, s) ‖
1
4
L2
‖Du(·, s) ‖
3
4
L2
‖Dmu(·, s) ‖
L2
ds, (4.17a)
J2(t) = K(ν)
m− 2∑
ℓ=1
t
m
2
∫ t
µ(t)
(t− s)−
7
8 ‖Dℓu(·, s) ‖
1
4
L2
‖Dℓ+1u(·, s) ‖
3
4
L2
‖Dm−ℓu(·, s) ‖
L2
ds,
(4.17b)
J3(t) = K(ν) t
m
2
∫ t
µ(t)
(t− s)−
7
8 ‖Dm−1u(·, s) ‖
1
4
L2
‖Du(·, s) ‖
L2
‖Dmu(·, s) ‖
3
4
L2
ds. (4.17c)
Escrevendo ‖Du(·, s) ‖
L2
= s
− 1
2U1(s) ≤ M1s
− 1
2, ‖Dmu(·, s) ‖
L2
= s
− m
2 Um(s), obte´m-se
J1(t) ≤ K(ν)M
3
4
1
‖u0 ‖
1
4
L2(R3)
t
m
2
∫ t
µ(t)
(t− s)−
7
8 s
− 3
8
− m
2 Um(s) ds
≤ K(ν)M
3
4
1
‖u0 ‖
1
4
L2(R3)
(t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 Um(s) ds.
(4.18a)
Analogamente, tem-se
J2(t) ≤ K(ν)
m−2∑
ℓ= 1
M
1
4
ℓ
M
3
4
ℓ+1
M
m−ℓ
t
m
2
∫ t
µ(t)
(t− s)−
7
8 s
− 3
8
− m
2 ds
≤ K(ν)
m−2∑
ℓ= 1
M
1
4
ℓ
M
3
4
ℓ+1
M
m−ℓ
(t+ t0)
− 1
4
(4.18b)
e
J3(t) ≤ K(ν)M1 M
1
4
m−1 t
m
2
∫ t
µ(t)
(t− s)−
7
8 s
− 3
8
− m
2 Um(s)
3
4 ds
≤ K(ν)M1 M
1
4
m−1 (t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 Um(s)
3
4 ds.
(4.18c)
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Observando novamente que Um(s)
3
4 ≤ 1 + Um(s), resulta de (4.6), (4.10), (4.17) e (4.18)
que, para todo t ≥ t0 + 1, tem-se (sendo M0 ≡ ‖u0 ‖L2(R3)):
Vα(t) ≤ K(m, ν, t0,M0,M1, ...,Mm−1) + K(ν,M0,M1) (t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8Um(s) ds
para todo α com |α | = m, onde Vα(t) = t
− m
2 ‖Dαu(·, t) ‖
L2(R3)
. Portanto, tem-se
Um(t) ≤ K∗(m, ν, t0,M0, ...,Mm−1) + K∗∗(ν,M0,M1) (t+ t0)
− 3
8
∫ t
µ(t)
(t− s)−
7
8 Um(s) ds
(4.19)
para todo t ≥ t0 +1, onde K∗∗(ν,M0,M1) > 0 depende apenas de ν, M1 e M0 = ‖u0 ‖L2 .
Como no caso m = 2, tomemos agora tm, Mm dados por
tm := 1 + t0 + 2
16K4∗∗, Mm := sup {Um(s) : t0 ≤ s ≤ tm}, (4.20)
onde K∗∗= K∗∗(ν,M0,M1) e´ a constante definida em (4.19) acima. Obte´m-se, enta˜o,
Um(t) ≤ 2K∗(m, ν, t0,M0,M1, ...,Mm−1) + 16K∗∗(ν,M0,M1)Mm , ∀ t ≥ tm, (4.21)
onde K∗, K∗∗ sa˜o as constantes dadas em (4.19). [ A prova de (4.21) e´ exatamente ana´loga
a` de (4.15). ] Isso mostra que Um e´ limitada em [ tm,∞); como Um e´ limitada em [ t0, tm ]
(por (1.3)), segue enta˜o que Um ∈ L∞([ t0,∞)), concluindo a prova do Lema 4.1. 
Usando o Lema 4.1, obte´m-se o Teorema 4.1 sem dificuldade. De fato, sendo
m ≥ 2, t0 ≥ T∗∗ quaisquer, pode-se proceder como segue. Dado ǫ > 0 (arbitra´rio),
seja tǫ ≫ t0 suficientemente grande tal que, por (1.6c) e (4.7b), (4.9a) acima, tenha-
se, para todo t ≥ tǫ:
t
m
2 ‖Dm [ eν∆(t− t0)u(·, t0) ] ‖L2(R3) ≤
1
3
ǫ (4.22a)
e
t
m
2
∫ µ(t)
t0
‖Dm [ eν∆(t− s)Q(·, s) ] ‖
L2(R3)
ds ≤ 1
3
ǫ, (4.22b)
onde, como antes, µ(t) = (t+ t0)/2. Por (4.5), Lema 4.1, e lembrando (4.6), (4.7c)
e (4.18), obtemos (aumentando tǫ se necessa´rio)
t
m
2
∫ t
µ(t)
‖Dm [ eν∆(t−s)Q(·, s) ] ‖
L2(R3)
ds ≤ 1
3
ǫ (4.22c)
para todo t ≥ tǫ. Por (4.2), veˆ-se que (4.22) implica termos tm/2 ‖Du(·, t) ‖L2(R3)≤ ǫ
para todo t ≥ tǫ, estabelecendo (4.1), como afirmado. 
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5. Prova de (1.12b)
Nesta sec¸a˜o, provaremos a estimativa (1.12b), para todo m ≥ 0. Este fato, com-
binado com a propriedade de interpolac¸a˜o (1.13) [ tomando-se, por exemplo, s1 = m,
s2 = m + 1 ], estabelece o resultado mais geral dado em (1.10b), va´lido para todo
s ∈ R na˜o negativo. Como sempre, u(·, t) denota uma soluc¸a˜o de Leray (qualquer)
para as equac¸o˜es de Navier-Stokes (1.1); tal soluc¸a˜o e´ suave em R3× [ T∗∗,∞), para
certo T∗∗≫ 1, e satisfaz: u(·, t) ∈ L∞loc([ T∗∗,∞), Hm(R3)), para todo m [ ver (1.3) ].
O ponto de partida para obter (1.12b) envolve va´rios resultados anteriores, particu-
larmente (2.5), (2.14), (2.15) e os Teoremas 3.1, 3.2 e 4.1 acima.
Teorema 5.1. Para todo m ≥ 0, e todo t0 ≥ 0, tem-se
lim
t→∞
t
m
2
+ 1
4 ‖Dαu(·, t) − Dα [ eν∆(t−t0)u(·, t0) ] ‖L2(R3) = 0 (5.1)
para cada multi-´ındice α com |α | = m.
Prova: Pelo Teorema 3.1, e´ suficiente mostrar (5.1) supondo-se t0 ≥ T∗∗ . [ Com efeito,
tendo-se ja´ estabelecido o resultado neste caso, enta˜o se poderia estendeˆ-lo para t0 < T∗∗
do seguinte modo: tomando-se t ′0 ≥ T∗∗, ter´ıamos
lim sup
t→∞
t
m
2
+ 1
4 ‖Dαu(·, t) − Dα [ eν∆(t−t0)u(·, t0) ] ‖L2(R3) ≤
≤ lim sup
t→∞
t
m
2
+ 1
4 ‖Dαu(·, t) − Dα [ eν∆(t−t ′0)u(·, t ′0) ] ‖L2(R3)+
+ lim sup
t→∞
t
m
2
+ 1
4 ‖Dα [ eν∆(t−t ′0)u(·, t ′0) − eν∆(t−t0)u(·, t0) ] ‖L2(R3)
= lim sup
t→∞
t
m
2
+ 1
4 ‖Dαu(·, t) − Dα [ eν∆(t−t ′0)u(·, t ′0) ] ‖L2(R3) [ por (3.1) ]
= 0,
onde no u´ltimo passo se teria usado o resultado (5.1), ja´ mostrado neste caso (t ′0 ≥ T∗∗). ]
Supondo-se, enta˜o, t0 ≥ T∗∗, podemos escrever u(·, t) na forma (4.2), para t ≥ t0, ou seja,
u(·, t) = eν∆(t− t0)u(·, t0) +
∫ t
t0
eν∆(t−s)Q(·, s) ds, ∀ t ≥ t0, (5.2)
onde Q(·, s) e´ dada em (2.4), Sec¸a˜o 2. Considerando inicialmente os casos m = 0 e m = 1,
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podemos proceder do seguinte modo. Dado ǫ > 0, seja tǫ > t0 suficientemente grande tal
que, pelo Teorema 3.2, se tenha
t1/2 ‖Du(·, t) ‖
L2(R3)
≤ ǫ ∀ t ≥ tǫ. (5.3)
Por (5.2) e (1.2), (2.5), tem-se
t1/4 ‖u(·, t) − eν∆(t− t0)u(·, t0) ‖L2(R3) ≤ t
1/4
∫ t
t0
‖ eν∆(t− s)Q(·, s) ‖
L2(R3)
ds
≤ I(t, tǫ) + K(ν) t1/4
∫ t
tǫ
(t− s)− 3/4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ I(t, tǫ) + K(ν) ‖u0 ‖L2(R3)ǫ t
1/4
∫ t
tǫ
(t− s)− 3/4 s− 1/2 ds [ por (5.3) ]
≤ I(t, tǫ) + K(ν) ‖u0 ‖L2(R3) ǫ t
1/4 (t− tǫ)− 1/4
para todo t > tǫ, onde K(ν) > 0 e´ independente de ǫ, e
I(t, tǫ) := K(ν) t
1/4
∫ tǫ
t0
(t− s)− 3/4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(ν) t1/4 (t− tǫ)− 3/4
∫ tǫ
t0
‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(ν) ‖u0 ‖2
L2(R3)
(tǫ − t0)1/2 t1/4 (t− tǫ)− 3/4
Portanto, temos
t1/4 ‖u(·, t) − eν∆(t− t0)u(·, t0) ‖L2(R3) ≤ K(ν) (1 + ‖u0 ‖L2(R3)) ǫ
para todo t > tǫ grande, com K(ν) independente de ǫ. Isto mostra (5.1) no caso m = 0.
Considerando, agora, m = 1, seja novamente tǫ > t0 como em (5.3), para ǫ > 0 dado.
Por (5.2), tem-se, para cada 1 ≤ ℓ ≤ 3 e t > tǫ:
V
ℓ
(t) ≡ t
3
4‖Dℓu(·, t) − Dℓ [ eν∆(t− t0)u(·, t0) ] ‖L2(R3) ≤ I1(t) + I2(t) + Jℓ(t), (5.4)
onde
I
1
(t) = t
3
4
∫ tǫ
t0
‖Dℓ [ eν∆(t− s)Q(·, s) ] ‖L2(R3) ds, (5.5a)
I
2
(t) = t
3
4
∫ µǫ(t)
tǫ
‖Dℓ [ eν∆(t− s)Q(·, s) ] ‖L2(R3) ds, (5.5b)
J
ℓ
(t) = t
3
4
∫ t
µǫ(t)
‖Dℓ [ eν∆(t− s)Q(·, s) ] ‖L2(R3) ds, (5.5c)
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sendo µǫ(t) := (tǫ + t)/2. Comec¸ando com I1(t), tem-se, por (1.2), (2.3) e (2.15):
I1(t) ≤ K(ν) t3/4
∫ tǫ
t0
(t− s)− 5/4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(ν) t3/4 (t− tǫ)− 5/4
∫ tǫ
t0
‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(ν) ‖u0 ‖2
L2(R3)
(tǫ − t0)1/2 t3/4 (t− tǫ)− 5/4 (5.6a)
para todo t > tǫ, onde K(ν) independe de ǫ. Para I2(t), tem-se, por (1.2), (2.15) e (5.3):
I
2
(t) ≤ K(ν) t3/4
∫ µǫ(t)
tǫ
(t− s)− 5/4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(ν) ‖u0 ‖L2(R3) ǫ t
3/4 (t− tǫ)− 3/4
∫ µǫ(t)
tǫ
(t− s)− 1/2 s− 1/2 ds
≤ K(ν) ‖u0 ‖L2(R3) ǫ t
3/4 (t− tǫ)− 3/4 (5.6b)
para todo t > tǫ, onde K(ν) independe de ǫ. Finalmente, considerando Jℓ(t), tem-se
J
ℓ
(t) = t3/4
∫ t
µǫ(t)
‖Dℓ [ eν∆(t−s)Q(·, s) ] ‖L2(R3) ds
≤ K(ν) t3/4
∫ t
µǫ(t)
(t− s)− 7/8 ‖Q(·, s) ‖
L4/3(R3)
ds
≤ K(ν) t3/4
∫ t
µǫ(t)
(t− s)− 7/8 ‖u(·, s) · ∇u(·, s) ‖
L4/3(R3)
ds
≤ K(ν) t3/4
∫ t
µǫ(t)
(t− s)− 7/8 ‖u(·, s) ‖
L4(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(ν) t3/4
∫ t
µǫ(t)
(t− s)− 7/8 ‖u(·, s) ‖1/4
L2(R3)
‖Du(·, s) ‖7/4
L2(R3)
ds
≤ K(ν) ‖u0 ‖1/4
L2(R3)
ǫ7/4
∫ t
µǫ(t)
(t− s)− 7/8 s− 7/8 ds
≤ K(ν) ‖u0 ‖1/4
L2(R3)
ǫ7/4 t3/4 (t+ tǫ)
− 3/4
∫ t
µǫ(t)
(t− s)− 7/8 s− 1/8 ds
≤ K(ν) ‖u0 ‖1/4
L2(R3)
ǫ7/4 (5.6c)
para todo t > tǫ, usando (2.14), (4.16), desigualdade de Ho¨lder, (4.12) e o fato de se ter∫ t
t0
(t− s)− 7/8 s− 1/8 ds ≤ K = π
sen (π/8)
.
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Claramente, obtemos de (5.4) e (5.6a), (5.6b), (5.6c) acima que
t3/4 ‖Dℓ u(·, t) − Dℓ [ eν∆(t− t0)u(·, t0) ] ‖L2(R3) ≤
(
1 + ǫ+K(ν) ‖u0 ‖L2(R3)
)
ǫ
para todo t > tǫ suficientemente grande, para cada 1 ≤ ℓ ≤ 3, o que prova (5.1) se m = 1.
Finalmente, consideramos o caso geral m ≥ 2, procedendo de modo similar ao caso an-
terior. Dado ǫ > 0 (arbitra´rio), tomamos tǫ > t0 suficientemente grande tal que, por (4.1)
[ Teorema 4.1 ], tenhamos
t
k
2 ‖Dku(·, t) ‖
L2(R3)
≤ ǫ, ∀ t ≥ tǫ (5.7)
para todo 0 ≤ k ≤ m. Dado α multi-´ındice com |α | = m, definimos (para t > tǫ)
Vα(t) ≡ t
m
2
+ 1
4 ‖Dαu(·, t) − Dα [ eν∆(t− t0)u(·, t0) ] ‖L2(R3) , (5.8)
escrevendo Vα(t) ≤ I1(α, t) + I2(α, t) + J (α, t), onde
I1(α, t) = t
m
2
+ 1
4
∫ tǫ
t0
‖Dα [ eν∆(t− s)Q(·, s) ] ‖
L2(R3)
ds, (5.9a)
I2(α, t) = t
m
2
+ 1
4
∫ µǫ(t)
t0
‖Dα [ eν∆(t− s)Q(·, s) ] ‖
L2(R3)
ds, (5.9b)
J (α, t) = t
m
2
+ 1
4
∫ t
µǫ(t)
‖Dα [ eν∆(t− s)Q(·, s) ] ‖
L2(R3)
ds, (5.9c)
sendo µǫ(t) = (tǫ + t)/2. Com relac¸a˜o a I1(α, t), tem-se, por (1.2), (2.3) e (2.15):
I1(α, t) ≤ K(ν) t
m
2
+ 1
4
∫ tǫ
t0
(t− s)−
m
2
− 3
4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(ν) t
m
2
+ 1
4 (t− tǫ)
− m
2
− 3
4
∫ tǫ
t0
‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(ν) ‖u0 ‖2
L2(R3)
(tǫ − t0)
1
2 t
m
2
+ 1
4 (t− tǫ)
− m
2
− 3
4 (5.10a)
para todo t > tǫ, onde K(ν) independe de ǫ. Para I2(α, t), tem-se, de (1.2), (2.15) e (5.7):
I
2
(α, t) ≤ K(ν) t
m
2
+ 1
4
∫ µǫ(t)
tǫ
(t− s)−
m
2
− 3
4 ‖u(·, s) ‖
L2(R3)
‖Du(·, s) ‖
L2(R3)
ds
≤ K(ν) ǫ2 t
m
2
+ 1
4 (t− tǫ)
− m
2
− 1
4
∫ µǫ(t)
tǫ
(t− s)− 1/2 s− 1/2 ds
≤ K(ν) ǫ2 t
m
2
+ 1
4 (t− tǫ)
− m
2
− 1
4 (5.10b)
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para todo t > tǫ, ondeK(ν) independe de ǫ. Finalmente, para J (α, t), tem-se, escrevendo
Dα = DjD
α′, sendo α′ multi-´ındice de ordem m− 1,
J (α, t) = t
m
2
+ 1
4
∫ t
µǫ(t)
‖Dα [ eν∆(t− s)Q(·, s) ] ‖
L2(R3)
ds
= t
m
2
+ 1
4
∫ t
µǫ(t)
‖Dj [ eν∆(t−s)Dα′Q(·, s) ] ‖L2(R3) ds
≤ K(ν) t
m
2
+ 1
4
∫ t
µǫ(t)
(t− s)− 7/8 ‖Dα′Q(·, s) ‖
L4/3(R3)
ds
≤ K(ν) t
m
2
+ 1
4
∫ t
µǫ(t)
(t− s)− 7/8 ‖Dα′[u(·, s) · ∇u(·, s) ] ‖
L4/3(R3)
ds
≤
∑
|β |+ | γ |=m− 1
K(ν) t
m
2
+ 1
4
∫ t
µǫ(t)
(t− s)− 7/8 ‖Dβu(·, s) · ∇Dγu(·, s) ] ‖
L4/3(R3)
ds
≤ K(ν)
m− 1∑
ℓ=0
t
m
2
+ 1
4
∫ t
µǫ(t)
(t− s)− 7/8 ‖Dℓu(·, s) ‖
L4(R3)
‖Dm−ℓu(·, s) ‖
L2(R3)
≤ K(ν)
m− 1∑
ℓ=0
t
m
2
+ 1
4
∫ t
µǫ(t)
(t− s)− 7/8 ‖Dℓu(·, s) ‖
1
4
L2
‖Dℓ+1u(·, s) ‖
3
4
L2
‖Dm−ℓu(·, s) ‖
L2
≤ K(ν)
m− 1∑
ℓ=0
ǫ2 t
m
2
+ 1
4
∫ t
µǫ(t)
(t− s)− 7/8 s−m/2− 9 ℓ/8− 3/8 ds
≤ K(m, ν) ǫ2 t
m
2
+ 1
4 (t+ tǫ)
− m
2
− 1
4
∫ t
µǫ(t)
(t− s)− 7/8 s− 1/8 ds
≤ K(m, ν) ǫ2 (5.10c)
para todo t > tǫ, usando-se (2.14), (4.16), desigualdade de Ho¨lder, (4.12) e (5.7), tendo-se
que a constante K(m, ν) > 0 em (5.10c) independe de ǫ (e tǫ). [ Foi suposto tambe´m, no
penu´ltimo passo acima, que tǫ tenha sido tomado em (5.7) de modo a satisfazer: tǫ ≥ 1. ]
Por (5.8) e (5.10a), (5.10b), (5.10c), segue em particular que se tem
t
m
2
+ 1
4 ‖Dαu(·, t) − Dα [ eν∆(t− t0)u(·, t0) ] ‖L2(R3) ≤ (1 +K(m, ν) ǫ ) ǫ
para todo t > tǫ suficientemente grande, para cada α com |α | = m, sendo ǫ > 0 arbitra´rio,
e m ≥ 2 qualquer (com K(m, ν) independente de ǫ). Somado aos casos m = 0 e m = 1
considerados antes, isso conclui a prova de (5.1) para todo m ≥ 0, como afirmado. 
Deixamos em aberto a obtenc¸a˜o de (1.10), (1.12) para n ≥ 4, m ≥ 0 arbitra´rios.
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Apeˆndice A
Neste apeˆndice, vamos mostrar como obter a estimativa (2.20) para o valor t∗∗
dado na Proposic¸a˜o 2.3 da Sec¸a˜o 2. O ponto de partida e´ a seguinte estimativa,
∫
R3
{ 3∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Dj ui |
}
dx ≤ K3
3
‖Du ‖3/2
L2(R3)
‖D2u ‖3/2
L2(R3)
, (A.1)
onde K3< 0.581 862 001 307 (ver [1], Theorem 2.1) e´ a constante na desigualdade de
Nirenberg-Gagliardo [1]
‖ u ‖
L3(R3)
≤ K3 ‖ u ‖1/2L2(R3)‖Du ‖
1/2
L2(R3)
. (A.2)
[ Prova de (A.1): aplicando-se repetidamente a desigualdade de Cauchy-Schwarz,
tem-se
3∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Dj ui |
}
≤
3∑
i, ℓ=1
|Dℓui |
{ 3∑
j=1
|Dℓuj |2
}1/2{ 3∑
j=1
|Djui |2
}1/2
≤
3∑
i=1
{ 3∑
j=1
|Djui |2
}1/2{ 3∑
ℓ=1
|Dℓui |2
}1/2{ 3∑
j, ℓ=1
|Dℓuj |2
}1/2
≤
{ 3∑
j, ℓ=1
|Dℓuj |2
}1/2{ 3∑
i, j=1
|Djui |2
}1/2{ 3∑
i, ℓ=1
|Dℓui |2
}1/2
,
de modo que
∫
R3
{ 3∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Dj ui |
}
dx ≤ ‖ w ‖3
L3(R3)
, w(x) :=
{ 3∑
i, j,=1
|Dj ui |2
}1/2
.
Isso fornece
∫
R3
{ 3∑
i, j, ℓ=1
|Dℓui | |Dℓuj | |Dj ui |
}
dx ≤ K3
3
‖ w ‖3/2
L2(R3)
‖Dw ‖3/2
L2(R3)
[por (A.2) ]
≤ K3
3
‖Du ‖3/2
L2(R3)
‖D2u ‖3/2
L2(R3)
pois, por (1.19), tem-se ‖w ‖
L2(R3)
= ‖Du ‖
L2(R3)
e ‖Dw ‖
L2(R3)
≤ ‖D2u ‖
L2(R3)
. ]
Agora, considere tˆ > 0 qualquer satisfazendo
tˆ >
1
2
K12
3
ν− 5‖u0‖4
L2(R3)
: (A.3)
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Como (por (1.2))
∫ tˆ
0
‖Du(·, t) ‖2
L2(R3)
dt ≤ 1
2ν
‖u0‖2
L2(R3)
, tem de existir t′∈ (0, tˆ ]
tal que
‖Du(·, t′) ‖
L2(R3)
≤ 1√
2ν
‖u0‖L2(R3) ·
1√
tˆ
. (A.4)
Portanto, por (A.3), tem-se
K3
3
‖u(·, s) ‖1/2
L2(R3)
‖Du(·, s) ‖1/2
L2(R3)
< ν (A.5)
para todo s ≥ t′ pro´ximo do ponto t′. Isso fornece, diferenciando (1.1a) com respeito
a` varia`vel xℓ, tomando o produto escalar com Dℓu(·, t) e somando para ℓ = 1, 2, 3,
‖Du(·, t) ‖2
L2(R3)
+ 2 ν
∫ t
t′
‖D2u(·, s) ‖2
L2(R3)
ds
(A.6)
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
∑
i, j, ℓ
∫ t
t′
∫
R3
|Dℓui(x, s) | |Dℓuj(x, s) | |Djui(x, s) | dx ds
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
∫ t
t′
K3
3
‖Du(·, s) ‖3/2
L2(R3)
‖D2u(·, s) ‖3/2
L2(R3)
ds [ por (A.1) ]
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
∫ t
t′
[
K3
3
‖u(·, s) ‖1/2
L2(R3)
‖Du(·, s) ‖1/2
L2(R3)
] ‖D2u(·, s) ‖2
L2
ds
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2 ν
∫ t
t′
‖D2u(·, s) ‖2
L2(R3)
ds [ por (A.5) ]
para todo t ≥ t′ pro´ximo a t′, onde na quarta linha acima usamos a desigualdade
(2.16b) da Sec¸a˜o 2. Segue da´ı que ‖Du(·, t) ‖L2(R3) e´ limitada por ‖Du(·, t′) ‖L2(R3),
e como ‖u(·, t) ‖L2(R3) na˜o pode crescer (por (1.2)), resulta que
K3
3
‖u(·, t) ‖1/2
L2(R3)
‖Du(·, t) ‖1/2
L2(R3)
< ν, ∀ t ≥ t′. (A.7)
Em particular, podemos repetir a derivac¸a˜o de (A.6) acima no intervalo [ t0, t ], para
t0 < t ∈ [ t′,∞) arbitra´rio, obtendo
‖Du(·, t) ‖2
L2(R3)
+ 2 ν
∫ t
t0
‖D2u(·, s) ‖2
L2(R3)
ds
≤ ‖Du(·, t′) ‖2
L2(R3)
+ 2
∫ t
t0
[
K3
3
‖u(·, s) ‖1/2
L2(R3)
‖Du(·, s) ‖1/2
L2(R3)
] ‖D2u(·, s) ‖2
L2
ds
≤ ‖Du(·, t0) ‖2
L2(R3)
+ 2 ν
∫ t
t0
‖D2u(·, s) ‖2
L2(R3)
ds. [ por (A.7) ]
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Portanto, ‖Du(·, t) ‖
L2(R3)
e´ monotonicamente decrescente em [ t′,∞) ⊇ [ tˆ,∞), de
modo que, pela teoria cla´ssica de Leray [33], tem-se de ter u ∈ C∞(R3× ( t′,∞)).
Lembrando a desigualdade (A.3) definindo t′, isto completa a prova de (2.20), visto
que tem-se 1/2K12
3
< 0.000 753 026. 
Em resumo, pelo argumento acima, tem-se demonstrado o seguinte resultado:
Teorema A.1. Dado um estado inicial u0∈ L2σ(R3) qualquer, seja u(·, t) uma so-
luc¸a˜o de Leray para as equac¸o˜es de Navier-Stokes (1.1). Enta˜o, existe 0 ≤ t∗∗ <
0.000 753 026 ν− 5‖u0 ‖4L2(R3) com u ∈ C∞(R3× [ t∗∗,∞)) e tal que ‖Du(·, t) ‖L2(R3)
e´ finita e monotonicamente decrescente em todo o intervalo [ t∗∗,∞).
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Parte II
Problema de Existeˆncia Global para
Equac¸o˜es de Advecc¸a˜o-Difusa˜o Conservativas
1. Introduc¸a˜o
Na segunda parte deste trabalho, estenderemos um procedimento de ana´lise in-
troduzido pelo autor para a derivac¸a˜o de va´rias estimativas ba´sicas importantes para
as soluc¸o˜es u(·, t) de equac¸o˜es de advecc¸a˜o-difusa˜o conservativas em meios hetero-
geˆneos [53]. O me´todo foi inicialmente aplicado a equac¸o˜es (ou sistemas de equac¸o˜es)
em uma dimensa˜o espacial (n = 1), no caso mais simples de velocidades advectivas
limitadas (i.e., κ = 0 em (1.1) a seguir), ver [3, 6, 35, 37]. Posteriormente, o autor
estendeu os resultados para equac¸o˜es mais gerais
ut +
(
b(x, t, u) |u |κu)
x
= uxx, x ∈ R, t > 0,
com κ > 0 constante, b(x, t, u) limitada [54], tendo orientado trabalhos de doutorado
na aplicac¸a˜o do me´todo a equac¸o˜es unidimensionais similares no caso de difusa˜o na˜o
linear [10, 14, 17, 22]. No presente trabalho, consideraremos finalmente o desen-
volvimento destas te´cnicas em dimensa˜o n arbitra´ria, adotando (por simplicidade)
como proto´tipo o problema
ut + div
(
b(x, t, u) |u |κu) + div f(t, u) = div (A(x, t, u)∇u), (1.1a)
u(·, 0) = u0 ∈ L1(Rn) ∩ L∞(Rn), (1.1b)
sendo A(x, t, u) matriz suave satisfazendo A(x, t, u) ≥ µ(t)I para µ ∈ C0([ 0,∞))
positiva, ou seja,
〈A(x, t, u)v, v〉 ≥ µ(t) | v |2
2
∀ v ∈ Rn (1.2)
para todo x ∈ Rn, t ≥ 0, u ∈ R, e onde b = (b1, ..., bn), f = (f1, ..., fn) sa˜o func¸o˜es
suaves, com b satisfazendo
b ∈ L∞(Rn× [ 0, T ]× R) [ para cada T > 0 ]. (1.3)
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E´ conhecido (ver e.g. [30, 47] e Sec¸a˜o 2 abaixo) que o problema (1.1)-(1.3) possui
soluc¸a˜o (cla´ssica, limitada, u´nica) u(·, t) ∈ C0([ 0, T ], L1(Rn)) ∩ L∞([ 0, T ], L∞(Rn))
para certo 0 < T <∞ (ou seja, existeˆncia local esta´ bem estabelecida); esta soluc¸a˜o
pode ser continuada (i.e., estendida) a intervalos de existeˆncia mais amplos enquanto
permanecer limitada. Assim, e´ importante examinar o comportamento das normas
altas (especialmente ‖ u(·, t) ‖L∞(Rn)) no intervalo de existeˆncia da soluc¸a˜o. Pore´m,
sob hipo´teses ta˜o gerais como (1.3) acima, esta questa˜o pode tornar-se muito dif´ıcil,
como explicamos intuitivamente a seguir. Considere-se, por exemplo, soluc¸o˜es v(·, t)
na˜o negativas da equac¸a˜o
vt + div (b(x) v
κ+1) = ∆v, (1.4)
que reescrevemos na forma
vt + (κ + 1) v
κ b(x) · ∇v = ∆v + β(x) vκ+1 (1.4′)
onde β(x):= − divb(x). Supondo que Ω ≡ { x ∈ Rn : β(x) > 0 } seja na˜o vazio, veˆ-se
de (1.4′) que v(x, t) e´ estimulada a crescer nos pontos x ∈ Ω, particularmente onde
ocorrer β(x) ≫ 1. Como (1.4) conserva massa, se v(·, t) crescer pronunciadamente
em alguma parte de Ω enta˜o o perfil de v(·, t) tera´ de afinar-se, tornando-se assim
mais suscet´ıvel aos efeitos dissipativos do termo difusivo presente em (1.4). O efeito
final sobre a soluc¸a˜o (i.e., ocorreˆncia de blow-up ou na˜o, supondo κ > 0) resultante
desta competic¸a˜o entre os termos do lado direito em (1.4′) e´ dif´ıcil de ser previsto.
A situac¸a˜o pode a` primeira vista parecer (equivocadamente) similar a` das soluc¸o˜es
na˜o negativas da equac¸a˜o
wt = ∆w + w
κ+1, x ∈ Rn, t > 0, (1.5)
examinada originalmente por Fujita [20] e subsequentemente generalizada por outros
(ver e.g. [2, 12, 31, 40, 41]), onde todas as soluc¸o˜es na˜o negativas (exceto w(·, t) ≡ 0)
explodem em tempo finito se 0 < κ ≤ 2/n (e tambe´m para κ > 2/n se w(·, 0) for
apropriadamente grande) [20, 24]. Como ficara´ mostrado nos resultados a seguir, a
situac¸a˜o em (1.4) tem natureza oposta: todas as soluc¸o˜es de (1.4) sa˜o globalmente de-
finidas se 0 ≤ κ < 1/n (e tambe´m para κ ≥ 1/n se v(·, 0) for apropriadamente
pequena). Esta diferenc¸a nota´vel entre os dois sistemas e´ devida ao fato de (1.4)
conservar massa, o que na˜o acontece com (1.5). Considerac¸o˜es ana´logas podem ser
feitas no caso geral do problema (1.1)-(1.3): todas as soluc¸o˜es va˜o existir globalmente
se 0 ≤ κ < 1/n (pela raza˜o de se ter conservac¸a˜o de massa e, melhor ainda, no caso
de soluc¸o˜es u(·, t) sem sinal definido, a propriedade dada em (1.11) abaixo).
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Como sugerido em (1.4′), a magnitude do coeficiente b(x, t, u) na˜o deve desem-
penhar papel importante, ao contra´rio de suas derivadas — ou, mais propriamente,
a variac¸a˜o de b(x, t, u) em Rn, dada pela quantidade B(t) definida do seguinte modo.
Para cada 1 ≤ j ≤ n, introduzimos Bj(t) dada por
Bj(t) :=
1
2
[
sup
x∈Rn
bj(x, t, u(x, t)) − inf
x∈Rn
bj(x, t, u(x, t))
]
, 0 ≤ t < T∗, (1.6a)
e enta˜o definimos
B(t) = | (B1(t), ..., Bn(t)) |2 =
{
B1(t)
2+ ...+Bn(t)
2
}1/2
(1.6b)
para cada 0 ≤ t < T∗ [ acima, e em todo o texto que segue, [ 0, T∗) denota sempre o
intervalo ma´ximo de existeˆncia da soluc¸a˜o u(·, t) considerada ]. Para a descric¸a˜o dos
resultados principais a serem obtidos neste trabalho, precisamos ainda introduzir as
quantidades Bµ(0; t) e Up(0; t), 1 ≤ p ≤ ∞, definidas por
Bµ(0; t) := sup
{ B(τ)
µ(τ)
: 0 ≤ τ ≤ t
}
, (1.7)
Up(0; t) := sup
{
‖ u(·, τ) ‖
Lp(Rn)
: 0 ≤ τ ≤ t
}
, (1.8)
para 0 ≤ t < T∗ , 1 ≤ p ≤ ∞. Na Sec¸a˜o 3, apo´s alguns preliminares coletados
(por convenieˆncia) na Sec¸a˜o 2 anterior, as seguintes propriedades fundamentais das
soluc¸o˜es do problema (1.1) - (1.3) sera˜o mostradas. A primeira delas estabelece o
importante fato de suas soluc¸o˜es serem todas globais quando κ > 0 na˜o for grande
(sendo o valor cr´ıtico, no caso do problema (1.1), dado por 1/n).
Teorema A. Sendo 0 ≤ κ < 1/n, a soluc¸a˜o do problema (1.1) - (1.3) acima esta´
definida globalmente (i.e., T∗ =∞), para qualquer u0 ∈ L1(Rn)∩L∞(Rn), tendo-se
‖ u(·, t) ‖
L∞(Rn)
≤ K(n, κ) · max
{
‖ u0‖L∞(Rn); Bµ(0; t)
n
1−nκ ‖ u0‖
1
1−nκ
L1(Rn)
}
(1.9)
para todo 0 ≤ t <∞, onde K(n, κ) = 2
n
1−nκ
.
No caso κ ≥ 1/n, uma soluc¸a˜o sera´ garantidamente global quando conseguir ser
mostrado que alguma (e enta˜o todas) de suas normas altas ‖ u(·, t) ‖
Lp(Rn)
, p > nκ,
na˜o puder explodir em tempo finito, como consequeˆncia do seguinte resultado:
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Teorema B. Sejam κ ≥ 0 e u(·, t), 0 ≤ t < T∗, soluc¸a˜o do problema (1.1) - (1.3).
Para cada p ≥ 1 satisfazendo p > nκ, tem-se
‖ u(·, t) ‖
L∞(Rn)
≤ K(n,κ,p) ·max
{
‖ u0‖L∞(Rn) ; Bµ(0; t)
n
p−nκ
Up(0; t)
p
p−nκ
}
(1.10)
para todo 0 ≤ t < T∗, sendo K(n, κ, p) = {2p}
n
p−nκ
.
Note-se que o Teorema A e´ um corola´rio do Teorema B acima (tomando-se p = 1),
em virtude da seguinte propriedade ba´sica (conhecida) das soluc¸o˜es da equac¸a˜o (1.1):
‖ u(·, t) ‖
L1(Rn)
≤ ‖ u0‖L1(Rn), ∀ t > 0, (1.11)
ou seja, ‖ u(·, t) ‖
L1(Rn)
decresce monotonicamente em t. Esta propriedade e´ tambe´m
satisfeita pelas demais normas ‖ u(·, t) ‖
Lp(Rn)
, p > 1, quando o termo b em (1.1a)
na˜o depender explicitamente de x, ou, mais geralmente, se tivermos [45]
n∑
j=1
∂bj
∂xj
(x, t, u) ≥ 0, ∀ x ∈ Rn, t ≥ 0, u ∈ R. (1.12a)
Neste caso, na˜o apenas estara˜o as soluc¸o˜es de (1.1a), (1.1b) definidas para todo t > 0,
como tambe´m decaira˜o ao t→∞, tendo-se ([8], Theorem 3.2)
‖ u(·, t) ‖
L∞(Rn)
≤ (2e)−
n
2 ‖ u0‖L1(Rn) t
− n
2 ∀ t > 0. (1.12b)
Neste trabalho, estamos justamente interessados na situac¸a˜o (muito mais dif´ıcil)
em que (1.12a) na˜o e´ va´lida, quando (em geral) na˜o se tem decaimento, podendo
existir soluc¸o˜es estaciona´rias, etc. Mesmo quando ‖ u(·, t) ‖
L∞(Rn)
→ 0, a taxa de
decaimento na˜o e´ conhecida, em geral. Experimentos nume´ricos parecem indicar o
seguinte comportamento, quando b, f na equac¸a˜o (1.1a) independem do tempo t :
Conjectura A: as soluc¸o˜es estaciona´rias, quando existem, sa˜o esta´veis (atratoras);
Conjectura B : na auseˆncia de soluc¸o˜es estaciona´rias (exceto u ≡ 0) tem-se sempre
‖ u(·, t) ‖
L∞(Rn)
→ 0 ao t→∞.
Como estas, muitas questo˜es de interesse para (1.1) - (1.3) permanecem em aberto.
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2. Preliminares
Nesta sec¸a˜o, revisaremos resumidamente alguns resultados ba´sicos para as solu-
c¸o˜es u(·, t) do problema (1.1) - (1.3), que sera˜o usadas na ana´lise a seguir (Sec¸a˜o 3).
Estas propriedades podem ser estabelecidas, sem esforc¸o adicional, para o problema
levemente mais geral
ut + div
(
b(x, t, u) |u |κu) + div f(t, u) = div (A(x, t, u)∇u), (2.1a)
u(·, 0) = u0 ∈ Lp0 (Rn) ∩ L∞(Rn), (2.1b)
para 1 ≤ p0 < ∞ dado (e na˜o somente p0 = 1, como em (1.1b)), onde a matriz A
satisfaz a condic¸a˜o de elipticidade (1.2) acima (para certa µ ∈ C0([ 0,∞)) positiva)
e b satisfaz (1.3).5 Em (2.1), a condic¸a˜o (2.1b) e´ entendida no sentido de L1
loc
(Rn),
ou seja,
‖ u(·, t) − u0‖L1(K) → 0 ao t→ 0 (2.2)
para cada conjunto compacto K ⊂ Rn considerado. Por soluc¸a˜o de (2.1a), (2.1b) em
um dado intervalo [ 0, T∗) entende-se uma func¸a˜o suave u(·, t) ∈ L∞loc([0, T∗), L∞(Rn))
que satisfaz a equac¸a˜o (2.1a) classicamente para 0 < t < T∗ e verifica (2.2) ao t→ 0.
A existeˆncia (local) de tais soluc¸o˜es decorre da teoria geral de equac¸o˜es parabo´licas
(ver e.g. [30], ou [47], Ch. 7); sabe-se tambe´m que as soluc¸o˜es sa˜o u´nicas, como pode
ser mostrado usando princ´ıpios de comparac¸a˜o (ver e.g. [13], Theorem 2.1).
Proposic¸a˜o 2.1. Sendo u(·, t) ∈ L∞
loc
([ 0, T∗), L
∞(Rn)) soluc¸a˜o do problema (2.1),
onde 0 < T∗ ≤ ∞, enta˜o tem-se u(·, t) ∈ C0([ 0, T∗), Lp(Rn)) para cada p0 ≤ p <∞.
Ale´m disso, tem-se, para cada p0 ≤ p <∞:
‖ u(·, t) ‖
Lp(Rn)
≤ ‖ u0‖Lp(Rn) · exp
{
1
4
(p− 1) Bµ(0; t)2 Up(0; t)2κ
∫ t
0
µ(τ) dτ
}
(2.3)
para todo 0 ≤ t < T∗, com Bµ(0; t), Up(0; t) definidas em (1.7), (1.8) acima.
A prova da Proposic¸a˜o 2.1 pode ser feita adaptando-se o argumento usado em
([3], Theorem 1), ou ([8], Theorem 2.1). Em particular, com p0 = 1, p = 1 em (2.3),
obte´m-se a estimativa (1.11) referida na Sec¸a˜o 1, ou seja,
‖ u(·, t) ‖
L1(Rn)
≤ ‖ u0‖L1(Rn), ∀ t > 0. (2.4)
5Ale´m disso, supoo˜e-se b suave (mais precisamente: b, bx
1
,..., bx
n
e bu sa˜o supostas cont´ınuas).
Sobre o termo de fluxo f, por na˜o depender de x, so´ sera´ preciso supor que f, fu sejam cont´ınuas.
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Proposic¸a˜o 2.2. Sendo u(·, t) ∈ L∞
loc
([ 0, T∗), L
∞(Rn)) soluc¸a˜o do problema (2.1)
em um dado intervalo [ 0, T∗), enta˜o tem-se, para cada q ≥ p0+ 1:
∫ t
0
∫
Rn
| u(x, τ) |q−2 | ∇u |2 dx dτ < ∞, ∀ 0 < t < T∗. (2.5)
Prova: Para q > 2, considere Φ(u) := Lδ(u)
q, onde Lδ(·) e´ uma func¸a˜o sinal regularizada
(ver e.g. [8, 13, 29]), sendo δ > 0 dado. Seja tambe´m, para R > 0 grande, ζ
R
∈ C∞(Rn)
uma func¸a˜o de corte satisfazendo ζ
R
(x) = 1 se |x | ≤ R − 1, ζ
R
(x) = 0 se |x | ≥ R,
0 ≤ ζ
R
(x) ≤ 1 para todo x, |∇ζ
R
(x) | ≤ C para certa constante C independente de x e R.
Multiplicando-se a equac¸a˜o (2.1a) por Φ′(u(x, t)) ζ
R
(x) e integrando-se em [ t0, t ] (dado
0 < t0 < t arbitra´rio), obte´m-se, integrando-se por partes e fazendo δ → 0:
∫
|x |<R
|u(x, t) |q ζR(x) dx + q (q − 1)
∫ t
t0
∫
| x |<R
|u(x, τ) |q−2 〈A(x, τ, u)∇u, ∇u〉 ζR(x) dx dτ =
(2.6)
=
∫
| x |<R
|u(x, t0) |q ζR(x) dx + q (q − 1)
∫ t
t0
∫
|x |<R
|u |q−2+κ u 〈b(x, τ, u)− β(τ), ∇u〉 ζ
R
(x) dx dτ
− q (q − 1)
∫ t
t0
∫
R−1< |x |<R
Gq(u)
〈
β(τ), ∇ζ
R
(x)
〉
dx dτ + q
∫ t
t0
∫
R−1< |x |<R
|u |q+κ 〈b(x, τ, u), ∇ζ
R
(x)
〉
dx dτ
− q (q − 1)
∫ t
t0
∫
R−1< |x |<R
〈
Fq(τ, u), ∇ζR(x)
〉
dx dτ + q
∫ t
t0
∫
R−1< | x |<R
|u |q−2u 〈f(τ, u), ∇ζ
R
(x)
〉
dx dτ
− q
∫ t
t0
∫
R−1< | x |<R
|u |q−2 u 〈A(x, τ, u)∇u, ∇ζ
R
(x)
〉
dx dτ ,
onde
Gq(u) :=
∫ u
0
| v |q−2+κv dv, Fq(t,u) :=
∫ u
0
| v |q−2f(t, v) dv, (2.7a)
e β(t) = (β1(t), ..., βn (t)), com βj (t), 1 ≤ j ≤ n, dado por
βj(t) :=
1
2
[
sup
x∈Rn
bj(x, t, u(x, t)) + inf
x∈Rn
bj(x, t, u(x, t))
]
. (2.7b)
Para obter (2.6), observamos que
∫
|x |<R
|u |q−2+κ u 〈 b(x, τ, u), ∇u〉 ζ
R
(x) dx =
=
∫
|x |<R
|u |q−2+κ u 〈 b(x, τ, u) − β(τ), ∇u〉 ζ
R
(x) dx +
∫
| x |<R
〈
β(τ), ∇Gq(u)
〉
ζ
R
(x) dx
=
∫
| x |<R
|u |q−2+κ u 〈 b(x, τ, u) − β(τ), ∇u〉 ζ
R
(x) dx −
∫
R−1< |x |<R
Gq(u)
〈
β(τ), ∇ζ
R
(x)
〉
dx
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e tambe´m
∫
|x |<R
|u |q−2 〈f(τ, u), ∇u〉 ζ
R
(x) dx =
∫
|x |<R
[ divFq(τ, u) ] ζR(x) dx
= −
∫
R−1< | x |<R
〈
Fq(τ, u), ∇ζR(x)
〉
dx.
Como, por (1.6), tem-se
∫
|x |<R
|u |q−2+κ u 〈 b(x, τ, u) − β(τ), ∇u〉 ζ
R
(x) dx
≤ B(τ)
∫
|x |<R
|u |q−1+κ |∇u | ζ
R
(x) dx
≤ 1
2
µ(τ)
∫
|x |<R
|u |q−2 |∇u |2 ζ
R
(x) dx +
1
2
B(τ)2
µ(τ)
∫
|x |<R
|u |q+2κ ζ
R
(x) dx,
resulta de (1.2), (2.6) que
∫
|x |<R
|u(x, t) |q ζ
R
(x) dx +
1
2
q (q − 1)
∫ t
t0
µ(τ)
∫
| x |<R
|u(x, τ) |q−2 |∇u |2 ζ
R
(x) dx dτ
≤
∫
|x |<R
|u(x, t0) |q ζR(x) dx +
1
2
q (q − 1)
∫ t
t0
B(τ)2
µ(τ)
∫
|x |<R
|u |q+2κ ζR(x) dx dτ
− q (q − 1)
∫ t
t0
∫
R−1< |x |<R
Gq(u)
〈
β(τ), ∇ζ
R
(x)
〉
dx dτ + q
∫ t
t0
∫
R−1< |x |<R
|u |q+κ 〈b(x, τ, u), ∇ζ
R
(x)
〉
dx dτ
− q (q − 1)
∫ t
t0
∫
R−1< |x |<R
〈
Fq(τ, u), ∇ζR(x)
〉
dx dτ + q
∫ t
t0
∫
R−1< | x |<R
|u |q−2u 〈f(τ, u), ∇ζ
R
(x)
〉
dx dτ
− q
∫ t
t0
∫
R−1< | x |<R
|u |q−2 u 〈A(x, τ, u)∇u, ∇ζ
R
(x)
〉
dx dτ ,
para todo R > 1. Fazendo R→∞, obte´m-se, enta˜o,
‖u(·, t) ‖q
Lq (Rn)
+
1
2
q (q − 1)
∫ t
t0
µ(τ)
∫
Rn
|u(x, τ) |q−2 |∇u |2 dx dτ
(2.8)
≤ ‖u(·, t0) ‖q
Lq(Rn)
+
1
2
q (q − 1)
∫ t
t0
B(τ)2
µ(τ)
∫
Rn
|u |q+2κ dx dτ ,
de onde (2.5) pode ser derivado sem dificuldade. De fato, (2.8) produz
∫ t
t0
µ(τ)
∫
Rn
|u(x, τ) |q−2 |∇u |2 dx dτ ≤
∫ t
t0
B(τ)2
µ(τ)
∫
Rn
|u |q+2κ dx dτ,
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de modo que, fazendo t0 → 0, tem-se
∫ t
0
µ(τ)
∫
Rn
|u |q−2 |∇u |2 dx dτ ≤
∫ t
0
B(τ)2
µ(τ)
∫
Rn
|u(x, τ) |q+2κ dx dτ
≤ U∞(0; t)2κ
∫ t
0
B(τ)2
µ(τ)
∫
Rn
|u(x, τ) |q dx dτ
≤ Uq(0; t)q U∞(0; t)2κ
∫ t
0
B(τ)2
µ(τ)
dτ ,
para cada 0 < t < T∗ , o que conclui a prova de (2.5) se q > 2. Considerando, agora,
q = 2, pode-se obter (2.5) de modo inteiramente ana´logo, com a diferenc¸a de se multiplicar
desta vez a equac¸a˜o (2.1a) por u(x, t) ζ
R
(x), em vez de Φ′δ(u(x, t)) ζR (x) como feito antes.
Integrando-se, enta˜o, o resultado em [ t0, t ], para 0 < t0 < t dado, obte´m-se, seguindo
marcha inteiramente similar a (2.6)-(2.8) acima,
‖u(·, t) ‖2
L2(Rn)
+
∫ t
t0
µ(τ)
∫
Rn
|∇u |2 dx dτ ≤ ‖u(·, t0) ‖2
L2(Rn)
+
∫ t
t0
B(τ)2
µ(τ)
∫
Rn
|u |2+2κ dx dτ
(2.8′)
(sendo q = 2, p0 = 1), de onde resulta, como antes,
∫ t
0
µ(τ)
∫
Rn
|∇u |2 dx dτ ≤
∫ t
0
B(τ)2
µ(τ)
∫
Rn
|u(x, τ) |2+2κ dx dτ
≤ U2(0; t)2 U∞(0; t)2κ
∫ t
0
B(τ)2
µ(τ)
dτ ,
o que estabelece (2.5) no caso q = 2. Isso conclui a demonstrac¸a˜o da Proposic¸a˜o 2.2. 
Observe-se que, da Proposic¸a˜o 2.2, segue imediatamente que, para todo 0 < t < T∗:
∫ t
0
∫
Rn
〈
A(x, τ, u)∇u, ∇u 〉 dx dτ < ∞ (2.9a)
se p0 = 1 (q = 2), e
∫ t
0
∫
Rn
| u(x, τ) |q−2 〈A(x, τ, u)∇u, ∇u 〉 dx dτ < ∞ (2.9b)
sendo q ≥ p0 + 1, q > 2. Outra consequeˆncia importante de (2.5) acima e´ dada na
Proposic¸a˜o 2.3 a seguir, que representa o ponto de partida para a ana´lise na Sec¸a˜o 3
estabelecendo o resultado principal (Teorema B) anunciado na Sec¸a˜o 1.
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Proposic¸a˜o 2.3. Sendo u(·, t) ∈ L∞
loc
([ 0, T∗), L
∞(Rn)) soluc¸a˜o do problema (2.1)
em um dado intervalo [ 0, T∗), tem-se, para cada q ≥ p0+ 1:
d
dt
‖ u(·, t) ‖q
Lq(Rn)
+ q (q − 1)
∫
Rn
| u(x, t) |q−2 〈A(x, t, u)∇u, ∇u 〉 dx
(2.10)
= q (q − 1)
∫
Rn
| u(x, t) |q−2+κu(x, t) 〈 b(x, t, u) − β(t), ∇u 〉 dx
para todo t ∈ ( 0, T∗) \Eq, sendo Eq ⊂ (0,∞) de medida zero e β(t) dada em (2.7b).
Prova: Na notac¸a˜o da prova anterior, multiplicando-se (2.1a) por u(x, t) ζ
R
(x) se q = 2,
e por Φ′δ(u(x, t)) ζR(x) se q > 2, e integrando-se o resultado em [ t0, t ], obte´m-se, fazendo
δ → 0, t0→ 0 e R→∞, por (2.5), (2.6) e (2.7),
‖u(·, t) ‖q
Lq (Rn)
+ q (q − 1)
∫ t
0
∫
Rn
|u |q−2 〈A(x, τ, u)∇u, ∇u 〉 dx dτ =
= ‖u0 ‖q
Lq(Rn)
+ q (q − 1)
∫ t
0
∫
Rn
|u(x, τ) |q−2+κ u(x, τ) 〈 b(x, τ, u) − β(τ), ∇u 〉 dx dτ
se q > 2, para todo 0 < t < T∗. Sendo q = 2, o resultado correspondente obtido e´
‖u(·, t) ‖2
L2(Rn)
+ 2
∫ t
0
∫
Rn
〈
A(x, τ, u)∇u, ∇u 〉 dx dτ =
= ‖u0 ‖2
L2(Rn)
+ 2
∫ t
0
∫
Rn
|u(x, τ) |κ u(x, τ) 〈 b(x, τ, u) − β(τ), ∇u 〉 dx dτ,
para todo 0 < t < T∗. Nas expresso˜es acima, todas as integrais sa˜o bem definidas e finitas
[ por (2.5), Proposic¸a˜o 2.2, e (2.9) ], envolvendo func¸o˜es integra´veis (no sentido de Lebesgue)
nas regio˜es indicadas. (Para o termo z(x, t) = |u(x, t) |q−2+κu(x, t) 〈 b(x, t, u) − β(t),∇u 〉,
por exemplo, tem-se, por (1.6) e (2.7b):
| z(x, t) | ≤ |u(x, t) |q−1+κ | b(x, t, u) − β(t) |2 |∇u |2
≤ B(t) |u(x, t) |q−1+κ |∇u |2
≤ B(t)
2
µ(t)
|u(x, t) |q+2κ + µ(t) |u(x, t) |q−2 |∇u |2
2
≤ µ(t) Bµ(0; t)2 U∞(0; t)2κ |u(x, t) |q + µ(t) |u(x, t) |q−2 |∇u |22,
de modo que z ∈ L1(Rn× [ 0, t ]) para cada 0 < t < T∗, como afirmado.) O resultado (2.10)
segue, enta˜o, aplicando o teorema de diferenciac¸a˜o de Lebesgue, para cada q ≥ p0+1. 
Observac¸a˜o 3.1. Na verdade, por (2.1), tem-se (2.10) va´lida para todo 0 < t < T∗.
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3. Prova de (1.10)
Nesta sec¸a˜o, vamos obter o resultado principal (Teorema B), reescrito na forma
mais geral a seguir para as soluc¸o˜es do problema (2.1), sob as hipo´teses de trabalho
(1.2) e (1.3) descritas na Sec¸a˜o 1.
Teorema 3.1. Sejam κ ≥ 0, p0 ≥ 1 e u(·, t), 0 ≤ t < T∗, soluc¸a˜o do problema (2.1).
Para cada p ≥ p0 satisfazendo p > nκ, tem-se
‖ u(·, t) ‖
L∞(Rn)
≤ K(n,κ,p) · max
{
‖ u0‖L∞(Rn) ; Bµ(0; t)
n
p−nκ
Up(0; t)
p
p−nκ
}
(3.1)
para todo 0 ≤ t < T∗, sendo K(n, κ, p) = {2p}
n
p−nκ
e Bµ(0; t), Up(0; t) definidas
em (1.7), (1.8) acima.
A prova do Teorema 3.1 sera´ feita a partir da Proposic¸a˜o 2.3, com o aux´ılio de va´rios
resultados auxiliares apresentados nos lemas abaixo. Tambe´m sera˜o necessa´rias di-
versas desigualdades de Nirenberg-Gagliardo, incluindo a desigualdade de Nash [36]
‖ v ‖
L2(Rn)
≤ K(n) ‖ v ‖
2
n+2
L1(Rn)
‖∇v ‖
n
n+2
L2(Rn)
∀ v ∈ L1(Rn) ∩ H˙1(Rn), (3.2)
para certa constante K(n) < 1 (ver [9] para a determinac¸a˜o de seu valor optimal).
Esta desigualdade sera´ importante mais adiante para se estimar ‖ u(·, t) ‖Lq(Rn) em
termos de ‖ u(·, t) ‖Lq/2(Rn), dado q ≥ p0/2 (Lema 3.2), na versa˜o desenvolvida pelo
autor para o cla´ssico me´todo Lp-Lq em ordem a se aplicar a` investigac¸a˜o de pro-
blemas da forma (2.1) acima. Em particular, dado q ≥ 2p0, resulta desde ja´ conve-
niente introduzir a func¸a˜o auxiliar v[ q ](·, t) ∈ L1(Rn) ∩ L∞(Rn) definida por
v[ q ](x, t) :=


u(x, t) se q = 2,
| u(x, t) |q/2 se q > 2.
(3.3)
Em termos de v[ q ](·, t), tem-se
‖ u(·, t) ‖q
Lq(Rn)
= ‖ v[ q ](·, t) ‖2
L2(Rn)
, (3.4a)
‖ u(·, t) ‖q/2
Lq/2(Rn)
= ‖ v[ q ](·, t) ‖
L1(Rn)
, (3.4b)
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e tambe´m ∫
Rn
| u(x, t) |q−2 | ∇u (x, t) |2
2
dx =
4
q2
‖∇v[ q ](·, t) ‖2
L2(Rn)
. (3.5)
Lema 3.1. Seja q ≥ 2p
0
. Sendo v[ q ](·, t) ∈ L1(Rn) ∩ L∞(Rn) dada em (3.3) acima,
tem-se
d
dt
‖ v[ q ](·, t) ‖2
L2(Rn)
+ 4
(
1− 1
q
)
µ(t) ‖∇v[ q ](·, t) ‖2
L2(Rn)
(3.6)
≤ 2 q
(
1− 1
q
)
B(t) ‖ v[ q ](·, t) ‖1+
2κ
q
L
2+ 4κq (Rn)
‖∇v[ q ](·, t) ‖
L2(Rn)
para todo t ∈ ( 0, T∗) \Eq, sendo Eq ⊂ ( 0,∞), |Eq |1 = 0, dado na Proposic¸a˜o 2.3.
Prova: De (2.10), tem-se, por (1.2) e (1.3), (1.6), (2.7b), para t ∈ ( 0, T∗) \Eq:
d
dt
‖u(·, t) ‖q
Lq (Rn)
+ q (q − 1) µ(t)
∫
Rn
|u(x, t) |q−2 |∇u |2
2
dx
≤ q (q − 1)B(t)
∫
Rn
|u(x, t) |q−1+κ |∇u |2 dx [ por (1.2), (1.6), (2.10) ]
≤ q (q − 1)B(t)
{∫
Rn
|u(x, t) |q+2κ dx
}1/2{∫
Rn
|u(x, t) |q−2 |∇u |2
2
dx
}1/2
,
que, em termos da func¸a˜o v[ q ](·, t) definida em (3.3), equivale a (3.6), como afirmado. 
De (3.6), resulta a importante estimativa (3.8) abaixo, para q ≥ 2p0 com q > 2nκ,
usando-se as desigualdades de Nirenberg-Gagliardo
‖ v ‖
Lr(Rn)
≤ ‖ v ‖1−θ
L1(Rn)
‖∇v ‖θ
L2(Rn)
, θ =
1 − 1/r
1/2 + 1/n
(3.7)
(ver e.g. [19], p. 24), nos casos 2 ≤ r < 2 + 2/n. Aplicando-se (3.7) para estimar
‖ v[ q ](·, t) ‖
L
2+ 4κq (Rn)
no lado direito da desigualdade (3.6), Lema 3.1, obte´m-se
d
dt
‖ v[ q ](·, t) ‖2
L2(Rn)
+ 4
(
1− 1
q
)
µ(t) ‖∇v[ q ](·, t) ‖2
L2(Rn)
(3.8)
≤ 2 q
(
1− 1
q
)
B(t) ‖ v[ q ](·, t) ‖
2
n+2
q−(n−2)κ
q
L1(Rn)
‖∇v[ q ](·, t) ‖
2
n+2
(n+1) q+2nκ
q
L2(Rn)
,
para q ≥ 2p0 satisfazendo q > 2nκ. (Esta u´ltima condic¸a˜o foi feita de modo a (3.8)
poder ser u´til: ela torna o expoente do termo ‖∇v[ q ](·, t) ‖
L2(Rn)
no lado direito da
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expressa˜o (3.8) menor que 2 [ que e´ o expoente do mesmo termo no lado esquerdo ].
Posto de outra forma (equivalente): vamos deste ponto em diante supor sempre que
se tenha q verificando q ≥ 2p, com p ≥ p0 dado (fixo) satisfazendo 6
p ≥ p0, p > nκ. (3.9)
Esta condic¸a˜o sobre q permite que se prossiga a ana´lise ale´m da estimativa (3.8),
como mostram os seguintes resultados.
Lema 3.2. Seja q ≥ 2p, com p dado em (3.9). Sendo v[ q ](·, t) ∈ L1(Rn) ∩ L∞(Rn)
definida em (3.3), tem-se
d
dt
‖ v[ q ](·, t) ‖2
L2(Rn)
+
4
n+ 2
(
1− 1
q
)(
1− 2nκ
q
)
µ(t) ‖∇v[ q ](·, t) ‖2
L2(Rn)
(3.10)
≤ 4
n+ 2
(
1− 1
q
)(
1− 2nκ
q
)( q
2
)(n+2) qq−2nκ
· µ(t)
( B(t)
µ(t)
)(n+2)qq−2nκ
· ‖ v[ q ](·, t) ‖
2 ·
[
q−(n−2)κ
q−2nκ
]
L1(Rn)
,
para todo t ∈ ( 0, T∗) \Eq, sendo Eq ⊂ ( 0,∞), |Eq |1 = 0, dado na Proposic¸a˜o 2.3.
Prova: Considerando o termo no lado direito de (3.8), tem-se
2 q
(
1− 1
q
)
B(t) ‖ v[ q ](·, t) ‖
2
n+2
q− (n−2)κ
q
L1(Rn)
‖∇v[ q ](·, t) ‖
2
n+2
(n+1) q+2nκ
q
L2(Rn)
= 4
(
1− 1
q
) [ q
2
B(t) µ(t)
−
(n+1)q+2nκ
(n+2)q ‖ v[ q ](·, t) ‖
2
n+2
q− (n−2)κ
q
L1(Rn)
]
×
×
[
µ(t)
(n+1)q+2nκ
(n+2)q ‖∇v[ q ](·, t) ‖
2
n+2
(n+1) q+2nκ
q
L2(Rn)
]
≤ 4
n+ 2
(
1− 1
q
)(
1− 2nκ
q
)( q
2
)(n+2) qq−2nκ
· µ(t)
( B(t)
µ(t)
)(n+2)qq−2nκ
· ‖ v[ q ](·, t) ‖
2 ·
[
q−(n−2)κ
q−2nκ
]
L1(Rn)
+ 4
(
1− 1
q
) (n+ 1)q + 2nκ
(n+ 2)q
µ(t) ‖∇v[ q ](·, t) ‖2
L2(Rn)
aplicando-se (no u´ltimo passo) a desigualdade elementar de Young (ver e.g. [16], p. 622).
Estimando-se em (3.8) seu termo direito como realizado nesta prova, obte´m-se (3.10). 
6A condic¸a˜o p > nκ imposta em (3.9) acima na˜o e´ resultado de limitac¸a˜o do me´todo de ana´lise
apresentado, mas uma condic¸a˜o natural, prevista por argumentos de escala aplicados a (2.1).
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Lema 3.3. Seja q ≥ 2p, com p dado em (3.9), e seja v[ q ](·, t) ∈ L1(Rn) ∩ L∞(Rn)
dada em (3.3). Se tˆ ∈ ( 0, T∗) \Eq for tal que
d
dt
‖ v[ q ](·, t) ‖2
L2(Rn)
∣∣
t = tˆ
≥ 0, (3.11a)
enta˜o
‖ v[ q ](·, tˆ) ‖
L2(Rn)
≤ K(n)
( q
2
)n2 qq−2nκ
·
( B(tˆ)
µ(tˆ)
)n2 qq−2nκ
· ‖ v[ q ](·, tˆ) ‖
q−nκ
q−2nκ
L1(Rn)
, (3.11b)
onde K(n) > 0 e´ a constante de Nash dada em (3.2).
Prova: De (3.10), Lema 3.2, obte´m-se, usando a hipo´tese (3.11a) acima, a estimativa
‖∇v[ q ](·, tˆ) ‖
L2(Rn)
≤
( q
2
)n+2
2
q
q−2nκ
( B(tˆ)
µ(tˆ)
)n+22 qq−2nκ
‖ v[ q ](·, tˆ) ‖
q−(n−2)κ
q−2nκ
L1(Rn)
, (3.12)
de onde segue o resultado (3.11b) aplicando-se a desigualdade (3.2) para v = v[ q ](·, tˆ). 
Em termos da soluc¸a˜o u(·, t) do problema (2.1), o Lema 3.3 e´ escrito como segue.
Lema 3.3′. Seja q ≥ 2p, com p dado em (3.9). Se tˆ ∈ ( 0, T∗) \Eq for tal que
d
dt
‖ u(·, t) ‖q
Lq(Rn)
∣∣
t = tˆ
≥ 0, (3.13a)
enta˜o
‖ u(·, tˆ) ‖
Lq(Rn)
≤ K(n)
2
q
( q
2
) nq−2nκ
·
( B(tˆ)
µ(tˆ)
) nq−2nκ
· ‖ u(·, tˆ) ‖
q−nκ
q−2nκ
Lq/2(Rn)
, (3.13b)
onde K(n) > 0 e´ a constante de Nash dada em (3.2).
Os lemas acima indicam intuitivamente um caminho ba´sico para a obtenc¸a˜o de
resultados como (3.1) usando argumentos tipo Lp-Lq: para cada q ≥ 2 p
0
, q > 2nκ,
examina-se o comportamento (local) em t de ‖ u(·, t) ‖Lq(Rn). Caso esteja crescendo,
enta˜o ‖ u(·, t) ‖Lq(Rn) pode ser estimada (localmente) em termos de ‖ u(·, t) ‖Lq/2(Rn),
por meio da desigualdade de energia (3.10), de acordo com o Lema 3.3′; se estiver
decrescendo, enta˜o (3.10) torna-se neste caso inu´til, mas possivelmente esta situac¸a˜o
possa ser compensada pelo fato de se saber que ‖ u(·, t) ‖Lq/2(Rn) na˜o esteja crescendo
(momentaneamente, pelo menos). Em qualquer dos casos, sempre se possui alguma
informac¸a˜o aparentemente importante sobre ‖ u(·, t) ‖Lq(Rn), embora varie (de modo
complicado, provavelmente) com q e t. Assim, na˜o e´ evidente uma estrate´gia simples
que indique como utilizar a informac¸a˜o dispon´ıvel de modo eficaz. O pro´ximo lema
mostra precisamente como isso pode ser feito.
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Lema 3.4. Seja q ≥ 2 p, com p dado em (3.9). Sendo u(·, t), 0 ≤ t < T∗, soluc¸a˜o
do problema (2.1), tem-se
Uq(0; t) ≤ max
{
‖ u0‖Lq(Rn); K(n)
2
q
(
q
2
) n
q−2nκ
Bµ(0; t)
n
q−2nκ
Uq
2
(0; t)
q−nκ
q−2nκ
}
(3.14)
para todo 0 ≤ t < T∗, onde Bµ(0; t), Uq(0; t), U q
2
(0; t) sa˜o definidas em (1.7) e (1.8),
e K(n) e´ dada na desigualdade (3.2).
Prova: Dado 0 ≤ t < T∗, fixo no que segue, seja (por convenieˆncia) γq ∈ R+ definido por
γq = K(n)
2
q
( q
2
) n
q−2nκ
Bµ(0; t)
n
q−2nκ
Uq
2
(0; t)
q−nκ
q−2nκ
e consideremos os casos poss´ıveis para os valores de ‖u(·, τ) ‖
Lq (Rn)
no intervalo 0 ≤ τ ≤ t:
Caso I: ‖u(·, τ) ‖
Lq (Rn)
> γq para todo 0 ≤ τ < t.
Neste caso, segue do Lema 3.3′ que temos de ter d/dτ ‖u(·, τ) ‖q
Lq (Rn)
< 0 para quase todo
τ ∈ I ≡ [ 0, t ], de modo que ‖u(·, τ) ‖
Lq (Rn)
e´ (estritamente) decrescente neste intervalo.
Em particular, segue que ‖u(·, τ) ‖
Lq (Rn)
≤ ‖u0 ‖Lq(Rn) para todo τ em I, ou seja, tem-se
neste caso
Uq(0; t) = ‖u0 ‖Lq(Rn).
Caso II: ‖u0 ‖Lq(Rn) > γq, tendo-se ‖u(·, t∗) ‖Lq(Rn) ≤ γq para algum 0 < t∗ < t.
Neste caso, existe 0 < t1≤ t∗ tal que ‖u(·, τ) ‖Lq (Rn) > γq em [ 0, t1), ‖u(·, t1) ‖Lq(Rn) = γq.
Pelo Lema 3.3′, segue repetindo o argumento acima que ‖u(·, τ) ‖
Lq (Rn)
tem de ser decres-
cente em [ 0, t1 ]. Por outro lado, no intervalo J ≡ [ t1, t ] temos de ter ‖u(·, τ) ‖Lq (Rn)≤ γq
para todo τ ∈ J . [ De fato, se assim na˜o fosse, teriam de existir t2 < t3 ∈ [ t1, t ] tais que
‖u(·, τ) ‖
Lq (Rn)
> γq para todo t2< τ ≤ t3, tendo-se ‖u(·, t2) ‖Lq(Rn)= γq. Assim, teria de
existir t∗∗∈ ( t2, t3) \ Eq com d/dτ ‖u(·, τ) ‖qLq (Rn) positiva em τ = t∗∗, de modo que, pelo
Lema 3.3′, valeria ‖u(·, t∗∗) ‖Lq(Rn)≤ γq, contradizendo o fato de ter-se ‖u(·, τ) ‖Lq (Rn)> γq
em todo o intervalo (t2, t3). ] Portanto, tem-se tambe´m aqui ‖u(·, τ) ‖Lq (Rn) ≤ ‖u0 ‖Lq(Rn)
para todo τ ∈ [ 0, t ], ou seja, obte´m-se novamente Uq(0; t) = ‖u0 ‖Lq(Rn).
Caso III: ‖u0 ‖Lq(Rn) ≤ γq.
Neste caso, repetindo-se o argumento aplicado no Caso II acima para o intervalo J, resulta
que se tem ‖u(·, τ) ‖
Lq (Rn)
≤ γq em todo o intervalo [0, t ], de modo que, neste caso, tem-se
Uq(0; t) ≤ K(n)
2
q
( q
2
) n
q−2nκ
Bµ(0; t)
n
q−2nκ
Uq
2
(0; t)
q−nκ
q−2nκ
.
Em todos os casos, tem-se sempre (3.14) acima, o que conclui a prova do Lema 3.4. 
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Para os resultados seguintes, sera´ conveniente introduzir, para cada 1 ≤ j ≤ m,
p ≥ p0, p > nκ, a constante C(j,m) ≡ C(j,m;n, p, κ) > 0 definida por
C(j,m) :=
m∏
ℓ= j
λ(2ℓp)
p − 2
−m
nκ
p − 2−ℓnκ
(3.15a)
sendo
λ(q) ≡ λ(n, κ, q) := K(n)
2
q
( q
2
) nq−2nκ
(3.15b)
para todo q ≥ 2p, onde K(n) > 0 denota a constante de Nash na desigualdade (3.2).
Lema 3.5. Seja p ≥ p0, p > nκ. Sendo u(·, t), 0 ≤ t < T∗, soluc¸a˜o de (2.1), tem-se
U2p(0; t) ≤ max
{
‖ u0‖L2p(Rn); λ(2p) Bµ(0; t)
n
2p−2nκ
Up(0; t)
2p−nκ
2p−2nκ
}
(3.16a)
e, mais geralmente, para todo m ≥ 2:
U2mp(0; t) ≤ max
{
‖ u0‖
L2
mp(Rn)
; C(j,m) Bµ(0; t)
p− nκ/2m
p
[
2n
2jp− 2nκ
− n
2mp−nκ
]
×
× ‖ u0‖
p− nκ/2m
p − 2nκ/2j
L2
jp/2(Rn)
, 2 ≤ j ≤ m ; (3.16b)
C(1, m) Bµ(0; t)
n (1 − 2−m)
p− nκ
Up(0; t)
p− nκ/2m
p − nκ
}
,
onde C(j,m), 1 ≤ j ≤ m, sa˜o as constantes dadas em (3.15), com Bµ(0; t), Uq(0; t)
definidas em (1.7), (1.8).
Prova: A expressa˜o (3.16a) corresponde a (3.14) do Lema 3.4 acima, tomando-se simples-
mente q = 2p; a prova de (3.16b) e´ realizada por induc¸a˜o em m, como indicado a seguir.
Para m = 2, (3.16b) e´ obtida combinando-se (3.16a) e [ (3.14), com q = 4p ]. Dado m ≥ 3
arbitra´rio, supondo-se que (3.16b) seja va´lida para inteiros menores que m, obte´m-se, pelo
Lema 3.4, tomando-se q = 2mp em (3.14),
U2mp(0; t) ≤ max
{
‖u0 ‖
L2
mp(Rn)
; λ(2mp) Bµ(0; t)
n
2mp−2nκ
U
2m−1p
(0; t)
p − nκ/2m
p − 2nκ/2m
}
,
de onde a expressa˜o (3.16b) segue aplicando-se a hipo´tese de induc¸a˜o para U
2m−1p
(0; t). 
Antes de prosseguir, sera´ u´til estimar as constantes C(j,m) definidas em (3.15).
Observando as somas elementares abaixo,
m∑
ℓ=1
2ℓp
(2ℓp − 2nκ) (2ℓp − nκ) =
1
p − nκ −
1
2mp − nκ , (3.17a)
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m∑
ℓ=1
ℓ · 2ℓp
(2ℓp − 2nκ) (2ℓp − nκ) =
1
p − nκ −
m + 1
2mp − nκ +
m∑
ℓ=1
1
2jp − nκ , (3.17b)
resulta a seguinte estimativa ba´sica para os coeficientes C(j,m) em (3.15), (3.16).
Lema 3.6. Sejam p > nκ, m ≥ 2. Enta˜o, para C(j,m) dado em (3.15), tem-se
C(j,m) ≤ (2p)
n
p−nκ ≡ K(n, κ, p), ∀ 1 ≤ j ≤ m. (3.18)
Prova: Como K(n) < 1 para todo n (cf. [9], p. 213) obte´m-se, de (3.15):
C(j,m) ≤ p
(2mp−nκ)
2
mp
m∑
ℓ= j
2ℓ pn
(2ℓp− 2nκ) (2ℓp− nκ) × 2
(2mp−nκ)
2
mp
m∑
ℓ= j
ℓ · 2ℓp n
(2ℓp− 2nκ) (2ℓp− nκ)
,
de onde segue a estimativa (3.18), visto que
2mp− nκ
2mp
m∑
ℓ= j
2ℓp
(2ℓp − 2nκ) (2ℓp − nκ) ≤
m∑
ℓ=1
2ℓp
(2ℓp − 2nκ) (2ℓp − nκ) ≤
1
p− nκ
e
2mp− nκ
2mp
m∑
ℓ= j
ℓ · 2ℓp
(2ℓp − 2nκ) (2ℓp − nκ) ≤
m∑
ℓ=1
ℓ · 2ℓp
(2ℓp − 2nκ) (2ℓp − nκ) ≤
1
p− nκ
(devido a (3.17) acima). [ Note-se que estimativas mais finas para C(j,m) tambe´m podem
ser obtidas, de modo ana´logo, mas este ponto na˜o e´ essencial no argumento a seguir. ] 
Usando-se as expresso˜es (3.15), (3.16b) e (3.18) acima, obte´m-se uma estimativa
mais simples para U2mp(0; t), descrita em (3.19) abaixo. Esta estimativa representa
o passo final para estabelecermos o Teorema 3.1.
Lema 3.7. Seja p ≥ p
0
, com p > nκ. Sendo u(·, t), 0 ≤ t < T∗, soluc¸a˜o do problema
dado em (2.1) acima, tem-se
U2mp(0; t) ≤ K(n, κ, p) · max
{
‖ u0‖
L2
mp(Rn)
; Bµ(0; t)
n (1− 2−m)
p− nκ
Up(0; t)
p− nκ/2m
p − nκ
}
(3.19)
para todo 0 ≤ t < T∗, e todo m ≥ 1, onde Bµ(0; t), Uq(0; t) sa˜o dadas em (1.7), (1.8),
e onde K(n, κ, p) e´ definida em (3.18).
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Prova: Se m = 1, o resultado segue imediatamente de (3.15b), (3.16a), ja´ que λ(2p) ≤
K(n, κ, p). Consideremos, assim, m ≥ 2. Dado 2 ≤ j ≤ m, obte´m-se, enta˜o, estimando-se
‖u0 ‖L2jp/2(Rn) por interpolac¸a˜o com respeito a`s duas normas ‖u0 ‖Lp(Rn) e ‖u0 ‖L2mp(Rn)
(e usando (3.18) acima):
C(j,m) Bµ(0; t)
p − nκ/2m
p
[
2n
2jp− 2nκ
− n
2mp−nκ
]
‖u0 ‖
p − nκ/2m
p− 2nκ/2j
L2
jp/2(Rn)
≤ K(n, κ, p)
[
‖u0 ‖
p− nκ/2m
p − 2nκ/2j
1−2−j+1
1− 2−m
L2
mp(Rn)
]
×
×
[
Bµ(0; t)
p − nκ/2m
p
[
2n
2jp− 2nκ
− n
2mp−nκ
]
‖u0 ‖
p − nκ/2m
p − 2nκ/2j
2−j+1− 2−m
1− 2−m
Lp(Rn)
]
≤ θ · K(n, κ, p) ‖u0 ‖
L2
mp(Rn)
+ (1− θ) · K(n, κ, p) Bµ(0; t)
n (1 − 2−m)
p− nκ ‖u0 ‖
p − nκ/2m
p − nκ
Lp(Rn)
pela desigualdade de Young ([16], p. 622), onde θ ∈ (0, 1) e´ dado por
θ =
1− 2−j+1
1− 2−m
p − nκ/2m
p − 2nκ/2j .
Assim, de (3.16b) e (3.18), segue que, denotando K ≡ K(n, κ, p):
U2mp(0; t) ≤ max
{
‖u0 ‖
L2
mp(Rn)
;
θ · K ‖u0 ‖
L2
mp(Rn)
+ (1 − θ) · K Bµ(0; t)
n (1 − 2−m)
p− nκ ‖u0 ‖
p − nκ/2m
p − nκ
Lp(Rn)
;
K Bµ(0; t)
n (1 − 2−m)
p− nκ
Up(0; t)
p − nκ/2m
p − nκ
}
≤ K · max
{
‖u0 ‖
L2
mp(Rn)
; Bµ(0; t)
n (1− 2−m)
p− nκ
Up(0; t)
p− nκ/2m
p − nκ
}
para todo 0 ≤ t < T∗, como afirmado. Isso conclui a prova do Lema 3.7. 
Do Lema 3.7, pode-se finalmente obter a estimativa (3.1), sendo apenas necessa´rio
que se tome m→∞ em (3.19), pelo fato de se ter
lim
q→∞
Uq(0; t) = U∞(0; t). (3.20)
Isso conclui a prova do Teorema 3.1, que ocupou toda a discussa˜o da presente sec¸a˜o.
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4. Condic¸o˜es de existeˆncia global
Nesta sec¸a˜o, vamos aplicar a ana´lise acima de modo a obter condic¸o˜es garantindo
existeˆncia global (i.e., T∗ =∞) das soluc¸o˜es u(·, t) do problema (1.1) - (1.3), ou seja,
ut + div
(
b(x, t, u) |u |κu) + div f(t, u) = div (A(x, t, u)∇u), (4.1a)
u(·, 0) = u0 ∈ L1(Rn) ∩ L∞(Rn), (4.1b)
sendo A (tensor difusivo) e b, f (campos vetoriais) suaves satisfazendo (1.2) e (1.3).
Um exemplo de condic¸o˜es de existeˆncia global e´ dado no Teorema 4.1 a seguir, onde
(ver (1.7), Sec¸a˜o 1)
Bµ(0;∞) = sup
t≥ 0
B(t)
µ(t)
≤ ∞. (4.2)
Teorema 4.1. Na notac¸a˜o acima, tem-se, a respeito das soluc¸o˜es do problema :
(i) se 0 ≤ κ < 1/n, enta˜o u(·, t) esta´ definida para todo t > 0 (para todo dado u0);
(ii) se κ = 1/n, as soluc¸o˜es sa˜o globais sempre que ‖ u0‖L1(Rn) ≤ Bµ(0;∞)
−n
;
(iii) se κ > 1/n, as soluc¸o˜es sa˜o globais sempre que o dado inicial satisfizer
‖ u0‖L1(Rn)‖ u0‖
nκ− 1
L∞(Rn)
≤ {nκ Bµ(0;∞)}−n (4.3)
Prova: O caso (i), ja´ considerado no Teorema A da Sec¸a˜o 1, e´ consequeˆncia imediata
da propriedade (2.4) e do Teorema 3.1 (tomando-se p = 1 em (3.1)). Nos casos (ii) e (iii),
podemos proceder do seguinte modo. Da desigualdade (3.8) [ reescrita em termos de u(·, t),
usando (3.4), (3.5) ], obte´m-se, considerando q = 2nκ ≥ 2,
d
dt
‖u(·, t) ‖2nκ
L2nκ(Rn)
+ 2nκ (2nκ − 1) µ(t)
∫
Rn
|u(x, t) |2nκ−2 |∇u |2 dx (4.4)
≤ nκ B(t)
µ(t)
‖u(·, t) ‖κ
Lnκ(Rn)
{
2nκ (2nκ− 1) µ(t)
∫
Rn
|u(x, t) |2nκ−2 |∇u |2 dx
}
≤ nκ Bµ(0;∞) ‖u(·, t) ‖κ
Lnκ(Rn)
{
2nκ (2nκ − 1) µ(t)
∫
Rn
|u(x, t) |2nκ−2 |∇u |2 dx
}
para todo t ∈ (0, T∗) \ E2nκ, de modo que temos ‖u(·, t) ‖L2nκ(Rn) decrescente em [ 0, T ]
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sempre que tivermos
nκ Bµ(0;∞) ‖u(·, t) ‖κ
Lnκ(Rn)
≤ 1, ∀ t ∈ [ 0, T ]. (4.5)
No caso (ii), esta condic¸a˜o e´ simplesmente Bµ(0;∞)n‖u(·, t) ‖L1(Rn) ≤ 1, que e´ automati-
camente satisfeita em qualquer intervalo [ 0, T ] se for satisfeita em t = 0, devido a (2.4).
Isso mostra que ‖u(·, t) ‖L2(Rn) e´ monotonicamente decrescente em [ 0, T∗) caso se tenha
Bµ(0;∞)n‖u0 ‖L1(Rn) ≤ 1. Pelo Teorema 3.1, ‖u(·, t) ‖L∞(Rn) e´ controlada (como nκ = 1)
por ‖u(·, t) ‖L2(Rn), e, assim sendo, ‖u(·, t) ‖L∞(Rn) tem de permanecer limitada em qual-
quer intervalo limitado. Logo, na˜o se pode ter T∗ <∞ neste caso, como afirmado em (ii).
Finalmente, consideremos o caso (iii). Observando que (por interpolac¸a˜o) tem-se
nκ Bµ(0;∞) ‖u(·, t) ‖κ
Lnκ(Rn)
≤ nκ Bµ(0;∞) ‖u(·, t) ‖
1
2n−1/κ
L1(Rn)
‖u(·, t) ‖
2nκ−2
2n−1/κ
L2nκ(Rn)
(4.6)
e tambe´m (novamente, por interpolac¸a˜o)
nκ Bµ(0;∞) ‖u(·, t) ‖
1
2n−1/κ
L1(Rn)
‖u(·, t) ‖
2nκ−2
2n−1/κ
L2nκ(Rn)
< nκ Bµ(0;∞) ‖u(·, t) ‖
1
n
L1(Rn)
‖u(·, t) ‖κ−
1
n
L∞
(4.7)
para todo t ∈ [ 0, T∗), obtemos, por (4.3) e (4.7),
nκ Bµ(0;∞) ‖u(·, t) ‖
1
2n−1/κ
L1(Rn)
‖u(·, t) ‖
2nκ−2
2n−1/κ
L2nκ(Rn)
< 1 (4.8)
para todo t ∈ [ 0, T∗) suficientemente pro´ximo de zero. Afirmamos que (4.8) acima tem de
ser verdadeira para todo t ∈ [ 0, T∗). [ De fato, se na˜o fosse, existiria T1 ∈ (0, T∗) tal que
se teria
nκ Bµ(0;∞) ‖u(·, t) ‖
1
2n−1/κ
L1(Rn)
‖u(·, t) ‖
2nκ−2
2n−1/κ
L2nκ(Rn)
< 1, ∀ 0 ≤ t < T1, (4.9)
enquanto nκ Bµ(0;∞) ‖u(·, T1) ‖
1
2n−1/κ
L1(Rn) ‖u(·, T1) ‖
2nκ−2
2n−1/κ
L2nκ(Rn) = 1. Por (4.6), ter´ıamos enta˜o
(4.5) satisfeita para T = T1 , de modo que, por (4.4), ‖u(·, t) ‖L2nκ(Rn) seria decrescente
no intervalo [ 0, T1 ]. Assim, ter´ıamos
1 = nκ Bµ(0;∞) ‖u(·, T1) ‖
1
2n−1/κ
L1(Rn) ‖u(·, T1) ‖
2nκ−2
2n−1/κ
L2nκ(Rn)
≤ nκ Bµ(0;∞) ‖u0 ‖
1
2n−1/κ
L1(Rn) ‖u0 ‖
2nκ−2
2n−1/κ
L2nκ(Rn) [ por (2.4) ]
≤ nκ Bµ(0;∞) ‖u0 ‖
1
n
L1(Rn)‖u0 ‖
κ− 1n
L∞(Rn) < 1. [ por (4.7), (4.3) ]
Esta contradic¸a˜o mostra que (4.8) tem ser va´lida para todo 0 ≤ t < T∗, como afirmado. ]
Sendo (4.8) verdadeira para todo 0 ≤ t < T∗, resulta enta˜o, por (4.6), que
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nκ Bµ(0;∞) ‖u(·, t) ‖κ
Lnκ(Rn)
< 1, ∀ t ∈ [ 0, T∗). (4.10)
Isso mostra, por (4.4), que ‖u(·, t) ‖
L2nκ(Rn)
e´ decrescente no intervalo de existeˆncia [ 0, T∗).
Portanto, pelo Teorema 3.1 [ aplicado a p = 2nκ ], temos de ter ‖u(·, t) ‖
L∞(Rn)
limitada
em todo o intervalo [ 0, T∗), de modo que, como no caso (ii), T∗ na˜o pode ser finito. 
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