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iAbstract
In this thesis we study numerical methods for the approximate solution of
problems arising in electromagnetism. Its main motivations come from appli-
cations to the modelling of high-energy particle accelerators. In this frame-
work, we first compare the efficiency of several numerical methods for the
computation of particle trajectories in the design of a magnetic quadrupole
for the High Luminosity - Large Hadron Collider (HL-LHC) project and we
analyse the use of a specific vector potential gauge to reduce the computa-
tional cost. The results from this first comparison motivate the subsequent
investigation of the accuracy of the numerical approximation of the field. We
therefore develop a new type of discretization for the reconstruction of the
magnetic scalar potential in cylindrical domains and we apply it to the field
reconstruction from a realistic measurement process in a Bayesian frame-
work. We compare this method with the reconstruction obtained by a more
classical method based on the separation of variables [Jac07, Section 3.7, 3.8],
highlighting the benefits of the new type of discretization and its applicabil-
ity to the reconstruction process. Motivated by the need of efficient methods
for the description of electromagnetic fields, we extend the study to other
types of problems for axisymmetric domains, which have a high practical
relevance in particle accelerator applications. In this context, we propose the
use of a method based on the Fourier basis and IsoGeometric Analysis (IGA)
to exploit, on one hand, the computational efficiency that can be achieved
thanks to the symmetry of the domain and, on the other, the exact represen-
tation of the geometry and the good approximation properties achievable in
a IGA framework. Moreover, the proposed method forms a de Rham com-
plex, which is a crucial property that allows to obtain a stable method which
produces physically correct approximations. We finally apply the method to
the computation of resonant modes of an accelerating TESLA cavity.
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Symbol Description
(x, y, z) Cartesian coordinates
(ρ, θ, z) Cylindrical coordinates
∂f
∂x
Partial derivative of f with respect to x,
often abbreviated with ∂xf
Table 1: General notation
Symbol Description
E Electric field intensity
H Magnetic field intensity
D Electric displacement
B Magnetic induction (or flux density)
φ Electric scalar potential
ψ Magnetic scalar potential
A Magnetic vector potential
 Permittivity
µ Permeability
% Charge density
C Particle charge
j Current density
σ Conductivity
Table 2: Notation in electromagnetism
Symbol Description
q Generalized coordinates
p Canonical momenta
w Dynamical variables
(
qT , pT
)T
Table 3: Notation in Hamiltonian dynamics
Chapter 1
Introduction
In this thesis we study several numerical methods for the approximate so-
lution of problems arising in electromagnetism. The motivations for this
study mainly came from the context of particle accelerators, but the pro-
posed strategies have a much broader range of applications, as we will try to
emphasize when presenting the proposed numerical techniques.
Particle accelerators are structures used to bring charged particles, which
travel in bunches, to a specific speed, or energy, so that they can be used
for different purposes in various research areas like health, material sciences
and, especially, researches related to the fundamental models of subatomic
physics. Depending on the specific application, there are different charac-
teristics of the accelerator that determine its overall quality as, for example,
the energy spread in each bunch of particles or the luminosity, which is a
quantity related to the achieved collision rate. Among the various types of
machines, we will consider high-energy circular accelerators for particle col-
lisions and, in particular, an application related to the High Luminosity -
Large Hadron Collider (HL-LHC) project, which is a foreseen update of the
well-known Large Hadron Collider (LHC), hosted by CERN. The study of the
beam dynamics requires the computation of several particle trajectories for a
large number of revolutions [Wol14]. It is therefore crucial to obtain efficient
numerical methods to describe the effect of each element in the accelerator
over the charged particles.
Among the different elements, we will first consider the magnetic quadru-
poles (see Figure 1.1), which are used to focus particle beams and whose
action on charged particles can be approximately described using a linear
map that relates the positions and momenta at the inlet with the ones at the
outlet [Car88]. However, in the case of the design of large aperture quadru-
poles foreseen for the HL-LHC project [Ros11], more accurate methods are
required. In this context, a wide class of methods relies on the so called trans-
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Figure 1.1: Representation of a section of a particles accelerator containing
two magnetic quadrupoles used to focus the particle beams. (Source https:
//home.cern/resources/video/accelerators/quadrupole-animation)
fer maps, which are functions that represent a nonlinear relation between po-
sition and momenta of the particles at the inlet and the outlet, respectively.
These methods typically introduce strong approximations on the field shape,
such as the so called Hard Edge (HE) model, that allow then to obtain an
analytic expression for the transfer map. An example of such a method, that
does not consider the dependence of the field on the axial coordinate along
the magnet, is the so called thin model, used in SixTrack [CER], the code
developed at CERN to simulate the whole accelerator. Another example
is the method proposed in [FM88], where a nonlinear contribution is added
taking into account the effect of the fringe field through a limiting procedure.
Other methods are based on numerical integration of the Hamilton equations
which describe the motion of the particles through the field. These methods
are often computationally expensive and they are strongly affected by the
discretization of the field. In particular, a standard way of representing the
field is achieved by locally interpolating a set of sampled values on a 3D grid
(see e.g. [Me´o12; UP14]). A more efficient representation can be instead ob-
tained directly from the solution of Maxwell equations. An example of these
representations, which will be applied in this thesis, relies on the use of the so
called generalized gradients [Dra97]. Once a field description is obtained, a
wide range of techniques for the integration of Hamilton equations can be ap-
plied. In this thesis, we will compare the efficiency of explicit high order Lie
3methods [WFR03], implicit high order symplectic integrators [HLW06] and
more conventional, non-symplectic explicit Runge-Kutta methods. Using the
field description based on the generalized gradients, we will also consider a
specific gauge transformation that allows to reduce the computational cost
of each vector potential evaluation by approximately 50% [Sim+19a]. We
finally compare the description of the nonlinear effects provided by our code
with that computed with the thin model used in the SixTrack code [CER].
Another important aspect is of course the direct numerical solution of
Maxwell equations, which can provide the field description for design pur-
poses or, as already mentioned, for the computation of particle trajectories.
In this framework, the standard technique is the Finite Element Method
(FEM) [Mon+03], but other alternatives, such as the Boundary Element
Method (BEM) [SS11] or IsoGeometric Analysis (IGA) [CHB09; Buf+11],
are available and offer important advantages in specific situations. Among
the different types of geometries on which we could solve Maxwell equations,
we will consider axisymmetric domains which often arise in electromagnetic
problems and, in particular, in particle accelerators. The solution of Maxwell
equations in axisymmetric domains has been studied by different authors,
both in the case of axisymmetric fields (see e.g. [ACJL02; CGP08; Erv13;
GO12]) and for the general case (see e.g. [Ber+99; HL05; Lac00; MR82;
Nke05; Per+17]). In this thesis, we present a method combining a spectral
Fourier approach and IGA, following the strategy presented in [Oh15] for
the lowest order finite element approximations. The resulting approach has
good approximation properties and its discrete approximation spaces form a
de Rham complex. This allows for an accurate and efficient representation
of the electromagnetic field and for the solution of a wide range of problems
in electromagnetism. In particular, we will apply this method to the compu-
tation of resonant modes in an accelerating TESLA cavity [Aun+00], which
is another special element of particles accelerators (see Figure 1.2).
Finally, we describe the application of the proposed method to the recon-
struction of the magnetic field from measurements [IG19]. More specifically,
we consider the reconstruction of a quadrupolar field from the voltages in-
duced on a spinning coil, which shows that the proposed method can also
be applied to the reconstruction of the magnetic field from the available
measurements.
The structure of the thesis is the following. In Chapter 2, we introduce
the Maxwell equations and the functional spaces needed to formulate the
problems in electromagnetism in a variational framework. In this context,
we discuss the so called de Rham complex and the simplifications that can
be introduced when axisymmetric domains are considered. In Chapter 3,
we focus on the description of Hamiltonian systems, which will be used to
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Figure 1.2: Representation of a cell of an accelerating TESLA cavity. Its
oscillating electromagnetic field accelerates the particles. (Source https://
home.cern/resources/video/accelerators/radio-frequency-cavity-animation)
describe the motion of charged particles in electromagnetic fields. We first
introduce the concepts in the general framework of Hamiltonian mechanics
and we conclude the chapter presenting the specific Hamiltonian which de-
scribes the motion of a relativistic charged particle in an electromagnetic
field and some common approximations that can be done when the parti-
cle travels at high speed in a preferred direction. In Chapter 4, we present
the numerical methods used to compute the solutions of the problems in-
troduced in the first two chapters. In particular, we introduce the Galerkin
approximation for the variational formulations presented in Chapter 2. We
first recall the main results in the standard case of Cartesian coordinates
and we then present the strategy used to deal with the particular case of
cylindrical coordinates and axisymmetric domains with the use of Fourier
basis and IGA, which is one of the contributions of this thesis [Sim+19b].
The solution of the Laplace problem on a cylinder is a particular case with
a significant relevance in particles accelerators. We will therefore reserve a
section to present the method of generalized gradients [Dra97] and another
discretization, proposed in this thesis, based on the combination of a spec-
tral and a Basis spline (B-spline) basis. We reserve the final part of the
chapter to present the numerical methods employed to solve the Hamilton
equations. In Chapter 5, we present two applications from the context of
particle accelerators. First, magnetic quadrupoles are presented, consider-
5ing different aspects. One of the main contributions of this thesis is the
efficiency comparison of different methods for the computation of particle
trajectories and the application of a specific gauge to significantly reduce
the computational cost [Sim+19a]. We then discuss some aspects related to
the field description that have a significant impact on the overall accuracy
of the particle tracking and that motivate the study of different methods to
describe the field. We conclude the discussion on the quadrupole presenting
the results achieved in the M.Sc. thesis of Ion Gabriel Ion entitled “Bayesian
methods for magnetic field reconstruction from measurements” [IG19], which
was supervised by the author of this thesis during the period spent at the
Technische Universita¨t Darmstadt. In particular, we present an example of
field reconstruction from measurements, which can improve the accuracy of
field description and can provide important feedback on the impact of the
field uncertainties on the beam dynamics. The second application considered
is an accelerating TESLA cavity and, in particular, the computation of its
resonant modes (eigenvalues and eigenfunctions). The axisymmetric nature
of this element and its non-trivial geometry makes it a perfect example of
application on which we test the new method proposed in this thesis. Finally,
Chapter 6 is devoted to the conclusions and to the description of possible
future developments of this work.
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Chapter 2
The Maxwell equations
This chapter is devoted to the introduction of the Maxwell equations, which
describe the behaviour of electromagnetic fields. The interested reader can
refer, for example, to [Hip02; Jac07; Mon+03] for a more detailed exposition.
We will introduce all the concepts and quantities using SI units. In Table 2.1
are reported all the quantities we will deal with, both in derived and base
units of measurement. We start introducing the concept of Lipschitz domain,
which is a domain with a Lipschitz boundary, according to the following
definition [Mon+03, Definition 3.1].
Definition 2.1. The boundary ∂Ω of a domain Ω ⊂ Rn is Lipschitz if for
every x ∈ ∂Ω there is an open set U ⊂ Rn containing x and an orthogonal
coordinate system with coordinates ζ = (ζ1, . . . , ζn)
T having the following
properties. There is a vector a ∈ Rn with
U = {ζ : −aj < ζj < aj, j = 1, . . . , n}
and a Lipschitz continuous function φ defined on
U ′ =
{
ζ ′ ∈ Rn−1 : −aj < ζj < aj, j = 1, . . . , n− 1
}
with |φ(ζ ′)| ≤ an/2 for all ζ ′ ∈ U ′ such that
∂Ω ∩ U = {ζ : ζn = φ(ζ ′), ζ ′ ∈ U ′} and
Ω ∩ U = {ζ : ζn < φ(ζ ′), ζ ′ ∈ U ′} .
(2.1)
The definition for a Lipschitz surface is analogous except for the second
condition in (2.1). Throughout all this chapter, we will consider a surface Σ
and a volume Ω ∈ R3 that satisfy the following regularity assumptions:
Assumption 2.1. We denote a Lipschitz orientable surface with Σ ⊂ R3
and a bounded Lipschitz domain with Ω ⊂ R3.
7
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Symbol Name SI unit SI base unit
E Electric field intensity V m−1 kg m A−1 s−3
H Magnetic field intensity A m−1 A m−1
D Electric displacement C m−2 A s m−2
B Magnetic flux density T kg A−1 s−2
 Permittivity F m−1 kg−1 m−3 A2 s4
µ Permeability H m−1 kg m A−2 s−2
% Charge density C m−3 m−3 A s
j Current density A m−2 A m−2
σ Conductivity S m−1 kg−1 m−3 A2 s3
Table 2.1: Electromagnetic quantities with the corresponding SI unit of mea-
surement.
2.1 Integral and differential formulations
This section is devoted to the presentation of the different quantities that we
will use in this thesis. In order to simplify the exposition, we assume that
all the quantities have the regularity required by the context, postponing a
more detailed discussion to the following sections. The material presented
here is based on [GK04; Hip02; Jac07; Mon+03], where the interested reader
can find further details. Let us consider a Lipschitz oriented surface Σ and
a bounded Lipschitz domain Ω, the Maxwell equations in integral form can
be written as∫
∂Σ
E · τ d` = − d
dt
∫
Σ
B · ν dΣ , (2.2)∫
∂Σ
H · τ d` = d
dt
∫
Σ
D · ν dΣ +
∫
Σ
j · ν dΣ , (2.3)∫
∂Ω
D · ν dΣ =
∫
Ω
% dΩ , (2.4)∫
∂Ω
B · ν dΣ = 0 , (2.5)
where ν and τ are the unit normal and unit tangent to the surface, respec-
tively, while E and H are the electric and magnetic field intensity with the
corresponding fluxes D and B which are called, respectively, electric dis-
placement and magnetic flux density or magnetic induction. The last two
fields present in Maxwell equations are the charge density % and the current
density j. If the surface Σ in (2.3) is considered as the boundary of the
volume Ω, then it is a closed surface, i.e. it has no boundary ∂Σ = ∂∂Ω = ∅.
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If we then combine (2.3) and (2.4), we obtain
0 =
d
dt
∫
Ω
% dΩ +
∫
∂Ω
j · ν dΣ ,
which is the continuity equation for the electric charge.
If Ω and Σ are stationary with respect to the inertial reference frame of the
field vectors and the fields are sufficiently smooth, Maxwell equations (2.2)−(2.5)
can be written in the differential formulation
curlE = −∂tB , (2.6)
divD = % ,
curlH = j + ∂tD , (2.7)
divB = 0 . (2.8)
Other quantities, that are often useful to describe electromagnetic phenom-
ena, are the scalar and vector potentials. The existence of such potentials,
as we will discuss later, depends on the topology of the domain Ω. For now,
we will assume that such potentials exist, which is true, for example, if the
domain Ω is contractible. From the fact that the magnetic flux density is
solenoidal (2.8), we deduce that there exists a magnetic vector potential A
such that
B = curlA . (2.9)
Substituting it in (2.6), by linearity of curl operator, we obtain
curl (−∂tA−E) = 0
So, there exists a scalar electric potential φ such that
gradφ = −∂tA−E , (2.10)
and therefore
E = −∂tA− gradφ .
In addition to Maxwell equations, at a macroscopic level the constitutive
relations must be considered, which relate the fluxes to the field intensi-
ties. These, in general, are nonlinear, non-homogeneous, anisotropic rela-
tions which might depend on various quantities such as, for example, time,
current density and temperature. However, in this work, we deal only with
simple material laws satisfying the following assumptions
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Assumption 2.2. We assume the material laws to be in the following form
B = µ(x)H , D = (x)E , j = σ(x)E + j0 ,
where µ and  are called, respectively, permeability and permittivity while σ
is the electric conductivity and j0 is an impressed current. Moreover, we
assume the following bounds for the material parameters:
0 < 0 ≤ (x) ≤ 1 <∞ , in Ω ,
0 < µ0 ≤ µ(x) ≤ µ1<∞ , in Ω ,
0 ≤ σ(x) ≤ σ1 <∞ , in Ω .
2.1.1 Time-harmonic equations
For certain types of problems, including the one that will be treated in Sec-
tion 5.2, it is useful to assume the fields to be time-harmonic [Mon+03,
Section 1.2], i.e.
Assumption 2.3. The fields are assumed to have the following sinusoidal
time dependence
f(x, t) = <
(
f̂(x) e−iωt
)
,
f(x, t) = <
(
f̂(x) e−iωt
)
.
(2.11)
where the quantities with the hat are complex-valued functions of the position
and ω > 0.
With Assumption 2.3, the derivation with respect to time amounts to
multiplying the complex function (denoted with a hat) by a factor −iω, i.e.
∂t = −iω .
Considering the Assumption 2.3, from the Maxwell equation, it is possible
to deduce relations between the complex-valued fields. To simplify the ex-
position, we will drop the hat and consider the fields in the form (2.11), at a
specific ω, as complex-valued. The differential form of the Maxwell equations
in frequency domain (with time-harmonic fields) is
curlE = iωB , (2.12)
divD = % , (2.13)
curlH = j − iωD , (2.14)
divB = 0 .
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Using the Assumption 2.2 on the material laws, we can further manipulate
the Maxwell equations: taking the curl of equation (2.12), using (2.14) and
assuming the absence of currents, we obtain
curl
(
µ−1 curlE
)
= ω2 curlE . (2.15)
A similar equation for the magnetic field can be obtained repeating the anal-
ogous steps on equation (2.7)
curl
(
−1 curlH
)
= ω2 curlH . (2.16)
Considering instead the potentials (2.9) and (2.10), from (2.13), we obtain
iω(div (A))− div (gradφ) = % (2.17)
and from (2.7), we deduce
curl
(
µ−1 curlA
)
= j + ω2 A+ iω (gradφ) . (2.18)
2.1.2 Stationary regime
In the stationary regime, which amounts to considering the limit ω → 0, the
electric and magnetic quantities, together with the corresponding Maxwell
equations, decouple. In this case we can describe E and D just in terms of
the electric scalar potential φ: from equation (2.10) we can immediately see
that
E = −gradφ
and, from (2.17), we obtain the following equation for electrostatics:
− div (gradφ) = % .
Similarly, the magnetic quantities H and B can be described just in terms
of the vector potential A. In fact, equation (2.18) becomes
curl
(
µ−1 curlA
)
= j ,
div (A) = 0 ,
(2.19)
where the second equation is an additional constraint which corresponds to
the choice of a particular gauge, called Coulomb gauge [Jac07, Section 6.3].
We will see in the following section that the Coulomb gauge will be useful
to ensure the uniqueness of the solution. If, in addition to the stationarity
assumption, no currents are present, we can see from (2.7) that H is irro-
tational and, therefore, there exists also a magnetic scalar potential ψ such
that
H = −gradψ (2.20)
and equation (2.8) leads to
− div (µgradψ) = 0 . (2.21)
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2.1.3 Interface conditions
Let us now consider a domain Ω divided by a surface Σ, whose orientation is
determined by a choice of the unit normal ν, into two regions. We indicate
with the subscript 1 and 2 the two distinct regions Ω1 and Ω2, corresponding,
respectively, to negative and positive values of the unit normal. We consider
a different material for each region, characterized by (1, µ1) and (2, µ2),
and we would like to understand how the fields behave near the interface
Σ. For this purpose we will indicate with the different subscripts the limit
values for the fields, e.g.
E1 = lim
δ→0+
E(x0 − δν) and E2 = lim
δ→0+
E(x0 + δν) , x0 ∈ Σ .
Considering a volume and a surface crossing the interface Σ, from the integral
formulation (2.2)−(2.5), it is possible to obtain interface conditions for the
field intensities [Mon+03, Section 1.5], which read
ν × (E2 −E1) = 0 , ν · (µ2H2 − µ1H1) = 0 ,
ν × (H2 −H1) = jΣ , ν · (2E2 − 1E1) = %Σ ,
where jΣ and %Σ are the surface current density and surface charge density
on Σ, respectively. If we consider the material associated to Ω2 to be a
Perfect Electric Conductor (PEC) we have the following conditions [Jac07,
Section 5.13]:
ν ×E1 = 0 , 1E1 · ν = ρΣ ,
ν ×H1 = jΣ , µ1H1 · ν = 0 .
Similarly, we can assume a material associated toH2 to be a Perfect Magnetic
Conductor (PMC) and obtain that [Jac07, Section 5.8]
ν ×H1 = 0 .
It is customary to specify the boundary conditions in terms of PEC and PMC
instead of Dirichlet, Neumann or Robin. This is a consequence of the fact that
PEC and PMC are associated to the physics of the problem, while the use
of Dirichlet or Neumann boundary conditions depends on the formulation
used to describe the field. For example, the use of PEC corresponds to a
Dirichlet boundary condition for an E-formulation (2.15) and to a Neumann
boundary condition for a H-formulation (2.16).
2.2 Variational formulations
In this section, we will introduce the variational formulation of the Maxwell
equations. We will describe the functional spaces involved and the relations
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between them by means of the de Rham complex. This approach is useful
to specify the conditions for the well-posedness of boundary value problems
that arise in electromagnetism and to derive appropriate numerical meth-
ods for their solution applying the Galerkin approach. The general theory
is developed in the context of Riemannian manifolds with the use of differ-
ential forms, but, to simplify the exposition, we will present the concepts in
the standard three-dimensional Euclidean space with Cartesian coordinates.
Additional material can be found, for example in [Arn18], [Lic19]. Despite
the fact that we will also apply the framework to the electromagnetic field
complex coefficients described in Assumption 2.3, for simplicity we will de-
velop the concepts in the setting of real-valued functions.
2.2.1 Sobolev spaces
Let Ω be a bounded Lipschitz domain in R3 and let its boundary ∂Ω =
ΣD∪ΣN , where ΣD and ΣN = ∂Ω\ΣD are relatively open subsets, i.e. there
exist two open subsets of R3, UD and UN , such that ΣD = UD ∩ ∂Ω and
ΣN = UN ∩ ∂Ω [KF75, Section 9.2], and ΣI = ΣD ∩ ΣN can be represented
locally as the graph of a Lipschitz function [Lic19]. We start defining the
Hilbert spaces of square integrable scalar and vector-valued functions as
L2(Ω) =
{
u :
∫
Ω
u2 dΩ <∞
}
,
L2(Ω; R3) =
{
u :
∫
Ω
‖u‖2e dΩ <∞
}
,
with the corresponding inner products
(u, v)L2(Ω) =
∫
Ω
uv dΩ , (u, v)L2(Ω;R3) =
∫
Ω
u · v dΩ ,
where ‖u‖e =
√
u · u is the standard Euclidean norm. On such spaces we
consider the standard differential operators, to be interpreted in the weak
sense, that are present in the differential formulation of the Maxwell equa-
tions (2.6)-(2.8)
gradu =
∂xu∂yu
∂zu
 , curlu =
∂yuz − ∂zuy∂zux − ∂xuz
∂xuy − ∂yux
 ,
divu = ∂xux + ∂yuy + ∂zuz ,
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whose domains are the following Hilbert spaces:
H1(Ω) =
{
u ∈ L2(Ω) : gradu ∈ L2(Ω; R3)} ,
H(curl; Ω) =
{
u ∈ L2(Ω; R3) : curlu ∈ L2(Ω; R3)} ,
H(div; Ω) =
{
u ∈ L2(Ω; R3) : divu ∈ L2(Ω)} . (2.22)
The corresponding inner products are
(u, v)H1(Ω) = (u, v)L2(Ω) + (gradu, grad v)L2(Ω;R3) ,
(u, v)H(curl; Ω) = (u, v)L2(Ω;R3) + (curlu, curlv)L2(Ω;R3) ,
(u, v)H(div; Ω) = (u, v)L2(Ω;R3) + (divu, div v)L2(Ω) .
(2.23)
The definitions (2.22) can be generalized to the case of spaces with boundary
conditions defined on ΣD:
H1ΣD(Ω) =
{
u ∈ H1(Ω) : (tru)|ΣD = 0
}
,
HΣD(curl; Ω) =
{
u ∈ H(curl; Ω) : (γτ u)|ΣD = 0
}
,
HΣD(div; Ω) =
{
u ∈ H(div; Ω) : (γν u)|ΣD = 0
}
.
(2.24)
where the trace operators, for smooth enough functions, coincide with the
evaluation on the boundary of the function itself, its tangential component
(previously rotated clockwise by an angle of pi/2) or its normal component,
respectively [Mon+03, Section 3.2.1, 3.5.3, 3.5.3]:
(tru)|ΣD = u|ΣD , u ∈ C1(Ω) ,
(γτ u)|ΣD = u|ΣD × ν , u ∈ C1(Ω; R3) ,
(γν u)|ΣD = u|ΣD · ν , u ∈ C1(Ω; R3) .
We then introduce the more regular Sobolev spaces
Hs(Ω) =
u ∈ L2(Ω) : ∑|α|≤s ∂αu ∈ L2(Ω)
 , (2.25)
where s is an integer and α is a multi-index and the derivatives should always
be interpreted in the weak sense. The corresponding seminorms and norms
are
|u|Hs(Ω) =
∑
|α|=s
‖∂αu‖L2(Ω) , ‖u‖Hs(Ω) =
s∑
k=0
|u|Hs(Ω) .
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A more regular class of spaces can be defined analogously to (2.22), using,
instead of L2, the Sobolev spaces (2.25)
Hs(curl; Ω) =
{
u ∈ Hs(Ω; R3) : curlu ∈ Hs(Ω; R3)} ,
Hs(div; Ω) =
{
u ∈ Hs(Ω; R3) : divu ∈ Hs(Ω)} .
In the following we will often avoid to indicate the domain Ω to simplify the
notation.
2.2.2 The de Rham complex
The spaces (2.24), which we will use to write the variational formulation of
the Maxwell equations, form a so called de Rham complex. In the following,
we will present the material mainly following [Arn18], in which this frame-
work has been introduced considering only the cases ΣD = ∅ or ΣD = ∂Ω.
Another presentation, closely related to electromagnetic problems, can be
found in [Mon+03, Section 3.7]. Finally, for the specific results concerning
mixed boundary conditions, we refer to [Lic19, Section 7]. The de Rham
complex considered in this work is represented by the following sequence:
H1ΣD HΣD(curl) HΣD(div) L
20 0
grad curl div
(2.26)
Each arrow corresponds to a linear operator which maps a space into the sub-
sequent one. The first arrow is associated to the inclusion of the identically
null function and the last arrow to the operator that maps each element
to the identically null function. The de Rham complex is a cochain com-
plex [Arn18, Section 2.5], which is a sequence of vector spaces V k and a set
of linear operators dk : V k → V k+1 for which the sequence is closed, i.e.
dk+1 ◦ dk = 0. For the particular case of the de Rham complex in Cartesian
coordinates, the V k spaces, k = 0, . . . , 3 are
V 0 = H1ΣD , V
1 = HΣD(curl) , V
2 = HΣD(div) , V
3 = L2 . (2.27)
and the differential operators are
d0 = grad, d1 = curl, d2 = div . (2.28)
Different concepts and quantities that we will introduce are not just valid for
the specific spaces (2.24), but have a broader validity in the framework of
complexes whose vector spaces are Hilbert spaces. It is therefore convenient
to work with the general notation used in (2.27)-(2.28). Defining W 0 =
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W 3 = L2(Ω) and W 1 = W 2 = L2(Ω;R3), we have that V k ⊂ W k and their
inner products (2.23) can be expressed as
(u, v)V k = (u, v)Wk + (d
ku, dkv)Wk+1 .
In the following, we will often drop the subscripts associated to the W k (L2)
inner product and the related quantities, such as the induced norm and the
orthogonality with respect to it. We will instead keep the subscript when the
quantities are referred to the spaces V k. The sequence (2.26) can be written
as
V 0 V 1 V 2 V 30 0
d0 d1 d2
To each space V k in the sequence are associated three subspaces: the kernel
of the operator acting on it Zk = ker(dk), the range of the previous operator
in the sequence Bk = range(dk−1) and the space of harmonic forms Hk =
Zk ∩Bk⊥ [Arn18, Section 4.2]. In the case of the Cartesian coordinates, we
have that
Z0 =
{
u ∈ H1ΣD : gradu = 0
}
, B0 = {u ≡ 0} ,
Z1 = {u ∈ HΣD(curl) : curlu = 0} , B1 =
{
u = grad v, v ∈ H1ΣD
}
,
Z2 = {u ∈ HΣD(div) : divu = 0} , B2 = {u = curlv,v ∈ HΣD(curl)} ,
Z3 = L2 , B3 = {u = div v,v ∈ HΣD(div)} .
It can be shown that each operator in the sequence has closed range, i.e.
Bk is a closed subspace of W k, and that the dimension of the space of
harmonic forms is finite and is determined by the topology of the domain and
of its boundary [Lic19, Section 7.1]. In this context, the Poincare´-Friedrichs
inequalities [Arn18, Theorem 4.6] hold
‖u‖V k ≤ cP‖dku‖, u ∈ Zk,⊥V k ,
where cP > 0 is independent of u. As already discussed, the sequence (2.26)
is closed, meaning that the composition of two consecutive operators maps
each element to the null space, i.e. Bk ⊂ Zk. Considering the complex in
Cartesian coordinates, the parts involving null functions are trivial and we
have that
curl (gradu) ≡ 0 , u ∈ H1ΣD ,
div (curlu) ≡ 0 , u ∈ HΣD(curl) .
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The sequence is called exact if also the converse holds, in other words ifBk ⊃
Zk and so, if Bk = Zk [Arn18, Section 2.2]. Associated to the complex (2.26),
there is its dual complex (V ∗k , d
∗
k),
V ∗0 V
∗
1 V
∗
2 V
∗
30 0
d∗1 d
∗
2 d
∗
3
which involves spaces with boundary conditions imposed on the complemen-
tary part of the domain ΣN and the operators d
∗
k, which are the adjoints of
dk−1:
d∗ku ∈ V ∗k : (d∗ku, v)Wk−1 = (u, dk−1v)Wk , v ∈ V k−1 .
In our case, we have that d∗1 = − div, d∗2 = curl, d∗3 = −grad and
V ∗0 = L
2 , V ∗1 = HΣN (div) , V
∗
2 = HΣN (curl) , V
∗
3 = H
1
ΣN
.
The dual complex of (2.26) is then given by
L2 HΣN (div) HΣN (curl) H
1
ΣN
0 0
− div curl −grad
The dual complex has the same properties as the original one. It is possible
to introduce the analogous subspaces Z∗k, B
∗
k and to show that, since the
operators have closed range,
Z∗k = B
k,⊥ , B∗k = Z
k,⊥
and, consequently, the space of harmonic forms is equal for the two com-
plexes: Hk = Zk ∩ Z∗k,
H0 =
{
u ∈ H1ΣD(Ω) : gradu = 0
}
,
H1 = {u ∈ HΣD(Ω; curl) ∩HΣN (Ω; div) : curlu = 0, divu = 0} ,
H2 = {u ∈ HΣD(Ω; div) ∩HΣN (Ω; curl) : curlu = 0, divu = 0} ,
H2 =
{
u ∈ H1ΣN (Ω) : gradu = 0
}
.
The structure introduced above is especially useful to treat problems in
electromagnetism thanks to the Helmholtz (or Hodge) decomposition, which
states that each V k and W k space can be decomposed in orthogonal sub-
spaces [Arn18, Theorem 4.5]
W k = Bk ⊕ Hk ⊕ Zk,⊥ = Bk ⊕ Hk ⊕ Z∗k , (2.29)
V k = Bk ⊕ Hk ⊕ Zk,⊥V k .
We can see that the sequence is exact if the spaces of harmonic forms vanish.
The Hodge decomposition (2.29) for a function f ∈ W k can be obtained by
solving the abstract Hodge Laplacian problem, which, expressed using the
mixed weak formulation, reads
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Problem 2.1. Find σ ∈ V k−1, u ∈ V k and p ∈ Hk such that
(σ, τ)− (u, dk−1τ) = 0 , τ ∈ V k−1 ,
(dk−1σ, v)− (dku, dkv) + (p, v) = (f, v) , v ∈ V k ,
(u, q) = 0 , q ∈ Hk .
(2.30)
The well-posedness of Problem 2.1 and of a wider class of problems we
will encounter rely on the following Theorem [Arn18, Theorem 4.9]:
Theorem 2.1. Let U = V k−1 × V k × Hk and let B : U × U → R be the
following bilinear form
B(σ, u, p; τ, v, q) = (σ, τ)− (u, dk−1τ)
− (dk−1σ, v)− (dku, dkv)− (p, v)
− (u, q) .
(2.31)
Then, (2.31) satisfies the inf-sup condition with constant γ > 0 depending
only on the Poincare´ constant cP :
γ = inf
06=x∈U
sup
06=y∈U
B(x, y)
‖x‖U ‖y‖U
.
It is easy to check that the bilinear form is also continuous so, for any
F ∈ U ′ there exists a unique solution x ∈ U of the problem [Necˇ62, Theorem
3.1]
B(x, y) = F (y) , y ∈ U (2.32)
and we have that
‖x‖U ≤ γ−1 ‖F‖U ′ .
In order to be able to take into account the material parameters, we
need to introduce a slight generalization [AFW10, Section 6.1], [Arn18, Sec-
tion 8.2]. Considering as weights a set of scalar functions bounded from
below and from above
0 < αmini ≤ αi ≤ αmaxi <∞ , i = k − 1, k, k + 1 ,
we have that the standard L2 spaces W k are equivalent to the weighted ones
W kα defined using the following inner products:
(w1, w2)αk = (αk w1, w2) .
Due to the equivalence between the weighted and unweighted spaces, all the
arguments presented above are still valid, with the exception of the definition
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of the adjoint operators and of the dual spaces, that should account for the
weights [AFW10, Section 6.1], i.e.
(grad∗)u = −α−10 div (α1u) ,
(curl∗)u = α−11 curl (α2u) ,
(div∗)u = −α−12 grad (α3u) .
Moreover, if the sequence considered is exact, i.e. there are no harmonic
forms, the problem (2.32) can be simplified removing the last equation and
the term associated to p. In this case, considering the weighted L2 norms, we
have the following continuous bilinear form satisfying the inf-sup condition:
B(σ, u; τ, v) = (σ, τ)αk−1 − (u, dk−1τ)αk
− (dk−1σ, v)αk − (dku, dkv)αk+1 .
(2.33)
As already mentioned, the dimension of the space of harmonic forms depends,
not only on the topology of the domain Ω, but also on its boundary ΣD. For
example, consider the contractible domain given by the cube Ω = (0, 1)3,
where ΣD is given by the two opposite faces at x = 0 and x = 1. In this case,
we have that the function u = (1, 0, 0)T ∈ HΣD(Ω; curl) ∩ HΣN (Ω; div).
Moreover, we have that curlu = 0, divu = 0 and so u ∈ H1.
Three-dimensional Cartesian complexes
In the following, we will assume that Ω is contractible and either ΣD = ∅
or ΣD = ∂Ω or the boundary conditions do not introduce any harmonic
forms (exact sequence). For a detailed discussion about the argument, see
e.g. [Lic19]. If ΣD = ∅, the only non-vanishing harmonic space is H0, whose
dimension is one. Analogously if ΣD = ∂Ω the only non-vanishing harmonic
space is H3, whose dimension is one. In these two cases, we can recover exact-
ness introducing two slightly modified sequences: for ΣD = ∅, the following
sequence is exact,
H1 H(curl) H(div) L2R 0grad curl div (2.34)
while for ΣD = ∂Ω the exact sequence is
H1∂Ω H∂Ω(curl) H∂Ω(div) L
20 Rgrad curl div
∫
Ω (2.35)
Exactness ensures the existence of potentials. For example, if a field u ∈
H(curl; Ω) is irrotational, i.e. curlu = 0, then there exists a scalar potential
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v ∈ H1(Ω), defined up to constant functions (see sequence (2.34)), such that
u = grad v. Similarly, for a field u ∈ H(div; Ω) which is solenoidal, there
exists a vector potential v ∈ H(curl; Ω), defined up to gradient of scalar
functions in H1, such that u = curlv.
Two-dimensional Cartesian complexes
We will now briefly introduce the de Rham complexes and spaces arising
when a two-dimensional domain is considered. This particular case will be
useful in the definition of the discrete spaces in axisymmetric domains that
will be presented in Section 4.1.2. Consider a two-dimensional Lipschitz
domain S ⊂ R2 and, for simplicity, no essential boundary conditions, i.e.
the two-dimensional analogous of ΣD = ∅. The relevant functional spaces in
this case are defined as follows
Y 0 = H1(S) =
{
u ∈ L2(S) : gradu ∈ L2(S)},
Y 1 = H(curl; S) =
{
u ∈ L2(S; R2) : curlu ∈ L2(S)},
Y 1∗ = H(div; S) =
{
u ∈ L2(S; R2) : divu ∈ L2(S)},
Y 2 = L2(S) =
{
u :
∫
S
u2 <∞
}
.
(2.36)
where grad and div are the standard gradient and divergence in Cartesian
coordinates
gradu =
[
∂xu
∂yu
]
, div
([
ux
uy
])
= ∂xux + ∂yuy
and curl denotes the scalar curl
curl
([
ux
uy
])
= ∂xuy − ∂yux .
For functions in Y 0, it is also well-defined the operator
rot(u) =
[
∂yu
−∂xu
]
= P(grad(u)) ,
where the matrix P is the clockwise rotation by an angle of pi/2, i.e.
P =
[
0 1
−1 0
]
. (2.37)
We will use the word rotor, or perpendicular gradient, to indicate rot and to
avoid the confusion with the three-dimensional curl. In the two-dimensional
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case, we have the following two shorter de Rham complexes which are isomor-
phic (see [BSV13, Theorem 5.5] in which the complexes with an analogous
notation are introduced in the discrete setting):
Y 0 Y 1 Y 2
Y 0 Y 1∗ Y 2
R
R
0
0
grad curl
rot div
id P id (2.38)
where the matrix P is defined in (2.37).
The two complexes with the corresponding differential operators can
be seen as the result of the decomposition of the three-dimensional com-
plex (2.34) when only constant functions along z are considered, i.e.
f uxy
uz
vxy
vz
gR 0grad
0
curl
rot
div
0
(2.39)
where
f ∈ Y 0,
[
uxy
uz
]
∈ Y 1 × Y 0,
[
vxy
vz
]
∈ Y 1∗ × Y 2 and g ∈ Y 2 .
For example, we have that
curl
ux(x, y)uy(x, y)
uz(x, y)
 = [ rot (uz)
curl (uxy)
]
.
2.2.3 Weak formulations
In the final part of this section, we consider again a three-dimensional domain
Ω and boundary conditions that produce an exact sequence, which might in-
clude the extended ones (2.34)–(2.35), so that there will be no harmonic
forms. In this setting we present the weak formulation for some of the prob-
lems introduced in Section 2.1, that will be then used in the chapter devoted
to the applications, and we will show how the results of well-posedness can
be deduced from the theory presented above.
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Vector potential formulation
Consider the vector potential strong formulation for the magnetostatic prob-
lem (2.19)
curl
(
µ−1 curlA
)
= j , in Ω ,
div (A) = 0 , in Ω ,(
µ−1 curlA
)× ν = jΣ , on ΣN ,
A× ν = 0 , on ΣD ,
(A) · ν = 0 , on ΣN ,
div (A) = 0 , on ΣD ,
(2.40)
where j and jΣ are the current density and the surface currents, respectively,
which we assume to be known. The fourth boundary condition corresponds
to a homogeneous Dirichlet boundary condition which, in turn, corresponds
to a vanishing normal component of the magnetic flux, B · ν = 0. Non-
homogeneous Dirichlet boundary conditions can be imposed through a lift-
ing [BR91, Section 1]. The bilinear form (2.33) involved for this problem is
the one for k = 1 with weights α0 ≡ 1, α1 = , α2 = µ−1 and the correspond-
ing weak formulation reads
Problem 2.2. Find σ, A ∈ H1ΣD(Ω)×HΣD(curl; Ω) such that∫
Ω
(µ−1 curlA) · curlv +  (gradσ) · v dΩ
=
∫
Ω
j · v dΩ−
∫
ΣN
jΣ · γT v dΣ ,
v ∈ HΣD(curl) ,
∫
Ω
στ − A · grad τ dΩ = 0 , τ ∈ H1ΣD ,
where γT v is a well-defined tangential trace operator that, for smooth enough
functions, satisfies
γT v = (ν × v|ΣD)× ν .
This problem is well-posed for any j ∈ L2(Ω), but the solution will be
the one of (2.40), only if j and jΣ satisfy some compatibility conditions. For
example, from the continuity equation, since we are in the static case, we
have that
div j = 0 , in Ω
and, for the case jΣ = 0, we have that
j · ν = 0 , on ΣN .
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When j satisfies the compatibility conditions, we have that σ = − div (A) ≡
0. If ΣD 6= ∅, the kernel of grad consists on only the zero function and we
can drop the term (σ, τ) in Problem 2.2, leading to
Problem 2.3. Find σ, A ∈ H1ΣD(Ω)×HΣD(curl; Ω) such that∫
Ω
(µ−1 curlA) · curlv +  (gradσ) · v dΩ
=
∫
Ω
j · v dΩ−
∫
ΣN
jΣ · γT v dΣ ,
v ∈ HΣD(curl) ,
∫
Ω
A · grad τ dΩ = 0 , τ ∈ H1ΣD ,
This corresponds to imposing that A is orthogonal to all the gradients
of scalar functions in H1ΣD and, as in the previous case, if j and jΣ satisfy
the compatibility conditions, we have that σ ≡ 0.
Magnetic scalar potential formulation
Another class of problems arises when, in addition to the previous hypothesis,
we consider a current-free region. In this case, we can reformulate the mag-
netostatic problem in terms of the magnetic scalar potential (2.21) [Jac07,
Section 5.4]
div (µgradψ) = 0 , in Ω ,
ψ = 0 , on ΣD ,
(µgradψ) · ν = B · ν , on ΣN ,
where B · ν is the normal component of the magnetic flux which we assume
to be known. The associated bilinear form (2.33) can be obtained considering
k = 0 with weights α0 ≡ 1, α1 = µ. In the case ΣD = ∅ the problem reads
Problem 2.4. Find σ, ψ ∈ R×H1ΣD(Ω) such that∫
Ω
(µgradψ) · grad v + σv dΩ =
∫
ΣN
(B · ν)v dΣ , v ∈ H1ΣD ,∫
Ω
σ − ψ dΩ = 0 ,
(2.41)
where the second equation in (2.41) is simpler since the space of σ is just the
space of constant functions R. Similarly to the previous case, we can drop
the term in the second equation and write the formulation
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Problem 2.5. Find σ, ψ ∈ R×H1ΣD(Ω) such that∫
Ω
(µgradψ) · grad v + σv dΩ =
∫
ΣN
(B · ν)v dΣ , v ∈ H1ΣD ,∫
Ω
ψ dΩ = 0 ,
In both the cases, if B satisfies the compatibility condition∫
ΣN
B · ν dΣ = 0 ,
we have that σ = 0 and the two formulations coincide. If instead ΣD 6= ∅,
σ = 0 and the terms associated to it can be neglected, leading to
Problem 2.6. Find ψ ∈ H1ΣD(Ω) such that∫
Ω
(µ−1 gradψ) · grad v dΩ =
∫
ΣN
(B · ν)v dΣ , v ∈ H1ΣD .
Curl-curl eigenvalue problem
The last problem we will consider is the one associated to a cavity res-
onator (2.15), which is associated to the following eigenvalue problem
Problem 2.7. Find the eigenvalue/eigenfunction pair (ω2, (σ, E)), with
σ, E ∈ H1ΣD ×HΣD(curl) and E 6= 0, such that∫
Ω
(µ−1 curlE) · curlv +  (gradσ) · v dΩ
= ω2
∫
Ω
E · v dΩ ,
v ∈ HΣD(curl) ,
∫
Ω
στ − E · grad τ dΩ = 0 , τ ∈ H1ΣD ,
The case ω2 = 0 is associated to harmonic forms. It is also possible to
consider the following equivalent formulation which will be used in practice
[AFW10, Section 3.6]:
Problem 2.8. Find the eigenvalue/eigenfunction pair (ω2, E), with E ∈
HΣD(curl) and E 6= 0 such that∫
Ω
(µ−1 curlE) · curlv dΩ = ω2
∫
Ω
E · v dΩ , v ∈ HΣD(curl) .
In this case, since we consider exact sequences, the eigenfunctions asso-
ciated to ω2 = 0 are gradients of functions in H1ΣD and are usually simply
discarded.
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2.3 Axisymmetric domains
In this section, we discuss the case in which the domain is axisymmetric with
respect to the z-axis. In this case, it is useful to use cylindrical coordinates
and represent the functions in terms of Fourier series.
2.3.1 Cylindrical coordinates
Let us introduce the cylindrical coordinates (ρ, z, θ), with the z-axis being
the symmetry axis an axisymmetric domain Ω˘. As we will see in the following,
the meridian components of a function, associated to the ρz-plane, are treated
differently with respect to the azimuthal one, associated to the θ direction.
For this reason, vector-valued functions will be ordered as u = (uρ, uz, uθ)
T
and, consistently, the angular variable θ is placed as the last one. This un-
common choice will considerably simplify the following considerations start-
ing from the definition of axisymmetric domains. Throughout this thesis we
will consider axisymmetric domains satisfying the following assumption:
Assumption 2.4. We assume the domain Ω˘ to be described though its cross-
section with respect to the ρz-plane S ⊂ R+×R. We assume that S ⊂ R2 is
a bounded Lipschitz domain obtained through a diffeomorphism F of the unit
square and that ∂S∩{ρ = 0} is either empty or coincides with F ({0}×[0, 1]).
Let Γ0 = int (∂S ∩ {ρ = 0}) be the interior of the intersection of the boundary
of S with the z-axis and Γ = ∂S \Γ0. The volume Ω˘ is then obtained rotating
the cross-section over the symmetry axis z and adding Γ0 (see Figure 2.1),
i.e.
Ω˘ =
{
x ∈ R3 : x = g
(
(ρ, z, θ)T
)
, (ρ, z)T ∈ S, θ ∈ [0, 2pi)
}
∪ Γ0 . (2.42)
We have that ∂Ω˘ = Γ× [0, 2pi).
The Cartesian coordinates are related to the cylindrical ones by the fol-
lowing: xy
z
 = g
ρz
θ
 =
ρ cos (θ)ρ sin (θ)
z
 .
and, conversely, for ρ > 0, we have that
ρ =
√
x2 + y2 and θ =
 − arccos
(
x
ρ
)
if y < 0 ,
arccos
(
x
ρ
)
if y ≥ 0 .
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z
Γ0
Figure 2.1: Representation of a cross-section S lying on the {ρ = 0} axis
(right) and its associated axisymmetric domain Ω˘ (right). Γ0 represents the
portion of the boundary of S on the axis.
To a scalar function u#(x, y, z), expressed in Cartesian coordinates, is as-
sociated the function in cylindrical coordinates given by u# ◦ g. Similarly,
a vector function expressed using the standard Cartesian base v = vx ex +
vy ey + vz ez can be described using the orthonormal base in cylindrical co-
ordinates
v = vρ eρ + vz ez + vθ eθ ,
where
vρ = vx cos (θ) + vy sin (θ), and vθ = −vx sin (θ) + vy cos (θ) .
In the following, we assume that the material parameters are axisymmetric,
which is
Assumption 2.5. The material parameters , µ and σ are axisymmetric,
i.e.
∂θ = 0 , ∂θµ = 0 , ∂θσ = 0 .
A vector function, expressed using the cylindrical basis, is sometimes split
in the, so called, meridian and azimuthal components, which are, respectively,
uρz = (uρ, uz)
T and uθ [ACJL02, Definition 2.1]. The differential operators
involved in the de Rham complex in Cartesian coordinates (2.26) correspond
to the following ones in cylindrical coordinates:
gradc u =

∂ρu
∂zu
1
ρ
∂θu
 , (2.43)
2.3. AXISYMMETRIC DOMAINS 27
curlc u =

1
ρ
∂θuz − ∂zuθ
1
ρ
(∂ρ(ρ uθ)− ∂θuρ)
∂zuρ − ∂ρuz
 ,
divc u =
1
ρ
∂ρ(ρ uρ) +
1
ρ
∂θuθ + ∂zuz . (2.44)
2.3.2 Fourier series
It is often useful to express functions in cylindrical coordinates using the
Fourier series
u(ρ, z, θ) =
∑
m∈Z
c(m)(ρ, z) eimθ ,
c(m)(ρ, z) =
1
2pi
∫ 2pi
0
u(ρ, z, θ) e−imθ dθ .
(2.45)
An alternative, equivalent, representation can be written in terms of sine and
cosine functions, i.e.
u(ρ, z, θ) =
∞∑
m=0
u(m)(ρ, z) cos (mθ) +
∞∑
m=1
u(−m)(ρ, z) sin (mθ) ,
u(0)(ρ, z) =
1
2pi
∫ 2pi
0
u(ρ, z, θ) dθ ,
u(m)(ρ, z) =
1
pi
∫ 2pi
0
u(ρ, z, θ)cos (mθ) dθ , m ≥ 1 ,
u(−m)(ρ, z) =
1
pi
∫ 2pi
0
u(ρ, z, θ)sin (mθ) dθ , m ≥ 1 .
(2.46)
The two representations (2.45)−(2.46) are equivalent, the corresponding co-
efficients are related by the following expressions:
c(±m) =
1
2
(
u(m) ∓ u(−m)) , m ≥ 0 ,
u(m) = c(m) + c(−m) , m ≥ 1 ,
u(−m) = i
(
c(m) − c(−m)) , m ≥ 1 ,
u(0) = c(0) .
(2.47)
In this section, we will use the representation (2.46) and, in particular, we
express each function on Ω˘ as the sum of a symmetric and an antisymmetric
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part with respect to the plane at θ = 0. For a scalar function we have that
u = us + ua, where
us = u(0) +
∞∑
m=1
u(m) cos (mθ),
ua =
∞∑
m=1
u(−m) sin (mθ).
For a vector function we have instead that u = us + ua, where
us =
u(0)ρu(0)z
0
+ ∞∑
m=1
u
(m)
ρ cos (mθ)
u
(m)
z cos (mθ)
u
(m)
θ sin (mθ)
 ,
ua =
 00
u
(0)
θ
+ ∞∑
m=1
u
(−m)
ρ sin (mθ)
u
(−m)
z sin (mθ)
u
(−m)
θ cos (mθ)
 .
The Fourier coefficients u(m), u(m) are defined on the cross section S. Ap-
plying the differential operators (2.43)−(2.44) leads to the definition of the
following ones, acting directly on the Fourier coefficients:
gradm u(m) =

∂ρu
(m)
∂zu
(m)
−m
ρ
u(m)
 ,
curlm u(m) =

−m
ρ
u
(m)
z − ∂zu(m)θ
1
ρ
(
∂ρ
(
ρ u
(m)
θ
)
+mu
(m)
ρ
)
∂zu
(m)
ρ − ∂ρu(m)z
 ,
divm u(m) =
1
ρ
∂ρ
(
ρ u(m)ρ
)− m
ρ
u
(m)
θ + ∂zuz .
Thanks to the fact that ∂θe
imθ = im eimθ we have that
(gradc u)(m) = gradm u(m) , m ∈ Z ,
(curlc u)(m) = curl−m u(−m) , m ∈ Z ,
(divc u)(m) = divm u(m) , m ∈ Z .
(2.48)
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Weighted Sobolev spaces
The infinitesimal volume element in cylindrical coordinates is given by dΩ˘ =
ρ dρdzdθ. This fact, and the representation by means of the Fourier series,
motivate the introduction of the weighted L2 spaces defined on the cross-
section S [Ber+99, Section II.1], i.e.
L2ρ(S) =
{
u :
∫
S
u2 ρ dρdz <∞
}
,
L2ρ(S; R3) =
{
u :
∫
S
‖u‖2e ρ dρdz <∞
}
.
Note that u is a vectorial function defined on S which takes values in R3.
The associated norms are the standard ones induced by the inner products
(u, v)L2ρ(S) =
∫
S
uv ρ dρdz , (u, v)L2ρ(S;R3) =
∫
S
u · v ρ dρdz ,
and will be often simply denoted using the subscript ρ
‖u‖ρ =
√
(u, u)ρ .
Let u˘ be a function in Cartesian coordinates belonging to L2(Ω˘), the map
u˘ 7→ {u(m)}m∈Z ,
(
or {c(m)}m∈Z
)
,
is a bijection from L2(Ω˘) onto Πm∈ZL2ρ(S). Moreover, the norms in the two
spaces are equivalent [Ber+99, Theorem II.3.1], i.e.
‖u˘‖L2(Ω˘) ∼=
√
2pi
∑
m∈Z
‖u(m)‖2L2ρ(S) ,
where the symbol ∼= indicates that there exist two positive constants c and
C such that
f ∼= g ⇔ cf ≤ g ≤ Cf .
Similarly, if u˘ = (u˘x, u˘y, u˘z)
T is a function in Cartesian coordinates belong-
ing to L2(Ω˘;R3), the map
u˘ 7→ {u(m)}m∈Z ,
(
or {c(m)}m∈Z
)
,
where u(m) = (u
(m)
ρ , u
(m)
z , u
(m)
θ )
T
, is a bijection from L2(Ω˘;R3) onto Πm∈ZL2ρ(S; R3).
Moreover, the norms in the two spaces are equivalent [Ber+99, Theorem II.3.6],
i.e.
‖u˘‖L2(Ω˘;R3) ∼=
√
2pi
∑
m∈Z
‖u(m)‖2L2ρ(S;R3).
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With the same reasoning, we assume that the following one-to-one maps
between the spaces in Cartesian coordinates (2.22), defined on the axisym-
metric domain Ω˘, and the corresponding ones in cylindrical coordinates are
well-defined:
H1(Ω˘) ←→ Πm∈ZHρ(gradm; S) ,
H(curl; Ω˘)←→ Πm∈ZHρ(curlm; S) ,
H(div; Ω˘) ←→ Πm∈ZHρ(divm; S) ,
where the spaces for the Fourier coefficients will be indicated using the fol-
lowing compact notation:
Zm, 0 = Hρ(grad
m; S) =
{
u ∈ L2ρ(S) : gradm u ∈ L2ρ(S; R3)
}
,
Zm, 1 = Hρ(curl
m; S) =
{
u ∈ L2ρ(S; R3) : curlm u ∈ L2ρ(S; R3)
}
,
Zm, 2 = Hρ(div
m; S) =
{
u ∈ L2ρ(S; R3) : divm u ∈ L2ρ(S)
}
,
Zm, 3 = L2ρ(S) ,
(2.49)
and the corresponding norms are given by
‖u‖2Hρ(gradm;S) = ‖u‖2ρ + ‖gradm u‖2ρ ,
‖u‖2Hρ(curlm;S) = ‖u‖2ρ + ‖curlm u‖2ρ ,
‖u‖2Hρ(divm;S) = ‖u‖2ρ + ‖divm u‖2ρ .
Note that the spaces associated to −m coincide with the spaces associated
to m, e.g. Hρ(curl
m; S) ≡ Hρ(curl−m; S).
2.3.3 The de Rham complex
Thanks to (2.48), we can then draw the following diagram for each mode
m ∈ Z:
Zm, 0 Zm, 1 Zm, 2 Zm, 30 0
gradm curlm divm (2.50)
The case m = 0 corresponds to axisymmetric functions and, analogously to
the case in Cartesian coordinates (2.39), the complex (2.50) can be decom-
posed in two subcomplexes
u(0) u
(0)
ρz
u
(0)
θ
u
(0)
ρz
u
(0)
θ
u(0)R 0grad
0
− curl
− rotc
divc
0
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where
rotcu =
 ∂zu−1
ρ
∂ρ(ρu)
 and divc uρz = 1
ρ
∂ρ(ρuρ) + ∂zuz .
In this framework, the splitting between meridian and azimuthal component
highlight the fact that one of the two subcomplexes involves the standard
Cartesian differential operators, but applied to functions in weighted Sobolev
spaces. The case m = 0 has been studied by different authors and will not be
considered in this thesis (see, for example, [ACJL02; CGP08; Erv13; GO12]).
In the case m 6= 0, which corresponds to functions that are not axisymmetric,
we have that the sequence (2.50) is exact [Oh15, Theorem 2.1].
2.3.4 Weak formulations
Consider the mixed formulation introduced in Cartesian coordinates (2.33)
and assuming that the weights αk are axisymmetric, it is possible to change
the coordinates and use the Fourier series to obtain the following equality:
B(x˘, y˘) =
∑
m∈Z
Bm(x
(m), y(m)) ,
where, in the simple case of the exact sequence (2.34), x˘, y˘ ∈ U = V k−1×V k,
x(m), y(m) ∈ Um = Zm, k−1×Zm, k and Bm : Um×Um → R are bilinear forms,
acting on the Fourier coefficients, naturally obtained from the bilinear form
in Cartesian coordinates through the change of coordinates and the use of
the Fourier series. It is then possible to solve a sequence of problems:
Problem 2.9. Given Fm ∈ (Um)′, find x(m) ∈ Um such that
Bm(x
(m), y(m)) = Fm(y
(m)), y(m) ∈ Um .
The properties of well-posedness are deduced from the ones in Cartesian
coordinates, e.g. for the inf-sup condition, for an arbitrary x(m) ∈ Um we
have to exhibit a y(m) ∈ Um such that
Bm(x
(m), y(m)) ≥ γ‖x(m)‖Um‖y(m)‖Um .
Let x˘ be the function in U built from x(m) and let y˘ ∈ U be the function that
satisfies the inf-sup condition for x˘. Then, considering the Fourier coefficient
y(m), we have that
Bm(x
(m), y(m)) = B(x˘, y˘) ≥ γ ‖x˘‖U ‖y˘‖U ≥ γ‖x(m)‖Um‖y(m)‖Um .
32 CHAPTER 2. THE MAXWELL EQUATIONS
Boundary conditions imposed on the axisymmetric domain boundary ∂Ω˘
correspond to boundary conditions imposed on the curve Γ. We assume
that continuous trace operators are well-defined, so that we can establish
the continuity of right-hand sides involving boundary terms. For example,
considering the Problem 2.3 associated to a Fourier coefficient, we have that∫
ΓN
j
(m)
Σ · γτv(m) ρ dρdz ≤ C ‖j(m)Σ ‖
H
− 12
ρ (ΓN )
‖v(m)‖Hρ(curlm;S) .
In this framework, always considering m 6= 0, we can derive the well-
posed formulations for the Fourier coefficients in axisymmetric domains from
the ones introduced in Section 2.2. The mixed formulation for the vector
potential, presented in Problem 2.3, becomes
Problem 2.10. Find σ(m), A(m) ∈ Hρ,ΓD(gradm)×Hρ,ΓD(curlm) such that∫
S
(µ−1 curlmA(m)) · (curlm v) ρ dρdz
+
∫
S
 (gradm σ(m)) · v ρ dρdz
=
∫
S
j(m) · v ρ dρdz
−
∫
ΓN
j
(m)
Σ · (γT v) ρ dρdz ,
v ∈ Hρ,ΓD(curlm) ,
∫
S
A(m) · (gradm τ) ρ dρdz = 0 , τ ∈ Hρ,ΓD(gradm) ,
where jm ∈ L2ρ, j(m)Σ ∈ H
− 1
2
ρ (ΓN) and the boundary conditions for the spaces
involved are imposed on ΓD and ΓN , which are associated to ΣD and ΣN ,
respectively.
The corresponding weak formulation for the magnetic scalar potential,
presented in Problem 2.6, becomes
Problem 2.11. Find ψ(m) ∈ Hρ,ΓD(gradm) such that∫
S
(µ−1 gradm ψ(m)) · (gradm v) ρ dρdz
=
∫
ΓN
(B(m) · ν)v ρ dρdz ,
v ∈ Hρ,ΓD(gradm) ,
where B(m) ∈ H−
1
2
ρ (ΓN).
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Finally, for the eigenvalue Problem 2.8, we consider the following formu-
lation:
Problem 2.12. Find the eigenvalue/eigenfunction pair (ω2, E(m)) ∈ R ×
Hρ,ΓD(curl
m), with E 6= 0, such that∫
S
(µ−1 curlmE(m)) · curlm v ρ dρdz
= ω2
∫
S
E(m) · v ρ dρdz
, v ∈ Hρ,ΓD(curlm) .
In this chapter, we have introduced all the weak formulations for the
problems we will encounter in the chapter devoted to applications. In Chap-
ter 4, we will build the conforming finite-dimensional approximations for the
functional spaces introduced here.
34 CHAPTER 2. THE MAXWELL EQUATIONS
Chapter 3
Hamiltonian mechanics
In this chapter, we briefly recall the main concepts of Hamiltonian mechan-
ics, which will be the framework used in the chapter devoted to practical
applications to determine the motion of a relativistic charged particle in an
electromagnetic field. To this end, we will give at first a general introduc-
tion on the subject, mainly following [GPS02], and we will then present the
particular case of a charged particle moving at relativistic speed in a mag-
netostatic field. This specific situation is common in high-energy circular
particle accelerators, in which the charged particles in a beam travel, follow-
ing the circumference of the accelerator, through different elements which
affect the particle trajectories with their fields.
Consider a system with a d-dimensional configuration space which is de-
scribed by d independent generalized coordinates q. The evolution of this
system with respect to an independent variable t is described by a curve q(t)
in the configuration space. The Hamilton principle states that the evolution
of the system q(t) from time t = t0 to t = tf is such that the action
A(q) =
∫ tf
t0
L(q, q˙, t) dt , (3.1)
is stationary [GPS02, Section 2.1]. In (3.1), the Lagrangian L is a smooth
function which is often dependent on the kinetic energy T (q, q˙, t) and on
the generalized potential energy U(q, q˙, t), which is, in general, not only a
function of the generalized coordinates q, but also a function of the general-
ized velocities q˙ and of time. Associated to the generalized potential energy,
we introduce the generalized forces
Gi = −∂U
∂qi
+
d
dt
(
∂U
∂q˙
)
. (3.2)
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The generalized forces Gi do not necessarily have the dimension of a force,
but their product with the associated generalized coordinate qi has always
the dimension of work. Consider the evolution of the system from q0 = q(t0)
to qf = q(tf ) and the variation of (3.1)
δA =
∫ tf
t0
∂L
∂q
· δq + ∂L
∂q˙
· δq˙ dt
=
∫ tf
t0
[
∂L
∂q
+
d
dt
∂L
∂q˙
]
· δq dt ,
where the last equation is obtained integrating by parts and considering the
fact that the extrema of the trajectories are fixed, so
δq(t0) = δq(tf ) = 0 .
Since we can choose the variations of the generalized coordinates indepen-
dently, assuming smooth functions, we obtain the Euler-Lagrange equations
∂L
∂qi
− d
dt
(
∂L
∂q˙i
)
= 0 , i = 1, . . . , d . (3.3)
Applying a Legendre transformation with respect to q˙ to the Lagrangian we
obtain the Hamiltonian of the system
H(q, p, t) = p · q˙ − L(q, q˙, t) ,
where
pi =
∂L
∂q˙i
(q, q˙, t) i = 1, . . . , d
are the conjugate momenta, or canonical momenta. The quantities (q, p)
are called canonical variables. Once a Hamiltonian is given, we can consider
another principle, sometimes referred as modified Hamilton principle [GPS02,
Section 8.5], where the system evolution is considered in a 2d-dimensional
phase space with independent canonical variables and the physical trajectory
is such that the following action is stationary:
A(q, p) =
∫ tf
t0
p · q˙ −H(q, p, t) dt . (3.4)
Also in this case it is convenient to consider null variations at the end points,
i.e.
δq(t0) = δq(tf ) = δp(t0) = δp(tf ) = 0 .
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With the same argument used to obtain (3.3), we can compute the first
variation of (3.4) and obtain the set of first order differential equations known
as Hamilton equations:
q˙i =
∂H
∂pi
i = 1, . . . , d ,
p˙i = −∂H
∂qi
i = 1, . . . , d .
(3.5)
Grouping the canonical variables in a single vector
w(t) = (q1, . . . , qd, p1, . . . , pd)
T ∈ R2d ,
it is possible to rewrite (3.5) in a compact form as
w˙ = J∇H(w, t) = −J−1∇H(w, t) = −JT∇H(w, t) , (3.6)
where
J =
[
0d Id
−Id 0d
]
∈ R2d×2d , (3.7)
0d is the d-dimensional zero matrix and Id is the d-dimensional identity ma-
trix.
The Hamilton equations can be also written using a different formalism
[GPS02, Section 9.6]. For this purpose, it is necessary to introduce some
definitions. The Poisson bracket for two functions in a d-dimensional system
is defined as
[f, g] =
∂f
∂qi
∂g
∂pi
− ∂f
∂pi
∂g
∂qi
=
∂f
∂wi
[J]ij
∂g
∂wj
, (3.8)
where the Einstein notation has been used, i.e. quantities with the same
index are summed together over the all range of the index. If we have two
generic functions of the canonical variables f , g : R2d → Rn, the square
matrix Rn×n Poisson bracket can be written as
[f , g] = Jf J Jg
T ,
where Jf and Jg denote the Jacobian matrices of f and g, respectively. Using
the Poisson bracket we can easily see that
[w, w] = J
and Hamilton equations can be written as
w˙ = [w, H].
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To each function of the dynamical variables (and eventually time) a differ-
ential operator, called Lie operator [Dra97, Section 1.2.7], can be associated:
: f : = [f, ·] = ∂f
∂wi
[J]ij
∂
∂wj
.
A generic power of a Lie operator is defined by composition, i.e.
: f : 0 = I ;
: f : k = [f , [f , [f , . . . [f︸ ︷︷ ︸
k times
, · ] . . .]]]︸ ︷︷ ︸
k times
.
As a consequence, the exponential of a Lie operator, called Lie transforma-
tion, can be defined:
exp ( : f : ) =
+∞∑
k=0
: f : k
k!
. (3.9)
As a consequence, equations (3.5) can be written as
w˙ =: −H : w
and, if the Hamiltonian H is autonomous (i.e. it does not explicitly depend
on the independent variable t), the solution of this system can be represented
as
w(tf ) = exp ((tf − t0) : −H : )w0 ,
where w0 is the initial condition at time t = t0.
An important aspect of Hamiltonian systems is the symplecticity of their
flow. The flow φ is the function of time that, given an initial condition w0,
describes the evolution of the canonical variables, so that w(t) = φt(w0).
The symplecticity is a property of a generic map acting on the canonical
variables [HLW06, Definition 2.2]:
Definition 3.1. A generic differentiable map M : U ⊂ R2d → R2d (where
U is an open set) is called symplectic if
JM(w)
T J JM(w) = J w ∈ U ,
where JM is the Jacobian matrix of the map M.
Moreover, it can be seen that the previous definition of symplecticity, for
a mapM acting on the canonical variables, is equivalent to the preservation
of the fundamental Poisson bracket [Dra97, Section 6.1.2]. In fact, let w˜ =
M(w), the Poisson brackets (3.8) applied to a generic component can be
written as:
[w˜, w˜] = JM J JMT = J = [w, w].
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3.1 Canonical transformations
Canonical transformations act on the canonical variables preserving the form
of the Hamilton equations (3.5). Consider two sets of canonical variables
(q, p)T , (Q, P )T , both with fixed values at the extrema t0 and tf , with the
associated Hamiltonians H(q, p) and K(Q, P ). The evolution of the system
for both coordinates should obey the Hamilton principle
δ
∫ tf
t0
p · q˙ −H dt = 0 and δ
∫ tf
t0
P · Q˙−K dt = 0 . (3.10)
If the canonical variables are stationary points for these actions, also the
variation of the following action is null:
δ
∫ tf
t0
λ[p · q˙ −H]− dF
dt
dt = 0 , (3.11)
where F is a smooth function of the canonical variables (q, p)T and (Q, P )T .
So the two set of canonical variables and Hamiltonians can be related com-
paring the integrands of the actions (3.10) and (3.11), thus leading to
λ[p · q˙ −H] = P · Q˙−K + dF
dt
, (3.12)
where λ 6= 0 is a scaling factor that is often taken to be equal to 1, in which
case the transformation that links (q, p)T to (Q, P )T is called canonical
transformation. The transformations of the canonical variables for which
λ 6= 1 are sometimes called extended canonical transformations. It is always
possible to consider canonical transformations using a scaling Q = µq, P =
νp, K(Q, P ) = µνH(q, p) with µν = λ so that
λ[p · q˙ −H] = P · Q˙−K .
The function F (q, p, Q, P , t) in (3.12) is called generating function. There
are four basic types of generating functions, which are expressed using aux-
iliary functions Fi that depends on either q or p and either Q or P :
F = F1(q, Q, t) ,
F = F2(q, P , t)−Q · P , (3.13)
F = F3(p, Q, t) + q · p ,
F = F4(p, P , t) + q · p−Q · P .
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The explicit transformation that links (q, p)T to (Q, P )T is then obtained
expanding the total time derivative in (3.12) and imposing equality. For
example for (3.13), (3.12) reads
p · q˙ −H = P · Q˙−K + ∂F
∂q
· q˙ + ∂F
∂p
· p˙+ ∂F
∂Q
· Q˙+ ∂F
∂P
· P˙ + ∂F
∂t
= −K + ∂F2
∂q
· q˙ +
[
∂F2
∂P
−Q
]
· P˙ + ∂F2
∂t
,
from which, equating the terms, we obtain the relations
pi =
∂F2
∂qi
, Qi =
∂F2
∂Pi
and K = H + ∂F2
∂t
. (3.14)
It is possible to show that a transformation is canonical if and only if it is
symplectic [Dra97, Section 6.1.2] [GPS02, Section 9.3]. For the case of an ex-
tended canonical transformation M, the symplectic condition is substituted
by the requirement that its Jacobian matrix satisfies the condition
JMT J JM = λJ .
Another way to produce canonical transformations is using Lie transfor-
mations (3.9). In fact, it can be shown that these generate symplectic maps
and thus, canonical transformations [Dra97, Section 7.1].
Given a function g(w, t), the new dynamical variables w˜ can be obtained in
this case applying
w˜(w, t) = exp ( : g(w, t) : )w
and the inverse of this transformation is
w(w˜, t) = exp (− : g(w˜, t) : )w˜ .
3.2 Relativistic charged particle Hamiltonian
In this section, we present the specific Hamiltonian describing a relativistic
charged particle in an electromagnetic field. Having in mind the application
to high-energy particle accelerators and to magnetic quadrupoles, we will
first introduce the concepts in a general framework and we will then con-
sider the magnetostatic case with a particle travelling at high speed along
the longitudinal direction z. This latter assumption regarding the preferred
direction of the motion allows, on one side, to use the longitudinal variable
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z as independent variable (instead of the time t) and, on the other, to fur-
ther simplify the form of the Hamiltonian describing the system, using the
so called paraxial approximation [Wol14, Chapter 3].
Consider the motion of a particle with charge C and rest m, whose po-
sition in Cartesian coordinates r(q, t) is expressed in terms of generalized
coordinates. In this case the velocity of this particle v(q, q˙, t) is defined as
the derivative its position with respect to time, i.e.
v = r˙ =
∂r
∂qi
q˙i +
∂r
∂t
.
For example, using Cartesian coordinates for q = (x, y, z)T as well, the
velocity is simply given by
v = (x˙, y˙, z˙)T ,
while in cylindrical coordinates q = (ρ, θ, z)T we have that the velocity in
the Cartesian reference system is given by
v =
(
cos (θ) ρ˙− ρ sin (θ) θ˙, sin (θ) ρ˙+ ρ cos (θ) θ˙, z˙
)T
.
The kinetic energy of a particle moving at relativistic speed, which takes into
account also its rest energy, is given by:
T (‖v‖2) = γ(‖v‖2)mc2 ,
where c is the speed of light and γ is the Lorentz factor
γ
(‖v‖2) = 1√
1− ‖v‖2 /c2
=
1√
1− β2 . (3.15)
The field information enters in the Hamiltonian formulation through the
elctromagnetic potentials (2.10) and (2.9), already introduced in Chapter 2,
that we recall here
E = −∂tA− gradφ , B = curlA .
The generalized potential energy of an electromagnetic field is then given by
U = C φ− C v ·A ,
where both the potentials, in general, can depend on positions and time. The
generalized forces, in the case of Cartesian coordinates, can be computed
using (3.2) and coincide with the Lorentz force
F = C(E + v ×B) .
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The Lagrangian for a charged particle in an electromagnetic field is given by
L = − mc
2
γ(‖v‖2) − C φ+ C v ·A .
If we choose the Cartesian coordinates q(t) = (x, y, z)T as generalized
coordinates, we can obtain the corresponding conjugate momenta p(t) =
(px, py, pz)
T
p = mγ v + CA ,
which are related to the mechanical momenta pM = mγ v by the following
relationship:
p = pM + CA.
The corresponding Hamiltonian is then [PP62, Equation (23–18)]
H(q, p, t) =
√
m2c4 + c2 ‖p− CA(q, t)‖2 + C φ(q, t) . (3.16)
3.2.1 Scaled deviation variables
In particle accelerators it is often convenient to scale the different quantities
and to work with dimensionless variables. To this end, we choose a reference
length L, a reference momentum module p0, a reference magnitude for the
electric field intensity E and a reference magnitude for the magnetic flux
density B, we rescale
Q =
q
L
, P =
p
p0
, T =
c
L
t , A˜ =
A
B L
, φ˜ =
φ
E L
(3.17)
and we consider the resulting dimensionless action A˜ = A/(Lp0) to which is
associated the dimensionless Hamiltonian
H˜(Q, P , T ) = H
p0 c
=
√
1
D21
+
∥∥∥P −D2 A˜∥∥∥2 +D3 φ˜ , (3.18)
where D1, D2 and D3 are dimensionless coefficients given by
D1 =
p0
mc
, D2 =
C B L
p0
, D3 =
C E L
p0 c
.
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In this case, the relativistic Hamilton equations can be written as (3.6)
w˙ = J∇H˜(w, T ) =
=

P −D2A˜√
1/D21 +
∥∥∥P −D2 A˜∥∥∥2
D2√
1/D21 +
∥∥∥P −D2 A˜∥∥∥2 JA˜
T
(
P −D2 A˜
)
−∇Qφ˜

,
where ∇Q denote the gradient with respect only to the generalized coordi-
nates Q. If the considered potentials A and φ are stationary, i.e. indepen-
dent of time t, then we have that the Hamiltonians (3.16), (3.18) are as well
independent of time and constant.
Absence of electric scalar potential
We will now consider the absence of an electric scalar potential, i.e. φ˜ ≡
0, and we will derive some other Hamiltonians used in practice. In some
applications the particle moves almost at the speed of light along a given
direction that we will associate to Z. In these cases it is useful to describe
the particle trajectory using Z as independent variable instead of T . The
change of variable can be done considering the action
A˜ =
∫ Tf
T0
[
Px
dX
dT
+ Py
dY
dT
+ Pz
dZ
dT
− H˜
]
dT ,
and, since for a particle travelling at high speed in the Z direction
dZ
dT
6= 0,
changing the integration variable:∫ Zf
Z0
[
Px
dX
dZ
+ Py
dY
dZ
+ Pz − H˜dT
dZ
]
dZ .
Using (3.18) in absence of an electric scalar potential φ˜, it is possible to
express Pz as a function of the other variables with the following formula:
Pz =
√
H˜2 − 1
D21
−
(
Px −D2 A˜x
)2
−
(
Py −D2 A˜y
)2
+D2 A˜z
and to consider −Pz as a new Hamiltonian G and
(
T, −H˜
)
as a canonical
pair.
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It is possible to introduce another quantity δ, which is the relative de-
viation of the mechanical momentum module with respect to the reference
momentum p0
δ =
∥∥pM∥∥− p0
p0
. (3.19)
Expressing the mechanical momenta in terms of the Lorentz factor (3.15), it
is possible to see that
(δ + 1)2 =
∥∥pM∥∥2
(p0)2
=
γ2 β2
D21
=
γ2 − 1
D21
,
and that, considering (3.18) in absence of electric scalar potential, we have:
γ
D1
= H˜ .
For our purposes, we will use the the momentum deviation variable δ (3.19)
instead of −H˜. We therefore apply a canonical transformation using the
following generating function (3.13):
F2(X, Y, T, Px, Py, δ;Z) = X Px + Y Py + δ
(
Z − γ
D1 δ
T
)
.
Applying the relations (3.14)
γ =
√
D21(δ + 1)
2 + 1 ,
−H˜ = ∂F2
∂T
= − γ
D1
,
` =
∂F2
∂δ
= Z − D1(δ + 1)
γ
T = Z − β T ,
G2 = G + ∂F2
∂Z
= G + δ ,
we end up with a system ruled by the Hamiltonian
G2(w, Z) = −
√
(δ + 1)2 −
(
Px −D2 A˜x
)2
−
(
Py −D2 A˜y
)2
−D2 A˜z + δ ,
where w = (X, Y, `, Px, Py, δ) are the new canonical variables. The system
associated to the Hamiltonian G2 is not autonomous, since such Hamiltonian
explicitly depends on the independent variable Z through the vector potential
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A˜(X, Y, Z, T ). In order to study an equivalent autonomous system, we can
use a trivial change of independent variable σ(Z) = Z and introduce another
action
C[w] =
∫ σf
σ0
[
Px
dX
dσ
+ Py
dY
dσ
+ δ
d`
dσ
+ Pz
dZ
dσ
− K˜
]
dσ ,
where
K˜(w; σ) = −
√
(δ + 1)2 −
(
Px −D2 A˜x
)2
−
(
Py −D2 A˜y
)2
−D2 A˜z + Pz + δ
(3.20)
and w = (X, Y, `, Z, Px, Py, δ, Pz).
Paraxial approximation
For a particle moving at high speed in an accelerator, the momenta in the
transversal plane are much smaller than the total momentum module, i.e.
(1 + δ)2 
(
Px − A˜x
)2
+
(
Py − A˜y
)2
,
we can therefore introduce the so called paraxial approximation [Wol14,
Chapter 3], that amounts to substituting the square root in equation (3.20)
with its Taylor expansion truncated at the first order:
K˜ = −
√
(δ + 1)2 −
(
Px −D2 A˜x
)2
−
(
Py −D2 A˜y
)2
−D2 A˜z + Pz + δ
=− (δ + 1)
√√√√
1−
(
Px −D2 A˜x
)2
(δ + 1)2
−
(
Py −D2 A˜y
)2
(δ + 1)2
−D2 A˜z + Pz + δ
≈− (δ + 1)
1−
(
Px −D2 A˜x
)2
2(δ + 1)2
−
(
Py −D2 A˜y
)2
2(δ + 1)2
−D2 A˜z + Pz + δ
= −1 +
(
Px −D2 A˜x
)2
2(δ + 1)
+
(
Py −D2 A˜y
)2
2(δ + 1)
−D2 A˜z + Pz .
The resulting Hamiltonian with the paraxial approximation is therefore
K = −1 + (Px −D2 A˜x)
2
2(δ + 1)
+
(Py −D2 A˜y)2
2(δ + 1)
−D2 A˜z + Pz . (3.21)
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For the Hamiltonian (3.21) we have that, for stationary fields, it is indepen-
dent on the variable ` and therefore, the corresponding canonical momentum
δ is constant. We also note that the term −1 in (3.21) does not affect the
Hamilton equations and can therefore be neglected.
The Hamiltonian formulation described here, together with the associ-
ated numerical methods that will be introduced in the next chapter, will be
used to compute the particle trajectories in the Section 5.1, devoted to the
application to magnetic quadrupoles.
Chapter 4
Numerical approximations for
electromagnetic problems
The solution of the problems introduced in the first two chapters is often
not expressible in a closed form. We have therefore to employ numerical
methods to approximate the analytic solution. This chapter is devoted to
the presentation of the methods that will be applied in this thesis for this
purpose. We will mainly focus on the numerical methods for the resolution
of the Maxwell equations in a Galerkin framework and we will then discuss,
in the last part of the chapter, the methods used to solve the Hamilton
equations that will be applied to the computation of particle trajectories.
Regarding the former task, we will consider well-posed problems involving a
bilinear form which can be expressed as
Problem 4.1. Find x ∈ U such that, for F ∈ U ′, we have that
B(x, y) = F (y) , y ∈ U ,
where U , depending on the problem, is formed by one or two spaces V k,
belonging to an exact sequence (e.g. (2.35) or (2.50)).
The objective is then to build a conforming discretization, i.e. a set of
finite-dimensional spaces, depending on a parameter h, such that Uh ⊂ U .
Moreover, we require that the discrete spaces V kh form a subcomplex of the
continuous one, meaning that they are conforming and that satisfy
dkV kh ⊂ V k+1h . (4.1)
The subscript h historically refers to a characteristic mesh size, but we will
just consider it as a scalar discretization parameter with the property that the
dimension of Uh is increasing for decreasing h. Moreover, we will also use the
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subscript h to indicate quantities related to the finite-dimensional approxi-
mations. Since U is formed by one or two spaces V k, we will build conforming
discretizations for the spaces in the sequence, V kh ⊂ V k, which lead to a con-
forming discretization for Uh ⊂ U . Thanks to the subcomplex property (4.1),
we have that for each value of h the following finite-dimensional problem is
well-posed [Arn18, Section 5.2.3]
Problem 4.2. Find xh ∈ Uh such that, for F ∈ U ′, we have that:
B(xh, yh) = F (yh) , yh ∈ Uh .
We would then like to have that the discrete solution xh approximates
the continuous one x for h → 0. In this context, a crucial role is played by
the following inequality [XZ03, Theorem 2]:
‖x− xh‖U ≤
C
γh
inf
yh∈Uh
‖x− yh‖U . (4.2)
where the γh is the discrete inf-sup constant [Arn18, Section 5.2.3]
γh = inf
06=x∈Uh
sup
06=yh∈Uh
B(xh, yh)
‖xh‖U ‖yh‖U
. (4.3)
From (4.2), we see that we are able to approximate the continuous solution
x if we have a uniform lower bound for the discrete inf-sup constant (4.3)
γh ≥ γ0 > 0 and we have the approximation property, i.e.
lim
h→0
inf
yh∈Uh
‖x− yh‖U = 0 , x ∈ U . (4.4)
Throughout the first part of this chapter, we will mainly deal with dis-
cretizations arising in IGA [CHB09], with a particular focus on a new method,
proposed in this thesis, for the resolution of Maxwell equations in axisym-
metric domains, which extends the strategy presented in [Oh15]. The key
ingredients for this paradigm are the B-spline and the Non-Uniform Rational
Basis Spline (NURBS) functions which are widely used in Computer Aided
Design (CAD). The choice of the same functions used in CAD allows to ex-
actly represent the domain geometry already at the coarsest discretization
level and simplifies the step from design to computation, which is crucial since
meshing and preprocessing steps take up to 80% of the time of the entire sim-
ulation workflow [Bog+05]. Moreover, B-splines allow a great flexibility in
the choice of regularity, ensuring very good approximation properties and
an efficient representation of smooth functions. We will therefore begin this
chapter introducing B-splines and NURBS which will be used to describe the
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geometry and the finite-dimensional approximation spaces. We will underline
the main properties of these spaces both in Cartesian and cylindrical coor-
dinates. Finally, we will describe two methods tailored to solve the Laplace
problem in cylindrical domains, which will be used in a practically relevant
application. The first one is used in the accelerator physics community and
it is based on the classical solution via Bessel functions [Dra97, Section 15.3],
while the second one is proposed in this thesis and it motivated by the need
of handling a non-uniform behaviour of the solution in the longitudinal direc-
tion z. It is therefore based on the use of a B-spline basis in the longitudinal
direction and of a spectral basis in the radial one.
In the final part of the chapter we focus instead on the presentation of
some numerical methods for the resolution of Ordinary Differential Equations
(ODEs), which often arise in the resolution of time-dependent problems,
and, in particular, we consider the important class of Hamilton equations
introduced in Chapter 3.
4.1 B-spline and NURBS
In this section, we briefly introduce the basic concepts of IGA in the context
of electromagnetism following [Vei+16]. We will start with the definition of
B-splines on a reference unit interval (0, 1) in the univariate case and we will
introduce two standard type of projectors together with some error estimates,
needed for the subsequent analysis. We will then introduce the extension of
the above concepts, via tensor product, to the multivariate case and we will
finally describe how to define B-spline and NURBS geometries.
Let us define the so called knot vector Ξ, which is a sequence of ordered
values that we consider, without loss of generality, between 0 and 1. In this
thesis, we will consider only open knot vectors, which are characterized by
the fact that the first p+ 1 knots are equal to 0 and the last p+ 1 knots are
equal to 1, i.e.
Ξ = {ξ1 = . . . = ξp+1 < . . . < ξn+1 = . . . = ξn+p+1} , (4.5)
where n is an integer. B-splines are piecewise polynomials of degree p used
to build the finite element spaces and the geometries that will be used in this
thesis. They can be defined recursively using the well-known Cox-DeBoor
formula. Starting from piecewise constant polynomials (p = 0)
B̂0i (x̂) =
{
1 ξi ≤ x̂ < ξi+1
0 otherwise
,
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the higher degree polynomials (p ≥ 1) are defined by
B̂pi (x̂) =
x̂− ξi
ξi+p − ξi B̂
p−1
i (x̂) +
ξi+p+1 − x̂
ξi+p+1 − ξi+1 B̂
p−1
i+1 (x̂) , (4.6)
with the convention that 0/0 is equal to 0. The number of B-splines obtained
using this procedure is the number n in the definition of the knot vector (4.5).
It is possible to describe the knot vector Ξ using other two vectors: a vector
containing the knots without repetition (sometimes called breakpoints), that
we indicate with ζ ∈ R`, and a vector containing the number of times each
knot is repeated 1 ≤ ri ≤ p, 2 ≤ i ≤ `−1, with r1 = r` = p+ 1. The number
αi = p− ri denotes the regularity of the B-spline function at the knot ζi. In
analogy to the standard Finite Element Method, we can use the breakpoints
to define elements Ii = (ζi, ζi+1) of a mesh with the corresponding mesh size
hi = ζi+1− ζi, 1 ≤ i ≤ `− 1. We say that the mesh, or the partition, defined
by ζ is locally quasi uniform if there exists a constant η ≥ 1 such that
η−1 ≤ hi
hi+1
≤ η, 1 ≤ i ≤ `− 2. (4.7)
The n B-spline polynomials generated by (4.6) are non-negative, i.e. B̂pi (x̂) ≥
0, they form a partition of unity, meaning that
n∑
i=1
B̂pi (x̂) = 1 , (4.8)
and they have local support. In particular, the support of the i-th B-spline
is contained in the interval [ξi, ξi+p+1], so the size of the support is reduced
by knot repetitions (see Figure 4.2):
B̂pi (x̂) = 0 x̂ /∈ [ξi, ξi+p+1] .
Conversely, in each interval (ξj, ξj+1) there are exactly p+ 1 B-splines which
are different from 0:
B̂pi (x̂) = 0 x̂ ∈ (ξj, ξj+1), i /∈ {j, j − 1, . . . , j − p} .
Note that for each element Ii there exists a unique index k such that Ii =
(ζi, ζi+1) = (ξk, ξk+1). This remark is useful to define the so called support
extension I˜i, that is the interval formed by the interior of the union of the
supports of the basis functions which have a non-empty intersection with Ii
(see Figure 4.1):
I˜i = (ξk−p, ξk+p+1) . (4.9)
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1
Figure 4.1: Representation of the support extension I˜5 = (0.3, 0.8) (blue) of
I5 = (0.5, 0.6) (orange). The support extension contains the support of all
the basis functions that do not vanish on I5.
We can now define the B-spline spaces as
Spα(ζ) = span
{
B̂pi , i = 1, . . . , n
}
.
Note that B-spline spaces can be completely characterized either by the open
knot vector Ξ or by the degree p, the mesh ζ and the regularity α (or the
knot repetitions). For this reason we can use the two different notations
Spα(ζ) and S(Ξ) to indicate the same space. Figure 4.2 shows two sets of
quadratic B-spline basis functions generated by two different knot vectors
with the same elements but different regularity. To a B-spline space S(Ξ)
0.0 0.2 0.7 0.8 1.0
x
0
1
B21(x)
B22(x)
B23(x)
B24(x)
B25(x)
B26(x)
0.0 0.2 0.7 0.8 1.0
x
0
1
B21(x)
B22(x)
B23(x)
B24(x)
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B26(x)
B27(x)
B28(x)
Figure 4.2: Two set of quadratic B-spline basis functions generated, re-
spectively, from the knots Ξa = (0, 0, 0, 0.2, 0.7, 0.8, 1, 1, 1) (left) and
Ξb = (0, 0, 0, 0.2, 0.2, 0.7, 0.8, 0.8, 1, 1, 1) (right). The dots below the ζ-
axis indicate the knots repetitions. The two spaces are defined on the same
mesh ζ = (0, 0.2, 0.7, 0.8, 1), but the space on the left has higher regularity
and less basis functions. Note that the support of the less regular B-splines
(right) is smaller that the ones with higher regularity (left).
it is possible to associate a dual basis, i.e. a set of dual functionals λi, p,
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i = 1, . . . , n, which satisfy the property
λi, p(B̂
p
j ) = δij , j = 1, . . . , n
and that are stable, in the sense that
|λi, p(f)| ≤ C 1√
hi
‖f‖L2(Ii) .
An explicit construction of a dual basis with the proof of the aforementioned
properties can be found in [Sch81, Section 4.6]. Using the dual basis, it is
possible to define projectors
ΠΞ : L
2([0, 1]) → S(Ξ)
f 7→
n∑
i=1
λi, p(f)B̂
p
i
(4.10)
for which
ΠΞv = v , v ∈ S(Ξ) .
The defined projectors (4.10) are stable [Vei+16, Proposition 2.4], i.e.
‖ΠΞu‖L2(Ii) ≤ C1 ‖u‖L2(I˜i) ,
where C1 depends only on p and, for a locally quasi-uniform partition, we
have that
|ΠΞu|H1(Ii) ≤ C2|u|H1(I˜i) ,
where C2 depends only on p and η. In order to build proper discretizations
for the de Rham complexes, it is important to see how the derivative operator
acts on the B-spline spaces and to build projectors that commute with it.
Concerning the former issue, we have that the derivative operator maps B-
spline spaces onto B-spline spaces of lower degree. In particular, for p ≥ 1
and αi > 0 on the internal break points i = 2, . . . , `− 1, we have that{
d
dζ
v : v ∈ Spα(ζ)
}
≡ Sp−1α−1(ζ) ,
or, equivalently, {
d
dζ
v : v ∈ S(Ξ)
}
≡ S(Ξ′) , (4.11)
where Ξ′ is the knot vector obtained from Ξ removing the first and the last
knots: {ξ2, . . . , ξn+p}. Given a projector in the form (4.10), it is possible to
build another projector ΠcΞ′ , given by
ΠcΞ′g =
d
dζ
ΠΞ
∫ ζ
0
g(s)ds , g ∈ L2(0, 1) , (4.12)
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such that it commutes with the derivative operator, that is
ΠcΞ′
d
dζ
f =
d
dζ
ΠΞf , f ∈ H1(0, 1) . (4.13)
We have that (4.12) is indeed a projector, i.e.
ΠcΞ′v = v , ∈ S(Ξ′) .
and that it is stable on a quasi-uniform partition [Vei+16, Proposition 5.3]:
‖ΠcΞ′v‖L2(Ii) ≤ C‖v‖L2(I˜i) . (4.14)
The B-spline spaces are conforming in H1(0, 1), i.e. without essential bound-
ary conditions. Since the only non-vanishing basis functions on the left and
right boundaries are, respectively, B̂p1 and B̂
p
n, it is possible to define con-
forming B-spline spaces and commuting projectors with analogous properties
for H10 (0, 1) as well and for spaces with essential boundary conditions only
on one extremum [Buf+11, Lemma 3.3, 3.5].
The analogous multivariate spaces are defined via tensor product. For
a space of dimension d, we consider d knot vectors Ξs, s = 1, . . . , d, with
the corresponding break points ζs, degrees ps, regularity αs and univariate
B-spline spaces S(Ξs). Assuming that each univariate partition, defined by
ζs, is locally quasi uniform (4.7), we can defined the so called Be´zier mesh
on Ω̂ = (0, 1)d given by
Q̂h = {Qj = Ij1 × . . .× Ijd , 1 ≤ js ≤ `s , s = 1, . . . , d},
where j = (j1, . . . , jd) and h = max
{
diam(Q), Q ∈ Q̂h
}
is the global mesh
size. We will denote the the coarsest mesh with the subscript 0: Q̂0. In a
straightforward manner, it is possible to define the support extension in the
multivariate case, exploiting the definition in the univariate case (4.9):
Q˜j = I˜j1 × . . .× I˜jd .
A multivariate B-spline is then defined as the product of the univariate ones:
B̂pi (x̂) = B̂
p1
i1
(x̂1) · · · B̂pdid (x̂d) ,
and, consequently, the multivariate B-spline space is defined as
S(Ξ1, . . . , Ξd) = span
{
B̂pi , 1 ≤ is ≤ ns, s = 1, . . . , d
}
.
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NURBS functions are a generalization of B-spline functions which can be
built considering a set of weights wi ≥ 0, 1 ≤ is ≤ ns, s = 1, . . . , d such
that they sum to one and using the following formula:
N̂pi (x̂) =
wiB̂
p
i (x̂)∑
iwiB̂
p
i (x̂)
.
Note that, if all the weights equal to one, the denominator is identically one
as well, thanks to the property (4.8), and the obtained NURBS is actually
simply a B-spline, proving the fact that NURBS are indeed a generalization
of the B-splines, as stated above. Gathering the weights in a vector W, the
associated NURBS space is simply defined as
N(Ξ1, . . . , Ξd,W) = span
{
N̂pi , 1 ≤ is ≤ ns, s = 1, . . . , d
}
.
B-splines and NURBS can be used to define complex geometric shapes,
they are indeed the main tool used in CAD. We will explain how a geom-
etry is described considering NURBS since B-splines are a particular case.
A geometric entity Ω, to which we will often refer as physical domain, is
described using a parametrization F defined using a NURBS space and a set
of vectorial coefficients ci ∈ Rr , r ≥ d, called control points, which multiply
each NURBS basis function:
F : Ω̂ = (0, 1)d → Ω ⊂ Rr
F (x̂) =
∑
i
ciN̂
p
i (x̂)
The dimension of the space d determines the dimension of the object: a
curve (d = 1), a surface (d = 2) or a volume (d = 3). The number of the
components r ≥ d of each coefficient ci determines instead the dimension of
the ambient space, so, for example, if d = 1, r = 2 the geometry represents
a curve on the plane and if d = 2 and r = 3 represents a surface in the
three-dimensional space. In the following we will always consider r = d. The
set of control points is called control grid or control mesh and the parametric
Be´zier mesh induces, through the parametrization F , the physical Be´zier
mesh (see Figure 4.3):
Qh =
{
K = F (Q) , Q ∈ Q̂h
}
.
We will now specify the types of parametrizations we will consider introduc-
ing the following assumption.
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SŜ
F
Figure 4.3: Representation of a parametric and physical Be´zier mesh obtained
through a parametrization F , (d = r = 2).
Assumption 4.1. The parametrization F is defined on the coarsest level
Q̂0 and its associated regularity vectors are βi, i = 1, . . . , d. We assume
that F |Q ∈ C∞(Q), Q ∈ Q̂0 and F−1|K ∈ C∞(K), K ∈ Q0. Moreover,
when we will consider B-spline spaces, we assume that the regularity of the
parametrization is higher than the regularity of the spaces. Finally, we as-
sume that the Be´sier meshes we will encounter are shape-regular, meaning
that the ratio between the smallest edge and the diameter of each element
Q ∈ Q̂h is uniformly bounded with respect to h and Q [Buf+11, Section 3.4].
4.1.1 Discrete spaces in Cartesian coordinates
In the previous section, we introduced the univariate B-spline spaces together
with their multivariate extensions via tensor product on a reference, or para-
metric, domain Ω̂ and we explained how NURBS geometries are defined
through a parametrization F . In this section, we will consider the de Rham
complex (2.26) of spaces defined on a three-dimensional parametric domain
Ω̂ = (0, 1)3 and we will define the suitable B-spline discrete spaces that share
some crucial properties of the continuous ones. We will then consider a reg-
ular parametrization of the three-dimensional physical domain Ω, described
by a B-spline or by a NURBS volume, and we recall the results that allow
to define discrete spaces corresponding to the spaces defined on the physical
domain exploiting the ones defined on the reference one. Finally, we simply
state the results for approximation of the two-dimensional de Rham complex
in Cartesian coordinates, which follow from the three-dimensional ones, but
this will be useful to set the notation which will then be used in the following
section.
Consider the de Rham complex in Cartesian coordinates (2.34) defined
on the parametric domain [Buf+11, Section 2]:
X̂0 X̂1 X̂2 X̂3R 0ĝrad ĉurl d̂iv ,
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where we have used the following compact notation to indicate the spaces:
X̂0 = H1(Ω̂) , X̂1 = H(ĉurl; Ω̂) ,
X̂2 = H(d̂iv; Ω̂) , X̂3 = L2(Ω̂) .
The first objective is to define a sequence of discrete spaces X̂kh , k = 0, . . . , 3
with the subcomplex property (4.1), i.e. X̂kh ⊂ Xk and
dk(X̂kh) ⊂ X̂k+1h .
To this end we consider three know vectors Ξ1, Ξ2 and Ξ3 which define B-
spline spaces with degree p ≥ 1 which are at least continuous in the internal
breakpoints αi ≥ 0 and we introduce the following discrete spaces:
X̂0h = S(Ξ1, Ξ2, Ξ3) ,
X̂1h = S(Ξ
′
1, Ξ2, Ξ3)× S(Ξ1, Ξ′2, Ξ3)× S(Ξ1, Ξ2, Ξ′3) ,
X̂2h = S(Ξ1, Ξ
′
2, Ξ
′
3)× S(Ξ′1, Ξ2, Ξ′3)× S(Ξ′1, Ξ′2, Ξ3) ,
X̂3h = S(Ξ
′
1, Ξ
′
2, Ξ
′
3) .
(4.15)
Thanks to the B-spline property (4.11), it is easy to see check that each dif-
ferential operator maps a B-spline space into the following one and, since B-
spline spaces are piecewise polynomials, it is also clear that they are conform-
ing, so that the discrete spaces form a subcomplex of the original one. An-
other important ingredient that ensures the stability of the Galerkin method
and the fact that the discrete subcomplex has the same cohomology of the
continuous one is the presence of bounded cochain projectors Π̂k [Arn18,
Section 5.2.2], i.e. a set of projectors that satisfy
‖Π̂kv̂‖X̂k ≤ C‖v̂‖X̂k , v̂ ∈ X̂k
and that commute with the differential operators:
(dk ◦ Π̂k)v̂ = (Π̂k+1 ◦ dk)v̂ , v̂ ∈ X̂k .
Using the subcomplex property and a set of commuting projectors we can
draw the following commuting diagram (a representation of the complex
formed by the discrete spaces (4.15) of maximum degree p = 2 is drawn in
Figure 4.4):
X̂0 X̂1 X̂2 X̂3R 0
X̂0h X̂
1
h X̂
2
h X̂
3
hR 0
ĝrad ĉurl d̂iv
ĝrad ĉurl d̂iv
Π̂0 Π̂1 Π̂2 Π̂3 (4.16)
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⊗ ⊗ ĝrad−−→
⊗ ⊗
⊗ ⊗
⊗ ⊗
ĉurl−−→
⊗ ⊗
⊗ ⊗
⊗ ⊗
d̂iv−−→ ⊗ ⊗
Figure 4.4: Representation of the complex formed by the discrete spaces with
maximum degree p = 2.
Such projectors can be defined from (4.10) and (4.12) in the following way
Π̂0 = ΠΞ1 ⊗ ΠΞ2 ⊗ ΠΞ3 ,
Π̂1 = (ΠcΞ′1 ⊗ ΠΞ2 ⊗ ΠΞ3) × (ΠΞ1 ⊗ Π
c
Ξ′2
⊗ ΠΞ3)
× (ΠΞ1 ⊗ ΠΞ2 ⊗ ΠcΞ′3) ,
Π̂2 = (ΠΞ1 ⊗ ΠcΞ′2 ⊗ Π
c
Ξ′3
) × (ΠcΞ′1 ⊗ ΠΞ2 ⊗ Π
c
Ξ′3
)
× (ΠcΞ′1 ⊗ Π
c
Ξ′2
⊗ ΠΞ3) ,
Π̂3 = ΠcΞ′1 ⊗ Π
c
Ξ′2
⊗ ΠcΞ′3 .
(4.17)
where the tensor product has to be interpreted as the composition of the var-
ious univariate projectors, as explained in [Vei+14, Section 2.2.2]. Thanks to
the commuting property (4.13) of the univariate projectors (4.10) and (4.12),
we have that the ones defined in (4.17) commute too [Vei+16, Lemma 5.7]:
ĝrad
(
Π̂0 v̂
)
= Π̂1
(
ĝrad v̂
)
,
ĉurl
(
Π̂1 v̂
)
= Π̂2
(
ĉurl v̂
)
,
d̂iv
(
Π̂2 v̂
)
= Π̂3
(
d̂iv v̂
)
.
(4.18)
Moreover, the stability of the projectors Π̂k, on three-dimensional Be´zier
mesh obtained from quasi-uniform partitions, follows from the stability of
the univariate ones (4.14) [Vei+16, Lemma 5.6]:
‖Π̂0 v̂‖L2(Q) ≤ C‖v̂‖L2(Q˜) , v̂ ∈ X̂0 , Q ∈ Q̂ ,
‖Π̂1 v̂‖L2(Q;R3) ≤ C‖v̂‖L2(Q˜;R3) , v̂ ∈ X̂1 , Q ∈ Q̂ ,
‖Π̂2 v̂‖L2(Q;R3) ≤ C‖v̂‖L2(Q˜;R3) , v̂ ∈ X̂2 , Q ∈ Q̂ ,
‖Π̂3 v̂‖L2(Q) ≤ C‖v̂‖L2(Q˜) , v̂ ∈ X̂3 , Q ∈ Q̂ .
(4.19)
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Now that we have built a discretization for the spaces in the parametric
domain, we would like to extend it to the spaces defined on the physical
domain Ω. To this end, let us introduce the following notation to indicate
the continuous spaces in the physical domain:
X0 = H1(Ω) , X1 = H(curl; Ω) ,
X2 = H(div; Ω) , X3 = L2(Ω) .
(4.20)
where the geometry Ω is described by a regular NURBS parametrization F ,
in the sense specified in Assumption 4.1. Thanks to the regularity of the
parametrization we can relate the functions in the parametric and physical
domains by means of the following pull-backs:
ι0(v) = v ◦F , v ∈ X0 ,
ι1(v) = JF
T (v ◦F ) , v ∈ X1 ,
ι2(v) = det (JF )JF
−1(v ◦F ) , v ∈ X2 ,
ι3(v) = det (JF )(v ◦F ) , v ∈ X3 .
(4.21)
The pull-backs defined are such that the following diagram commutes:
X0 X1 X2 X3R 0
X̂0 X̂1 X̂2 X̂3R 0
grad curl div
ĝrad ĉurl d̂iv
ι0 ι1 ι2 ι3 (4.22)
At this point the discrete spaces in the physical domain are simply induced
by the ones in the parametric domain through the application of the corre-
sponding push-forwards:
v = v̂ ◦F−1 , v ∈ X0 , v̂ ∈ X̂0 ,
v = JF
−T (v̂ ◦F−1) , v ∈ X1 , v̂ ∈ X̂1 ,
v =
JF
det (JF )
(
v̂ ◦F−1) , v ∈ X2 , v̂ ∈ X̂2 ,
v =
1
det (JF )
(
v̂ ◦F−1) , v ∈ X2 , v̂ ∈ X̂3 .
(4.23)
Consequently, the following relations between the differential operators in
the parametric and in the physical domain hold:
grad v = JF
−T
((
ĝrad v̂
)
◦F−1
)
, v ∈ X0 , v̂ ∈ X̂0
curl v =
JF
det (JF )
((
ĉurl v̂
)
◦F−1
)
, v ∈ X1 , v̂ ∈ X̂1
div v =
1
det (JF )
((
d̂iv v̂
)
◦F−1
)
, v ∈ X2 , v̂ ∈ X̂2 .
(4.24)
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The projectors as well are uniquely determined by the following relations:
Π0(v) = Π̂0
(
ι0(v)
)
, v ∈ X0 ,
Π1(v) = Π̂1
(
ι1(v)
)
, v ∈ X1 ,
Π2(v) = Π̂2
(
ι2(v)
)
, v ∈ X2 ,
Π3(v) = Π̂3
(
ι3(v)
)
, v ∈ X3 .
(4.25)
Moreover, we have that the following diagram for the physical domain com-
mutes:
X0 X1 X2 X3R 0
X0h X
1
h X
2
h X
3
hR 0
grad curl div
grad curl div
Π0 Π1 Π2 Π3 (4.26)
Finally, we define
p = min ({p1, p2, p3})
and, with the Assumption 4.1 ensuring that the regularity of the parametriza-
tion βi is higher than the one of the basis functions in (4.15) αi, we have the
following approximation estimates [Buf+11, Remark 5.1]:
‖v − Π0 v‖H1(Ω) ≤ C hs ‖v‖Hs+1(Ω) , v ∈ Hs+1(Ω) ,
‖v − Π1 v‖H(curl; Ω) ≤ C hs ‖v‖Hs(curl; Ω) , v ∈ Hs(curl; Ω) ,
‖v − Π2 v‖H(div; Ω) ≤ C hs ‖v‖Hs(div; Ω) , v ∈ Hs(div; Ω) ,
‖v − Π3 v‖L2(Ω) ≤ C hs ‖v‖Hs(Ω) , v ∈ Hs(Ω) ,
(4.27)
where 0 ≤ s ≤ p and C is a constant independent on h. At this point, all
the requirements to apply the theory presented in [Arn18] are fulfilled and
we obtain the bound for the discrete inf-sup constant γh [Arn18, Theorem
5.4] which ensures the stability of the method. We are then able to prop-
erly approximate the solution of the problems presented in Section 2.2 and
the estimates for the approximation error in (4.4) are obtained from (4.27)
choosing, as finite-dimensional functions, the projection of the exact solu-
tion. The results presented in this section apply to a wider class of problems
in which the considered sequences are not exact. The interested reader can
found further details in [Arn18].
Two dimensional discrete spaces
Following the same passages we can state analogous results for the two-
dimensional de Rham complexes in Cartesian coordinates (2.38). In this
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case the parametrization that describes the geometry is the following:
F : (0, 1)2 = Ŝ → S ⊂ R2 . (4.28)
The B-spline spaces that approximate the de Rham complex in the paramet-
ric domain are
Ŷ 0h = S(Ξ1, Ξ2) ,
Ŷ 1h = S(Ξ
′
1, Ξ2, )× S(Ξ1, Ξ′2) ,
Ŷ 1∗h = S(Ξ1, Ξ
′
2) × S(Ξ′1, Ξ2) ,
Ŷ 2h = S(Ξ
′
1, Ξ
′
2) .
(4.29)
The relations (4.21) for the pull-back hold also in this case:
ι0(v) = v ◦F , v ∈ Y 0 ,
ι1(v) = JF
T (v ◦F ) , v ∈ Y 1 ,
ι1∗(v) = det (JF )JF−1(v ◦F ) , v ∈ Y 1∗ ,
ι2(v) = det (JF )(v ◦F ) , v ∈ Y 2 .
(4.30)
Thanks to the isomorphism between Y 1 and Y 1∗ (2.38), we have the following
relations between ι1 and ι1∗:
ι1(v) = P−1 ι1∗(Pv) , v ∈ Y 1 ,
ι1∗(v) = P ι1(P−1 v) , v ∈ Y 1∗ .
The discrete spaces in the physical domain are obtained through the appli-
cation of the corresponding push-forwards:
v = v̂ ◦F−1 , v ∈ Y 0 , v̂ ∈ Ŷ 0 ,
v = JF
−T (v̂ ◦F−1) , v ∈ Y 1 , v̂ ∈ Ŷ 1 ,
v =
JF
det (JF )
(
v̂ ◦F−1) , v ∈ Y 1∗ , v̂ ∈ Ŷ 1∗ ,
v =
1
det (JF )
(
v̂ ◦F−1) , v ∈ Y 2 , v̂ ∈ Ŷ 2 .
(4.31)
The differential operators are related, analogously to the ones in the three-
dimensional spaces (4.24), by the following equations:
grad v = JF
−T
((
ĝrad v̂
)
◦F−1
)
, v ∈ Y 0 , v̂ ∈ Ŷ 0 ,
rot v =
JF
det (JF )
((
r̂ot v̂
)
◦F−1
)
, v ∈ Y 0 , v̂ ∈ Ŷ 0 ,
curl v =
1
det (JF )
((
ĉurl v̂
)
◦F−1
)
, v ∈ Y 1 , v̂ ∈ Ŷ 1 ,
div v =
1
det (JF )
((
d̂iv v̂
)
◦F−1
)
, v ∈ Y 1∗ , v̂ ∈ Ŷ 1∗ .
(4.32)
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Analogous approximation estimates hold for the two-dimensional case:
‖v − Π0 v‖H1(S) ≤ C hs ‖v‖Hs+1(S) , v ∈ Hs+1(S) ,
‖v − Π1 v‖H(curl;S) ≤ C hs ‖v‖Hs(curl;S) , v ∈ Hs(curl; S) ,
‖v − Π1∗ v‖H(div;S) ≤ C hs ‖v‖Hs(div;S) , v ∈ Hs(div; S) ,
‖v − Π2 v‖L2(S) ≤ C hs ‖v‖Hs(S) , v ∈ Hs(S) .
(4.33)
The results presented in this sections applies also to the discretization of
spaces in which essential boundary conditions are imposed on whole edges
(d = 2) or faces (d = 3) of the parametrized domain [Buf+11] and on mul-
tipatch domains which allows to describe more complex domains [Vei+16,
Section 3.3].
4.1.2 Discrete spaces in axisymmetric domains
In this section, we present one of the main contributions of this thesis, which
is the extension of the results presented in [Oh15] to the IGA framework,
defining proper discrete spaces of high order B-splines for the de Rham com-
plex (2.50) when m 6= 0. Other works that studied numerical methods for
the solution of specific problems in axisymmetric domains are, for exam-
ple, [Ber+99; HL05; Lac00; MR82; Nke05; Per+17]. The main idea is to
exploit the two-dimensional spaces in Cartesian coordinates (2.36), for which
we are able to build proper discretizations with bounded cochain projectors
and we have approximation estimates, to build a proper discretizations for
the complex (2.50) by means of suitable operators. In the following, we will
use the notation introduced in Section 2.3, i.e.
‖·‖ = ‖·‖L2(S) and ‖·‖ρ = ‖·‖L2ρ(S) .
In particular, the domain S will be the two-dimensional cross-section of our
axisymmetric domain Ω˘ and we assume it is described through a regular
NURBS parametrization F (4.28) that satisfies Assumption 4.1. The strat-
egy to define the discrete counterparts of (2.49) is based on the use of oper-
ators that link the spaces in cylindrical coordinates to the standard spaces
in Cartesian coordinates. The definition of the discrete spaces and of the
projectors, together with error estimates, are then deduced from the ones
defined for the spaces in Cartesian coordinates. A diagram summarizing the
general strategy for the discretization that will be explained in the following
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is depicted here:
Zm, 0 Zm, 1 Zm, 2 Zm, 3
Y 0 Y 1 × Y 0 Y 1∗ × Y 2 Y 2
Y 0h Y
1
h × Y 0h Y 1∗h × Y 2h Y 2h
Zm, 0h Z
m, 1
h Z
m, 2
h Z
m, 3
h
gradm curlm divm
G C D
G C D
gradm curlm divm
ηm, 0 ηm, 1 ηm, 2 ηm, 3
Π0 Π1×Π0 Π1∗×Π2 Π2
η−1m, 0 η
−1
m, 1 η
−1
m, 2 η
−1
m, 3
(4.34)
The first step is the definition of a set of operators ηm, k, k = 0, 1, 2, 3 that
maps functions from Zm, k onto the functional spaces defined in Cartesian
coordinates:
ηm, 0 : Z
m, 0 → Y 0, u 7→ m
ρ
u, (4.35)
ηm, 1 : Z
m, 1 → Y 1 × Y 0, u 7→

1
ρ
(muρ + uθ)
m
ρ
uz
uθ
 , (4.36)
ηm, 2 : Z
m, 2 → Y 1∗ × Y 2, u 7→

uρ
uz
1
ρ
(muθ − uρ)
 , (4.37)
ηm, 3 : Z
m, 3 → Y 2, u 7→ u. (4.38)
These operators are chosen such that G, C and D are both well-defined and
make the top part of the diagram (4.34) commutative. From the general
strategy depicted in (4.34) and from the operators defined above, it is clear
how the meridian and azimuthal components are treated differently and how
the uncommon ordering of the components simplifies the notation. Note that,
if Γ0 6= ∅ (2.42), these operators are well-defined only on regular subspaces
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Z˜m, k ⊂ Zm, k:
Z˜m, 0 =
{
u ∈ Zm, 0 : ηm, 0(u) ∈ Y 0
}
,
Z˜m, 1 =
{
u ∈ Zm, 1 : ηm, 1(u) ∈ Y 1 × Y 0
}
,
Z˜m, 2 =
{
u ∈ Zm, 2 : ηm, 2(u) ∈ Y 1∗ × Y 2
}
,
Z˜m, 3 =
{
u ∈ Zm, 3 : ηm, 3(u) ∈ Y 2
}
.
(4.39)
Then, since proper conforming discretizations are known for the spaces in
Cartesian coordinates (2.36), the discrete spaces Zm, kh are built from the
Cartesian discrete spaces using η−1m, k:
Zm, 0h =
{
uh | uh = η−1m, 0(u˜h), u˜h ∈ Y 0h
}
,
Zm, 1h =
{
uh | uh = η−1m, 1(u˜h), u˜h ∈ Y 1h × Y 0h
}
,
Zm, 2h =
{
uh | uh = η−1m, 2(u˜h), u˜h ∈ Y 1∗h × Y 2h
}
,
Zm, 3h =
{
uh | uh = η−1m, 3(u˜h), u˜h ∈ Y 2h
}
.
(4.40)
Consistently with this definition, in the following we will denote functions
defined on spaces in Cartesian coordinates with a tilde. Moreover, we will
often treat differently the meridian and azimuthal components of a vector-
valued functions and thus we will use the compact notation uρz = (uρ, uz)
T ,
already introduced in Section 2.3, to indicate the former. In order to ap-
ply the differential operators to the discrete functions, it is useful to define,
by composition, the following operators that act directly on the continuous
spaces defined in Cartesian coordinates:
gradm? = η
−1
m, 0 ◦ gradm : Y 0 → Zm, 1 ,
gradm? (u˜) =

1
m
(u˜+ ρ ∂ρu˜)
ρ
m
∂zu˜
−u˜
 , (4.41)
curlm? = η
−1
m, 1 ◦ curlm : Y 1 × Y 0 → Zm, 2 ,
curlm? (u˜) =
 −u˜z − ∂zu˜θu˜ρ + ∂ρu˜θ
1
m
(∂z(ρ u˜ρ)− ∂ρ(ρ u˜z)− ∂zu˜θ)
 , (4.42)
divm? = η
−1
m, 2 ◦ divm : Y 1∗ × Y 2 → Zm, 3 ,
divm? (u˜) = ∂ρu˜ρ − u˜θ + ∂zu˜z .
(4.43)
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Note that, due to the choice of the spaces in Cartesian coordinates, all the
differential operators (4.41)−(4.43) are well-defined. Moreover, since the
discrete spaces in Cartesian coordinates are conforming, we have the following
result:
Lemma 4.1. The discrete spaces (4.40) are conforming in the spaces defined
in (2.49).
Proof. We have to show that Zm, kh ⊂ Zm, k, k = 0, . . . , 3. Due to the
boundness of S, there exist R > 0 such that 0 < ρ < R, (ρ, z) ∈ S.
Considering u˜h ∈ Y 0h , we have that u˜h ∈ Y 0 because of the conforming
discretization of the Cartesian complexes (2.36). So uh ∈ Zm, 0, in fact:
‖uh‖2ρ = ‖ρu˜h‖2ρ ≤ R3 ‖u˜h‖2 <∞
and
‖gradm uh‖2ρ = ‖gradm? u˜h‖2ρ ≤ R ‖gradm? u˜h‖2
≤ 3R ‖u˜h‖2 + 2R3 ‖grad u˜h‖2 <∞
since u˜h ∈ Y 0 .
The proofs of the other cases are similar. For Zm, 1h ⊂ Zm, 1, given uh ∈ Zm, 1h
we have:
‖uh‖2ρ =
∥∥∥∥ 1m(ρ u˜ρ, h − u˜θ, h)
∥∥∥∥2
ρ
+
∥∥∥ ρ
m
u˜z, h
∥∥∥2
ρ
+ ‖u˜θ, h‖2ρ
≤ 2R3 ‖u˜ρ, h‖2 +R3 ‖u˜z, h‖2 + 3R ‖u˜θ, h‖2 <∞
and
‖curlm uh‖2ρ = ‖curlm? u˜h‖2ρ
= ‖u˜ρz, h + grad u˜θ, h‖2ρ
+
∥∥∥∥ 1m(−ρ curl u˜ρz, h − u˜z, h − ∂zu˜θ, h)
∥∥∥∥2
ρ
≤ 6 ‖u˜ρz, h‖2ρ + 4 ‖ρ curl u˜ρz, h‖2ρ + 4 ‖grad u˜θ, h‖2ρ
≤ 6R ‖u˜ρz, h‖2 + 4R3 ‖curl u˜ρz, h‖2 + 4R ‖grad u˜θ, h‖2 <∞
since u˜ρz, h ∈ Y 1 and u˜θ, h ∈ Y 0.
For Zm, 2h ⊂ Zm, 2, given uh ∈ Zm, 2h we have:
‖uh‖2ρ = ‖u˜ρz, h‖2ρ +
∥∥∥∥ 1m(ρ u˜θ, h + u˜ρ, h)
∥∥∥∥2
ρ
≤ 3R ‖u˜ρz, h‖2 + 2R3 ‖u˜θ, h‖2 <∞
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and
‖divm uh‖2ρ = ‖divm? u˜h‖2ρ ≤ 2 ‖div u˜ρz, h‖2ρ + 2 ‖u˜θ, h‖2ρ
≤ 2R ‖div u˜ρz, h‖2 + 2R ‖u˜θ, h‖2 <∞
since u˜ρz, h ∈ Y 1∗ and u˜θ, h ∈ Y 2.
Finally, Zm, 3h ⊂ Zm, 3, given uh ∈ Zm, 3h , we have:
‖uh‖2ρ = ‖u˜h‖2ρ ≤ R ‖u˜h‖2 <∞
since u˜h ∈ Y 2.
The projectors Π˘m, k : Z˜m, k → Zm, kh are defined as in [Oh15], exploiting
those used in the spaces in Cartesian coordinates (2.36):
Π˘m, 0u =
(
η−1m, 0 ◦Π0 ◦ ηm, 0
)
(u) , u ∈ Z˜m, 0 ,
Π˘m, 1u =
(
η−1m, 1 ◦
(
Π1 × Π0) ◦ ηm, 1)(u) , u ∈ Z˜m, 1 ,
Π˘m, 2u =
(
η−1m, 2 ◦
(
Π1∗ × Π2) ◦ ηm, 2)(u) , u ∈ Z˜m, 2 ,
Π˘m, 3u =
(
η−1m, 3 ◦Π2 ◦ ηm, 3
)
(u) = Π2(u) , u ∈ Z˜m, 3 .
(4.44)
The following lemma shows that they are actually projectors.
Lemma 4.2. The interpolators (4.44) are projectors, that is
Π˘kuh = uh , uh ∈ Zkh , k = 0, . . . , 3 . (4.45)
Proof. For k = 3 the result is immediate since the projector coincides with
the one defined on the Cartesian space.
Also the result for k = 0, . . . , 2 follows easily from the definition of the spaces
and the results in Cartesian coordinates. Taking, for example, uh ∈ Z0h, we
have that
Π˘0uh = η
−1
m, 0
(
Π0(u˜h)
)
= η−1m, 0(u˜h) = uh , u˜h ∈ Y 0h .
We want now to show that the continuous and discrete spaces, together
with the projectors, form a commutative diagram. We start proving the
commutativity of the top part of the diagram (4.34).
Lemma 4.3. The following diagram commutes:
Z˜m, 0 Z˜m, 1 Z˜m, 2 Z˜m, 3
Y 0 Y 1 × Y 0 Y 1∗ × Y 2 Y 2
gradm curlm divm
G C D
ηm, 0 ηm, 1 ηm, 2 ηm, 3
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Proof. For the first part involving the gradient, we have that (ηm, 1 ◦ gradm)u =
(G ◦ ηm, 0)u , u ∈ Z˜m, 0. In fact, in the left-hand side we have that
gradm u =
(
∂ρu, ∂zu,−m
ρ
u
)T
,
ηm, 1 ◦ gradm u =
(
1
ρ
(
m∂ρu− m
ρ
u
)
,
m
ρ
∂zu, −m
ρ
u
)T
=
(
∂ρ
(
m
ρ
u
)
, ∂z
(
m
ρ
u
)
, −m
ρ
u
)T
,
which is clearly equal to the right-hand side, since ηm, 0u =
m
ρ
u ∈ Y 0, and
belongs to Y 1 × Y 0 .
For the part involving the curl (ηm, 2 ◦ curlm)u = (C ◦ ηm, 1)u ,u ∈ Z˜m, 1. In
fact, in the left-hand side we have
curlm u =

−m
ρ
uz − ∂zuθ
1
ρ
(∂ρ(ρ uθ) +muρ)
∂zuρ − ∂ρuz
 ,
ηm, 2 ◦ curlm u =

−m
ρ
uz − ∂zuθ
1
ρ
(uθ +muρ) + ∂ρuθ
1
ρ
(
m∂zuρ −m∂ρuz + m
ρ
uz + ∂zuθ
)

=

−m
ρ
uz − ∂zuθ
1
ρ
(uθ +muρ) + ∂ρuθ
−∂ρ
(
m
ρ
uz
)
+ ∂z
(
1
ρ
(muρ + uθ)
)
 ,
(4.46)
which is equal to the right-hand side C ◦ ηm, 1u which belongs to Y 1∗ × Y 2.
Finally, for the divergence part, we have that (ηm, 3 ◦ divm)u = (D ◦ ηm, 2)u ,u ∈
Z˜m, 2. In fact, in the left-hand side we have:
ηm, 3 ◦ divm u = divm u = ∂ρuρ + ∂zuz − 1
ρ
(muθ − uρ)
which belongs to Y 2 and is clearly equal to the right-hand side, since
ηm, 2u =
(
uρ, uz,
1
ρ
(muθ − uρ)
)T
.
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We have an analogous result for also for the bottom part of the dia-
gram (4.34):
Lemma 4.4. The following diagram commutes:
Y 0h Y
1
h × Y 0h Y 1∗h × Y 2h Y 2h
Zm, 0h Z
m, 1
h Z
m, 2
h Z
m, 3
h
G C D
gradm curlm divm
η−1m, 0 η
−1
m, 1 η
−1
m, 2 η
−1
m, 3
Proof. The proof is analogous to the one of Lemma 4.3.
The next step is to prove that the middle part of the diagram (4.34),
formed by the spaces in Cartesian coordinates and the corresponding projec-
tors, commutes.
Lemma 4.5. The following diagram commutes:
Y 0 Y 1 × Y 0 Y 1∗ × Y 2 Y 2
Y 0h Y
1
h × Y 0h Y 1∗h × Y 2h Y 2h
G C D
G C D
Π0 Π1×Π0 Π1∗×Π2 Π2
Proof. For the gradient and divergence part the result is an immediate con-
sequence of the commutativity of the standard two-dimensional Cartesian
diagrams (2.36). For the curl part, we need to show that C ◦ (Π1 × Π0) =
(Π1∗ × Π2) ◦C. For the rotor and the curl the result is immediate:
rot
(
Π0u˜θ
)
= Π1∗(rot u˜θ)
curl
(
Π1u˜ρz
)
= Π2(curl u˜ρz) .
(4.47)
Concerning the other components we have:
PΠ1(u˜ρz) = Π
1∗(Pu˜ρz) (4.48)
since Y 1∗ = PY 1 and Y 1∗h = PY
1
h .
Finally, Lemmas 4.3, 4.4 and 4.5 lead to the following result:
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Theorem 4.1. The following diagram commutes:
Z˜m, 0 Z˜m, 1 Z˜m, 2 Z˜m, 3
Y 0 Y 1 × Y 0 Y 1∗ × Y 2 Y 2
Y 0h Y
1
h × Y 0h Y 1∗h × Y 2h Y 2h
Zm, 0h Z
m, 1
h Z
m, 2
h Z
m, 3
h
gradm curlm divm
G C D
G C D
gradm curlm divm
ηm, 0 ηm, 1 ηm, 2 ηm, 3
Π0 Π1×Π0 Π1∗×Π2 Π2
η−1m, 0 η
−1
m, 1 η
−1
m, 2 η
−1
m, 3
Proof. The proof is a direct consequence of Lemmas 4.3–4.5. For example,
we have
Π˘m, 2(curlm u) =
(
η−1m, 2 ◦
(
Π1∗ × Π2) ◦ ηm, 2 ◦ curlm)u =
=
(
η−1m, 2 ◦
(
Π1∗ × Π2) ◦C ◦ ηm, 1)u = Lemma 4.3
=
(
η−1m, 2 ◦C ◦
(
Π1 × Π0) ◦ ηm, 1)u = Lemma 4.5
=
(
curlm ◦ η−1m, 1 ◦
(
Π1 × Π0) ◦ ηm, 1)u = Lemma 4.4
= curlm
(
Π˘m, 1u
)
(4.49)
Another important property that can be deduced from the spaces in
Cartesian coordinates is the exactness of the discrete sequence:
Theorem 4.2. The discrete sequence
Zm, 0h Z
m, 1
h Z
m, 2
h Z
m, 3
h0 0
gradm curlm divm
is exact for m 6= 0.
Proof. If uh ∈ Zm, 3h , then u˜h ∈ Y 2h . So the function
vh = η
−1
m, 2
((
0T , −u˜h
)T) ∈ Zm, 2h
is such that divm vh = uh. Similarly, if uh ∈ Zm, 2h is such that divm uh = 0,
we have that
0 = divm uh = div
m
? u˜h = div u˜h, ρz − u˜h, θ , (4.50)
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with u˜h, θ ∈ Y 2h . Choosing
vh = η
−1
m, 1
([
Pu˜h, ρz
0
])
∈ Zm, 1h (4.51)
we have that
curlm vh = η
−1
m, 2(Cv˜h) = η
−1
m, 2
([ −PPu˜h, ρz
− curl (Pu˜h, ρz)
])
= η−1m, 2
([
u˜h, ρz
div u˜h, ρz
])
= η−1m, 2
([
u˜h, ρz
u˜h, θ
])
= uh .
If uh ∈ Zm, 1h is such that curlm uh = 0, we have that curlm? u˜h = 0 and so
that (see (4.42)) −Pu˜h, ρz = rot u˜h, θ = P grad u˜h, θ. These previous relations
imply that the third component is identically null. Moreover, we can also
see that u˜h, ρz = −grad u˜h, θ so, choosing vh = η−1m, 0(−u˜h, θ) we have that
gradm vh = uh. Finally, we see that the equation corresponding to the third
component in gradm uh = 0 implies that uh ≡ 0.
In order to prove error estimates, let us define the following spaces:
Hsρ(g˜rad
m
) =
{
u ∈ H(gradm) : ηm, 0(u) ∈ Hsρ , g˜rad
m
u ∈ Hsρ
}
,
Hsρ(c˜url
m
) =
{
u ∈ H(curlm) : ηm, 1(u) ∈ Hsρ , c˜url
m
u ∈ Hsρ
}
,
Hsρ(d˜iv
m
) =
{
u ∈ H(divm) : ηm, 2(u) ∈ Hsρ , d˜iv
m
u ∈ Hsρ
}
,
(4.52)
where
g˜rad
m
u = ηm, 1(grad
m u)
c˜url
m
u = ηm, 2(curl
m u)
d˜iv
m
u = ηm, 3(div
m u).
(4.53)
The proof of the following estimates is analogous to that of [Oh15, Theorem
4.1]:
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Lemma 4.6. For s ≥ 0, we have the error estimates:
∥∥∥u− Π˘m, 0 u∥∥∥
H(gradm)
≤ Chs
(
‖ηm, 0(u)‖H2+sρ + ‖ηm, 1(gradm u)‖H2+sρ
)
,
u ∈ Hs+2ρ (g˜rad
m
),
(4.54)∥∥∥u− Π˘m, 1 u∥∥∥
H(curlm)
≤ Chs
(
‖ηm, 1(u)‖H2+sρ + ‖ηm, 2(curlm u)‖H2+sρ
)
,
u ∈ Hs+2ρ (c˜url
m
),
(4.55)∥∥∥u− Π˘m, 2 u∥∥∥
H(divm)
≤ Chs
(
‖ηm, 2(u)‖H2+sρ + ‖ηm, 3(divm u)‖H2+sρ
)
,
u ∈ Hs+2ρ (d˜iv
m
),
(4.56)∥∥∥u− Π˘m, 3 u∥∥∥
L2ρ
≤ Chs ‖u‖H2+sρ u ∈ Hs+2ρ . (4.57)
Proof. Since the domain is bounded we have that 0 < ρ < R. Moreover, we
have the continuous embedding Hs+2ρ ↪→ Hs [MR82] and so, for s ≥ 2 we
have that Hsρ(g˜rad
m
) ⊂ Z˜m, 0, Hsρ(c˜url
m
) ⊂ Z˜m, 1, Hsρ(d˜iv
m
) ⊂ Z˜m, 2 and
Hsρ ⊂ Z˜m, 3. The procedure to derive the estimates is analogous for all the
cases and can be summarized as follows, for k = 1, 2, 3:
∥∥∥u− Π˘ku∥∥∥
ρ
=
∥∥u− (η−1m, k ◦Πk ◦ ηm, k)u∥∥ρ
=
∥∥(η−1m, k ◦ ηm, k)u− (η−1m, k ◦Πk ◦ ηm, k)u∥∥ρ
=
∥∥η−1m, k(ηm, k(u)− Πk(ηm, k(u)))∥∥ρ
≤ C ∥∥η−1m, k(ηm, k(u)− Πk(ηm, k(u)))∥∥
≤ C ∥∥ηm, k(u)− Πk(ηm, k(u))∥∥
≤ C hs ‖ηm, k(u)‖Hs
≤ C hs ‖ηm, k(u)‖Hs+2ρ ,
where the constant C is different for each inequality, but is independent
on u and can depend on h only through the ratio between the biggest and
the smallest element hmax/hmin. The estimates for the terms involving the
differential operators are reduced to the previous ones exploiting the com-
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mutativity of the projectors. Consider u ∈ Hs+2ρ , we have that∥∥∥u− Π˘m, 3u∥∥∥
ρ
≤
∥∥∥∥∥
√
R
ρ
(
u− Π2u)∥∥∥∥∥
ρ
=
√
R
∥∥u− Π2u∥∥
≤
√
RC hs ‖u‖Hs ≤ C˜hs ‖u‖Hs+2ρ .
This proves (4.57). Considering a function u ∈ Hs+2ρ (g˜rad
m
), then∥∥∥u− Π˘m, 0u∥∥∥
ρ
=
∥∥∥∥u− ρmΠ0
(
m
ρ
u
)∥∥∥∥
ρ
=
∥∥∥∥ ρm
(
m
ρ
u
)
− Π0
(
m
ρ
u
)∥∥∥∥
ρ
≤ R
∥∥∥∥mρ u− Π0
(
m
ρ
u
)∥∥∥∥
ρ
≤ Chs
∥∥∥∥mρ u
∥∥∥∥
Hs+2ρ
.
So, we have that∥∥∥u− Π˘m, 0u∥∥∥
ρ
≤ Chs
∥∥∥∥mρ u
∥∥∥∥
Hs+2ρ
= Chs ‖ηm, 0(u)‖Hs+2ρ . (4.58)
Consider now a function u ∈ Hs+2ρ (d˜iv
m
), the estimate (4.56) involves the
norm
‖u‖2Hρ(divm) = ‖u‖2L2ρ + ‖div
m u‖2L2ρ . (4.59)
For the first term we have that∥∥∥u− Π˘m, 2u∥∥∥2
ρ
=
∥∥uρz − Π1∗uρz∥∥2ρ
+
∥∥∥∥uθ − ρmΠ2
(
muθ − uρ
ρ
)
− 1
m
[
Π1∗uρz
]
ρ
∥∥∥∥2
ρ
.
Adding and subtracting uρ
m
in the second term we obtain∥∥∥u− Π˘m, 2u∥∥∥2
ρ
≤ ∥∥uρz − Π1∗uρz∥∥2ρ
+ 2
∥∥∥∥ ρm
(
muθ − uρ
ρ
− Π2
(
muθ − uρ
ρ
))∥∥∥∥2
ρ
+ 2
∥∥∥∥ 1m(uρ − [Π1∗uρz]ρ)
∥∥∥∥2
ρ
≤ 3 ∥∥uρz − Π1∗uρz∥∥2ρ +R2 ∥∥(u˜θ − Π2u˜θ)∥∥2ρ
≤ Ch2s
(
‖u‖2Hs+2ρ + ‖u˜‖
2
Hs+2ρ
)
= Ch2s ‖ηm, 2(u)‖2Hs+2ρ .
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So, we have that ∥∥∥u− Π˘m, 2u∥∥∥
L2ρ
≤ Chs ‖ηm, 2(u)‖Hs+2ρ . (4.60)
The estimate for ‖divm u‖2ρ follows from the commutativity property of the
projectors and (4.57):∥∥∥divm (u− Π˘m, 2u)∥∥∥
ρ
=
∥∥∥divm u− Π˘m, 3(divm u)∥∥∥
ρ
≤ Chs ‖divm u‖Hs+2ρ .
This concludes the proof of (4.56). The estimate (4.55) is proven analogously,
considering the norm:
‖u‖2Hρ(curlm) = ‖u‖2L2ρ + ‖curl
m u‖2L2ρ . (4.61)
For the first term we have that∥∥∥u− Π˘m, 1u∥∥∥2
ρ
=
∥∥uθ − Π0uθ∥∥2ρ
+
∥∥∥∥uρz − ρmΠ1(u˜ρz)− 1m
[
Π0uθ
0
]∥∥∥∥2
ρ
.
Adding and subtracting
(
uθ
m
, 0
)T
in the second term we obtain
∥∥∥u− Π˘m, 1u∥∥∥2
ρ
≤ ∥∥uθ − Π0uθ∥∥2ρ
+ 2
∥∥∥ ρ
m
(
u˜ρz − Π1(u˜ρz)
)∥∥∥2
ρ
+ 2
∥∥uθ − Π0uθ∥∥2ρ
≤ Ch2s
(
‖uθ‖2Hs+2ρ + ‖u˜ρz‖
2
Hs+2ρ
)
= Ch2s ‖ηm, 1(u)‖2Hs+2ρ .
So we have that ∥∥∥u− Π˘m, 1u∥∥∥
L2ρ
≤ Chs ‖ηm, 1(u)‖Hs+2ρ . (4.62)
The estimate for ‖curlm u‖2ρ follows from the commutativity property of the
projectors and (4.60):∥∥∥curlm (u− Π˘m, 1u)∥∥∥
ρ
=
∥∥∥curlm u− Π˘m, 2(curlm u)∥∥∥
ρ
≤ Chs ‖ηm, 2(curlm u)‖Hs+2ρ .
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This concludes the proof of (4.56). Consider then a function u ∈ Hs+2ρ (g˜rad
m
).
The norm involved in (4.54) is
‖u‖2Hρ(gradm) = ‖u‖2L2ρ + ‖grad
m u‖2L2ρ . (4.63)
For the first term, we already have the estimate given by (4.58). The estimate
for the second term follows from the commutativity property of the projectors
and (4.60):∥∥∥gradm (u− Π˘m, 0u)∥∥∥
ρ
=
∥∥∥gradm u− Π˘m, 1(gradm u)∥∥∥
ρ
≤ Chs ‖ηm, 1(gradm u)‖Hs+2ρ .
This concludes the proof of (4.54).
We want now to show that the finite-dimensional spaces approximate the
continuous ones (2.50). To this end we use the fact that DΓ0(S), the space
of smooth functions which vanish on the axis Γ0, is dense in Z
m, k [Lac00,
Proposition 2], [Nke05, Lemma 2.3].
Lemma 4.7. We have that
lim
h→0
inf
vh∈Zm, kh
‖v − vh‖Zm, k = 0 , v ∈ Zm, k , k = 0, . . . , 3 (4.64)
Proof. For ε > 0, thanks to the density of DΓ0(S) in Zm, k, we can choose a
function v˜ ∈ DΓ0(S) such that ‖v − v˜‖Zm, k ≤ ε/2. Since DΓ0(S) ⊂ Z˜m, k, we
can use the estimates (4.54)-(4.57) and choose an h˜, so that
∥∥v˜ − vh˜∥∥Zm, k ≤
ε/2 and then, the triangular inequality gives the result:∥∥v − vh˜∥∥Zm, k ≤ ε . (4.65)
Since Z˜m, k ⊂ Zm, k, the spaces Zm, kh form a conforming discretization and
Lemma 4.4 allows to deduce the subcomplex property. Moreover, in Theo-
rem 4.2 it was proven that the discrete sequence is exact, as the continuous
one (2.50). Thanks to the subcomplex property it is possible to obtain an
inf-sup condition (4.3), where the constant γh might tend to 0 for h → 0,
leading to an unstable method. In the presence of a bounded cochain pro-
jector, as in the case of the spaces in Cartesian coordinates presented in
Section 4.1.1, it is possible to give a lower bound for γh and to deduce the
stability of the method [AFW10, Theorem 5.4]. Here, we limit ourselves to
an empirical verification of the discrete inf-sup condition using the method
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proposed in [CB93] for the bilinear form associated to the Problem 2.10,
which amounts to estimating the constant γh and observing its behaviour for
h → 0. For this empirical verification we consider the material parameter 
and µ to be equal to one and the geometry of the cross-section as depicted
in Figure 4.5. The kink on the axis is parametrized through the angle α, i.e.
α
Figure 4.5: Family of geometries parametrized with respect to α, equal to
30◦ in this case.
the smaller the angle the sharper the resulting kink. Let us now consider
the discrete spaces for a specific value of m 6= 0 with the corresponding basis
functions
span
(
{bi}N0i=1
)
= Zm, 0h ⊂ Zm, 0 = Hρ(gradm) , (4.66)
span
(
{ci}N1i=1
)
= Zm, 1h ⊂ Zm, 1 = Hρ(curlm) , (4.67)
whereN0 andN1 indicate the dimension of the corresponding finite-dimensional
space and we note that, even if it is not explicit in the notation, the basis
functions are different for each value of m. The matrices arising from the
discretization of Problem 2.10 are
[Am]i, j =
∫
(curlm cj) · (curlm ci) ρdρdz ,
[Bm]i, j =
∫
(gradm bj) · ci ρdρdz ,
[Cm]i, j =
∫
(gradm bj) · (gradm bi) ρdρdz .
It is then possible to estimate the discrete inf-sup constant γh as the square
root of the first non-zero eigenvalue of the following problem [CB93, Propo-
sition 2.2]:
Hmqi = λiCmqi , (4.68)
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Figure 4.6: Estimations of the inf-sup constant γh for m = −3 and for p = 3.
The lines appear all as superposed for all the values of the angle α. In the
worst case, the difference 1− γh is of the order of 1× 10−4.
where Hm = B
T
mA
−1
m Bm. In Figure 4.6, the results are reported for m = −3,
p = 3 and different values of the geometry parametrization α. It can be
noticed that the values remain close to 1 for the different values of refinement
and for the different geometries.
An interesting future development is to obtain bounded cochain projec-
tors onto Z˜m, k, for example through smoothing arguments, defined directly
on Zm, k. This would allow to directly obtain the stability results and the
nice approximation properties applying the general theory of Arnold and
Falk [Arn18].
4.2 The Laplace problem on a cylinder
In the previous section, we presented a method to solve different problems
in electromagnetism with rather weak assumptions regarding the material
parameters and the domains. In this section, we consider instead two specific
numerical methods used to solve the Laplace problem on a cylinder using
cylindrical coordinates. The range of applicability of the methods that we
will present it is therefore smaller. Nevertheless, we consider this case because
specific methods can be employed and it has a significant practical relevance
in the context of particle accelerators, when we consider the vacuum region
inside the magnets where the particles travel. This type of application will
be discussed in Section 5.1. We consider a cylinder Ω˘ of radius R and length
L and a Laplace problem where we set Neumann boundary data g on the
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lateral surface ΣN , but we postpone the choice of the boundary conditions
on the bases ΣD. In cylindrical coordinates the problem reads
−∆cψ = −1
ρ
∂ρ(ρ ∂ρψ)− 1
ρ2
∂θθψ − ∂zzψ = 0 , in Ω ,
∂νψ = g , on ΓN .
(4.69)
Employing the complex Fourier basis {eimθ} to represent the angular depen-
dence of the solution, we have that each Fourier coefficient has to satisfy
− 1
ρ
∂ρ(ρ ∂ρψ
(m)) +
m2
ρ2
ψ(m) +−∂zzψ(m) = 0 , in Ω ,
∂νψ
(m) = g(m) , on ΓN ,
(4.70)
where S = (0, R) × (0, L), ΓN = {R} × (0, L) and ΓD = (0, L) × {0, L}.
This is the starting point for both the methods that we will discuss. The
first method, which we will call Bessel Fourier Fourier (BFF), is based on
the classical method of separation of variables with the use of eigenfunctions
for the Laplace operator in cylindrical coordinates with the assumption of
periodic boundary conditions the longitudinal coordinate z [Jac07, Section
3.7-3.8]. A further approximation, based on the series representation for
the Bessel functions, is then used [Dra97, Section 15.3]. The second one,
which we will call Lobatto B-spline Fourier (LBF), is similar to the one
presented in the previous sections and relies on the Galerkin formulation.
We propose the use of discrete spaces built by means of a tensor product of
Lobatto polynomials and univariate B-splines.The reason behind this choice
is due to the need of describing fields that have a complicate behaviour along
the longitudinal variable z, where we will use B-splines, while exploiting the
good approximation properties of Lobatto polynomials in the radial direction,
where we expect a very smooth field.
4.2.1 Bessel Fourier Fourier and generalized gradients
This method only applies to the case of periodic boundary conditions also for
the z coordinates, which amounts to imposing on ΣD the condition ψ|z=0 =
ψ|z=L. We then employ the Fourier basis to describe the z dependence of
the solution:
ψ(m)(ρ, z) =
∑
k∈Z
ψ(m, k)(ρ) ei
2pi
L
kz . (4.71)
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Using this assumption, and setting ωk =
2pi
L
|k|, problem (4.70) yields
− 1
ρ
∂ρ(ρ ∂ρψ
(m, k)) +
(
m2
ρ2
+ ω2k
)
ψ(m, k) = 0 , in (0, R) ,
∂νψ
(m, k) = g(m, k) , on {R} .
(4.72)
We have now a set of one-dimensional problems, one for each value of m
and k, in which we have to find the solution ψ(m, k)(ρ). This is achieved by
choosing proper functions that identically satisfy the first equation in (4.72)
and match the boundary conditions at ρ = R. For k = 0, we have that
ωk = 0 and any of the following functions identically satisfies the Laplace
equation:
α1 log ρ , α2 , m = 0
α3 ρ
|m| , α4 ρ−|m| , m 6= 0 ,
(4.73)
where α1, α2, α3, α4 ∈ R. Excluding the functions that are not bounded
for ρ = 0, we set α1 = α4 = 0. With an abuse of notation we will denote
with the same symbol the multiplicative coefficient and the function of ρ that
identically satisfies the Laplace equation for the specific m, k pair, so that
ψ(0, 0)(ρ) = ψ(0, 0) and ψ(m, 0)(ρ) = ψ(m, 0) ρ|m| (4.74)
identically satisfy problem (4.72) for k = 0. For k 6= 0, we have that ωk >
0 and, with the change of variables ρ˜ = ωkρ, we can rewrite the Laplace
equation in (4.72) as:
− 1
ρ˜
∂ρ˜
(
ρ ∂ρ˜ψ
(m, k)
)
+
(
m2
ρ˜2
+ 1
)
ψ(m, k) = 0 . (4.75)
This is the modified Bessel equation [Nis, Equation 10.25.1], whose solutions
are proportional to the modified Bessel functions of the first I|m|(ωk ρ) and
second kind K|m|(ωk ρ) [Nis, Equation 10.25.2-3]. This latter solution is dis-
carded since it is not bounded for ρ = 0 and, analogously to the case k = 0,
we can set ψ(m, k)(ρ) = ψ(m, k) I|m|(ωk ρ) . Therefore, a function in the form
ψ(ρ, z, θ) =
∑
m∈Z
ψ(m, 0)ρ|m| eimθ
+
∑
m∈Z
∑
k 6=0
ψ(m, k)I|m|(ωkρ) eiωkz eimθ
(4.76)
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is a solution of the Laplace equations and the coefficients ψ(m, k) can be chosen
to match the boundary conditions in (4.72):
ψ(m, 0) =
1
|m|R|m|−1 g
(m, 0) ,
ψ(m, k) =
1
ωkI ′|m|(ωkR)
g(m, k) , k 6= 0 .
(4.77)
The coefficient ψ(0, 0) remains undefined and can be chosen arbitrarily, while
g(0, 0) must satisfy a compatibility condition and be equal to 0. This method
is classical, and further details can be found, for example in [Jac07, Sec-
tion 3.7, 3.8]. The discretization step amounts here to choosing a finite
number of Fourier modes m and k.
Vector potential computation
We will now consider the case m 6= 0 and show a useful property of the
method presented: defining the following azimuthal-free function (i.e. Aθ ≡
0):
Aρ =
∑
m 6=0
A(m)ρ e
im θ =
∑
m 6=0
i
m
ρ ∂zψ
(m) eim θ ,
Az =
∑
m 6=0
A(m)z e
im θ =
∑
m 6=0
− i
m
ρ∂ρψ
(m) eim θ ,
Aθ = 0 .
(4.78)
we have that gradc ψ = curlcA. In fact, for the ρ component, we have:(
im
ρ
A(m)z − ∂zA(m)θ
)
= −im
ρ
i
m
ρ∂ρψ
(m) = ∂ρψ
(m) . (4.79)
For the z component we have:(
1
ρ
∂ρ(ρA
(m)
θ )−
im
ρ
A(m)ρ
)
= −im
ρ
i
m
ρ∂zψ
(m) = ∂zψ
(m) . (4.80)
Finally, for the θ component we have:(
∂zA
(m)
ρ − ∂ρA(m)z
)
=
i
m
ρ
∑
k 6=0
−ω2kIm(ωkρ)ψ(m, k) eiωkz
+
i
m
∑
k 6=0
∂ρ(ρ∂ρIm(ωkρ))ψ
(m, k) eiωkz
+ imρ|m|−1ψ(m, 0) .
(4.81)
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Thanks to the property of the modified Bessel function of the first kind, we
have that the terms in the series can be simplified:
(
∂zA
(m)
ρ − ∂ρA(m)z
)
=
i
m
ρ
∑
k 6=0
m2
ρ2
Im(ωkρ)ψ
(m, k) eiωkz
+ imρ|m|−1ψ(m, 0) =
im
ρ
ψ(m) .
(4.82)
We have in this way showed a simple procedure to compute the magnetic
vector potential A in the so called Azimuthal-Free (AF) gauge.
We now present a further approximation step used in accelerator physics
and based on the approximation of the Bessel functions via its series expan-
sion [Dra97, Section 15.3]. We start writing each ψ(m)(ρ, z), m 6= 0 using
the Fourier coefficients computed from the data (4.77):
ψ(m)(ρ, z) =
∑
k∈Z
g(m, k)
ωkI ′|m|(ωkR)
I|m|(ωkρ)eiωkz , (4.83)
where the value for k = 0 corresponds to
g(m, 0)
|m|R|m|−1ρ
|m| (4.84)
and is obtained considering the limit for k → 0, which can be computed
considering the representation of the modified Bessel function of the first
kind using series [Nis, Eq. 10.25.2]:
I|m|(x) =
(x
2
)|m| ∞∑
`=0
x2`
22``! (|m|+ `)! . (4.85)
and the recurrence relation
I ′|m|(x) =
I|m|−1(x) + I|m|+1(x)
2
. (4.86)
Generalized gradients
Substituting the series representation (4.85) in (4.83), we can obtain the
following:
ψ(m)(ρ, z) =
∞∑
`=0
(−1)`|m|!
4``!(|m|+ `)! C
[2`]
m (z)ρ
2`+|m| , (4.87)
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where the functions C
[2`]
m (z) are called generalized gradients and defined as
follows:
C [2`]m (z) =
∑
k∈Z
(−1)`
2|m||m|!
ω
2`+|m|−1
k
I ′m(ωkR)
g(m, k) eiωkz . (4.88)
Note that the subscript m in the generalized gradients notation indicates the
mode number which was typically placed as superscript, e.g. ψ(m). Moreover,
we note that C
[n]
m (z) can be seen as the n-th derivative with respect to z of
the function C
[0]
m (z):
C [n]m (z) =
∂n
∂zn
C [0]m (z) . (4.89)
To conclude, we have that the solution of the Laplace problem, for m 6= 0,
can be expressed as:
ψ(ρ, z, θ) =
∑
m6=0
∞∑
`=0
(−1)`|m|!
4``!(|m|+ `)! ρ
2`+|m|C [2`]m (z) e
imθ , (4.90)
where the boundary data are contained in the generalized gradients. The
solution can also be expressed in terms of sine and cosine series using the
generalized gradients C
[2`]
m, c(z) and C
[2`]
m, s(z) associated, respectively, to the co-
sine and sine terms. These can be obtained from C
[2`]
m (z) simply using (2.47).
In practice, for the solution in the form (4.90), the number of terms in the
series involving the generalized gradients constitutes another discretization
parameter. In view of (4.89), this is often set in terms of number of general-
ized gradients derivatives, i.e. 2` ≤ ND.
Horizontal-free Coulomb gauge
It is possible to use the relations (4.78) to obtain the vector potential ex-
pressed in terms of generalized gradients. We recall the fact that a vec-
tor potential is defined up to gradients of scalar functions. Consider A′ =
A+ gradc λ, where λ, is a scalar function, we have that
B = curlc (A) = curlc (A+ gradc λ) = curl (A′)
since curlc gradc λ = 0. If A is in a Coulomb gauge (2.19), requiring that
A′ is in the same gauge amounts to requiring that λ is harmonic, in fact
0 = divcA′ = divc (A+ gradc λ) = ∆c λ . (4.91)
Thanks to the properties of the modified Bessel functions, given a set of
generalized gradients, we know that (4.90) satisfies the Laplace equation. It is
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therefore possible to choose a suitable set of generalized gradients to produce
a function λ, in the form (4.90), which is harmonic and thus induces, through
its gradient, a gauge transformation for a given vector potentialA. Moreover,
the resulting vector potentialA′ will still be in a Coulomb gauge if the original
one A was. This procedure can be exploited to speed up the computation
of particle trajectories, presented in Chapter 3. In fact, considering the
Hamiltonian (3.21), we have that a vector potential for which its horizontal
component vanishes, i.e. Ax ≡ 0, will reduce the amounts of computation
needed and thus will increase the speed of the computation [Sim+19a]. In
Section 5.1, we will compute the particle trajectories in a magnetostatic
field and we will see how type of gauge, called Horizontal-Free Coulomb
(HFC), can be used to improve the efficiency of the method. The strategy to
compute this gauge is presented [Dra97, Section 15.6] and we will describe
it in the following exploiting the representation of the generalized gradients
C
[n]
m, c(z) and C
[n]
m, s(z) associated, respectively, to the cosine and sine functions.
Considering a magnetic vector potential in an AF gauge (4.78), it is possible
to compute the Ax and Ay components simply using
Ax = Aρ cos (θ) and Ay = Aρ sin (θ) .
The splitting in terms associated to the sine and the cosine functions can be
applied also to the vector potential. Considering the representation in terms
of generalized gradients we have that the vector potential can be expressed
as
Am, sx = cos (θ)
cos (mθ)
m
∞∑
`=0
(−1)`m!
22``!(`+m)!
C [2`+1]m, s (z)ρ
2`+m+1 ,
Am, cx = −cos (θ)
sin (mθ)
m
∞∑
`=0
(−1)`m!
22``!(`+m)!
C [2`+1]m, c (z)ρ
2`+m+1 ,
Am, sy = sin (θ)
cos (mθ)
m
∞∑
`=0
(−1)`m!
22``!(`+m)!
C [2`+1]m, s (z)ρ
2`+m+1 ,
Am, cy = −sin (θ)
sin (mθ)
m
∞∑
`=0
(−1)`m!
22``!(`+m)!
C [2`+1]m, c (z)ρ
2`+m+1 ,
Am, sz = −
cos (mθ)
m
∞∑
`=0
(2`+m)
(−1)`m!
22``!(`+m)!
C [2`]m, s(z)ρ
2`+m ,
Am, cz =
sin (mθ)
m
∞∑
`=0
(2`+m)
(−1)`m!
22``!(`+m)!
C [2`]m, c(z)ρ
2`+m .
(4.92)
The vector potential in this form is not in a Coulomb gauge, i.e. it is
not divergence-free, but the following one, called Symmetric Coulomb (SC)
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gauge [Dra97, Section 15.5], it is:
Âm, sx =
cos ((m+ 1)θ)
2
∞∑
`=0
(−1)`m!
22``!(`+m+ 1)!
C [2`+1]m, s (z)ρ
2`+m+1 ,
Âm, cx = −
sin ((m+ 1)θ)
2
∞∑
`=0
(−1)`m!
22``!(`+m+ 1)!
C [2`+1]m, c (z)ρ
2`+m+1 ,
Âm, sy =
sin ((m+ 1)θ)
2
∞∑
`=0
(−1)`m!
22``!(`+m+ 1)!
C [2`+1]m, s (z)ρ
2`+m+1 ,
Âm, cy =
cos ((m+ 1)θ)
2
∞∑
`=0
(−1)`m!
22``!(`+m+ 1)!
C [2`+1]m, c (z)ρ
2`+m+1 ,
Âm, sz = −cos (mθ)
∞∑
`=0
(−1)`m!
22``!(`+m)!
C [2`]m, s(z)ρ
2`+m ,
Âm, cz = sin (mθ)
∞∑
`=0
(−1)`m!
22``!(`+m)!
C [2`]m, c(z)ρ
2`+m .
(4.93)
The x and the y components can be equivalently written as follows
Âm˜, sx = cos (m˜ θ)
∞∑
`=0
(−1)`m˜!
22``!(`+ m˜)!
B
[2`]
m˜, s(z)ρ
2`+m˜ ,
Âm˜, cx = sin (m˜ θ)
∞∑
`=0
(−1)`m˜!
22``!(`+ m˜)!
B
[2`]
m˜, c(z)ρ
2`+m˜ ,
Âm˜, sy = sin (m˜ θ)
∞∑
`=0
(−1)`m˜!
22``!(`+ m˜)!
B
[2`]
m˜, s(z)ρ
2`+m˜ ,
Âm˜, cy = −cos (m˜ θ)
∞∑
`=0
(−1)`m˜!
22``!(`+ m˜)!
B
[2`]
m˜, c(z)ρ
2`+m˜ ,
(4.94)
where m˜ = m+ 1 and
B
[2`]
m˜, s(z) =
1
2m˜
C
[2`+1]
m˜−1, s(z) ,
B
[2`]
m˜, c(z) = −
1
2m˜
C
[2`+1]
m˜−1, c(z) .
Finally, via a gauge transformation A¯ = Â+gradλ, a new form of the vector
potential can be derived, such that A¯x ≡ 0. The derivation of this so called
HFC gauge is described in detail [Dra97] and summarized in the following.
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As it will be shown in Section 5.1, the property A¯x ≡ 0 implies that using
this representation for the vector potential leads to a significant reduction in
the computational cost for the determination of the particle trajectories.
Notice that a gauge transformation is equivalent to a canonical transfor-
mation, see e.g. [Kob88]. In particular, if we consider a Hamiltonian K,
similar to (3.21), with vector potential A and dynamical variables q and p
then, using a new vector potential A′ = A+gradλ we obtain a Hamiltonian
K′ in the same form of K with dynamical variables:
Q = q ;
P = p+ C gradλ ,
(4.95)
where C denotes, as usual, the particle charge. To derive the HFC gauge
transformation, we build a harmonic function λ as
λ =
∞∑
m=0
[sin (mθ)λm, c + cos (mθ)λm, s] , (4.96)
where
λm, c =
∞∑
`=0
(−1)`m!
22``!(`+m)!
L[2`]m, c(z)ρ
2`+m ,
λm, s =
∞∑
`=0
(−1)`m!
22``!(`+m)!
L[2`]m, s(z)ρ
2`+m ,
and the coefficients L
[2`]
m, s/c(z) are related to the coefficients C
[2`]
m, s/c(z) by the
following relations
L
[2`]
m+1, s(z) =
1
m+ 1
[
1
4m
L
[2`+2]
m−1, s(z)−B[2`]m, s(z)
]
,
L
[2`]
m+1, c(z) =
1
m+ 1
[
1
4m
L
[2`+2]
m−1, c(z)−B[2`]m, c(z)
] (4.97)
and L
[0]
m, s/c(z) ≡ 0 for m ≤ 2. It is possible to show that ∂xλs/c = −Âs/cx
leading to the desired HFC gauge, i.e.
A¯sx = 0 A¯
c
x = 0 ,
A¯sy = Â
s
y + ∂yλs ,
A¯cy = Â
c
y + ∂yλc ,
A¯sz = Â
s
z + ∂zλs ,
A¯cz = Â
c
z + ∂zλc ,
(4.98)
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where
∂yλm, c = −
∞∑
`=0
(−1)`
22``!(`+m)!
{
(m+ 1)L
[2`]
m+1, c +
1
4m
L
[2`+2]
m−1, c
}
× ρ2`+mcos (mθ) ,
∂yλm, s = −
∞∑
`=0
(−1)`
22``!(`+m)!
{
(m+ 1)L
[2`]
m+1, s +
1
4m
L
[2`+2]
m−1, s
}
× ρ2`+msin (mθ) ,
(4.99)
and ∂zλ is obtained from (4.96)
∂zλ =
∞∑
m=0
sin (mθ)
∞∑
`=0
(−1)`m!
22``!(`+m)!
L[2`+1]m, c (z)ρ
2`+m+
+
∞∑
m=0
cos (mθ)
∞∑
`=0
(−1)`m!
22``!(`+m)!
L[2`+1]m, s (z)ρ
2`+m .
(4.100)
4.2.2 Lobatto B-spline Fourier
We consider now instead homogeneous boundary conditions on ΓD, i.e.
ψ(m)
∣∣
z=0
= ψ(m)
∣∣
z=L
= 0 .
We consider for this problem a standard Galerkin method, we therefore in-
troduce the weak formulation as in Section 2.3 which, taking into account
the boundary conditions, reads
Problem 4.3. Find ψ(m) ∈ V m such that:∫
S
∂ρψ
(m) ∂ρv
(m)ρ+ ∂zψ
(m) ∂zv
(m) +
m2
ρ
ψ(m) v(m)
=
∫
ΓN
g(m)v(m)ρ , v(m) ∈ V m .
Here, depending on whether m = 0 or not, we consider different V m
spaces. For the case m = 0, the third term on the left-hand side, contain-
ing 1/ρ vanishes, and we can use a standard discretization that matches the
homogeneous boundary conditions on ΓD. For, m 6= 0 we are in the frame-
work presented in Section 2.3 (in particular, Problem 2.11 considering scaled
quantities with respect to a homogeneous permeability µ) but, since we are
just interested in the solution of the Laplace problem, instead of using a dis-
cretization that takes into account the whole sequence (2.50), we just chose a
4.2. THE LAPLACE PROBLEM ON A CYLINDER 85
standard discretization as for the case m = 0, with the additional constraint
of having homogeneous boundary conditions on Γ0. This is the so called pole
condition [Can+06, Equation 3.9.7] which ensures the finiteness of the term∫
S
m2
ρ
ψ(m) v(m) . (4.101)
Since the cross-section is a rectangle, there is no need of a NURBS parametriza-
tion and we can build a discretization just using, up to a scaling, the tensor
product of univariate functions that match the boundary conditions. We
choose the Lobatto polynomials Pi(ρ) to describe the radial dependence
and the B-spline functions Bik(z). The Lobatto polynomials [SˇSD03, Section
1.2.3] are a set of polynomials defined on [−1, 1], derived from the Legen-
dre polynomials [SˇSD03, Section 1.2.2]. This latter can be defined using the
following recurrence relations
L0(x) = 1 ,
L1(x) = x,
Lk(x) =
2k − 1
k
xLk−1(x)− k − 1
k
Lk−2(x) , k ≥ 2 .
(4.102)
Legendre polynomials have the nice property of being orthogonal [SˇSD03,
Equation 1.42], i.e.
(Li, Lj)L2(−1,1) =
2
2k + 1
δij (4.103)
but, due to the fact that none of them vanishes at the boundaries [SˇSD03,
Equation 1.44], they are not well-suited for the imposition of boundary con-
ditions. For this reason we will use Lobatto polynomials, which are defined
combining the Legendre polynomials [SˇSD03, Equation 1.49]:
P0(ρ) = 1− ρ
2
,
P1(ρ) = ρ+ 1
2
,
Pk(ρ) = 1‖Lk−1‖
∫ ρ
−1
Lk−1(x)dx , k ≥ 2 .
(4.104)
In this way the only non-vanishing polynomial on the left and right bound-
aries will be, respectively, P0 and P1, see Figure 4.7. The discretization
parameters for this method are the maximum degree of the Lobatto polyno-
mial I and the knot vector Ξ, defining the B-spline space. The discrete space
for the Fourier coefficients is then built via tensor product with the proper
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Figure 4.7: First 5 Lobatto polynomials on the reference domain [−1, 1]. It
can be noticed that the only non-vanishing basis function on the left (right)
extremum is P0 (P1).
pole condition and the homogeneous boundary conditions for the B-spline
space:
V 0h = span {Pi(ρ)Bk(z), i = 0, . . . , I + 1, k = 2, . . . , n− 1} ,
V mh = span{Pi(ρ)Bk(z), i = 1, . . . , I + 1,
k = 2, . . . , n− 1} , m 6= 0 .
(4.105)
4.3 Numerical methods for ODEs
In this section, high order numerical methods for the solution of a first order
system w˙(t) = f(t,w) will be reviewed, in view of their application to the
solution of the Hamilton equations. A more detailed presentation of the
relevant numerical methods can be found for example in [HLW06].
An important feature of Hamiltonian flows is their symplectic property
(see Definition 3.1). When this property is preserved by the numerical
method, i.e., if the one-step map Φ∆t : y0 7→ Φ∆t(y0) = y1 is symplectic,
quadratic invariants of motion are preserved, thus ensuring in principle a
good behaviour for long-term simulations.
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4.3.1 Runge-Kutta methods
The first symplectic techniques that will be considered are Runge-Kutta
methods, which can be written in general as
Definition 4.1. Let bi, aij (i, j = 1, . . . , s) be real numbers and let ci =∑s
j=1 aij. A s-stage Runge-Kutta method is given by:
wn+1 = wn + ∆t
s∑
i=1
bi f(tn + ∆t ci,ui)
ui = wn + ∆t
s∑
j=1
aij f(tn + ∆t cj, uj), i = 1, . . . , s .
(4.106)
Runge-Kutta methods are often summarized via the so called Butcher
tableau, in which all the coefficients are arranged as:
c1 a1, 1 · · · a1, s
...
...
. . .
...
cs as, 1 · · · as, s
b1 · · · bs
.
A Runge-Kutta method is explicit if aij = 0 for j ≥ i. The following theo-
rem gives a sufficient condition for a Runge-Kutta method to be symplectic
[HLW06, Theorem 4.3].
Theorem 4.3. If the coefficients of a Runge-Kutta method satisfy:
bi aij + bj aji = bi bj ∀i, j = 1, . . . , s (4.107)
then the method is symplectic.
Gauss methods are particular implicit Runge-Kutta methods, some of
which satisfy the condition of Theorem 4.3 and are thus symplectic. The
midpoint method can be interpreted as the second-order Gauss method, char-
acterized by the Butcher tableau
1
2
1
2
1
2
.
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The fourth-order Gauss method, considered in this paper, is characterized
by the Butcher tableau
1
2
−
√
3
6
1
4
1
4
−
√
3
6
1
2
+
√
3
6
1
4
+
√
3
6
1
4
1
2
1
2
.
The sixth-order Gauss method is instead characterized by the Butcher tableau
1
2
−
√
15
10
5
36
2
9
−
√
15
15
5
36
−
√
15
30
1
2
5
36
+
√
15
24
2
9
5
36
−
√
15
24
1
2
+
√
15
10
5
36
+
√
15
30
2
9
+
√
15
15
5
36
5
18
4
9
5
18
.
Implicit methods require the solution of a nonlinear system of equations at
each time step. This can be done using either the Newton or the fixed-point
method. Even though Newton’s method is asymptotically superior, numer-
ical results show that the latter is often faster in practice. This behaviour
can be justified by the fact that, for the problems at hand, both methods
require a small number of iterations to achieve convergence, but the New-
ton method implies higher initial costs related to the evaluation of Jacobian
matrix, see e.g. the discussion in [HLW06, Section VIII.6.2]. Also the best
known fourth-order explicit Runge-Kutta method has been considered in this
work. This method is not symplectic and it is characterized by the Butcher
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tableau
0
1
2
1
2
1
2
0
1
2
1 0 0 1
1
6
1
3
1
3
1
6
.
4.3.2 Lie methods
If H is the Hamiltonian ruling the evolution of an autonomous system, then
the exact solution of the Hamilton equations can be formally represented as
w(t) = exp (t : −H : )w0 . (4.108)
The methods based on Lie algebra techniques most widely applied in acceler-
ator physics employ a second-order approximation of the Lie transformation.
Higher order Lie methods are then built using the procedure introduced by
Yoshida in [Yos90] and further discussed in [WFR03]. The first step is to
split the Hamiltonian H in s solvable parts
H =
s∑
i=1
Hi
such that exp ( : Hi : ) can be computed exactly for i = 1, . . . , s. This is true
if : Hi : is nilpotent of order two (i.e. : Hi : k w = 0 for k ≥ 2), because
in this case the exponential series reduces to a finite sum. A second order
approximation is then given by
exp (∆t : −H : ) =
= exp
(
∆t
2
: −H1 :
)
exp
(
∆t
2
: −H2 :
)
. . .
. . . exp (∆t : −Hs : )exp
(
∆t
2
: −Hs−1 :
)
. . .
. . . exp
(
∆t
2
: −H1 :
)
+ o
(
∆t2
)
.
(4.109)
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Denoting byM2(∆t) the approximation (4.109) and byM2`(∆t) an approx-
imation of order 2`, an approximation of order 2`+ 2 can be built as follows
M2`+2(∆t) =M2`(α1 ∆t)M2`(α0 ∆t)M2`(α1 ∆t) , (4.110)
where α0 = − 2
1/2`+1
2− 21/(2`+1) and α1 =
1
2− 21/(2`+1) . In this work, methods of
order 4 and 6 have been considered, with (α0, α1) pairs given by(
− 2
1/3
2− 21/3 ,
1
2− 21/3
)
and
(
− 2
1/5
2− 21/5 ,
1
2− 21/5
)
,
respectively. In Table 4.1 we present an example of application of the map
M2 to compute an integration step, from wn to wn+1, for the Hamilto-
nian (3.21). The solvable parts associated to this system, which will be used
in Section 5.1, are
K1 = Pz−1, K2 = −D2 A˜z, K3 = (Px −D2 A˜x)
2
2(δ + 1)
, K4 = (Py −D2 A˜y)
2
2(δ + 1)
.
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wn+1/11 = wn +
σ
2
(
0, 0,
∂A˜z
∂X
,
∂A˜z
∂Y
)T
;
wn+2/11 = wn+1/11 +
(
0, 0, A˜x,
∫
∂A˜x
∂Y
dX
)T
;
wn+3/11 = wn+2/11 +
σ
2
(
Px
1 + δ0
, 0, 0, 0
)T
;
wn+4/11 = wn+3/11 +
(
0, 0, −A˜x, −
∫
∂A˜x
∂Y
dX
)T
;
wn+5/11 = wn+4/11 +
(
0, 0, +
∫
∂A˜y
∂X
dY, +A˜y
)T
;
wn+6/11 = wn+5/11 + σ
(
0,
Py
1 + δ0
, 0, 0
)T
;
wn+7/11 = wn+6/11 +
(
0, 0, −
∫
∂A˜y
∂X
dY, −A˜y
)T
;
wn+8/11 = wn+7/11 +
(
0, 0, A˜x,
∫
∂A˜x
∂Y
dX
)T
;
wn+9/11 = wn+8/11 +
σ
2
(
Px
1 + δ0
, 0, 0, 0
)T
;
wn+10/11 = wn+9/11 +
(
0, 0, −A˜x, −
∫
∂A˜x
∂Y
dX
)T
;
wn+1 = wn+10/11 +
σ
2
(
0, 0,
∂A˜z
∂X
,
∂A˜z
∂Y
)T
.
Table 4.1: Application of the mapM2 to wn in the system (5.4) considering
only the variables related to the transversal plane. The fractional index
represent inner steps of the algorithm that allow to compute wn+1.
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Chapter 5
Applications
In this chapter we will apply the methods presented above to several practical
problems in the context of particle accelerators. For each case, we will briefly
present the challenges regarding the specific application and motivate the
choice of the numerical method used to face them.
5.1 Magnetic quadrupole
Magnetic quadrupoles are elements of a particle accelerator whose aim is to
produce, in the trasversal plane, a quadrupolar field [Wol14]. They belong to
the family of multipole magnets (together with dipoles, sextupoles, octupoles,
. . .) and have a rotational symmetry with respect to the longitudinal axis z.
The effect of a quadrupole over the particles, depending on the orientation of
the poles, is to focus them in one transversal direction and to defocus them
in the other. The strength of this focusing-defocusing effect is proportional
to the distance from the quadrupole centre. Quadrupoles can be described,
in first approximation, as optical lenses and it is therefore possible to build
a triplet of focusing-defocusing quadrupoles that focuses the particle beam
at a specific position, for example, at the so called Interaction Point (IP),
where two beams, travelling in opposite directions, collide.
In order to study the effect of the quadrupole on a beam, a first approx-
imate model can be derived considering its field as uniform along the longi-
tudinal direction z and describing it by a two-dimensional function [Wol14,
Section 1.2]. This leads to a simple expression for its field. Moreover, con-
sidering only the main component of the field leads to a linear model for
the description of the particle trajectories, which are, in the general case,
described by the Hamilton equations presented in Section 3.2 [Wol14, Sec-
tion 3.4]. These approximations and the resulting linear model are useful to
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derive some stability conditions for the overall particle accelerator. Neverthe-
less, in certain cases, the two-dimensional model is not sufficiently accurate
to describe the beam dynamics. Therefore, a three-dimensional description
of the magnetic vector potential, obtained using for example the methods
presented in Chapter 4, is needed. Due to the higher complexity of the field
description, the integration of Hamilton equations does not lead to an ex-
pression for the particle trajectories in a closed-form and numerical methods,
as the ones presented in Section 4.3, are needed. In order to evaluate the
performance of a particle accelerator when more complicated and accurate
models are used, the particle trajectories are simulated for a large number of
revolutions inside the whole accelerator and then, relevant quantities for the
measure of the overall beam stability and quality are estimated. Depending
on the quantity one wants to estimate, a different number of revolutions,
that can vary from ∼ 103 to ∼ 105, is used and such long-term simulations
motivate the use of symplectic methods.
Another consequence of the large number of revolutions is the need of
an efficient method to both describe the field and to compute the particle
trajectories. Due to the large radius of the accelerator, quadrupoles are
straight elements and, since the particle beams travel in the centre of the
magnet, it is possible to represent the magnetic field in a cylindrical domain
inside the quadrupole. In this simple geometry, it is possible to describe the
magnetic vector potential, needed in the Hamiltonian formulation, using the
generalized gradients presented in Section 4.2.1. One of the advantages of
using the Fourier series to express the angular dependence of the field is that
the rotational symmetry of the quadrupole (and of other multipole magnets)
reduces the number of allowed Fourier modes. For example, if we rotate the
quadrupole by an angle of pi/2, we have that the magnetic field changes sign.
This induces a constraint on the allowed Fourier modes, which are [Wol14,
Section 1.2.3]
m = 2(2j + 1) , j = 0, 1, . . . . (5.1)
In the following, we will assume that m ≥ 1. Given the rotational symmetry
of the quadrupole, the assumption is justified by (5.1) and avoids the treat-
ment of special cases like the solenoidal field, corresponding to m = 0. The
interested reader can find further details concerning the description of the
beam dynamics in e.g. [Dra97; Wol14].
The overall quality of the simulations of a quadrupole are influenced by
the numerical method used to compute the particle trajectories and by the
accuracy of the field itself. The data that allow to compute the vector po-
tential in the beam region can be provided either by complex simulations of
the whole machine [Rus98] or directly by measurements. In practical cases,
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the former option is often chosen and the field reconstruction from measure-
ments is used to validate the complex model of the whole magnet, to spot
imperfections in the manufacturing process [Ro¨m15] or to obtain the field in
those magnets for which a numerical model is not available.
In the first part of this section, we will compare different numerical in-
tegrators for the computation of the particle trajectories [Sim+19a]. We
mention that a preliminary study on the applicability of a second-order
method based on the Lie algebra integrators, proposed in [WFR03], has
already been carried out in [Dal+14]. We will first consider an analytical
expression for the magnetic vector potential and then we will use sampled
data, in the form of longitudinal harmonics, obtained from the simulations
of a prototype developed for the HL-LHC project. In both cases, we will
mainly consider quadrupolar fields and we will briefly discuss the results of
the simulations on the whole accelerator obtained with the CERN tracking
code SixTrack [DM+13].
In the second part of this section, we will deal with the problem of recon-
structing the field from real measurements. We will model a measurement
process and reconstruct the magnetic field solving an inverse problem in a
Bayesian framework [IG19]. We will have, in this case, a random quadrupolar
field and we can study how the uncertainty on the field affects the uncertainty
on the particle trajectories. The results are obtained using synthetic mea-
surement data representing the voltages induced on a spinning coil inside the
quadrupole. The outlook is to apply the method to real measurements.
5.1.1 Particle trajectories
Throughout this section, we consider the approximate Hamiltonian (3.21)
in the stationary case and without electric scalar potential, i.e. φ ≡ 0. In
particular, we consider a proton with charge C ∼ 1.602× 10−19 C, mass m ∼
938 MeV/c2 ∼ 1.67× 10−27 kg and a reference total energy E = 7 TeV ∼
1.12× 10−6 J which corresponds to
p0 = 7 TeVβ/c ∼ 3.74× 10−15 kg m/s . (5.2)
We use a reference length L = 1 m and a reference magnetic flux magnitude
B so that D2 = 1. The other dimensionless coefficient D1 = p
0/(mc) is then
equal to ∼ 7.5× 103.
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We then obtain the following Hamilton equations:
w˙ = J∇K =

Px − A˜x
δ + 1
Py − A˜y
δ + 1
−
(
Px − A˜x
)2
2(δ + 1)2
−
(
Py − A˜y
)2
2(δ + 1)2
1
∂A˜x
∂X
(
Px − A˜x
)
δ + 1
+
∂A˜y
∂X
(
Py − A˜y
)
δ + 1
+
∂A˜z
∂X
∂A˜x
∂Y
(
Px − A˜x
)
δ + 1
+
∂A˜y
∂Y
(
Py − A˜y
)
δ + 1
+
∂A˜z
∂Y
0
∂A˜x
∂Z
(
Px − A˜x
)
δ + 1
+
∂A˜y
∂Z
(
Py − A˜y
)
δ + 1
+
∂A˜z
∂Z

. (5.3)
Moreover, it can be noticed that the Hamiltonian does not depend on `, so
that the partial derivative of K with respect to ` is zero. As a consequence,
δ is a constant of motion, equal to its initial value, denoted by the subscript
0, i.e. δ0. If the evolution of the variable ` is not needed, the canonical pair
(`, δ) can be neglected, considering δ0 as a parameter and reducing again the
size of the phase space. In this case, the Hamiltonian is still given by (3.21)
but, since the dynamical variables are now w = (X, Y, Z, Px, Py, Pz), the
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Hamilton equations become
w˙ = J∇K =

Px − A˜x
δ0 + 1
Py − A˜y
δ0 + 1
1
∂A˜x
∂X
(
Px − A˜x
)
δ0 + 1
+
∂A˜y
∂X
(
Py − A˜y
)
δ0 + 1
+
∂A˜z
∂X
∂A˜x
∂Y
(
Px − A˜x
)
δ0 + 1
+
∂A˜y
∂Y
(
Py − A˜y
)
δ0 + 1
+
∂A˜z
∂Y
∂A˜x
∂Z
(
Px − A˜x
)
δ0 + 1
+
∂A˜y
∂Z
(
Py − A˜y
)
δ0 + 1
+
∂A˜z
∂Z

. (5.4)
A further simplification can be achieved noticing that Pz is decoupled from
the other dynamical variables, so that its computation can be neglected if
we are only interested in the dynamics of the transversal variables, reducing
the number of equations (5.4) to the four ones associated to X, Y , Px and
Py.
Two-dimensional field description
Before presenting the results, we briefly explain the approximations that lead
to the description of the quadrupole effect over a single particle (or a set of
non-interacting particles) as a linear map acting on the dynamical variables.
This preliminary step is useful to introduce the notation, which is typically
introduced in the simple case and then extended to the general one. The
interested reader is referred to [Wol14] for a more detailed presentation of
linear and nonlinear beam dynamics.
Consider a magnetic flux, expressed in cylindrical coordinates, which is uni-
form along the longitudinal coordinate z and has no Bz component:
B(ρ, θ) = (Bρ, 0, Bθ)
T . (5.5)
In a vacuum space region with no charges nor currents, the magnetic flux
satisfies (see (2.7) and (2.8))
curlc (µ−10 B) = 0 and div
cB = 0 ,
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where µ0 is the vacuum permeability. With the simple form (5.5), a general
solution can be expressed as
Bρ(ρ, θ) =
∞∑
m=1
(Am cos (mθ) +Bm sin (mθ))ρ
m−1 ,
Bθ(ρ, θ) =
∞∑
m=1
(−Am sin (mθ) +Bm cos (mθ))ρm−1 ,
(5.6)
where Am and Bm are called, respectively, skew and normal harmonics (or
multipoles [Wol14, Section 1.2]). A vector potential that generates (5.6) is
the following:
Aρ = 0 , Az = −R
[ ∞∑
m=1
1
m
(Bm + i Am) ρ
m eimθ
]
, Aθ = 0 . (5.7)
The quantities used often in practice are the normal and skew normalized
multipole strengths, defined as
km =
C
p0
m!Bm+1 ,
k(s)m = −
C
p0
m!Am+1 .
(5.8)
Considering a pure normal quadrupole, i.e. the only non-vanishing harmonic
is B2, we have a vector potential given by:
A =
(
0, −1
2
B2 ρ
2 cos (2θ), 0
)T
, (5.9)
which corresponds to the following magnetic flux:
B = (B2 ρ sin (2θ), 0, B2 ρ cos (2θ))
T . (5.10)
With this simple expression for the vector potential, using the dimensionless
variable (3.17), the Hamilton equations (5.4) for the transversal variables
become:

X˙
Y˙
P˙x
P˙y
 =

Px
δ0 + 1
Py
δ0 + 1
−C
p0
B2X
C
p0
B2 Y

= C˜

X
Y
Px
Py
 , (5.11)
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where
C˜ =

0 0 a 0
0 0 0 a
−k1 0 0 0
0 k1 0 0
 , (5.12)
with a = 1/(δ0 + 1). This ODE system has an exact solution given by
w(zf ) = Mw0 , (5.13)
where M = exp(C˜ (zf − z0)), w = (X, Y, Px, Py)T , the integration interval
is delimited by z0 and zf , w0 are the initial conditions and
exp (B) =
∞∑
n=0
Bn
n!
. (5.14)
Due to the particular structure of C˜, M can be expressed as a matrix whose
components are trigonometric and hyperbolic functions, describing, depend-
ing on the sign of k1, the focusing and defocusing effect in each transversal
direction. Equation (5.13) is precisely the linear model, also known as thick
model [Bur+13], which allows to express the action of a quadrupole using
the matrix C˜. Subsequent approximations of (5.13), such as the thin model
or the teapot slicing [Bur+13], are developed to speed up the computation
of the particle trajectories.
Three-dimensional field description
In practical cases, however, the quadrupole field has harmonics of higher
order and, since the magnet has a finite length, it is not uniform along z,
but decays toward 0 in the so called Fringe Field [Wol14, Section 3.3] region
(see Figure 5.5). Of course, it is still possible to express the magnetic flux in
terms of Fourier series, in which the radial component is given by
Bρ(ρ, θ, z) =
∞∑
m=1
B(m)ρ (ρ, z) cos (mθ) +B
(−m)
ρ (ρ, z) sin (mθ) . (5.15)
If the field is uniform along z and it is evaluated at a specific radius of analysis
Ran, then we have the following relation with the multipole coefficients:
Am =
B
(m)
ρ (Ran)
Rm−1an
and Bm =
B
(−m)
ρ (Ran)
Rm−1an
. (5.16)
Motivated by this relation, we will refer to B
(m)
ρ and to B
(−m)
ρ as skew and
normal longitudinal harmonics, respectively. We also extend the definition of
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the normalized multipole strengths (5.8) to the case of non-uniformity along
z:
km(z) =
C
p0
m!
1
Rman
B(−(m+1))ρ (Ran, z) ,
k(s)m (z) = −
C
p0
m!
1
Rman
B(m+1)ρ (Ran, z) .
(5.17)
Considering the three-dimensional field of a quadrupole, a two-dimensional
description, called HE model [Dra97, Section 16.2.6], is obtained from the
longitudinal harmonics considering the peak value and the integral along
z of the normalized multipole strength (5.17) (see Figure 5.1) which are,
respectively,
|k1| = max
z∈R
|k1(z)| and L1 = 1|k1|
∫
R
|k1(z)| dz . (5.18)
The sign of k1 is then chosen such that
sign(k1) = sign
(∫
R
k1(z) dz
)
. (5.19)
Analogous quantities can be obtained for other values of m and lead to the
k1(zc)
Li L1 Lf
z0 zHE0
zc zHEf
zf
z
k
1
(z
) k1(z)
Hard Edge
Figure 5.1: The z-dependent description of the field is approximated using
the z-uniform HE model.
so called integrated multipoles. These quantities are used in some of the
methods used to model the quadrupole effect such as, for example, the thin
lens model used in SixTrack [CER].
5.1. MAGNETIC QUADRUPOLE 101
Generalized gradients field
We will now consider a more complex field described by the generalized
gradients (4.88) and compare different numerical integrators, described in
Section 4.3, for the computation of the particle trajectories. A more ex-
tended presentation of the results shown here can be found in [Sim+19a].
At first, we consider a field generated from the pure quadrupolar generalized
gradients given by an analytic expression and depicted in Figure 5.2. It is
0 1 2 3 4
−2
−1
0
1
2
Z [-]
[-
]
Generalized gradient
C
[0]
2 (Z)
C
[1]
2 (Z)
Figure 5.2: Analytic generalized gradient and its derivative.
then possible to compare the accuracy of the different numerical methods as
shown in Figure 5.3. It can be noticed that the field limits the convergence
rate of the high order methods, which can be achieved only if a sufficiently
small integration step is chosen. Moreover, for high order methods and small
integration steps, the round-off error limits the achievable accuracy. For the
long-term simulations of the whole accelerator it is important to assess the
efficiency of each method, measured as the CPU time required to reach a
given magnitude of the error. In Figure 5.4, the efficiency comparison is
shown. From this comparison on a simple analytical vector potential, it can
be noticed that the fourth-order explicit Runge-Kutta method is the most
efficient. However, its lack of symplecticity might lead to inaccurate results
in long-term simulations. Among the symplectic methods, the second-order
Lie method is the most efficient for low accuracy, while higher order methods
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Figure 5.3: Test case with analytically defined vector potential. Convergence
behaviour in the l∞ norm of different ODE methods for X (left) and Py
(right). The straight lines in the bottom right corner denote theoretical
slopes for different convergence orders.
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Figure 5.4: Analytic case. Efficiency comparison between ODE methods for
X (left) and Py (right).
such as the fourth-order Lie method or the sixth-order Gauss method become
competitive for higher accuracies.
We then compare the method on realistic data coming from the design
of a quadrupole for the HL-LHC project. The data are provided as longi-
tudinal harmonics m = 2, 6, 10, 14, sampled with a uniform step of 2 cm at
Ran = 5 cm and are depicted in Figure 5.5. The field description, in terms of
vector potential, is obtained using the generalized gradients with ND = 16
derivatives (see Section 4.2). Moreover, in order to increase the efficiency, we
5.1. MAGNETIC QUADRUPOLE 103
−1 −0.5 0 0.5 1 1.5
0
2
4
6
z (m)
B
(m
)
ρ
(T
)
B
(−2)
ρ
B
(−6)
ρ
B
(−10)
ρ
B
(−14)
ρ
Figure 5.5: Longitudinal harmonics of a realistic design of a quadrupole.
The field is uniform in the central part and decays toward 0 in the so called
Fringe Field. Note that high order harmonics are stronger in the Fringe Field.
(Courtesy of Ezio Todesco and Susana Izquierdo Bermu`dez)
exploit the gauging strategy described in Section 4.2.1 using a HFC gauge.
In Table 5.1, a speed comparison for the fourth-order Lie method with dif-
ferent gauges is shown and the results motivate the choice of the HFC gauge.
The sampling step in the longitudinal direction z limits the accuracy of the
field reconstruction and the reliability of the error and efficiency comparison,
which can be seen in Figures 5.6 and 5.7, respectively. This is due to the
fact that the field values required by the different integrators, including by
the one used to compute the reference solution, were obtained through in-
terpolation by means of cubic splines. In this case, as discussed before, the
large sampling step in z of the input data limits the possibility of achieving
high accuracies, therefore there is no clear advantage in the use of high order
methods and the second-order Lie method is the most efficient.
For this realistic case, we present also the comparison of the different methods
on a longer simulation. In particular, we simulate the motion of a particle,
starting at X0 = −0.02, Y0 = 0.01, through a sequence of 50000 focusing-
defocusing quadrupole couples. In Figures 5.8 and 5.9, the phase space
trajectories computed, respectively, with the fourth-order Lie method and
the fourth-order explicit Runge-Kutta method are shown. It is interesting to
note that, in this simple test, the result of the non-symplectic explicit Runge-
Kutta method is comparable with the one of the symplectic Lie method.
We will now consider the discrepancies between the particle trajectories
computed in the three-dimensional field and those computed using the linear
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Time (s) Ratio
∆Z AF HFC HFC/AF
0.02 0.0966 0.0548 0.5680
0.04 0.0474 0.0256 0.5401
0.08 0.0241 0.0132 0.5477
0.16 0.0118 0.0068 0.5726
Average 0.557
Table 5.1: Realistic case. CPU time and speed-up obtained using the AF
and the HFC vector potential gauges and the fourth-order Lie method.
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Figure 5.6: Realistic case, cubic spline interpolation. Error comparison be-
tween ODE methods for X (left) and Py (right). The straight lines in the
bottom right corner correspond to the theoretical slopes of the error curves
for different convergence orders.
model (5.13), to which we will refer with the term nonlinearities. Despite
the fact that the magnitude of these discrepancies are smaller than the main
linear effect of the quadrupole, it has been shown that they have a signif-
icant impact on the overall beam stability [Cai+18]. In order to visualize
these discrepancies, a set of different particles, entering the quadrupole with
no transversal momenta (moving parallel to the longitudinal axis), but at
different positions in the transversal plane, are simulated and the nonlinear
effects for the positions and momenta are measured at the quadrupole exit.
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Figure 5.7: Realistic case, cubic spline interpolation. Efficiency comparison
between ODE methods for X (left) and Py (right).
Denoting with the subscript in the initial conditions of the particles at the
inlet and with out the dynamical variables at the outlet computed with a
generic integrator, we can compute the nonlinearities as
wout −wlinout = wout −Mwin , (5.20)
where the subscript lin indicates the linear model (5.13) with its associated
matrix M. The nonlinearities for the X and Px components are shown in
Figure 5.10. The circle drawn on the bottom part of the plots has a radius
of Ran and represents the positions of the particles at the inlet. It can be
noticed that the magnitude of the nonlinearities is larger when the particles
travel further from the centre. As a consequence, their accurate description
is fundamental in the context of the design of large aperture quadrupoles
foreseen for the HL-LHC project [Ros11]. The magnitude of these nonlinear
effects can be used to define a threshold on the error shown in Figure 5.7
below which it is possible to choose the fastest method, thus obtaining a first
simple criterion to determine the most efficient method regarding the speed
and capability of describing the nonlinear effects.
We then compare the sixth-order symplectic Gauss method with the thin
lens model currently used in SixTrack [CER], which is based on integrated
multipoles, whose definition is analogous to the one given for the quadrupo-
lar component (5.18), and therefore neglects the z-dependence of the field.
The version of the thin lens method employed uses 500 slices. In Figure 5.11,
it can be seen that there is a good agreement between the two models the
momentum nonlinearities, while the position nonlinearities, represented in
Figure 5.12, show different behaviours. In particular, the thin model de-
scribes the position nonlinearities similarly to the momentum nonlinearities,
whereas those computed by the sixth-order Gauss method have a smaller
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Figure 5.8: Realistic case. Phase-space trajectories in the (X,Px) (left) and
(Y, Py) (right) planes, X0 = −0.02, Y0 = 0.01. Fourth-order Lie method.
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Figure 5.9: Realistic case. Phase-space trajectories in the (X,Px) (left) and
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Figure 5.10: Realistic case, nonlinearities of X and Px for a set of particles
starting at different positions in the transversal plane and null transversal
momenta.
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Figure 5.11: Thin lens model. Good agreement between the momentum non-
linearities computed with the thin lens model (left) and the ones computed
with the sixth-order symplectic Gauss method (right).
magnitude and a more complex behaviour. We attribute this difference to
the asymmetry of the field in the z direction, which cannot be taken into ac-
count using integrated multipoles (5.18). In fact, if we consider a symmetric
field, which can be obtained adding a specular quadrupole immediately after
the first one, we obtain again comparable results for the position nonlineari-
ties too, as can be seen in Figure 5.13. In this latter case, where the field is
symmetric and the results seem to be comparable, we can compute the differ-
ences between the two models. If we compare the maximum of the differences
to the maximum of the nonlinearities, we see a difference of ∼ 5-10%, but
the maxima correspond to different initial positions in the transversal plane,
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Figure 5.12: Thin lens model. Position nonlinearities computed with the thin
lens model (left) and with the sixth-order symplectic Gauss method (right).
The position nonlinearities produced by the thin lens model are larger and
similar to the momentum nonlinearities.
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Figure 5.13: Thin lens model, symmetric field obtained considering two ad-
jacent specular quadrupoles. Position nonlinearities computed with the thin
lens model (left) and with the sixth-order symplectic Gauss method (right).
In this case, where the the field is symmetric with respect to the longitudinal
axis z, the results of the two methods are comparable.
so that there is no fixed correspondence, for each entrance position, between
the magnitude of the nonlinearities and the magnitude of the differences.
An extension of this work would require, on one hand, to perform the
simulations on the whole accelerator to see the effect of this more accurate
field description over significant quantities for the beam dynamics and, on
the other, to assess the quality of the field description using alternative tech-
niques like the one proposed in Section 4.1.2. The former step is crucial to
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identify the most efficient method and might also highlight a bad behaviour
for the non-symplectic fourth-order Runge-Kutta method, clarifying the un-
expected behaviour shown in Figure 5.9. The latter step, instead, is crucial
to understand the impact of the field errors over the overall beam quality
and to possibly enhance the efficiency through, for example, a faster field
evaluation. Some examples of alternative field description will be given in
the next sections.
5.1.2 Vector potential computation using IGA
In this section we briefly present the result of a vector potential computa-
tion on a non-trivial geometry using the method presented in Section 4.1.2.
We use the Fourier-IGA discretization and we test the method using a man-
ufactured solution which depends on a parameter γ and satisfies the PEC
(homogeneous Dirichlet) boundary conditions on ΣD (at z = 5):
Aex =
 cos (3θ) (5− z)3 ργ+1 e−ρρ2 (sin (θ)− 2sin (θ)3) (5− z)γ
sin (2θ) (1− cos(5− z)) ργ+1
 . (5.21)
The magnitude of the magnetic flux of the manufactured solution for γ = 2
is depicted in Figure 5.14. The manufactured solution Aex is not in the
Figure 5.14: Magnitude of the magnetic induction B on the domain for a
manufactured solution with γ = 2.
Coulomb gauge, i.e. div(Aex) 6= 0, and so will be different from the solution
of Problem 2.10. We therefore evaluate the errors comparing the magnetic
fluxes, i.e. the seminorm in Hρ(curl
m). For this testcase we choose the
modes
m = ±1, ±2, ±3 ,
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so that M = 6. The regularity of the solution depends on the parameter γ. In
Figure 5.15, we compare the error with respect to the number of subdivisions
(h-refinement) for different values of the polynomial degree p. Looking at the
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Figure 5.15: Error on the magnetic flux with respect to the number of sub-
divisions for a regular solution (left, γ = 2) and for a non-smooth solution
(right, γ = 0.5) which limits the convergence rate.
left plot in Figure 5.15, it can be noticed that for a smooth solution (γ = 2)
the rate of convergence with respect the number of subdivisions is equal to
the polynomial degree p. On the contrary, in the right plot of Figure 5.15
the results for a non-regular solution (γ = 0.5), which limits the convergence
rate, are shown. In Figure 5.16, the error is compared against the polynomial
degree p (p-refinement) for different number of subdivisions and the spectral
convergence is achieved. The method presented in this section has a wide
range of applications and can of course be applied also to the simple case of
the cylindrical beam region of a magnetic quadrupole. The results of this
test, motivate one of the future perspectives of this thesis, which is the use
of this method in the particle tracking.
5.1.3 Field reconstruction from measurements
The analysis over the particle trajectories carried out above was considering
the field, or the data used for its reconstruction, as exact. This is not the
case for data obtained from realistic measurements. In this case, the noise
level affects the accuracy of the result. On the other hand, if the data are
produced by a numerical model, the main source of uncertainty is related to
the model parameters. We will now present the problem of reconstructing the
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Figure 5.16: Error on the magnetic flux with respect to the polynomial degree
p for a regular solution (γ = 2). It can be noticed the spectral convergence
with respect to the p-refinement.
field from a set of measurements. Apart from the uncertainty quantification
procedure, this method might be useful to obtain a field description of those
magnets for which a numerical model does not exist or to improve an exist-
ing one through an hybrid approach that combines the mathematical model
with the measured data. The results presented here have been obtained in
the framework of the thesis work [IG19]. The Maxwell equations relevant for
the modelling of the inner region of a magnetic quadrupole where the beam
travels are those for magnetostatic field in a vacuum with neither charges
nor currents. The magnetic field H and the magnetic flux B are related
through the permeability µ (see Assumption 2.2). In this context, due to the
homogeneity of the vacuum, it acts simply as a scaling factor. As already
shown in Chapter 2, the magnetic field can be described either using a vector
potential (2.9), as in the previous section, or a scalar potential (2.20). The
former setting is preferred if the aim is to then perform, as in Section 5.1.1,
the particle tracking but, even though the use of a vector potential formula-
tion is perfectly allowed to reconstruct the field from measurements, in the
remaining part of this section we consider instead a scalar potential formula-
tion, and in particular, the methods presented in Section 4.2. This choice is
due to the fact that the Laplace problem is simpler and the cylindrical geom-
etry of the beam region that we will consider allows to avoid the difficulties
related to the parametrization and to employ the spectral basis on the radial
direction for which we expect superior approximation properties [Ger+18].
We consider the problem of reconstructing the magnetic scalar poten-
tial (2.20) on a cylindrical domain with length L and radius R, where the
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Neumann boundary data g = B · ν are unknown. The information about
the field is provided by the following measurement process. We consider a
spinning coil [ACR18] placed on the lateral surface of a small cylindrical sup-
port, located along the longitudinal axis z, with its centre at zc, length ` and
radius Ran. The coil spans an angle α and rotates at constant angular speed
ω around the longitudinal axis. Due to Faraday’s law (2.2), the rotation in
a magnetic field induces a voltage on the coil, which is then measured. For
this purpose, it is convenient to consider the following parametrized surface
whose boundary coincide with the coil:
Σ(t, zc) = {Ran eρ + z ez + (ωt+ θ) eθ ,
z ∈ (zc − `/2, zc + `/2), θ ∈ (0, α)} .
(5.22)
The right-hand side of Faraday law (2.2) entails the computation the time
derivative of an integral over a moving domain. It is possible to bring the
time derivation inside the integral using the Leibniz rule for surface inte-
grals [Abr32, Section 12]
− d
dt
∫
Σ(t, zc)
B · ν dΣ = −
∫
Σ(t, zc)
div (B)v · ν dΣ
+
∫
∂Σ(t, zc)
(v ×B) · τ dΣ
−
∫
Σ(t, zc)
∂tB · ν dΣ ,
(5.23)
where v is the velocity of the moving surface
v(t) = ω ρ eθ . (5.24)
The first term on the right-hand side in (5.23) vanishes since the magnetic
flux is solenoidal (2.8) and the last one vanishes because the magnetic field
is stationary. Considering the fact that, on the curved sides of the coil, the
tangent vector has the same direction of the velocity, we obtain that the
induced voltages are
V (t, zc) =
∫ zc+`/2
zc−`/2
Ran ω (Bρ(Ran, z, ωt)−Bρ(Ran, z, ωt+ α)) dz . (5.25)
Having a known field, for example through its scalar potential ψ, it is there-
fore possible to compute the induced voltages on the coil and interpret the
right-hand side of (5.25) as a (linear) operator, called measurement operator,
that acts on the scalar potential
V = M(t, zc, `, Ran, ω)ψ . (5.26)
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The second key ingredient is therefore a description of the scalar potential
ψ. This is typically obtained through a finite-dimensional representation,
like those presented in Chapter 4. Since the field satisfies Maxwell equations
or more specifically, in the particular case considered, the magnetic scalar
potential is a solution of the Laplace problem, we can determine ψ knowing
only the boundary terms and solving a well-posed problem. Denoting with
g the boundary value, we can then define another (linear) operator S, called
solution operator, that associates the boundary data to the solution ψ of the
well-posed Problem 2.6
ψ = S(R, L) g . (5.27)
It is also possible to combine the solution and measurement operators defined
above to obtain a linear operator, called forward operator, F = M ◦S, so
that
V = (M ◦S)g . (5.28)
In practical cases, a finite-dimensional representation both for g and ψ is
chosen and the forward operator defined above is just a matrix that links the
Degrees of Freedom (DoFs) of the boundary representation to the voltages.
Specifically, given the basis of a finite-dimensional space
span
(
{bi(ρ, z, θ)}Nψi=1
)
= Zh ,
the approximate magnetic scalar potential is described through its DoFs,
grouped in a vector ψ, i.e.
ψh(ρ, z, θ) =
Nψ∑
i=1
ψi bi(ρ, z, θ) . (5.29)
If we then compute the induced voltages at NM different times t and longi-
tudinal positions zc we can group them in a vector v ∈ RNM and we have
that the matrix representation of the measurement operator M ∈ RNM×Nψ
is given by (5.25)
Mi, j =
∫ zc(i)+`/2
zc(i)−`/2
Ran ω ∂ρbj(Ran, z, ωt(i)) dz
−
∫ zc(i)+`/2
zc(i)−`/2
Ran ω ∂ρbj(Ran, z, ωt(i) + α) dz .
(5.30)
Moreover, the finite-dimensional expression of equation (5.26) is
v = Mψ . (5.31)
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An analogous procedure can be applied to the solution operator. Expressing
the finite-dimensional representation of the boundary data gh in terms of the
basis functions ψh which do not vanish on the boundary, we can describe
gh using a vector of DoFs g ∈ RNg , where Ng  Nψ, which we denote as
state. Consider now the linear system arising from the discretization of a
well-posed problem as Problem 2.6
Kψ = E g , (5.32)
where K is the matrix arising from the discretization of the boundary value
problem and E is the matrix that associates the DoFs of g to the appropriate
non-vanishing DoFs of the discretization Zh. We then have that K
−1 E =
S ∈ RNψ×Ng . Assuming that the measurement process has a negligible effect
on the field, we model it as [Bar18]
v = Fg + η, (5.33)
where v is a set of measurements, F = M S ∈ RNM×Ng is the discrete coun-
terpart of the forward operator (5.28) and η ∼ N (0, Λ) is a noise term,
assumed to be independent on g and normally distributed with null mean
and symmetric positive-definite covariance Λ. This formula is used to gener-
ate synthetic measurements, taking as g a reference solution that will be then
used to assess the quality of the field reconstruction. The aim is therefore to
reconstruct the magnetic scalar potential ψ, determined by g, measuring the
voltages induced on the coil v. This is an inverse problem that can be solved
in a Bayesian framework. A more general treatment of the reconstruction
problem, can be found in [IG19], where different methods for the solution
of the inverse problem are considered together with nonlinear measurement
operators. In a Bayesian setting [Bar18], the terms g and v are modelled as
random variables, and thus indicated with a capital letter in the following.
We also assume to have a prior knowledge of the distribution of G expressed
through the prior density function pG. Another important density function
is the so called likelihood pV |G(v|g) that, in the simple case of (5.33), takes
the form
pV |G ∼ N (Fg, Λ) . (5.34)
It is then possible to obtain the posterior distribution, which expresses the
probability of a state given a measurement v˜, using the Bayes rule, i.e.
pG|V =
pV |G(v˜|g) pG(g)
pV (v˜)
, (5.35)
where pV (v˜) is called evidence and can be computed as
pV (v˜) =
∫
pV |G(v˜|g) pG(g) dg .
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Once a set of measurements are gathered, it is possible to apply the so
called Maximum A Posteriori (MAP) estimator [Bar18] to the state, which
amounts to choosing the state gMAP that maximizes the posterior density
function (5.35). If we assume the prior distribution to be normal with mean
g0 and covariance Σ, we can obtain the MAP estimate gMAP solving the
following linear system(
FT Λ−1 F + Σ−1
)
gMAP = F
T v + Σ−1 g0 . (5.36)
The measurements can be processed in different ways. The coil can spin at
a given location for a certain number of turns NT before moving to the next
location. The acquisition can proceed sequentially from the initial longitu-
dinal position to the end of the quadrupole, performing a so called sweep.
Moreover, different sweeps can also be performed. The MAP method can be
applied after collecting all the measurements, or can be successively applied
to subsets of measurements, updating the mean in the Gaussian prior with
the previous MAP estimates and possibly damping the prior covariance ma-
trix. A more elegant approach, which is applicable in our linear case and
that provides information on the covariance of the estimated state, is the
Kalman filter [Bar18]. In this context, the mean and the covariance of the
Gaussian state, indicated with g and Σ, respectively, are updated after each
measurement using the following formulas:
K = Σ FT
(
Λ + F Σ FT
)−1
,
g′ = g + K(v˜ − F g) ,
Σ′ = g + (I + K F) Σ ,
(5.37)
where the apostrophe indicates the updated quantities and K is called Kalman
gain. Thanks to the Kalman filter, it is possible to obtain a measure of the
uncertainty of the field that can be then propagated through sampling to the
particle trajectories, thus estimating the uncertainties on the nonlinearities
or on other significant quantities for the beam dynamic. In the following,
we present two examples of state estimates using the MAP method and the
two discretizations presented in Sections 4.2.1 and 4.2.2, respectively. To this
end, we considered a cylinder with radius R = 0.05 m and length L = 3.04 m.
The spinning coil was assumed to have a radius of analysis Ran = 0.0375 m,
length ` = 0.05 m, α = pi/8 and an angular speed ω = 2pi rad s−1. Over a
single coil spin, 256 voltages are measured and the covariance matrix for the
measurement noise is
Λ = 0.1 ATA , (5.38)
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where the following non-diagonal matrix was used in order to introduce a
more complex noise structure:
Ai, j = δi, j − 0.2 (δi−1, j + δi, j−1 + δi−2, j + δi, j−2)
− 0.2 (δi−3, j + δi, j−3 + δi−4, j + δi, j−4) .
The measurement process can be carried out using different strategies. It
is possible to choose different numbers of spins at each longitudinal position
and, if a sequence of different measurements is taken, it is also possible to con-
sider a different number of complete sweeps. In the case of the BFF method,
due to the non-locality of the basis along the longitudinal direction z, it is
necessary to consider at once all the measurements corresponding to a com-
plete sweep along all the longitudinal positions [IG19]. In the results shown
in Figure 5.17, it is possible to notice the oscillations of the reconstructed
harmonics, especially for the mode m = 6. Some penalization strategies
Figure 5.17: Reconstruction using the MAP estimator and the BFF dis-
cretization for the modes m = 2 (left) and m = 6 (right).
on the DoFs corresponding to high frequencies in the longitudinal direction
can be applied to reduce the oscillating behaviour of the reconstruction with
the BFF method, but this strategy has the drawback of damping the phys-
ical peaks of the field [IG19]. The use of the LBF method, presented in
Section 4.2.2, is instead well-suited for the application of an updating strat-
egy based on the acquisition of measurements at single longitudinal positions.
This has a clear advantage in the perspective of a real measurement process
because, combined with uncertainty information that can be obtained from
methods like the Kalman filter, it can provide feedbacks on the positions in
the magnet that require more measurements. Moreover, the reconstruction
with the LBF method and the MAP estimator, provides better results, as
can be seen in Figure 5.18. The results presented in this section were ob-
5.2. ACCELERATING CAVITIES 117
Figure 5.18: Reconstruction using the MAP estimator and the LBF dis-
cretization for the modes m = 2 (left) and m = 6 (right).
tained using synthetic measurements and serve as a motivation to apply the
method to realistic measurements. The framework presented here can be
easily extended to different types of measurement devices and provides in-
formation regarding the uncertainty of the field that can be then propagated
to the particle trajectories computation, carried out in Section 5.1.1, and to
the assessment of the beam quality.
5.2 Accelerating cavities
Accelerating cavities are another type of element used in particle accelerators
often made of superconducting materials. They are used to accelerate the
charged particles by means of an oscillating electric field, which is produced in
such a way that the particle travelling through the cavity experiences always
an accelerating force. The oscillating frequency of the electric field depends,
of course, on the particle speed and it should match the principal resonant
mode of the cavity. For this reason it is important to accurately compute
the resonant frequencies of a cavity, which amounts of solving the eigenvalue
problem (2.15) with suitable boundary conditions. The aim of this section
is indeed to assess the method presented in Section 4.1.2 in the resolution
of the eigenvalue Problem 2.12 on axisymmetric domains. At first, a simple
pillbox cavity is considered, for which there exists an analytic expression of
the exact solution. We will then consider a practically relevant application
which consists of a one cell accelerating TESLA cavity.
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5.2.1 Pillbox cavity
A pillbox cavity [Jac07, Section 8.7] is a cylindrical cavity whose cross-section
S can be described as a rectangle. We consider here a geometry with radius
R = 35 mm and length L = 100 mm (see figure 5.19) and we want to compute
the the eigenvalues/eigenfunctions for the electric field E, satisfying Prob-
lem 2.12 in which the homogeneous PEC (or Dirichlet) boundary conditions
are imposed on ΓD = Γ (which correspond to ΣD = ∂Ω˘). We consider the
material parameters of a vacuum, which is
 ≈ 8.8542× 10−12 F m−1 , µ = 4pi × 10−7 H m−1 . (5.39)
The solutions of (2.15) associated to eigenvalues different from zero can be
divided in two classes. One, TM (Transverse Magnetic), is associated to
fields where Bz = 0 everywhere and Ez = 0 on the lateral surface of the
cylinder (see figure 5.19, left). The second one, TE (Transverse Electric), is
associated to fields where Ez = 0 everywhere and ∂νBz = 0 on the lateral
surface of the cylinder see figure 5.19, right). The corresponding eigenvalues
Figure 5.19: Representation of a pillbox cavity of radius R = 35 mm and
length L = 100 mm with the electric field E associated to the eigenfunction
TM423 (left) and TE212 (right).
are given by:
ωTMmnq =
1√
µ
√
χ2mn
R2
+
q2pi2
L2
, ωTEmnq =
1√
µ
√
χ′2mn
R2
+
q2pi2
L2
,
where χmn and χ
′
mn are the n-th root of the Bessel function of the first kind of
order m and of its derivative, respectively. The value m is the Fourier mode
of the corresponding eigenfunction. As a consequence, for each m we can
compute the eigenvalues varying the values of q and n. In the following we
consider the case ω 6= 0. In Figure 5.20, the exact value of the first 10 angular
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frequencies for m = 26 are represented by horizontal blue lines. In the same
figure, the approximated angular frequencies are shown for different values
of subdivisions of the parametric section (h-refinement) and using a uniform
discretization and a maximum degree p = 3. It can be seen that no spuri-
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Figure 5.20: Approximations of the first 10 angular frequencies (m = 26) for
different number of subdivision of the parametric section. The exact values
are represented by horizontal blue lines.
ous modes appear and that the computed eigenvalues converge to the real
ones. To test the approximation properties of our discretization, a specific
eigenvalue ωTE134 has been chosen and the error for different subdivisions and
degrees p has been computed. In Figure 5.21, the error trends with respect
to the to h-refinement (left) and to the number of DoFs (right) are shown.
It can be seen that the approximate eigenvalues converge with a rate equal
to the double of the polynomial degree p employed in the discretization.
5.2.2 TESLA cavity
We consider now the computation of the resonant modes on a more com-
plex accelerating TESLA cavity whose geometry is defined using a NURBS
surface. This type of cavities are used in practical applications and, in partic-
ular, the specific design considered in this test is the one-cell midcup TESLA
cavity whose precise definition can be found in [Aun+00, Table III]. In
Figure 5.22, the first 10 eigenvalues for the mode m = 1 are represented for
different number of consecutive refinements. It can be noticed that the modes
are well separated, no spurious modes occur when the space is refined and
they all seem to converge. We consider now the assessment of the approxi-
mations properties of the method. To this end, we consider the computation
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Figure 5.21: Relative error with respect to the number of subdivision of the
parametric cross-section Ŝ (left) and with respect to the number of DoFs
(right) for the angular frequency ωTE134 .
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Figure 5.22: TESLA cavity. First 10 eigenvalues associated to the mode
m = 1 for different level of refinement.
of the lowest resonant angular frequency for the modes m = 1 and m = 2
which are, respectively,
ω1 ≈ 11 468.32 MHz and ω2 ≈ 14 582.56 MHz . (5.40)
In Figure 5.23, the eigenfunctions associated to the considered eigenvalues
are depicted. In Figure 5.24, the trend of the relative errors, estimated as
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Figure 5.23: TESLA cavity. Eigenfunctions associated to the lowest eigen-
values for the modes m = 1 (left) and m = 2 (right).
the relative difference between two subsequent refinement levels, are shown.
Also in this case, it can be seen that the approximate eigenvalues converges
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Figure 5.24: TESLA cavity. Error on the lowest eigenvalues m = 1 (left)
and m = 2 (right) with respect to the number of subdivisions for different
degrees p of the basis functions.
with a rate similar to the double of the polynomial degree p employed in
the discretization. Finally, in Table 5.2, we report the values represented
in the right plot of Figure 5.24 with the number of DoFs. The capability
of solving a sequence of decoupled 2D problems for the different Fourier
modes has a significant advantage in terms of computational cost and can be
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p = 2 p = 3
Sub #DoFs ω2 (MHz) #DoFs ω2 (MHz)
1 101 11 529.8937 205 11 472.3798
2 205 11 480.5516 345 11 469.0743
4 521 11 469.5215 733 11 468.4131
8 1585 11 468.4242 1941 11 468.3252
16 5441 11 468.3278 6085 11 468.3207
32 20065 11 468.3210 21285 11 468.3206
Table 5.2: TESLA cavity, m = 1. Value of the lowest eigenvalue and the
number of DoFs for different polynomial degrees p and refinement levels.
applied, for example, in the resolutions of problems that involve the coupling
with 3D models that might induce non-axisymmetric boundary conditions
on axisymmetric domain (see e.g. [Cor17, Section 5]).
Chapter 6
Conclusions and future
perspectives
In this thesis, we have studied numerical methods for the solution of some
problems arising in electromagnetism. A first strong motivation came from
the design of high-energy particle colliders and in particular from the need of
an accurate computation of the particle trajectories inside magnetic quadru-
poles. In this context, we first developed a framework to compare the ef-
ficiency of different numerical methods for the computation of the particle
trajectories, through the resolution of the Hamilton equations. The com-
parison was carried out both on a simple analytical field and on a realistic
field of a High Luminosity - Large Hadron Collider (HL-LHC) quadrupole.
In this framework, we have shown that the use of a specific Horizontal-Free
Coulomb (HFC) gauge allowed to improve the overall computational effi-
ciency. The results of the comparison highlighted the need of a sufficiently
accurate description of the magnetic field, thus motivating the study of nu-
merical methods for the solution of the Maxwell equations. In particular, we
have focused on methods able to provide accurate and efficient descriptions
of the field exploiting the symmetry of axisymmetric domains. We therefore
combined the Fourier basis and IsoGeometric Analysis (IGA) to exploit the
advantages of an exact representation of the computational domain and of
the good approximations properties of the IGA discretizations. In this con-
text, the main challenge was to build a sequence of finite-dimensional spaces
that constitute a de Rham complex, which is crucial to obtain stable methods
that produce physically correct approximations. This objective was achieved
using the strategy proposed in [Oh15]. The new methods for the solution of
the Maxwell equations in axisymmetric domains were applied to two different
problems. The first was the computation of resonant modes in an accelerat-
ing TESLA cavity. Due to the nature of the problem, which is well-known
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to be hard to solve accurately for methods that do not yield a discrete de
Rham complex [Arn18], this realistic testcase was important to assess the
approximation properties of the method. The second framework was the re-
construction of unknown field from measurements. In this context, a realistic
measurement process with a device known as spinning coil was modelled and
the magnetic field was reconstructed solving an inverse problem in a Bayesian
setting. It was shown that the proposed reconstruction method is feasible
and that discretizations with local support along the longitudinal direction
have a significant advantage when modelling the measurement process.
Several results obtained in this thesis could be further improved and fu-
ture work is necessary to take full advantage of the proposed methods. The
efficiency comparison regarding the computation of particle trajectories in
a quadrupolar field was carried out measuring the nonlinearities. A cru-
cial further step is to incorporate the proposed methods in the simulation
of the whole particle collider, to be able to measure the effect over param-
eters which are significant for the overall beam stability. This problem is
still being studied in collaboration with Thomas Pugnat from Commissariat
a` l’e´nergie atomique et aux e´nergies alternatives (CEA). Some results in
this respect were already presented in [Pug+19], where the field has been
described using the method based on the generalized gradients. It would
be also interesting to apply the new methods for the field reconstruction in
the context of particle tracking and to further develop the field reconstruc-
tions from measurements, so as to obtain a realistic description of the field
uncertainty and to propagate it to the quantities that determine the beam
quality. In this respect, the application of the field reconstruction from real
measurements (developed in collaboration with Ion Gabriel Ion (TU Darm-
stadt) and Melvin Liebsch CERN)) is an interesting perspective that might
require further improvement from the modelling point of view, but might
provide important feedbacks to magnet designers. Concerning the solution
of the Maxwell equations in axisymmetric domains, it would be interesting to
consider other applications with more complicated geometries and to define
bounded cochain projectors from the continuous to the discrete spaces.
Acronyms
AF Azimuthal-Free.
B-spline Basis spline.
BEM Boundary Element Method.
BFF Bessel Fourier Fourier.
BVP Boundary Value Problem.
CAD Computer Aided Design.
CEA Commissariat a` l’e´nergie atomique et aux e´nergies alternatives.
CERN Conseil Europe´en pour la Recherche Nucle´aire.
DoF Degree of Freedom.
FEM Finite Element Method.
HE Hard Edge.
HFC Horizontal-Free Coulomb.
HL-LHC High Luminosity - Large Hadron Collider.
IGA IsoGeometric Analysis.
IP Interaction Point.
LBF Lobatto B-spline Fourier.
LHC Large Hadron Collider.
MAP Maximum A Posteriori.
125
126 Acronyms
NURBS Non-Uniform Rational Basis Spline.
ODE Ordinary Differential Equation.
PEC Perfect Electric Conductor.
PMC Perfect Magnetic Conductor.
SC Symmetric Coulomb.
SI Syste`me international (d’unite´s).
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