where the proposed method can, for example, be used to assess the entire growth pattern of a child by relating it to the predicted quantiles of adult height.
Introduction
Quantile estimation is of interest in a variety of settings. For instance, growth charts, also known as reference centile charts, are widely used to screen growth status. Conventional growth charts are based on marginal percentile curves combined with a transformation to normality (Cole, 1988) . Figure 1 shows an example of cross-sectional growth charts as well as the longitudinal growth curves of two girls. Evaluation of children on the basis of their observed growth path leads to much better understanding of their current auxological status than simply comparing their height with a reference chart at a specific age. As a consequence, several authors, including Cole (1994) , Royston (1995) , Thompson and Fatti (1997) , have considered conditional reference charts based on longitudinal measurements and advocated the importance of adequately reflecting the longitudinal aspect when quantifying growth status. However, these methods usually assume joint normality and a certain type of parametric structure of the longitudinal measurements and usually also require regular spacing of the measurement times;
an example is the LMS-AR model considered in Cole (1994) . Wei and He (2006) proposed a more general semiparametric model based on p prior measurements for the growth path when constructing conditional quantiles for current height status. Their proposed model waives the normality assumption and to some extent allows for varying time spacing of the measurements, by incorporating the time spacing into the coefficients through a linear structure.
It is not obvious how to compare a child with prior measurements (Y 1 , . . . , Y m ) with the growth status of a reference group, especially as the measurements often have variable time spacing and their timing may be subject-specific. Addressing these issues, we suggest constructing conditional quantiles and adopting a functional data analysis perspective, by viewing the entire growth history of a child as a functional but latent covariate, for which the only information available is a series of irregularly timed and potentially noisy measurements. For growth measurements, the noise is due to direct measurement error and also diurnal and seasonal variations in height. Taking the potentially irregular nature of the timing of the available measurements and noise into account, we aim at recovering the underlying growth curves, constructing conditional reference charts for current status and quantifying and assessing current growth status through the predicted conditional quantiles of a future defined growth status, such as adult height.
The smooth functional nature of growth curves has been explored in various previous statistical analyses, including Gasser et al. (1984 Gasser et al. ( , 1985 , Gasser et al. (1991) , Kneip and Gasser (1992) , Gasser and Kneip (1995) and Sheehy et al. (1999) . For individual trajectories measured at a dense grid of regularly spaced time points, there exists an extensive literature on recovering the underlying functions. Older approaches have focused on parametric modeling (Marubini et al., 1971; Ellozy, 1978) , while modern approaches tend to be more flexible, allowing for more variable shapes of the growth trajectories and their derivatives, often by employing nonparametric methods. Such flexible approaches for the analysis of irregular, noisy or sparsely sampled longitudinal data have for example been developed by Shi et al. (1996) and Rice and Wu (2001) , based on modeling with B-splines that include random effects, and James et al. (2000) and Yao et al. (2005) , based on modeling with functional principal components. Overviews of the rapidly evolving interface between longitudinal and functional methodology are provided in Rice (2004) , Zhao et al. (2004) and Müller (2005) .
Mainstream approaches to estimate conditional quantiles when covariates are vectors include (1) the estimating equation approach, introduced by Koenker and Bassett (1978) , which has spawned a large literature and more recently has been modified and extended to more general cases (Koenker et al., 1994; Li et al., 2007) , and (2) obtaining quantiles by inverting a conditional distribution function. Regarding the latter, which is the approach we adopt here, various nonparametric methods for estimating conditional distribution functions and then quantiles with low-dimensional covariates have been proposed over the years (Fan et al., 1996; Yu and Jones, 1998; Hall et al., 1999; Cai, 2002; Hall and Müller, 2003) .
For the case of functional covariates, extended the estimating equation approach to a linear functional quantile regression model, while Ferraty et al. (2005) proposed to extend the double kernel method for estimating a conditional distribution function to functional covariates. Due to the nature of the estimating equations, these methods assume structural constraints in the quantiles, which we abandon here by proposing to estimate the conditional distribution function under a functional generalized regression framework. The proposed approach facilitates balancing of model flexibility and of the so called curse of dimensionality, which affects direct "nonparametric" approaches. Although this paper is inspired and illustrated by the growth charts problem, our proposed methods and theoretical results pertain to a general setting and can be used in a variety of situations where the need arises to estimate conditional quantiles when covariates are functions.
The paper is organized as follows. In section 2, we introduce the proposed model and an extended time-varying model framework. Methods for estimation are discussed in section 3.
In section 4, we highlight some features of the proposed method using simulated data. This is followed by an analysis of the Berkeley Growth Data in section 5. A description of asymptotic consistency properties is in section 6 and further discussion in section 7.
Modeling Conditional Distributions With Functional Covariates
The covariates we consider are random trajectories X, for which one records an associated response Y , a one-dimensional random variable. Predictor processes X are assumed to be square integrable on a domain T = [0, T ], with mean function EX(s) = µ(s) and a continuous covariance function cov(X(s), X(t)) = G(s, t). The covariance function G(s, t) has an orthogonal expansion G(s, t) = k λ k φ k (s)φ k (t) with nonincreasing eigenvalues λ k and functions φ k , which correspond to the eigenfunctions of the associated autocovariance operator A G , defined by A G (f )(t) = T G(s, t)f (s)ds, for any f in L 2 . Then one may represent random processes X by a Karhunen-Loève expansion X(t) = µ(t)+ known link function g and functional predictors X. Such models have been widely studied in the literature (James, 2002; Müller and Stadtmüller, 2005; Leng and Müller, 2006; Escabias et al., 2007) .
More precisely, for a fixed y, the indicator I(Y ≤ y), given the covariate function X, has a binomial distribution with mean parameter F (y | X), leading to a functional generalized linear regression model with link function g,
where X c (t) = X(t) − µ(t), and g is a monotone link function, for example, the logit link, with
The coefficient function β(y, t), for fixed y, is assumed to be square integrable on T and can then be represented in the orthogonal eigenbasis, β(y, t) =
, where
(1) can be equivalently written as
where the ξ k are the FPCs of X, and the β k (·), k = 1, 2, . . . , are assumed to be smooth functions of y.
The desired conditional quantiles Q(α), 0 < α < 1, of Y may be obtained by inverting the conditional distribution function F (y | X), defining
Model (2) can be easily extended to a time-varying model, where the right endpoint of T is increasing (adapting an approach described in Müller and Zhang, 2005) . For time-varying conditional quantiles that depend on the domain on which predictors have been observed, we consider the extended model
where y denotes response levels at a time τ ≥ s and X [0,s] denotes the predictor curve on the interval [0, s] . A motivating example is provided by selecting y as adult height and s as an age at which the status of a child is to be assessed, using the available growth data from birth to age s. Then the entire growth history of a child up to age s is used for predicting the quantile of adult height for this child. This device allows to associate an overall growth status assessment that is based on the predicted adult height, with the specific growth history of the child on currently available domains from birth to age s, for varying ages s of the child.
Estimating the Model Components
To address the difficulty caused by the infinite dimensionality of the predictors, we approximate model (2) with a series of models, for which the number of predictors is truncated at p = p n included components, and the dimension p n increases asymptotically, as the sample size n → ∞;
compare with Müller and Stadtmüller (2005) .
A heuristic motivation for this truncation strategy is as follows: Setting
. If the FPC's are independent, as is the case for a Gaussian random process, R p (y) is independent of X p . With
for suitable functions g p,y (·), and var(Z(y)
. Therefore the conditional distribution of Z(y), conditioning on X p , is a binomial distribution with parameter
, motivating the consideration of an increasing series of truncated binomial models. The approximation error of these truncated models is directly tied to the eigenvalues λ j = var(ξ j ) and vanishes asymptotically as p → ∞ (see proof of the Theorem in Section 6).
A feature that complicates theoretical analysis is that the link functions g p,y must be considered as unknown, as they depend on η p and the distribution of R p (y), which are both unknown.
In actual estimation, we are confined to fit the model using the fixed known link function g, instead of using the actual and changing link function g p,y , therefore fittinĝ
Examining the discrepancy between link functions g and g p,y carefully, it can be proved that the discrepancy between these functions vanishes asymptotically under some mild conditions (see proof of the Theorem). This leads to the uniform consistency of our estimateF (y | X)
under regularity conditions, and as a consequence, one obtains a consistent estimateQ(α) of
In practice, the choice of the number of components p to be included in eq. (5) To estimate the coefficients in a truncated model, an initial step is to obtain the first p FPCs {ξ ik , k = 1, . . . , p}, for each predictor function X i . The predictor trajectories X i are usually recorded at a grid of time points, which could differ from subject to subject, and the measurements might be contaminated by measurement errors and other aberrations. For example, in auxology it is well known that children and also adults are taller in the morning than in the evening. To model functional data that are contaminated with measurement errors, denoting the observation of the random trajectory X i at time t il by U il , the corresponding error by ε il and the number of observations made for the ith subject by L i , we may represent the observed data as follows:
where X i is the smooth underlying random trajectory for the ith subject and the errors ε il are assumed to be i.i.d. with Eε il = 0, Eε 2 il = σ 2 , and to be independent of the FPCs.
As mean, covariance and eigenfunctions are assumed to be smooth, we propose using local linear smoothing to obtain the estimated mean functionμ(t), and a two-dimensional weighted least squares smoother, omitting the diagonal elements, for the estimated covariance surfacê G(s, t) (for further details see Yao et al., 2005) . Smoothing bandwidths are chosen by crossvalidation or generalized cross-validation. Estimated eigenfunctions and eigenvalues are then the solutions of the eigenequations,
whereĜ is substituted for G and the eigenfunctions are subject to the constraints φ k (s) 2 ds = 1 and φ j (s)φ k (s)ds = 0, for j < k. These solutions are obtained by discretizing the estimated covariance surface and then using the corresponding matrix procedures; FPCs then are de-
dt for densely observed data or through conditional expectation (BLUP) in the case of sparse irregular observations. More details can be found in Yao et al. (2005) ; these procedures are available in the PACE package, which is written in
Matlab and available at http://anson.ucdavis.edu/∼mueller/data/pace.html. We specifically note that the code for our proposed method is available in PACE version 2.14.
With the first p FPCs, estimates of the coefficientsβ 0 , . . . ,β p are easily obtained through the usual estimating equation for the generalized linear model, leading immediately to the estimate of the distribution functionF (y | X) in eq. (5). Generally, we will be interested in conditional distribution functions and quantiles over a certain range of values, which we denote
. We obtain coefficient functionsβ k (y), 0 ≤ k ≤ p, by fitting the model for a dense grid of y ∈ [q 1 , q 2 ]. An optional step is to additionally smooth the coefficient functionsβ k (y), or, more directly, the estimatesF (y|X), across y, which may lead to smoother and better behaved estimates. In our implementations, we use the second type of smoothing, using kernel smoothers with approximately 5 data points in each smoothing window.
We note that the range [q 1 , q 2 ] needs to be large enough to obtain desired quantiles for small or large α. In practice, the choice of q 1 and q 2 depends on the observed range of the responses Y . For a subject with trajectory X i , the estimate for F (y | X i ) then becomeŝ
Simulation Results
To illustrate our methods for conditional quantile estimation with functional covariates, pairs
. . , 400, were generated, and of these, 300 randomly selected pairs were used for training the model and the remaining 100 pairs for testing. We compute and evaluate the proposed approachQ i (α) for the test data, and its performance was compared with the following two methods: (a) a naive approach, obtained by using unconditional empirical quantiles, denoted by Q U (α); and (b) the quantile linear regression model with functional covariates as proposed in .
The method of is an extension of the well known quantile linear regression approach for vector covariates X, based on the estimating equation
where l α (u) = |u| + (2α − 1)u. For a functional predictor X(t), proposed to 
The predicted quantiles, denoted byQ C i (α), are obtained by substituting estimates of the coef-
Predictor trajectories X i were generated from a L 2 random process with mean function µ(t) = t + sin(t), 0 ≤ t ≤ 10, and a covariance function derived from K eigenfunctions, φ i (t) = cos((i + 1)πt/10)/ √ 5 for odd values of i and φ i (t) = sin(iπt/10)/ √ 5 for even values of i, 0 ≤ t ≤ 10, for K = 2, 4, 6, 8, 10. The corresponding non-zero eigenvalues were chosen as the first
. . , K, and λ k = 0, for k > K. The underlying FPCs in eq. (7) were generated as ξ ik iid ∼ N (0, λ k ), and the measurement errors as ε il iid ∼ N (0, 0.5 2 ). For the generation of Y i , we consider two scenarios: A Gaussian case,
Regarding the measurement locations at which predictor trajectories were sampled, two settings were considered, a sparse irregular setting, where the number of measurements for each subject was chosen from {4, . . . , 14} with equal probability, the locations were chosen separately and were uniformly distributed on [0, 10]; and a regular dense case, where 30 equally spaced observations on [0, 10] were generated for each subject. The method of requires densely observed functional data, and thus will not work for the first scenario with sparse design. For comparison purposes, we created a modified version of Cardot's method, specifically for the sparse design case, and this modified version was used for the comparisons pertaining to this case. To summarize, there are four simulation scenarios, referred to in the following as Gaussian sparse, Gaussian dense, Gaussian mixture sparse and Gaussian mixture dense cases, respectively.
The smoothing bandwidths for the proposed method were chosen by generalized crossvalidation. For the sparse case, these bandwidths were approximately 0.59 for the mean function and 1.1 for the covariance surface, and for the dense case, 0.6 and 0.5 for mean and covariance function, respectively, slightly differing between simulation runs. The number of included components p was chosen by AIC, using a marginal likelihood (pseudo-likelihood) of the observations. This method and several alternative selectors are discussed in Yao et al. (2005) .
Alternative methods include BIC, minimizing leave-one-curve-out prediction error, or controlling the fraction of variance explained (FVE),
large. For all simulations, we used the logit link function.
For the functional quantile linear regression model proposed by , the estimator depends on the number of knots k, the degree q of the spline, the order m of the derivative chosen for the penalization term, and the smoothing parameter ρ. It seems that only ρ has a major impact on the resulting estimate, provided that the number of knots is chosen large enough (Besse et al., 1997; Cardot et al., 2007) . We use cubic B-splines with 8 inner knots and penalty terms based on second order derivatives, the same specifications as in Cardot et al. (2007) and also investigated alternatively choosing 6 and 10 knots, which led to nearly identical results as using 8 knots. We therefore only report the results for this case. The tuning parameter ρ in eq. (9) was chosen by generalized cross-validation.
In Tables 1 and 2 , the results are listed for mean absolute error (MAE), based on 200 simulation runs for each simulation scenario and quantile levels α ∈ (0.05, 0.1, 0.25, 0.5); estimates of the upper quantiles were found to behave similarly (not reported). Additional information can be found in Figure 2 , which contains the boxplots of MAE for conditional quantile estimation, α ∈ (0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95), over 200 simulation runs for Gaussian (left) and mixture Gaussian (right) distributions, for densely sampled designs generated from 10 eigenbases.
The simulation results in Table 1, Table 2 than the proposed method for the median, and comes close to the proposed method for first and third quartiles, but for more extreme quantiles, its performance is clearly inferior to that of the proposed method. We note that for the growth status screening application, small quantiles such as those with levels α = 0.05 or α = 0.1 matter most, as the goal is to indicate which children might need additional health screening, based on their predicted very low adult height status. We conclude that the proposed method is preferable for this and similar applications.
Application to Berkeley Growth Data
One of the most important roles of growth monitoring is to screen the growth status of children and to identify children with underlying health problems that are reflected in stunted height growth. Growth reference charts are widely used by pediatricians and auxologists for this purpose. We demonstrate the proposed functional conditional quantile estimation with an application to the Berkeley growth data (Tuddenham and Snyder, 1954) . These data contain height measurements for 54 girls, with 31 measurements taken between ages 1 year and 18 years.
Assume we wish to make a growth assessment for a given girl at age T based on a series of unequally spaced and randomly numbered height growth measurements that are available for 
should be close to α, if the quantile estimation method gives reasonable estimates. The scatterplot ofĪ(α) against α is found to be indeed close to the identity line in Figure 5 , indicating that the proposed method performs reasonably well with regard to this criterion.
Another approach, previously used in Wei and He (2006) , is to compare the empirical distribution of Y with the simulated distribution from the conditional distribution model. Con-
Therefore the marginal distribution of Q i (α) for randomly sampled X i and α ∼ U(0, 1) should be the same as the marginal distribution of the responses, which can be checked as follows: Sample X i from the empirical distribution of X and α from U(0, 1). Setting
, repeat this procedure L times and obtain a sample {z 1 , z 2 , . . . , z L }. If the quantile estimates are reasonable, the two marginal distributions defined by the observed responses in the original data and by the simulated responses {z 1 , z 2 , . . . , z L } should match. Choosing L = 3000, we find from the Q-Q plot in Figure 5 that the match is indeed quite good. We conclude that the proposed functional quantile estimation passes both of these diagnostic tests.
Assessing the growth status of girls at age 12, we use conventional unconditional reference charts to identify two girls, whose heights at age 12 are below the 10th cross-sectional percentile of girl's height at age 12, measuring 142.1 cm (girl A) and 141.3 cm (girl B), respectively. In order to obtain a longitudinal assessment of growth status, based on the growth history from birth to age 12, we proceed to estimate the conditional distribution of adult height for these two girls, with results given in Figure 6 . These two conditional distribution functions demonstrate different patterns. Choosing as response Y = H 18 , we obtain the conditional probabilities Thus, the event that girl B ends up shorter than 157 cm as an adult is predicted to occur with high probability, indicating that further pediatric evaluation and possibly intervention is needed, while the probability for girl A to have a short adult height is estimated to be much lower. The actual adult height for girl A was observed at 164 cm and for girl B at 154.5 cm.
The proposed method thus correctly identifies the girl with actual height corresponding to a low quantile. From the derivatives of the growth curves in the bottom panels of Figure 6 , obtained with local polynomial fitting, girl B is seen to have reached the pubertal growth spurt ahead of girl A. As a consequence, at age 12, growth of girl B was steadily decelerating, while girl A had not reached the point where pubertal growth acceleration starts. Thus the difference in the estimated distribution functions is due to differences inherent in the entire growth pattern up to age 12; it is not evident from the small difference in heights observed at age 12.
Current growth status for a girl at age s may be evaluated by comparing current height with a set of conditional quantiles estimated from model (4), trained on the interval [0, s − δ], for a suitable δ > 0. We applied this idea to screen the height of girls at age 13, based on their growth history on the age interval [0, 12], so that s = 13, δ = 1, and the response Y corresponds to the height at age 13. Growth trajectories on [0, 12] and height at age 13 are shown for four girls (C,D,E and F) in Figure 6 , along with the corresponding estimated conditional quantiles Q i (α), for α ∈ {0.05, 0.1, 0.25, 0.5, 0.75, 0.9, 0.95} and the actual height attained at age 13.
The height of 157.8cm observed for girl C is far below expectation, although it is slightly above the trend of this girl's growth trajectory. Specifically, from the predicted quantiles, height at age 13 is seen to fall below the 5th percentile. So what is happening? Interestingly, girl C grew very fast subsequently, between year 14 and 15, and ended up with a normal adult height of 170.3cm. It turns out that this girl had an unusually late occurring pubertal growth spurt, in comparison with the timing of the pubertal growth spurt for the other girls across the sample.
The relative delay in the pubertal growth spurt is the reason for the unexpectedly short height at age 13 and the correspondingly low conditional quantile. For the other girls, the observed height at age 13 by and large falls within the middle range of the predicted quantiles.
Asymptotic Properties
Recall the conditional distribution model
where Z(y) = I(Y ≤ y). The estimator based on the first p components isF (y | X) = g −1 ( p k=0β k (y)ξ k ), where we set ξ 0 ≡ 1, andβ p (y) = (β 0 (y), . . . ,β p (y)) is a solution of the following minimization problem:
where
is the negative log likelihood function of a binomial random variable U with mean parameter θ.
We defineη p = p k=0β k ξ k for anyβ k , and η p (y) = p k=0 β k (y)ξ k for the linear part with true coefficients β p (y) = (β 0 (y), . . . , β p (y)).
The following conditions will be needed.
(A.1) Assume that there exist ζ > 0 and an interval I such that P (I ⊂ D ζ (X)) = 1, where
This assumption basically requires that F (y | X) stays away from 0 and 1 with probability 1 on a suitably defined interval I. This is needed for establishing the uniform consistency of the estimated conditional distribution function on the interval I. 
There exists γ p > 0 such that M p − γ p I p is positive definite, where I p is the p × p identity matrix. and assumptions on the asymptotic behavior of the curvature around the maximum as p increases. Importantly, for the case of a logit link function, we observe that
where C > 0 is a constant, ξ p = (ξ 0 , . . . , ξ p ) T and E(ξ p (ξ p ) T ) = diag(1, λ 1 , . . . , λ p ), implying that γ p can be chosen as min(C , C λ p ) in this case.
Our main result is the following
Theorem. Provided that conditions (A.1)-(A.5) hold, for a suitably chosen sequence p(n) → ∞, as n → ∞, on intervals I as in (A.1),
Therefore, for any 0 < α < 1, the estimatorQ(α) = inf{y :F (y | X) ≥ α} of the 100α% conditional quantile of Y given X is a consistent estimator of Q(α) = inf{y :
The proof of this uniform consistency result can be found in the Appendix.
Discussion
We propose estimating conditional distribution functions under a generalized functional regres- To illustrate these issues in a non-functional simple bivariate linear model, consider Y = X + U , where X ∼ N (0, σ 2 ) and U ∼ N (0, σ 2 1 ); X and U are independent. Then the τ th
, where C(τ ) is the τ th quantile of a standard normal. Suppose we do not observe X but instead observe a contaminated versioñ
, where V is independent of X. Then
and one finds that the contamination in the predictor has the effect of altering the slope and in addition introducing a constant deviation term (note that the factor in the second term of (13) differs more and more from σ 1 with increasing contamination variance σ 2 2 ) and a random deviation term (the third term in (13), which has expectation 0). The constant deviation term is seen to increase for more extreme quantiles, and vanish for the median.
Considering the case with functional predictors and the simulation results for the Gaussian case (Table 1 and Figure 2 left panel) , in the light of the above, the approach of Cardot et al. seems indeed affected by the estimation error in the components. This is seen especially for the estimation of the more extreme quantiles, as predicted by the simplified considerations above. For example, from Table 1 , for the case of K = 8 underlying functional components, the approach by Cardot et al. is found to perform better than the proposed method for the median, and comes reasonably close although is slightly worse for the first and third quartile. For more extreme quantiles, it performs much worse than the proposed method. The comparisons for the densely sampled case are visualized in Figure 2 . We note that the more extreme quantiles are of particular interest for growth charts applications, and for their estimation the proposed method is seen to be particularly advantageous.
The comparative performance of the approach of Cardot et al. worsens considerably in the sparse case. This case is typical for longitudinal studies, including longitudinal growth studies.
The likely reason for this worsening is that this approach has been designed for densely observed functional data and is negatively affected by the increased estimation error of the B-spline coefficients that comes with the longitudinal design case, due to the sparse and noisy measurements.
The proposed method is based on Principal Analysis by Conditional Expectation, a functional method that is geared towards recovering the underlying random functions well especially for the case of sparsely sampled functional data.
In the second simulation scenario the functional predictors correspond to a mixture of Gaussian random processes. In this case the quantiles are not linear, and so it is not surprising that linear quantile regression does not work very well, not only because of the estimation error in the predictor components, but also because of the violation of a central model assumption. In this situation, the proposed method outperforms the approach of Cardot et al. for all quantiles in both densely and sparsely sampled cases (Table 2 and In summary, the proposed method shows promise for quantile estimation in functional data analysis. It is particularly advantageous when data are longitudinally sampled, with relatively sparse and noise-contaminated measurements, and for situations where quantiles are not linear in the predictors. Since it performs relatively well for the estimation of quantiles away from the median, the proposed method is particularly suited for growth studies and other situations where functional regression quantiles beyond the median are of interest.
Appendix: Auxiliary results and proofs
We begin by stating an auxiliary lemma.
Lemma. Let W j , j = 1, . . . , n, be a random sample and h(w, θ) a Borel measurable function on W × Θ, where W ⊂ R k is a Borel set such that P [W j ∈ W] = 1, and Θ is a compact subset of R m , such that for each w ∈ W, h(w, θ) is a continuous function on Θ, Furthermore, let
This is usually called the uniform weak law of large numbers, and details and proofs can be found in Jennrich (1969) and Bierens (2004) (Appendix to Chapter 6).
Proof of the Theorem.
By (A.1) and (A.2), the difference between the true F (y | X) in eq. (2) and the estimator F (y | X) in eq. (5), for any fixed p, is bounded by
Now assume that > 0, and δ > 0 are given. Owing to the fact that var(||ξ p || 2 ) <
+
If one can find p ,δ and n( , δ, p ,δ ) such that
and
then for all n > n( , δ, p ,δ ),
which will complete the proof.
It remains to show (14) and (15). For any y ∈ I, let
According to model (2), we have F (y | X) = E(Z(y) | X) = g −1 (η p (y) + R p (y)), where assumption (A.3) implies that R p (y) and X p are independent. Let F Rp(y) be the distribution function of R p (y). Then find that for any fixed p,
Since for anyη p = p k=0β k ξ k , one has g −1 p,y (η p ) = g −1 (η p + s)dF Rp(y) (s), we conclude
where R p = ∞ j=p+1 β j (y)ξ j , and (A.2) has been used.
Observing that L(θ, u) in (12) is Lipschitz continuous in θ, for θ ∈ [ζ, 1 − ζ], where ζ is as in (A.1), one finds
where C 1 is a constant which only depends on the link function g and the domain I. Using assumption (A.5) and the fact that ∞ j=1 λ j < ∞, we can find p = p ,δ such that both
are satisfied.
Therefore, by assumption (A.4), eq. (17) and eq. (18),
where β p (y) is as in eq. (16) 
To connect to the sample minimization problem (11) 
where B p is a compact subset of R p and β p (y) ∈ B p , for all y ∈ I. Note that 
where C p is a finite constant depending on B p . Therefore, according to the Lemma, for any fixed p,
Combining (22) with condition (A.4), for p = p ,δ , one can find n( , δ, p ,δ ) such that for all n ≥ n( , δ, p ),
where (β p ) * (y) is defined in eq. (21) andβ p (y) is in eq. (11). Combining (20) and (23), eq.
(15) follows and combining Chebyshev's inequality and (19) leads to eq. (14), completing the proof. 
