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A BSTRACT
Identification of user state is of interest in a wide range of disciplines that fall under the umbrella of
human machine interaction. Functional Near Infra-Red Spectroscopy (fNIRS) device is a relatively
new device that enables inference of brain activity through non-invasively pulsing infra-red light
into the brain. The fNIRS device is particularly useful as it has a better spatial resolution than the
Electroencephalograph (EEG) device that is most commonly used in Human Computer Interaction
studies under ecologically valid settings. But this key advantage of fNIRS device is underutilized
in current literature in the fNIRS domain.
We propose machine learning methods that capture this spatial nature of the human brain activity using a novel preprocessing method that uses ‘Region of Interest’ based feature extraction.
Experiments show that this method out performs the F1 score achieved previously in classifying
‘low’ vs ‘high’ valence state of a user.
We further our analysis by applying a Convolutional Neural Network (CNN) to the fNIRS data,
thus preserving the spatial structure of the data and treating the data similar to a series of images to
be classified. Going further, we use a combination of CNN and Long Short-Term Memory (LSTM)
to capture the spatial and temporal behavior of the fNIRS data, thus treating it similar to a video
classification problem. We show that this method improves upon the accuracy previously obtained
by valence classification methods using EEG or fNIRS devices. Finally, we apply the above model
to a problem in classifying combined task-load and performance in an across-subject, across-task
scenario of a Human Machine Teaming environment in order to achieve optimal productivity of
the system.
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C HAPTER 1

I NTRODUCTION

The human brain is one of the most sophisticated structures in the known universe. Up until
the invention of precise measurement and imaging devices, the functional details of the human
brain had remained a mystery. But with recent advances in measurement technology and analysis
methods, we are provided with a window into the workings of the human brain. Treating the brain
as a sensor, we can obtain the most objective view possible; into the state of the human. Functional
Near Infrared Spectroscopy (fNIRS) is one such non-invasive brain activity measurement device. It
has been introduced in the mid 1990’s and has several advantages over existing brain measurement
technologies such as Electroencephalography (EEG) and Functional Magnetic Resonance Imaging
(fMRI). fNIRS devices measure the blood flow in the brain through pulsing near infra-red light into
the brain tissue. The reflected light intensity can be used to infer the concentration of oxygenated
(HbO) and deoxygenated (Hb) blood in that particular area. The fNIRS has become popular in
human computer interaction field due to the ease of setup, calibration and portability. One of the
key advantages of fNIRS over the EEG devices is the high spatial resolution of its data. However,
most of the existing body of literature on fNIRS ignores the spatial structure of the fNIRS dataset,
treating it instead as a tabular dataset. In our research, we attempt to fill this gap in existing fNIRS
research by including the spatial information in the analysis of fNIRS data. We also introduce a
method to capture the temporal dynamics of the fNIRS data. Additionally, we demonstrate the
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use of fNIRS in diverse applications in the Human Computer Interaction domain. In the first two
chapters of this work, we use an fNIRS dataset labeled with emotion labels based on [1], and
show how our method improves on the state of the art brain activity classification. We look at
valence, or the positivity or negativity of emotion, which has been historically difficult to classify
with high accuracy using physiological data. In the third chapter, we extend this classifier model
to the Human Machine Teaming domain where we predict the potential for human performance
degradations due to high task load. Our method situates the fNIRS as a useful device in measuring
the mental state of a human.

1.1

Objectives

The main focus of this dissertation is to capture the spatial and temporal nature of fNIRS data in
novel machine learning methods as well as demonstrate several basic research areas that can benefit
from the method. These basic methods such as valence classification and performance degradation
classification can be applied in a wide range of applied settings such as,
• Wearable devices, especially head mounted systems such as Virtual Reality or Augmented
Reality systems can benefit from information about the wearer’s mental state so that the
device can optimize the user interface to the user state.
• Assistive technologies, Users with disabilities such as muscular dys-trophy have difficulties
expressing emotion using facial expressions. An emotion detection system can use their
brain activity to communicate their emotion to other humans that interact with them.
• Robotic Systems, As robots become more ubiquitous, the need for them to understand and
respond to human state changes becomes critical. Our research is a first step in creating
Artificial Intelligence (AI) that is emotion aware. Which will in turn make the vision of
domesticated AI a reality.
• Interactive media, As the multitude of entertainment content providers saturate the market

3
with content such as movies, video games and TV shows, the demand for content that can
adapt to the user is also growing. This can be seen in open ended video games and other content that has recently become popular. Such content can benefit from the research presented
in this work where the content can adapt to user state, be it emotional state or the cognitive
overload of the user.
• Human Machine Teaming, as the line between human and machine become blurred due
to the conglomeration of wearables and implants that are designed to augment the user’s
abilities, there is a need to optimize this human machine symbiosis. The last chapter of this
dissertation touches on this topic in detail.

1.2

Research Impact

The research presented in this dissertation has resulted in multiple publications.
• Bandara, D., Velipasalar, S., Bratt, S., & Hirshfield, L. (2018). Building predictive models of emotion with functional near-infrared spectroscopy. International Journal of HumanComputer Studies, 110, 75-85.
• Bandara, D., Hirshfield, L., & Velipasalar S. (Under Review) Classification of affect using
deep learning on brain blood flow data. Journal of Near Infrared Spectroscopy.
• Bandara, D., Hirshfield, L., & Velipasalar S. (Under Review) Identification of Potential Task
Shedding Events Using Brain Activity Data. ACM Transactions on Computer Human Interaction.
• Bandara, D., Song, S., Hirshfield, L., & Velipasalar, S. (2016, July). A more complete picture
of emotion using electrocardiogram and electrodermal activity to complement cognitive data.
In International Conference on Augmented Cognition (pp. 287-298). Springer, Cham.
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• Bandara, D., Song, S., Hirshfield, L., & Velipasalar, S. (2016, July). A more complete picture
of emotion using electrocardiogram and electrodermal activity to complement cognitive data.
In International Conference on Augmented Cognition (pp. 287-298). Springer, Cham.
• Serwadda, A., Phoha, V. V., Poudel, S., Hirshfield, L. M., Bandara, D., Bratt, S. E., &
Costa, M. R. (2015, September). fnirs: A new modality for brain activity-based biometric
authentication. In Biometrics Theory, Applications and Systems (BTAS), 2015 IEEE 7th
International Conference on (pp. 1-7). IEEE.
• Hirshfield, L., Costa, M., Bandara, D., & Bratt, S. (2015, August). Measuring situational
awareness aptitude using functional near-infrared spectroscopy. In International Conference
on Augmented Cognition (pp. 244-255). Springer, Cham.
• Bandara, D., Hirshfield, L., & Velipasalar, S. (2014, June). Insights into User Personality and
Learning Styles through Cross Subject fNIRS Classification. In International Conference on
Augmented Cognition (pp. 181-189). Springer, Cham.

1.3

Organization of the Dissertation

The remainder of this dissertation is organized as follows, in Chapter 2 we show how preprocessing
can be used to augment a traditional machine learning classifier such as Support Vector Machines
for application to fNIRS data. Chapter 3 considers the use of Convolutional Neural Networks
(CNN) and LSTM as a method to incorporate the spatial and Temporal nature of fNIRS data.
Chapter 4 demonstrates an extension of the method to the area of performance degradation dues to
high task load.
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C HAPTER 2

B UILDING P REDICTIVE M ODELS OF
E MOTION WITH F UNCTIONAL
N EAR -I NFRARED S PECTROSCOPY

2.1

Introduction

Accurately assessing human emotion has long been a goal of researchers and practitioners in
human-computer interaction (HCI), as emotion is essential for understanding users’ experiences
with new technologies and for designing affect-based adaptive systems [2][1] [3]. Emotion is a
complex phenomenon often difficult to recognize for humans, never mind machines [4]. While
emotions are frequently measured with self- report surveys, many HCI researchers recognize the
shortcomings associated with self-report methods, such as the tendency to inaccurately assess personal emotions. Furthermore, these self-report techniques are administered after a task completion
which interrupts the user experience and fails to capture real-time information about the user’s
changing emotional states during the task. For this reason, researchers have attempted to measure and predict changing emotional states using a variety of objective physiological sensors such
as functional magnetic resonance imaging (fMRI), Electroencephalography (EEG), Galvanic Skin
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Response (GSR), and Heart Rate Variability (HRV), as detailed in the next section. While much
progress has been made in objectively measuring and predicting user emotions, further interdisciplinary research is needed to develop robust models for accurately predicting real-time changes
in emotional state. As biologists and neuroscientists continue to analyze the physiology of emotion, biotechnology experts are developing new non-invasive sensors that are practical, robust to
noise, and highly accurate [5] [6]. Meanwhile, computer scientists continue developing machine
learning and data mining models capable of making real-time predictions from this wide array of
multi-modal physiological sensor data [7] [8] [9] [1]. The focus of our research involves the use of
functional near-infrared spectroscopy (fNIRS), a relatively new, non-invasive brain measurement
technique that is resilient to noise, portable, and allows for naturalistic participant movement (as
compared to fMRI). Further, fNIRS has higher spatial resolution than EEG and enables the localization of specific brain regions of activation while taking measurements under normal working
conditions [10] [11] [12] [13]. Our goal is to leverage the high spatial resolution of fNIRS to develop machine learning classifiers capable of predicting valence and arousal in participants with
a high degree of accuracy. In the experiment described in this chapter, participants’ brain function was measured with fNIRS while they viewed a variety of clips extracted from music videos.
These videos have been shown to elicit various levels of valence and arousal. After each video clip
they filled out the Self-Assessment Manikin (SAM) [14] to indicate their valence and arousal. The
self-report values from the SAM were used as labels during subsequent supervised machine learning classification. This research makes two primary contributions in the realm of HCI: First, we
demonstrate the capability of classifying and distinguishing between affective states on the valence
and arousal dimensions using fNIRS, a practical non-invasive device. Our fNIRS results show that
specific functional brain regions are recruited during changes in valence and arousal and these
regions are consistent with those identified by fMRI research on emotion. Second, we develop
models to classify and predict emotional states across subjects, creating the capacity to generalize the model to new participants rather than training each model per individual. The F1-scores
achieved by our classifiers suggest that fNIRS is particularly useful at distinguishing between levels
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of valence, which has proven to be difficult to measure with physiological sensors. The remainder
of this chapter proceeds as follows. We first provide related background information and a review
of the relevant literature. Next, we describe our experimental set-up and protocol. We then report
the analysis procedures and results and discuss findings in the context of our research goals. Last,
we describe study limitations and possible avenues for future work stemming from this research.

2.2

Background and Literature Review

This section describes the fNIRS device and how it compares to other popular brain measurement
techniques. We then describe conceptualizations of emotion, the measurement of emotion using
subjective and objective brain measurement techniques, and describe challenges faced in conducting research using machine learning on cognitive data for emotional state predictions.

2.2.1

Review of Brain Measurement Techniques

The measurement of brain activity has significant potential for evaluating the physiological correlates of emotion. Sensor technologies such as functional magnetic resonance imaging (fMRI) and
positron emission tomography (PET) provide valuable insight into the functions and structures of
the brain. However, they constrain subject movement and in the case of fMRI, require that subjects
remain completely still. Further, they can expose subjects to hazardous materials (PET) or to loud
noises (fMRI) [3] and are not ideal for assessing the neural activity of participants under normal
working conditions. The use of the electroencephalograph (EEG) has attracted researchers interested in non-invasively measuring users’ brain activity [15] [8]. The EEG has gained popularity for
research use be- cause of its cost-effectiveness, ease of use, and granular temporal resolution. In
the 1990s fNIRS was introduced, a tool which can augment and overcome some of the limitations
of EEG and other brain-imaging devices [16]. The fNIRS device pulses near-infrared light in the
wavelength range (690-900 nm) into the brain (Fig. 2.1).
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Fig. 2.1: Near-infrared light is emitted from a diode into the cortex, and detectors measure the
light reflected out of the cortex.
The primary absorbers of near-infrared light are deoxygenated hemoglobin (Hb) and oxygenated hemoglobin (HbO) in tissues. During hemodynamic and metabolic processes, these light
values change in association with neural activity in the brain [16]. These metabolic changes can
then be detected through the measurement of the diffusively reflected light pulsed into the brain
cortex [16] [3] [17]. The use of fNIRS includes measuring a range of cognitive states while computer operators engage in tasks during normal working conditions [18] [19] [20] [6]. In the next
section, we describe the construct of emotion and provide a review of the literature on the subjective and objective measurement of emotion.

2.2.2

The Construct of Emotion

Research on emotion has increased significantly over the past two decades with many fields contributing; including psychology [19] [20] [6] [21], neuroscience [22] [23], medicine [24] [25],
sociology [26] [27], and computer science [3] [11]. Among this recent surge, most researchers
agree that emotions are affective states that exist over a relatively short period, with durations
ranging from milliseconds to minutes, and are related to an event [28] [29]. A frequently used
metric for quantifying emotions is by mapping them to points in a two-dimensional space of affec-
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tive valence and arousal. Valence represents overall pleasantness of an emotional experience and
arousal represents the intensity level of an emotion, ranging from calm to excited [2] [30] [31].
These two dimensions enable us to differentiate between four basic categories of emotions. Some
models of emotion identify nine categories of emotion by including a neutral section. In principle,
an infinite number of other categories can be defined [32], but Russell’s [2] circumplex model of
affect is a widely used and well-vetted [33] [34] [35] model in contemporary HCI research. Fig.
2.2 depicts the arousal and valence dimensions and their relation to emotional state [2]. Other
conceptual models of emotion include Ekman and Friesen’s [36] model based on discrete sets of
universal emotions and Plutchik’s [37]. The literature on modeling emotion is reviewed further by
Posner et al. [38]. They provide support for the two-dimensional model of affect with examples
from empirical studies.

Fig. 2.2: The Circumplex model of affect. Horizontal axis shows degree of valence (pleasure/displeasure) and vertical axis shows degree of arousal [2].
Self-report surveys, such as the Self-Assessment Manikin (SAM) or the Positive and Negative
Affect Scale (PANAS) survey instruments [39] are most commonly used to locate a person’s perceived emotion within the circumplex model [2]. In our experiment, we use the SAM, a pictorial
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assessment technique for evaluating the pleasure, arousal, and dominance associated with subjects’
affective reactions to stimuli.

2.2.3

Objective Measures of Emotion

To overcome the subjective limitations of self-report surveys, a range of objective sensors have
been used to measure emotion. Charles Darwin formally documented variations in facial expressions associated with specific discrete emotions [40]. Schwartz and his colleagues built on the pioneering work of Darwin and recorded facial EMG of subjects engaging in pleasant and unpleasant
mental imagery [41] [42] [36]. Facial Electromyography (EMG), the recording of electrical signals associated with facial muscle activity, is used extensively as a measure of emotional state [43]
[44] [45]. Early research found that conscious experiences of emotion evoke specific physiological
activity [46]. Another view is that distinct experiences of emotions are produced by a continuous
interaction of both mind and body [47]. More recent research has shown that psychological states
evoke skin conductance changes when a user is presented with emotionally charged pictures [48],
computer games [49] and emotional films [50]. Extensive literature has examined the strong association of emotion with cognition and brain activity. Cacioppo et al. [51] suggested that emotion
helps construct cognition and cognition helps construct emotion. Further, methods for identifying
neural networks associated with different semantic emotional states in the brain were developed
[52] as well as using Russell’s 2-dimensional valence/arousal model [6]. With its capability to
localize specific brain regions of activation, fMRI studies have measured the neural correlates of
emotion in the brain. For example, Viinikainen et al. [53] showed participants affective images
from the International Affective Picture System (IAPS) [30] database while in the fMRI scanner.
Results showed that both arousal and valence manifested different types of responses to negative
and positive stimuli in the brain and suggesting that there are different valence and arousal representations in the brain for negative and positive (unpleasant and pleasant) stimuli. They also note
that the medial pre-frontal cortex (mPFC), a large region spanning the front portion of the human
brain, is important in the processing of emotions. In another fMRI study, Colibazzi et al. [6] found
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that changes in arousal directly affected the supplementary motor cortex, and several deep brain
regions that support the limbic system. Changes in valence also effected the supplementary motor cortex, as well as the dorsolateral prefrontal cortex (DLPFC), inferior parietal cortex, and the
frontopolar cortex. The researchers suggest that the more unpleasant the emotion the higher the
activity in the DLPFC and frontopolar cortex. Also, the researchers note that the supplementary
motor cortex may constitute an interface between limbic and motor-executive systems, whereby
the brain transforms affective experiences into complex motor plans. For example, a feeling of
excitement that drives a desire to dance activates the motor cortex even if the movement is not
actually executed. The emotion-related activation in the pre-motor cortex was complemented by
recent research by Warren et al. [45], who made concurrent fMRI and EMG recordings of participants while they listened to auditory sounds designed to elicit different levels of valence and
arousal. Their results showed that positive auditory-induced emotions engage the pre-motor cortex,
by causing the brain to automatically prepare for responsive facial gestures to the affective stimuli.
In other words, sounds that induce positive emotions engage the pre-motor cortex, as the brain is
preparing to create a facial gesture, such as producing a smile. Several fMRI studies of music and
emotional states also found the pre-motor cortex to be directly related to the emotional experience
of music. For example, they suggested sad pieces of music contrasted with happy pieces by producing differing activations in the DLPFC, frontopolar cortex, and superior temporal gyrus. These
regions have also been associated with emotional experiences, introspection, and self-referential
evaluation [54]. Broca’s area the central region for language processing has also been linked to
the emotional experience of lyric-based music [55]. Recent work in EEG and fNIRS have also
focused on measuring emotion in the brain. For example, [56] used fNIRS to measure the DLPFC
region of participants’ brains during their experiences of different emotional states. They found
that increases in participants’ subjective arousal correlates with activation in DLPFC. Rodrigo et
al. [57] conducted an experiment that compared the subjects’ emotional response to neutral and
fearful faces using fNIRS. They found that some regions of the PFC (right medial) showed increased activity when viewing fearful faces. In another study, Balconi et al. [58] made concurrent
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measurements of EEG, Heartrate, and fNIRS data while participants viewed IAPS pictures and
filled out the Self-Assessment Manikin for self-assessed valence and arousal ratings. Both the
fNIRS and EEG results showed an increase in activation on the right side of the frontopolar region
relating to negative emotions.

2.2.4

Challenges in Using Machine Learning on Cognitive Data

Several of the studies described above use single trial classification on cognitive data to predict
emotional state. It is worth noting that using machine learning (ML) techniques on cognitive data
(whether it be from EEG, fNIRS, fMRI, or some other measurement technique) is non-trivial in
terms of the difficulty of data preparation, cleaning noise artifacts, feature generation, and algorithm selection and parameter adjustment. Although ML has the potential to help researchers
maximize the use of neurophysiological sensors in a variety of domains, there are significant research challenges to using ML on cognitive data. For example, the high dimensionality of sensor
data coupled with small sample sizes produces datasets that can be susceptible to model overfitting.
Smaller subject populations provide less data for ML algorithms to train on, making the development of across subject model development and
generalizability particularly challenging [29]. Because the brain is a highly-individualized structure, most ML on brain data trains and tests classifiers at the individual level [8] [7]. These classifiers have been found to improve dramatically as training time and model development improve.
However, lengthy training sessions can be laborious. While well suited to research in areas such
as Brain Computer Inter- facing (where a user spends days, and even months training his or her
medical system), long training sessions may not be ideal in the HCI domain for users. One way to
increase training data is to merge datasets from multiple subjects, enabling the classifier to train and
test models based on data from many people and test the models on new individuals [59]. Across
subject ML on cognitive data has been explored by a handful of researchers in the HCI domain, but
classification accuracy tends to be lower than that achieved by training each model per individual.
One reason for this finding is that each person’s brain has slight differences, and the placement of
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sensors on each person’s brain may differ spatially. Thus, one ‘channel’ of EEG or fNIRS data
on one participant, may be quite different than the same ‘channel’ of data on another participant,
making it difficult to generate and compare features in a meaningful way for inter-subject comparisons. Furthermore, the state of the art fNIRS-based emotion research has its own set of issues, as
highlighted by [60]. They highlight the challenge of separating emotional activity from the other
cognitive processes in the prefrontal cortex. Mentioning the importance of good experimental design when it comes to the study of emotion using fNIRS. They also identify the lack of sufficient
experimental conditions, where some studies choose to use only positive and negative emotional
conditions [61] where others include positive, negative as well as the neutral condition [62], which
makes it difficult to compare results between experiments. In addition, fNIRS signals can be affected by peripheral responses such as facial muscle movements and changes in cardiovascular
activity [63]. Another issue pointed out by [63]. is the possibility of the subjective emotional response and the neural responses lasting longer than the length of the stimuli. The length of stimuli
needs to be decided with this consideration. They also mention how the selection of appropriate
indicators of cortical activation (oxygenated blood flow vs deoxygenated blood flow) can affect the
analysis of emotion. Also, the individual biological differences need to be taken into consideration
when analyzing data between subjects. This effect has so far been difficult to investigate due to the
small size of the fNIRS datasets available (15-60 participants).

2.3

Experiment

Our experiment goal was to induce a variety of emotional states in participants while measuring
the hemodynamics of their brain with fNIRS. We aimed to demonstrate the use of the resulting
fNIRS brain data to identify emotional state. Specifically, we aimed to develop across subject
classifiers to accurately predict emotional state. For the sake of consistency, throughout the rest of
the chapter we will consider emotion to be an affective mental state as perceived by the person, as
elaborated upon in Section 2, thus quantifiable with self-report surveys. We use the SAM measure
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of emotion as our ‘ground truth’ measure of emotion. Twenty healthy, college age participants
from a university in the Northeast took part in the experiment (13 male, 7 female). Upon arrival to
the lab, participants provided informed consent and completed a pre-questionnaire to obtain their
demographic data. They were then provided with instructions explaining the experiment and how
to fill out the post task surveys.

2.3.1

Selection of Stimulus Material

The widely-used databases for emotion elicitation are International Affective Picture System (IAPS)
and International Digitized Sound System (IADS) [64]. In this study, we chose music video clips
from the Dataset for Emotions Analysis using Physiological signals (DEAP) dataset [1] because
prior studies have found that visual-audio stimulus gives a better result than using either visual
stimulus or audio stimulus [65]. A subset of music videos from the DEAP dataset were selected as
stimuli to elicit participants’ emotions. The DEAP dataset experimenters preselected 120 videos
using the emotion related tags from last.fm, and using a manual selection method. With this, their
goal was to make sure to choose videos that fit in the four quadrants of the circumplex model
(Fig. 2.2). Then they used a web-based subjective assessment experiment with 14 volunteers
to further rate the music videos on valence and arousal scales. The resulting processed scores
(mean/standard deviation) for valence and arousal were used as coordinates to place the music
videos on the circumplex model. Then the final 40 videos were chosen that constituted regions
in the circumplex model representing five experimental conditions of High Valence Low Arousal
(HVLA), High Valence High Arousal (HVHA), Low Valence High Arousal (LVHA), Low Valence Low Arousal (LVLA) and Neutral Valence Neutral Arousal (N). We selected fifteen of these
videos; three videos to represent each of the above five conditions. Videos were intentionally selected to maximize the expected emotional reaction of participants; that is, the HVLA, HVHA,
LVHA, LVLA videos were handpicked from the results reported by Koelstra et al. that were as
far away from circumplex model’s ‘neutral’ center as possible. The purpose of this selection was
to ensure that each participant’s brain state was maximally representative of the quad- rants in the
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valence/arousal space.

2.3.2

Equipment Setup

The experiment was performed in a controlled laboratory environment. The fNIRS signals from
participants’ brains were recorded using a Hitachi ETG-4000 fNIRS device with a sampling rate
of 10 Hz. The device provides 52 channels of brain activity data from the frontal region of the
participant’s brain. [66] Each participant was seated on the experiment chair and the chair was
adjusted to his or her comfort level. The fNIRS probe (Fig. 2.3) was a 3×11 probe with 17 light
sources and 16 detectors, resulting in 52 locations measured on the head. The distance between
all light source and detector on the ETG-4000 is 3 cm, resulting in a measurement depth into the
average adult brain of 2-3 cm [67]. Once the fNIRS probe was in place, a 3d digitizer was used to
record the locations of each fNIRS channel on that subject’s head.

Fig. 2.3: (Left) fNIRS probe positions mapped onto brain. (right) A participant wearing the fNIRS
sensors.

2.3.3

Protocol

After starting the recording of physiological data, the participant viewed a series of music videos.
Each video was 60 seconds long. After the video ended, participants filled out the SAM survey for

16
self-report assessment of valence (Likert ratings of 1-5) and arousal (Likert ratings of 1-5). Since
a hemodynamic response triggered by an event typically shows an increase in signal lasting 10-12
s to rise to peak and return to baseline [68], the rest period between the videos was chosen to be
15 seconds. After this 15 s rest to allow neural activity to return to baseline, participants began
watching the next video. Fig. 2.4 shows a screen shot of one of the music videos and a REST
screen.

Fig. 2.4: Music video stimuli that was presented to the user and the rest screen that was shown in
between trials.
The protocol followed a block design format. The music videos were separated into three
blocks, each containing videos from the DEAP dataset with five unique emotion labels and included the conditions of Low Valence/Low Arousal (LVLA), High Valence/High Arousal (HVHA),
Low Valence High Arousal (LVHA), High Valence/Low Arousal (HVLA), and Neutral Valence
Neutral Arousal. A Note that the ‘neutral’ condition was included with music videos that were
found by Koelstra et al. to be neutral on both the valence and arousal dimensions. The order
within blocks was selected to ensure that within each block of videos the stimuli were presented
in a random manner to the participant (so that the participants would not be able to easily guess
which type of video would be played next, and to avoid the possible confounding effects of having
the same-emotion-inducing video in a row, which would result in an intensified emotion effect),
while still ensuring that each block in the experiment contained one video from each of the five
conditions above.
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Music video block 1 (videos in this block were randomized in order)
1.A fine frenzy, Almost Lover: Low Valence Low Arousal (LVLA)
2.Black Eyed Peas, My Humps: High Valence Low Arousal (HVLA)
3. Blur, Song 2: High Valence High Arousal (HVHA)
4. Smashing pumpkins, 1979: Neutral (N)
5. Stigmata, in the reflection of the eyes : Low Valence High Arousal (LVHA)
Music video block 2 (videos in this block were randomized in order)
1. Sia, Breathe me: Low Valence Low Arousal (LVLA)
2. Christina Aguilera Lady Marmalade: High Valence High Arousal (HVHA)
3. Napalm Death, Procrastination : Low Valence High Arousal (LVHA)
4. Madonna, Rain: Neutral (N)
5. Taylor Swift, Love Story: High Valence Low Arousal (HVLA)
Music video block 3 (videos in this block were randomized in order)
1. Glen Hansard, Falling Slowly: Neutral (N)
2. White Stripes, Seven nation army High Valence High Arousal (HVHA)
3.Trapped Under Ice, Believe: Low Valence High Arousal (LVHA)
4. Wilco, How to Fight Loneliness: Low Valence Low Arousal (LVLA)
5. Louis Armstrong, What a Wonderful World: High Valence Low Arousal (HVLA)

Table 2.1: Block design of experiment. Videos within each block were randomized.

2.4
2.4.1

Data Analysis and Results
Survey Data Analysis and Results

Responses to the valence and arousal items from the Self-Assessment Manikin (SAM) are made on
two 5-point scales. Before beginning analyses, we looked for agreement between the SAM survey
data reported by our participants and the expected results, based on the label of each video within
the DEAP dataset. It is well known in the emotion literature that individual and cultural differences
effect one’s emotional response to a given stimulus [69] [70]. Despite these individual differences,
if we look at the survey data in aggregate, we would expect that a video in the DEAP dataset with a
label of high valence would, on average, result in similar ratings on the SAM when our participants
watched that video. For example, the song ‘What a Wonderful World’ by Louis Armstrong (Table
2.1) was labeled at high valence low arousal in the DEAP dataset, and we would expect most
participants to feel these pleasant and serene emotions while viewing the video. However, an
individual who doesn’t like that song, or who is in a hurry to complete the experiment and collect
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compensation, may experience the slow-paced song in a different way than others. This would
result in slightly different emotional experiences due to individual differences. We were curious
to see whether the subjective responses from our participants were, on average, in agreement with
the labels from the DEAP dataset. So, we took all videos with a DEAP dataset label of HVHA and
computed the average of our respondents’ valence and arousal self- report scores reported after
they saw that video. We did the same for the rest of the experimental conditions. Average results
are shown in Table 2.2, with Fig. 2.5 depicting a more detailed view comparing our participants’
survey responses on valence arousal and their agreement with the labels from the DEAP dataset.
DEAP Grouping

Average Valence from Survey

Average Arousal from survey

HVHA

3.38

2.95

HVLA

3.90

2.83

LVHA

2.35

3.15

LVLA

2.95

2.33

N

1.38

1.38

Table 2.2: Comparison of DEAP labels to self-report surveys from experiment

Fig. 2.5: The rating distribution of participants’ responses using the labels provided by DEAP
dataset (A = Arousal, V = Valence).
Our survey results showed a moderate amount of agreement between the DEAP dataset labels
and our participants perceived emotional responses. Notice the wide range of responses shown in
the rating distribution (Fig. 2.5), showing there were varied responses to each video. In fact, the

19
subjects in this experiment did not report complete agreement; neither amongst themselves, nor
with the DEAP dataset. Our participants disagreed with DEAP’s labels in the HVHA condition
participants on average said they felt 2.95 (just under ‘neutral’) for arousal, instead of above 3.
Second, Neutral videos were reported to elicit Low Valence and Low Arousal (LVLA) instead of
an average of ‘3’ for a neutral response. In line with prior research on individual differences in
emotional experiences [69] [70], this disagreement illustrates the fact that different individuals can
have different, highly individualized, emotional reactions to stimuli, and it is essential to gauge
each participant’s self-reported reaction to stimuli, rather than assuming the stimuli will affect all
individuals in the same way.

2.4.2

Label Selection

The self-report valence scale was a five-item scale (1-5), and each participant’s response was
rounded to the closest integer and collapsed to Low (Likert scores of 1-2), High (Likert scores
of 4-5) and Neutral (Likert scores of 3) Valence. The self-report arousal scale was also a five- item
scale, and the same process was used to collapse each participant’s response into Low, High, and
Neutral Arousal. Fig. 2.6 shows the distribution of the resulting valence and arousal labels for all
participants.

Fig. 2.6: Post task survey label distribution among the subjects. The numbers represent the
percentage of trials, across participants, that were labeled as the respective arousal or valence with
Likert scores of 1, 2 = low, 3 = neutral, 4, 5 = high.
These collapsed labels were used as the labels for subsequent super- vised machine learning.
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It is apparent from Fig. 2.6 that there is an uneven distribution between class labels, which will
cause unbalanced datasets for machine learning. This is a common issue when conducting machine learning on participants’ self-report data, as individuals are likely to experience different
emotional reactions to various stimuli, as reflected in their self-reports. We account for this imbalance by reporting F1-scores, because F1-scores are commonly used in lieu of overall accuracy in
the presence of small unbalanced datasets. The F1 score is denoted by the following equation:

F 1 − Score = 2 ∗ (P recision ∗ Recall)/(P recision + Recall)

P recision = N o.of T rueP ositives/(N o.of T rueP ositives + N o.Of f alseP ositives)
Recall = N o.of T rueP ositives/(N o.of T rueP ositives + N o.of F alseP ositives)

2.4.3

fNIRS Data Analysis and Results

Data from three participants were removed from the analysis due to large motion artifacts throughout their datasets, with many channels reporting a value of 4.999, the default value used by the
Hitachi- ETG when the source-detector channel has been oversaturated with light [66]. Machine
Learning was carried out on the remaining 17-subject dataset. We preprocessed each participant’s
raw light intensity data by first down sampling our data from 10 Hz to 2 Hz. Next, we used a
band pass filter to remove noise from our data, saving the frequencies between 0.5 and 0.01 Hz.
We then used the modified Beer-Lambert law to convert the resulting light intensity data into relative changes of oxy- and deoxy-hemoglobin. The data was then normalized in each channel using
Z-score normalization.

2.4.4

Region of Interest Analysis and Feature Generation

Our preprocessed data from above included 52 channels of data, where each channel contained the
rate of change in oxy- and deoxy- hemoglobin as measured at that location over time. We converted
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our 3d-digitizer data (which measured the positions of fNIRS optodes on the scalp in real-space)
into MNI coordinates on the brain. Next, channels were averaged together into Regions of Interest
(ROI) per Brodmann areas. The Brodmann areas covered by and accessible to the fNIRS channels
are depicted in Fig. 2.7 .

Fig. 2.7: Brodmann regions covered by the fNIRS probes (21, 22 only partially covered).
This resulted in 10 ROI’s for analysis, where each ROI contained information about oxy- and
deoxy-hemoglobin in that region. Next, for each ROI we computed several features of interest.
These features were chosen because they have been successfully employed in prior machine learning research [13] or because they were employed by other researchers in recent fNIRS classification
models [71]. The features were generated for both the oxy and deoxy-hemoglobin time series data
in the 10 ROIs noted above. We also generated the features separately for the (i) first half (ii)
second half, and (iii) for the total of each 60 s task:
• Full-width-at-half max [71]: The time difference between the two points where the signal is
at half of its maximum value for the data from each 60-second-long video second.
• Slope : Slope calculated between the start and ending values of the signal.
• Mean : Average Signal Value.
• Max : Maximum Signal Value.
• Min : Minimum Signal Value. For each of the first half, second half, and total chunks of
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time series data noted above, we also further split that data into six equal segments of time
and we took average values across those segments:
• Piecewise Mean 1 : Average Signal Value of Segment 1.
• Piecewise Mean 2: Average Signal Value of Segment 2.
• Piecewise Mean 3: Average Signal Value of Segment 3.
• Piecewise Mean 4: Average Signal Value of Segment 4.
• Piecewise Mean 5: Average Signal Value of Segment 5.
• Piecewise Mean 6: Average Signal Value of Segment 6.
This resulted in: (10 ROIs × 2 types of data (oxy and deoxy)× 11 features (slope, min, max, etc.)
× 3 time-segments (first, second half of task and total)] = 660 features to describe the brain activity
during each 60-second-long video.

2.4.5

Correlation Tests on the fNIRS Features vs the SAM Survey Labels

We were curious to see which brain regions were most highly correlated with the survey labels.
Therefore, we took all participants’ Average Oxygenated and Deoxygenated blood concentration
data for each 60 s session and correlated it with the valence labels from the surveys for those
sessions. Then we obtained the same for the arousal labels. The results of Pearson correlations are
shown in Table 2.3, where positive correlations indicate a direct relationship between the relative
change in oxy or deoxy-hemoglobin, and the survey label. Likewise, negative correlations indicate
an inverse relationship between the relative change in oxy or deoxy-hemoglobin and the survey
label.
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Feature

Valence SAM label

Arousal SAM label

correlation with the

correlation with the

average blood conc.

average blood conc.

data (Oxy and Deoxy)

data (Oxy and Deoxy)

Premotor cortex average oxy

-0.0337

-0.0797

Frontal eye fields average oxy

-0.0672

0.0072

DLPFC average oxy

-0.1247?

-0.0466

Frontopolar average oxy

-0.1014

-0.0335

Middle temporal Gyrus average oxy

-0.0748

-0.0376

Superior temporal Gyrus average oxy

-0.0485

-0.0098

Subcentral area average oxy

-0.1135

-0.0056

Broca’s area average oxy

-0.0679

-0.0260

Inferior prefrontal Gyrus average oxy

-0.0805

0.0064

Premotor cortex average Deoxy

-0.1227?

0.0124

Frontal eye fields average Deoxy

-0.1905?

-0.0159

DLPFC average Deoxy

-0.1251?

-0.1446?

Frontopolar average Deoxy

-0.0854

-0.0398

Middle temporal Gyrus average Deoxy

-0.0796

-0.0399

Superior temporal Gyrus average Deoxy

-0.1177

-0.0002

Subcentral area average Deoxy

-0.0521

-0.0066

Broca’s area average Deoxy

-0.0767

-0.0184

Inferior prefrontal Gyrus average Deoxy

-0.0241

-0.0479

Table 2.3: Pearson correlation between fNIRS data and the SAM survey labels for Valence and
Arousal. A ? is used to denote statistical significance.
The most significant correlations (Different from 0 with a significance level alpha = 0.05)
obtained from this test are marked by ? . It is notable that the DLPFC region had a high correlation
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with valence in both oxy and deoxy features. This is consistent with what Colibazzi et al. [6]
found in their fMRI study. Also, a larger number of deoxy features have significant correlations
especially when it comes to valence.

2.4.6

Machine Learning

Because some individual’s datasets were imbalanced, we did not run a standard leave-one-participantout cross validation. Instead, we grouped participants’ data into four folds, while ensuring that each
participants’ data could never be split between train and test sets, as shown in Table 2.4 below. We
ran a leave one-fold out cross validation to prevent any overfitting and biases that might affect the
results when only using one person’s data at a time for the test set. The grouping was decided
simply by considering the order of participation in the study. After pulling out one-fold of data as
the test set, the resulting training set was ranked using an information gain heuristic and the most
predictive 15 features were selected for classification. A Support Vector Machine (SVM) classifier
was trained on these features and then tested on the participants that were initially left out as the
test set. This was carried out for each of the folds. The average F1-scores achieved for each fold
are shown in Table 2.4.

P1, P2, P3, P4
P5, P6, P7, P8
P9, P10, P12, P13
P14, P16, P17, P19, P20
Average F1-score

Valence
L vs H

N vs H

L vs Ne

Arousal
L vs H

N vs H

L vs N

0.736
0.741
0.745
0.737
0.739

0.600
0.583
0.578
0.733
0.623

0.651
0.690
0.589
0.691
0.655

0.652
0.690
0.694
0.590
0.660

0.650
0.621
0.652
0.630
0.638

0.670
0.587
0.651
0.700
0.652

Table 2.4: Average F1-Scores using the self-report survey labels for across subject classification for
pairwise comparisons of high, neutral, and low valence, as well as high, neutral, and low arousal.
Since there was disagreement between the self-report labels and the original DEAP dataset
labels as seen in Fig. 2.5, for a more complete comparison with the DEAP experiment, the same
analysis was done using the DEAP labels instead of the self-report labels. The results of this
analysis are shown in Table 2.5.
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Valence

Arousal

L vs H

N vs H

L vs Ne

L vs H

N vs H

L vs N

P1, P2, P3, P4

0.670

0.520

0.560

0.667

0.680

0.561

P5, P6, P7, P8

0.660

0.703

0.441

0.6507

0.710

0.730

P9, P10, P12, P13

0.682

0.523

0.600

0.670

0.732

0.634

P14, P16, P17, P19, P20

0.651

0.750

0.612

0.647

0.690

0.672

Average F1-score

0.666

0.624

0.553

0.659

0.703

0.649

Table 2.5: Average F1-Scores using the DEAP dataset labels for across subject classification for
pairwise comparisons of high, neutral, and low valence, as well as high, neutral, and low arousal.
Composition of machine learning models: As noted previously, we created a feature vector
with 660 features based on the fNIRS data acquired during each 60 s video. In this section, we
describe the most predictive features and brain regions that contributed to our self-report label
based SVM models’ output. To demonstrate which brain regions were included in the feature
selection process in our self-report valence and arousal models, the left side of Fig. 2.8 shows the
frequency that each brain region was included as one of the top 15 features by the information
gain heuristic employed by all the self-report valence models created during the leave-one-fold out
cross validations. The same process was done for the self-report arousal models, with the right side
of Fig. 8 showing the frequency that each brain region was included among the top 15 features
created for each of the models created during the leave-one-fold out cross validations.
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Fig. 2.8: Brain mapping of frequency counts of predictive Brodmann regions for valence and
arousal classifications, across all participants
Looking beyond just the brain regions showing relevant emotional activation, we were also
curious to better understand the type of features (see Section 2.4.4 for the type of features we
generated) that were most predictive of the self-report valence and arousal class values across all
our participants. To explore these features, we simply merged all participants’ data and used the
Weka ‘Ranker Feature Selection’ method to list the top 15 features using the information gain
heuristic. We did this with all participants’ data with the high and low self-report valence labels.
We then repeated the process using all participants’ data with their corresponding high and low
self-report arousal labels. Summary data for these feature analyses is shown in Table 2.6.
For the valence comparisons, about half (8/15) of the selected features were based on oxyhemoglobin, while the other half were based on deoxy-hemoglobin. For the arousal data, 2/3 of
the top features were based on deoxy- hemoglobin. This is notable as many fNIRS studies only
look at oxy- hemoglobin data, but in our analyses the deoxy-hemoglobin seems to have played
an important role in the distinction of self-report valence and arousal classifications. It is not
surprising to see the piecewise mean features listed often in the top 15 features, as they represented
a large portion of the 660 features generated per instance ( Section 2.4.4 ).
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Valence
Deoxy Piecewise Mean 3 First Half (Frontal eye)
Deoxy Piecewise Mean 3 First Half (Inferior Prefrontal gyrus)
Oxy Piecewise Mean 4 Second Half (DLPFC)
Oxy Piecewise Mean 4 Second Half (Broca’s Area)
Deoxy Piecewise Mean 4 Total (Inferior Prefrontal gyrus)
Deoxy Min First Half (Inferior Prefrontal gyrus)
Deoxy Min Second Half (Premotor)
Deoxy Piecewise Mean 4 Second Half (Frontopolar)
Deoxy Piecewise Mean 5 Second Half (Subcentral area)
Oxy Min Total (Premotor)
Oxy Piecewise Mean 4 Total (Broca’s Area)
Oxy Piecewise Mean 5 First Half (Premotor)
Oxy Piecewise Mean 5 Second Half (DLPFC)
Oxy Slope Second Half (DLPFC)
Oxy Piecewise Mean 5 First Half (Frontal Eye)
Arousal
Oxy Min Total (Premotor)
Deoxy Full Width at Half Max Second Half (DLPFC)
Deoxy Max Second Half (Subcentral Area)
Oxy Piecewise Mean 3 First Half (Superior Temporal Gyrus)
Deoxy Piecewise Mean 2 Total (DLPFC)
Oxy Piecewise Mean 4 Second Half (Broca’s Area)
Oxy Piecewise Mean 2 First Half (Premotor)
Deoxy Max Total (Subcentral Area)
Oxy Average First Half (Premotor)
Oxy Piecewise Mean 3 Second Half (Inferior Prefrontal Gyrus)
Deoxy Average Second Half (Frontal Eye)
Deoxy Full Width at Half Max Total (Frontal Eye)
Deoxy Piecewise Mean 3 Total (Premotor)
Deoxy Full Width at Half Max First Half (Frontal Eye)
Deoxy Piecewise Mean 3 Second Half (Middle Temporal gyrus)
Table 2.6: The most predictive features for self-report Valence and Arousal.

2.5

Discussion

As shown in Table 2.4, the self-report label based SVM model achieved average F1-scores of 0.739,
0.623, and 0.655 at distinguishing low vs high, neutral vs high, and low vs neutral valence, respectively. The arousal model achieved 0.66, 0.638, and 0.652 average F1-scores when predicting low
vs high, neutral vs high, and low vs neutral arousal, respectively. Using the DEAP dataset labels
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(Table 2.5) achieved F1-scores of 0.666, 0.624 and 0.553 at distinguishing low vs high, neutral vs
high, and low vs neutral valence, respectively. And 0.659, 0.703 and 0.649 average F1 scores when
predicting low vs high, neutral vs high, and low vs neutral arousal, respectively. When comparing
the use of self-report labels vs the DEAP dataset labels, the self-report label based model provided
higher F1 scores than DEAP label based model in the case of comparing Low vs High Valence,
Low vs Neutral Valence, Low vs High Arousal, and Low vs Neutral Arousal. Even though there is
general consensus between the F1-score results from using DEAP labels and self-report labels, the
self-report label based classification performed significantly better at classifying Low vs High Valence than the DEAP label based model. This could be due to individual differences in perception
of emotion as discussed in Section 2.4.1 . These results are promising, especially since the classifiers were trained across participants, highlighting the potential for creating models based on large
datasets of labeled participant data for training classifiers. Considering that Koelstra et al. reported
an F1-score of 0.61 at classifying between low and high valence, our self-report F1-score of 0.739
for low and high valence distinctions suggests that the fNIRS may acquire unique information
relating to the measurement of valence in the brain. The fNIRS results showed that the DLPFC
and Broca’s region were particularly useful at distinguishing between valence levels, which is in
line with prior fMRI research on valence, especially in the context of listening to music. We posit
that fNIRS’ high spatial resolution enables the device to measure specific brain regions (such as the
DLPFC and Broca’s area) which are essential in the measurement of valence. When distinguishing
between high and low arousal, our self-report F1- score of 0.66 is comparable to the 0.62 F1 score
achieved with the EEG in Koelstra et al.’s study. These results suggest that fNIRS could be used to
complement other physiological data to measure emotion, especially when distinguishing between
levels of valence. It is worth noting that our classifier was strong at distinguishing between high
and low levels of valence, but F1-scores were lower when the comparisons included a ‘neutral’
level of valence. This makes sense as neutral valence lies between high and low valence, and it is
likely harder to distinguish. Our classifiers were built from the data from seventeen participants; it
would be interesting to see the accuracies from classifiers trained on a dataset with double, or even
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triple, the number of participants. The high density fNIRS used in this experiment (with 52 regions
of the brain measured) allows for localization of brain activation. Fig. 2.8 showed the brain regions
that were most predictive for the valence and arousal classification models, and these findings shed
light on the neural correlates of valence and arousal. It is notable that features generated from
deoxy-hemoglobin played an important role in the distinction of valence and arousal, and we urge
the fNIRS research community to include deoxy-hemoglobin in their machine learning models to
benefit from this information rich data. It appears that the model’s prediction of valence relied
heavily on Brodmann regions 9 and 46, which correspond to the dorsolateral prefrontal cortex
(DLPFC). As noted in the literature review, the DLPFC region has been repeatedly linked to emotion regulation. The second most predictive region for valence was Broca’s area (Brodmann region
45). Broca’s is involved with processing of language, and it has been found to play a role in the
processing of music lyrics, as would be the case in the music video stimuli. Perhaps participants
engaged Broca’s area more when they felt emotionally connected to a song and were fully engaged
in lyric interpretation. The models for predicting arousal level also relied heavily on the DLFPC,
which makes sense, given the region’s strong link to emotional experience. When comparing the
regions of the brain most predictive of valence with those regions most predictive of arousal, it
is interesting to note that prediction of valence seems to engage an interconnected net- work of
brain regions, whereas the prediction of arousal does not require such a large region of brain real
estate. For example, valence engaged the frontopolar region (BA10) and the Frontal Eye Fields
(BA8), while the arousal models did not rely as heavily on those regions. The frontopolar region
is heavily involved in processing of information, and it is interesting that this region has a stronger
tie to the valence dimension than the arousal dimension of emotion. The Frontal Eye Fields have
been found to play a role in visual attention, and recent research from fMRI has suggested that
emotionally charged visual information does influence activation in this region [72]. Perhaps the
music videos that were more emotionally charged on the valence dimension also drew more visual
attention from participants as they watched the videos. It’s also interesting to note that both valence and arousal engaged the premotor cortex (BA6), which has been linked not only to conscious
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planning of movement that will be executed, but to more subconscious thoughts about movements.
As suggested by [45], the emotionally charged stimuli may have engaged participants’ pre-motor
cortex as their brains subconsciously prepared to make a facial gesture, such as producing a smile.
This also dovetails with the previously noted activation in the DLPFC, as participants would have
engaged that region while regulating their reaction to the emotional content. These results are
encouraging, and they rely upon localization of functional brain regions, which, before the introduction of fNIRS, could only be done with fMRI scanners. Thus, we claim that fNIRS is a strong
choice for non-invasive brain measurement of emotional states, when there is a need for fMRIquality measurements made under normal working conditions. Of course, fNIRS is limited by the
fact that it has low temporal resolution and it does not measure the entire brain, making it unable
to directly measure deep brain regions like the amygdala, which are heavily involved in emotional
processing. We do not propose that fNIRS is the only modality for this type of measurement, but
that fNIRS can be incorporated into experiments using EEG and other multi-modal sensors for
measurement of emotion. It would be interesting to run an experiment with multiple sensors such
as fNIRS, EEG, ECG, and GSR. Each sensor modality provides a different physiological measure,
and when combined, they may provide enough pieces to the puzzle that is emotion; to get a full and
accurate picture of one’s emotional state. Particularly, the combination of the EEG and fNIRS [73]
[74] [75] [76], can take advantage of the best aspects of each system. For instance, a combined
system benefits from both the high temporal resolution of the EEG and the high spatial resolution
of fNIRS. This would enable researchers to pinpoint which parts of the brain are activated by a
task while also measuring quick changes in neural activity.

2.6

Conclusion and Future Work

In this chapter, we demonstrated the capability of classifying and distinguishing between affective
states on the valence and arousal dimensions using fNIRS, a practical non-invasive device that can
localize activation in functional brain regions with spatial resolution comparable to fMRI and supe-
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rior to EEG, the most common non-invasive brain measurement modality. Our fNIRS results show
that specific functional brain regions are recruited during changes in valence and arousal, and these
regions are in line with prior fMRI research on emotion. We use our fNIRS data to build models
to make predictions across subjects, rather than training each model individually per participant,
which limits the data available for model training and testing, and can lead to overfitting. Developing accurate across-subject machine learning models is necessary to build the large datasets of
data necessary for training robust classifiers that can be applied across different participants and
task types. Our stimulus materials and protocol build off prior research by Koelstra et al. [1] where
music videos were used as stimulus material for inducing emotional states. They found that fusing
data from multiple sensors (EEG and other physiological measures) improved classification accuracy. We propose fNIRS as an additional measurement modality to further improve the predictive
accuracy of emotion models. Future work should run this protocol while participants wear fNIRS,
EEG, and other physiological sensors, to determine the improvement in accuracy achieved with
the addition of the fNIRS modality. This line of future work would complement the growing body
of literature using fNIRS in the measurement of cognitive states.
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C HAPTER 3

C LASSIFICATION OF A FFECT U SING D EEP
L EARNING ON B RAIN B LOOD F LOW D ATA

3.1

Introduction

In the psychological study of emotion, discrete feeling states such as anger, fear, delight, contentment, and surprise [21] are converted to superordinate dimensions, the most widely recognized
being valence and arousal [77, 30]. Valence is also represented in Russell’s circumplex model of
affect as the horizontal axis (Fig. 3.1).

Fig. 3.1: Horizontal axis shows pleasure/displeasure and vertical axis shows degree of arousal.
[2]
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Accurately measuring valence has become an important aspect of human-computer interaction
(HCI) research, as valence is an integral part of affect, and is useful for designing affect-based
adaptive systems [1, 37, 15, 3]. Valence has typically been measured using self-report surveys
such as the Self-Assessment Manikin (SAM). However, these methods have limitations, such as the
inability of some subjects to accurately assess their own emotions, or intentionally censoring their
responses due to an observer effect. Also, these self-report techniques are hard to implement in a
real-time manner, because it would interrupt the user experience. Due to this, HCI researchers have
attempted to measure affect using objective physiological sensors such as facial EMG [40, 78],
functional magnetic resonance imaging (fMRI) [16, 79], Electroencephalography (EEG) [11, 80,
81, 82, 83, 84], Galvanic Skin Response (GSR) [10, 12], and heart rate variability [13, 85], to name
a few.
Functional Near-Infrared Spectroscopy (fNIRS) is an emerging modality for non-invasively
measuring the blood flow, specifically changes in oxygenated hemoglobin (HbO) and deoxygenated hemoglobin (Hb), in the brain. Although attempts have been made at valence classification
using fNIRS, the traditional machine learning methods, such as Support Vector Machine (SVM)
and Naïve Bayes, have had limited success [56, 58, 74, 86, 87].
In this chapter, we present a new approach for analyzing brain blood flow data by incorporating Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTMs), to improve
upon the classification accuracy. Deep belief networks and CNNs have been used to learn representations from functional Magnetic Resonance Imaging (fMRI) and Electroencephalogram (EEG)
[88, 89, 90] in some previous work with moderate dataset sizes. CNNs make use of the spatial
structure of image data to learn features from the image. Since fNIRS has high spatial resolution
compared to EEG, it makes the CNN analysis better suited for analyzing fNIRS data. Although
most fNIRS datasets are collected on a lower than ideal number of participants for proper machine
learning, the ease of set-up on participants makes the device a good choice for researchers looking
to build adequately sized datasets that are large enough for machine learning analysis.
Another very important aspect of fNIRS data is the time series behavior of the data. There is
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continuing evidence, shown by task-based fMRI research, that the temporally related brain regions
have been implicated in many types of cognitive processes [91] such as emotional processing [92],
reward and decision making [93], and social cognition [94]. LSTMs have been found to be very
successful in modeling the long and short-term behavior of data. Therefore, we introduce the
combination of CNN and LSTM to extract the spatio-temporal information in the fNIRS data.
In the first part of the analysis, we convert the Oxy Hemoglobin (HbO) and Deoxy Hemoglobin
(Hb) values from the fNIRS into matrix values comparable to the pixel values in an image. This
matrix is then fed into a CNN based model for classification. In the second part of the analysis,
we explore the use of the combination of CNN and LSTM to further improve the classification
accuracy. Our primary contributions include the following: (i) we explore the effects of removing data points that have a high likelihood of being mislabeled, which is a common challenge in
research that involves labeling time series data with ground truth cognitive and emotional state labels; (ii) we investigate the effects of spatial information and dependency, and effects of reordering
data channels on classification accuracy. One of the key contributions of this work is addressing
the spatial dependency in the fNIRS data through CNN-based analysis. This is in contrast with
the traditional machine learning methods like SVMs (which are not well suited to capture spatial
information among multivariate time series data);(iii) we investigate the impact on classifier performance, and the gained accuracy when using both HbO and Hb data in the analyses, rather than
just the HbO data, which is often the only biometric data source used in statistical and machine
learning analyses of fNIRS data.(iv) Finally, we present the combination of CNN and LSTM to
capture the spatial and temporal nature of fNIRS data and further improve overall accuracy.

3.2
3.2.1

Background and Related Work
Machine Learning challenges for Brain Data

In this section, we describe several of the challenges that have plagued research using machine
learning on cognitive data. Decoding of brain states such as cognitive load and emotion are diffi-
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cult for a number of reasons, including a poor signal to noise ratio in the sensor data, the dimensionality of datasets with relatively small training instances, and high variability between different
trials and individuals [95]. To further complicate research on decoding of brain states, many âĂŸtraditionalâĂŹ machine learning techniques can lead to inflated accuracies, and experts in machine
learning on cognitive data have begun to caution would-be reviewers and other researchers about
the dangers of un-knowingly running âĂŸcannedâĂŹ machine learning algorithms on brain data,
which can yield inaccurate and overly-optimistic results. See Table 1 in [96] for a full list of
machine learning pitfalls to avoid with respect to brain data [96, 97]. One notable issue is that
traditional machine learning models assume that all training data samples are independent and
identically distributed (i.i.d.), which is not the case with brain data. Many of these models do not
adequately consider the spatial and temporal dynamics at play in the multivariate timeseries data.
Also, these models usually require that the brain data be represented by a feature-set, which must
be defined a priori, usually using some level of domain expertise. However, with the complexities
of the human brain, identifying the âĂŸcorrectâĂŹ features a priori may not be realistic. Another
limiting factor is that most models are built per-participant, which results in very small datasets that
dwarf in comparison to the extremely high feature spaces of the brain data, which leads to model
overfitting. Since the process of collecting training data with brain measurement devices is costly
and time-consuming, researchers have noted the need to build models across participants, where
an adequate amount of data can be used for model training [98, 99], and it is becoming more commonplace to build and evaluate models using ‘leave-one-participant-out’ or ‘leave-one-fold-out’
cross-validation [99, 100, 101]. However, individual brain differences regarding the spatial and
temporal complexities of the human brain remain a formidable challenge for this research area.

3.2.2

Objective Measurement of Emotion

Human emotion is an extremely complex phenomenon, which is in essence an interaction between
the human body, made up of physiological systems, and an embodied human brain that produces all
our conscious experiences [102]. The role of the physiology in this interplay has been the subject
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of much discussion. Cannon [103] was one of the early opponents of the idea that the peripheral
nervous system played such a key role in the experience of emotion. However, research since then
[51] has shown that the peripheral nervous system does play a role in the experience of emotion,
while a greater role is played by the brain. Bradley and Lang [77] attempted to identify the peripheral nervous system patterns associated with discrete emotion responses with mixed results.
Another important factor to consider is that depending on the environmental and individual characteristics [104], the response to a stimulus might differ. For example, a political video inducing
anger to someone with an opposing political view, might cause a very different emotion in someone with aligning political views. Despite these challenges, brain measurement holds promise for
assessing the neural aspects of emotion in the brain.
An additional challenge around the objective measurement and prediction of emotions is the
difficulty in obtaining ‘ground truth’ information of emotional state [105]. This is a well-known
challenge in HCI and the social sciences. When self-reports are used to gauge emotional states,
the surveys are administered after a task has been completed, lacking real-time information about
changing emotional state during a given time period. Furthermore, people are known to be poor at
judging their own cognitive and emotional states, which can result in mislabeled data. To overcome
issues relating to self-report of emotional state, another technique used to assess ground truth of
emotions is to label data based on the type of stimulus presented. For example, if a particular song
is labeled by experts (or by some sort of large scale study) to elicit excitement in most people, then
all people that experience that song can have their data labeled based on the pre-determined emotional label. Of course, this takes a ‘one-size fits all’ approach that neglects individual differences
or other environmental factors that could cause a person to experience a different emotional state
than the pre-determined state while viewing the stimulus.

3.2.3

Functional Near-Infrared Spectroscopy (fNIRS)

The fNIRS device provides a means of measuring blood flow in the brain while being more portable
than an fMRI. It provides better spatial resolution than EEG and is thus better suited for pinpointing
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localized brain activation in ecologically valid settings [16]. fNIRS technology uses near infrared
light in two wavelengths (690-830 nm) that are pulsed into the brain (Fig. 3.2).

Fig. 3.2: Theoretical background and measurement settings of fNIRS. (A) A source and detector
pair, which detects the Near Infrared light reflected from the cortex. This reflected light intensity
varies due to the absorption by hemoglobin in the blood, and this provides a measure of blood flow
in the brain, (B) Spatial configuration of the probes and channels, (C) An fNIRS sensor cap on a
subject.
Hb and HbO are the main absorbers of near-infrared light in tissues during hemodynamic and
metabolic changes associated with neural activity in the brain [16]. These changes can be detected
by measuring the diffusively reflected light that has probed the brain cortex [16, 3, 17]. fNIRS has
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risen in popularity as an ecologically valid sensor that measures blood flow in the brain and thus
the underlying brain activity [18, 106, 19, 20, 6].

Complexity of the fNIRS Signal
After the neurons fire in an activated brain region, which triggers a large increase in cerebral
blood flow in that region, an increase in the metabolic rate of oxygen, and an increase in the
volume of blood flow occur. All of these factors contribute to the blood oxygen level dependent
(BOLD) signal, which can be detected (in various forms) by a number of brain measurement
techniques such as fMRI and fNIRS [107]. The BOLD signal is correlated with increases and
decreases in blood flow, blood oxygenation, blood deoxygenation, and blood volume [107] [108].
Research has found that HbO increases and Hb decreases in areas that are activated. Furthermore,
HbO continues to increase as the load on that brain region increases until the subject becomes
cognitively overloaded or switched tasks, and a good deal of fMRI and PET studies support this
finding [109, 110, 111]. From a biological standpoint, research has shown that when a particular
brain region is activated, there is a very fast initial decrease in HbO in that region due to the firing
of the brainâĂŹs neurons. Next, surrounding regions of the brain detect this depletion in HbO
and these surrounding regions provide an increase in blood flow to the region of activation. This
results in the area of activation showing an increase in HbO (with accompanying decrease in Hb)
and the surrounding areas showing a decrease in HbO (with an accompanying increase in Hb)
[112]. However, the statement of HbO increasing in activated regions is *not* always true. There
is a body of research that explores what is called the negative BOLD signal, which suggests that
there are situations when increases in brain activation area actually associated with decreases in the
blood volume and the HbO in the region of activation [108]. Unexpected BOLD patterns like the
negative BOLD signal become even more apparent when more complicated stimuli are presented
to subjects. A number of fNIRS studies have reported conflicting findings about the HbO and
Hb patterns associated with brain activation. Some have noted decreases in HbO during brain
activation [113, 114, 61], others have noted that the levels of HbO and Hb rise and fall during a
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given task, and that these changes reflect the mental processes occurring in the brain while subjects
complete a mental task that involves several mental resources over the span of several seconds (i.e.,
at one point they could be using their spatial memory storage, then they could use their executive
functioning, then they may use verbal memory storage, etc.) [114]. Since blood moves slowly
in the brain, it takes several seconds for meaningful cognitive activity to be recorded with fNIRS.
Research has found that it can take approximately 6-8 seconds for the increase in HbO, indicative
of brain activation, to take place after stimulus onset [115, 116, 117]. This level of complexity of
the fNIRS signal makes it unfeasible to analyze using simple statistical measures. Since techniques
like LSTM can account for time lags in the data and the long-term cause and effect dependencies,
they are a good fit for modeling such complex behaviors.
In addition, the current research in the fNIRS area treats it as a multi-channel sensor, but
mostly disregards the spatial positioning of the channels. This is mainly due to the inability of
the traditional machine learning algorithms like Naive Bayes, Support Vector Machines (SVMs) to
incorporate spatial data without some specialized preprocessing [100]. Furthermore, the majority
of fNIRS statistical and machine learning techniques are applied to just the HbO data, as HbO is
known to have the strongest response to neural activation.
Convolutional Neural Networks
Convolutional Neural Networks are neural networks that specialize in processing image data or
other data with a spatial structure. This assumption provides the ability to improve the performance
of the forward pass of the Neural Network, and vastly reduces the number of trainable parameters
in the network. CNN’s are used in many domains with impressive gains in accuracy over the state
of the art. Even though there have been a few recent works exploring the use of CNNs with EEG
data [89, 118, 90], the application of deep learning to fNIRS data is relatively new. Hennrich
et al. [119] compared brain activity to the baseline while subjects did mental arithmetic (MA),
word generation (WG) and mental rotation (MR). They used a binary labeling scheme along with
a Deep Neural Network (DNN) model to obtain consistently higher accuracies than the traditional
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classification methods. Huve et al. [120] conducted a similar study wherein they tried to classify
predefined activities such as subtractions, word generation, and rest using CNNs. In [120], the
input to the CNN is a matrix, such that one dimension represents the spatial location and the other
dimension represents time.

Long Short-Term Memory
LSTMs have been proposed in 1997 by Hochreiter and Schmidhuber [121]. It began being widely
used with the advent of speech recognition AI in the 2010s. LSTMs address one or the main
drawbacks of RNNs which is the ‘vanishing’ gradient problem. Due to the chain rule multiplication done in the backpropagation phase of the RNNs, the weight changes in the RNN become more
sensitive to the temporally local information and insensitive to long term dependencies. The LSTM
solves this problem by introducing several logic gates that control the flow of information through
the network (fig.3.3). LSTMs use addition to update itself during backpropagation, thereby eliminating the ‘vanishing’ gradient problem caused by the multiplication in the chain rule. Another
key advantage of the LSTM is its ability to selectively ‘forget’ or ‘remember’ certain information.
This enables it to model both long and short-term dependencies in the data [122]. LSTMs have
proven stable and powerful for modeling time series behavior of data in many studies [123, 124]
[125]. Our work applies the LSTMs into the fNIRS analysis domain.

Fig. 3.3: Diagram of LSTM cell [126]
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3.2.4

Related Results

Database for Emotion Analysis Using Physiological Signals
In combining the CNN and LSTMs we convert this classification problem into a video classification problem. The input being a set of images consecutive in time. Similar models have been
previously used in gesture recognition [127]. We aim to apply the same idea to brain activity
classification.
There have been previous attempts at emotion classification using fNIRS data. For example,
Heger et al. [128] used the International Affective Picture System (IAPS) [129] and International
Affective Digitized Sounds (IADS) [130] stimuli to classify emotion in a binary classification.
We use a publicly available music video dataset called Database for Emotional Analysis using
Physiological Signals (DEAP) in our experiments as emotional stimuli. It contains the stimulus
videos and EEG data collected from 32 subjects and is widely analyzed in EEG studies [131, 132,
133, 134]. Our experiment is the first time that DEAP stimulus materials are being used in an
fNIRS experiment. Thus, we now present a summary of the other existing work that uses the
DEAP EEG data set as the input data. It should be noted that these methods are quite varied, they
employ EEG data, and it is hard to draw parallels between these studies due to the large number of
variables involved.
Rozgić et al. [131] used the DEAP EEG dataset for binary classification, with k-PCA followed
by an RBF-SVM, to achieve 76.9% accuracy. Li et al. [132] used a deep belief network followed
by an RBF-SVM to classify nine emotion levels of the DEAP dataset to achieve 58.4% accuracy.
Another work by Wichakam and Vateekul [133] used channel selection followed by an SVM on
the DEAP dataset with nine emotion levels, achieving 64.9% accuracy. Candra et al. [134] used
the DEAP dataset for a binary classification problem. By calculating optimal window size and
applying an SVM, they achieved 65% accuracy on the binary classification.
In this work, in contrast to the prior work on binary classification, we focus on a multi-class
classification problem, and use CNNs (and later on, LSTMs) to classify the input fNIRS time
series blood flow change data into three valence levels (Low/Neutral and High). In our analysis,
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we show the spatial dependency of the fNIRS channel data, and present results that illustrate the
importance of addressing this spatial and temporal dependency. In addition, we show the accuracy
gained when using multiple data types, namely HbO and Hb data, simultaneously.

3.3
3.3.1

Experiment Design
Description of Dataset Collection

A subset of music videos from DEAP [1] was selected as stimuli to elicit participant emotions.
The DEAP stimuli materials consisted of 40 music videos that had been found to induce consistent self-report scores in the outer boundaries of the four quadrants of the circumplex model (Fig.
3.1), representing five experimental conditions of High Valence Low Arousal (HVLA), High Valence High Arousal (HVHA), Low Valence High Arousal (LVHA), and Low Valence Low Arousal
(LVLA) as well the neutral condition (N) that was attributed to music videos that fell on the origin
of the circumplex model. We selected fifteen of these videos; three videos to represent each of the
five conditions. Videos were purposely selected to maximize the expected emotional reaction of
participants and were thus chosen as far away from the neutral as possible in the results reported
by Koelstra et al. [1]. The videos were ranked by the average labeling value and the ones with the
highest absolute label value in the Arousal and Valence dimensions were chosen for this experiment. The purpose of this selection was to ensure that each participant’s brain state was maximally
representative of the quadrants in the valence/arousal space. Even though our goal was to classify
valence levels, we chose to use videos from all quadrants of Russel’s model to ensure robustness
of our method.
The participants were seated in front of a computer in a normal computer user sitting position.
The fNIRS signals from participants’ brains were recorded using a Hitachi ETG-4000 fNIRS device with a sampling rate of 10 Hz. The device provides 52 channels of brain activity data from
the frontal region of the participant’s brain (Fig. 3.2). After starting the recording of fNIRS data,
the music videos were presented in a randomized block design order. After the video ended, the
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participant filled out the self-assessment manikin (SAM), for self-report assessment of valence
(Likert ratings of 1-5). After resting for 15 seconds, to allow blood flow activity to return to baseline, the participant began watching the next video. Figure 3.4 shows a screen shot of one of the
music videos and a REST screen, and Fig. 3.5 shows the valence survey question that participants
answered after each video session.

Fig. 3.4: Music video stimuli that was presented to user and the rest screen that was shown in
between videos.

Fig. 3.5: Valence survey item that was administered after each video session.

The experimental protocol followed a block design format. The music videos were separated
into three blocks, each containing videos with labels from the DEAP dataset. The order in the
blocks was selected to ensure that within each block of videos the stimuli were presented in a
random order to the participant (i.e. they would not be able to easily guess which type of video
would be played next) while still ensuring that each block in the experiment contained video from
each of the three valence conditions. The three music video blocks are shown in Table 3.1.
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Music video block 1 (videos in this block were randomized in order)
1.A fine frenzy, Almost Lover: Low Valence Low Arousal (LVLA)
2.Black Eyed Peas, My Humps: High Valence Low Arousal (HVLA)
3. Blur, Song 2: High Valence High Arousal (HVHA)
4. Smashing pumpkins, 1979: Neutral (N)
5. Stigmata, in the reflection of the eyes : Low Valence
High Arousal (LVHA)
Music video block 2 (videos in this block were randomized in order)
1. Sia, Breathe me: Low Valence Low Arousal (LVLA)
2. Christina Aguilera, Lil’ Kim, Mya, Pink, Lady Marmalade: High Valence
High Arousal (HVHA)
3. Napalm Death, Procrastination on the Empty Vessel: Low Valence
High Arousal (LVHA)
4. Madonna, Rain: Neutral (N)
5. Taylor Swift, Love Story: High Valence Low Arousal (HVLA)
Music video block 3 (videos in this block were randomized in order)
1. Glen Hansard, Falling Slowly: Neutral (N)
2. White Stripes, Seven nation army High Valence High Arousal (HVHA)
3.Trapped Under Ice, Believe: Low Valence High Arousal (LVHA)
4. Wilco, How to Fight Loneliness: Low Valence Low Arousal (LVLA)
5. Louis Armstrong, What a Wonderful World: High Valence Low Arousal (HVLA)

Table 3.1: Block design of experiment. Videos within each block were randomized.
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3.4

Data Analysis and Results

There were 20 subjects in the experiment, and each subject took part in 15 video sessions. However, some subjects did not finish all sessions due to fatigue, therefore we ended up with 294
sessions in all. Initially, a moving average band pass filter was applied to each fNIRS channel and
we used the modified Beer Lambert Law Hirshfield et al. (2014) Chance et al. (1998) to convert
the light intensity data to measures of the change in HbO and Hb in the brain. After creating the
HbO and Hb datasets, we purged instances that were likely to be mislabeled from our dataset by
looking for agreement between the SAM survey data reported by our participants and the expected
results, based on the label of each video within the DEAP dataset. We would expect that a video in
the DEAP with a label of high valence would result in similar ratings on the SAM when our participants watched that video. However, the video session survey labels did not always agree with
the DEAP dataset labels as shown in Fig. 3.6. The numbers next to the circles show the number
of video sessions having the corresponding DEAP dataset label on the horizontal axis, and survey
label on the vertical axis. For instance, there were 45 video sessions for which DEAP label is 1
and the survey label is 4, which is contradictory. To perform the training reliably with conflict-free
labels, we purged the mismatches (data enclosed in the triangular sections) from the dataset as
shown in Fig. 3.6.

Fig. 3.6: Comparison between the survey labels and the stimulus labels in all the video sessions.
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After purging the video sessions that the survey labels disagreed with DEAP dataset labels, we
ended up with 195 video sessions. Since each session was 60 seconds long, and with the fNIRS
being 10 Hz., the resulting dataset has 195X60X10=117000 data points.
When we looked at the label distribution from the resulting dataset, we noticed that the distribution followed an approximately normal distribution with a skew towards the high valence labels
(Figure 3.7).

Fig. 3.7: Frequency distribution of survey labels.

To achieve a more even distribution of labels, we decided to combine the 1 and 2 labels into a
single classification label and 4 and 5 labels into another classification label. The resulting label
distribution is shown in Figure 3.8.

Fig. 3.8: Frequency distribution of survey labels after merging the labels.

The mapping from survey labels to classification labels is shown in Table 3.2.
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Survey Response

Assigned Label

Highly Negative Valence

Negative Valence

Negative Valence

Negative Valence

Neutral Valence

Neutral Valence

Positive Valence

Positive Valence

Highly Positive Valence

Positive Valence

Table 3.2: Mapping of Survey responses to Classification Labels
To evaluate our method, we used a 5-fold cross validation with 4 of the subjects separated as
the test set and the rest of the subjects used to train the classification model. After running 5 such
classifications on each of the folds, and then running this test 10 times to check the stability of
classifier, we report the average accuracy and aggregate confusion matrices as well as the standard
deviation of the classification accuracy.

3.4.1

Preprocessing

In this study, the input data is time series cerebral blood flow change (4HbO versus time, 4Hb
versus time and the combination of 4HbO and 4Hb versus time) measured at each fNIRS channel,
In our experiment, we used a Hitachi ETG-4000 fNIRS device which consists of a sensor matrix
with infrared emitters and detectors placed in a 3 by 11 configuration per the diagram in Fig.
3.9(A).
The sensor probes can be placed on the subject’s head using a cap (as shown in Fig. 3.2(C)).
This enables the subject to use the computer in a sitting down position while the fNIRS cap is on
their head. The 3 by 11 configuration of emitters and detectors results in 52 channels located in the
configuration shown in Fig. 3.9 (B). In Fig. 3.9 (C), the measurement channels which are shown in
green, were right aligned, and the leftmost channels were dropped from row 2 and row 4, resulting
in a 5×10 matrix. Then this matrix was pooled temporally and fed into the model as input (Figure
3.10)
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Fig. 3.9: (A)Layout of the fNIRS probes and channels. (B) Channel layout of the fNIRS sensor.
(C) Right-aligned channel layout.

3.4.2

Classification Model Development

A two-layer CNN and LSTM model was used along with max pooling after each convolution. The
input to the CNN for each data point was a T×5×10 matrix with the survey data as the labels
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(Negative Valence, Neutral Valence, Positive Valence); the T here being the number of previous
timesteps fed into the model for classifying the current timestep). The learning rate and the number
of training epochs of the model were decided upon through a grid search of the parameter space.
Dropout was used between the dense layers to prevent over-fitting. The high-level structure of the
network used can be seen in Fig. 3.10. A more detailed view of the CNN structure is shown in
Figure 3.11 The parameter values are as follows:
• No of training epochs:100
• Learning Rate: 0.002
• Regularization: L2
• Dropout probability: 0.25
• Activation Function in the Hidden Layers: Rectified Linear Units
• Optimizer: Adam

Fig. 3.10: Structure of the CNN + LSTM Model
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Fig. 3.11: Detailed structure of the CNN + LSTM model

3.4.3

Spatial Dependency in Input Data

In this work, we propose a new way to address the spatial dependency between fNIRS channel
measurements and incorporate both HbO and Hb blood concentration data by using a CNN and
LSTM based approach. The hypothesis in using a CNN for fNIRS data is that there is spatial
dependency between fNIRS channel measurements, and CNNs are uniquely suited to capture this
spatial dependency when measurements are fed to the network preserving the spatial proximity. In
existing approaches relying on traditional models, all channels of fNIRS data are treated equally
and any sort of spatial information is lost. If our hypothesis is correct, incorporating spatial information, and addressing spatial dependency would provide an increase in classification accuracy.
To evaluate this effect, the network structure shown in Fig. 3.11 was used on the HbO data from
fNIRS channels arranged in three different ways by randomizing the input matrix entries.
• Case 1. Original channel order
• Case 2. Rows of the input fNIRS data matrix were randomly shuffled
• Case 3. Columns of the input fNIRS data matrix were randomly shuffled
The same CNN+LSTM classifier mentioned above was run on for each of the cases to examine
how the classification accuracy changed for each randomized case. The number of timesteps (T)
was set to 1 in order to negate the effect of the LSTM layer and isolate the CNN layer. A drop
in classification accuracy would indicate that the spatial positioning of the channels indeed holds
important information towards the goal of high accuracy classification. The results of this analysis
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are summarized in Table 3.3, which confirm our hypothesis that there is spatial dependency, and
addressing this does in fact improve classification accuracy.

Average Accuracy

Original channel order

Shuffled Rows

Shuffled Columns

67.36% ± 0.87

67.1% ±1.15

66.26% ± 0.85

Table 3.3: Classification accuracy using original channel data vs randomly shuffled channel data.
These results are aggregated from 10 runs of the 5-fold cross validation for each case
To ensure the statistical significance of our result, we did a two tailed t-test on the Average
Accuracy results from each of the 10 runs of the cross validation. The comparison between Original channel order and the shuffled rows scenario provided us a p value of 0.5959 which is not
statistically significant. However, when we compared the original channel order with the shuffled
columns scenario, we obtained a p value of .0146 which is statistically significant at p <0.05. We
found that shuffling of the rows does not result in as much of a drop in accuracy compared to the
shuffling of columns. This might be due to the fact that when columns are shuffled, the uniqueness
of right and left brain activity is lost, thus creating a larger drop in accuracy. Also, the rows are
spatially closer together compared to the columns. In summary, these results show that the higher
the randomness or the higher the loss of spatial data, the higher the decrease in accuracy. This
provides strong evidence that our hypothesis that spatial information is important for the model, is
correct.

3.4.4

Combining HbO and Hb Data

In previous fNIRS studies, a lasting increase of HbO was taken as an indicator of cortical activation
because this parameter is found to be sensitive to emotional stimulation [58, 135]. Additionally,
Suh et al. [136] have reported that the direct cortical stimulation induced spatially localized increase in Hb within 12 s after stimulation. Researchers have found that HbO and Hb are negatively
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correlated [67]. It is therefore important to take both types of data into consideration when doing
classification on the fNIRS data. In this work, we combine both HbO and Hb data to improve classifier accuracy. Another advantage of using a CNN for fNIRS analysis is the ability to seamlessly
incorporate both HbO and Hb data that is produced by fNIRS.
In our previous work, we attempted to classify fNIRS data using just HbO data and Hb data by
themselves and also by combining both [106]. In that particular work, the HbO and Hb data were
converted into features and the best features were selected based on an Information Gain metric.
In the case of the CNN-based approach proposed here, there is a unique opportunity to combine
HbO and Hb data, since these two forms of data can be combined as separate channels (akin to
the RGB color channels of an image) in the input data by using the network shown in Fig. 3.11.
This is an intuitive way to incorporate HbO and Hb data. To confirm that this in fact helps boost
the classifier performance, we tested our CNN-based method with the following combinations of
HbO and Hb data, and recorded the classification accuracy:
• Only HbO data
• Only Hb data
• Combination of HbO and Hb data
The comparison of HbO and Hb classification accuracies in Table 3.4 indicates that combining
HbO and Hb data provides higher accuracy than either HbO or Hb data alone. A two tailed paired ttest between the HbO and combined HbO+Hb classification performance gave a p value of 0.00001
which is statistically significant at p <0.01. Same test between Hb and HbO+Hb provided a p value
of 0.00001 which is also statistically significant at p <0.01. These results support our assumption
that both HbO and Hb data can provide important information about the valence state of a subject.
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âĂć

HbO

Hb

Combined HbO
and Hb

Average Accuracy 67.36% ± 0.87

67.28% ± 1.05

70.18% ± 0.87

Table 3.4: Comparison of classification accuracies obtained using HbO only, Hb only and combined HbO and Hb fNIRS data.

3.4.5

Predictiveness of fNIRS Channels

As the brain is a complex system, we would expect that certain parts of the frontal cortex would be
more predictive of valence than other parts. To explore the contribution of each individual feature
towards the classification, we devised a test which zeroes out one entry of the input 5 × 10 matrix
and get the accuracy result using the same 5-fold cross validation described above. We did the test
50 times, one for each channel to come up with accuracy values for when that position was taken
out of the analysis. If this ‘zeroing’ of the channels caused a higher drop in Average Accuracy, it
can be shown that the position is more predictive and less if vice-versa [137]. Figure 3.12 shows
a heatmap representation of the results of this analysis for oxy, deoxy and combined oxy+deoxy
datasets. Note that the lower number and darker color in these heatmaps represent higher predictive
power.

3.4.6

Effect of the Number of Timesteps on Model Performance

To explore the effect of different timestep sizes on the model performance, we chose the oxy+deoxy
dataset and varied the number of timesteps to calculate average classification accuracy as described
in previous sections. The resulting graph 3.13 shows that at T=0, the model behaves just like a
CNN. And when T is gradually increased, the Average Accuracy keeps going up. This is evidence
that the temporal nature of fNIRS data is being captured by the LSTM, After peaking at about T=10
or 1 second mark, the Average Accuracy starts dropping again, Therefore T=10 is the optimal value
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Fig. 3.12: (A) Location of the fNIRS on the head. (B) Oxy channel predictive power heatmap (C)
Deoxy channel predictive power heatmap (D) Oxy+Deoxy channel predictive power heatmap
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of T for high classifier performance.

Fig. 3.13: Variation of Classification Performance with Number of LSTM timesteps (T)

3.4.7

Label-wise Model Performance

In order to investigate further into the label-wise prediction performance of our classifier, the classification results of combined HbO and Hb data from the most predictive case (HbO+Hb with
T=10) are detailed in an aggregated confusion matrix presented in Fig. 3.14. The aggregated confusion matrix was obtained by summing up all the individual confusion matrices of the 5-fold cross
validation. From the confusion matrix it is evident that the model has a slight tendency to classify
the High Valence label more frequently than the Low Valence label. This could be due to the slight
skew in the data towards the high valence label as seen in the Figure 3.8.
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Fig. 3.14: Aggregated Confusion Matrix for HbO + Hb with T=10

3.5

Analysis of Results

The results presented above show that there is spatial dependency between fNIRS data channels
and addressing this can provide a boost in classification performance. Since our fNIRS device has
52 channels, we were able to obtain enough spatial data to employ a CNN-based approach and
address this dependency that previous methods were unable to address.
Also, the use of HbO and Hb data together increased classification accuracy further, thus showing that both HbO and Hb data contribute to the picture of valence. By using the DEAP dataset
stimuli we were able to make reasonable assumptions about which instances were likely mislabeled. Another important result is the fact that the inclusion of time domain data using LSTMs
increased the Average Accuracy. And we found that there is an optimal number of T=10 timesteps
for the model to perform best. This also shows that time series behavior of fNIRS data seems to
provide valuable information towards the valence classification.
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3.6

Conclusion

We have presented a CNN and LSTM-based method to classify the valence level of a computer
user based on fNIRS data. The model is trained to classify the input fNIRS time series blood flow
change data into three valence levels. An experiment has been conducted with 20 participants,
wherein they were subjected to emotion inducing stimuli while their brain activity was measured
using fNIRS. Self-report surveys were administered after each stimulus to gauge participants’ selfassessment of their valence. We explored the effect of spatial information on the accuracy of
classification. We learned that addressing spatial dependency does in fact improve the classification
accuracy. The proposed method provides 67.1% and 66.26% average accuracy when using HbO
data and Hb data, respectively. We were able to increase the classification accuracy further to
70.18% by using HbO and Hb data together. By setting number of timesteps (T) to 10 (1 second)
we could further improve the accuracy level to 77.29%. Thus, our proposed method provides a
significant increase in average classification accuracy when compared with traditional classifiers.
This opens up new opportunities to improve classification in the field of fNIRS research and Human
Computer Interaction (HCI) research in general. These results show the power of CNNs and their
applicability in domains far removed from image recognition. CNNs have a variety of properties
that make them well suited to be applied to fNIRS data. The high spatial resolution of the fNIRS
as well as the complementary measurements (HbO and Hb) obtained by the fNIRS device make a
strong case for this model as an fNIRS data analysis method. Capturing the time series behavior
using LSTM further strengthens the model. Therefore, it is evident that both spatial and temporal
information play a role in the emotion classification process. The ability of the method to extract
relevant features (instead of using hand-crafted features) is well suited to the problem of brain
activity classification since it is still a challenge to find reliable underlying models of how the
human brain works. An interesting implication of this research is to show that preprocessing on
the data based on predictivity of the features could further improve the classifier performance.
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C HAPTER 4

I DENTIFICATION OF P OTENTIAL TASK
S HEDDING E VENTS U SING B RAIN
A CTIVITY D ATA

4.1

Introduction

As computing devices become more ubiquitous, the need for greater human machine symbiosis
becomes an important factor. This concept, of human and computer agents working together to accomplish a goal, or set of goals, is referred to as Human Machine Teaming (HMT). In any teaming
environment, whether it is a team of all human agents, a team of all machines, or a combination of
the two, it is important that resources within the team be allocated as efficiently as possible such
that the team may achieve its goal while simultaneously putting the least amount of strain possible
on any of the team’s individual members. The finite resources of an HMT, such as the processing power of a machine, or the limited cognitive capacity of a human agent, could be viewed as
potential bottlenecks within an HMT system, where the team’s ability to accomplish a task may
falter. Though the processing power of a machine may have been the primary factor that stopped
HMTs from achieving optimal performance in the past, processing power is now an easily obtain-
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able resource. As such, recent efforts to improve the performance of HMTs have shifted focus to
improving the communication modalities between humans and machine agents. As human agents
have limited cognitive capacity within a time sensitive task environment, ideal task performance is
dependent on optimizing humans’ information processing capabilities, which are affected by the
complex interplay between their perceptual processing load, mental workload, and emotional state.
Task performance within an HMT is also dependent on the ability of machine agents to detect and
interpret the signs of potential overload on the part of the human agent, and to have the ability to
take meaningful action to assuage, or at the very least reduce, the load placed on the human agent.
In order for a machine agent within an HMT to properly adapt to the task at hand, the machine must not only possess knowledge relevant to the task that needs to be completed, but also
the amount and type of mental workload that is currently being placed on the human agent(s)
within the HMT. The machine must also be able to discern if this amount of workload is significant enough to induce degradations in the human agent’s or team’s performance that might limit
the HMT’s ability to complete the current task. Mental workload, in this context, is the brain’s
finite amount of processing capacity to allocate to a given task. As theoretical and experimental
work by Wickens’ Multiple Resource Theory (MRT) [138] has shown, there are different types
of cognitive resources that the brain is able to allocate simultaneously, and the overload of one
type of cognitive resource does not necessarily lead to the overload of another [138]. When a
person is required to perform multiple tasks that require the same type of mental resource, that
resource may become overloaded, and as a result, that person’s performance at the given task will
degrade. If overload is adequately high, the individual may eschew the task altogether, an event
known as "task shedding" [139]. A common area where this concept expressed is in the field of
piloted aircraft and UAVs. In those cases, the autonomous system and pilot cooperate to achieve
objectives [140]. For this type of cooperation to work, the machine needs to be able to sense and
intervene when the human’s performance starts dropping due to increases in task load.[141] [142].
Parasuraman and Hancock have showed that task shedding can be triggered by high workload and
low certainty [143]. Though researchers have previously attempted to model this task shedding
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behavior using simple and basic tasks [144, 145, 146, 147] as well as more complex real-world
scenarios. [148, 149], more accurate predictions about when task shedding events are likely are
needed if these models are to be implemented in real time.
In this chapter, we introduce a novel method by which one can predict task shedding instances
using across-task, across-subject, machine learning methods. The goal is to introduce an agnostic framework, not tied to any specific task that a particular HMT would try to complete. To
achieve this goal, we created a model, using psychophysiological data recorded from a Functional
Near Infrared Spectroscopy (fNIRS) device, to detect when task load on a human participant was
high, and task shedding instances were therefore likely to occur. To isolate specific types of mental workload (working memory, visuospatial attention), we trained models on multiple cognitive
benchmark tasks used widely in the fields of cognitive psychology and cognitive neuroscience,
and tested those models on more ecologically valid tasks. We show that such a system can provide the reliable prediction of such events such that an autonomous agent with access to this type
of physiological data would be able to predict when moments of mental overload might lead to
performance decrements or task shedding events, and as a result would be able to take over for, or
provide assistance to, the human agent within the HMT.

4.2
4.2.1

Background
Human Machine Teaming and Task Shedding

The importance of finding a way for an autonomous agent in an HMT to detect when the human
agent may be subjected to events of higher cognitive workload, and thus task shedding events,
has been shown in past systems design research [150]. Past work in the fields of human factors and cognitive engineering have provided evidence that when a human agent’s performance is
supplemented with a machine agent’s ability to assist on tasks, that the reported workload of the
human agent decreases. This decrease in perceived workload coincides with an increase the human
agent’s self-confidence and trust in the HMT and well as an increase in the overall performance
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of the HMT [151]. Despite these advances, there are still many issues that need to be addressed
to ensure HMTs can be optimized to task performance [152]. With these issues in mind, we use
predictive modeling on multiple cognitive resources to detect when increases in mental workload
are likely to lead to performance decrements.

4.2.2

Using Psychophysiological Sensors to Measure Workload

Task shedding detection through brain activity requires sensors that are robust to noise, portable
and non-invasive. The fNIRS device works well for this application as the device can be setup
quickly and is able to target specific areas of the brain that are implicated in cognitive resources
that are prone to becoming overloaded when engaged in cognitively demanding tasks [153, 154].
The fNIRS device works by using multiple pairs of optodes that are placed on the scalp and pulse
infrared light (690nm and 830 nm) through the skull and into the brain. The reflected light intensity that is received by the detector is dependent on the amount of oxygenated and deoxygenated
hemoglobin in the incident area over which the optodes are placed [155]. Since oxygen is consumed during the metabolic processes involved in brain activity, the concentration of hemoglobin
is correlated with increased brain activity. fNIRS has in the past been used for classification of
workload levels [156]. More specifically, the fNIRS’ ability to measure brain activity in the frontal
cortex of the brain gives it a unique ability to predict workload levels, as greater activation in the
frontal cortex has been found to be associated with higher levels of mental workload [157, 158].
The ability to measure mental states, and thus workload, has already been well documented
in the human factors literature [159]. Other work has found great success in being able to predict
mental workload in real-world computer environments using fNIRS [160, 161]. As advances in
both fNIRS technology and portability increases, fields such as brain computer interfacing (BCI)
have argued that the fNIRS’ increased spatial resolution would make fNIRS an invaluable tool
for collecting real time psychophysiological data and building systems that incorporate and adapt
to that data in real-time [162]. The portability of the fNIRS system, combined with its ability
to measure workload and communicate those measurements to a machine agent could provide a
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solution to make strides towards correcting documented issues in intelligent system designs [163].

4.2.3

Machine Learning Classifiers on fNIRS data

Researchers have used traditional machine learning classifiers such as Support Vector Machines
[164], Artificial Neural Networks [165], Hidden Markov Models [166] as well as other statistical methods [167, 168] to preprocess and classify fNIRS data. However, more recent work has
demonstrated the ability of using deep learning algorithms [119] to capture the characteristics
of the fNIRS signal. One category of deep learning algorithms; Convolutional Neural Networks
(CNNs) [169] are typically used in the image processing domain because of their ability to capture the spatial structure of image data. They are well suited for fNIRS analysis due to the same
reasons. Our previous work [170] showed that the oxygenated and deoxygenated data provided
by fNIRS can be used similar to the RGB channels of an image when fed into a CNN classifier.
We also used a Long Short-Term Memory (LSTM) network, to capture the time series behavior
of the fNIRS data. LSTMs are a version of Recurrent Neural Networks, which can capture long
and short-term dependencies in the data [171]. LSTMs have become popular for machine learning
on Electroencephalography data [172, 123]. They have also recently been used in fNIRS analysis
[173]. in [170], the above described model was used in across subject classification by dividing the
subject pool into folds. In this pape, we use the same model on across subject, across task, three
label classification tasks.

4.3
4.3.1

Methods
Experimental Protocol

fNIRS data was collected from 45 participants (14 female, 31 male, mean age = 26, min age
=21, max age =36) who were selected from the undergraduate and graduate student population at
a University in the Northeast. The data was collected using a Hitachi ETG-4000 fNIRS device
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at a sampling rate of 10Hz. The optodes were arranged into an fNIRS cap with a 3X11 probe
configuration and were placed on the participant’s forehead area in a symmetrical manner (Fig.4.1).
Using this configuration, the fNIRS device is able to capture information about the oxygenated and
deoxygenated hemoglobin levels in the frontal cortex of the participants. The fNIRS was calibrated
to ensure that all probes were recording proper readings and adjusted to account for ambient light.
After setting up the fNIRS device on the participant’s head, a Patriot Polhemus 3D digitizer device
was used to measure the location of each source/detector to account for variances in head size
and shape. All participants gave informed consent under the restrictions and guidelines of the
University’s Institutional Review Board.

Fig. 4.1: The 3 x 11 fNIRS probe configuration.
From the set of 45 participants, a subset of these participants (n=25, 7 female, 18 male) completed the cognitive benchmark tasks described in section 4.3.2, as well as the triage cyber analyst
task described in section 4.3.3. Both the cognitive benchmark tasks as well as the triage task used
a variable interstimulus interval (ISI) between the offset of a trial and the onset of a new trial,
during which a cross fixation point in the center of the screen was displayed on the screen. The
length of the ISI was an exponential distribution (mean= 4s, min=2s, max=8s). The remaining
20 participants performed the Multi Attribute Task Battery (MATB) test bed described in Section
4.3.3. Since an adjustment in screen size has been shown to be correlated with certain physiological responses [174], all tasks were displayed to the participants on a 22-inch monitor with a
screen resolution of 1280 x 1024 pixels. Participants were seated in a stationary chair so that the
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distance between their eyes and the monitor was 65cm. All participants would begin each fNIRS
session with a 30 second session of controlled rest during which the participant fixated on a plain
black plus symbol in the center of a white display. Participants would then perform ten trials
of a reaction time task before they began the rest of the cognitive benchmark tasks. To mitigate
the fatigue effects involved in cognitive testing [175], the benchmark task order was randomized
between subjects.

4.3.2

Stimulus Materials: Training Data

Visual-Lexical Processing, Adaptive Words
This adaptive words task was developed to induce workload on participant’s visual lexical processing resources. In this task, the words for the numerical values of the digits one through eight were
displayed vertically for a variable amount of time in the center of the screen. The participant’s goal
was to determine whether the word that was displayed on the screen corresponded to either an odd
or even numerical value.

Fig. 4.2: Adaptive Words Task Presentation.

Visual Search Task, Visual Search
The visual search task is designed to cause cognitive load on people’s visual processing resources,
and was modeled after the task design developed Wang, Cavanagh, and Green [176]. A circular
array of nine letters consisting of a distractor (backwards Ns) and a target (normal facing Ns) was
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displayed to the participant for a variable amount of time. The participant’s task was to determine
as to whether or not the target was displayed within the array.

Fig. 4.3: Visual search task presentation.

Response Inhibition, Go No-Go
The response inhibition task was the go no-go task, which involved one target stimuli (a large blue
circle), and one distractor stimuli (a large blue square). The development of stimulus materials
was guided by Huettel, Mack, and McCarthy [177].The participant was tasked with responding to
the stimuli if the target was presented, and not responding to the stimuli when the distrator was
presented.

Fig. 4.4: The go no-go task presentation.

Working Memory, N-Back Task
The N-Back task (Fig. 4.5) is designed to cause cognitive load on people’s working memory
resources by requiring participants to hold a stream of characters in their working memory and
responding when a new character that is presented to them matches one of the characters they are
currently holding. The task development was based on Harvey et al [178]. The task presented
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participants with a series of letters, a single letter at a time, for a duration of 500ms each. The
letters would appear in the center of the screen with a plain white background. Only the letters
B, D, G, T, V along with their lower-case variants, b, d, g, t, v, were used. Before each block,
participants were given an ‘n’ value of either one, two, three or four. The participant’s goal was
to determine if the current letter presented to them matched the letter that was ‘n’ presentations
behind the current letter that was displayed (case insensitive). For example, in fig. 4.5, if an ‘n’ of
two had been given to the participant, then the correct response would be ‘yes’. If the participant
was given an ‘n’ of one, however, the correct response would be ‘no’.

Fig. 4.5: N-back task presentation.

4.3.3

Stimulus Materials: Test Data

Triage Task
The Triage Analyst task acts as an ecologically valid representation of a cyber-security network
analyst’s position, and is based on the work of Greenlee et al. [179]. The task involved the participant viewing what is at first an empty table in the center of the screen. The table headings were
‘Source IP’, ‘Source Port’, ‘Destination IP’, ‘Destination Port’. Participants were informed prior
to the task beginning that they did not require working knowledge of the terminology involved
in order to complete the task. The table would then be populated with incoming ‘transmissions’
on the ‘network’ the participant was monitoring. Starting from the top of the table, new ‘transmissions’ would fill the table until a maximum of five ‘transmission’ were on the screen. After
five ‘transmissions’ were shown on the screen, the bottom transmission would be removed from
the screen to make room for a new incoming transmission at the top, bumping the rest of the table
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down one slot. The participant was tasked with detecting ‘intrusions’ on the network. These ‘intrusions’ were defined as either two different ‘transmissions’ on the table having the same destination
information (both ‘Destination IP’ and ‘Destination Port’), or two different ‘transmissions’ on the
table having the same source information (both ‘Source IP’ and ‘Source Port’). The participant
was only asked to identify if the newest (topmost) ‘transmission’ was or was not an ‘intrusion.’
Figure 4.6 shows an example intrusion. The triage testbed tracked participant response times as
well as their performance (logging correct, incorrect, or no response events) throughout the task.

Fig. 4.6: Source Intrusion.

Multi-Attribute Task Battery
This task involved a complex multi-tasking scenario using a variation of the Multi-Attribute Task
Battery (MATB) [180]. This difficult task made it imperative that high achieving users not become
overloaded or overly stressed, forcing them to prioritize their actions based on the most time sensitive or important needs of the task at the time. We used the Air Force’s updated version of the
Multi-Attribute Task Battery (AF_MATB) [181], and we chose a difficulty level that required a
good deal of mental effort and multi-tasking.
With the difficulty of the task and the high level of multi-tasking required, the task was nearly
impossible to complete perfectly, and our pilot tests showed that all subjects had to remain extremely engaged during the entire task to receive an adequate performance score. Like the original
version, AF_MATB consists of six windows, which provide information about four different subtasks (see Figure 4.7) these subtasks include: System Monitoring, Communications, Resource
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Management, and Tracking. The ‘tracking’ subtask was disabled during this experiment in order
to reduce physical motion of the participant activating the motor cortex in the brain as well as reducing motion artifacts from the fNIRS data. The last two windows, which contain Scheduling and
Pump Status information, are resources that the user can use to improve performance during the
task. The first requirement in the system monitoring subtask (top left pane) is to keep track of the
two lights on the top of the window and keep them at their original status by toggling them on/off
using the buttons below them. The second requirement in the system monitoring subtask requires
the user to be aware of the four scales and press the corresponding button if any of the scales deviates from the center by more than one tick mark. The communication subtask (bottom left pane)
involves the subject listening for verbal requests to change the frequency of specific radios. The
verbal requests include a call-sign and if the call-sign is not the call-sign of the subject, the request
is to be ignored. The resource management subtask (bottom center pane) requires the subject to
keep the fuel levels in tank A and B within 500 units of the initial level of 2500 units each. The
pumps connected to the tanks can be used to pump fuel from the lower supply tanks to tanks A
and B. The pumps can be turned on/off by clicking on the particular pump. However, these pumps
can malfunction for periods of time during the experiment. If a pump is malfunctioning, it can
not be turned on. The AF_MATB keeps track of, and outputs, a thorough report of each subject’s
performance data on the various subtasks. In our pilot studies, we selected a MATB difficulty level
that would result in the majority, if not all, of the subjects having difficulty executing every task
perfectly. They would have to multi-task, prioritize, and accept that while their performance would
likely be imperfect, they must keep from becoming frustrated in order to complete the demanding
MATB scenario.
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Fig. 4.7: The Multi-Attribute Task Battery.

4.4
4.4.1

Data Analysis
fNIRS Data

The fNIRS provides 104 channels (52 channels of oxygenated hemoglobin + 52 channels of deoxygenated hemoglobin) of data at 10 Hz. This data was low-pass filtered with a cutoff frequency
of 0.1 Hz to remove cardiac, respiratory and high frequency unwanted noise [182]. The time series
data from fNIRS was divided into 5-second blocks and the average value of the fNIRS data was
obtained for each of the 104 data channels for that 5-second period.
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4.4.2

Label Calculation

In this experiment, we relied on objective performance data to calculate our labels. The labels were
calculated based on data logged by the software that presented the task itself. This way, we were
able to match the exact times the stimuli was presented and the duration of the stimuli using the
log files from the task software. The log files for the benchmark and triage tasks were generated
by capturing information about when an event was triggered via the stimulus software, as well as
information about when the participant responded to the event. Every event logged by the software
was tagged with a UNIX timestamp. The participant’s reaction times were then calculated, in
milliseconds, for each trial included in the logfile. The logfile also indicated as to whether or not
the participant responded correctly to the trial. The MATB logfile collected data at 10 Hz. The
datapoints collected include the number of accurate and inaccurate user responses within each time
segment and the difference between the current tank level from the target tank level in the resource
management task.
Using these performance and taskload metrics (further discussed in section 4.4.2) we introduce
a measure called ‘Task Shedding Index (TSX)’, which is a combination of taskload and performance. The TSX is used as an indicator of the potential of the user for task shedding.

Task Shedding Index (TSX)
As described in section 4.2.1, when a user is put in a high workload scenario, and the workload of
the task is over a certain threshold, they tend to shed that task or switch to another task on which
they may be able to perform better [183]. At this point the performance on the prior task would
degrade, and would therefore be an apt point of intervention on the part of the machine agent
in the HMT[141]. To account for this, a hybrid Workload and Performance model is needed to
predict task shedding tendencies. Using the distance between normalized task load and normalized
performance (detailed next) as our ground truth in this analysis, the Taskload (T) and Performance
(P) of each subject are normalized and the Task Shedding Index (TSX) is defined as the subtraction

71
of normalized P from normalized T (Equation 4.1).

T ask Shedding Index (T SX) = N ormalize(T ) − N ormalize(P )

(4.1)

The ranges of the T, P and TSX are shown in figure 4.8

Fig. 4.8: Data ranges for Task Load, Performance and Task Shedding Index.

Task load was obtained by adding together the number of tasks that were presented to the user
during the 5-second time period. If there were certain tasks that started or ended during the 5second period, they were apportioned according to the amount of time they were present during
the time frame.
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Fig. 4.9: Apportioning tasks to the time segments.

In Figure 4.9, Task A would contribute 50% to the current time period’s task load. Task B
would contribute 100%, and task C would contribute 25%. Therefore, the task load would be
calculated according to Equation 4.2,

Apportioned T askLoad(T ) = 0.5 + 1 + 0.25 = 1.75

(4.2)

Performance is apportioned similarly as in Equation 4.3,

Apportioned P erf ormance(P ) = 0.5 ∗ T askAP erf + 1 ∗ T askBP erf + 0.25 ∗ T askCP erf (4.3)

To calculate performance in the benchmark and Triage tasks, the onset, duration and accuracy
of user response were saved to a file during the experiment by the test bed. Calculating user
performance for Benchmark and Triage tasks was done using Equation 4.4 for each 5-second time
period.
T riageperf ormance =

(Correct Responses) − (Incorrect Responses)
T askLoad(T )

(4.4)

Since MATB is a multi-attribute task, the performance calculation for MATB was done by taking
the compound performance of all the subtasks. The MATB contains following subtasks,
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• Time point
• Number of accurate light toggle responses (L)
• Number of accurate gauge responses (G)
• Number of accurate communications responses (C)
• Number of inaccurate light toggle responses(l)
• Number of inaccurate gauge responses (g)
• Number of inaccurate communications responses(c)
• Difference of Tank A value from desired target value (AD)
• Difference of Tank B value from desired target value (BD)
Equation 4.5 was used to calculate the user performance for the MATB task.

M AT Bperf ormance =

(L + G + C) − (l + g + c) + F uelT ankAperf ormance + F uelT ankBperf ormance
T askLoad(T )
(4.5)

Where Fuel Tank A performance is calculated by using the following equation,



0 ABS(∆AD) > 0



1 ABS(∆AD) ≤ 0





Same method was used to calculate Fuel Tank B performance.

4.4.3

Discretization of ground truth Labels

The TSX labels follow a positively skewed distribution. We are interested in breaking down the
distribution into three levels of TSX, namely ‘low’, ‘moderate’, ‘high’. This categorization has
been chosen because it allows us to look at the ‘moderate’ level of TSX as the desired level, the
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low level of TSX as when user is ‘idling’ and ‘high’ level of TSX as when user is overloaded. This
enables different strategies for dealing with each of these cases. The TSX labels were discretized
using Equal Frequency Discretization over all the datasets. The Equal Frequency Discretization
algorithm sorts all values of continuous variable in ascending order, and divides the range into
three intervals so that every interval contains the same number of sorted values. The resulting
ranges from Equal Frequency Discretization for the TSX labels were:
• Low TSX : Less than 0.12
• Moderate TSX : 0.12 to 0.323
• High TSX : 0.323 upwards
The resulting discretized label distribution for each of the datasets is given in Table 4.1
Low TSX

Moderate TSX

High TSX

Adaptive Words

130/36%

115/32%

120/33%

Visual Search

298/45%

205/31%

157/24%

Go no go

240/37%

253/39%

153/24%

nback

210/31%

277/42%

180/27%

Triage

2050/34%

1802/30%

2106/35%

MATB

402/23%

678/40%

614/36%

Table 4.1: Ground truth label distribution for each of the datasets.

4.4.4

Classification Model

We trained a classification model that we developed in our earlier work to classify fNIRS data using
a combination of a Convolutional Neural Network (CNN) and Long Short Term Memory (LSTM)
as shown in figure 4.10. Since CNNs are well-suited for capturing the spatial nature of fNIRS
data and LSTMs are good at capturing the temporal behavior of fNIRS data, this model provided
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performance improvement over traditional machine learning methods [170]. We evaluated the
accuracy of the classifier for different LSTM timestep sizes and found that the optimal timestep
size for LSTM was 3 timesteps (15 seconds).

Fig. 4.10: CNN+LSTM classification model.

4.4.5

Model Evaluation

Data from the benchmark tasks, detailed in section 4.3.2, were used to train four separate models. Each model was trained using the respective benchmark task and was tested against both the
Triage Task and MATB task. Each benchmark task involves a different cognitive resource, with
each resource capable of being independently overloaded. We hypothesize that the different models trained on these different benchmark tasks will perform differently based on the type of task
shedding that it is predicting. For instance, a model trained on the n-back task, would perform
better for a task that involved the utilization of short term memory, such as remembering a string
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of digits for a variable period of time, whereas the visual search might perform better on a task
that involved finding a salient stimuli in a cluttered visual environment. In addition to the models
trained on individual benchmark tasks, a combined model was also trained on all benchmark tasks
using a voting classifier, which takes the predicted probabilities for each class from each model
and averages them. The predicted labels are calculated as follows:

Adaptive words class probabilities = [plow1 , pmedium1 , phigh1 ]

V isual search class probabilities = [plow2 , pmedium2 , phigh2 ]
Go no go class probabilities = [plow3 , pmedium3 , phigh3 ]
N back class probabilities = [plow4 , pmedium4 , phigh4 ]
Ensemble class probabilities = [Average(plow ), Average(pmedium ), Average(phigh )]
Ensemble voting prediction = argmax[Ensemble class probabilities]
We tested the models on both a sequential task (Triage) and a concurrent Task (MATB) [184]. The
report on our model performance in these different tasks is detailed in section 4.5.

4.5

Results

We were interested in the overall classification performance of our models as well as the performance on each of the label types because each of the ‘low’, ‘moderate’ and ‘high’ TSX labels
can be used to keep system in an optimally productive state (Figure 4.13). Overall, The 5 trained
models had better accuracy on the MATB task than the Triage task (p<0.007), where accuracy is
defined by,

Accuracy = (Correctly Classif ied Instances/T otal Instances)
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Accuracy results from the tests are described in table 4.2.
Triage

MATB

Accuracy

Accuracy

Adaptive Words

60%

63%

Visual Search

60%

60%

Go no go

59%

60%

nback

61%

61%

Ensemble

61%

63%

Table 4.2: Accuracy results of the Models on the test sets.

As shown in the table, the overall accuracy of the models was around 60%, with the best
overall accuracy results obtained by the Ensemble model, with 61% accuracy for Triage data and
63% accuracy for MATB data. This is promising considering that random guessing would result
in 33% accuracy on the 3-class problem. Next we look at the confusion matrices and the precision,
recall, and f1-scores of the models to better understand model performance in the context of task
shedding events. Below we present the confusion matrices from the testing done on Triage data
and MATB data using the ensemble model. (Figures 4.11 and 4.12 ). In these figures, ‘Low’ TSX
is represented by 1, ‘Moderate’ TSX by 2 and ‘High’ TSX by 3.
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Fig. 4.11: Confusion matrix for Ensemble model tested on Triage task.

Fig. 4.12: Confusion matrix for Ensemble model tested on MATB task.

The results indicated in the confusion matrices (Figs: 4.11 and 4.12) show that the ensemble
model performed well when identifying instances of ‘Low’ TSX for the Triage task. However, the
model had difficulty in correctly identifying the ‘Moderate’ and ‘High’ TSX instances within the
Triage task. On the MATB test, the ensemble model performed evenly well when predicting TSX
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values. This difference in model performance could be due to the sequential nature of the triage
task, which has the user performing one single task multiple times in a row, constantly engaging
one subset of cognitive resources, not having to switch to any other type of cognitive processing.
As a result of this sequential presentation of the stimulus, the same brain region may have been
continuously activated throughout the completion of the entire task, and the physiological response
may have been so gradual that the model was unable to predict when sharp changes in TSX occurred. This may account for differences seen between ‘Moderate’ and ‘High’ TSX labels being
not as easy to detect as the difference between ‘Low’ to ‘Moderate’ labels. On the contrary, the
MATB, as a concurrent task, activates multiple brain regions due to task presentation happening
all at once, with the user having to switch between using multiple cognitive resources in order to
successfully complete each task within the battery. Though it is a possibility that the differences
in accuracy between the model is due to the nature of the tasks, more ecologically valid datasets
would be required to test out whether or not the presentation of the task, sequential or concurrent,
show a similar effect on the model accuracy.
As mentioned above, we were also interested in per-label performance of the models. Precision
and Recall values were calculated for each of the TSX labels. Precision is a measure of how
many of the ‘true’ classifications are relevant in each class. Recall or sensitivity refers to the true
prediction of each class when it is actually true. F1-score (Harmonic mean of Precision and recall)
is a measure of the accuracy of each of the tests. The F1-score is more useful than accuracy when
the cost of false positives and false negatives are variable. Precision, recall and f1-score values for
each of the five separate models are presented in tables 4.3 - 4.5. Each table is organized by their
TSX value category.

80

Triage

MATB

Model

precision

recall

f1-score

precision

recall

f1-score

Adaptive Words

0.56

0.94

0.70

0.66

0.66

0.66

Visual Search

0.6

0.85

0.70

0.71

0.59

0.64

Go no go

0.60

0.89

0.71

0.69

0.55

0.61

nback

0.58

0.90

0.70

0.68

0.62

0.65

Ensemble

0.60

0.90

0.72

0.69

0.66

0.67

Table 4.3: Precision,vrecall and f1-score of the ‘Low’ label for models on the test sets.

Triage

MATB

Model

precision

recall

f1-score

precision

recall

f1-score

Adaptive Words

0.66

0.53

0.59

0.70

0.68

0.69

Visual Search

0.62

0.42

0.50

0.66

0.60

0.63

Go no go

0.71

0.44

0.54

0.72

0.61

0.66

nback

0.64

0.43

0.51

0.70

0.59

0.64

Ensemble

0.68

0.45

0.54

0.73

0.60

0.66

Table 4.4: Precision, recall and f1-score of the ‘Medium’ label for models on the test sets.
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Triage

MATB

Model

precision

recall

f1-score

precision

recall

f1-score

Adaptive Words

0.60

0.66

0.63

0.50

0.74

0.6

Visual Search

0.58

0.60

0.59

0.43

0.61

0.5

Go no go

0.50

0.67

0.57

0.37

0.74

0.49

nback

0.41

0.58

0.48

0.41

0.68

0.51

Ensemble

0.58

0.61

0.59

0.45

0.56

0.49

Table 4.5: Precision, recall and f1-score of the ‘High’ label for models on the test sets.

The precision for the ‘low’ TSX labels was higher for the MATB task classification than the
Triage task (From two tailed t-test resulting in p<0.00001). Precision for ‘moderate’ TSX labels
was also higher for the MATB task than Triage task (p<0.01). Precision for ‘high’ TSX labels
was higher for the Triage task than MATB task (p<0.0003). Recall for the ‘low’ TSX labels was
higher for the Triage Task compared to MATB (p<0.00005). Recall for ‘moderate’ TSX labels
was higher for MATB task than Triage task (p<0.00002) and recall for ‘high’ TSX labels was also
higher for MATB task than Triage task (p<0.22). Interestingly, even though the MATB data was
collected from a different subject pool than the one that the models were trained on, neither Triage
nor MATB test did significantly better over all the labels. Precision and recall values for the model
could stand to be improved, perhaps through the use of more training data. However, for a general
model such as the one proposed here, establishing criteria for what the acceptable values are for
both precision and recall scores may prove difficult as these two values tend to be task dependent.
Recall, in the case of the two ecologically valid examples that were trained on for this experiment,
would be an important factor for ‘High’ TSX label as a result of the false negative cost being too
high (Figure 4.13). If the task shedding event is not detected, and the human agent is currently
overloaded, the machine agent has no way of knowing that it should interfere and assist the human
agent within the HMT with accomplishing the current goal. This is a moment in which task
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shedding will become likely due to the high mental workload of the human agent within the HMT.
Precision, when considered with the ecologically valid tasks that the model was tested on, is also
important to consider because a high false positive rate may lead to user behavior being interrupted
unnecessarily, increasing both the human agent’s frustration with the system and negative affect.
Frequent and unnecessary interventions by the machine agent might carry a performance hit for the
HMT both by interrupting human agents in the HMT, and the overhead involved in task switching.
Models using this type of data to provide feedback for an autonomous system within an HMT
environment will need to therefore strike a good balance of precision and recall when it comes to
the predicting ‘High’ TSX values.
A good prediction performance for the low TSX label is also important because, when a user is
in low TSX state, the HMT system can load some tasks from overloaded users to the ‘Low’ TSX
user (figure 4.13), thereby keeping the overall productivity rate of the HMT high. However, false
positives in this case could be harmful because the system might load more tasks to somebody who
is not at ‘Low’ value of TSX. False negatives, however, may not prove to be as harmful as their
counterpart because the system will then simply ignore an idling user. Though this would cause
a productivity decline within the system, it would not cause any catastrophic failures. Therefore,
precision should be prioritized over recall when it comes to ‘Low’ TSX values.

Fig. 4.13: An HMT system swapping tasks from overloaded (High TSX) users to underloaded
(low TSX) users.
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The ‘Moderate’ TSX is the ‘ideal’ state in HMT systems, this is the state in which the human
user is productive without being at risk for being overloaded. False positives for this label mean
that no action will be taken by the system. If the user is actually at a ‘Low’ TSX, then this won’t
cause any major issue, but if the user is actually overloaded, or in the ‘High’ TSX category, this
may lead to task shedding by the user and is not desirable. False negatives in case of ‘Moderate’
TSX label depend on the predicted state. If the user is actually at ‘Moderate’ TSX and the system
predicts ‘Low’ TSX, the system might overload the user by assigning more tasks to him. On the
other hand, if the user is at ‘Moderate’ TSX and system predicts ‘High’ TSX, it might unload
the user putting him into idle state. Because of these aspects, precision and recall values should
be considered carefully depending on both the nature of the task, and the tolerance of potential
performance decrements within the HMT environment. Also of note is that, as hypothesized, the
different models trained on different benchmark tasks performed differently. And the ensemble
model combining all models performed better than any of the other models. This was expected
due to the fact that each cognitive benchmark task on which the models were trained elicits a
distinct type of cognitive load, with a signature neural correlate that is recorded up in the fNIRS
data. Though further analysis is needed, and better labeled ecologically valid tasks could be used to
generate even more accurate models, this could be helpful for training models used by autonomous
agents within HMTs designed to accomplish tasks that rely heavily on different types of cognitive
processing by the human agent. For example, a model trained on the adaptive words task could
be more suitable to capture verbal working memory load, and therefore might perform better on a
task in which a human agent performs a task that requires the use of working memory and visual
lexical processing, such as remembering a set of instructions, than a model trained on the go nogo
task, which measures one’s level of response inhibition.
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4.6

Conclusion

One of the major challenges today in fNIRS literature is the difficulty of obtaining large datasets
to run analysis on. In this work, we demonstrate that across-task machine learning is possible on
fNIRS data with promising performance. This would indicate that researchers would be able to
combine data from multiple experiments to develop models that generalize well. As mentioned
above, we were able to generalize not only across tasks but also across subject pools. These have
important implications for using psychphysiological data from fNIRS in real world applications
and environments.
In a multi tasking situation similar to MATB, which an air force pilot faces, any operator
performance dips can cause catastrophic incidents. Therefore, our method would be useful in such
scenarios to prevent user error due to cognitive overload. Other such scenarios can include air
traffic controller interfaces, or stock broker interfaces, where the cost of performance degradation
due to cognitive overload is very high. In addition, once the operator TSX state is detected, it
can be used to improve overall productivity of the HMT, by loading tasks to users who are in
idle state. In this way, the same method we introduced here can be used as a productivity tool
in collaborative workplaces. For example, if a group of users are doing some data entry task, the
HMT can monitor users who are overloaded and swap the tasks to the underloaded users, thereby
improving overall productivity. Therefore, this method can be used in both critical and non critical
systems to improve system behavior.
In the above discussion, we focused on multi-user environments as an application area for this
work. However, this method could be adapted to a single user as well. For example, a user doing
multitasking could occasionally have some parts of their visual cognitive faculties overloaded. In
this scenario, the system can offload some of the visual tasks from the user and present tasks that
occupy different cognitive faculties. Such a system could improve the performance of a single
user. This idea could also be extended to multi-user, multitasking environments, where during task
swapping, the system could check for users who are more suitable to accept the task type based on
their current cognitive faculties being used.
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In this article, we have introduced a measure combining both task load and performance in
order to be able to detect task shedding events within HMT environments. We have been able
to classify the task shedding index into three levels: ‘Low’, ‘Moderate’ and ‘High’. We have
considered two test cases which are the Triage (Cyber Analyst) Task and the MATB Task in our
testing. The fNIRS enabled us to use a CNN+LSTM model designed to capture both the spatial and
temporal nature of the brain activity. As stated in previous sections, this method of classification
shows great promise in both the domains of HCI and Human Factors, though it also has more
direct practical implications for human machine teaming and multitasking environments where
various cognitive resources of a user are occupied at different times. Specifically, our across task
performance shows promise for training models on simpler tasks and being able to generalize
to compound tasks. In conclusion, our study demonstrates that we can obtain a generalizable
classifier that performs well across multiple subject pools as well as across multiple tasks, thus
enabling adaptive Human Machine Teaming across diverse real-world settings.
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C HAPTER 5

C ONCLUSIONS AND F UTURE W ORK

5.1

Conclusions

We have presented machine learning methods that can be used to improve upon the state of the art
in current fNIRS research. Our first approach involves segmenting the fNIRS data into ‘Regions
of Interest’ based on the functional brain regions covered by the fNIRS channels. Our approach
enables us to capture the spatial structure of the human brain as well as achieving dimensionality
reduction. This method improves upon the valence classification F1 score achieved by Koelstra
et al.[185] on the same music video stimuli. The next approach that we propose is to use a Convolutional Neural Network to capture the spatial dependencies in the fNIRS data. This approach
has enabled us to combine the oxygenated and deoxygenated blood flow data into a single data
analysis method. Here we feed in the oxy and deoxy blood flow data as two 5X10 matrices that are
treated similarly to an image classification problem. HCI researchers have struggled with feature
extraction when it comes to fNIRS data due to the lack of understanding that we have about the
dynamics of blood flow in the brain. By applying CNNs to fNIRS data, we circumvent the need
for this type of trial and error feature extraction approach. Another important aspect introduced
in this work is the use of Long Short-Term Memory in order to capture the temporal behavior of
the fNIRS data. We experimented with different time step sizes to find out the optimal time step
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size for the LSTM layer. We found that this optimal timestep size changes according to the application domain. We show that using the combination of CNN and LSTM, we can achieve higher
classification performance in across subject datasets which has been a challenge in the emotion
classification domain. With ability to do across subject training, it become possible to collect more
training data which can be expected to improve the classification performance further. After developing these methods, we applied our CNN+LSTM model to another application area in HCI. Our
goal was to predict the human performance degradations due to high task load using the brain activity data alone. This type of claasification has implications for Human Machine Teaming (HMT)
tasks where multiple humans work with multiple computers on concurrent tasks. The goal of such
a system is to improve the productivity of the overall system by responding to the state of each
individual user. In this work, we were able to use our CNN+LSTM model to do classification
across tasks. This across task classification has been by far the most challenging problem in this
domain and our results show that our model can be generalized to real world applications.

5.2

Future Work

Brain activity is a highly objective measure of user state. And provides a lot of opportunities and
challenges to future research.

Analyzing the Effect of Individual Differences on Brain Activity Data
In our current research, the fNIRS datasets we collected tend to be from college students that are
college aged and have similar education levels. It would be interesting to study the robustness of
our method when applied to homogeneous and non homogeneous demographic populations. Such
a study will be a key factor in making this research applicable on a mass scale. Of course, the main
challenge in such an undertaking would be that it would require a much larger subject pool.
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Event Detection Algorithms for fNIRS Data
In this research we looked at capturing the macro time-scale dynamics of the fNIRS data. However,
there is potential for researchers to investigate transient, event level analysis of the fNIRS data.
Some examples might involve anomaly detection to detect spikes in cognitive load, using Markov
models and reinforcement learning to detect sudden state changes.

Ordering of fNIRS Channels for Optimal Classification Performance
In this dissertation, we focused on capturing the spatial location (along with temporal behavior)
of fNIRS channels and showed that it can improve classification performance. Even though the
spatial ordering is useful for Convolutional Neural Networks, there can be more optimal channel
orderings that can provide further classification performance improvement. Giving more weight to
some channels over others could also be an approach to improve classifier performance.
In closing, fNIRS provides us an objective glimpse into the workings of our brain and its
function. As the amount of computing devices that surround us grows at an exponential scale, those
devices will constantly collect physiological and brain activity data from their users. Therefore, we
will have access to an ever-growing repository of brain activity data that will make it imperative
that we create algorithms that scale well and can accommodate users with varied demographics.
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fnirs,” Frontiers in human neuroscience, vol. 7, pp. 935, 2014.
[158] Erin T Solovey, Marin Zec, Enrique Abdon Garcia Perez, Bryan Reimer, and Bruce Mehler,
“Classifying driver workload using physiological and driving performance data: two field
studies,” in Proceedings of the SIGCHI Conference on Human Factors in Computing Systems. ACM, 2014, pp. 4057–4066.
[159] Michael E Smith, Alan Gevins, Halle Brown, Arati Karnik, and Robert Du, “Monitoring task loading with multivariate eeg measures during complex forms of human-computer
interaction,” Human Factors, vol. 43, no. 3, pp. 366–380, 2001.

109
[160] Evan M Peck, Daniel Afergan, Beste F Yuksel, Francine Lalooses, and Robert JK Jacob,
“Using fnirs to measure mental workload in the real world,” in Advances in physiological
computing, pp. 117–139. Springer, 2014.
[161] Erin Treacy Solovey, Daniel Afergan, Evan M Peck, Samuel W Hincks, and Robert JK
Jacob, “Designing implicit interfaces for physiological computing: Guidelines and lessons
learned using fnirs,” ACM Transactions on Computer-Human Interaction (TOCHI), vol. 21,
no. 6, pp. 35, 2015.
[162] Shirley Coyle, Tomás Ward, Charles Markham, and Gary McDarby, “On the suitability of
near-infrared (nir) systems for next-generation brain–computer interfaces,” Physiological
measurement, vol. 25, no. 4, pp. 815, 2004.
[163] Tom Kontogiannis and Zoe Kossiavelou, “Stress and team performance: principles and
challenges for intelligent decision aids,” Safety science, vol. 33, no. 3, pp. 103–128, 1999.
[164] Xu Cui, Signe Bray, and Allan L Reiss, “Speeded near infrared spectroscopy (nirs) response
detection,” PLoS one, vol. 5, no. 11, pp. e15474, 2010.
[165] Justin Chan, Sarah Power, and Tom Chau, “Investigating the need for modelling temporal
dependencies in a brain-computer interface with real-time feedback based on near infrared
spectra,” Journal of Near Infrared Spectroscopy, vol. 20, no. 1, pp. 107–116, 2012.
[166] Raphael Zimmermann, Laura Marchal-Crespo, Janis Edelmann, Olivier Lambercy, MarieChristine Fluet, Robert Riener, Martin Wolf, and Roger Gassert, “Detection of motor execution using a hybrid fnirs-biosignal bci: a feasibility study,” Journal of neuroengineering
and rehabilitation, vol. 10, no. 1, pp. 4, 2013.
[167] Danushka Bandara, Senem Velipasalar, Sarah Bratt, and Leanne Hirshfield, “Building predictive models of emotion with functional near-infrared spectroscopy,” International Journal of Human-Computer Studies, vol. 110, pp. 75–85, 2018.

110
[168] Kelly Tai and Tom Chau, “Single-trial classification of nirs signals during emotional induction tasks: towards a corporeal machine interface,” Journal of neuroengineering and
rehabilitation, vol. 6, no. 1, pp. 39, 2009.
[169] Yann LeCun, Yoshua Bengio, et al., “Convolutional networks for images, speech, and time
series,” The handbook of brain theory and neural networks, vol. 3361, no. 10, pp. 1995,
1995.
[170] Senem Velipasalar Danushka Bandara, Leanne Hirshfield, “Classification of affect using
deep learning on brain blood flow data,” Journal of Near Infra Red Spectroscopy, Under
Review.
[171] Sepp Hochreiter and Jürgen Schmidhuber, “Lstm can solve hard long time lag problems,”
in Advances in neural information processing systems, 1997, pp. 473–479.
[172] Paul R Davidson, Richard D Jones, and Malik TR Peiris, “Eeg-based lapse detection with
high temporal resolution,” IEEE Transactions on Biomedical Engineering, vol. 54, no. 5,
pp. 832–839, 2007.
[173] Takaya Tamaki, Satoru Hiwa, Keisuke Hachisuka, Eiichi Okuno, and Tomoyuki Hiroyasu, “Region-of-interest estimation using convolutional neural network and long short-term
memory for functional near-infrared spectroscopy data,” .
[174] Byron Reeves, Annie Lang, Eun Young Kim, and Deborah Tatar, “The effects of screen size
and message content on attention and arousal,” Media Psychology, vol. 1, no. 1, pp. 49–67,
1999.
[175] Dimitri Van der Linden, Michael Frese, and Theo F Meijman, “Mental fatigue and the
control of cognitive processes: effects on perseveration and planning,” Acta Psychologica,
vol. 113, no. 1, pp. 45–65, 2003.

111
[176] Qinqin Wang, Patrick Cavanagh, and Marc Green, “Familiarity and pop-out in visual
search,” Perception & psychophysics, vol. 56, no. 5, pp. 495–500, 1994.
[177] Scott A Huettel, Peter B Mack, and Gregory McCarthy, “Perceiving patterns in random
series: dynamic processing of sequence in prefrontal cortex,” Nature neuroscience, vol. 5,
no. 5, pp. 485, 2002.
[178] Philippe-Olivier Harvey, Philippe Fossati, Jean-Baptiste Pochon, Richard Levy, Guillaume
LeBastard, Stéphane Lehéricy, Jean-François Allilaire, and Bruno Dubois, “Cognitive control and brain resources in major depression: an fmri study using the n-back task,” Neuroimage, vol. 26, no. 3, pp. 860–869, 2005.
[179] Eric T Greenlee, Gregory J Funke, Joel S Warm, Ben D Sawyer, Victor S Finomore, Vince F
Mancuso, Matthew E Funke, and Gerald Matthews, “Stress and workload profiles of network analysis: Not all tasks are created equal,” in Advances in human factors in cybersecurity, pp. 153–166. Springer, 2016.
[180] J Raymond Comstock Jr and Ruth J Arnegard, “The multi-attribute task battery for human
operator workload and strategic behavior research,” 1992.
[181] William D Miller Jr, “The us air force-developed adaptation of the multi-attribute task
battery for the assessment of human operator workload and strategic behavior,” Tech. Rep.,
Consortium Research and Fellows Program, Arlington VA, 2010.
[182] Hasan Ayaz, Patricia A Shewokis, Adrian Curtin, Meltem Izzetoglu, Kurtulus Izzetoglu, and
Banu Onaral, “Using mazesuite and functional near infrared spectroscopy to study learning
in spatial navigation,” Journal of visualized experiments: JoVE, , no. 56, 2011.
[183] Christopher D Wickens, Robert S Gutzwiller, and Amy Santamaria, “Discrete task switching in overload: A meta-analyses and a model,” International Journal of Human-Computer
Studies, vol. 79, pp. 79–84, 2015.

112
[184] Christopher D Wickens and Jason S McCarley, Applied attention theory, CRC press, 2007.
[185] Sander Koelstra, Christian Muhl, Mohammad Soleymani, Jong-Seok Lee, Ashkan Yazdani,
Touradj Ebrahimi, Thierry Pun, Anton Nijholt, and Ioannis Patras, “Deap: A database for
emotion analysis; using physiological signals,” IEEE Transactions on Affective Computing,
vol. 3, no. 1, pp. 18–31, 2012.

V ITA
NAME OF AUTHOR : Mallika Arachchilage Danushka Sandaruwan Bandara
P LACE OF B IRTH : Colombo, Sri Lanka
DATE OF B IRTH : November 28, 1984
G RADUATE AND U NDERGRADUATE S CHOOLS ATTENDED :
S YRACUSE U NIVERSITY, Syracuse, New York; August 2010-August 2018
U NIVERSITY OF M ORATUWA, Katubedda, Sri Lanka; 2005-2009
D EGREES AWARDED :
B.S. (Hons.) Electrical Engineering (2009) U NIVERSITY OF M ORATUWA
M.S. Computer Engineering (2013), S YRACUSE U NIVERSITY
P ROFESSIONAL E XPERIENCE :
2014-2017
Lead Software Engineer, G REENVIEW E NERGY M ANAGEMENT S YSTEMS, Rome,
New York

