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Abstract
The minimal projective resolution of the left ideal generated by any monomial p in a monomial
algebra is described by a combinatorial object, the dimension tree of p. Two algorithms are proposed
for computing the desired dimension trees. Determination of finitistic dimensions is then given as
one of many homological applications which this idea might have.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction and notation
A finite-dimensional monomial relations algebra is a finite-dimensional algebra over a
field k of the form Λ = kΓ/I , where Γ is a quiver and I an ideal generated by a set of
paths in the path algebra kΓ ; for brevity, we call Λ a monomial algebra. It is shown in
[4] that the first syzygy of any submodule of a projective Λ-module and, hence, the second
syzygy of an arbitraryΛ-module, is a direct sum of copies of principal left ideals generated
by monomials. This Syzygy theorem gives special importance to the minimal projective
resolutions of the (finitely many) principal left ideals Λp generated by monomials p
in Λ. The main objective of this paper will be to give a graphical description of these
resolutions and its applications. More precisely, the minimal projective resolution of Λp
will be described by a labelled quiver, denoted by ∆(p), and called the dimension tree
for Λp. Two algorithms are given for computing dimension trees. One computes them all,
the other computes only the finite dimension trees, so is more economical for calculating
finitistic dimensions at least up to an error of 1.
In [1], two finitistic dimension conjectures were raised, the first of which asserts that the
left little finitistic dimension, 
.fin.dim(A), of any finite-dimensional algebra A is equal
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.Fin.dim(A). Here 
.fin.dim(A) is the supremum of
the projective dimensions of those finitely generated left A-modules which have finite
projective dimension, whereas 
.Fin.dim(A) is the supremum of the projective dimensions
of all left A-modules that have finite projective dimension. According to the second
finitistic dimension conjecture these suprema are always finite. Interest in these invariants
is prompted by the fact that infinite global dimension often does not reveal much about the
homological complexity of the algebra at hand; the finitistic dimensions can be far more
revealing measures of that complexity.
The first of the above conjectures was disproved by Zimmermann-Huisgen in [5].
For monomial algebras, the second was confirmed by Green et al. in [2] (also see [4]).
Concerning the relationship of the little to the big finitistic dimension, it is shown in [4]
that for a monomial algebra the little and big finitistic dimensions differ by at most 1.
Additionally, an economical algorithm for computing the finitistic dimension (we will call
it the H-Z algorithm from now on) is also included in [4].
Throughout this paper, k is a field, Γ a finite quiver of vertices 1, . . . , v, and Λ a
monomial algebra. More precisely, Λ is a finite-dimensional algebra over the field k of
the form Λ= kΓ/I , where I is an ideal of kΓ generated by a set of paths with length at
least 2 in the path algebra kΓ . Given a left Λ-module M , we write Rad(M) for the radical
of M and pd(M) for the projective dimension of M . Given a path p in Γ , we denote by
S(p) and E(p) its starting point and end point, respectively. If the canonical image in Λ
of a path p of length l is nonzero, we identify this image with p and call it a nonzero
path of length l in Λ and we still denote the length by l(p). In particular, we identify the
paths e1, . . . , ev of length zero corresponding to the v vertices of Γ with the primitive
idempotents of Λ. Note that the set P of all nonzero paths of Λ is a k-basis for Λ and is
the disjoint union of Pj , for 0 j K , where K+1 is the index of nilpotence of Rad(Λ),
and Pj is the set of all paths of length j in Λ.
2. Dimension trees
We first give the following definition that will be used often later.
Definition 2.1. The minimal left path annihilator of the path p is the set, denoted L(p),
of all paths α in Λ of minimal nonzero length such that S(α) = E(p) but αp = 0. The
minimal right path annihilator of the path p is defined in a similar way, and written as
R(p).
To motivate the rather technical definition of a dimension tree, we now begin with the
following lemma.
Lemma 2.1. Let p = epf be a nonzero path in Λ with l(p)  1, where e and f are the
idempotents at the vertices E(p) and S(p), respectively. Then Λp Λf and—letting (·p)
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sequence:
0→
⊕
w∈L(p)
Λw ι−→Λe (·p)−−−→Λp→ 0,
where the sum is taken over all w ∈L(p).
Proof. See [4, p. 162]. ✷
We say a path p is left regular if for any nonzero path α = 0 with S(α) = E(p) there
holds αp = 0.
Corollary 2.1. If p is a path, then Λp is projective ⇐⇒ p is left regular ⇐⇒ L(p)= ∅.
We will now give the definition of the dimension tree ∆ = ∆(p) associated to a
monomial p ∈ P.
Definition 2.2. The dimension tree ∆ = ∆(p) of p in Λ is a quiver that satisfies the
following extra properties:
(1) There are two labeling maps
∆0 → P0 and ∆1 → P,
where as usual ∆0 and ∆1 denote the vertex and arrow sets of the quiver ∆. The image
of ν ∈∆0 under the first map is denoted as ν¯ ∈ P0 and the image of α ∈∆1 under the
second map as α¯.
(2) ∆ = ∆(p) has a unique root vertex ν0 and unique root arrow a1 : ν0 → ν1, and any
other vertex is the endpoint of a unique directed path in ∆ with first arrow a1. The
vertices ν0 and ν1 and the arrow a1 are sent by the labeling maps to S(p), E(p),
and p, respectively.
(3) If α is an arrow in ∆1 from ν to ν′, then α¯ is a directed path in P from ν¯ to ν¯′.
(4) For any vertex ν other than the root, there is a unique arrow pν coming into ν. Let Tν
be the set of all arrows coming out of ν, then Tν = L(pν).
(5) The map ∆1 → P in (1) is one-to-one when restricted to Tν for any ν ∈ ∆0. When
there is no risk of confusion, we will identify the arrow α in ∆1 with the directed path
α¯ in P.
For any ν ∈∆0, its depth d(ν) is defined as the length of the path from the root vertex ν0
to ν, and the depth d(p) of the dimension tree ∆(p) as the maximum depth of any vertex
in ∆0. In particular, the root vertex has depth zero. Both d(ν) and d(p) may be infinite.
We often abuse notation, and identify the vertices ν in ∆0 with their images ν¯ in P0.
The following result, almost implied in the definition of dimension tree, justifies the
nomenclature of dimension tree in the above definition.
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(a) There is a bijection
{
∆(p) | p ∈ P− P0
} ←→ {mpr(Λp) | p ∈ P− P0
}
,
∆(p) ←→ mpr(Λp),
such that pd(Λp)= d(p)− 1 when d(p) 1, where mpr(Λp) represents the minimal
projective resolution of Λp.
(b) The existence of a finite dimension tree with depth d  0 implies 
.fin.dim(Λ) d .
(c) d  
.fin.dim(Λ) 
.Fin.dim(Λ) d+1, where d = d(Λ) is the depth of the deepest
finite dimension tree, or d = 0 if all dimension trees are infinite.
Proof. (a) This essentially comes from the definition of dimension tree and Lemma 2.1
(also see Remark 2.1).
(b) Immediately from (a).
(c) This comes from (a) and [4, Corollary II]. ✷
Remark 2.1. The arrows in the dimension tree ∆(p) can be ordered by levels: level 1,
called the top, consists of only the root arrow; level i + 1 consists of all the successors
of each arrow at level i; the highest level, if it exists, is the level at which each arrow has
no successor. Similarly, vertices in ∆(p) can be ordered by layers: layer i consists of the
endpoints of all arrows at level i , particularly, the root vertex constitutes layer 0. By the
definition of ∆(p), the arrows at level i+ 1 describe the indecomposable summands of the
ith syzygy, Ωi(Λp), of Λp, and the vertices at layer i + 1 describe the indecomposable
projective summands of the ith projective module, Pi (i  0), in the minimal projective
resolution of Λp. More accurately, let Vi+1 be the set of all vertices at layer i + 1, then
Pi =⊕v∈Vi+1 Λev . Therefore, one can easily write down the minimal projective resolution
of Λp using the dimension tree ∆(p), and vice versa.
Definition 2.3. The right path annihilator of a path p is the set, denoted r.p.ann(p), of all
paths α in Λ of nonzero length such that E(α)= S(p) but pα = 0.
The following Theorem 2.2 is just a translation into the language of dimension trees of
Theorem VI in [4], and is still not a complete criterion for whether or not the big and little
finitistic dimensions are equal.
Theorem 2.2. Let ∆(qj ), for 1  j  t , be all the finite deepest dimension trees in Λ of
depth d  1. Write qj = αjpj , where αj ∈ P1.
(1) If pjR(qj )= 0 for 1 j  t , then 
.fin.dim(Λ)= 
.Fin.dim(Λ)= d.
(2) If there exist an index j ∈ {1, . . . , t} and a subset A⊆ r.p.ann(qj ) with pjA = 0 such
that pd(l.annΛA)<∞, then 
.fin.dim(Λ)= 
.Fin.dim(Λ)= d + 1.
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definition.
Proposition 2.1. A dimension tree ∆(p) which contains a path of length more than
d¯ := dimk Rad(Λ) is necessarily infinite.
Proof. If there is a path in ∆(p),
−→• b1−−→•−→ · · · −→ • bd−−→• bd+1−−−→•−→,
with length more than d¯ , then at least two of the arrows bi, bj with i < j must be labeled
with the same monomial q . But now each of these arrows is the root arrow for a copy of
∆(q) embedded in ∆(p), and the copy with root arrow bi has the copy with root arrow bj
as a proper subset. So ∆(q) contains a copy of itself as a proper subset, which can only
happen if it is infinite. Also then ∆(p) is infinite. This also implies that if d(p) is finite,
then d(p) d¯ , hence also that d(Λ) d¯ . ✷
From this property, we see immediately that finitistic dimension of Λ has upper bound
d¯ + 1.
3. Algorithms and applications: Examples
In order to state the algorithms clearly, we make the following convention. If a
dimension tree is finite, the set of all arrows at the highest level is called the bottom. We
will abuse notation, and identify the vertices ν in ∆0 with their images ν¯ in P0.
We will now describe the two algorithms, one for constructing all dimension trees
and the other for constructing only finite dimension trees. Based on if the dimension
tree involved is built downward or upward, the two algorithms are called Topdown and
Bottomup, respectively. Both algorithms are discussed in detail in [3].
Algorithm Topdown (construction of dimension tree ∆(p)).
Step 1. Find level 1 by just setting it to the given monomial p, which will be the root
arrow in ∆(p).
Step i . Find level i (i > 1): if i > d¯ := dimk Rad(Λ), then by Proposition 2.1
∆(p) is infinite, and furthermore all levels constructed so far contain sufficient
information for building the whole dimension tree ∆(p), and thus stop; otherwise,
for any arrow q found in Step i − 1 (i.e, level i − 1) find its successors—arrows
in L(q). If the union of all L(q) is empty, then a finite dimension tree ∆(p) with
depth d(p)= i− 1 is reached and thus stop; otherwise set level i to the union and
set i + 1 to i . Repeat Step i .
Topdown comes almost immediately from the definition of ∆(p), and naturally leads
to a finite algorithm, still called Topdown, for computing the finitistic dimension of Λ at
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each p ∈ P− P0, and then find d(Λ) by taking the maximum value among these d(p). The
finitistic dimension is either d(Λ) or 1+ d(Λ).
A finite dimension tree must have a bottom, which consists of some left regular paths
in P. The key to Bottomup is building the dimension trees upward from the bottom.
Bottomup in the following really provides a construction of all the finite dimension trees,
as well as giving the depth of the deepest.
Algorithm Bottomup (construction of the deepest dimension tree(s)).
Step 1. Find all paths that are left regular and record them in a list L. Set a counter h= 0
and quit if there are no paths that are left regular, else set h= 1. Record all these
trees (the paths found) of depth 1 in a list T .
Step n. Find all paths that have minimum left path annihilators contained in L. If there
exist such paths, then add them to L, increase h by 1, and replace the dimension
trees in T by the trees just found, with depth of n; otherwise, exit and return all the
deepest dimension trees in T and also their depth d . Repeat Step n. The finitistic
dimension is either d or d + 1.
Bottomup only involves modules of finite projective dimension. That is why it is
so effective and suitable for computer based implementations. Currently it has been
implemented in JAVA.
In the following, we will give some examples to illustrate how to use Topdown or
Bottomup to compute by hand the desired dimension trees—thus the bound for the finitistic
dimension of Λ.
The following example is included in [4], where its finitistic dimension is computed
with the H-Z algorithm.
Example 3.1 [4]. The quiver Γ is given as in Fig. 1. The ideal I = 〈α0α1, γiβi , γ 2i ,
αiβiαi+1, i  1〉 and Λ= kΓ/I . Then 
.fin.dim(Λ)= n+ 1.
We illustrate Topdown using this example. First, we see any path p in Λ of length  1
will be of one of the following forms: αi , βi , γi , αiβi , βiαi+1, αiγi , βiαi+1βi+1, and
βiαi+1γi+1, where the range of i is omitted in each case but can be seen easily from the
quiver. Then we note that L(γi)= {γi} and L(βi)= {γi}, and thus both ∆(γi) and ∆(βi)
are infinite linear quivers. Furthermore we found if p is one of βiαi+1, βiαi+1γi+1, and
βiαi+1βi+1, then L(p)= {αi, γi}, and thus ∆(p) is infinite and nonlinear. So, only ∆(αi),
2n+ 1 
γn
αn
2n . . . 
β3
γ3
7

α3
6

β2
5

α2
γ2
4
β1
3 γ1
α12
α01
Fig. 1. The quiver Γ .
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for 2  i  n, L(αi−1βi−1) = {αi−2βi−2} for 3  i  n, and L(α1β1) = {α0}. Thus
∆(αn) is the deepest among all the ∆(αi) and ∆(αiβi), and d(αn) = n + 1. Similarly,
L(αiγi)= {αi−1βi−1} for 2 i  n, and L(α1γ1)= L(α1β1)= {α0}. Thus ∆(αnγn) is the
deepest among all the ∆(αiγi), and d(αnγn) = n + 1. We conclude that both ∆(αn) and
∆(αnγn) are the deepest dimension trees of depth n+ 1, and thus 
.fin.dim(Λ)  n+ 1.
So, the bound for the finitistic dimension obtained this way is just the exact value. The
dimension tree ∆(αn) is a linear quiver
• −→ •−→ · · · −→ •−→•
with n + 2 vertices. Its vertices are to be labelled, in descending order, by the vertices
2n+ 1,2n,2n− 2, . . . ,6,4,2,1 of the algebra, and its successive arrows are to be labelled
by the paths αn,αn−1βn−1, . . . , α1β1, α0, respectively.
Actually, since α0 is the unique left regular path in this example, if applying Bottomup
to this one, one can find almost immediately the deepest dimension tree ∆(αn) or ∆(αnγn)
or the both.
Example 3.2. Suppose the quiver Γ is the oriented cycle with n vertices (Fig. 2). Let Λ be
the monomial algebra with minimal relations consisting of all paths of length n− 1 except
the one starting at vertex n, then 
.fin.dim(Λ)=2(n− 1)− 1. In other words, the finitistic
dimension is one less than twice the number of all paths in the minimal relations but with
length n− 1.
Proof. We introduce the notation ai for the arrow from vertex i− 1 to i (all modulo n, so
a0 = an). First note that the only left regular path is the arrow a1. Then, using Bottomup we
can find easily the unique deepest dimension tree ∆(an−1), which is again a linear quiver,
this time with 2n− 2 vertices and 2n − 3 arrows. In ascending order, denote the arrows
of ∆(an−1) by p0,p1, . . . , p2n−2. Then the reader can verify that p2m and p2m+1 have to
be labelled with the paths am+1 and amam−1 . . . am+3 (where a0 = an, etc.), respectively.
Therefore, one can see immediately 
.fin.dim(Λ) 2n− 3. By Theorem 2.2, we conclude

.fin.dim(Λ)= 
.Fin.dim(Λ)= 2(n− 1)− 1. ✷
We point out that the above result is not always true for the algebra with minimal
relations consisting of all paths of any fixed lengthm 2 except the one starting at vertex n.
For example, suppose quiver Γ is as shown in the above example with n= 5. Let m be 3,
3  4  5

6

7. . .n− 3n− 2n− 1

n

1  2 
Fig. 2. The quiver Γ .
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
α4
4
β4

3

7
γ2
α3

β3

2
α2
β2


 1
γ
Fig. 3. The quiver Γ .
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
5 1st level
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4 4 2nd level


 


3 3 3 3rd level


7 4th level


3
7


7


7

  








2 2 222 2 22
   
1 1 1 5th level11 1 11
Fig. 4. Dimension tree.
then the unique deepest dimension tree ∆(p) can be easily found from the quiver, where
p = 3← 2. However, this dimension tree has only depth of 3.
The dimension trees in the above two examples are both linear. The following two
examples are designed to illustrate some nonlinear cases.
Example 3.3. Suppose the quiver Γ is as shown in Fig. 3. If the ideal I = 〈paths of
length 2〉 and Λ= kΓ/I , then 
.Fin.dim(Λ)= 5.
Note first that α is the unique left regular path. Using Bottomup as before, we get the
deepest dimension tree ∆(α) as shown in Fig. 4. So, we have 
.Fin.dim(Λ) 5. Actually,
they are equal.
Example 3.4. The quiver Γ is given as shown in Fig. 5. The ideal I is defined such that
(1) I contains all cycles in Γ , and (2) the projective indecomposables Λe1, . . . ,Λe9 have
socles (isomorphic to) S6 ⊕ S6, S6, S6, S1, S2 ⊕ S7, S3 ⊕ S8, S6, S1, S2 ⊕ S7, respectively,
where Sn is the simple module at the vertex n.
123

4  5  6

 7  8

9
Fig. 5. The quiver Γ .
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in Λ. Using Bottomup, we can easily find the two dimension trees ∆(α) and ∆(β) out of
the quiver, where α = 7← 1← 6, β = 2← 1← 6. Letting γ denote path 6← 9← 8 and
noting that L(γ )= {α,β}, we then form a higher dimension tree ∆(γ ), one of the several
deepest dimension trees. By further using Theorem 2.2, we see 
.fin.dim(Λ)= 7.
Instead of displaying ∆(γ ), we write out the minimal projective resolution determined
by ∆(γ ) as follows:
Λe7 ⊕Λe2 ↪→ Λe1 →Λe8 ⊕Λe3 ⊕Λe2 ⊕Λe7 →Λe1 ⊕Λe1 →Λe9 ⊕Λe4
→ Λe7 ⊕Λe2 →Λe6 →Λe8 X,
where X = Λe8/Λγ . From Remark 2.1, using the projective resolution, one can easily
construct ∆(γ ).
4. Algebras of finitistic dimension at most one
In this section, we will give several simple but useful sufficient conditions for finitistic
dimension at most 1. Combining these conditions with a result of Bass [1] (see also [4]),
we can decide easily whether the finitistic dimension is exactly 0 or 1.
Theorem 4.1. If each arrow a in a monomial algebra Λ has nonzero left annihilator in
ΛeE(a) (i.e., a is not left regular), then the big left finitistic dimension of Λ is at most 1.
Proof. Any path p ∈ P with length l(p)  1 has the form p = aq for some arrow a,
therefore has nonzero left annihilator, and thus is not left regular. From this, we conclude
that Λ has no finite dimension tree, and thus the result comes from (c) of Theorem 2.1. ✷
An easy result of this is the following:
Example 4.1 [4]. The quiver Γ is as shown in Fig. 6, the ideal I = 〈βγ,αδ, γ α, δβ〉 and
Λ= kΓ/I , then 
.fin.dim(Λ)= 1.
A quiver is cyclically connected if every pair of distinct vertices lies on at least one
oriented cyclic path.
The following two corollaries are immediate results of Theorem 4.1.
Corollary 4.1. Suppose quiver Γ is cyclically connected and Λ is any monomial algebra
defined over Γ . Then the big left finitistic dimension of Λ is at most 1.
13
δ
β


α
γ
2


Fig. 6. The quiver Γ .
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connected, then the relation ideal I can be chosen as follows:
(1) I is generated by all paths of some fixed length m 2;
(2) I = 〈c, γ n | ∀c ∈ C,∀γ ∈ L,n  2〉, where C, and L are the sets of all cycles and,
respectively, all loops in Λ;
and so on.
Corollary 4.2. Suppose Λ is a monomial algebra defined over quiver Γ which contains no
sink, then 
.Fin.dim(Λ) 1.
Proof. As assumed, Λ is monomial, so any nonzero path in Λ is of finite length. By the
condition here, each edge will be an initial segment of some path, nonzero in Γ but zero
in Λ. Thus the result follows immediately from Theorem 4.1. ✷
It is not hard to construct examples to illustrate the scenario of each case. For details,
we refer the interested reader to [3].
We will now give two examples to show that if the condition of Theorem 4.1 fails, the
finitistic dimension can be one, or greater than one.
In both algebras Λ= kΓ/I , take Γ to be the cyclic quiver with vertices 1,2,3,4,5 and
arrows (as in Example 3.2) ai from i − 1 to i .
In the first example, let I be the ideal generated by all the 5-cycles and the path
p = a4a3a2. Then, with Bottomup all the three deepest dimension trees ∆(a0) (a5 = a0),
∆(a1), and ∆(a1a0) of depth of 1 can be easily found from the quiver. It is then easy to
check 
.Fin.dim(Λ) = 1. Clearly, the condition is violated in this case, since arrow a1 is
left regular.
In the second example, let I be the ideal generated by all the 10-cycles and by the same
path p. Then, still with Bottomup we find that one of the several deepest dimension trees,
∆(a2), defines a projective resolution for X as follows: Λe4 ↪→Λe2 →Λe1 →X, where
X =Λe1/Λa2. By Theorem 2.2, we have 
.fin.dim(Λ)= 
.Fin.dim(Λ)= 2.
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