We thank the authors of the three commentaries (Draganski and Kherif, 2012; Erickson, 2012; Fields, 2012) for their thoughtful responses to our critical review of evidence for training-dependent structural plasticity in the adult brain . Rather than respond to every issue raised, here, we focus on key agreements and disagreements and at the same time clarify our position.
The main contention of our review was the need to be cautious in evaluating the current MRI evidence for human structural plasticity due to the potential for confounding factors, small effect sizes, and the lack of clear and consistent replication. We focused on 20 published MRI studies, but it is worth noting that since our review was accepted for publication, at least nine more have been published (Bueti et al., 2012; Colom et al., 2012; Gryga et al., 2012; Mackey et al., 2012; Mårtensson et al., 2012; Sagi et al., 2012; Schlegel et al., 2012; Tang et al., 2012; Voss et al., 2012) . There is certainly strong agreement on the potential importance of the reported findings, but opinions clearly differ on the assessment of the current literature.
Critically, we were not condemning or rejecting studies but providing an objective assessment of the strength of the evidence, highlighting the need for more rigorous design and analyses to confirm the findings of earlier studies and move the field forward. As Erickson (2012) notes, it is difficult to have an in-depth discussion of structural plasticity and assess the importance of factors such as duration of training, age and training paradigm, without having demonstrably robust and reliable results.
We are not using an "appeal to the majority" (Fields, 2012) , but appealing to the strength of the prevailing evidence. Nor are we using a "negative study" (Thomas et al., 2009) to call "into question all the others reporting positive findings" (Fields, 2012) . While we completely acknowledge the hazards of interpreting negative findings, the significance of the study by Thomas and colleagues is not so much in its null result, but in demonstrating how subtle changes in the analysis pipeline can produce dramatic changes in the results observed. Finally, we are not advocating throwing out the existing data, and suggest that the strength of the evidence could be improved by simply reanalyzing existing data using more stringent statistical criteria.
As we noted in the review, a major challenge for MRI-based imaging of structural plasticity is to explicate the underlying biological substrate. Conventional structural MRI methods like T 1 -weighted NeuroImage 73 (2013) [265] [266] [267] imaging do not offer any insight on the nature of the structural change induced by training. In this respect, we fully agree with Draganski and Kherif (2012) that quantitative techniques like diffusion MRI (Jones, 2010) , T 1 -T 2 relaxometry (Deoni et al., 2008) , and voxel-based quantification (Draganski et al., 2011) have the potential to greatly improve our understanding of structural plasticity. However, it is important to embrace these techniques with caution. Sources of measurement error need to be considered, and the reproducibility of the various quantitative measures should be firmly established (Deoni, 2010; Marenco et al., 2006) . Importantly, regardless of the specific measure, the concerns we raised about design and analysis of studies still apply.
We argued for the importance of a well-matched control condition in assessing evidence for structural plasticity. Although the need for a control condition is well established in many different domains, including functional MRI, it could be argued that a control group is unnecessary for short-term studies of adult structural plasticity since changes in structure would ordinarily not be expected in healthy individuals. However, this argument makes the assumption that measurements of brain structure are accurate, reliable and noise-free. Unfortunately, this is not the case, and a control condition helps guard against any potential confounding factors such as scanner-related performance (Johansen-Berg, 2011). Specifically, MRI provides indirect measures of brain structure and is susceptible to a number of potential confounds including subject motion (Pierpaoli, 2011) , cardiac pulsation (Walker et al., 2011) , level of hydration (Streitbürger et al., 2012) , and may also be affected by the inhomogeneities in the B1 field which can themselves change over time (Draganski and Kherif, 2012) . Fields (2012) suggests that in repeated-measure designs, each subject is its own control. But this ignores the fact that the measure of interest is the change between time points and the purpose of a control is to assess the variation that can occur in the absence of the specific intervention being tested. Fields (2012) adopts an analogy of blood pressure before and after taking a medication. But it is critical to realize that without a control condition in which blood pressure is monitored without the medication, any changes in blood pressure could reflect measurement error or any one of a number of possible confounding variables such as temperature, time of day, stress, posture, caffeine intake or activity immediately prior to testing. Well-matched control groups provide an estimate of the reliability of repeated measures and take into account any potential uncontrolled factors.
Of course, as Fields (2012) notes, if noise and artifacts are distributed randomly, this should not be a concern. However, with the relatively small sample sizes used in typical MRI studies of structural plasticity and the search across thousands of voxels, an imbalance in any of a number of factors could produce artifactual results. It is important to note that our concern is not specifically about statistical thresholds. Statistical thresholds are important and it is clear that entirely spurious effects can be observed without appropriate correction (Bennett et al., 2009 (Bennett et al., , 2011 . Crucially, results arising from systematic biases in uncontrolled factors are not strictly spurious but reflect real effects in the data unrelated to the manipulation of interest and may survive even conservative statistical correction (Streitbürger et al., 2012; Walker et al., 2012) . Without taking into account the possibility for such confounding factors in the design and analysis of a study, their potential impact cannot be ruled out.
We argued that in a between-groups design, the critical test is the interaction between group (trained/untrained) and time point (pre/ post-training). As Draganski and Kherif (2012) rightly point out, alternative approaches include a simple test between groups on the difference scores between pre-and post-test data or an ANCOVA including pre-training scores as a covariate. That said, in a group by time point ANOVA, while the main effect and interaction effect are orthogonal with equal samples per condition, prior selection of the data can dramatically distort the results. In particular, if voxels are first selected for a main effect, especially within one group only (Scholz et al., 2009; Tang et al., 2010; Woollett and Maguire, 2011) , before testing the interaction, the results will be biased toward the effect in that group and the likelihood of finding an interaction will be artifactually elevated (Kriegeskorte et al., 2009 ). Importantly, re-analysis of existing data avoiding selection biases could address this concern and potentially demonstrate the robustness of the results.
Both Draganski and Kherif (2012) and Fields (2012) question our concern about the small effect sizes typically reported, suggesting that we are conflating "spatial resolution and spatial precision". In both cases, the commentaries are highlighting the necessity of averaging in detecting any structural changes. We are not, as Fields (2012) implies, suggesting that values below the unit of measure are uninterpretable. We are simply pointing out that differences below the resolution of the technique gleaned from single observations in each participant are wholly dependent on averaging across participants. This dependence implies that a significant effect can be observed even if a clear majority of the participants show no change, which, combined with the sheer number of comparisons being run, suggests that caution is needed and converging evidence and replications are paramount. Given the lack of replication in the literature using even similar paradigms (May and Gaser, 2012; , this caution appears to be warranted.
In light of the concerns we raised, it is worth highlighting that some of the recently published studies adopt design and analyses along the lines we advocate. For example, in a study of possible structural changes during training for the Law School Admission Test (LSAT), difference scores between time points were tested between training and control groups, and possible confounding factors related to stress and amount of sleep were evaluated (Mackey et al., 2012) . Further, an investigation of spatial layout learning in the context of a racing game compared participants trained on a single track (who could learn the layout) with participants trained on multiple different tracks (matched for all other aspects of the training) (Sagi et al., 2012) . At the same time, it is important to maintain a critical outlook. For example, while subjects training for the LSAT appeared to show changes in measures of diffusivity in frontal and parietal cortex, the lack of effects in a VBM analysis fails to replicate earlier findings in a similar study of students studying for a medical exam (Draganski et al., 2006) . Further, it is still appropriate to question whether changes in MRI measures that are so widespread (~5000 voxels, Mackey et al., 2012) or over a very short duration (90 min of training, Sagi et al., 2012) are believable or whether they might reflect the impact of confounding factors (Erickson, 2012) .
Fields argues that, "Publication bias toward positive results is appropriate and necessary because negative findings provide no logical conclusion", but a bias towards positive results may be detrimental for scientific progress and may come at an exorbitant cost (Bennett et al., 2009; Ioannidis, 2011 ) (see http://www.psychfiledrawer.org). We are proponents of removing barriers to publication (Kravitz and Baker, 2011) and publishing both positive and negative findings, but a crucial part of such a vision is an active scientific community that critically evaluates the literature.
Ultimately, the goal of our review was to critically assess the strength of the existing evidence for training-dependent structural plasticity, subjecting all studies, whether positive or negative, to the same level of scrutiny that Fields (2012) employs to one of the 'negative' studies. We concluded our review with the suggestion that the strongest evidence concerns structural changes in the hippocampus. This is not only because the study we highlighted (Erickson et al., 2011) adopted rigorous design and analyses but because the findings are complemented by converging evidence from cross-sectional human MRI studies (Maguire et al., 2000 (Maguire et al., , 2006 Pereira et al., 2007; as well as animal studies using multiple techniques including combinations of both histology and MRI (Blumenfeld-Katzir et al., 2011; Lerch et al., 2011) . Focusing on the strength of the evidence and pursuing careful experimental design, rigorous data analysis, and some healthy skepticism can help fortify our understanding of adult structural plasticity.
