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totalen Gewinnerwartungen handelt und dass 
sich beide Gewinnerwartungen auf unter-
schiedliche Stufen des Vorgangs beziehen.
→ dass nicht erkannt wird, dass es einen obers-
ten Betrag geben muss und dass die bedingte 
Gewinnerwartung von 1,25 G für diesen Be-
trag nicht gilt. 
Alle Denkfallen lassen sich durch die Anfertigung 
eines Baumdiagramms vermeiden und aufdecken. 
Durch das Baumdiagramm muss der betrachtete Zu-
fallsvorgang systematisch in einzelne Schritte zerlegt 
werden und es entsteht ein vollständiger Überblick 
über alle möglichen Ausgänge – bereits das verrin-
gert die Unsicherheit deutlich. Hinzu kommt, dass be-
dingte Wahrscheinlichkeiten direkt abgelesen werden 
können und ersichtlich wird, auf welches Vorereignis 
sie sich jeweils beziehen. Bedingte Wahrscheinlich-
keiten werden so weniger leicht fehlinterpretiert – die 
Ursache vieler Trugschlüsse. 
Baumdiagramme spielen eine Schlüsselrolle beim 
sicheren Lösen von Wahrscheinlichkeitsproblemen; 
nicht nur bei bedingten Wahrscheinlichkeiten son-
dern in der gesamten Schulstochastik, bis hin zu den 
Themen Testen und Schätzen von Wahrscheinlichkei-
ten (Bartz 2008). Es ist zu wünschen, dass das Poten-
tial der Baumdiagramme in der Didaktik noch stärker 
als bisher genutzt wird.
Anmerkungen
1 Grams T.: www2.hs-fulda.de/~grams/dnkfln.htm. Die 
Formulierung des Problems wurde von dieser sehr le-
senswerten Website übernommen, die eine Sammlung 
stochastischer Denkfallen und Paradoxa enthält.
2 http://de.wikipedia.org/wiki/Umtauschparadoxon
3 In diesem interessanten und umfassenden Aufsatz 
wird vor allem darauf eingegangen, wie mit Hilfe von 
geeigneten Zufallszahlen oder mit vorher festgelegten 
Werten eine geschickte Manchmal-Wechsel-Strategie 
realisiert werden kann.
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Hypothesentest und bedingte Wahrscheinlichkeit
RENATE MOTZER, AUGSBURG
Zusammenfassung: Schülerinnen und Schüler wer-
den im Lauf des Stochastikunterrichts meist mit 2 Ar-
ten von Tests konfrontiert: Test, in denen ein Einzelner 
sein Risiko abschätzt (z. B. eine bestimmte Krankheit 
in sich zu tragen) und Tests, bei denen eine Hypothese 
über eine bestimmte Wahrscheinlichkeit (z. B. Wirk-
samkeit eines Medikaments) beurteilt werden soll.
Bei beiden Arten von Tests können wie bei jedem Test 
Fehler auftreten. Doch gibt es noch mehr Gemein-
samkeiten bei diesen Arten von Tests? Können sie da-
her im Unterricht analog behandelt werden?
1 Die Gemeinsamkeiten: Es gibt zwei 
Arten von Fehlern
Da ich im vergangenen Schuljahr auf das Thema be-
dingte Wahrscheinlichkeit viel Wert gelegt habe und 
die Schülerinnen und Schüler sich in diesem Zusam-
menhang einige Aufgaben zur Deutung eines medizi-
nischen Tests bzw. von Zeugenaussagen u.ä. erarbei-
tet haben, stellte sich für einige die Frage, ob es sich 
nicht bei Hypothesentests um ähnliche Phänomene 
handelt. In beiden Fällen werden Tests gemacht und 
es kann zwei Sorten von Fehlern geben. Die Situation 
kann jeweils durch eine Vierfeldertafel oder durch 
ein Baumdiagramm dargestellt werden. 
Soweit die Gemeinsamkeiten. Vor ein paar Jahren 
wurde diskutiert, wie weit man diese Analogie im Un-
terricht fruchtbar machen kann und soll (vgl. Krauss 
und Wassner 2001 und Diepgen 2002). Krauss und 
Wassner sprechen sich vor allem deswegen dafür aus, 
weil den Schülerinnen und Schülern klar gemacht 
werden soll, dass der Fehler 1. Art und der Fehler 2. 
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Art beim Signifikanztest nur bedingte Wahrschein-
lichkeiten sind. Dieses wird in der Deutung nicht nur 
von Schülerinnen und Schülern, sondern auch von 
Erwachsenen, die in ihrem Beruf mit Tests zu tun 
haben, oft missverstanden. Diepgen spricht sich eher 
gegen eine analoge Behandlung aus, weil die Frage-
stellungen und die nötigen Berechnungen doch sehr 
unterschiedlich sind. 
Da auch meine Schülerinnen und Schüler große 
Schwierigkeiten in der Deutung der Fehler beim Hy-
pothesentest haben, habe ich mich dafür entschieden, 
die Parallelen und die Unterschiede der beiden Te-
starten bewusst zu thematisieren. Wenn dann hängen 
bleibt, dass der Fehler 1. und 2. Art bedingte Wahr-
scheinlichkeiten sind, ist aus meiner Sicht durchaus 
etwas gewonnen. 
Wenn man andererseits bei Wikipedia schaut, wird 
der Fehler 1. Art analog zu einem „falsch positiven“ 
AIDS-Test eingeführt (auch wenn das ein zugehöriger 
Kommentar zu Recht kritisch sieht). Eine Schülerin 
hat dies in einem Referat im Unterricht eingebracht, 
so dass die Frage der Mitschüler nach dem Zusam-
menhang der Testarten noch berechtigter wurde. 
Man findet bei wikipedia unter „Fehler 1. Art“1:
In der Statistik besteht beim Testen von Hypothesen ein 
Fehler 1. Art darin, eine Nullhypothese zurückzuwei-
sen, obwohl sie wahr ist (beruhend auf falsch-positiven 
Ergebnissen). Man nennt diesen Fehler auch α-Fehler. 
Mathematisch formuliert bezeichnet er die Wahrschein-
lichkeit, dass die so genannte Null- bzw. Ausgangshy-
pothese „H
0
“ abgelehnt wird, obwohl sie richtig ist.
Die Ausgangshypothese H
0
 ist hierbei die Annahme, 
die Testsituation befinde sich im „Normalzustand“, 
das kann zum Beispiel heißen: der Patient ist gesund, 
der Angeklagte ist unschuldig oder die Person hat Zu-
gangsberechtigung. Wird also dieser „Normalzustand“ 
nicht erkannt, obwohl er tatsächlich vorliegt, handelt es 
sich um einen Fehler 1. Art. Beispielsweise wird eine 
Person zu Unrecht als krank bezeichnet, obwohl sie 
tatsächlich gesund ist. Falsch Positive (englisch: false 
positives) sind in diesem Fall zu Unrecht als krank be-
zeichnete Gesunde.
Ich plädiere hier nicht dafür, Wikipedia-Artikel zur 
Grundlage des Unterrichts zu machen. Wenn sich 
Schülerinnen und Schüler jedoch mit einigen Aspek-
ten der Schulmathematik selbstständig beschäftigen, 
können sie leicht auf diese Artikel stoßen.
Auch kann eine Diskussion solch eines Wikipedia-
Artikels im Unterricht dazu beitragen, bei den Schü-
lerinnen und Schülern die Einsicht zu fördern, dass 
im Internet fachliche Begriffe manchmal falsch oder 
zumindest missverständlich dargestellt sein können. 
2 Unterschiede
in der Aufgabenstellung
Trotz der Analogie der möglichen Fehler gibt es we-
sentliche Unterschiede bzgl. der Verwendung der 
beiden Testarten.
Macht ein Einzelner einen medizinischen Test, so 
geht es ihm um seine persönliche Gesundheit. Die 
Fehler 1. und 2. Art sind schon bekannt (bzw. die 
Spezifität 1 – α und Sensitivität 1 – ). Sie wurden 
in statistischen Tests (bei anderen Patienten) ermittelt 
und dürfen als gegeben vorausgesetzt werden. Nun 
wird ermittelt, mit welcher Wahrscheinlichkeit ein 
positiver Test bei dieser einen Person eine wirklich 
vorhandene Krankheit anzeigt. 
Beim Hypothesentest wird i. A. die relative Häufig-
keit für eine größere Gruppe untersucht.
Um wiederum ein Beispiel aus dem medizinischen 
Bereich heranzuziehen: Welchem Anteil der Behan-
delten hilft ein bestimmtes Medikament/eine be-
stimmte Therapie?
Es wurde ein neues Medikament/eine neue Therapie 
entwickelt. Hilft sie mehr Menschen als die bisherige 
Standardtherapie?
Ob sie einem Einzelnen hilft, kann man dabei rela-
tiv leicht feststellen. Ob im anderen Fall jemand den 
Krankheitserreger in sich trägt oder nicht, weiß man 
(noch) nicht und will dies durch den Test in Erfah-
rung bringen, wobei der Test aber fehlerhaft sein 
kann. Das Risiko liegt also hier in einem falschen 
Testergebnis, während beim Hypothesentest das Ri-
siko in einer falschen Interpretation eines (eindeuti-
gen) Testergebnisses (in der untersuchten Gruppe hat 
es … Teilnehmern geholfen) liegt. 
3 Gegenüberüberstellung anhand 
eines Baumdiagramms 
Als Baumdiagramm stellen sich die beiden Situatio-
nen so dar: 
1 – p           p
Hypothese H
0
 trifft zu Gegenhypothese H
1
 trifft zu 
 1 – α    α      1 – 









Beim medizinischen Bayes-Test eines Einzelnen (H
0
: 
Der Patient trägt die Krankheit nicht in sich) hängt 
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die Bewertung eines positiven Testergebnisses nicht 
nur von α und  ab, sondern ganz wesentlich von p, 
d. h. der Prävalenz, dem Prozentsatz der (untersuch-
ten) Personen, die die Krankheit wirklich in sich tra-
gen. 
Will man wissen, mit welcher Wahrscheinlichkeit je-
mand fälschlicherweise ein positives Testergebnis er-
hält, so berechnet man den Anteil aller, die ein positi-
ves Testergebnis bekommen: (1 – p) · α (jemand hat 
die Krankheit nicht und erhält trotzdem ein positives 
Ergebnis) + p · (1 – ) (jemand hat die Krankheit und 
erhält ein positives Ergebnis).
Von dieser Gesamtmenge bestimmt man nun den An-
teil derer, die fälschlicherweise ein positives Ergeb-
nis bekommen: 
p(„gesund trotz positivem Test“) =
 
α · (1 – p)
  ___________________  α · (1 – p) + p · (1 – )
Dass es didaktisch vorteilhaft ist, hier mit natürlichen 
Häufigkeiten statt nur mit Wahrscheinlichkeiten bzw. 
relativen Häufigkeiten zu arbeiten, ist vielfach her-
ausgestellt worden (u. a. auch von Krauss & Wassner 
2001). Auf diesen Aspekt der unterrichtlichen Be-
handlung will ich hier nicht weiter eingehen, sondern 
ihn voraussetzen. 
Bei einem Hypothesentest gibt es kein p, sondern 





zutreffen kann, aber nicht für manche 
H
0
 und für andere H
1
: entweder hilft das neue Medi-
kament mehr Menschen oder nicht. 
α und  sind jedenfalls nur bedingte Wahrscheinlich-
keiten und geben Auskunft über die Wahrscheinlich-





Sie geben aber keine Aussagen über die Wahrschein-
lichkeiten von Hypothesen. Dazu müsste man z. B. 
etwas über die Prävalenz von H
1
 wissen.
Beck-Bornholdt und Dubben 2003 versuchen in dem 
Buch „Der Schein der Weisen“ die beiden Testarten 
zusammenzubringen. Sie unterstellen eine Gesamt-
heit von Studien und geben für p den Anteil der Stu-
dien, die sich mit neuen Medikamenten/Therapien 
beschäftigen, die wirklich besser sind als die bishe-
rigen. 
Mit α = 5 % und  = 20 % können sie für den Fall 
von p = 10 % errechnen, dass die Wahrscheinlich-
keit, dass bei einem positiven Studienergebnis die 
neue Behandlung tatsächlich besser ist, bei 64 % 
liegt. (vgl. S. 197, wobei dort ein zweiseitiger Test 
angewendet wird und daher bezogen auf das obige 
Baumdiagramm mit α = 2,5 % gerechnet wird, was 
am Schluss zu einer Wahrscheinlichkeit von 78 % 
führt).
H. Wirths (2005) beschreibt einen Weg vom Baumdi-
agramm, das Bayes-Probleme löst, zu einem Baum-
diagramm, das den Alternativtest behandelt, wobei er 
für beide Alternativen p = 0,5 ansetzt. 
Eine meiner Schülerinnen fragte, ob denn nicht H
1
 
das Gegenereignis zu H
0
 sei und man daher nicht 
bei den Fehlern  = 1 – α rechnen dürfe. Ich konnte 
ihr bzgl. der Feststellung „Gegenereignis“ durchaus 
recht geben, aber da kein p bzgl. der oberen Verzwei-
gung da ist, kann man auch nicht 1 – p für die andere 
Verzweigung rechnen. Die Fehlerwahrscheinlichkei-
ten haben damit gar nichts zu tun und müssen anders 
berechnet werden.
Vor allem beziehen sich die beiden Fehler auf un-
terschiedliche Ergebnisse des Tests. Liegt ein Test-
ergebnis vor, kann nur noch einer der beiden Fehler 
gemacht werden. 
4 Bestimmung des Annahme- 
bzw. Ablehnungsbereichs beim 
Signifi kanztest
Die Aufgabe, den Annahme- bzw. Ablehnungsbereich 
zu bestimmen, wenn man insgesamt jeweils n Patien-
ten untersucht, ist damit noch nicht angegangen.
Diese (in der Schule) übliche Frage zum Signifi-
kanztest hat nicht direkt mit den Fragen zur beding-
ten Wahrscheinlichkeit zu tun, wie sie im Baumdia-
gramm dargestellt ist.





“ konkret durchzuführen ist. 
Beim medizinischen Bayes-Test hat diese Frage 
nichts mit einer (vom Schüler durchzuführenden) 
Rechnung zu tun, sondern wird von dem Labor be-
antwortet, das die Blutprobe o. ä. untersucht.
Beim Hypothesentest haben die Schülerinnen und 
Schüler meist das Finden der Entscheidungsregel im 
Unterricht zu leisten (häufig unter Zuhilfenahme des 
Tabellenwerks).
Man könnte freilich, wenn denn ein konkretes Mess-
ergebnis vorliegt, daraus auch auf α (und wenn eine 
quantifizierbare Gegenhypothese vorliegt auch auf ) 
schließen. Krauss und Wassner nennen diesen Wert 
von α den P-Wert, während das Signifikanzniveau α 
ein vorgegebener Wert ist, so dass gelten soll: der P-
Wert sollte kleiner als α sein (häufig wird für α 5 % 
gewählt).
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Bsp.: n = 100. Die Hypothese heißt: Die neue Me-
thode hilft höchstens 40 %, Gegenhypothese: Sie 
hilft mehr als 40 % (mindestens 50 %). 
Die neue Methode hat beim Test 47 Patienten ge-
holfen. 
Ist sie wirklich besser als die alte Methode (die 
etwa 40 % geholfen hat)?
Wählt man den Annahmebereich ganz knapp so, dass 
47 gerade noch dazugehört (und man daher schließen 
würde: „Nein, die neue Methode ist nicht besser.“), 
so gilt: α = 1 – 0,9362 = 6,38 % und  = 30,87 %, 
wobei man mit dieser Entscheidung für H
0
 nur den 
-Fehler machen kann. 
Wählt man den Annahmebereich ganz knapp so, dass 
47 nicht mehr dazu gehört, so gilt: 
α = 1 – 0,9070 = 9,3 % und  = 24,21 %, wobei man 
mit dieser Entscheidung für H
1 
nur den α-Fehler ma-
chen kann.
Jedenfalls ist das Ergebnis nicht signifikant, wenn 
man als signifikant nur die Untersuchungen bezeich-
net, bei denen das Ergebnis zum Ablehnungsbereich 
gehört, wobei α höchstens 5 % ist. 
Wäre die Methode bei 49 Personen erfolgreich gewe-
sen, ergäbe sich α = 1 – 0,9577 = 4,23 %.
Ab 49 Personen wäre das Ergebnis also signifikant.
Hier das Histogramm für H
0
 (40 %). Dunkel gekenn-
zeichnet ist der Ablehnungsbereich, wenn man das Si-
gnifikanzniveau 5 % vorgibt (exakter Wert 4,23 %). 
Der Ablehnungsbereich beginnt bei 49.





Das folgende Histogramm gibt H
1
 (mit 50 %) an. Der 
-Fehler beträgt max. 38,22 %. 






Der Vergleich der Fragestellungen, die bei Bayes-
Aufgaben bzw. bei Aufgaben zum Hypothesentest 
eine Rolle spielen, anhand eines Baumdiagramms 
kann Schülerinnen und Schüler helfen, die Zusam-
menhänge der beiden Testarten zu erkennen (dass je-
weils 2 Arten von Fehlern möglich sind), aber auch 
die Unterschiede in den Fragestellungen. Einsichtig 
kann dabei werden, dass man beim Hypothesentest 
nichts über die Wahrscheinlichkeit der Hypothesen 
sagen kann, sondern nur über die Wahrscheinlichkeit, 
dass bestimmte Daten auftreten, wenn die eine oder 
andere Hypothese zutrifft.
Beide Testarten sind für Schülerinnen und Schüler 
nicht einfach zu verstehen. Ihnen sollte aber im Un-
terricht große Aufmerksamkeit zukommen, da die dort 
behandelten Fragen durchaus alltagsrelevant sein kön-
nen. Um eine Ahnung davon zu haben, was es heißt, 
dass ein Untersuchungsergebnis signifikant ist, ist es 
gut zu wissen, dass dem eine bedingte Fehlerwahr-
scheinlichkeit von höchstens 5 % zugrunde liegt. Dass 
solch eine bedingte Wahrscheinlichkeit aber nicht die 
in der Situation wirklich gefragte Wahrscheinlichkeit 
ist, kann man wiederum den Bayes-Aufgaben entneh-
men. Daher lohnt sich auch beide Testverfahren an-
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