Abstract. Annealing of general iterative stochastic schemes is studied by using Wentzell's large deviation theory. The convergence of this algorithm is shown under some conditions. The closed form of the critical constant is specified in terms of its potential function of the mean model.
1. Introduction. Adaptive algorithms with stochastics appear frequently in various applications, such as learning algorithms [17] , optimization (simulated annealing [16] , genetic algorithms [9] , evolution computation [15] ), neural networks [12] , system identification, adaptive controls, signal modeling, filtering, and transmission [12] , [21] . The function of these algorithms is to adjust a state vector (or monitored parameter vector) X n for specifying the system considered, where n refers to the time of observation of the system. In most cases of applications mentioned above, the rule used to update X. will typically be of the form X n+1 = X n + r n b (X n , ξ n ) , (1.1) where {r n } is a sequence of small gains and ξ n is the input of the system at time n, either deterministic or stochastic. These algorithms have been studied (see [1] and references therein). It is shown that they do not always converge to the desired result. For instance, when a cost (or, say, potential) function U (x) is given, the algorithm will be constructed by the method in [1] ; however, it isn't always successful in finding an element in the set S = {z ∈ R d , U (z) = min x∈R d U (x)}. To avoid getting trapped in local minima, stochastic perturbation is added as follows:
X n+1 = X n + r n b (X n , ξ n ) + h n ζ n , (1.2) where ζ n is a sequence of independently and identically distributed (i.i.d.) random variables. Borrowing the idea of annealing process in statistical mechanics, it is called the simulated annealing algorithm [16] .
In various special cases, the asymptotic behavior of (1.2) as n → ∞ has been studied in [18] , [6] , [7] , [19] , [20] . In [18] , the global optimization result is achieved for the case of b (X n , ξ n ) = −∇U (X n ), h n = r n and ζ n = W n being i.i.d. Gaussian random variables. In [19] , using the result of Dubrushin for inhomogeneous Markov chains, the convergence result is achieved, in which the appropriate choice of {r n } depends on the distribution of ξ n . One of the cases which can be represented explicitly is that ξ n is also Gaussian; in this case, {r n } is the solution of the equation cr n / ln r n = 1/ ln n and h n = −1/ ln r n with a large constant c. The model with ζ n = W n , b (X n , ξ n ) = −∇U (x) + ξ n and r n = A/n, h n = B/ (n ln ln n) is studied in [6] , [7] , and based on the result of [3] , the following result is obtained: If U (x), {ξ n } are suitably behaved and B/A > Λ (a constant depending only on U (x)), then X n → S in probability as n → +∞.
Similar to (1.2) , the stochastic differential equation in continuous time
is studied, which is a rather familiar model in probability theory called a Langevintype Markov diffusion. Especially, [14] gives a comprehensive observation of the large time behavior of (1.3), where Hwang and Sheu's main result can be roughly stated as follows: Under some mild conditions on U (x) and c t = c/ ln t for large t, there exist Λ, d
* > 0 such that, when c > Λ, for f ∈ C b R d , E 0,y (f (X t )) → f (x) µ (dx) as t → +∞ uniformly for y in a compact set, where µ(dx) is the weak limit of the measures uniformly for y in any compact set, where B (S, l) is the l-neighborhood of S, while for c < d * , (1.4) fails. The proof of these results is based on the large deviation estimates of small Gaussian perturbations of the dynamical system [5] .
The model of (1.2) in such a general form studied in the present article provides more flexibility for application. In fact, in many cases, the mechanism of systems is not as simple as those in [18] , [19] , where the increments of X at time n are only sums of ξ n and a function of X n . It often appears as a complicated multivariable function of ξ n and X n , e.g., in Kohonen's algorithm and many other algorithms. Hence a consideration for model (1.2) is not only of theoretical generality but also of practical significance. The work of [6] , [7] is based on this general form, while {r n } and {h n } therein are too restricted and there is a lack of information on the convergence rate of the algorithm. To obtain the corresponding results of asymptotic behavior in [14] for the model (1.2), the methods used in [6] , [7] , [19] , [14] , etc., seem not to be enough. Based on the idea of using large deviations theory to study simulated annealing for a finite number of states in [24] , we borrow the generalized large deviation theory of Wentzell [25] and then give a uniform treatment and convergence theorem which includes results in [6] , [7] , [19] .
In [14] , the critical constants Λ, d * (c * , d * in [14] ) are specified by a sequence of definitions connected with cycles, which become rather complicated to reveal their meaning through U (x). In [13] , Λ is identified by Λ = 2 sup
where ϕ belongs to the set of continuous routes which link x to y.
In the present article, under the conditions (1) b(x, y) is a bounded measurable function such thatb (x) = Eb (x, ξ n ) is uniformly continuous, (2) ζ n is an i.i.d. random sequence and Eζ n = 0, (3) {r n } and {h n } satisfy assumptions (A1)-(A3) in section 2 and (A4) (or (A4 ′ ), (A4 ′′ )) in section 3 (we will show that these assumptions do include a fairly wide class of {r n } and {h n }), the large deviation principle for the family of {X n } as n → +∞ is observed in section 3, which is used mainly as a tool to reach our goal.
The main result of this article is exploited in section 5: Ifb (x) has a potential function U (x), then under some restrictions on the behavior ofb (x) and b (x, ξ n ) at infinity ((B1)-(B3)), for {r n } in a wide class, one can always choose {h n } such that
as n → +∞ (1.5) uniformly for y in an arbitrary compact set F . Moreover, for the convergence of X n in the sense of (1.5), h n has to be chosen decreasing slowly enough. How slow this is depends on the order of r n . For instance, when r n = 1/n γ + o (1/n γ )(γ < 1), the critical rate of h n is c/ (1 − γ) n γ/2 ln n for c large enough. Furthermore, we identify the closed form of the lower bound d * of c for convergence:
which is analogous to that obtained for finite state processes in [11] , where
We also show that the convergence rate of the algorithm is not the same for different {r n } and {h n }. Moreover, changing {r n }, {h n } given in [6] , [7] will accelerate the convergence speed of the algorithm.
The materials in the appendix are devoted to exploiting the complicated definition of cycles.
Preliminaries.
We consider the following stochastic approximation model:
where {r n } is a sequence of small gains monotonically decreasing to zero, satisfying n r n = +∞, and {h n } also tends to zero monotonically. We also assume that {ξ n } and {ζ n } are i.i.d. random vectors respectively, and {ξ n } and {ζ n } are mutually independent.
Let us make some assumptions on {r n } and {h n }. Define t n and m (t) by
Assume that there are continuous functions k(s) and t(s) such that
where [·] is the function of taking the integer part.
(A1)-(A3) are too abstract for application. The following propositions and corollary show that in most cases we encounter, these assumptions are satisfied. PROPOSITION 2.1. If {r n } satisfies following conditions (1) there exists ǫ> 0, such that χ · r [χn] ≥ r n for large enough n and any χ ∈ (1, 1 + ǫ), (2) lim inf n→+∞ r n n (ln n) α > 0 for some α> 0, then the assumption (A1) holds and k(s) = 1, which implies assumption (A3) automatically.
Proof. For the case of r n = (ln n) α /n, we have t n ∼ (ln n) 1+α . Consider
which is equal to
For any s > 0, there exists N such that r m(tn+s) ≥ r n+n/ ln ln n for n > N . Hence
For general {r n } satisfying (1) and (2), there exist N and c ′ > 0 such that for n > N ,
holds. Similarly to (2.3), we obtain
which implies k(s) = 1, since by (1) we have
The proof is complete.
, and r n = c (ln n) α /n(α > 0) are typical examples satisfying the conditions of Proposition 2.1. COROLLARY 2.2. If r n =r n + o (r n ), where {r n } satisfies the conditions of Proposition 2.1, then the results of Proposition 2.1 hold.
Proof. The proof is immediate. PROPOSITION 2.3. If r n = c/n + o (1/n), then assumptions (A1) and (A3) are satisfied with k (s) = e −s/c and q (s) = c/ (s + c).
Proof. For any ǫ > 0, there exists N such that for n > N ,
and lim sup
for any ǫ and
Then we have
by (2.4), which shows
as N → +∞ and ǫ → 0, (2.5) i.e., q (s) = c/ (s + c). The proposition is proven.
Remark. If r n is given as Corollary 2.2, then assumption (A2) on {h n } can be also specialized as conditions of Corollary 2.2, and if r n = c/n + o (1/n), then for (A2) h n can be taken as c/(ln ln n)
3. Large deviation principle. In order to obtain the convergence properties of the model (2.1) under different choices of {r n } and {h n }, we investigate the FreidlinWentzell-type large deviation law of the following model:
In the cases of {r n } and {h n } satisfying the conditions of Corollary 2.2, we can take
Remark. The important role of G (N ) is clear if one realizes that for n < G (N ), we have X n+N = X N n , which is crucial for our argument in order to make use of Wentzell's powerful estimation of the large deviation principle [25] .
Let µ (du) be the probability measure of ζ 1 and ν(dv) be the probability measure of ξ 1 . We denote
where A ij is the inverse of the matrix (
. For later use, we cite the following result. LEMMA 3.1 (see [25, Theorem 3.3.2 ′ ]). Let the following conditions be satisfied:
d , and |z| < z 0 ,
(4) For |z| ≤ z 0 < +∞, sufficiently large N , and all t, x,
possesses the large deviation principle as N → +∞ and S 0,T {φ} is the action functional uniformly with respect to the initial point.
In the following theorem, the time scale kr N is used, which means that for any φ (t), the large deviation of
for large enough y with 0 < β < 1, l > 0. For bounded b (x, v), uniformly continuousb (x), and continuous q(s), if {r n } and {h n } satisfy assumptions (A1)-(A3) and
Proof. We need only to prove that conditions (1)- (4) of Lemma 3.1 are satisfied. For any k > 0,
When N is large enough, it is less than
To prove condition (2), we need to consider the limit of the term
The second term can be separated into the following two parts:
By the Hölder inequality and R n uµ (du) = 0, the second term of (3.14) tends to zero uniformly in t, x and |z| < z 0 as N → +∞, and the first part of (3.14) is
of which the first part approaches q (t)b (x) · z uniformly in t, x and |z| < z 0 as N → +∞, and the second one is bounded bỹ
the latter also goes to zero uniformly in t, x and |z| < z 0 as N → +∞. Now we consider the first term of (3.13). Since
it is not difficult to see that the first two terms tend to zero uniformly in t, x, and |z| < z 0 as N → ∞, and by (3.1) and (3.2), the limit of the third term is
uniformly in t, x, |z| < z 0 by a method similar to that above. Now, we verify
uniformly in t, x, |z| < z 0 . SeparatingṼ into two parts,
The first term of (3.16) is less than
which converges to zero uniformly in t, x, |z| < z 0 . Let us consider the second term of (3.16). It is less than
We can verify conditions (3) and (4) similarly. The theorem is then complete.
Remark. If Ee λζn < +∞ for some λ > 0, (A4) may be weakened to
If µ {u : |u| ≥ y} ≤ cy −β , β > 4, c > 0, (A4) should be more restricted by assuming
. But according to the time scale kr N , the action functional isn't invariant under time shift. To achieve a better form of the action functional, we consider another time scale. Let s (t) = t 0 q (u) du; then we have
, the set of Borel mappings from R to R d ; then we have the following. COROLLARY 3.3. Denote by Φ x,T (γ) the set of all functions φ (t), 0 ≤ t ≤ T , such that φ (0) = x andS 0,T (φ) ≤ γ. Then
(1) the functionalS 0,T (φ) is lower semicontinuous, and Φ x,T (γ) is compact; (2) for any δ> 0, l > 0, φ ∈ Φ x,T (γ), and sufficiently large N ,
(3) for any δ > 0, l > 0, and sufficiently large N ,
for later use.
4. Lemmas. As in [5] , we will give some lemmas to show the relations between the stochastic process X N n and the trajectory X 0 (·) of the dynamical system
We have the following lemma. LEMMA 4.1. Let K be a compact set not entirely containing any ω-limit sets of the dynamical system (4.1) and τ = inf n > 0, X N n / ∈ K . Assume that the assumptions (A1)-(A3) and (A4) (or (A4 ′ ), (A4 ′′ )) hold. Then there exist c, T 0 , and N 0 such that
Proof. The lemma can be proven by using a method similar to that of [5] . LEMMA 4.2. Let F be a compact set and the assumptions (A1)-(A3) and (A4) (or (A4 ′ ), (A4 ′′ )) hold. Then for any c > 0, δ > 0 there is R > 0 such that
for all x ∈ F , where θ = inf n > 0, X N n ≥ R . Proof. Choose R 1 > 0, R 2 > 0, and R 1 > R 2 such that {x, |x| ≤ R 1 } contains F and all ω-limit sets of (4.1). Assume inf {V (x, y) , |x| ≤ R 1 , |y| ≥ R 2 } = d 1 > 0, and for any R > R 2 ,
Suppose that {θ n }, {ρ n } are two sequences of stopping times which satisfy
To estimate the first term, for sufficiently small ǫ, and x ∈ {R 2 ≤ |x| ≤ R 2 + ǫ}, we have
Notice that
and for N large enough, by Theorem 3.2, there is β > d 2 (R) such that
N }, by (4.5), (4.6), and
we conclude that (4.4) is bigger than
The remainder of the proof is similar to [5, p. 128 ]. Now we consider the following conditions:
LEMMA 4.3. Suppose that the stochastic approximation model (2.1) satisfies conditions (B1), (B2), and (B3). Then for any compact set F ⊂ R d and fixed N , the family of probability measures {P N,y {X n ∈ ·} ; N < n, y ∈ F } is tight, where P N,y is the probability starting at y at time N .
Proof. To prove this lemma, we need only to check E N,y |X n | 2 ≤ M for any n > N and y ∈ F . Denote
where P N n,z (dx) is the transition probability of {X n } from N to n. Picking l ≤ c/4, we have
r n h n |u| 2 µ(du)P N n,z (dy) .
By (B1)-(B3), there exists
and
for large enough n, and the integral taking over |y| ≤ R is less than
≤ Ar n with a constant A. Thus, we obtain
and then
which implies
This shows that E N,y |X n | 2 are bounded for all n > N and y ∈ F . The lemma is proven.
Suppose that there exists a continuous function U (x) such thatb (x) = −∇U (x), A ij = δ ij , and S := x ∈ R d , ∇U (x) = 0 . If lim inf |x|→+∞ |∇U (x)| = +∞, then S is compact. We assume that S consists of a finite number of connected compact sets
LEMMA 4.4. Let F be a compact set, and suppose that the assumptions (A1)-(A3), (A4) (or (A4 ′ ), (A4 ′′ )) hold. Then for given l > 0 and M 0 > 0, there exists T * > 0 such that for sufficiently large N and x ∈ F ,
, where B (·, l) stands for the l-neighborhood of a set.
Proof. If x ∈ F ∩B (S, l), the lemma is obvious. Then we assume F ∩B (S, l) = ∅. By Lemma 4.1, there is T * such that
Choose sufficiently large R such that
where θ and τ are stopping times defined in Lemmas 4.1 and 4.2, and
Now we have
Thus the lemma holds. For x, y ∈ R d , suppose that B x,y is the set of paths linking x and y, i.e., the set of continuous maps ϕ : [0, 1] → R d such that ϕ (0) = x and ϕ (1) = y. For any path ϕ ∈ B x,y , define e (ϕ) = 2 max By the definition of S, I(x, y) is a constant for fixed y and any x ∈ K 1 (⊂ S). Similarly, I(x, y) is a constant for fixed x and any y ∈ K 2 (⊂ S) , I(x, y) is the same for any x ∈ K 1 (⊂ S) and y ∈ K 2 (⊂ S). We denote them by I(K 1 , y), I(x, K 2 ), and I(K 1 , K 2 ) correspondingly.
For any c ≥ 0 and K ∈ S, we define 
Proof. By Lemma A.4 and Lemma 4.2 of [14] , it is obvious. LEMMA 4.6. For any α 0 > 0, c < c
Proof. It is equivalent to the statement that the Markov chain is contained in S l . By Lemma 1.6 of [14] and Lemma A.5, the result is obvious. LEMMA 4.7. Under the same assumptions as in Lemma 4.6, we have
Proof. It can be obtained directly by using Lemma 4.6 and the Chebyshev inequality.
Main results.
Recall S = {x ∈ R d , U (x) = min y∈R d U (y)}, and define d * := max x∈S\S min y∈S I (x, y). Then we have the following lemma. LEMMA 5.1. For any compact set F 0 ∈ R d and α > 0, under assumptions (B1)-(B3), if {r n } and {h n } satisfy assumptions (A1)-(A3), (A4) ((A4 ′ ) or (A4 ′′ )), and
for large enough N , then there are δ> 0 and N 0 > 0 such that
Let σ = inf {n > N, X n ∈ B (S, l)}. By Lemma 4.4, there is T * > 0 such that for y ∈ F 0 and sufficiently large N ,
N s −1 (T * ) and y 1 ∈ B (S, l), and define the stopping time θ by
Now let us estimate
For the first estimate, for
And by Lemma 4.7, we have
otherwise, y 1 ∈ B (S d * , l). In this case,
and K ⊂ S, and define
Fix y 2 ∈ B π d * K , l , and definē
Therefore, Lemma 4.5 implies that there is δ 1 > 0 such that for large N and α small enough,
On the other hand, for large N , by Lemma 4.1 and 4.2, we obtain
Thus there is δ 2 > 0 such that
, any M > 0, and large N , we have
Analogously, we also have
Together with (5.2), we have proved the lemma. THEOREM 5.2. Suppose thatb, the gradient of the potential function −U (x), and b (x, ξ) satisfy (B1)-(B3). If {r n } and {h n } meet assumptions (A1)-(A3) and (A4) ((A4 ′ ) or (A4 ′′ )) and
for n large enough and some α> 0, then
uniformly for y in an arbitrary compact set F . Proof. For any ǫ > 0, by Lemma 4.3, there is a compact set F 0 such that
for all y ∈ F and n > 0. Note that T (N, c) :
is monotonically increasing to infinity as N → +∞. For any n, there is a unique N n such that
where N n → +∞, as n → +∞. By h N +1 /h N → 1 and r N +1 /r N → 1, as N → +∞, we have α * /2 ≤ α ≤ α * such that n = T (N n , d * + α) for n large enough. In terms of Lemma 5.1, it implies
for all z ∈ F 0 and n large enough. Then the result follows immediately.
Remarks.
(1) If {r n } satisfies the condition of Corollary 2.2, we can choose G (n) = n/ ln ln n. By s(t) = 1, we see that r
When r n ≤ 1/ ln α n, α> 1, assumptions (A1)-(A3) and (A4 ′ ) are satisfied. To require (A4) or (A4 ′′ ), we need more restricted conditions on {r n }, {h n } such as r n ≥ 1/n γ , γ < 1 to meet (A4), etc.
(2) If r n = c/n + o (1/n), G (n) = n l for any l > 1,
then the theorem is valid when h n ≥ (d + α) / ln ln n.
(3) For given ǫ > 0, in the case of r n = 1/n γ , γ< 1, and h n = (d * +α)/(1−γ) ln n,
. When r n = c/n, h n = (d * +α)/ ln ln n, to obtain the same result above, we need N > exp exp − d * +α δ ln(2ǫ) , where δ is a constant given in Lemma 5.1.
Here we point out that the {h n } given above is the best possibility for annealing in many cases. In this direction, we consider only when r n = c/n γ + o (1/n γ ), γ < 1, and r n = c/n + o (1/n). As in [11] , we have the following propositions.
∩ S = ∅, and for any l > 0, there is c 1 > 0 such that for large N and y ∈ B (K, l),
, we can find a K ∈ S\S, which satisfies min y∈S I (K, y). At this time, π d * −β K ∩S = ∅. Now we will prove the remaining part of the proposition. For simplicity, we assume that there is ad > 0 such that
. Fixing R 0 large enough and considering
Let ρ be the stopping time defined by
Thus for fixed large T * and by Lemma 4.5, we achieve the upper bound for the second term on the right,
where M can be chosen as large as we want if T * is large enough. The first term is less than
where we choose γ < α <d d * −β (1 − γ) + γ. By Lemma 4.5, there exists δ such that 0 < δ < 1−α 1−γ (d * − β) + β and satisfying the above inequality. Hence we may take
Let n → +∞, we complete the proof of the proposition.
We claim that there exists z ∈Ã, ∇U (x) = 0. In fact, if on the contrary, for all z ∈Ã, ∇U (x) = 0, then by the continuity of ∇U (x) andÃ being a level set, for any z 0 ∈Ã, there exists l > 0 such that for any z ∈ B (z 0 , l) ∩Ã and δ less than some δ 0 , it holds that U (z + δ · ∇U (z)) > U (x) + I (x, y) and U (z − δ · ∇U (z)) < U (x) + I (x, y). These imply that there exists anδ > 0 such that B(z 0 ,δ) ∩ A is homeomorphic to R d−1 ×[0, +∞), which is path connected. Moreover, A is locally path connected, since A\Ã is open. Consequently, A is path connected. Therefore, there is a ϕ (⊂ A) ∈ B x,y . Denote
Then B consists of finite number of connected open domains and x and y are in different ones. Let B x be the component containing x and B y be that containing y.
Assume that if ϕ(t), 0 ≤ t ≤ 1, is the path satisfying I (x, y) = 2(max 0≤t≤1 U (ϕ(t)) − U (x)). Let t 1 = inf t > 0, ϕ (t) / ∈B x . Obviously, ϕ (t 1 ) = z 0 ∈ ∂B x . We assert ∇U (z 0 ) = 0 (which leads to contradiction). If ∇U (z 0 ) = 0, as we show above, there is a δ> 0 such that U (z) > U (x) + I (x, y) for z ∈ B (z 0 , δ) \B x . By ϕ (t) ≤ U (x) + I (y, x) there exists t 0 for any t < t 1 + t 0 , ϕ (t) ∈B x . This contradicts to the assumption of t 1 . Hence ∇U (z 0 ) = 0.
For any ǫ > 0, let A ǫ be one of the components of z ∈ R d , U (z) < U (x) + I (x, y) /2 + ǫ containing x and y. Then A ǫ is path connected. By the assertion above, there are z 0 ∈ K ⊂ S, z 0 ∈Ã, and a path ϕ ∈ A ǫ with ϕ (0) = x, ϕ 1 2 = z 0 , ϕ (1) = y. Hence I (x, K) ≤ I (x, y). Because of K ⊂Ã, we have I (x, K) ≥ I (x, y), i.e., I (x, K) = I (x, y). The proof is complete.
Here we will recall the definition of the hierarchy of cycles and some related notations which are given in [14] , and show their connection with I (x, y).
To go back to V (x, y), we define V (K i , K j ) := inf S 0,T (φ) ; φ (0) ∈ K i , φ (T ) ∈ K j , φ (t) / ∈ K l , l = i, j, 0 < t < T .
In the same way, we define V (x, K j ), V (K i , y). Let V (K i ) := min j =i V (K i , K j ) and denote V (K i , K j ) = V (K i ) by K i =⇒ K j . All of these K i 's with relation "=⇒" define a graph which is still denoted by S. We say K i is connected to K j if there are i 1 , . . . , i n such that i = i 1 , j = i n , and K i1 =⇒ K i2 =⇒ · · · =⇒ K in . DEFINITION A.2. A cycle π in S is a subgraph of S satisfying (1) K ∈ π and K =⇒ K ′ imply K ′ ∈ π; (2) for any K = K ′ in π, K is connected to K ′ in π. DEFINITION A.3. Let S 1 = {π : π is a cycle in S} ∪ {K : K ∈ S and K is not in any cycle} .
An element of S 1 is called a 1-cycle(in S). We use π 1 to denote a 1-cycle. For each π ∈ S 1 , letV (π) = max {V (K) ; K ∈ π}. For π 1 , π 2 ∈ S 1 , and π 1 = π 2 , define V (π 1 , π 2 ) =V (π 1 ) + min {V (K 1 , K 2 ) − V (K 1 ) ; K 1 ∈ π 1 , K 2 ∈ π 2 } , V (π 1 ) = min {V (π 1 , π 2 ) ; π 1 = π 2 } , and π 1 =⇒ π 2 if V (π 1 , π 2 ) = V (π 1 ).
To use S 1 instead of S, we can define S 2 and 2-cycles and use the notation π 2 for a specified one. Inductively, if we have defined up to m-cycles π m in S m , we will give the following for m + 1: 
