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ABSTRACT 
Resource Requirements Determination 
(Based on Statistical Methods) 
by 
Robert L. Howard, Master of Science 
Utah State University, 1971 
Major Professor: Dr. Donald V. Sisson 
Department: Applied Statistics 
V 
Two methods of determining resource requirements at 
an Air Force maintenance epot were developed. 
The first methoa is designed for new workloads and 
is based on infinite queuing theory formulas. Tables have 
been developed for tnis method. 
The second method is designed for workload with, at 
minimum, several months of his�orical data. An optimum 
fit test was designed to aid in fitting and smoothing the 
empirical data to the normal dis�ribution. These data are 
then input to simulation model for determination of 
resource requirements. 
(86 pages) 
INTRODUCTION 
This paper describes two methods of determining resource 
(equipment, facility, manpower and material) requirements 
at an Air Force maintenance depot. The first method is 
designed for new workloads where little or no historical 
data is available. This method is based on infinite queuing 
theory formulas and permits an estimate of resource require­
m��t8 when only point estimates are available. Tables have 
been developed to provide the user with an estimate of the 
maximum and minimum quantities required. A decision model 
is then used to estimate optimum quantities. 
The second method is designed for workloads having at 
minimum several months of demand and service time history. 
System simulation is used since available analytical methods 
are extremely limited in scope. One important, but often 
neglected, area in the development of a simulation model 
is the smoothing and fitting of empirical data to theoreti­
cal distributions. To rectify this, an optimum fit procedure 
was designed and programmed for the RUSH computer time shar­
ing remote system. This procedure involves smoothing by 
data grouping and fitting by transforming this data to the 
normal distribution. A group of key indicators was developed 
to assist 1n deter-mining an optimum transformation. After 
an optimum fit has been achieved for each data distribution, 
these distributions are input to the simulation model to 
determine the extent and depth of queues for varying re­
source quantities. Optimum resource quantities are then 
determined by considering tolerable delay time. 
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Most of the figures and tables included in this paper 
are direct output from a RUSH remote computer terminal. 
The data is printed in finished form onto bond paper. 
This procedure represents a tremendous savings in clerical 
time and virtually eliminates printing errors. The single 
disadvantage 1s that format requirements could not always 
be completely satisfied. Presentation of data which included 
both user input and computer response are called figures 
to differentiate them from pure tab lar data. 
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DESCRIPTION OF THE PROBLEM 
Air Force Logistics Management must continuously 
evaluate resource requirements in light of dynamic political 
and military conditions. This problem is particularly acute 
at aa Air Material Area (Depot) engaged in the repair and 
modification of fighter and reconnaissance aircraft and 
aircraft components. Management 1s faced with two non-
0umpt.:tt:1.:Jl� ooJec-cives. During ·the initial phase of' a war, 
aircraft are desperately needed in combat a�d the objective 
becomes minimization of aircraft out-of-service time. This 
can be achieved, in part, by procuring resources to the 
point where queues become minimal during the repair process. 
This may be costly but ts acceptable to the nation when 
convinced of a war's necessity. During times of war phase­
out the objective switches to minimization of costs. The 
nation becomes disenchanted with hi�h defense expenditures 
and demands reductions. These reductions can be partially 
achieved by reducing inventories of resources. Thus manage­
ment ust function within objective constraints which are 
both ephemeral and contradictory o
Also, management must contend with unstable and variable 
workloads. Modifications to improve combat effectiveness 
or safety occur frequently. Combat conditions and environ­
ment often result in unanticipated failures of specific 
components. For example, exposur to a tropical climate can 
greatly increase corrosion and create a demand for new 
corrosive detection equipment. Increased number of air­
craft sorties can result in higher failure rates. 
In summary, resource requirements are in a continual 
state of change. Methods are needed to allow management 
4 
to rapidly and accurately evaluate current resource require­
ments. The objective of this paper is to provide management 
with two such methods. 
RESOURCE DETERMINATION WHEN LITTLE OR 
NO EMPIRICAL DATA IS AVAILABLE 
To accurately determine resource requirements, the 
below listed data should be available. 
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1. Distribution of demand inter-arrival time. A
demand is defined as occurring the instant that
a unit reaches the point in time at which it
requires the use of the resource. If tnjs time
is recorded, then a distribution of demand inter­
arrival t me can be developed.
2. Distribution of the service time. The service
time is the flow time in which the resource is
in use. This may include time to transport
resource to the unit, preparatory work, actual
service, and time when the resource is idle but
not released from unit. For example, a piece of
test equipment used in an aircraft may have
included in its service time, time to transport
equip e�t to aircraft, connect equipment to air­
craft, conduct a series of tests, perform repairs,
retest unit, disconnect equipment and transport
it to a centr 1 storage area. If the actual times 
of when the resource began and terminated its use 
are recorded, the d1str1b t1on of service time 
can be developed. 
3. Distribution of resource failure rate. Ideally 
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this would include resource failure inter-
arrival time and out-of-service time distributions. 
For equipment this is normally referred to as 
unscheduled maintenance. Scheduled maintenance 
can usually be performed during non-productive 
shifts. For manpower this may be sick leave or 
any other interruption; for facilities this may 
result from major ?Ower failures, etc.; for 
material this may refer to defective material. 
4. Tolerable delay (queue) time. This refers to the 
amount of time that can be consumed in waiting for 
a resource to become available without jeopardizing 
schedule commitments. For example, a resource 
required for a job located on the critical path 
must be available when requested. Tolerable delay 
time for those jobs not on the critical path 
depends on available slack time. 
5. Accessibility of the resource. If the demands
for a particular resource occur in widely separated
areas, it may not be economically feasible to bring
the resource to the unit or vice versa. Thus,
physical location must be considered.
6. Number of different type of uses the resource 1s
subject to. For example, a piece of test equipment 
may be used at a number of different times in 
the repair of an aircraft. Each time it is used, 
the demand rate and service time may vary. 
Usually management does not have all of the above 
listed information. This will always be the situation 
when phasing in a new workload. It is also the situation 
when pertinent maintenance data is not recorded and mai�­
tained. It is under these circumstances that infinite 
queuing theory is of value. 
7 
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Development of Resource Tables 
Tables A and B pages 11 and 14 respectively, have been 
developed to facilitate the determination of resource 
requirements when little or no empirical data is available. 
To determine a resource quantity from the tables, it is only 
necessary to first estimate: 
1. Quarterly resource demand rate (services/quarter).
2. Mean resource in-use time per demand (service time).
Having this information, Table A will provide the user 
with a minimum and maximum quantity. The minimum quantity 
is based on the assumption that both the demand inter­
arrival time and service time are constants. Under these 
conditions, the minimum qua�tity would prove adequate and 
result in no queues. The maximum value is based on exponen­
tial inter-arrival and service times. These assumptions 
have some justification. Many demands are generated from 
components having stable failure rates but random failure 
distributions. Even the normal maintenance and repair pro­
grams for aircraft will often generate individual repair 
demands randomly. This occurs because of the large number 
of jobs performed, the low occurrence factor of many of these 
jobs, and the variability ia service times for each job. 
Service time normally has a positive skewed distribution 
and has less variance than the exponential. But the formula 
does not allow for resource down time which somewhat 
compensates for the use of the exponential for service time. 
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Under the above conditions, the maximum quantity would 
prove adequate and result in an average time 1n queue of 
less than one-tenth the service time. Previous experience 
has indicated that one-tenth the service time is normally 
acceptable. 
Below are the formulas used to compute the maximum 
and minimum values. (Morse, 1958) 
Minimum value = (; 
+ 1) truncated
A =  services/quarter� available hours/quarter 
( )-1 j./ = service time in hours 
Maximum value = smallest N for which M � (O.l)(service time) 
N 2 M = ( p O f' N ) / (NI ( N-e) f') 
p -1 = 0 
n=N-1 
L � 
n=O nf Nl(N-f) 
N = quantity of resource 
Table A 1s for two shift operations. To adjust for one 
shift operations, double the actual number of inputs per 
quarter before using the table. To adjust for three shift 
operations multiply the actual inputs per quarter by 0.67. 
A five day work week is assumed. To adjust for a six or 
seven day operation, mult ply the actual number of inputs 
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per quarter by 0.83 or 0.71, respectively. The range of 
Table A is listed below. 
services/ 
Quarter 
20 - 360 
380 - 480 
500 - 1050 
1200 - 3400 
Increment 
20 
20 
50 
200 
Service 
Time (Hrs.) 
4 - 48 
2 - 24 
1 - 12 
0.5 - 6 
The range of Table Bis listed below. 
Services/ service 
Quarter Increment Time (Days) 
5 - 120 5 5 - 60 
70 - 160 
125 - 180 5 5 - 60 
70 - 90 
Increment 
(Hours) 
4 
2 
1 
.5 
Increment 
(Days) 
5 
10 
5 
10 
Only minimum values are listed for Table B since this table 
is designed primarily for the facility resource. High 
costs are usually associated with this resource which pre­
cludes using a value above the minimum. The range of the 
tables was determined by the past history of requirements. 
The increment was determined, in part, by visual sensi­
tivity analysis. For Table A, resource increases of no more 
than one per increment were considered desirable. The 
computer programs for Tables A and B are included in the 
Appendix. The tables themselves are output directly from 
the computer terminal. 
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TABLE A 
RESOURCE REQUIREMENTS (SERVICE TIME IN HOURS) 
SERVICES/QUARTER 
SERVICE 20 40 60 80 100 120 
TIME 
(HOURS) MIN MAX MIN MAX MIN MAX MIN MAX MIN MAX MIN MAX 
4.0 1 1 1 2 1 2 1 2 1 2 1 2 
8.0 1 2 1 2 1 2 1 3 1 3 1 3 
12.0 1 2 1 2 1 3 1 3 2 3 2 4 
16.0 1 2 1 3 1 3 2 3 2 4 2 4 
20.0 1 2 1 3 2 3 2 4 2 4 3 5 
24.0 , ') 1 " ? 4 ') ,, 3 5 ? '-- ,.) ... ,_ ., -� ..., 
28.0 1 2 2 3 2 4 3 5 3 5 4 6 
32.0 1 3 2 3 2 4 3 5 4 6 4 7 
36.0 1 3 2 4 3 5 3 5 4 6 5 7 
40.0 1 3 2 4 3 5 4 6 4 7 5 8 
44.0 1 3 2 4 3 5 4 6 5 7 6 8 
48.0 1 3 2 4 3 5 4 7 5 8 6 9 
140 160 180 200 220 240 
4.0 1 2 1 3 1 3 1 3 1 3 1 3 
8.0 2 3 2 3 2 4 2 4 2 4 2 4 
12.0 2 4 2 4 3 5 3 5 3 5 3 5 
16.0 3 5 3 5 3 5 4 6 4 6 4 7 
20.0 3 5 4 6 4 6 4 7 5 7 5 8 
24.0 4 6 4 7 5 7 5 8 6 8 6 9 
28.0 4- 7 5 7 5 8 6 9 7 9 7 10 
32.0 5 7 6 8 6 9 7 9 7 10 8 11 
36.0 5 8 6 9 7 10 8 10 8 11 9 12 
40.0 6 9 7 9 8 10 8 11 9 12 10 13 
44.0 7 9 7 10 8 11 9 12 10 13 11 14 
48.0 7 10 8 11 9 12 10 13 11 14 12 15 
260 280 300 320 340 360 
4.0 2 3 2 3 2 3 2 3 2 4 2 4 
8.0 3 4 3 5 3 5 3 5 3 5 3 5 
12.0 4 6 4 6 4 6 4 7 5 7 5 7 
16.0 5 7 5 7 5 8 6 8 6 8 6 9 
20.0 6 8 6 9 6 9 7 9 7 10 8 10 
24.0 7 9 7 10 8 10 8 11 9 11 9 12 
28.0 '8 10 8 11 9 12 9 12 10 13 11 13 
32.0 9 12 9 12 10 13 11 14 11 14 12 15 
36.0 10 13 11 13 11 ·14 12 15 13 16 13 16 
40.0 11 14 12 15 12 15 13 16 14 17 15 18 
44.0 12 15 13 16 14 17 14 18 15 19 16 20 
48.0 13 16 14 17 15 18 16 19 17 20 18 21 
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TABLE A 
RESOURCE REQUIREMENTS (SERVICE TIME IN HOURS) 
SERVICES/QUARTER 
SERVICE 380 400 420 440 460 480 
TIME 
(HOURS) MIN MAX MIN MAX MIN MAX MIN MAX MIN MAX MIN MAX 
2.0 l 3 l 3 l 3 l 3 1 3 l 3
4.0 2 4 2 4 2 4 2 4 2 4 2 4 
6.0 3 5 3 5 3 5 3 5 3 5 3 5 
8.0 4 6 4 6 4 6 4 6 4 6 4 7 
10.0 4 7 4 7 5 7 5 7 5 7 5 8 
12.0 ti 7 5 0 s 8 G 8 6 8 0 9 
14.0 6 8 6 9 6 9 7 9 7 9 7 10 
16.0 7 9 7 9 7 10 7 10 8 11 8 11 
18.0 7 10 8 10 8 11 8 11 9 12 9 12 
20.0 8 11 8 11 9 12 9 12 10 12 10 13 
22.0 9 12 9 12 10 13 10 13 11 13 11 14 
24.0 10 12 10 13 11 13 11 14 11 14 12 15 
500 550 600 650 700 750 
1.0 l 2 1 2 1 2 1 3 1 3 1 3 
2.0 1 3 2 3 2 3 2 3 2 4 2 4 
3.0 2 4 2 4 2 4 2 4 3 5 3 5 
4.0 2 4 3 5 3 5 3 5 3 5 3 6 
5.0 3 5 3 5 3 6 4 6 4 6 4 6 
6.0 3 6 4 6 4 6 4 7 5 7 5 7 
7.0 4 6 4 7 5 7 5 7 5 8 6 8 
8.0 4 7 5 7 5 8 6 8 6 9 6 9 
9.0 5 7 5 8 6 8 6 9 7 9 7 10 
10.0 5 8 6 8 6 9 7 10 7 10 8 11 
11.0 6 8 7 9 7 10 8 10 8 11 9 11 
12.0 6 9 7 10 8 10 8 11 9 12 9 12 
800 850 900 950 1000 1050 
1.0 1 3 1 3 1 3 1 3 l 3 2 3 
2.0 2 4 2 4 2 4 2 4 2 4 3 5 
3.0 3 5 3 5 3 5 3 5 3 6 4 6 
4.0 4 6 4 6 4 6 4 7 4 7 5 7 
5.0 4 7 5 7 5 7 5 8 5 8 6 8 
6.0 5 8 6 8 6 8 6 9 6 9 7 9 
7.0 6 9 6 9 7 9 7 10 7 10 8 10 
8.0 7 9 7 10 8 10 8 11 8 11 9 12 
9.0 8 10 8 11 9 11 9 12 9 12 10 13 
10.0 8 11 9 12 9 12 10 13 10 13 11 14 
n .o 9 12 10 13 10 13 11 14 11 14 12 15 
12.0 10 13 11 14 11 14 12 15 12 15 13 16 
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TABLE A 
RESOURCE REQUIREMENTS (SERVICE TIME IN HOURS) 
SERVICES/QUARTER 
SERVICE 1200 1400 1600 1800 2000 2200 
TIME 
(HOURS) MIN MAX MIN MAX MIN MAX MIN MAX MIN MAX MIN MAX 
.5 l 2 l 3 l 3 l 3 l 3 2 3 
1.0 2 3 2 4 2 4 2 4 2 4 3 5 
1.5 2 4 3 5 3 5 3 5 3 6 4 6 
2.0 3 5 3 5 4 6 4 6 4 7 5 7 
2.5 3 6 4 6 4 7 5 7 5 8 6 8 
3.0 4 6 5 7 5 8 6 8 6 9 I rn 
3.5 5 7 5 8 6 9 7 9 7 10 8 11 
4.0 5 8 6 9 7 9 8 10 8 11 9 12 
4.5 6 8 7 9 8 10 9 11 9 12 10 13 
5.0 6 9 7 10 8 11 9 12 10 13 11 14 
5.5 7 10 8 11 9 12 10 13 11 14 13 16 
6.0 8 10 9 12 10 13 11 14 12 15 14 17 
2400 2600 2800 3000 3200 3400 
.5 2 3 2 3 2 4 2 4 2 4 2 4 
1.0 3 5 3 5 3 5 3 6 4 6 4 6 
1.5 4 6 4 7 5 7 5 7 5 8 6 8 
2.0 5 8 6 8 6 9 6 9 7 9 7 10 
2.5 6 9 7 10 7 10 8 11 8 11 9 12 
3.0 8 10 8 11 9 12 9 12 10 13 11 14 
3.5 9 12 10 12 10 13 11 14 12 15 12 15 
4.0 10 13 11 14 12 15 12 15 13 16 14 17 
4.5 11 14 12 15 13 16 14 17 15 18 16 19 
5.0 12 15 13 17 14 18 15 19 16 20 17 21 
5.5 14 17 15 18 16 19 17 20 18 21 19 22 
6.0 15 18 16 19 17 21 18 22 20 23 21 24 
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TABLE B 
RESOURCE REQUIREMENTS (SERVICE TIME IN DAYS) 
SE RV ICES/QUARTER 
SERVICE 5 10 15 20 25 30 
TIME 
(DAYS) MIN MIN MIN MIN MIN MIN 
5 1 1 2 2 2 3 
10 1 2 3 4 4 5 
15 2 3 4 5 6 8 
20 2 4 5 7 8 10 
25 2 4 6 8 10 12 
30 3 5 8 10 12 15 
35 3 6 9 12 14 17 
.. o 4 7 10 13 lG 20 
45 4 8 11 15 18 22 
50 4 8 12 16 20 24 
55 5 9 14 18 22 27 
60 5 10 15 20 24 29 
70 6 12 17 23 28 34 
80 7 13 20 26 32 39 
90 8 15 22 29 36 43 
100 8 16 24 32 40 48 
110 9 18 27 35 44 53 
120 10 20 29 39 48 58 
130 11 21 31 42 52 62 
140 12 23 34 45 56 67 
150 12 24 36 48 60 72 
160 13 26 39 51 64 77 
35 40 45 50 55 60 
5 3 4 4 4 5 5 
10 6 7 8 8 9 10 
15 9 10 11 12 14 15 
20 12 13 15 16 18 20 
25 14 16 18 20 22 24 
30 17 20 22 24 27 29 
35 20 23 26 28 31 34 
40 23 26 29 32 35 39 
45 26 29 33 36 40 43 
50 28 32 36 40 44 48 
55 31 35 40 44 49 53 
60 34 39 43 48 53 58 
70 39 45 51 56 62 67 
80 45 51 58 64 70 77 
90 51 58 65 72 79 86 
100 56 64 72 80 88 96 
110 62 70 79 88 97 105 
120 67 77 86 96 105 115 
130 73 83 93 104 114 124 
140 78 89 101 112 123 134 
150 84 96 108 120 131 143 
160 89 102 115 127 140 153 
TABLE B 15 
RESOURCE REQUIREMENTS (SERVICE TIME IN DAYS) 
SE RV I CE S/QUA RTE R 
SERVICE 65 70 75 80 85 90 
TIME 
(DAYS) MIN MIN MIN MIN MIN MIN 
5 6 6 6 7 7 8 
10 11 12 12 13 14 15 
15 16 17 18 20 21 22 
20 21 23 24 26 27 29 
25 26 28 30 32 34 36 
30 31 34 36 39 41 43 
35 37 39 42 45 48 51 
1.;0 42 1.;5 �3 51 SL:, 53 
45 47 51 54 58 61 65 
50 52 56 60 64 68 72 
55 57 62 66 70 75 79 
60 62 67 72 77 81 86 
70 73 78 84 89 95 101 
80 83 89 96 102 108 115 
90 93 101 108 115 122 129 
100 104 112 120 127 135 143 
110 114 123 131 140 149 158 
120 124 134 143 153 162 172 
130 135 145 155 166 176 186 
140 145 156 167 178 189 200 
150 155 167 179 191 203 215 
160 166 178 191 204 216 229 
95 100 105 110 115 120 
5 8 8 9 9 10 10 
10 16 16 17 18 19 20 
15 23 24 25 27 28 29 
20 31 32 34 35 37 39 
25 38 40 42 44 46 48 
30 46 48 50 53 55 58 
35 53 56 59 62 64 67 
40 61 64 67 70 74 77 
45 68 72 75 79 83 86 
50 76 80 84 88 92 96 
55 83 88 92 97 101 105 
60 91 96 101 105 110 115 
70 106 112 117 123 128 134 
80 121 127 134 140 14 7 153 
90 136 143 150 158 165 172 
100 151 159 167 175 183 191 
110 166 175 184 193 201 210 
120 181 191 200 210 220 229 
130 197 20 7 21 7 227 238 248 
140 212 223 234 245 256 267 
150 227 239 25 0 262 274 28 6 
160 242 254 267 280 293 305 
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TABLE B 
RESOURCE REQUIREMENTS (SERVICE TIME IN DAYS) 
SERVICES/QUARTER 
SERVICE 125 130 135 140 145 150 
TIME 
(DAYS) MIN MIN MIN MIN MIN MIN 
5 10 11 11 12 12 12 
10 20 21 22 23 24 24 
15 30 31 33 34 35 35 
20 40 42 43 45 47 48 
25 50 52 54 56 58 60 
30 60 62 65 67 70 72 
35 70 73 76 78 81 84 
40 80 83 86 89 93 96 
45 90 93 97 101 104 108 
50 100 104 108 112 116 120 
55 110 114 118 123 127 131 
60 120 124 129 134 139 143 
70 139 145 151 156 162 167 
80 159 166 172 178 185 191 
90 179 186 193 201 208 215 
155 160 165 170 175 180 
5 13 13 14 14 14 15 
10 25 26 27 27 28 29 
15 37 39 40 41 42 43 
20 50 51 53 54 56 58 
25 62 64 66 68 70 72 
30 74 77 79 81 84 86 
35 87 89 92 95 98 101 
40 99 102 105 108 112 115 
45 111 115 118 122 125 129 
50 124 127 131 135 139 143 
55 136 140 145 149 153 158 
60 148 153 158 162 167 172 
70 173 178 184 189 195 201 
80 197 204 210 216 223 229 
90 222 229 236 243 250 258 
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Optimum Resource Decision Model 
Normally, the optimum resource quantity will lie some­
where between the minimum and maximum values listed in the 
tables. To accurately determine the optimum value, addition­
al factors, such as the demand inter-arrival and service 
time distributions, maintenance down time, etc., are required. 
A d�cision modei for determ1ning the optimum resource 
quantity is shown in Figure 1, page 18. First, use the 
tables to determine the minimum and maximum values. Next, 
determine if additional parameters can be estimated at this 
time. In the case of a new resource or workload, demand 
inter-arrival and service time are probably the only para­
meters that can be estimated. In this case, determine the 
value of the item. If it is of low value, the maximum 
quantity may serve as the optimum. If the resource is of 
medium value� initially choose a value midway between the 
minimum and maximum values. If the resource is of high 
value, initially choose the minimum quantity. Later, as 
additional data becomes available, the required quantity 
can be re-assessed using the simulation model described in 
the following sections. 
IDENTIFY &
TABULATE 
EMPIRICAL 
DATA 
FIT OR 
SMOOTH 
EMPIRICAL 
DATA 
DETERMINE 
OPTIMUM QYT 
y 
SIMULATION 
YES 
USE TABLES TO 
DETERMINE MIN 
& MAX VALUES 
CAN ADDITIONAL 
PARAMETERS BE 
Es·rH'iA'l'ED AT 
THIS TIME? 
NO 
HIGH MEDIUM 
USE MIN 
VALUE 
DELAY UNTI 
ADDITIONAL 
DATA IS 
AVAILABLE 
USE VALUE 
BETWEZN 
MIN&. M"AX
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HAT IS VALUE 
OF RESOURCE? 
LOW 
USE MAX AS 
OPTIMUM 
Figure 1. Determination of optimum resource quantity. 
RESOURCE DETERMINATION WHEN 
EMPIRICAL DATA IS AVAILABLE 
19 
The data required to determine resource requirements 
accurately are described on page 5. Although this data is 
not usually available o� a massive scale, it can be obtained 
for selected resources by gathering this data manually. 
This method can be costly and is only employed when rPeonrcP. 
costs or repair flow time conditions can justify a study 
of this detail. However, this data can be collected and 
summarized automatically by employing an actual hour account­
ing system together with remote input terminals. 
When the empirical distributions are available, they 
are fit to the normal distribution either directly or by 
first transforming the raw data elements. It is not necessary 
to consider other unimodal distributions such as the gamma, 
exponential, log-normal etc. since each of these distri­
butions can be transformed to the normal. These distri­
butions are then input to the simulation model to deter-
mine the extent and depth of queues for varying resource 
quantities. 
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Analysis of Empirical Data 
Data grouping 
The first and probably the most powerful step in the 
analysis of the empirical data is grouping the data into 
class intervals. Grouping provides an indication of the 
central tendency, dispersion, skewness, and kurtosis of 
the density function. To group data, the minimum value 
of the first class interval m and the size of the class 
interval c must be determined. Usually the values of m 
and c are not fixed and can be varied until a satisfactory 
grouping is achieved. To aid in determining an estimate 
of c use Sturge's rule. Sturge's rule states that the 
number of class intervals N should be approximately equal 
to the lowest power of 2 which is equal to or greater than 
the number of observations. Table C below indicates the 
number of class intervals required according to Sturge's 
rule. 
Table C. 
Sample 
Size 
9 -
17 -
33 -
65 -
Number of class intervals 
Number of 
Class Interval 
16 
32 
64 
128 
256 
512 
4 
5 
6 
7 
8 129 -
257 -
513 - 1024 10 
This rule is based on the binomial coefficient theorem 
�o 
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and the fact that the terms of the sum increase monotonically 
to the mode and then decrease monotonically. To estimate 
c divide N into the range R (c = R/N). The value of m 
may be set equal to or less than the smallest raw data 
element- The shape of the frequency distribution may be 
improved by varying m. The value of c may be decreased to 
reduce the frequency in the high frequency class intervals 
provided distortion of the distribution does not occur. 
As an example consider the data ir. Figure 2, page 22. This 
figure contains a set of raw data and six groupings of this 
data. The largest data element 1s 40 and the smallest is 
9. The recommended size 0f the class interval c was
computed to be 5.167. An overall view of the groupings 
indicate a mode between 15 and 20, considerable dispersion, 
positive skewness, and a peaked distribution (possibly 
leptokurtic). Grouping A with m = 9, c = 6 is smooth but 
42% of the data elements fall into one class interval and 
only six class intervals are required. In Grouping B, the 
value of c was reduced to 5. 
Grouping B represents an improvement over Grouping A 
because the number of class intervals has been increased 
to seven and the largest class interval contains only 34% 
of the data elements. However, the right tail would be 
difficult to fit because of the sharp drop in frequency 
between the third and fourth class intervals and because 
the last four clas intervals fit a linear function. 
Grouping C was formed by changiDg m from 9 to 5. The 
XEQ 1 THRU ••• 
N 
.2. 0 
M 
10 
OBS(l) 
17 19 12 21 14 12 11 14 20 
OBS(21) 
16 40 31 27 21 18 28 18 18 
OBS(41) 
10 15 
22 11 
16 
25 20 22 13 15 
14 13 17 15 17 
40.000 
9.000 
�o 19 12 19 14 14 20 9 16 
LARGEST DATA ELEMENT 
S�AlLEST DATA E�EMENT 
RECOMMENDED SIZE OF CLASS 
MIN 
INTERVAL 5.167 
� 45 6 
I NTRL LB OBSERVED 
9.00 14 
15.00 21 GROUPING A
21. 00 6 m= 9 c =6 
27.00 6 
33.00 2 
39.00 1 
DO YOU WANT TO REGROUP THE DATA? 
YES 
MIN 
� 44 5 
INTRL LB OBSERVED 
9.00 9 
14.00 17 GROUPING B
19.00 14 m=9 c =5 
24.00 4 
29.00 3 
34.00 2 
39.00 1 
DO YOU WANT TO REGROUP THE DATA? 
YES 
19 18 
28 29 
SERVICE TIME IN DAYS FOR RESOURCE A. RESOURCE A IS A 
FACILITY; ITS IDENT1TY WILL NOT BE DISCLOSED. 
Figure 2. Raw data grouping. 
22 
31 38 
19 23 
MIN 
.2. 4 5 5 
INTRL LB OBSERVED 
5.00 1 
10.00 13 GROUPING C 
15.00 17 m=5 c = S 
20.00 9 
25.00 5 
30.00 2 
35.00 2 
40.00 1 
DO YOU WANT TO REGROUP THE DATA? 
YES 
MIN 
� 41 4 
INTRL LB OBSERVED 
9.00 7 
13.00 12 GROUPING D 
17.00 16 m=9 c =4 
21. 00 5 
25.00 4 
29.00 3 
33.00 1 
37.00 2 
DO YOU WANT TO REGROUP THE DATA? 
YES 
MIN 
� 44 4
INTRL LB OBSERVED 
8.00 4 
12.00 13 GROUP I NG E 
16.00 14 m=8 c =4 
20.00 9 
24.00 2 
28.00 5 
32.00 0 
36.00 2 
40.00 1 
DO YOU WANT TO REGROUP THE DATA? 
YES 
Figure 2. Continued 
MIN 
� 42 3
INTRL LB 
9.00 
12.00 
15.00 
18.00 
21.00 
24.00 
27.00 
30.00 
33.0u 
36.00 
39.00 
OBSERVED 
4 
10 
8 
13 
5 
1 
4 
2 
u 
2 
1 
DO YOU WANT TO REGROUP THE DATA? 
Y.ES 
MIN 
Q. 50 5
INTRL LB 
o. 
s.oo
10.00 
15.00 
20.00 
25.00 
30.00 
35.00 
40.00 
45.00 
OBSERVED 
0 
1 
13 
17 
9 
5 
2 
2 
1 
0 
DO YOU WANT TO REGROUP THE DATA? 
HO 
GROUPING F 
m= 9 c = 3 
GROUPING C* 
*THE MOST SATISFACTORY GROUPING MUST BE COMPUTED LAST
IF ANALYSIS BY CLASS INTERVAL IS DESIRED. THIS TYPE
OF ANALYSIS WILL BE DISCUSSED IN THE SECTION ENTITLED
'OPTIMUM FIT ANALYSIS'.
Figure 2. Continued 
24 
25 
right tail is now much improved. Grouping D, E, F represent 
attempts to reduce C below 5. In each case, the right tail 
is no longer monotonically decreasing and, therefore, 
Grouping C is considered the most satisfactory grouping. 
It should be noted that it is not always possible to have 
the right tail decrease monotonically, particularly when 
outliers occur. 
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Measures of central tendency, dispersion and deEarture from 
normality 
Five measures of central tendency are considered. 
These include the mean, median, mode, quartile average, and 
the 10-90 percentile average. All measures are computed 
from raw data except for the mode which is computed 
from grouped riat�. S\x �Pa�1�re9 of dtepers�cn ar2 coLsidercd. 
These include the range, 10-90 percentile ran3e, inter­
quartile range, standard deviation, 10-90 percentile and 
quartile estimate of the standard deviation. Included with 
the range measures are the lower and upper bound, difference 
between the upper bound and the median, and the difference 
between the median and the lower bound. Included in the 
Appendix are the mathematical formulas and a description of 
each of these measures. 
If the empirical data formed symmetrical distributions, 
the mean and standard deviation would suffice as measures 
of central tendency and dispersion, respectively. However, 
the service time and inter-arrival distributions have posi­
tive skewness and frequently contain outliers in the right 
tail. These two conditions reduce the effectiveness of 
the mean and standard deviation as desirable indicators. 
In general, the median 1s superior to the mean as a 
measure of central tendency because the median weights each 
data element equally. Data elements are weighted by their 
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magnitude in the computation of the mean. The inter­
quartile and the 10-90 percentile range are superior to the 
standard deviation for reasons similar to those stated 
above for the median. The standard deviation has little 
intuitive meaning unless it has reference to the normal 
distribution. The fact that the inter-quartile and the 
10-90 percentile range do not u9e �et� pa1nte lccsted in
the tail of the density function may appear to reduce 
their value as parameters. Actually this fact may strengthen 
their value since the tails are areas of small sample size 
and therefore of low confidence. 
Taken as a group, the measures of central tendency 
provide a great deal of information about the distribution. 
If the distribution is normal, these measures will be equal. 
If the distribution has positive skewness the mean will be 
larger than the median which, in turn, will be larger than 
the mode. Also, the 10-90 percentile average will be larger 
than the inter-quartile range which, in turn, will be larger 
than the median. A negative skewed distribution would 
have an opposite affect. Another advantage of providing a 
group of measures rather thar. a sir.gle measure is that this 
group provides what might be called a range of values of 
central tendency. Any value in this range may then be 
selected when fitting this data to a theoretical distri­
bution. Occasionally an improved "fit'' can be obtained by 
changing the values of the parameters. This action occasion­
ally eliminates the need to transform the data elements. 
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The measures of dispersion, taken as a group, also 
provide much information about the distribution. The 
values of the range, 10-90 percentile range and the inter-
quartile range together with their upper and lower bounds 
provide information of where the data points are clustered, 
and to what extent they are dispersed. The upper bound 
minus the median and median minus the lower bound provide 
information about skewness. When the first term 1s larger 
than the latter term, positive skewness is indicated. A 
reverse condition indicates negative skewness. Equal 
values indicate symmetry. If the distribution is normal, 
the standard deviation and the two estimates of standard 
deviation will be equal. However, a distribution may be 
normally distributed in its central area but contain outliers. 
In this case, the standard deviation will be greater than 
its estimates and may not allow as good a fit as would the 
estimates. 
To further aid in the analysis of this data, measures 
of departure from normality are computed. These measures 
are divided into two categories, skewness and kurtosis. 
Skewness includes the quartile, 10-90 percentile and moment 
coefficients of skewness. Kurtosis includes the percentile 
and moment coefficient of kurtosis. A description of each 
of these measures is included in the Appendix. The quartile, 
10-90 percentile, and moment coefficient of skewness equal
zero if the distribution is normal or symmetrical. If they 
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are positive, the distribution has positive skewness. 
Negative values indicate negative skewness. If the quartile 
coefficient is less than the percentile coefficient, then 
there is less skewness in the central region than there is 
in the outer region. The percentile coefficient of kurtosis 
and the moment coefficient of kurtosis will exceed 0.263 
aDd 3, respectively, if the distribution is leptokurtic. 
If they have lower values, they are platykurtic, but if they 
are about equal to these values, they are mesokurtic. The 
measures of departure from normality are particularly 
interesting when transforming the data elements since they 
indicate whether or not the transformation has normalized 
the data. 
Figure 3, page 31, includes the measures of central 
tendency, dispersion and departure from normality for the 
data from Figure 2, page 22. The measures of central tendency 
indicate positive skewness since the mean is greater than the 
median which, in turn, is greater than mode. Also, the 10-90 
percentile average is greater than the quartile average. 
However, one irregularity occurs. The quartile average 
should be larger than the median instead of slightly lower. 
Positive skewness is also indicated by the measures of 
dispersion. The upper bound minus the median is greater than 
the median minus the lower bound for the range and 10-90 
percentile range. This same condition should occur for the 
inter-quartile range but does not. This indicates that in 
the central region the distribution is slightly negatively 
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skewed. As anticipated for a positive skewed distribution, 
the standard deviation is greater than the 10-90 percentile 
estimate of the standard deviation which, 1n turn, is 
greater than the quantile estimate of standard deviation. 
The measures of departure from normality provide at a glance 
what has been anticipated. The 10-90 percentile and moment 
coefficients of skewness indicate positive skewness while 
the quantile coefficient indicates slight negative skew­
ness. The above data indicates that some difficulty may 
be encountered when fitting theoretical distributions to 
the central region. It is hoped that some of this irregular­
ity was removed by the selection of the most satisfactory 
groupirig. The kurtosis coefficients provide contradictory 
results. The moment coefficient indicates leptokurticness 
while the percentile coefficient indicates slight platy­
kurticness. The values listed in the column entitled 
'NORMAL' are for the normal distribution. The actual 
values should be close to these values when this data is 
transformed to reduce skewness. 
MEASURES OF CENTRAL TENDENCY 
MEAN 
MEDIAN 
MODE OF GROUPED DATA 
QUART I LE AVERAGE 
10-90 PERCENTILE AVERAGE
MEASURES OF DISPERSION 
RANGE 
10-90 PERCENTILE RANGE
INTERQUARTILE RANGE
STANDARD DEVIATION 
10-90 PERCENTILE EST OF STD DEV
QUARTILE EST OF STD DEV
MEASURES OF DEPARTURE FROM NORMALITY 
SKEWNESS COEFFICIENTS 
QUART I LE 
10-90 PERCENTILE
MOMENT
KURTOSIS COEFFICIENTS 
PERCENTILE 
MOMENT 
19.400 
18.000 
16.667 
17.875 
20.600 
31.000 
17.200 
7.750 
7.163 
6.708 
5.735 
ACTUAL 
-.032 
.302 
1. 104 
• 2 25
3.825 
LOWER 
BOUND 
9.000 
12.000 
14.000 
NORMAL 
0.000 
0.000 
0.000 
0.263 
3.000 
DO YOU WANT AN OPTIMUM FIT ANALYSIS BY CLASS INTERVAL? 
YES 
UPPER 
BOUND 
40.000 
29.200 
21.750 
UB­
MEDI AN 
22.000 
11. 200
3.750
MEDIAN 
-LB
9.000 
6.000 
4.000 
Figure 3. Analysis of central tendency, dispersion, and departure from normality. 
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Optimum Fit Analysis 
In simulation it is possible to use the empirical 
data directly, thereby, avoiding the necessity of fittirg 
empirical data to theoretical distributions. However, there 
are two distinct advantages to curve fitting. 
1. Data reduction. Frequently, each empirical 
distribution can be made to fit the normal 
distribution through the use of transformations. 
This will greatly reduce the amount of input 
data and the required storage capacity of the 
program. For example, if you have five empirical 
distributions each with 15 class intervals, a 
total of 75 class intervals must be described. 
However, if these distributions can be transformed 
to the normal distribution, the input data can be 
reduced to 15 class intervals and 10 parameters. 
2. Curve smoothing. When the sample size is not
large, there will usually be class intervals with
intuitively low or high number of occurrences.
These anomalies occur particularly at the tail
sections. The analytical distribution has the
affect of smoothing the empirical data and thus
makes it more intuitively acceptable.
There 1s a vast liturature on goodness-of-fit tests. Two 
of the better known tests are the Kolmogorov-Smirnov and 
chi-square. Each of these tests is superior to the other 
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in some respects. Both tests provide an affirmative or 
negative answer to the question; At a given confidence level, 
can we reject the hypothesis that the empirical distribution 
fits a given theoretical distribution? It is often the 
case that a negative response is received for several 
theoretical distributions. For example, we may find that 
we can not reject the normal, Laplace, Pearson III, and 
log-normal. 
Thus, the objective cannot be achieved merely by 
finding a theoretical distribution which will "pass" a 
goodness-of-fit test. What must be achieved is an acceptable 
fit in each class interval, in the central section, and at 
both tails. The closest fit should be achieved in the 
central section since the bulk of the data elements are 
located in that area. The tail sections serve as good 
indications of skewness. Of equal importance is the 
cumulative fit. It is conceivable that the observed 
frequency may be consistently higher or lower than the 
expected for a number of class intervals. Also the fit 
over all the class intervals should be considered. 
To quantify these requirements, a group of ten key 
values was selected as optimum fit indicators. 
1. The three largest absolute differences between
the percent observed and expected for individual
class intervals"
2. The sum of the above three values.
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3. The sum of all absolute differences between the 
percent observed and expected for individual class 
intervals. 
4. The three largest absolute differences between
the cumulative percent observed and expected for
individual class intervals.
5. The sum of the above three values.
6. The sum of all absolute differences between the
cumulative percent observed and expected for
individual class intervals.
With these ten values, it is possible to determine 
whether a change in parameter values or a transformation has 
improved the fit. Occasionally, it will be desirable to 
also view an analysis of the individual class intervals. 
This analysis consists of nine columns of data. This data 
includes for each class interval, 1. the class interval 
lower bound, 2. the number of observations or occurrences, 
3. the expected Dumber of observatio�s as computed from
the theoretical distribution, 4. number 2 in percent, 
5. aumber 3 in percent, 6. the absolute difference between 
4 and 5, 7. the cumulative summation of 4, 8. the 
cumulative summation of 5, 9. the absolute difference 
between 7 and 8. 
This data provides answers to the following questions. 
1. �nat percent expected and observed are in each
class interval? How do they compare? What are
their differences?
2. How good is the fit in the central section and
in the tails?
3. Is the class mode the same for the expected and
observed?
4. To what percent do the absolute differences
between the summation of the observed and
expected reach?
5. What type of transformation would improve this
data?
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Figure 4, page 37, includes the optimum fit analysis 
by class interval for data from Figures 2 and 3. The calcu­
lated mean and standard deviation from Figure 3 were used 
as input parameters. In actuality, no attempt would be 
made to fit this data to the normal distribution since this 
data has positive skewness. However, this fit is illustra­
tive. 1ote that the central area is the area of poorest 
fit. The three largest absolute values 8.5, 7.6 and 6.9 
come from this area. This is as expected since the values 
in the right tail have a large effect on the mean and 
standard deviation. Figure 5, page 38, represents an 
attempt to improve the fit in the central region by using 
the mode and quartile estimate of standard devaition as 
parameters. Note the improvement in the central region 
at the expense of the tail sections. Note, also, that the 
cumulative absolute value builds to 12.5. The five key 
cumulative absolute values are also greater in Figure 5 
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than in Figure 4. In summary both of these distributions 
represent poor fits. A transformation is necessary and 
will be discussed in the next section. 
ALPHA 
19.4 
BETA 
7 .163 
POSITION 
1 
2 
3 
ABS DIF 
8.5 
7.6 
6.9 
23 .1 
41.0 
CUM 
ABS DIF 
9.0 
7. 1
4.2
20.3 
30.5 
DO YOU WANT THE DETAIL DATA? 
YES -
( 1 ) ( 2) (3)
SUM OF THREE LARGEST VALUES 
SUM OF ALL VALUES 
(4) (5) (6) 
INTRL LB OBSERVED EXPECTED (2) IN % (3) IN % 1(5)-(4)1 
0. 0 .9 0.
5.0 1 3.6 2.0
10.0 13 8.7 26.0
15.0 17 13 .2 34.0
20.0 9 12.5 18.0
25.0 5 7.4 10 .0
30.0 2 2.7 4.0 
35.0 2 .6 4.0 
40.0 1 . 1 2.0 
45.0 0 .0 0. 
TOTAL 50 49.8 
DO YOU WANT TO CHANGE THE VALUES OF ALPHA AND BETA? 
YES 
1.9 1.9 
7.3 5.3 
17.5 8.5 
26.4 7.6 
24.9 6.9 
14.8 4.8 
5.5 1.5 
1.3 2.7 
.2 1.8 
.0 .o 
(7) (8) (9) 
SU MTN ( 4i SU MTN (5) 1(8)-(7)1 
0. 1.9 1.9 
2. (J 9. 1 7. 1
28.0 26.6 1.4 
62.0 53.0 9.0 
80,() 77.9 2. 1
90.0 92.7 2.7
94.0 98.2 4.2
98.0 99.5 1.5
100.C, 99.6 .4 
100.0 99.7 .3 
Figure 4. Optimum fit analysis by class interval with sample mean and standard Geviation as parameters. 
ALPHA 
16.667 
BETA 
5.735 
POSITION 
1 
2 
3 
ABS DIF 
8.2 
3.9 
3.7 
15.8 
26.4 
CUM 
ABS DIF 
12.5 
10.4 
l O. l
33.0 
61.4 
DO YOU WANT THE DETAIL DATA? 
YES -
( 1) ( 2) (3) 
SUM OF THREE LARGEST VALUES 
SUM OF ALL VALUES 
( 4) (5) ( 6) 
INTRL LB OBSERVED EXPECTED (2) IN % (3) IN % 1(5)-(4)1 
0. 0 1.0 0.
5.0 1 5. 1 2.0 
10 .o 13 13.2 26.0 
15.0 17 16.7 34.0 
20.0 9 10.4 18.0 
25.0 5 3.2 10.0 
30.0 2 .5 4.0 
35.0 2 .0 4.0 
40.0 1 .0 2.0 
45.0 0 .0 0. 
TOTAL 50 49.9 
DO YOU WANT TO CHANGE THE VALUES OF ALPHA AND BETA? 
NO 
1.9 1.9 
10 .2 8.2 
26.3 .3 
33.4 .6 
20.7 2.7 
6.3 3.7 
.9 3 .1 
• 1 3.9 
.o 2.0 
.0 .0 
(7) (8) (9) 
SU MTN ( 4) SUMTN(5) 1(8)-(7)1 
0. 1.9 1.9 
2.tJ 12. 1 10 .1 
28.0 38.4 10.4 
62.0 71.8 9.8 
80.0 92.5 12.5 
90.0 98.8 8.8 
94.0 99.7 5.7 
98.0 99.8 1.8 
100.U 99.8 .2 
100.(J 99.8 .2 
Figure 5. Optimum fit analysis by class interval with mode and quartile estimate of standard deviation as 
parameters. 
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Transformations to the Normal 
Occasionally, distributions of service time and inter­
arrival time fit the normal distribution. More typically 
they have positive skewness. Reasons for this include 
the following: 
1. The occurrence of an occasional "dog", Le. a job
�,ich �as ac u�usually high amount of problems.
2. A job is sometimes performed by a technician
operating at the upper end of the learning
curve.
3. An operation is composed of many fixed operations
and, thus, it is not possible for it to deviate far
to the left of the mode.
Transformations of the form z = by + a and z = yb + a
with y being distributed normally will be considered. 
However, it is conceivable that other transformations such 
as the trignometric type may be appropriate in specific 
situations. 
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General Form z = by + a with y normally distributed
The distribution of z in equation z = bY + a with y 
being normally distributed 1s called log-normal. Solving 
this equation for y yields, y = loge (z - a)/loge b. The
term 'loge b' does not change the shape of the distribution, 
but only changes the scales on the x and y axis. Therefore, 
b is arbitrarily equated to e and the formula is simplified 
to y = loge ( z - a). The term a has a range of -oo<a < + z, 
and thus serves as a lower bound for z. The value of a 
affects the shape of the distribution and, therefore, it may 
be varied to achieve an improved fit. An increase in a 
increases the skewness of the distribution. Initially, � 
is set equal to the lowest possible value of z. This value 
is usually not known exactly, and must be determined on an 
a priori basis. Since a will be treated as a constant, the 
formula may be further simplified to y= loge x by letting 
x = z - a. The density function of x is 
1 ( X; CX , (3 ) = e Xp ( -½ ( ( 10 g e X - 0( ) / � ) 
2) / ( X (3 { 2 Tf ) X > 0 
with mean = exp (b(.+�2/2)
median = exp ( o< ) 
mo de = exp ( IX - @ 2 )
Note that the mean is greater than the median, which 
is greater than the mode. This is as expected for a 
distribution with positive skewness. The maximum like ihood 
es--c ma tors for 0( and {3 2 are
= ( I" n loge x1) /n
41 
� 2 = (! n (loge x1 -&( )
2
)/n
6
w
can be made unbiased by dividing by n - 1 instead of by
n. Therefore, the computed mean a�d variance of the
transformed data are equivalent to the maximum likelihood 
estimators. 
To illustrate the application of this transformation 
to positive skewed data, the loge was taken of each data 
element of Figure 2. The resulting analysis is shown in 
Figure 6, page 42. This data can be compared with the 
analysis performed oa the raw data, Figures 4 and 5, pages 
37 and 38 respectively. :�ote that skewness has been reduced 
and the kurtosi coefficients have improved. As anticipated, 
the optimum fit analysis shows marked improvement. Since 
no observations occur in the first class interval, it is 
desirable to set a =  5 and again perform the analysis. 
This analysis is shown in Figure 7, page 44. The key values 
show a general improvement. Therefore, the transformation 
shown in Figure 7 is considered more acceptable. 
DO YOU WANT TO TRANSFORM THE ORIGINAL ARRAY? 
YES 
PRINT TRANSFORW\TION ADJACENT TO 62 AND 65 AND XEQ 61 THRU ... EXAMPLE 62. OBS(l)=LOG(HOLD(l)-10) 
65. XX(l)=LOG(X(l)-10)
268. 6181 1 STOP 1 TERMINATED EXECUTION 
62. OBS (l)=LOG(HOLD(l))
65. XX(l )=LOG(X(l )+.001)
XEQ 61 THRU ...
MEASURES OF CENTRAL TENDENCY 
MEAN 
MEDIAN 
�l()DE OF GROUPED DATA 
QUARTILE AVERAGE 
10-90 PERCENTILE AVERAGE 
MEASURES OF DISPERSION 
RANGE 
10-90 PERCENTILE RANGE 
INTERQUARTILE RANGE 
STANDARD DEVIATION 
10-90 PERCENTILE EST OF STD DEV 
QUARTILE EST OF STD DEV 
MEASURES OF DEPARTURE FROM NORMALITY 
SKEWNESS COEFFICIENTS 
QUARTILE 
10-90 PERCENTILE 
MOMENT 
KURTOSIS COEFFICIENTS 
PERCENTILE 
MOMENT 
2.905 
2.890 
2.804 
2.859 
2.929 
l .492
.889
.440
.346
.347
.326
ACTUAL 
-.141
.088
.303
.248
2.693 
Figure 6. Analysis of data transformed by logex.
LmvER 
BOUND 
2. 197
2.485
2.639
NORMAL 
0.000 
0.000 
0.000 
0.263 
3.000 
UPPER 
BOUND 
3.689 
3.374 
3.079 
UB-
MEDiAN 
.i'99 
.484 
.189 
MEDIAN 
-LB
.693 
.405 
.251 
ALPHA 
2.905 
BETA 
.346 
POSITION 
1 
2 
3 
ABS DIF 
3.4 
2.2 
2 .1 
7.7 
14 .2 
CUM 
ABS DIF 
3.0 
2.4 
2 .1 
7.6 
13.0 
DO YOU t4ANT THE DETAIL DATA?
YES 
( 1 ) 
INTRL LB 
0. 
5.0 
10.0 
15.0 
20.0 
25.0 
30.0 
35.0 
40.0 
45.0 
TOTAL 
(2) 
OBSERVED 
0 
1 
13 
17 
9 
5 
2 
2 
1 
0 
50 
Figure 6. Continued 
(3) 
EXPECTED 
.0 
2.0 
12.2 
15.9 
10. 7 
5.3 
2.3 
.9 
.4 
. 1 
49.9 
SUM OF THREE LARGEST VALUES 
SUM OF ALL VALUES 
(4) (5) (6) 
(2) IN % (3) IN % 1(5)-(4) 1 
0. . 0 .0 
2.0 4 .1 2. 1
26.0 24.4 1.6
34.0 31.9 2. 1
18.0 21.4 3.4
10.0 10 .6 .6 
4.0 4.6 .6 
4.0 1.8 2.2 
2.0 .7 1.3 
0. .3 .3 
( 7) (8) (9) 
SU MTN ( 4) SUMTN(5) 1(8)-(7)1 
0 .0 .0 
2.0 4. 1 2. 1 
28.0 28.5 .5 
62.0 60.4 1.6 
80.0 81.8 1.8 
90.0 92.4 2.4 
94.0 97.0 3.0 
98.0 98.8 .8 
100.0 99.6 .4 
100.0 99.8 .2 
62. OBS( I )=LOG(HOLD( I )-5)
.§.5. XX( I )=LOG(X( I )-4.99)
XEQ 61 THRU •••
MEASURES OF CENTRAL TENDENCY 
MEAN 
MEDIAN 
MODE OF GROUPED DATA 
QUARTILE AVERAGE 
10-90 PERCENTILE AVERAGE 
MEASURES OF DISPERSION 
RANGE 
10-90 PERCENTILE RANGE 
INTERQUARTILE RANGE 
2.553 
2.565 
2.439 
2.508 
2.566 
2 .169 
1. 240
.621
STANDARD DEVIATION .486 
10-90 PERCENTILE EST OF STD DEV .484 
QUARTILE EST OF STD DEV .459 
MEASURES OF DEPARTURE FROM NORMALITY 
SKEWNESS COEFFICIENTS 
QUARTILE 
10-90 PERCENTILE 
MOMENT 
KURTOSIS COEFFICIENTS 
PERCENT I LE 
MOMENT 
AC UAL 
-.185 
.002 
-.043 
.250 
2.748 
Figure 7. Analysis of data transformed by loge(X-5).
L OvJER 
BOUND 
1.386 
1. 9 46
2.197 
NORMAL 
0.000 
0.000 
0.000 
0.263 
3.000 
UPPER 
BOUN':> 
3.555 
3.186 
2.818 
UB-
MEDIAN 
.990 
• 621
• 25 3
MEDIAN 
-LB
1. 179
.619
.368
ALPHA 
2.553 
BETA 
.486 
POSITION 
1 
2 
3 
ABS DIF 
1.9 
1.8 
1.8 
5.5 
10 .2 
CUM 
ABS DIF 
2.7 
2.3 
2.3 
7.3 
12.2 
DO YOU \�ANT THE DETAIL DATA? 
YES 
( 1 ) (2) (3)
INTRL LB OBSERVED EXPECTED
5.0 1 1.5 
10.0 13 13 .9 
15 .o 17 16. 1 
20.0 9 9.7 
25 .0 5 4.8 
30.0 2 2.2 
35.0 2 1.0 
40.0 1 .5 
45.0 0 .2 
TOTAL 50 49.9 
Figure 7. Continued 
SUM OF THREE LARGE T VALUES 
SUM OF ALL VALUES 
(4) (5) ( 6) 
(2) IN % (3) IN % 1(5)-(4)1 
2.0 3.0 1.0 
26.0 27.8 1.8 
34.0 32.2 1.8 
18.0 19.3 1.3 
10.0 9.6 .4 
4.0 4.5 .5 
4.0 2. l 1.9 
2.0 1.0 1.0 
0. .5 .5 
( 7) (8) (9) 
SUMTN(4) SUMTN(5) 1 (8)-(7)1 
2. ') 3.0 1.0 
28.') 30.7 2.7 
62.J 62.9 .9 
80.J 82.3 2.3 
90.J 91.8 1.8 
94.0 96.3 2.3 
98.0 98.4 .4 
100.() 99.4 .6 
100.() 99.9 . 1 
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General form z - yb + a with y normally distri buted 
The distribution of z in equation z = yb + a with y 
being normally distributed is called the square root function 
when b = 2. Solving this equation for y yields y = (z - a)1/b. 
The discussion of a on page 40 pertaining to the log-normal 
distribution also apply here. Letting x = z - a, the 
formula simplifies to y= x (l/ b ). The density function of 
Xis 
s(x;ot., S, b) = exp (-�((x (l/b)_lX)/6 )2 )/( 12rr�bxl - (l/b)),x>O
The value of b does have an impact on skewness. Skewness 
increases as b increases. For purposes of illustration, 
parameters will be computed for b = 2 only. For b = 2 the 
density function becomes 
S ( X ; pl,. , 6 ) = e Xp ( - � ( ( 1X - o( ) / 6 ) 2 ) / ( 2 f 21T' X 0, ) , X ) 0 
with mean = 0( 2 + � 
2
median= o( 
2 
mode = � 2 ( ½ + � - { ( c( 
2 
- 4 (3 2) / rX 2) - (;, 2
Note that the mean is greater than the median which is 
greater than the mo e. This is as expected for a distri­
but on with positive skewness. 
To illustrate the application of this transformation 
to positive skewed data, the square root was taken of each 
data element of Figure 2. The resulting analysis is shown 
in Figure 8, page 48. This data can be compared with the 
data of Figures 6 and 7, pages 42 and 44 respectively. 
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The 10 key values for the square root are greater and, thus, 
represent a poorer fit. In Figure 9, page 50, the data was 
transformed by {x - 5. This ordinate shift of five units 
to the right has improved the fit. Since this ordinate 
shift has improved the fit by increasing skewness, skewness 
may be further increased by increasing the value of the 
root. Selecting a root value of 10 yiA]d� r�sults illustrated 
1n Figure 10, page 52. Marked improvement in fit has been 
achieved. This fit is as good as the fit in Figure 7. 
It may even be considered slightly better since the key 
values in the cumulative absolute difference column are 
smaller. 
62. OBS(l)=HOLD(l)**.5
&5. XX(l)=X(I) *.5
XEQ 61 THRU •••
MEASURES OF CENTRAL TENDENCY 
MEAN 
MEDIAN 
MODE OF GROUPED DATA 
QUARTILE AVERAGE 
10-90 PER CENTILE AVERAGE
MEASURES OF DISPERSION 
RANGE 
10-90 PERCENTILE RANGE
INTERQUARTILE RANGE
4.338 
4.243 
4.073 
4.203 
4.434 
3.325 
1. 939
.922
STANDARD DEVIATION .773 
10-90 PERCENTILE EST OF STD DEV .756 
QUARTILE EST OF STD DEV .682 
MEASURES OF DEPARTURE FROM NORMALITY 
SKEWNESS COEFFICIENTS 
QUART I LE 
10-90 PERCENT! LE
MOMENT
KURTOSIS COEFFICIENTS 
PERCENT! LE 
MOMENT 
ACTUAL 
-.087 
.197 
.710 
.238 
3.096 
LOWER 
BOUND 
3.000 
3.464 
3.742 
NORMAL 
0.000 
0.000 
0.000 
0.263 
3.000 
DO YOU WANT AN OPTIMUM FIT ANALYSIS BY CLASS INTERVAL? 
Figure 8. Analysis of data transformed by ix. 
UPPER 
BOUNO 
6.325 
5.403 
4.66'3 
UB­
MEDIAN 
2.082 
1.161 
.421 
MEDIAN 
-LB
l.21J3
.779
.501
ALPHA 
4.338 
BETA 
• 773
POSITION 
l 
2 
3 
ABS DIF 
5.5 
5.0 
4.5 
15 .0 
27 .1 
CUM 
ABS DIF 
5. l
4.4
3.9
13 .5 
19 .4 
DO YOU WANT THE DETAIL DATA? 
NO 
SUM OF THREE LARGEST VALUES 
SUM OF ALL VALUES 
DO YOU WANT TO CHANGE THE VALUES OF ALPHA AND BETA? 
NO 
DO YOU WANT TO TRANsFORM THE ORIGINAL ARRAY? 
YES 
PRINT TRANSFORMATION ADJACENT TO 62 AND 65 AND XEQ 61 THRU ... EXAMPLE 62. OBS(I)=LOG(HOLD(I)-10) 
?t:.O Cl 01 I CT0n I Tcn,n,1 I\TC"f' C""C"CUTIOII 
Figure 8. Continued 
65. XX(I)=LOG(X(I)-10)
62. OBS( I )-(HOLD( I )-5)**.5
&5. XX(l)=(X(l)-4.99)i*.5
XEQ 61 THFW •••
MEASURES OF CENTRAL TENDENCY 
MEAN 
MEDIAN 
MODE OF GROUPED DATA 
QUARTILE AVERAGt 
�0-90 PERCENTILE AVERAGE 
MEASURES OF DISPERSION 
RANGE 
10-90 PERCENTILE RANGE 
INTERQUARTILE RANGE 
3.689 
3.606 
3.401 
3.546 
3.782 
3.916 
2.273 
1. 092
STANDARD DEVIATION .900 
10-90 PERCENTILE EST OF STD DEV .887 
QUARTILE EST OF STD DEV .808 
MEASURES OF DEPARTURE FROM NORMALITY 
SKEWNESS COEFFICIENTS 
QUART I LE 
10-90 PERCENTILE 
MOMENT 
KURTOSIS COEFFICIENTS 
PERCENTILE 
MOMENT 
ACTUA 
-.109 
.156 
.560 
• 2 40
2.949 
Figure 9. Analysis of data transformed by fx=s. 
LOWER 
BOUND 
2.000 
2.646 
3.000 
NORMAL 
0.000 
0.000 
0.000 
0.263 
3.000 
UPPE� 
BOUND 
5.91G 
4. 91 '.)
4.092
us-
MEDIAN 
2.311 
1. 313
.487
MEDIAN 
-LB
1. 606
.960
• 60 6
\J1 
0 
ALPHA 
3.689 
BCTA 
.9 
POSITION 
1 
2 
3 
ABS DIF 
4.7 
3.8 
3.4 
11. 9
22.0
CUM 
ABS DIF 
3.8 
3.7 
3.3 
10.8 
16.0 
DO YOU WANT THE DETAIL DATA? 
NO 
SUM OF lHREE LARGEST VALUES 
SUM OF ALL VALUES 
DO YOU WANT TO CHANG THE VALUES OF ALPHA AND BETA? 
NO 
DO YOU WANT TO TRANSFORM THE ORIGINAL ARRAY? 
YES 
PRINT TRANSFORMATION ADJACENT TO 62 AND 65 AND XEQ 61 THRU ... EXAMPLE 62. OBS(I)=LOG(HOLD(I)-10) 
268. 6181 1 STOP I TERMINATED EXECUTION 
Figure 9. Continued 
65. XX(I)=�OG(X(I)-10)
U1 
EDIT 62 '.5 , '.1' 
62. OBS(l)=(HOLD(l)-5j�*.l;
.f.D I T 6 5 ' • 5 ' , 1 • 1 1 
65. XX(l)=(X(l)-4.99)**.l;
XEQ 61 THRU •••
MEASURES OF CENTRAL TENDENCY 
MEAN 
MEDIAN 
MODE OF GROUPED DATA 
QUARTILE AVERAGE 
10-90 PERCENTILE AVERAGE
MEASURE OF DISPERSION 
RANGE 
10-90 PERCENTILE RANGE
INTERQUARTILE RANGE
1. 292
1. 292
1. 2 76
1. 286
1. 295
.278 
.160 
.080 
STANDARD DEVIATION .063 
10-90 PERCENTILE EST OF STD DEV .063 
QUARTILE EST OF STD DEV .059 
MEASURES OF DEPARTURE FROM NORMALITY 
SKEWNESS COEFFICIENTS 
QUARTILE 
10-90 PERCENTILE
MOMENT
KURTOSIS COEFFICIENTS 
PERCENTILE 
MOMENT 
ACTUAL 
-.170 
.033 
.082 
.249 
2.721 
Figure 10. Analysis of data transformed by 10-rx:s. 
LOWER 
BOUND 
1.149 
1. 215
1. 246
NORMAL 
0.000 
0.000 
0.000 
0.263 
3.000 
UPPEq 
BOUNJ 
1. 42 7
1.37:5
1.326
UB-
MEDIAN 
.135 
.083 
.033 
MEDIAN 
-LB
.144 
.078 
.047 
\Jl 
I\) 
ALPHA 
1 . 292 
BETA 
.06 '")
POSITION 
1 
2 
3 
ABS DIF 
2 .1 
2.0 
2.0 
6 .1 
10. 3
CUM 
ABS DIF 
2.4 
2. 1
1.9
6.5 
11.0 
DO YOU WANT THE DETAIL DATA? 
YES -
( l) ( 2) (3) 
INTRL LB OBSERVED EXPECTED 
5.0 1 1.6 
l O .0 13 13 .5 
15 .0 17 15. 9 
20.0 9 10.0 
25.0 5 5.0 
30.0 2 2.3 
35.0 2 1.0 
40.0 1 .4 
45.0 0 .2 
TOTAL 50 49.9 
Figure 10. Continued 
SUM OF THREE LARGEST VALUES 
SUM OF ALL VALUES 
( 4) (5) ( 6) 
(2) IN % (3) IN % 1(5)-(4)1 
2.0 3.2 1.2 
26.0 26.9 .9 
34.0 31.9 2. 1
18.0 20.0 2.0
10.0 10.0 .0 
4.0 4.6 .6 
4.0 2.0 2.0 
2.0 .9 1. l
0. .4 .4
(7) (8)
SUMTN{4) SUMTN(5) 
2.0 3.2 
28.0 30 .1 
62.0 62.0 
80.0 81.9 
90.0 91.9 
94.0 96.4 
98.0 98.4 
100.0 99.3 
100.0 99.7 
( 9) 
1(8)-(7)1 
1.2 
2. l
.0
1.9 
1.9 
2.4 
.4 
.7 
.3 
CJl 
w 
Computer Program For Analysis of Empirical Data 
and Determination of Optimum Fit 
54 
The computer program was designed to permit a thorough 
and rapid analysis of the empirical data and a determination 
of optimum fit for unimodal distributions. several time­
saving and versatile features were incorporated into the 
p!'0 g!'e.::n. 
1. The raw data is initially transformed into an
ascending array. The array 1s stored wi�h the
program (internally). Therefore, if the user
must stop the run prior to completing the analysis,
it will not be necessary to re-enter the raw data
or wait while the computer develops the array.
2. Prior to grouping the da�a, the program prints
the value of the largest and smallest data elements.
Also, a recomme,16ed class �ri-cerval s1ze is
printed. Thi information aids in determining
the three values required for data grouping.
3. Based o� the users selection of range and size of
the class interval ,, 'the num.bE:r of observations
per class interval is computed �nd printed. The
user may a� this �1m vary the range and size of
the cla5s interval until a satisfactory grouping
is achieved.
4. After the m�asures of c� tral tendency, dispersion,
and dep�rture from �or lity are printed, the user
55 
has the option of making an optimum fit analysis 
or transforming the original data. 
5. If the user decides to make an optimum fit
analysis, he selects and inputs one of the measures
of central tendency (alpha) and either the standard
deviation or an estimate of standard deviation
(beta). A brief summary of the optimum fit is
printed. This includes the absolute difference
between the observed and expected percentages for
the three class intervals having the largest
differences. The sum of these values together with
the sum of all absolute differences is printed.
The above information is also printed for the
absolute difference between the observed and expected
summation of percentages.
6. If the summary data indicates a reasonably good fit,
the user may request a detailed analysis. The items
included 1n th1s analysis were discussed on page 34.
7. If a detailed acalysis 1s not requested, another
alpha and beta may be selected and a summary
analysis printed. This process will continue until
the user ls convinced that he has selected a satis­
factory alpha and beta.
8. The user may -cransform the data and begin the
analys s a bin ased on the transformed data.
This p ocess may be repeated.
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Figure 11, page 57 is a flow chart of this program. 
The program 1s located in the Appendix. The user first in­
puts the number of raw data elements N, the number of sub­
intervals for Simpson's rule M, and the values of the raw 
data elements OBS. This data is then sorted into an array 
(lines 6 - 13 of the program). The largest and smallest 
data elements and the recommended size of the class interval 
are then output (lines 21 - 29). The user inputs the 
lower bound of the first class interval MIN, the upper 
bound of the largest class interval MAX, and the size of the 
class interval INT. The frequency distribution is then 
developed and printed (liues 30 - 52). At this point the 
user is asked, DO YOU WA�T TO REGROUP THE DATA? If he 
answers YES, he will be asked for the new lower and upper 
bound of the first and last class interval, respectively, 
and the size of the class interval. If the user answers NO 
to the above question, the measures of central tendency, 
dispersion and departure from normality are computed aDd 
printed (lines 57 - 160). The user is then asked, DO YOU 
WANT AN OPTIMUM FIT ANALYST� BY CLASS INTERVAL? If he 
responds with YES, he must input ALPHA and BETA. The 
complete analysis is mad and the summary analysis is 
printed (lines 165 - 245). The user is asked, DO YOU WANT 
THE DETAIL DATA? A respor.se of YES will trigger a printing 
of tne ddtail data. After this pri�ting or in response to 
a JO to the above �ues�ioL, the question 1s asked, DO YOU 
INPUT 
TRANS­
FORMTN 
YES 
INPUT 
RAW 
DATA 
PRINT LOW 
HIGH, 
ETC. 
VAL. 
INPUT LB, 
B A�D 
CLASS 
INTERVAL 
PRINT 
CENTRAL 
TEND., 
ETC. 
NO 
INPUT 
,--.._...,.LPHA AND 
BETA 
PRINT 
DETAIL 
ANAL. 
57 
Figure 11. Flow chart of p ogram for analysis of empirical 
data and deter inat1on of optimum fit. 
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WANT TO OHA�GE THE VALUES OF ALPHA AND BETA? A YES 
response will require new values for ALPHA and BETA for 
computation of the fit analysis. A NO response to this 
question or to the above question, DO YOU WANT AN OPTIMUM 
FIT ANALYSIS BY CLASS INTERVAL? will trigger the question, 
DO YOU WANT TO TRANSFORM THE ORIGINAL ARRAY? A NO response 
will terminate the run; a YES response will trigger the 
l3tacc::ment :tRil.'lT 'i'RAl'lSiORMA1'ION ADJAOEN1' I'O b2 AND 65 AND 
XEQ 61 THRU ••••• EXAMPLE 62. OBS (I)= LOG(HOLD(I)-10), 
65. XX(I) = LOG(X(I)-10). The user then inputs or edits 
the existing #62 and #65 statements to any desired trans­
formation and prints XEQ 61 THRU ••••• The program then 
re-computes measures of central tendency, etc., and continues 
through tne analysis cycle. 
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Simulation of Resource Utilization 
This section describes a simulation model designed 
to use the transformations developed in the previous 
sections. An actual case will be analyzed. The simulation 
output indicates the formation of queues that are possible 
as a result of variability of service time, inter-arrival 
time and malntenaace down time. This, in turn, allows the 
manager to prepare for queues in advance of their occurr­
ence. This preparation may take the form of procuring 
additional resources, developing an overtime plan, etc. 
This model contains several important features. 
1. The model is designed for an on-line time sharing
computer. Thus simulation results can be obtained 
in minutes rather than in days as required when 
normal procedures are followed. 
2. The standardized normal distribution has been
programmed lrto the model. Thus, only the mean, 
standard deviation and transformation must be 
input. 
3. The output data includes the resource quantity,
number in ervic , aGd number in queue for each
period. The data 1s also summarized to give
average number 1n queue and in service, number
of inputs and outputs, and average time in queue
and service.
60 
It should be emphasized that this is not an all 
purpose model. It was designed to aid in identifying and 
solving a particular problem. However, the concepts of 
usings exclusively, the standard normal distribution and 
of having the ability to receive immediate solutions to 
simulation problems should make simulation a more powerful 
management tool. Models of this detail can be developed, 
de-bugged and results received in less than a week's time. 
Figure 1 2, page 61 , 1s a flow chart of this program. 
The program is located in the Appendix. The output format, 
page 65, was designed for periods equal to a day and 21
work days per month. The output data includes daily infor­
mation plus a summarization after each month. Lines 43 
and 59 of the program coatain the transformations for the 
irt er-arrival time and service time, respectively. The 
service time transforma�ion was developed in previous sections 
10---to be f(x) = {x - 5. To transform from the standard 
normal to the actual distribution, we merely solve for x to 
get f ( x) = x1° -t 5. This is the formula which appears in 
line 59, The in�er-arrival time distribution for demarids 
upon resource A, together wi-ch an optimum fit analysis is 
given 1n the Appendix. Note that this distribution also 
eyJJ.ib1 ts po s1 ti ve skewness. This data was transformed by 
taking each da-ca eiemen� to the 1/3 power (f(x) = x1/3). 
·ro t � nsform f·.co-rr. -che stand�r normal to the actual d1stri­
b tion, we solve for x to get f(x) = x3. This formula
INPUT INTER-ARRIVAL 
AND SERVICE TIME 
MEAN, ETC. 
GENERATE RESOURCE 
AVAILABILITY FOR 
ALL PERIODS 
GENERATE INPUT AND 
SERVICE TIME 
USE ONE RESOURCE 
FOR ONE TIME UNIT 
WAIT ONE 
TIME UNIT 
NO 
NO 
61 
Figure 12. Flow chart of program for analysis of empirical 
data and determination of optimum fit. 
62 
appears on line 43. Maintenance down time distribution is 
input at the beginning of the program. 
To operate the program, the user inputs XEQ 5 THRU ••••. 
The user then inputs the number of days being simulated N, 
the number of class intervals for maintenance down time M, 
and the number of months required PER. The user then inputs 
the transformed mean MEANl and standard deviation STDDl for 
the inter-arrival time, the transformed mean MEAN2 and 
standard deviation STDD2 for the service time, the quantity 
of resources available GEO and their corresponding probabili­
ties GRANDo The program then generates, based on random 
selectionp the number of resources available for all periods 
(lines 13 - 35). Next, an inter-arrival and service time 
for a resource demand are generated by random selection 
from their respective density functions. If a resource is 
available, it is allocated for each day of service required. 
If a resource is not available, the demand enters a queue 
and waits until a resource becomes available (lines 36 - 81). 
This process of g�nerating inter-arrival and service times 
continues until the simulated time 1s exhausted. The 
stored data 1s then printed (lines 82 - 102). 
An example will not be presented. Data input to the 
simulation model is shown below. 
Length of run 
Days allocated (N) = 300* 
Number of months (PER)= 12 
Inter-arrival time 
Mean (MEANl) 
Std. dev. ( STDDl) 
Service time 
Mean (MEAN2) 
'.3td. dev. ( STDD2) 
Resource availability 
Quantity 
_(GEO) 
12 
11 
= 
= 
= 
= 
1.263 
0.302 
1. 292
0.063 
Cum. Rel. Freq. 
(GRAND) 
.90 
1.00 
*Additional days must be allocated to permit demands to
generate up to and including the 252nd day.
The simulation output is shown in Table D, page 65. 
63 
The first month is considered a build-up month. Beginning 
in period 23 of the second month queues begin to form. 
Queues remain from period 23 to period 32. Other intervals 
which contain queues include periods 40 - 83, 87, 89 - 90, 
92, 95 - 101, 131 - 160, 163, 243 - 247. A combination 
of a large quantity of input and long service time will 
result in the build up of queues. Note that the average 
number of arrivals per month should be 11.17. But the first 
three month average equaled 14.33. This, in part, accounted 
for the large queues during the �hird month. The sixth 
month experienced �o queues partially as a result of only 
7 iuputs during tat onth. This type of analysis could be 
co:1tinued into as much detail as required. The important 
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point is that management can view all the possible situations 
that they may have to face. Corrective action can be 
developed well in advance of its actual need. The corrective 
action may be to purchase additional resources, to develop 
overtime procedures, etc. 
PE 10D 1 2 3 4 5 
RESOURCE QTY 12 12 12 12 12 
NR IN SERVICE 0 0 1 1 1 
NR IN QUEU 0 0 0 0 0 
AVE NR IN QUEUE 0. 
AVE NR IN SERVICE 4.57 
NR OF INPUTS 13.00 
PERIOD 22 23 24 25 26 
R[SOURCE QTY 12 12 12 12 12 
NR IN SERVICE 12 12 12 12 12 
NR IN QUEUE 0 3 2 1 1 
AVE NR IN QUEUE .95 
AVE NR IN SERVICE 11. 81
NR OF INPUTS 13.00
PERIOD 43 44 45 46 47 
RESOURCE QTY 12 12 12 12 12 
NR IN SERVICE 12 12 12 12 12 
NR IN QUEUE 1 1 4 3 3 
AVE NR IN QUEUE 4.71 
AVE NR IN SERVICE 11.95 
NR OF INPUTS 17.00 
PERIOD 64 65 66 67 68 
RESOURCE QTY 12 12 12 12 12 
NR IN SERVICE 12 12 12 12 12 
NR IN QUEUE 5 5 5 3 4 
AVE NR IN QUEUE 2.67 
AVE NR IN SERVICE 11.95 
NR OF INPUTS 9.00 
TABLE D. SIMULATION OUTPUT 
6 7 8 9 10 
12 12 12 12 12 
1 1 1 2 2 
0 0 0 0 0 
AVE TIME IN QUEUE 
AVE TIME IN SERVICE 
N R OF OUTPUTS 
27 28 
12 11 
12 11 
1 1 
AVE TIME 
AVE TI ME 
29 30 31 
12 12 12 
l 2 12 12 
1 2 2 
IN QUEUE 
IN SE RV I CE 
NR OF OUTPUTS 
48 49 50 51 52 
12 12 12 12 11 
12 12 12 12 11 
5 5 6 6 7 
AVE TIME IN QUEUE 
AVE TIME IN SERVICE 
NR OF OUTPUTS 
69 70 71 72 73 
12 11 12 12 12 
12 11 12 12 12 
4 4 2 2 2 
AVE TIME IN QUEUE 
AVE TIME IN SERVICE 
NR OF OUTPUTS 
11 12 
12 11 
4 5 
0 0 
0. 
13.00 
1.00 
32 33 
12 12 
12 12 
1 0 
1.54 
16. 25
12.00
53 54 
12 12 
12 12 
6 8 
5.82 
19.18 
17.00 
74 75 
12 12 
12 12 
2 1 
6.22 
19.54 
13.00 
13 14 15 16 17 18 19 20 21 
12 12 12 12 12 12 12 12 12 
5 7 7 7 8 9 11 11 12 
0 0 0 0 0 0 0 0 0 
34 35 36 37 38 39 40 41 42 
12 12 12 12 12 12 12 12 12 
12 11 11 12 11 12 12 12 12 
0 0 0 0 0 0 2 1 2 
55 56 57 58 59 60 61 62 63 
12 12 12 12 12 12 12 12 12 
12 12 12 12 12 12 12 12 12 
5 4 5 5 5 5 6 5 4 
76 77 78 79 80 81 82 83 84 
12 12 12 12 12 12 12 12 12 
12 12 12 12 12 12 12 12 12 
2 2 2 2 2 2 3 2 0 
0\ 
\J1 
TABLE D. SIMULATION OUTPUT 
PER I OD 85 86 87 88 89 90 91 92 93 94 95 96 97 98 99 100 101 102 103 104 105 
RESOURCE QTY 12 12 11 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 
NR IN SERVICE 12 12 11 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 11 
NR IN QUEUE 0 0 1 0 1 1 0 1 0 0 1 2 2 2 2 1 1 0 0 0 0 
AVE NR IN QUEUE .71 AVE TIME IN QUEUE 1.87 
AVE NR IN SERVICE 11.90 AVE TIME IN SERVICE 26.50 
NR OF INPUTS 8.00 NR OF OUTPUTS 10.00 
PERIOD 106 107 108 109 110 111 112 113 114 115 116 117 118 119 :. 2 0 121 122 123 124 125 126 
RESOURCE QTY 11 12 12 12 12 11 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 
NR IN SERVICE 11 11 10 10 10 9 9 8 8 7 8 8 8 7 7 7 6 5 5 6 6 
NR IN QUEUE 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
AVE NR IN QUEUE o. AVE TIME IN QUEUE o. 
AVE NR IN SERVICE 7.90 AVE TIME IN SERVICE 19.38 
NR OF INPUTS 7.00 NR OF OUTPUTS 8.00 
PER I OD 127 128 129 130 131 132 133 134 135 136 137 138 139 140 :.41 142 143 144 145 146 147 
RESOURCE QTY 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 
NR IN SERVICE 7 11 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 
NR IN QUEUE 0 0 0 0 1 1 2 3 3 3 4 5 4 4 4 5 4 5 4 4 3 
AVE NR IN QUEUE 2.81 AVE TIME IN QUEUE 3.47 
AVE NR IN SERVICE 11. 71 AVE TIME IN SERVICE 19.73 
NR OF INPUTS 17.00 NR OF OUTPUTS 11. 00 
PER I OD 148 149 150 151 152 153 154 155 156 157 158 159 160 161 162 163 164 165 166 167 168 
RESOURCE QTY 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 11 12 12 12 12 12 
NR IN SERVICE 12 12 12 12 12 12 12 12 12 12 12 12 12 12 12 11 10 10 10 11 12 
NR IN QUEUE 3 2 2 3 2 3 3 3 3 4 4 3 2 0 0 2 0 0 0 0 0 
AVE NR IN QUEUE 1.86 AVE TIME IN QUEUE 3.00 
AVE NR IN SERVICE 11. 62 AVE TIME IN SERVICE 17.38 0\ 0\ 
NR OF INPUTS 13.00 NR OF OUTPUTS 16.00 
PER I OD 169 
RESOURCE QTY 12 
NR IN SERVICE 11 
NR IN QUEUE 0 
AVE NR IN QUEUE 
AVE NR IN SERVICE 
NR OF INPUTS 
PERIOD 190 
RESOURCE QTY 12 
NR IN SERVICE 8 
NR IN QUEUE 0 
AVE NR IN QUEUE 
AVE NR IN SERVICE 
NR OF IN PUTS 
PER I OD 
RESOURCE QTY 
N R IN SE RV ICE 
NR IN QUEUE 
211 
12 
8 
0 
AVE NR IN QUEUE 
AVE NR IN SERVICE 
NR OF INPUTS 
PERIOD 232 
RESOURCE QTY 12 
NR IN SERVICE 8 
NR IN QUEUE 0 
AVE NR IN QUEUE 
AVE NR IN SERVICE 
NR OF INPUTS 
170 
12 
12 
0 
191 
12 
9 
0 
212 
12 
8 
0 
233 
12 
9 
0 
171 172 173 
12 12 12 
10 10 10 
0 0 0 
0. 
8.71 
7.00 
192 193 194 
12 12 12 
8 7 8 
0 0 0 
0. 
7.62 
7.00 
213 214 215 
12 12 12 
7 7 7 
0 0 0 
o. 
8.95 
13.00 
234 235 236 
12 12 12 
9 10 10 
0 0 0 
.24 
10.71 
10.00 
TABLE D. SIMULATION OUTPUT 
174 175 176 177 178 179 180 181 
12 12 12 12 12 12 12 12 
10 10 9 9 10 10 8 6 
0 0 0 0 0 0 0 0 
AVE TIME IN QUEUE 0. 
AVE TIME IN SERVICE 18.88 
NR OF OUTPUTS 8.00 
195 196 197 198 199 200 201 20 2 
11 12 12 12 12 12 12 12 
8 8 9 10 8 7 8 8 
0 0 0 0 0 0 0 0 
AVE TIME IN QUEUE o. 
AVE TIME IN SERVICE 19.00 
NR OF OUTPUTS 9.00 
216 217 218 219 220 221 222 223 
12 12 12 12 12 12 12 12 
8 8 10 11 10 10 10 8 
0 0 0 0 0 0 0 0 
AVE TIME IN QUEUE o. 
AVE TIME IN SERVICE 18.09 
NR OF OUTPUTS 11. 00 
237 238 239 240 241 242 243 244 
12 12 12 11 12 12 12 12 
9 10 11 11 11 12 12 12 
0 0 0 0 0 0 1 1 
AVE TIME IN QUEUE • 5 0
AVE TIME IN SERVICE 18.63 
NR OF OUTPUTS 8.00 
182 183 184 185 186 187 188 189 
12 11 12 12 12 12 12 12 
7 7 7 7 8 8 6 8 
0 0 0 0 0 0 0 0 
203 �04 205 206 20 7 208 209 210 
12 12 12 11 11 12 12 12 
7 7 8 8 6 6 6 6 
0 0 0 0 0 0 0 0 
224 225 226 227 228 229 230 231 
12 12 12 12 12 12 12 12 
10 11 10 10 9 8 10 8 
0 0 0 0 0 0 0 0 
245 246 247 248 249 250 251 252 
12 12 12 12 12 12 12 12 
12 12 12 11 12 10 11 11 
1 l 1 0 0 0 0 0 
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SUMMARY 
This paper has developed two methods of determining 
resource requirements at an Air Force maintenance depot. 
These methods are general in nature and may be applied to 
any operation faced with determining optimum resource quan­
tities. Several concepts developed in this paper have 
even br��da� applicatiotl� 
1. The use of infinite queuing theory formulas to
develop upper bounds for resource requirements.
Resource requirements can then be reduced by
considering tolerable delay time, use of over­
time, etc.
2. The development of an optimum fit test. This
test is more powerful than the common goodness
of fit tests, and should be used when fitting
and smoothing empirical distributions to
theoretical distributions.
3. The exclusive use of the standardized normal
distribution in simulations. All distributions 
are then transformed from the normal to the 
desired theoretical distribution. 
4. The development of a small versatile simulation
model designed for time sharing equipment. This 
concept enhance the value of simulation by 
substantially reducing response time. 
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APFENDIX 
COMPUTER PROGRAM FOR TABLE A 
LI ST 1 THRU 40 
1. 
2. 
DCL INQR(*) EXT CTL , PT(*) CTL , MIN(*) 
EXT CTL , MAX(*) EXT CTL ; 
3. 
ALLOCATE PT(36) ; 
GET LIST(PT); 
4. GET LIST(NN}; 
s. 
6. 
7. 
ALLOCATE INQR(NN} , MIN(NN) , MAX(NN) ; 
GET LIST(INQR); 
8. 
9. 
10. 
11. 
12. 
PUT LIST('') SKIP(!); 
PUT LIST(' 
A'); 
PUT LIST('') SKIP(!); 
TABLE 
PUT LI ST (' 
SERVICE TIME 
RESOURCE REQUIREMENTS ( 
IN HOURS) 1 ); 
PUT LIST(") SKIP(3); 
PUT LIST(' 
SERVICES/QUARTER'); 
13. 
14. OUT:
PUT EDIT( 'SERVICE', INQR{l), INQR( 2), INQR{3), 
INQR(4),INQR(5),INQR(6)} (R(OUT},SKIP}; 
I MAGE; -------
15. PUT LIST('TIME 1 ); 
16. PUT LIST{'(HOURS} MIN MAX MIN MAX MIN 
MAX MIN MAX MIN MAX MIN MAX'); 
17. ZZ=l2; 
18. J,L=l; 
19. UPV: DO l=L TO L+5; 
20. LAM=INQR(l)/1008; 
21. MU=l/PT(J); 
22. RHO=LAM/MU; 
23. MIN(l)=TRUNC(RHO+l); 
2 4. MAX ( I ) =MIN ( I } ; 
25. HIGH: SUM=O; 
26. DO K=l TO MAX(I}; 
27. FACT=K-1; 
28. CHECK=K-2; 
29. IF CHECK<=O THEN GO TO DOWNl; 
30. GO TO DOWN7; 
31. UP: IF CHECK=O THEN GO TO DOWN6; 
32. DOWN7: FACT=FACT*CHECK; 
33. CHECK=CHECK-1; 
34Q GO TO UP; 
35. DOWNl: FACT=l; 
36� DOWN6: SUM=SUM+RHO**(K-1)/FACT; 
37. END; 
38. FACT=MAX(l)*FACT; 
39. PO=l/{SUM+RHO••MAX(l)•MAX(l)/(FACT•(MAX( 
I )-RHO))); 
40. aPO*RHO**MAX(l)•MAX(l)/(FACT*(MAX(l)-
R 0)**2*MU); 
LIST 41 THRU ••• 
41. 
42. 
43. 
44. DOWN4:
45.
46. OUTl:
IF M<=.l*PT(J) THEN GO TO DOWN4; 
MAX(l)=MAX(I )+l; 
GO TO HIGH; 
END ; 
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PUT EDIT(PT(J),MIN(L),MAX(L),MIN{L+l),MAX( 
L+l),MIN(L+2),MAX(L+2),MIN(L+3),MAX(L+3), 
MIN(L+4),MAX(L+4),MIN(L+S),MAX(L+5)) (R( 
OUTl),SKIP); 
IMAGE; ----- - --- --- --- --- --- --- --- ---
4 7. 
48. 
49. 
so. 
52. 
53. 
54. 
55. 
56. 
57. 
58. 
59. 
6120 
DROP: 
OUT3: 
d=\I+1.; 
IF J>ZZ THEN GO TO DROP; 
GO TO UPY; 
ZZ=ZZ+12; 
L=L+6; 
IF ZZ)37 THEN GO TO BYBY; 
PUT LIST('') SKIP(2); 
PUT EDIT(INQR(L),INQR(L+l),INQR(L+2),INQR( 
L+3), INQR(L+4), INQR(L+S)) (R(OUT3),SKIP); 
IMAGE; 
PUT LIST{") SKIP(l); 
GO TO UPY; 
BYBY: PUT LIST('') SKIP{20); 
END OF PROGRAM LISTING 
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COMPUTER PROGRAM FOR TABLE B 
LI ST 
1. DCL INQR(*) EXT CTL , PT(*) CTL , MIN(*) 
EXT CTL , MAX(*) EXT CTL ; 
ALLOCATE PT(15) ; 
GET LI ST {PT); 
GET LIST{NN); 
2. 
3. 
4. 
5. 
6. 
7. 
8. 
ALLOCATE INQR{NN) , MIN(NN) , MAX(NN) ; 
GET LISTCINQR); 
9. 
10. 
11. 
12. 
PUT LIST(") SKIPCl); 
PUT LI ST( I 
8 I ) ; 
PUT LIST{ I I) SKIP(l); 
TABLE 
PUT LIST{' 
SERVICE TIME 
RESOURCE REQUIREMENTS ( 
IN DAYS) ' ) ; 
PUT LIST(' I) SKIP(3); 
PUT LIST(' 
SERVICES/QUARTER'); 
13. 
14. OUT:
PUT ED IT ('SE RV I CE', I NQR( 1), I NQR( 2), I NQR( 3), 
INQR(4), INQR(5), INQR(6)) (R(OUT),SKIP); 
IMAGE; 
15. PUT LIST('TIME'); 
16. PUT LIST('(DAYS) MIN MIN MIN 
MIN MIN MIN'); 
17. ZZ=l5; 
18. J,L=l; 
19. UPY: DO l=L TO L+5; 
20. LAM=INQR(i)/63; 
21. MU=l/PT(J); 
22. RHO=LAM/MU; 
23. MIN(l)=TRUNC(RHO+l); 
24. DOWN4: END ; 
25. PUT EDIT(PT(J),MIN(l),MIN(L+l),MIN(L+2), 
MIN(L+3),MIN(L+4),MIN(L+5)) (R(OUTl),SKIP); 
26. OUTl: IMAGE; 
27. 
28. 
29. 
30. 
31. 
32� 
33. 
34. 
35. 
36. 
37. 
38. 
39. 
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------ ------ ------ ------ ------ ------
DROP: 
OUT3: 
J =J + 1; 
IF J>lS THEN GO TO DROP; 
GO TO UPY; 
ZZ=ZZ+l5; 
J=l; 
L=L+6; 
IF ZZ>45 THEN GO TO BY BY; 
PUT IST(' ') SKIP(2); 
PUT EDIT(INQR(L), INQR(L+l), INQR(L+2), INQR( 
L+3), INQR(L+4), INQR(L+S)) (R(OUT3),SKIP); 
MAGE; 
PUT LIST('') SKIP(l); 
GO TO UPY; 
BYBY: PUT LIST('') SKIP(20); 
END OF PROGRAM LISTING 
Noun 
Mean (X)
Median 
Mode of the 
Grouped Data 
Quartile 
Average 
Measures of Central Tendency 
Description and/or Formula 
Average magnitude of the Xi's (�
nxi/n)
x1 = i� element of raw data
n = total number of elements of raw
data 
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Middle x1 value if n is odd. Average oftwo middle Xi values if n 1s even 
The value which is computed to occur with 
the largest frequency. 
Mode = a+bc/(b+d) 
a =  lower bound of the class interval 
containing the mode. 
b = frequency of modal class minus 
frequency of next lower class 
c = class interval size 
d = frequency of modal class minus 
frequency of next higher class. 
Average of the first and third quartile 
((Q1+Q3)/2). 
Q1 = first quartile or that X value 
which divides the area under the 
density function such that 25% of the 
area lies to the left of this point. 
Qi= Xv+l + (Xy+2 - Xv+1)(v - y)
V = 0.25(n - 1)
v = algebraically largest integer 
which does not exceed v. 
Q3 = third quartile or that X value 
which divides the area under the density 
function such that 75% of the area lies 
to the left of this point. 
Q3 = Q1 except that v = 0.75(n - 1)
10-90 Percentile Average of the 10th and 90th percentile 
Average ((P10 + P90)/2)
10-90 Percentile 
Average 
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Average of the 10th and 90th percentile 
( ( P10 + P90 )/2)
P = 10th percentile or that X value 
wa�ch divides the area under the density 
function such that 10% of the area lies 
to the left of this point. 
P10 = Qi except v = O.lO(n - 1)
Pgo = 90th percentile or that X value 
which divides the area under the density 
function such that 90% of the area lies 
to tha left of 'vhls puL1·i.. 
P90 = Q1except that v = .9o(n - 1)
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Measures of Dispersion and Departure from Normality 
Noun 
Range 
10-90 Percentile 
Range 
Interquartile 
Range 
Standard 
Deviation (s) 
10-90 Percentile 
Estimate of Std. 
Deviation 
Quartile Esti­
mate of Std. 
Deviation 
Quartile Coef. 
of Skewness 
10-90 Percentile 
Coef. of Skew. 
Moment Coef. of 
Skewness 
Percentile Coef. 
of Kurtosis 
Moment Coef. of 
Kurtosis 
Description and/or Formula 
Difference between the largest and 
smallest Xi values. 
Difference between 90th (Pgo) and 10th 
(P10) percentile. 
Difference between 3rd (03) and 1st 
(Q
1
) quartiles. 
( L n(Xi-x)
2/(n-1) )i
0.39(P90-P10). This is based on the
ratio ,lP90-P10)/ 2):s = 1. 282 which 
holds for the normal distribution. 
0.74(Q3-Q1 ). This is based on the ratio 
((Q3-Q1)/2):s = 0.675 which holds for 
the normal distribution. 
0.5(Q3-Q1)/(P90-P10)
er n(X1-X)4/n)/(L n(Xi-x)2/n)2
LIST l THRU 39 
l. 
2. 
3. 
Ll.. 
5. 
6. 
7. 
8. 
9. 
l O.
11.
12. LOV:
13.
14.
15.
16.
17.
18. 
19. 
20. 
21. 
22. 
23. 
24. 
25. 
26. 
27. TOPS:
28.
29. OUT8:
PROGRAM FOR ANALYSIS OF EMPIRICAL DATA 
AND DETERMINATION OF OPTIUM FIT 
DCL OBS(*) CTL, HOLD(*) CTL, X(40) EXT 
CTL, XX(40) EXT CTL, 0(40) EXT CTL !NIT( 
0), ANS CHAR(2) VAR, Y(40) EXT CTL, 
OCUM(40) EXT CTL, F(40) EXT CTL, YY(*) 
EXT CTL, C(40) EXT CTL, CF(40) EXT CTL; 
DCL KOL(40) EXT CTL, F0{40) EXT CTL, 
DABS(40) EXT CTL, DABS2(40) EXT CTL, 
KOL2(40) EXT CTL; 
GET LIST(N ,M); 
ALLOCATE HCL�(N), 03S(N); 
GET LIST(OBS); 
DO J=N TO l BY -1; 
DO I=l TO J-1; 
IF OBS(!) =OBS(I+l) THEN GO TO LOV; 
U =OBS {I+ l ) ; 
OBS(I+l )=OBS(!); 
OBS( I) =U; 
END; 
END; 
DO I=l TO N; 
HOLD ( I ) =OBS ( I ) ; 
END; 
ALLOCATE YY(M+l), X(40), XX(40), 0(40), 
Y(40), OCUM(40), F(40), C(40), CF(40), 
KOL(40), F0(40), DABS(40), DABS2(40), 
KOL2(40); 
DO I=l TO N; 
OBS (I) =HOLD ( I) ; 
END; 
PUT EDIT( 1 LARGEST DATA ELEMENT 1 ,HOLD(N)) ( 
R(OUT8),SKIP); 
PUT EDIT( 1 SMALLEST DATA ELEMENT 1 ,HOLD(l)) ( 
R(OUT8),SKIP); 
DO NN=l TO 50; 
NNN=2**NN; 
IF NNN =N THEN GO TO TOPS; 
END; 
INT={HOLD(N)-HOLD(l))/NN; 
PUT EDIT( 1 RECOMMENDED SIZE OF CLASS 
INTERVAL 1 ,INT) (R(OUT8),SKIP); 
IMAGE; ---------------------------------
30. 
31. 
32. 
33. 
34. 
BACKUP: GET LIST(MIN,MAX,INT); 
NN= (MAX-MIN)/ INT; 
U=MIN-INT; 
DO I=l TO NN+l; 
X ( I) =U+ I NT; 
35. XX(I)=X(I);
36. U=U+ INT;
37. END;
38. DO J=l TO NN;
39. U=O;
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LI ST 40 
40. 
41. 
42. 
43. 
44. 
45. 
46. 
47. 
48. 
49. 
so. 
SL 
• 
THRU 88 
DO 1=1 TO N; 
IF H OLD(l)<X(J) THEN GO TO BYE; 
IF H OLD(l)>=X(J+l) THEN GO TO BYE; 
U=U+l; 
O(J)=U; 
BYE: END; 
END; 
PUT LIST(") SKIP(l); 
PUT LIST(' INTRL LB OBSERVED'); 
00 1=1 TO NN; 
PUT EDIT(X(l),0(1)) (R( OUTl),SKIP); 
0!..'Tl: :MAGE; --------
52. END; 
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53. PUT LIST{") SKIP(l); 
54. PUT LIST('DO Y OU WANT TO REGR OUP THE DATA? 
I ) ; 
55. GET EDIT{ ANS) { A(2)); 
56. IF ANS= 1 N O' THEN GO TO AGAtNl; 
5 7. DO I =1 TO NN; 
58. 0(1)=0; 
59. END; 
60. GO TO B ACKUP; 
61. DO t=l TO N; 
62. OBS(l)= H OLD(l)**.33; 
63. END; 
64. DO I =1 TO NN+l; 
65. XX {t)=X {f)**.33; 
66. END; 
67. AGA INl: U=.S*(N-1);
68. V=TRUNC(U}; 
69. IF U=V THEN GO TO JUMPl; 
70. MEDI AN=( OBS(V+2)+0BS(V+l))/2; 
71. GO TO JUMP2; 
72. JUMPl: MEDI AN= OBS(V+l); 
73. JUMP2: U=.25•(N-l); 
74. V=TRUNC {U); 
75. QU ARTl=( OBS(V+2)-0BS(V+l))* {U-V)+ OBS(V+l); 
76. U=.75•CN-l); 
77. V=TRUNC(U); 
78. QU ART3=(0BS(V+2)-0BS(V+l))•(U-V)+ OBS(V+l); 
79. U=.l*(N-1); 
80. V=TRUNC(U); 
81. PRCT10=(08S(V+2)-0BS(V+l))•(U-V)+ OBS(V+l); 
82. U=.9•(N-l); 
8 3 • V =TR UN C ( U) ; 
84. PRCT90=(0BS(V+2)-0BS(V+l))•(U-V)+ OBS(V+l); 
85. U=O; 
86. DO l=l TO N; 
87. ME AN=U+OBS(l)/N; 
88. U=ME AN; 
LIST 89 THRU 127 
89. 
9 0. 
91. 
9 2. 
93. 
9 4. 
95. 
96. 
9 7. 
98. 
99� 
100. 
101. DOWNl:
102. CANDY:
103. DOWN2:
104. 
105. 
106. 
107. 
108. 
109. 
110. 
111. 
112. 
113. 
114. 
115. OUT2:
END ; 
PUT LIST('') SKIP(2); 
PUT LIST(' MEASURES OF CENTRAL 
TENDENCY'); 
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PUT EDIT('MEAN',MEAN) (R(OUT2),SKIP); 
PUT EDIT('MEDIAN 1 ,MEDIAN) (R(OUT2),SKIP); 
DO 1=1 TO NN+l; 
IF O(l+l)>O(I) THEN GO TO DOWNl; 
IF 0(1+2)>0(1+1) THEN GO TO DOWN!; 
IF 1=1 THEN GO TO CANDY; 
INTT=XX(l+l)-XX(I); 
U=XX ( i j + ( CJ ( l j -0 ( I -1)) I ( 2 .,0 ( I ) -0 ( j + l) -0 ( i -
l))*INTT; 
GO TO DOWN2; 
END ; 
U=O(l)/(2*0{1)-0{2))*XX(2); 
PUT EDIT('MODE OF GROUPED DATA',U) (R(OUT2) 
,SKIP); 
PUT LIST('') SKIP(l); 
U=.5*(QUART1+QUART3); 
PUT EDIT('QUARTILE AVERAGE',U) (R(OUT2), 
SKIP); 
U=.5*(PRCT10+PRCT90); 
PUT EDIT('l0-90 PERCENTILE AVERAGE',U) (R( 
OUT2),SKIP); 
PUT LIST(' 
US- MEDIAN'); 
LOWER UPPER 
PUT LIST(' MEASURES OF DISPERSION 
MEDIAN -LB'); 
U=OBS(N)-OBS(l); 
V=OBS(N)-MEDIAN; 
W=MED I AN-OBS ( 1); 
BOUND BOUND 
PUT EDIT( 1 RANGE',U,OBS(l),OBS(N),V,W) (R( 
OUT2),SKIP); 
I MAGE; ------------------------------- --- --- --- ---
116. 
117. 
118. 
119. 
120. 
121. 
122. 
123. 
124. 
125. 
126. 
127. 
--- --- --- --- --- ---. . . 
U=PRCT9 0-P RC Tl O; 
V=PRCT90-MEDIAN; 
W=MEDIAN-PRCTlO; 
. . 
PUT EDIT('l0-90 PERCENTILE RANGE 1 ,U,PRCT10, 
PRCT90,V,W) (R(OUT2),SKIP); 
U=QUART3-QUART1; 
V=QUART3-MEDIAN; 
W=MED I AN-QUARTl; 
PUT EDIT( 1 1NTERQUARTILE RANGE',U,QUARTl, 
QUART3,V,W) (R(OUT2),SKIP); 
PUT LIST('') SKIP(l); 
U=O; 
DO l=l TO N; 
VAR=U+{OBS(l)-MEAN)**2/(N-1); 
THRU 168 
U=VAR; 
END ; 
STDDEV=SQRT(VAR); 
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LIST 128 
128. 
129. 
130. 
131. PUT EDIT('STANDARD DEVIATION',STDDEV) CR( 
OUT2),SKIP); 
U=.39•(PRCT90-PRCT10); 132. 
133. PUT EDIT('l0-90 PERCENTILE EST OF STD DEV', 
U) (R(OUT2),SKIP);
U=.74*(QUART3-QUART1);134. 
135. PUT EDIT('QUARTILE EST OF STD DEV',U) (R(
OUT2),SKIP);
136. PUT LIST('') SKIP(l);
.i 3 7. �Uf LiST(: MEASURES OF UEPARfURE FROM 
NORMALITY ACTUAL NORMAL'); 
138. 
139. 
140. 
141. 
PUT LIST(' SKEWNESS COEFFICIENTS') . , 
OUT3: IMAGE; -------------------------- --- ---. 
142. 
143. 
U=(QUART3+QUART1-2*MEDIAN)/(QUART3-QUART1); 
PUT EDIT('QUARTILE',U,' 0.000 1 ) (R(OUT3), 
SKIP); 
U=(PRCT90+PRCT10-2*MEDIAN)/{PRCT90-PRCT10); 
PUT EDIT('l0-90 PERCENTILE',U,' 0.000 1 ) (R( 
OUT3),SKIP); 
144. 
145. 
146. 
147. 
148. 
149. 
150. 
151. 
V=O; 
DO 1=1 TO N; 
U=V+(OBS(I )-MEAN)•*3/N; 
V=U; 
END ; 
W=U/(STDDEV•SQRT((N-l)/N))**3; 
PUT EDIT('MOMENT',W,' O.OOO') (R(OUT3), 
SKIP); 
PUT LIST(' KURTOSIS COEFFICIENTS') . , 
152. U=.5*(QUART3-QUART1)/(PRCT90-PRCT10); 
153. PUT EDIT('PERCENTILE',U,' 0.263 1 ) (R(OUT3), 
SKIP); 
154. V=O; 
155. DO I =1 TO N; 
156. U=V+(OBS(l)-MEAN)**4/N; 
157. V=U; 
158. END ; 
159. U=U/(VAR*((N-l)/N))•*2; 
160. PUT EDIT('MOMENT',U,' 3.000 1 ) (R(OUT3), 
SK IP); 
161. PUT LIST('') SKIP(l); 
162. PUT LIST('DO YOU WANT AN OPTIMUM FIT 
ANALYSIS BY CLASS INTERVAL?'); 
163. GET EDIT(ANS) (A(2)); 
164. IF ANS='NO' THEN GO TO DOWN4; 
165. HALFUP: GET LIST(ALPHA,BETA);
166. U=O; 
167. DO 1=1 TO NN; 
168. U=U+O(t)/N; 
LIST 169 
169. 
170. 
171. 
172. 
173. 
174. 
175. 
176. 
177. 
178. 
179. 
l 8 0.
181. 
182. 
183. 
184. 
185. 
186. 
187. 
188. 
189. 
190. 
191. 
19 2. 
193. 
194. 
195. 
196. 
197. 
198. 
199. 
200. 
201. 
202. 
203. 
204. 
205. 
206. 
207. 
208. 
209. 
210. 
211. 
212. 
213. 
214. 
215. 
THRU 215 
OCUM( I )=U*lOO; 
END ; 
DO l=l TO NN+l; 
80 
Y(I )=EXP(-.S•((XX(l)- ALPHA)/BETA)•*2)/( 
2.506628•BETA); 
END ; 
M=lO; 
DO 1=1 TO NN; 
YY(M+l)=Y( I); 
YY(M)=Y( 1+1); 
DO J=l TO M-1 BY 2; 
U=XX( I )+J*(XX( 1+1)-XX( I) )/M; 
YY(JJ=4•EXP(-.5*((U- ALPHAJ/BETAJ••2)/( 
2 o506628•BETA); 
END; 
DO J=2 TO M-2 BY 2; 
U=XX( I )+J*(XX( 1+1)-XX( I) )/M; 
YY(J)=2•EXP(-.S•((U- ALPHA)/BETA)••2)/( 
2.506628•BETA); 
END; 
F( I )=(XX( 1+1)-XX( I) )/(3•M); 
U=O; 
DO J=l TO M+l; 
U=U+YY(J); 
END; 
F( I )=F( I )•U•IOO; 
END; 
U, TOT=O; 
DO 1=1 TO NN; 
U=U+F(I); 
CF(l)=U; 
C ( I ) = F ( I ) •N / 10 0; 
TOT=TOT+C(I); 
KOL(l)= ABS( OCUM(l)-CF(I)); 
END; 
DO 1=1 TO NN; 
F O(l)= O(l)/N•lOO; 
DABS ( I ) = ABS ( F O ( I ) -F ( I ) ) ; 
END; 
TDABS=O; 
DO 1=1 TO NN; 
TDABS=TDABS+DABS(I); 
DABS2(1 )=DABS(I ); 
KOL2(1)=KOLCI); 
END; 
DO J=NN TO 1 BY -1; 
DO 1=1 TO J-1; 
IF DABS2(1)>=DABS2(1+1) THEN GO TO 
LOV2; 
U=DABS2(1+1); 
DABS2(1+1)=DABS2(1); 
LIST 216 
216. 
217. 
218. 
219. 
220. 
221. 
222. 
223. 
224. 
225. 
226. 
'2 2 7, 
228. 
229. 
230. 
231. 
232. 
233. 
234. 
235. 
236. 
237. 
238. 
239. 
240. 
241. 
242. 
243. 
244. 
245. 
246. 
247. 
248. 
249. 
250. 
251. 
252. 
253. 
254. 
255. 
THRU 255 
DABS2(1)=U; 
LOV2: END ; 
END ; 
DO J=NN TO 1 BY -1; 
DO l=l TO J-1; 
81 
IF KOL2(1)>=KOL2(1+1) THEN GO TO LOVI; 
U=KOL2(1+1}; 
KOL2(1+l)=KOL2(1); 
KOL2 Cl) =U; 
LOVl: END ; 
END ; 
PUT !..IST('') SKl�(l); 
U,V,W=O; 
DO 1=1 TO 3; 
U=U+DABS2(1); 
V=V+KOL2(1}; 
END ; 
DO l=l TO NN; 
W=W+KO L( I ) ; 
END ; 
PUT LIST(' CUM'}; 
PUT LIST('POSITION ABS DIF ABS DIF'); 
DO 1=1 TO 3; 
PUT EDIT(l,DABS2(1},KOL2(1}} (R(OUT4), 
SKIP); 
OUT4: IMAGE; ----- -
END ; 
PUT LIST(") SKIP(l); 
PUT EDIT(U,V, 'SUM OF THREE LARGEST VALUES') 
(R(OUT5),SKIP); 
OUTS: I MAGE; ----- -• ----- -
OUT6: 
--------------------------------
PUT EDIT(TDABS,W, 'SUM OF ALL VALUES') (R( 
OUTS),SKIP); 
PUT LIST(") SKIP(!); 
PUT LIST('DO YOU WANT THE DETAIL DATA?'); 
GET EDIT(ANS} (A(2)); 
IF ANS='NO' THEN GO TO DOWN3; 
PUT LIST('') SKIP(l); 
PUT LIST(' (1) (2) (3} 
(4) (5) (6) (7) 
(8) (9}'};
PUT LIST('INTRL LB OBSERVED EXPECTED ( 
2) IN% (3} IN% 1(5)-(4}1 SUMTN(4) 
SUMTN(S} 1(8)-(7}1 '}; 
DO l=l TO NN; 
PUT EDIT(X(l),0(1),C(l),FO(l},F(l},DABS( 
I ),OCUM(I },CF(I ),KOL(I)) (R(OUT6),SKIP); 
I MAGE; ------ -. -- - ------ -. . ----- -. ------ -. 
----- -. ------- -. 
6121 END OF SEGMENT LISTING 
LIST 256 THRU ••• 
256. 
257. 
258. 
259. DOWN3:
260. 
261. 
262. 
263. DOWN4:
264. 
265. 
266. 
267. 
END ; 
PUT EDIT('TOTAL',N,TOT) (R(OUT6),SKIP); 
p UT L I s T ( I I ) s K I p ( 1) ;
32 
PUT LIST('DO YOU WANT TO CHANGE THE VALUES 
OF ALPHA AND BETA?'); 
GET EDIT(ANS) (A(2)); 
IF ANS='NO' THEN GO TO DOWN4; 
GO TO HALFUP; 
PUT LIST('DO YOU WANT TO TRANSFORM THE 
ORIGINAL ARRAY?'); 
GET EDIT(ANS) (A(2)); 
IF A�S= 1 N0 1 lH�N GO TO DOWNS; 
PUT LIST('PRINT TRANSFORMATION ADJACENT TO 
62 AND 65 AND XEQ 61 THRU ••• EXAMPLE 62. 
OBS( I )=LOG(HOLD( I )-10) '); 
PUT LIST(' 
65. 
XX ( I ) = LOG ( X ( I ) -10) ' ) ; 
268. DOWNS: STOP ; 
6120 END OF PROGRAM LISTING 
PROGRAM FOR SIMULATION OF RESOURCE UTILIZATION 
LI ST 1 THRU 4 0 
83 
1. DCL NRAND(25) CTL , STDNOR(25) CTL , SER(*) 
EXT CTL , QUE(*) EXT CTL ; 
2. DCL GRAND(*) EXT CTL , GEO(*) EXT CTL , 
MAX(*) EXT CTL , X(*) CTL , O(*) EXT CTL , 
CT(*) EXT CTL , CTT(*) EXT CTL ; 
3. ALLOCATE NRAND(25) , STDNOR(25) ; 
4. GET LIST(NRAND,STDNOR); 
5. GET LIST(N,M,PER); 
6. ALLOCATE SER(N) , QUE(N) , GRAND(M) , GEO( 
M) , MAX{N) , X(�EP.) , O(P�P.) , CT(PERJ ,
CTT(PER) ;
7. X(l)=l;
8. DO 1 =2 TO PER;
9. X(l)=(l-1)*21; 
10. END ; 
11. GET LIST(MEAN1,STDD1,MEAN2,STDD2); 
12. GET LIST(GRAND,GEO); 
13. 8=127; 
14. CHECK,COUNT,J,TIME,Z,KK=O; 
15. SER,QUE=O; 
16. O,CT,CTT=O; 
17. S=l; 
18. BILL=PER*21; 
1 9 • RAND : RA N = B * 6 5 5 3 9 ; 
20. IF RAN>2**31 THEN RAN=MOD(RAN,2**31); 
21. B=RAN; 
22. RAN=RAN/2**31; 
23. IF CHECK>=! THEN GO TO HAPPY; 
24. I =I; 
25. JOY: IF RAN<GRAND(I) THEN GO TO SAD; 
26. I =1+1; 
27. GO TO JOY; 
28. SAD: MAX(S)=GEO(I ); 
29. S=S+l; 
30. IF S<BILL THEN GO TO RAND; 
31. CHECK=!; 
32. DO PP=BILL TO N; 
33. MAX(PP)=IOO; 
34. END ; 
35. GO TO RAND; 
36. HAPPY: DO 1=1 TO 25; 
37. IF RAN<NRAND(I) THEN GO TO JUMP; 
38. END ; 
39. JUMP: CLOCK=(RAN-NRAND(l-1))/(NRAND(l)-NRAND(l-l) 
40. 
) ; 
CLOCK=CLOCK*(STDNOR(l)-STDNOR(l-l))+STDNOR( 
I -1); 
LIST 41 
41. 
42. 
43. 
44. 
45. 
46. 
47. 
48. 
49. 
so. 
51. 
51 u
53. 
54. 
55. 
56. 
57. 
58. 
59. 
60. 
61. 
62. 
63. 
64. 
65. 
66. 
67. 
68. 
69. 
70. 
71. 
72. 
73. 
74. 
75. 
76. 
77. 
78. 
79. 
80. 
81. 
82. 
83. 
84. 
THRU 84 
uYE. 
DOWN: 
BYEl: 
UP: 
DOWN!: 
DOWN 4: 
UPPER: 
IF CHECK=2 THEN GO TO DOWN; 
XX=CLOCK*STDDl+MEANl; 
Y=XX••3; 
IF Y<O THEN Y=O; 
TIME=TRUNC(T!ME+Y); 
IF TIME=O THEN TIME=l; 
IF TIME=l THEN 0(1)=0(1)+1; 
DO ZZ=l TO PER-1; 
IF TIME<=X(ZZ) THEN GO TO BYE; 
IF TIME>X(ZZ+l) THEN GO TO BYE; 
O(ZZ)=O(ZZ)+l; 
END; 
ARR=TIME-KK; 
K=TIME; 
KK=K; 
CHECK=2; 
GO TO RAND; 
XX=CLOCK•STDD2+MEAN2; 
YY=XX**l0+5; 
SERR=TRUNC(YY+.5); 
L=TRUNC(YY+.S)+TIME-1; 
DO ZZ=l TO PER-1; 
IF L<=X(ZZ) THEN GO TO BYEl; 
IF L>X(ZZ+l) THEN GO TO BYEl; 
CT(ZZ)=CT(ZZ)+l; 
CTT(ZZ)=CTT(ZZ)+L-TIME+l; 
END ; 
PUT LIST(TIME,L,ARR,SERR); 
CHECK=!; 
DO J=K TO L; 
IF J>N THEN GO TO DOWN4; 
IF SER(J)>=MAX(J) THEN GO TO DOWN!; 
SER(J)=SER(J)+l; 
END ; 
GO TO RAND; 
QUE(J)=QUE(J)+l; 
L=L+l; 
K=J+l; 
GO TO UP; 
1,ZZ=l; 
T=21; 
PUT LIST{") SKIP(l); 
84 
PUT EDIT('PERIOD ',1,1+1,1+2,1+3,1+4, 
1+5, 1+6, 1+7, 1+8, 1+9, 1+10, 1+11, 1+12, 1+13, I+ 
14, 1+15, 1+16, 1+17, 1+18, 1+19, 1+20) {R(OUT), 
SKIP); 
PUT EDIT('RESOURCE QTY ',MAX(l),MAX(l+l), 
MAX(l+2),MAX(1+3),MAX(l+4),MAX(1+5),MAX(I+ 
6), MAX ( I+ 7), MAX ( I+ 8), MAX ( I + 9) , MAX ( I + 10), 
MAX(l+ll),MAX(1+12),MAX(l+l3),MAX(1+14), 
MAX(1+15),MAX(l+l6),MAX(1+17),MAX(l+l8), 
MAX ( I + 1 9 ) , MA X ( I + 2 0 ) ) ( R ( 0 UT ) , SK I P ) ; 
LIST 85 THRU ••• 
85. 
86. 
8 7. OUT: 
85 
PUT EDIT('NR IN SERVICE',SER(l),SER(l+l), 
SER( 1+2),SER( 1+3),SER( 1+4),SER( 1+5),SER( I+ 
6),SER( 1+7),SER( 1+8),SER( 1+9),SER( 1+10), 
SER( 1+11),SER( 1+12),SER( 1+13),SER( 1+14), 
SER( 1+15),SER( 1+16),SER( 1+17),SER( 1+18), 
SER( 1+19),SER( 1+20)) (R(OUT),SKIP); 
PUT EDIT('NR IN QUEUE ',QUE(l),QUE(l+l), 
QUE(l+2),QUE(l+3),QUE(l+4),QUE(l+5),QUE(I+ 
6),QUE(l+7),QUE(1+8),QUE(l+9),QUE(1+10), 
QUE(l+ll),QUE(l+12),QUE(l+13),QUE(l+l4), 
QUE(l+l5),QUE(l+l6),QUE(l+l7),QUE(l+l8), 
QUE(!+19),QUE{!+20)) (R(OUT),SKIP); 
IMAGE; ------------- --- --- --- --- --- --- --- --- --- --- ---
88. 
89. 
90. 
91. 
9 2. 
93. 
9 4. 
95. 
96. 
97. 
98. OUT!:
- --- --- --- --- --- --- --- --- --- --- -
QUEAVE,SERAVE,RES=O; 
DO P=l TO T; 
QUEAVE=QUEAVE+QUE(P)/21; 
SERAVE=SERAVE+SER(P)/21; 
END ; 
RES=CTT(ZZ)/CT(ZZ); 
QUETIM=QUEAVE*21/0(ZZ); 
PUT EDIT( 'AVE NR IN QUEUE' ,QUEAVE, 'AVE 
TIME IN QUEUE',QUETIM) (R(OUTI),SKIP); 
PUT EDIT('AVE NR IN SERVICE',SERAVE, 'AVE 
TIME IN SERVICE',RES) (R(OUTl),SKIP); 
PUT EDIT('NR OF INPUTS',O(ZZ), 'NR OF 
OUTPUTS',CT(ZZ)) (R(OUTl),SKIP); 
IMAGE; -------------------- --- -­. 
99. 
100. 
101. 
102. 
6120 
. 
1=1+21; 
T=T+21; 
ZZ=ZZ+l; 
IF T<BILL THEN GO TO UPPER; 
END OF PROGRAM LISTING 
ALPHA 
1.263 
BETA 
.302 
INTER-ARRIVAL TIME ANALYSIS FOR DEMANDS UPON RESOURCE� 
POSITION 
l 
2 
3 
ABS DIF 
5.5 
4.7 
2.0 
12.2 
18.4 
CUM 
ABS DIF 
3.3 
2.2 
1.4 
6.9 
11.0 
DO YOU WANT THE DETAIL DATA? 
YES 
(1) (2) (3) 
INTRL LB OBSERVED EXPECTED 
0. 9 9.6 
1.0 16 15.0 
2.0 12 11.3 
3.0 4 6.8 
4.0 6 3.7 
5.0 l 1.9
6.0 l .9
7.0 l .5
8.0 0 .2 
9.0 0 . l 
TOTAL 50 49.9 
SUM OF THREE LARGEST VALUES 
SUM OF ALL VALUES 
(4) ( 5) (6) 
(2) IN % (3) IN% 1(5)-(4)1 
18.0 19 .2 1.2 
32.0 30.0 2.0 
24.0 22.6 1.4 
8.0 13.5 5.5 
12.0 7.3 4.7 
2.0 3.8 1.8 
2.0 1.9 . l 
2.0 .9 1.1 
0. .4 .4 
0. .2 .2 
(7) 
SUMTN (4) 
18.0 
50.0 
74.0 
82.l) 
94.0 
96.0 
98.0 
100.0 
100.0 
100.0 
(8) (9)
SUMTN(5) 1(8)-(7)1
19 .2 1.2 
49.2 .8 
71.8 2.2 
85.3 3.3 
92.6 1.4 
96 .4 .4 
98.3 .3 
99.2 .8 
99.6 .4 
99.8 .2 
