Let A and B be two sequences of length M and N respectively, where without loss of generality N ≥ M, and let D be the length of a shortest edit script between them. A parameter related to D is the number of deletions in such a script, P = D/2 − (N − M)/2. We present an algorithm for finding a shortest edit distance of A and B whose worst case running time is O(NP) and whose expected running time is O(N + PD). The algorithm is simple and is very efficient whenever A is similar to a subsequence of B. It is nearly twice as fast as the O(ND) algorithm of Myers [9] , and much more efficient when A and B differ substantially in length.
Introduction
Let A and B be two sequences of length M and N respectively, where without loss of generality N ≥ M, and let D be the length of a shortest edit script between them. The parameter D is also known as the simple Levenshtein distance between the sequences [6] . The number of deletions and insertions in such a shortest script are also well defined quantities. In particular, P, the number of deletions in a shortest edit script is always equal to D/2 − (N − M)/2.
The problem of determining a shortest edit script (SES) or a longest common subsequence (LCS) between two sequences of symbols has been studied extensively [2, 4, 5, 7, 9, 11, 14, 16] . The classic dynamic programming algorithm, invented by Wagner and Fischer [16] and others [12, 15] , has O(MN) worst-case running time. Masek and Paterson [7] improved this algorithm by using the ''Four-Russians'' technique [1] to reduce the worst-case running time to 1 Supported in part by an NSF Presidential Young Investigator Award (grant DCR-8451397), with matching funds from AT&T. 2 Supported in part by the National Institutes of Health (grant LM-04970). 3 Supported in part by the National Institutes of Health (grant LM-05110).
O(MN log logN/ log N) and O(MN/ log N) for arbitrary and finite alphabet sets respectively. In terms of the input parameters M and N this bound has not been improved upon, but several recent designs have complexities that depend on output parameters such as D and P. For example, Hunt and Szymanski [5] presented an algorithm whose running time is O(R log M), where R is the total number of ordered pairs of positions at which the two sequences match. Later, Myers [9] , Ukkonen [14] , and Nakatsu, et al. [11] gave algorithms with worst-case time complexity O(ND), which are efficient when A and B are similar. Such algorithms have been used in file comparison programs [8] and for economically updating the video screen by a text editing program [10] . This represents an improvement since P = D/2 − ∆/2, where ∆ = N − M, and in practice our algorithm is always twice as fast as the O(ND) algorithms. Its superiority is even more pronounced when the problem is highly asymmetric, i.e., ∆ >> 0.
Our algorithm is best explained by casting the longest common subsequence problem as a shortest paths problem on a grid-like graph called an edit graph (e.g., see [9] ). The algorithm improves upon Myers's algorithm [9] by exploring fewer of the vertices in the edit graph. It does so by using a path-compression technique that has been used as a heuristic for shortest paths problems [13] . This technique was also used by Hadlock [2] to give an O(NP) sequence comparison algorithm, however, Hadlock used a version of Dijkstra's algorithm and thus the expected running time of his algorithm is also O(NP), whereas the expected running time of our algorithm is O(N + PD). Our fusion of a notion of compressed distances and Myers's greedy approach give an O(NP) algorithm that is very simple and thus very efficient in practice. The algorithm's dependence on P implies that it is particularly efficient when A is similar to a subsequence of the longer sequence B. In fact, the algorithm is O(N) when A is a subsequence of B. By using Hirschberg's divide-and-conquer technique [3, 9] , the algorithm can be modified to deliver a shortest edit script using only linear space. The problem of finding a longest common subsequence (LCS) and of finding a shortest edit script (SES) are dual problems as reflected in the equality D + 2L = M + N (e.g., see [9] ).
Preliminaries
The edit graph for sequences A and B is a directed graph with a vertex at each grid point (x, y), 0 ≤ x ≤ M and 0 ≤ y ≤ N. Each vertex has a horizontal and a vertical edge to its right and lower neighbor if they exist. There is also a diagonal edge from (x, y) to (x + 1, y + 1) if a x + 1 = b y + 1 . The edit graph is constructed so that a path from source (0, 0) to sink (M, N) corresponds to an edit script that converts A into B: a horizontal edge corresponds to an insertion, a vertical edge corresponds to a deletion, and a diagonal edge represents a common symbol. By assigning cost 1 to the horizontal and vertical edges, and 0 to diagonal edges, the cost of a path equals the number of vertical and horizontal edges in it. Thus the problem of finding an SES/LCS is equivalent to finding a shortest source-to-sink path in the edit graph. Figure 1 Figure 2 . Our algorithm only examines vertices in the smaller region between diagonals − P and ∆ + P, shown as the P − band in Figure 2 . This is possible because any path passing outside the P − band must have more than P vertical edges. To wit, if it passes through a vertex on a diagonal below − P, then it must traverse greater than P vertical edges to reach the source, and if it passes through a vertex on a diagonal above ∆ + P, then it must traverse greater than P vertical edges to reach the sink. 
The definition of compressed distance is the vertical distance V(x, y) plus a lower bound on the number of vertical edges that must be in a path that continues from (x, y) to the sink vertex. This bound is zero below diagonal ∆ and is k − ∆ above it since at least k − ∆ vertical edges must be traversed to return to diagonal ∆. 
g., see [9] ). The set FD(d) is the frontier of vertices whose edit distance is d. In Figure 3 , the furthest points are underlined. Our algorithm uses compressed distance, for which we make the analogous definitions:
The O(NP) Algorithm
Our algorithm computes the set FP(p) from the set FP(p − 1) until (M, N) ∈ FP(p) whereupon P and D = ∆ + 2P are known. We first give an operational description of the algorithm and then formalize it in a recurrence that is rigorously proved. Let q k be the furthest (p − 1)-point in diagonal k (i.e., the point (y − k, y), such that y = fp(k, p − 1)), and let g k denote the furthest p-point in diagonal k. Assume that FP(p − 1) = { q − (p − 1) , q − (p − 2) , ..., q ∆ + (p − 1) } has already been found. The algorithm first computes g − p , g − (p − 1) , . . . , g ∆ − 1 in this order. Vertex g k is found from g k − 1 and q k + 1 as follows. Let a be the vertex immediately to the right of g k − 1 and b be the vertex immediately below q k + 1 (see Figure 4 ). Both these vertices are on diagonal k. vertex with greatest y-coordinate, we follow diagonal edges until a vertex is reached that has no outgoing diagonal edge or that is on the lower boundary of the edit graph. This vertex is g k as proved in Lemma 1. The algorithm then computes g ∆ + p , g ∆ + (p − 1) , . . . , g ∆ + 1 , this time using q k − 1 and g k + 1 to compute g k in the same fashion. Finally, g ∆ is computed from g ∆ − 1 and g ∆ + 1 .
The procedure for computing FP(p − 1) from FP(p) is formalized in Lemma 1 which gives a recurrence expression for fp(k, p) in terms of the y-coordinates of previously computed furthest points. Let snake(k, y) denote the y-coordinate of the furthest point on diagonal k that can be reached from (y − k, y) by traversing diagonal edges. Formally snake(k, y) = max { z : a y + 1 − k . . . a z − k = b y + 1 . . . b z }, and informally snake models the process of following diagonal edges above. The correctness of the recurrence depends on a proper treatment of the boundary cases: p = 0, k = − p, and k = ∆ + p. These are handled cleanly by defining fp(k, p) to be − 1 whenever ( fp(k − 1,p − 1) + 1, fp(k + 1,p) ) ( fp(k − 1,p) + 1, fp(k + 1,p) )
Lemma 1:
Proof: We give the proof only for the first case, k < ∆; the proof for other cases is similar. Let g be the furthest p-point in diagonal k − 1, and let q be the furthest (p − 1)-point in diagonal k + 1. Let a be the vertex immediately to g's right, let b be the vertex immediately below q, and d be the furthest vertex reached from the further of a and b along diagonal edges. The y-coordinate of a is fp(k − 1,p) + 1, that of b is fp(k + 1,p − 1), and that of d is given by the first case of the recurrence of the Lemma. Figure 5 shows the two possible cases where a is above b (i.e., fp(k + 1, p) + 1 ≤ fp(k, p − 1)), and b is above a. Again we focus just on the case shown in Figure  5 (a); the treatment of the other case is similar. The P-value of d must be p because there is a path to d with compressed distance p (i.e., the one passing through q and b), and if there were a shorter path, then the vertex c shown in Figure 5 statement generates the furthest point on ∆. An examination of the recurrence reveals that the points visited in the upper for loop are strictly increasing in their y-coordinate and the points visited in the lower for loop are strictly decreasing in their x-coordinate. Thus, the total time spent for one pass of the outer repeat loop is O (N) . So, the worst case running time of the algorithm is O(NP). To obtain the expected running time of the algorithm we observe that during a pass the total number of points visited in a particular diagonal is the number of diagonal edges traversed plus one (the frontier point). Let the total number of matched edges traversed be R P . Then, the total number of points visited is O(R p + PD), because at most D + 1 diagonals are covered in the computation. By an analysis as in [9] , we can show that the expected number of traversed matched edges is O (N + PD) . The expected time complexity of the algorithm is therefore O(N + PD).
Implementation
We implemented our algorithm and compared it to Myers's O(ND) algorithm [9] . Table 1 shows the test results for 100 randomly generated strings. Table 1 shows average values over 100 trials on randomly generated strings over an alphabet of size 16. The fifth column of the table shows the number of comparisons (the same as the number of points visited in the edit graph) that were made during the computation for our O(NP) algorithm. The sixth column shows the number of comparisons made during the computation of the O(ND) algorithm [9] . The last two columns show running times on a VAX 8650 under 4.3bsd UNIX. As can be seen in the 
