These authors propose an alternative regression standard based on the linear regression of (Y) on (X) as the predictor variable. However, if linear regression is to be used to adjust such physiological measurements (Y), the residual errors should have a constant variance and, in order to carry out parametric tests of significance, be normally distributed. Unfortunately, since neither of these assumptions appear to be satisfied for many physiological variables, e.g., maximum oxygen uptake, peak and mean power, an alternative approach is proposed of using allometric modeling where the concept of a ratio is an integral part of the model form. These allometric models naturally help to overcome the heteroscedasticity and skewness observed with per ratio variables. Furthermore, if per ratio standards are to be incorporated in regression models to predict other dependent variables, the allometric or log-linear model form is shown to be more appropriate than linear models. By using multiple regression, simply by taking logarithms of the dependent variable and entering the logarithmic transformed per ratio variables as separate independent variables, the resulting estimated log-linear multipleregression model will automatically provide the most appropriate per ratio standard to reflect the dependent variable, based on the proposed allometric model. allometry; log-linear models; heteroscedasticity; multiple regression TANNER (27), followed by various other authors (12-15), including most recently Toth et al. (28) , have written about the problems associated with using a particular type of ratio, sometimes referred to as "per ratio standards," when scaling or normalizing the results of selected measurements in physiology and clinical medicine. In these disciplines, it is common practice to express various measurements (Y), such as oxygen consumption (VO,) and cardiac output, as per-weight or per-surface area ratios, since by dividing by an appropriate body-size variable (X) it is assumed that differences due to the subject's body size will have been removed, i.e., the ratio standard (Y/X) is assumed to have scaled or normalized the variable (YJ to be independent of the body-size variable (X).
In addition, Tanner (27) and supporters (12-14) ubserved that many of these per ratio standards fail to render the measurements independent of body size, e.g., when maximum oxygen uptake (VQ~~; Vmin) is recorded per body weight (ml l kg-' m min-') and then correlated with body weight, a significant negative correlation is invariably found. Furthermore, these authors argue that, if the ratio standard (Y/X) were a true linear proportion, then when the physiological variable (y> was regressed against the predictor body-size variable (X), the resulting linear regression equation should have an intercept statistic close to zero. Because this assumption is rarely satisfied, Tanner (27), and later Katch (X2) proposed an alternative regression standard to represent the subject's body size-adjusted measurement. These regression standards are obtained by adding to the group mean the subject's residual error, taken from the regression line. Clearly, the assumptions associated with the use of regression standards as proposed by Tanner and supporters are 1) that the relationship between (Y) and (X) is linear, i.e., given by Y=a+b*X+t
and 2) that the error term E has constant variance throughout the range of observations. Toth et a1.(28) also advocate the use of regression standards when normalizing or adjusting peak irO, data (Y) for differences in fat-free mass (FFM; X). The variable FFM was chosen in preference to other body composition variables (e.g., body mass or fat mass), since it was found to be the best single predictor of peak VO,. When the linear regression model (Eq. I) was fitted separately to the 322 males (aged 17-78 yr) and 201 females (aged 18-81 yr), the intercept statistics for both males (-1.018 * 0.33) and females (-1.078 2 0.31) were significantly different from zero. The authors argue that the existence of significant intercept parameters justifies the use of regression standards in preference to ratio standards.
In a recent article, Kronmal (15) restates Tanner's concerns with the use of ratio standards. In addition, he draws attention to the work of Pearson (24) and, later, Neyman (23), who originally observed that spuriously high correlations are found between indexes that have a common component. The author goes on to recommend that a ratio standard (Y/X) should only be incorporated into regression analyses as part of a full linear model when the constituent parts that make up the ratio, i.e., (Y) and (X-I), are also included as main effects, stating "it is not good practice to include inter-7 actions in an equation without first including the vari-4 ables that comprise it as first-order terms in the model." As with the regression standard models proposed by Tanner (27) and Katch (13, 14) , Kronmal(15) assumes that the models discussed in his article are linear with additive components and have an error term that has constant variance throughout the range of observations. When using multilevel modeling procedures to investigate the development of aerobic power in young athletes, Baxter-Jones et al, (3) also assume that VOW,, has an additive model and error structure.
However, since VO, max is known to be proportional to body size, an additive model is unlikely to satisfactorily normalize . vo 2 max for differences in the chosen body-size variables. By observing their Caution should be exercised when using linear regression models to investigate the relationship between a ratio standard (Y/X) as the dependent variable and then incorporating a body-size variable (X) as an independent variable. These regression models will tend to produce biased results due to correlated random variation in the dependent and independent variables and this is, in essence, the classic phenomenon of regression to the mean. Another possible cause for concern when using linear regression to model per ratio variables is that the variance of the error term may not be constant throughout the range of observations. This concern appears to be justified when observing two of the examples discussed above. In Fig. 1 However, when considering such problems associated with scaling and per ratio standards, a number of authors (e.g., see Refs. 5, 6, 9, 16, 17, 22, 25) have recognized the value of an important class of models, often referred to as LLallometric or power function models." For these models, the concept of a ratio is an integral part of the model form, and the variables and errors are assumed to be proportional and multiplicative, respectively.
Consequently, when a logarithmic transformation is applied, the model becomes a "log-linear for Above all other reasons, a multiplicative model has a theoretical aptness in many scale-and size-related contexts. Indeed, as the dependent variable often covers a theoretically unbounded order of magnitude and is, therefore, likely to produce a positively skewed distribution, the logarithmic transformation will naturally provide both a linear model and a more symetritally distributed dependent variable.
With such a large age range, the heteroscedasticity observed in Fig. 1 was plotted against estimated FFM for the ADNFS data (Fig* l) , a similar pattern was observed to that of Toth et al. (28), suggesting that the two data sets are comparable. Estimated FFM was calculated from percentage body fat, the latter being derived by using the methods of Durnin and Womersley (8). regression model." In general, a log-linear (regression) model is a regression model in which the dependent ALLOMETRIC MODELS WITH PER RATIO STANDARD variable is log-transformed, and the independent vari-VARIABLES AS THE DEPENDENT VAFUABLES able terms are in a form that is linear in the unknown parameters. In its untransformed form, the model will Various authors have reported heteroscedasticity in be the product of the independent variable terms (e.g., their data (e.g., see Refs. 11,20-22) and have proposed power and exponential functions) and the error term.
the allometric (or power function) model Standard regression methodology may be used to estimate the unknown parameters, provided the log of the Y = a*Xb*c
to explain such relationships explain the proportionality
Not on1 between
.y does the model the variables Y error term is independent an tion with constant variance.
.d has a normal distribu- was proportional to body mass, &3, and hence should be scaled by recording Vo2 MaX in the units of (ml l kgAg3 . min-I) to be independent of body size. They were also able to demonstrate that both peak and mean power output (W) needed to be scaled by recording peak and mean power measured in (W l kg-'j3) to be independent of body size.
Simply 
that can be linearized with a log-transformation to produce the following log-linear model grounds. The residual errors from fitting the log-linear model (Eq. 4) were also found to be acceptably normal when using the probability plot correlation test for normality (lo), also available in MINITAB (18). As mentioned above. the allometric model structure can be easily extended to include further categorical and quantitative terms, For example, model in Eq. 3 can be developed to incorporate FFM in place of body weight and to include an additional age' term, as follows . vo 2 max = FFMk*exp(c + &age + e*age2). c (5)
After taking the log-transformation of model (Eq. 5), the log-linear model was then fitted to the results of the ADNFS (26) by using the methods of Nevill (19) that required a "developmental" component for body size. The resulting solution explained R2 = 75.3% of the variation in VoZmax. As before, the exponent for FFM was k = 0.66 (SE = 0.056), supporting the anticipated parameter k = 2/3, based on theoretical and physiological grounds. The age' term made a significant contribution to the model, and a subsequent examination of the fitted parameters indicated that iToZmax reached a peak in the subjects' early 20s and subsequently declined thereafter.
Once again, the residual errors from the lug-linear model (Eq. 5) were found to be acceptably normal when using the probability plot correlation test for normality.
When model in Eq. 5 was fitted to the ADNFS (26) data, omitting the age and age2 terms, the resulting solution explained R2 = 68.4% of the variation in . vo 2max3 with the exponent for the term FFM increasing implausibly to k = 1.06 (SE = 0.060). Indeed, when the model proposed by Toth et al. (28) was fitted to the male and female ADNFS subjects separately, by using the linear rather than allometric model, the resulting solution explained just R2 = 65.0% of the variation in . vo 2 max-Furthermore, the residuals from fitting this model were found to be nonnormal when the probability plot correlation test for normality was used, as described previously. 
Support for the use of the multiplicative (allometric) model (Eq. 6) was obtained when running speed was plotted against iTo, max (Fig. 2) , when heteroscedasticity was observed clearly for both the male and female subjects.
When we used Generalized Linear Interactive Modeling (2) using multiple log-linear regression, we found no statistically significant differences between the male and female models for both the Vo2, ,  and the body mass a and b parameters. The parsimonious solution given by Eq. 7 is both simple and meaningful.
The fitted predictor of 5-km run times, when recorded as a rate of performance, i.e., mean running speed (m/s), is almost exactly proportional to the ratio standard V02max (l/min) divided by body mass (kg) or the well-known weight-related vo 2max (ml+kgpl* min-I).
The alternative full linear model proposed by Kronmal (15) to describe the running speed results 2 would be Z = a + blgY + bz*X-l + b3qYaX-1 + e
To compare the allometric log linear model (Eq. 6) with the equivalent full linear model (Eq. 8), the criterion of Cox (7) based on the difference between the two models' maximized log-likelihoods was used. The maximized log-likelihood statistic for the allometric model (Eq. 6) was found to be -9.75 using just three parameters.
In contrast, the maximized log-likelihood statistic for the full linear model (Eq. 8) was less at -11.21 requiring four parameters, suggesting the superiority of the allometric model (Eq. 6) over the linear model (Eq. 8). However, it is also important to note that, although model in Eq. 8 fits the data moderately well, it has no obvious physiological interpretation, unlike-the allometric model (Eq. 6).
DISCUSSION
The use of per ratio standards has come under strong criticism from a number of authors, most recently in articles by Toth et al. (28). These authors argue that rather than using a per ratio standard as the dependent variable in a regression analysis, the numerator of the per ratio standard alone should be defined as the Unfortunately, neither of these requirements appear to be satisfied for body-size-related variables such as i702 MBX. It would appear that allometric models are more appropriate for investigating such body-size-related variables. As well as their theoretical aptness, these types of models naturally overcome the heteroscedasticity associated with per ratio variables and produce normally distributed residual errors, More generally, if per ratio standards are to be incorporated in regression models as independent variables, the allometric model form, e.g., Eq. 6, should be considered. This can be achieved simply by taking logarithms of the performance-dependent variable and entering the logarithmic transformed physiological and bodysize variables as separate independent variables in a multiple log-linear regression.
The logarithmic transformation appears to overcome the problems associated with linear regression, i.e., heteroscedasticity and nonnormality, and the resulting log-linear multiple regression model will automatically provide the most appropriate fitted per ratio standard to reflect the dependent variable. 
