Abstract. On page 26 in his lost notebook, Ramanujan states an asymptotic formula for the generalized Rogers-Ramanujan continued fraction. This formula is proved and made slightly more precise. A second primary goal is to prove another continued fraction representation for the Rogers-Ramanujan continued fraction conjectured by R. Blecksmith and J. Brillhart. Two further entries in the lost notebook are examined. One of them is an identity bearing a superficial resemblance to the generating function for the generalized Rogers-Ramanujan continued fraction. Thus, our third main goal is to establish, with the help of an idea of F. Franklin, a partition bijection to prove this identity.
Introduction
We begin by offering the standard notation The Rogers-Ramanujan continued fraction is the special case R(1, q) =: R(q) = (q; q 5 ) ∞ (q 4 ; q 5 ) ∞ (q 2 ; q 5 ) ∞ (q 3 ; q 5 ) ∞ , (1.2) where the representation for R(q) in (1.2) is due to L. J. Rogers [12] in 1894 and Ramanujan [8] , [9, [214] [215] in about 1912. On page 26 in his lost notebook (in the pagination of [11] ), Ramanujan offers the asymptotic expansion, as x → 0+, 1 Research partially supported by grant MDA904-00-1-0015 from the National Security Agency. 2 Research partially supported by a grant from the Number Theory Foundation. 3 2000 AMS Classification Numbers: Primary, 11F20; Secondary, 33D10.
In Section 2, we prove (1.3) while calculating additional terms in the asymptotic expansion (1.3). We notice that each term in the expansion from the first onward has a factor of a, which is to be expected, and each term from the second onward has a factor of 1 − a. We prove indeed that these factors do appear generally. It is natural to ask if similar asymptotic expansions can be obtained for other qcontinued fractions. We establish a similar asymptotic formula for Ramanujan's cubic continued fraction.
In Section 3 we establish a beautiful formula for the Rogers-Ramanujan continued fraction conjectured by R. Blecksmith and J. Brillhart [6] . If R(q) is defined by (1.2), then Blecksmith and Brillhart conjectured that
In Section 4, we discuss two entries on page 200 in Ramanujan's lost notebook [11] . On this page, Ramanujan offers an identity bearing a superficial resemblance to a standard generating function for R(a, q). We provide two proofs. The first derives from a familiar transformation for q-series. The second proof is more interesting. We show that each side of the identity is a generating function for certain types of partitions. We then establish the identity by deriving a bijection between the two sets of partitions.
Below the identity described above, Ramanujan offers two close cousins of the Rogers-Ramanujan continued fraction, which he links together. We emphasize that no theorem about these continued fractions is claimed by Ramanujan. We have been unable to relate the continued fractions with the identity above them, nor with any other result of Ramanujan. Thus, it remains a mystery as to why Ramanujan recorded them here.
Proofs of the Asymptotic Formulas
(2.1) Moreover, each term of the asymptotic expansion beginning with the second has a factor of a(1 − a).
Proof. For brevity, set R(a, e −x ) = r(a, x). From the definition (1.1), we observe that r(a, x) satisfies the functional equation
We use a method of successive approximations. Accordingly, we first set x = 0, so that (2.2) takes the form r(a, 0) = 1 1 + ar(a, 0)
.
Solving this quadratic equation for r(a, 0), we find that
Since r(a, 0) > 0, the plus sign must be taken above. Thus, our first approximation is
For our second approximation, set
Using (2.4) and (2.5) in (2.6), we find that
Now,
as x → 0. Using the two expansions above in (2.7) and displaying only the terms up to the first power of x, which are needed to obtain the next approximation, we set
If we equate constant coefficients in (2.8), we arrive at c 0 + ac 2 0 − 1 = 0, which again yields (2.4). If we equate coefficients of x in (2.8), we find that
Solving for c 1 and employing (2.4), we conclude that
which is in agreement with what Ramanujan claims in (2.1).
For the third approximation, set
and use this approximation in (2.6). We repeat the procedure detailed above to calculate c 2 (a). In fact, at this point, we turn to Maple to effect the calculations. After several iterations of (2.6), we deduce the asymptotic expansion
This establishes (2.1), gives further evidence that the coefficient of x n , n ≥ 2, has a(1 − a) as a factor, and indicates that finding a general formula for the coefficient of x n is a daunting task. We now prove the claims about the factors a and 1 − a. The assertion about a is trivial to prove. Inducting on n, suppose that c
It follows that c n (0) = 0. The assertion about the factor 1 − a is deeper, but follows from work of Berndt and J. Sohn [5] . In [5, Thm. 4 .1], a very general asymptotic formula for q-products is proved. In fact, a slightly stronger result is proved in [5] , which we now state for only the product representation for the Rogers-Ramanujan continued fraction given in 
Comparing (2.11) with (2.1), we conclude that c n (1) = 0 for every n ≥ 2, since N > 0 can be made arbitrarily large.
The ideas used to prove Theorem 2.1 can be applied to the continued fraction
where a is any complex number and x > 0. The continued fraction (2.12) generalizes Ramanujan's cubic continued fraction [7] C(q) := (q;
(2.13)
(2.14) Moreover, each term of the asymptotic expansion beginning with the second has a factor of a(1 − a).
Proof. As the details are very similar to those for the proof of Theorem 2.1, we give only a brief sketch. Observe from the definition (2.12) that C(a, e −x ) satisfies the functional equation
The asymptotic formula (2.14) now follows as before. Showing that the factor a persists in the coefficients of x n , n ≥ 1, is easy, as above. To show that the factor 1 − a appears in the coefficient of x n , n ≥ 2, requires a modification in the argument of [5] . First note that, by elementary manipulation,
To examine the asymptotic behavior of C(1, e −x ) as x → 0+, it therefore suffices to determine the asymptotic behavior of (e −x ; e −x ) ∞ as x → 0+. Theorem 4.1 of [5] is inapplicable, but the method employed there with Dirichlet L-functions playing the leading role can be adopted to the Riemann zeta-function. We would then find that, as x → 0+,
for every N > 0, which confirms the presence of 1 − a in all terms of (2.14) beginning with the second.
Recall the generating function for R(a, q) given by [2, p. 30, Cor.]
It would seem that another approach to (2.1) might be achieved by determining the asymptotic behavior of both the numerator and denominator of (2.15) as x → 0+, with q = e −x . However, if we apply a theorem of Ramanujan [3, p. 269, Entry 7], we only obtain the easy result,
The Conjecture of Blecksmith and Brillhart
Our goal in this section is to prove the beautiful formula (1.4).
Theorem 3.1. For |q| < 1,
Proof. Set
Hence,
Let F (q) denote the right side of (3.1), and define A by
Then, from (3.2) and (3.3),
by (3.4) . Replacing A on the far right side of (3.5) by X(q 2 , a) and using (3.4), we find that
Next, we replace a by X(q 3 , a) in (3.6) and continue iterating in this manner to complete the proof of Theorem 3.1.
Two Entries on Page 200 of Ramanujan's Lost Notebook
On page 200 of his lost notebook (in the pagination of [11] ), Ramanujan recorded the following identity.
Theorem 4.1. For each complex number a and |q| < 1,
We provide two proofs. The first is easy, since the result follows from a corollary of a well-known transformation for basic hypergeometric series. The second is more difficult, but also more interesting, since the shape of (4.1) suggests that it has a connection with the theory of partitions.
Proof. In Entry 8 of Chapter 16 in his second notebook [10] , Ramanujan recorded an identity arising from a basic hypergeometric series transformation. For |a|, |q| < 1,
A proof of (4.2) may be found in [2, p. 17] . In (4.2), let d = q, replace a by aq, and let both b and c tend to 0. The claim (4.1) readily follows.
Proof. By replacing aq by a and dividing by (aq; q) ∞ on both sides of (4.1), we arrive at
We prove (4.3). Recall that a generating function for partitions
For a = 1, the only difference between the right sides of (4.3) and (4.4) is the numerator q n 2 ; the coefficient of q N in 1/(q; q) 2 n counts the number of partitions of N + n 2 with the Durfee square of side n. Let A(n, N ) be the set of partitions of N + n 2 with the Durfee square of side n. Then
On the other hand, the left side of (4.3) is the product of generating functions for two sets of certain partitions: one is for partitions with nonnegative parts and the other is for partitions with the Durfee square of side n. Thus we consider pairs of partitions. Let B(n, N ) be the set of pairs of partitions (µ, ν) such that |µ| + |ν| = N , µ has at most n − d nonnegative parts, and ν has the Durfee square of side d, d ≤ n. Then we see that 1
To show (4.3), we will establish a bijection between A(n, N ) and B(n, N ) by constructing a partition λ in A(n, N ) for a given pair (µ, ν) in B(n, N ). In the proof, we assume that parts are in decreasing order. We consider an n × n square, and then attach µ and ν to the right of and below the square, respectively. If the largest part of ν is less than or equal to n, then we obtain the desired partition λ with the Durfee square of side n. Otherwise, we need to apply a bijection of F. Franklin [13, pp. 18-19 ] to ν in order to obtain a partition with parts less than or equal to n.
To explain the bijection of Franklin, we define a map f k,s from a partition δ = (δ 1 , δ 2 , . . . , δ m ) to a partition ρ = (ρ 1 , ρ 2 , . . . , ρ m ) as follows. If
. . , σ l ) be the partition to the right of the Durfee square of side d of ν, and let µ be the conjugate of µ. For convention, σ l+1 = 0. Let r 1 be the smallest j such that f In this way, we can finally produce a partition with parts less than or equal to n − d since the process terminates when σ 1 − σ l+1 ≤ n − d. Furthermore, we add to µ at each step the part n − d + k which is less than or equal to n since the old σ has at most d parts, i.e., l ≤ d. Thus the new pair σ and µ are the desired partitions; σ has at most d parts with the largest parts less than or equal to n − d, and µ has parts less than or equal to n, i.e., µ has at most n parts. Therefore, we obtain a partition λ in A(d, N ) with the pair (µ, ν) in B(d, N ). Since the steps are invertible, the map is a bijection.
Below (4.1) on page 200 in [11] , Ramanujan wrote
We emphasize that no assertion about these two continued fractions is claimed by Ramanujan. The former continued fraction can be written as a 1 R (1/a 2 , q 4 ) , but the latter continued fraction cannot be represented in terms of the generalized Rogers-Ramanujan continued fraction. The appearance of the ampersand sign & between the continued fractions most likely indicates that they have been linked together by Ramanujan in some theorem. Their appearance below (4.1) suggests that they are related to it. However, we have been unable to make such a connection. Note that there is a superficial resemblance with the series on the left side of (4.1) and the series in the numerator of the generating function of the generalized Rogers-Ramanujan continued fraction given by (2.15). In his third notebook [10] , Ramanujan examined the limits of both the even indexed and odd indexed partial quotients of the Rogers-Ramanujan continued fraction when q > 1. Quite remarkably, these limits involve exactly the same continued fractions in (4.7), but with, of course, a = 1. See [4, p. 30, Entry 11] for a statement and proof of Ramanujan's result. Thus, it is natural to conjecture that Ramanujan had established a generalization of Entry 11 for the generalized RogersRamanujan continued fraction. One can begin to prove a generalization of Entry 11 by using the same ideas. However, we are unable to identify the quotients of q-series that arise in place of those appearing on page 32 of [4] . Moreover, computer algebra does not reveal any connection of these q-series with the continued fractions of (4.7).
