We address the problem of determining optimal stepsizes for estimating parameters in the context of approximate dynamic programming. The sufficient conditions for convergence of the stepsize rules have been known for 50 years, but practical computational work tends to use formulas with parameters that have to be tuned for specific applications. The problem is that in most applications in dynamic programming, observations for estimating a value function typically come from a data series that can be initially highly transient. The degree of transience affects the choice of stepsize parameters that produce the fastest convergence. In addition, the degree of initial transience can vary widely among the value function parameters for the same dynamic program. This paper reviews the literature on deterministic and stochastic stepsize rules, and derives formulas for optimal stepsizes for minimizing estimation error. This formula assumes certain parameters are known, and an approximation is proposed for the case where the parameters are unknown. Experimental work shows that the approximation provides faster convergence than other popular formulas.
In most approximate dynamic programming algorithms, values of future states of the system are estimated in a sequential manner, where the old estimate of the value (v n−1 ) is smoothed with a new estimate based on Monte Carlo sampling (X n ). The new estimate of the value is obtained using one of the two equivalent forms,
α n is a quantity between 0 and 1 and is commonly referred to as a stepsize. In other communities, it is known by different names, such as learning rate (machine learning), smoothing constant (forecasting) or gain (signal processing). The size of α n governs the rate at which new information is combined with the existing knowledge about the value of the state.
The usual choices of stepsizes used for updating estimates include constants or declining stepsizes of the type 1/n. If the observations, {X n } n=1,2,... , come from a stationary series, then using 1/n means thatv n is an average of previous values and is optimal in the sense that it produces the lowest variance unbiased estimator.
It is often the case in dynamic programming that the learning process goes through an initial transient period where the estimate of the value either increases or decreases steadily and then converges to a limit at an approximately geometric rate, which means that the series of observations is no longer stationary. In such situations, either of these stepsize rules (constant or declining) would give an inferior rate of convergence. Nonstationarity could arise if the initial estimate is of poor quality, in the sense that it might be far from the true value, but with more iterations, we move closer to the correct value. Alternatively, the physical problem itself could be of a nonstationary nature and it might be hard to predict when the estimate has actually approached the true value. This leaves open the question of the optimal stepsize when the data that is observed is nonstationary.
In the literature, similar updating procedures are encountered in other fields besides approximate dynamic programming. In the stochastic approximation community, Eq. (1) is employed in a variety of algorithms. An example is the stochastic gradient algorithm which is used to estimate some value, such as the minimum of a function of a random variable, where the exogenous data involves errors due to the stochastic nature of the problem. The idea in stochastic approximation is to weight the increment at each update by a sequence of decreasing gains or stepsizes whose rate of decrease is such that convergence is ensured while removing the effects of noise.
The pioneering work in stochastic approximation can be found in Robbins and Monro (1951) which describes a procedure to approximate the roots of a regression function which demonstrates mean-squared convergence under certain conditions on the stepsizes. Kiefer and Wolfowitz (1952) suggests a method which approximates the maximum of a regression function with convergence in probability under more relaxed conditions on the stepsizes. Blum (1954b) proves convergence with probability one for the multi-dimensional case of the Robbins-Monro procedure under even weaker conditions. Pflug (1998) gives an overview of some deterministic and adaptive stepsize rules used in stochastic approximation methods, and brings out the drawbacks of using deterministic stepsize rules, whose performance is largely dependent on the initial estimate. According to this survey, it could be advantageous to use certain adaptive rules that enable the stepsizes to vary with information gathered during the progress of the estimation procedure. The survey compares the different stepsize rules for a stochastic approximation problem, but does not establish the superiority of any particular rule over another. Spall (2003) (Section 4.4) discusses the choice of stepsize sequence that would ensure fast convergence of the general stochastic approximation procedure.
In the field of forecasting, the procedure defined by Eq. (2) is termed exponential smoothing and is widely used to predict future values of exogenous quantities such as random demands. The original work in this area can be found in Brown (1959) and Holt et al. (1960) . Forecasting models for data with a trend component have also been developed. In most of the literature, constant stepsizes are used (Brown, 1959; Holt et al., 1960; Winters, 1960) , mainly because they are easy to implement in large forecasting systems and may be tuned to work well for specific problem classes. However, it has been shown that models with fixed parameters will demonstrate a lag if there are rapid changes in the mean of the observed data. There are several methods that monitor the forecasting process using the observed value of the errors in the predictions with respect to the observations. For instance, Brown (1963) , Trigg (1964) and Gardner (1983) develop tracking signals that are functions of the errors in the predictions. If the tracking signal falls outside of certain limits during the forecasting process, either the parameters of the existing forecasting model are reset or a more suitable model is used. Gardner (1985) reviews the research on exponential smoothing, comparing the various stepsize rules that have been proposed in the forecasting community.
There are several techniques in the field of reinforcement learning that use time-dependent deterministic models to compute the stepsizes. Darken and Moody (1991) addresses the problem of having the stepsizes evolve at different rates, depending on whether the learning algorithm is required to search for the neighborhood of the right solution or to converge quickly to the true value-the stepsize chosen is a deterministic function of the iteration counter. These methods have the drawback that they are not able to adapt to differential rates of convergence among the parameters.
A few techniques have been suggested which compute the stepsizes adaptively as a function of the errors in the predictions or estimates. Kesten (1958) suggests a stepsize method which makes use of the notion that if consecutive errors in the estimate of the value of a parameter obtained by the Robbins-Monro stochastic approximation method are of opposite signs, then the estimate is in the vicinity of the true value and therefore the stepsize should be reduced. An extension of this idea is found in Saridis (1970) where, in addition to decrementing the stepsize for errors of opposite signs, it is suggested to increment the stepsizes if the consecutive errors are of the same sign so that the estimate moves closer to the optimal parameter value. Fabian (2004) suggests adjusting the estimate based on the sign of the error alone, instead of incrementing (or decrementing) the estimate in proportion to the magnitude of the error, which is desirable in cases where a large value of error is not necessarily indicative of a large deviation of the estimate from the true value.
In signal processing and adaptive control applications, there have been several methods proposed that use time-varying stepsize sequences to improve the speed of convergence of filter coefficients. The selection of the stepsizes is based on different criteria such as the magnitude of the estimation error (Kwong, 1986) , polarity of the successive samples of estimation error (Harris, Chabries and Bishop, 1986) and the cross-correlation of the estimation error with input data (Karni & Zeng, 1989; Shan & Kailath, 1988) . Mikhael et al. (1986) proposes methods that give the fastest speed of convergence in an attempt to minimize the squared estimation error, but at the expense of large misadjustments in steady state. Bouzeghoub et al. (2000) analyzes, using simulation examples, the ability of several updating algorithms for tracking nonstationary processes. The review compares the different approaches used by these algorithms to balance proper tracking and noise averaging.
Another approach that is adopted is to adjust the stepsizes by a correction term that is a function of the gradient of the error measure that needs to be minimized. One of the techniques that uses this idea is the delta-bar-delta learning rule, proposed in Jacobs (1988) , which decreases the stepsize exponentially or increases them linearly depending on whether the consecutive errors are of similar signs or not, respectively. Decreasing the stepsizes exponentially ensures that they remain positive while decreasing them fast whereas increasing them linearly prevents them from increasing too fast. Benveniste, Metivier and Priouret (1990) proposes an alternative version of the gradient adaptive stepsize algorithm within a stochastic approximation formulation. Brossier (1992) uses this approach to solve several problems in signal processing and provides supporting numerical data. Proofs of convergence of this approach for the stepsizes are given in Kushner and Yang (1995) . Variations of the gradient adaptive stepsize schemes are also employed in other adaptive filtering algorithms and signal processing applications in Sutton (1992) , Mathews and Xie (1993) , Douglas and Mathews (1995) , Douglas and Cichocki (1998) and Schraudolph (1999) . The limitation of most gradient adaptive stepsize methods is the use of a smoothing parameter for updating the stepsize values. The ideal value of the smoothing parameter is problem dependent and could vary with each coefficient that needs to be estimated. This may not be tractable for large problems where several thousands of parameters need to be estimated. This paper makes the following contributions.
• We provide a review of the stepsize formulas that address nonstationarity from different fields.
• We propose an adaptive formula for computing the optimal stepsizes which minimizes the mean squared error of the prediction from the true value for the case where certain problem parameters, specifically the variance and the bias, are known. This formula handles the tradeoff between structural change and noise.
• For the case where the parameters are unknown, we develop a procedure for prediction where the estimates are updated using approximations of the optimal stepsizes. The algorithm that we propose has a single unitless parameter. Our claim is that this parameter does not require tuning if chosen within a small range. We show that the algorithm gives robust performance for values of the parameter in this range.
• We present an adaptation of the Kalman filtering algorithm in the context of approximate dynamic programming where the Kalman filter gain is treated as a stepsize for updating value functions.
• We provide experimental evidence that illustrates the effectiveness of the optimal stepsize algorithm for estimating a variety of scalar functions and also when employed in forward dynamic programming algorithms to estimate value functions of resource states.
The paper is organized as follows. In Section 1, we consider the case where the observations form a stationary series and illustrate the known results for optimal stepsizes. Section 2 discusses the issue of nonstationarity that could arise in estimation procedures and reviews some stepsize rules that are commonly used for estimation in the presence of nonstationarity. In Section 3, we derive an expression for optimal stepsizes for nonstationary data, where optimality is defined in the sense of minimizing the mean squared error. We present an algorithmic procedure for parameter estimation that implements the optimal stepsize formula for the case where the parameters are not known. In Section 4, we discuss our experimental results. Section 5 provides concluding remarks.
Optimal stepsizes for stationary data
We define a stationary series as one for which the mean value is a constant over the iterations and any deviation from the mean can be attributed to random noise that has zero expected value. When we employ a stochastic approximation procedure to estimate the mean value of a stationary series, we are guaranteed convergence under certain conditions on the stepsizes. We state the result as follows, Theorem 1. Let {α n } n=1,2,... be a sequence of stepsizes (0 ≤ α n ≤ 1 ∀n = 1, 2, . . .) that satisfy the following conditions: 
and with any deterministic initial value, converges to θ almost surely. Robbins and Monro (1951) describes a more general version of this procedure, which is proved to be convergent in Blum (1954a) . Equation (3) ensures that the stepsizes are large enough so that the process does not stall at an incorrect value. The condition given by Eq. (4) is needed to dampen the effect of experimental errors and thereby control the variance of the estimate. Let θ be the true value of the quantity that we try to estimate. The observation at iteration n can be expressed asX n = θ + ε n , where ε n denotes the noise. The elements of the random noise process, {ε n } n=1,2,... , can take values in . We assume that the noise sequence is serially uncorrelated with zero mean and a constant, finite variance, σ 2 . We pose the problem of finding the optimal stepsize as one of solving,
For the case of stationary observations, we state the following well-known result:
Theorem 2. The optimal stepsizes that solve (6) are given by,
Given the sequence of observations, {X i } i=1,2,...,n , which has a static mean, it can be shown that the sample mean, (
i , is the best linear unbiased estimator (BLUE) of the true population mean (Kmenta, 1997) , Section 6.2). It can be shown that in certain cases a biased estimator can give a lower variance than the sample mean (Spall, 2003) , p.
[334], however we limit ourselves to estimators that are unbiased. In a setting where the observations are made sequentially, the sample mean can be computed recursively (see Young (1984) ) as a weighted combination of the current observation and the previous estimate,
It is easily verified that if we use (α n ) * = 1/n, then the two approaches are equivalent, implying that it is optimal for a stationary series.
Stepsizes for nonstationary data
A nonstationary series is one which undergoes a transient phase where the mean value evolves over the iterations before it converges, if at all, to some value. Nonstationarity can occur in updating procedures where we either overpredict or underpredict the true value due to bad initial estimates. In dynamic programming, the transient phase arises because our estimates Fig. 1 Comparison of observations and estimates from stationary and nonstationary series. For the stationary series, a 1/n stepsize rule is optimal. Estimates obtained by 1/n smoothing converge slowly for the nonstationary series of the value of being in a state are biased because we have not yet found the optimal policy. It could also arise in on-line problems because the exogenous information process is itself nonstationary.
We illustrate how a 1/n stepsize sequence is inadequate for smoothing estimates in the event of nonstationarity. Figure 1 (a) illustrates observations from a stationary series and estimates, smoothed using a 1/n stepsize rule, that converge to the stationary mean. Figure 1( b) shows the result obtained by using a 1/n stepsize rule to smooth observations from a nonstationary series. Although it satisfies the theoretical properties of convergence, the 1/n stepsize does not work well for nonstationary observations since it drops to zero too quickly. We review some of the stepsize rules that are commonly used to address nonstationarity in the observations.
Deterministic stepsize rules

Generalized Harmonic Stepsizes (GHS)
We may slightly modify the 1/n formula to obtain the stepsize at iteration n as,
By using a reasonably large value of a, we can reduce the rate at which the stepsize drops to zero, which often aids convergence when the data is initially nonstationary. However, the formula requires that we have an idea of the rate of convergence which determines the best choice of the parameter a. In other words, it is necessary to tune the parameter a.
Polynomial learning rates
These are stepsizes of the form, , 1). These stepsizes do not decline as fast as the 1/n rule and can aid in faster learning when there is an initial transient phase. Even-Dar and Mansour (2004) derives the convergence rates for polynomial stepsize rules in the context of Q-learning for Markov Decision Processes. The best experimental value of η is shown to be about 0.85. The convergence rate is shown to be polynomial in 1/(1 − γ ), where γ is the discount factor.
McClain's formula
McClain's formula combines the advantages of 1/n and constant stepsize formulas.
The stepsizes generated by this model satisfy the following properties:
As illustrated in Fig. 2 , if the initial stepsize (α 0 ) is larger than the target stepsize (ᾱ) then McClain's formula behaves like the 1/n rule for the early iterations and as the stepsizes approachᾱ, it starts mimicking the constant stepsize formula. The non-zero stepsizes can capture changes in the underlying signal that may occur in the later iterations.
"Search then converge" (STC) algorithm
Darken and Moody (1991) suggests a "search then converge" (STC) procedure for computing the stepsizes, as given by the formula,
This formula keeps the stepsize large in the early part of the experiment where n N (which defines the "search mode"). During the "converge mode", when n N , the formula decreases as c/n. A good choice of the parameters would move the search in the direction of the true value quickly and then bring about convergence as soon as possible. The parameters of this model can be adjusted according to whether the algorithm is required to search for the neighborhood in which the optimal solution (or true value) lies or to converge quickly to the right value. A slightly more general form which can be reduced to most of the deterministic stepsize rules discussed above is the formula,
Setting a = 0, b = 1 and n 0 = 0 gives us the polynomial learning rates, whereas setting b = 0 would give us the generalized harmonic stepsize rule. The STC formula can be obtained by setting a = c/α 0 , b = N and η = 1. Adjusting the triplet, (a, b, η), enables us to control the rate at which the stepsize changes at different stages of the estimation process. Using η < 1 slows down the rate of convergence, which can help with problems which exhibit long tailing behavior. The selection of the parameters a and b for the case where η = 1 is discussed in Spall (2003) (Sections 4.5.2 and 6.6).
The major drawback of deterministic stepsize rules is that there is usually one or more parameters that need to be preset. The efficiency of such rules would be dependent on picking the right value for those parameters. For problems where we need to estimate several thousand different quantities, it is unlikely that all of them converge to their true values at the same rate. This is commonly encountered in applications such as dynamic programming, where the estimation of a value function is desired and the values converge at varying rates as shown in Fig. 3 .
In practice, the stepsize parameters might be set to some global values, which may not give the required convergence for the individual value functions.
Stochastic stepsize rules
One way of overcoming the drawbacks of deterministic stepsize rules is to use stochastic or adaptive stepsize formulas that react to the errors in the prediction with respect to the actual observations. We letε n =X n −θ n−1 , denote the observed error in the prediction at iteration n. Most of the adaptive methods compute the stepsize as a function of these observed errors. Kesten (1958) proposes the following stochastic stepsize rule:
Kesten's rule
where a, b and α 0 are positive constants to be calibrated. K n is the tracking signal at iteration n which records the number of times that the error has changed signs. K n is recursively computed as follows:
where
This rule decreases the stepsize if the inner product of successive errors is negative and leaves it unchanged otherwise. The idea is that if the successive errors are of the same sign, the algorithm has not yet reached the optimal or true value and the stepsize needs to be kept high so that this point can be reached faster. If the successive errors are of opposite signs, it is possible that it could be due to random fluctuation around the mean and hence, the stepsize has to be reduced for stability and eventual convergence. Mirozahmedov and Uryasev (1983) formulates an adaptive stepsize rule that increases or decreases the stepsize in response to whether the inner product of the successive errors is positive or negative, along similar lines as in Kesten's rule.
Mirozahmedov's rule
where a and δ are some fixed constants. A variation of this rule, where δ is zero, is proposed by Ruszczyński and Syski (1986) . Both these rules bear resemblances to the class of exponentiated gradient methods, where additive updating is performed on the logarithm of the estimate (see Kivinen & Warmuth (1997 ) & Precup & Sutton (1997 ).
Gaivoronski's rule Gaivoronski (1988) proposes an adaptive stepsize rule where the stepsize is computed as a function of the ratio of the progress to the path of the algorithm. The progress is measured in terms of the difference in the values of the smoothed estimate between a certain number of iterations. The path is measured as the sum of absolute values of the differences between successive estimates for the same number of iterations.
where,
γ 1 and γ 2 are pre-determined constants, andθ n denotes the estimate at iteration n.
Trigg's rule
Trigg (1964) develops a tracking signal, T n , in order to monitor the forecasting process.
where, S n = The smoothed sum of observed errors
M n = The mean absolute deviation
This value lies in the interval [−1, 1]. A tracking signal near zero would indicate that the forecasting model is of good quality, while the extreme values would suggest that the model parameters need to be reset. Trigg and Leach (1967) proposes using the absolute value of this tracking signal as an adaptive stepsize.
Trigg's formula has the disadvantage that it reacts too quickly to short sequences of errors with the same sign. A simple way of overcoming this, known as Godfrey's rule (Godfrey, 1996) uses Trigg's stepsize as the target stepsize in McClain's formula. Another use of Trigg's formula is a variant known as Belgacem's rule (Bouzaiene-Ayari, 1998) where the stepsize is given by 1/K n . K n = K n−1 + 1 if α n trigg <ᾱ and K n = 1, otherwise, for an appropriately chosen value ofᾱ.
Chow's method
Yet another class of stochastic methods uses a family of deterministic stepsizes and at each iteration, picks the one that tracks the lowest error. Chow (1965) suggests a method where three sequences of forecasts are computed simultaneously with stepsizes set to high, normal and low levels (say, α + 0.05, α and α − 0.05). If the forecast errors after a few iterations are found to be lower for either of the "high" or "low" level stepsizes, α is reset to that value and the procedure is repeated.
Stochastic gradient adaptive (SGA) stepsize methods
Algorithms where the stepsizes are updated using stochastic gradient techniques are employed in neural networks and signal processing applications. These methods attempt to optimize the stepsize parameters in an on-line fashion, based on the instantaneous prediction errors, so that they eventually converge to an ideal stepsize value. We consider a stochastic gradient adaptive stepsize algorithm proposed by Benveniste, Metivier and Priouret (1990) , where the objective is to track a time-varying parameter, θ n , using noisy observations. In our context, the observations would be modeled asX n = θ n + ε n , where ε n is a zero mean noise term. The proposed method uses a stochastic gradient approach to compute stepsizes that minimize E[(ε n ) 2 ], the expected value of the squared prediction error (which is as defined earlier in this section). The stepsize is recursively computed using the following steps:
where α + and α − are truncation levels for the stepsizes (α − ≤ α n ≤ α + ). Proper behavior of this approximation procedure depends, to a large extent, on the value that is chosen for α + . μ is a parameter that scales the product ψ n−1εn , which has units of squared errors, to lie in the suitable range for α. The ideal value of μ is problem specific and requires some tuning for each problem.
Kalman filter
This technique is widely used in stochastic control where system states are sequentially estimated as a weighted sum of old estimates and new observations (Stengel (1994) , Section 4.3). The new state of the system θ n is related to the previous state according to the equation θ n = θ n−1 + w n , where w n is a zero mean random process noise with variance ρ 2 .X n = θ n + ε n denotes noisy measurements of the system state, where ε n is assumed to be white gaussian noise with variance σ 2 . The Kalman filter provides a method of computing the stepsize or filter gain (as it is known in this field) that minimizes the expected value of the squared prediction error and facilitates the estimation of the new state according to Eq. (5). The procedure involves the following steps:
The Kalman filter gain, α n , adjusts the weights adaptively depending on the relative amounts of measurement noise and the process noise. The implicit assumption is that the noise properties are known.
Optimal stepsizes for nonstationary data
In the presence of nonstationarity, the 1/n stepsize formula ceases to be optimal, since it fails to take into account the biases in the estimates that may arise as a result of a trend in the data. We derive a formula to compute the optimal stepsizes in terms of the noise variance and the bias in the estimates, in Section 3.1. We make note that we are using the principle of certainty-equivalence, where we first obtain an analytical expression for the optimal stepsizes by replacing all random quantities with their expected values. We present, in Section 3.2, an algorithm that computes approximations of the optimal stepsizes by using estimates of the various unknown parameters. In Section 3.3, we provide our adaptation of the Kalman filter for the nonstationary estimation problem.
An optimal stepsize formula
We consider a bounded deterministic sequence {θ n } that varies slowly over time. Our objective is to form estimates of θ n using a sequence of noisy observations of the formX n = θ n + ε n , where the ε n are zero-mean random variables that are independent and identically distributed with finite variance σ 2 . The smoothed estimate is obtained using the recursion defined in Eq. (5) where α n denotes the smoothing stepsize at iteration n.
Our problem becomes one of finding the stepsize that will minimize the expected error of the smoothed estimate,θ n , with respect to the deterministic value, θ n . We denote the objective function as,
. We wish to find α n ∈ [0, 1] that minimizes J (α n ). The observation at iteration n is unbiased with respect to θ n , that is, E[X n ] = θ n . We define the bias in the smoothed estimate from the previous iteration as
The following proposition provides a formula for the variance ofθ n−1 .
Proposition 1. The variance of the smoothed estimate satisfies the equation:
Proof: We start by taking variances on both sides of Eq. (5)
Since the initial estimate,θ 0 , is deterministic, V ar[
Substituting this in Eq. (29) gives us the recursive expression in Eq. (28).
Wasan (1969) (pp. 27-28) derives a similar expression for the variance of an estimate computed using the Robbins-Monro method for the special case where the stepsizes are of the form α n = c/nb and the individual observations are uncorrelated with variance σ 2 .
We propose the following theorem for solving the optimization problem.
Theorem 3. Given an initial stepsize, α 1 , and a deterministic initial estimate,θ 0 , the optimal stepsizes that minimize the objective function can be computed using the expression,
where β n denotes the bias (β n = θ n − E[θ n−1 ]) and λ n−1 is defined by the recursive expression in Eq. (28).
Proof:
We can simplify the objective function as follows:
Under our assumption that the errors ε n are uncorrelated, we have,
The objective function reduces to the following form:
In order to find the optimal stepsize, (α n ) * , that minimizes this function, we obtain the first order optimality condition by setting
∂α n = 0, which gives us,
Solving this for (α n ) * gives us the following result,
The mean squared error term, E[(θ n −θ n−1 ) 2 ], can be computed using the well known bias-variance decomposition (see (Hastie, Tibshirani, & Friedman, 2001) 
, which completes the proof.
We state the following corollaries of Theorem 3 for special cases on the observed data with the aim of further validating the result that we obtained for the general case where the data is nonstationary.
Corollary 1. For a sequence with a static mean, the optimal stepsizes are given by,
given that the initial stepsize, (α n ) * = 1.
Proof: For this case, the mean of the observations is static (θ n = θ, n = 1, 2, . . .). The bias in the estimate,θ n−1 can be computed (see Wasan (1969) , p. 27-28) as 
We now resort to a proof by induction for the hypothesis that (α n ) * = 1/n and λ n = 1/n for n = 1, 2, . . .. By definition, the hypothesis holds for n = 1, that is, (36) and (28) gives us (α m+1 ) * = λ m+1 = 1/(m + 1). Thus, the hypothesis is shown to be true for n = m + 1. Hence, by induction, the result is true for n = 1, 2, . . ..
We note that our theorem for the nonstationary case reduces to the result for the stationary case (Eq. (7)) which we had determined through variance minimization.
Corollary 2. For a sequence with zero noise, the optimal stepsizes are given by,
Proof: For a noiseless sequence, σ 2 = 0. Substituting this in Eq. (30) gives us the desired result.
The algorithmic procedure
In a realistic setting, the parameters of the series of observations are unknown. We propose using the plug-in principle (see Bickel & Doksum (2001) , pp. 104-105), where we form estimates of the unknown parameters and plug these into the expression for the optimal stepsizes. We assume that the sequence {θ n } varies slowly compared to the {ε n } process. The bias is approximated by smoothing on the prediction errors according to the formula,
, where ν n is a suitably chosen deterministic stepsize rule. The idea is that averaging the current prediction error with the errors from the past iterations will smooth out the variations due to noise to give us a reasonable approximation of the instantaneous bias. It is important to recognize that the estimate of the bias should be updated on a faster time scale than the main algorithm (which means that a larger value of ν n should be used). At the same time, if ν n is too large, the result will be instability in the estimate of the bias which can create its own problems. For this reason, we propose to find ν n numerically using controlled experiments. We first define δ n = E[(X n −θ n−1 ) 2 ], the expected value of the squared prediction errors. The following proposition provides a method to compute the variance in the observations. Proposition 2. The noise variance, σ 2 , can be expressed as,
Proof: δ n can be written as,
Rearranging Eq. (39) gives us the desired result.
In order to estimate σ 2 , we approximate δ n by smoothing on the squared instantaneous errors. We useδ n to denote this approximation and compute it recursively:
We justify this approximation using a similar line of reasoning as the one used for approximating the bias. The parameter λ n is approximated usinḡ
By plugging the approximations,δ n ,β n andλ n−1 , into Eq. (39), we obtain the following approximation of the noise variance:
The optimal stepsize algorithm (OSA) which incorporates these steps is outlined in Fig. 4 .
An adaptation of the Kalman filter
We note the similarity of OSA to the Kalman filter, where the gain depends on the relative values of the measurement error and the process noise. We point out that in the applications of the Kalman filter, the state is assumed to be stationary in the sense of expected value. We present an adaptation of the Kalman filter for our problem setting where the parameter evolves over time in a deterministic, nonstationary fashion. We later use this modified version of the Kalman filter as a competing stepsize formula in our experimental comparisons. In our problem setting, the stochastic state increment (w n ) from the original formulation of the control problem, is replaced by a deterministic term which we simply define as w n = θ n − θ n−1 . We replace the variance of w n by the approximation (ρ n ) 2 = (β n ) 2 . We use the same procedure as is used in OSA for computing the approximations, (σ n ) 2 and (ρ n ) 2 . We incorporate these modifications to provide our adaptation of the Kalman filter, which involves the following steps,ρ
Here, α n is our approximation of the Kalman filter gain and ν n is some appropriately chosen deterministic stepsize series.
Alternative methods to estimate the variance (σ 2 ) of the observation noise are described in Jazwinski (1969) and later reviewed in DeFreitas, Niranjan and Gee (1998) and Penny and Roberts (1998) .
Experimental results
In this section, we present numerical work comparing the optimal stepsize rule to other stepsize formulas. Section 4.1 provides a discussion on the selection of parameters for the stepsize rules, along with a sensitivity analysis for the parameters of OSA. We illustrate the performance of OSA as compared to other stepsize rules using scalar functions in Section 4.2. The functions that we choose are similar to those encountered in dynamic programming algorithms, typical examples of which are shown in Fig. 3 . In this controlled setting, we are able to adjust the relative amounts of noise and bias, and draw reasonable conclusions. In the remaining sections, we compare the performance of the stepsize rules for estimating value functions in approximate dynamic programming applications. Section 4.3 deals with a batch replenishment problem where decisions are to be made over a finite horizon. In section 4.4, we consider a problem class we refer to as the "nomadic trucker". This is an infinite horizon problem involving the management of a multiattribute resource, with similarities to the well-known taxi problem.
Selection of parameters
In order to smooth the estimates of the parameters used in OSA, we used a McClain stepsize rule. The McClain target stepsize is the sole tunable parameter in OSA. We performed a variety of experiments with different choices of this target stepsize in the range of 0 to 0.2. We compared the estimates against their true values and found that for target stepsizes in the range 0.01 to 0.1, the final estimates are not that different. The percentage errors from the true values for different problems are illustrated in Table 1 . We choose a target stepsize of 0.05 since it appears to be very robust in the sense mentioned above.
The parameter η for the polynomial learning rate is set to the numerically optimal (as demonstrated in Even-Dar and Mansour (2004)) value of 0.85. The parameters for the STC algorithm are chosen by optimizing over all the possible combinations of a and b from among twenty different values each of a, varying over the range of 1-200, and b, over the range of 0-2000. In the experiments to follow, we concern ourselves mainly with two classes of functions-class I functions, which are concave and monotonically increasing, and class II functions, which undergo a rapid increase after an initial stationary period and are not concave. (a = 6, b = 0, η = 1) is found to work best for class I functions, whereas (a = 12, b = 0, η = 1) produces the best results for class II functions. We choose a target stepsize,ᾱ = 0.1, for the McClain stepsize rule. The parameters for Kesten's rule were set to a = b = 10. We implement the adaptation of the Kalman filter with the same parameter settings as for OSA. In the implementation of the SGA stepsize algorithm, we set the lower truncation limit to 0.01. As pointed out in Kushner and Yin (1997) , the upper truncation limit, α + seems to affect the solution quality significantly. Setting α + to a low value was seen to result in poor initial estimates, especially for problems with low noise variance, while increasing α + , on the other hand, produced poor estimates for problems with high noise. We set α + = 0.3, as suggested in the same work, for all the problems that we consider. According to the cited article, for a certain class of problems, the performance of the algorithm is fairly insensitive to the scaling parameter, μ, if it is chosen in the range [0.0001,0.0100]. However, in our experiments, the stepsizes were observed to simply bounce back and forth between the truncation limits (α + and α − ) for problems where the order of magnitude of the errors exceeded that of the stepsizes, if μ was not chosen to be sufficiently small. Then again, too low a value of μ caused the stepsizes to hover around the initial value. We concluded that the parameter μ is problem specific and has to be tuned for different problem classes. We tested the algorithm for μ ranging from 10 −9 to 0.2. It was inconclusive as to which value of μ worked best. There did not seem to be a consistent pattern as to how the value of μ affected the performance of the algorithm for different noise levels or function slopes. For the scalar functions and the batch replenishment problem, we chose a value of μ (= 0.001) in the range suggested in the cited article, as it seemed to work moderately well for those problem classes. For the nomadic trucker problem, μ had to be set to 10 −6 for proper scaling.
Illustrations on scalar functions
For testing the proposed algorithm, we use it to form estimates or predictions for data series that follow certain functional patterns. The noisy observations of the data series are generated by adding a random error term to the function value corresponding to a particular iteration. The function classes that we consider are shown in Fig. 5 . The functions belonging to class I are strictly concave. This class is probably the most common in dynamic programming. Class II functions remain more or less constant initially, then increase more quickly before stabilizing, with a sudden increase after 50 observations. Functions of this type arise when there is delayed learning, where the algorithm has to go through a number of iterations before undergoing significant learning. This is encountered in problems such as playing a game, where the outcome of a particular action is not known until the end of the game and it takes a while before the algorithm starts to learn "good" moves. Each of these functions is measured with some noise that has an assumed variance. In Fig. 6 , we illustrate the noisy observations at three different values of the noise variance.
The performance measure that we use for comparing the stepsize rules is the average squared prediction error across several sample realizations over all the different functions belonging to a particular class. Figure 7 illustrates stepsize values averaged over several sample realizations of moderately noisy observations from a class II function. We compare the stepsizes obtained using the various stepsize rules, both deterministic and stochastic. The advantages of stochastic stepsizes are best illustrated for this function class. By the time the function value starts to increase, the stepsize computed using any of the deterministic rules would have dropped to such a small value that it would be unable to respond to changes in the observed signal quickly enough. The stochastic stepsize rules are able to overcome this problem. Even in the presence of moderate levels of noise, the SGA stepsize algorithm, the Kalman filter and OSA are seen to be able to capture the shift in the function and produce stepsizes that are large enough to move the estimate in the right direction. We point out that the response of the SGA stepsize algorithm is highly dependent on μ, which if set to small values, could cause the stepsizes to be less responsive to shifts in the underlying function. OSA, on the other hand, is much less sensitive to the target stepsize parameter,ν.
An ideal stepsize rule should have the property that the stepsize should decline as the noise level increases. Specifically, as the noise level increases, the stepsizes should decrease in order to smooth out the error due to noise. The deterministic stepsize rules, being independent of the observed data, would fail in this respect. In Fig. 8 , we compare the average stepsizes obtained using various adaptive stepsize rules for a class II function at different levels of the noise variance. The high sensitivity of the SGA stepsize algorithm to the value of μ is evident from this experiment. A higher value of μ causes the stepsizes to actually increase with higher noise. Among the adaptive stepsize rules, only the Kalman filter and OSA seem to demonstrate the property of declining stepsizes with increasing noise variance. Table 2 compares the performance of the stepsize rules for concave, monotonically increasing functions. Value functions encountered in approximate dynamic programming applications typically undergo this kind of growth across the iterations. n refers to the number of observations, the entries in each cell denote the average mean squared error in the estimates and the figures in italics represent the rank performance of the stepsize rule. The errors are computed as the difference in the estimates from the instantaneous value of the function, which in this case starts from a small initial value and rises steadily for several observations, before settling on a stationary value. We are interested in how the stepsize rules contribute to the rate at which the function is learnt.
The results indicate that in almost all the cases, OSA either produces the best results, or comes in a close second or third. It performs the worst on the very high noise experiments where the noise is so high that the data is effectively stationary. It is not surprising that a simple deterministic rule works best here, but it is telling that the other stepsize rules, especially the adaptive ones, have noticeably higher errors as well. Table 3 compares the stepsize rules for functions which remain constant initially, then undergo an increase in their value (the maximum rate of increase occurs after about 50 iterations) before converging to a stationary value. We notice that, for all the stepsize rules, the errors are very small to begin with as a result of the initial stationary phase of the function. As the transient phase sets in after about 50 observations, the errors show a dramatic increase.
In the final stationary phase of the function, the errors drop back to smaller values (for most of the stepsize rules). Here again, OSA is seen to work well for moderate levels of noise, and even otherwise, it performs comparably well.
To summarize, OSA is found to be a competitive technique, irrespective of the problem class and the sample size as long as the noise variance is not too high.
Finite horizon problems: Batch replenishment
Dynamic programming techniques are used to solve problems where decisions have to be made using information that evolves over time. The decisions are chosen so as to optimize the expected value of current rewards plus future value.
For our experiments, we formulated the optimality equations around the post-decision state variable (designated R t ), which is the state immediately after a decision is made. We let C(R t−1 , W t , x t ) be the reward obtained by taking action x t ∈ X t when in state R t−1 and the exogenous information is W t . The resulting state R t is a function of R t−1 , W t and x t . The value associated with each state can be computed using Bellman's optimality equations. When constructed around the post-decision state variable, R t−1 , the optimality equations take on the following form:
The values thus computed define an optimal policy, which enables us to determine the best action, given a particular state.
When the number of possible states is large, computation of values using sweeps over the entire state space can become intractable. In order to overcome this problem, approximate dynamic programming algorithms have been developed which step forward in time, iteratively updating the values of only those states that are actually visited. If each state is visited infinitely often, then the estimates of the values of individual states, as computed by the forward dynamic programming algorithm, converge to their true values (Bertsekas & Tsitsiklis, 1996) . However, each iteration could be computationally expensive and we face the challenge of obtaining reliable estimates of the values of individual states in a few iterations, which is required to determine the optimal policy. Figure 9 outlines a forward dynamic programming algorithm for finite horizon problems, where we step forward in time, using an approximation of the value function from the previous iteration. We solve the problem for time t, where we randomly sample the exogenous information at time t (Eq. (41). Here, ω t denotes a sample realization of the random information at time t. We then use the results to update the value function for time t − 1 in Eq. (42), which is an approximation of the expectation in Eq. (40).
We now consider the batch replenishment problem, where orders have to be placed for a product at regular periods in time over a planning horizon to satisfy random demands that may arise during each time period. The purchase cost is linear in the number of units of product ordered. Revenue is earned by satisfying the demand for the product that arises in each time period. The objective is to compute the optimal order quantity for each resource state in any given time period.
The problem can be set up as follows. We first define the following terms, T = The time horizon over which decisions are to be made γ = The discount factor c = The order cost per unit product ordered The contribution, C(R t−1 ,D t , x t ), obtained by ordering amount x t , when there are R t−1 units of resource available and the demand for the next time period isD t is obtained as,
The new state is computed using the transition equation,
+ + x t . The objective is to maximize the total contribution from all the time periods, given a particular starting state. The optimal order quantity at any time period maximizes the expected value of the sum of the current contribution and future value. We may also set limits on the maximum amount of resource (R max ) that can be stored in the inventory and the maximum amount of product (x max ) that can be ordered in any time period. We use the forward dynamic programming algorithm in Fig. 9 , with the optimal stepsize algorithm embedded in step 4, to estimate the value of each resource state, R = 0, 1, . . . , R max for each time period, t = 1, 2, . . . , T − 1. We start with some initial estimate of the value for each state at each time period. Starting from time t = 1, we step forward in time and observe the value of each resource state that is visited. After a complete sweep of all the time periods, we update the estimates of the values of all the resource states that were visited, using a stochastic gradient algorithm. This is done iteratively until some stopping criterion is met. We note that there may be several resource states that are not visited in each iteration.
We compare OSA against other stepsize rules-1/n, 1/n η , STC, Kalman filter and SGA stepsize algorithm, in its ability to estimate the value functions for the problem. The size of the state space is not too large, which enables us to compute the optimal values of the resource states using a backward dynamic programming algorithm. We consider two instances of the batch replenishment problem-instance I, where a demand occurs every time period and instance II, where the demand occurs only during the last time period. Table 4 lists the values of the various parameters used in the two problem instances. In both cases, there are 26 resource states and 20 time periods, which gives us over 500 individual values that need to be estimated. In Table 5 , we compare the various stepsize rules based on the percentage errors in the value function estimates with respect to the optimal values. n denotes the average number of observations per resource state. The entries in the table denote averages across all the resource states and time periods. The inability of simple averaging (the 1/n rule) to produce good estimates for this class of problems is clearly demonstrated for this instance. Compared to the other deterministic rules, the STC rule is seen to work much better most of the time, almost on par with the adaptive stepsize rules. Experiments in this problem class demonstrates the improvement that can be brought about in the estimates by using an adaptive stepsize logic, especially in the initial transient period. In almost all the cases, OSA is seen to outperform all the other methods. Figure 10 gives a better illustration of the relative performance of the stepsize rules. Here, we compare the percentage errors as a function of the average number of observations per resource state. OSA is clearly seen to work well, giving much smaller error values than the remaining rules even with very few observations.
Infinite horizon problems: The nomadic trucker
We use an infinite horizon forward dynamic programming algorithm (see Fig. 11 ) to estimate value functions for a grid problem, namely, the nomadic trucker, which is similar to the wellknown taxicab problem. In the nomadic trucker problem, the state (R) of the trucker at any instant is characterized by several attributes such as the location, trailer type and day of week. When in a particular state, the trucker is faced with a random set of decisions, X (ω), which could include decisions to move a load and decisions to move empty to certain locations. The trucker may "move empty" to his current location, which represents a decision to do The size of the state space that we consider is 840 (40 locations, 3 trailer types and 7 days of week), which makes the problem rich enough for the approximate dynamic programming techniques to be interesting. At the same time, computation of the optimal values analytically using backward dynamic programming is tractable. We point out that the states at each iteration are picked at random, that is, we follow an "exploration" policy. We compare various stepsize rules for estimating the values associated with the resource states for discount factors of 0.8, 0.9 and 0.95. Table 6 illustrates the performance of the competing stepsize rules for different values of the discount factor. The entries correspond to the average errors (along with their standard deviations) in the value estimates over several samples, as a percentage of the optimal values of the states. OSA is found to work well, outperforming the remaining methods most of the time. Compared to the other methods, STC is seen to work fairly well for this problem class whereas the SGA stepsize algorithm (with parameter settings, μ = 10 −6 and α + = 0.3), works poorly. The modified version of the Kalman filter is also found to work well in this setting, especially towards the later part of the experiment. A better picture of the relative performance of the various stepsize rules can be obtained from Fig. 12 , which shows the progress of the percentage errors in the value estimates with increasing number of observations. The gains provided by OSA over the other stepsize rules, especially with fairly small number of observations, are clearly evident from this graph.
Analysis
In this section, we address two questions to help provide insights into the behavior of the OSA algorithm. First, we try to provide additional support for why the algorithm works well. Second, we investigate the behavior of the algorithm when applied to purely stationary data.
The primary argument supporting the strong performance of the algorithm is that the stepsizes produced are optimal (in terms of minimizing the expected mean squared error) if the bias and variance are known. Since these parameters have to be estimated in most settings, the issue boils down to how well we are able to estimate these quantities. We proceed to provide some evidence supporting the claim that we do a reasonably good job of estimating these parameters.
Our analysis makes use of the scalar functions described in Section 4.2. We computed the estimates of the standard deviation (σ ) of the noise and the bias (β) for σ = 1 and σ = 100. The results are tabulated in Fig. 13 , which illustrates the evolution of the estimates of the bias Fig. 13 Estimate of the standard deviation and bias for low noise (σ = 1) and high noise (σ = 100) using OSA for 20 sample realizations and the standard deviation using OSA for a class I function for 20 sample realizations. The relative biases were computed by taking the difference between the absolute values of the estimated bias and the true bias, and scaling it with respect to σ . The estimate of σ appears to be unbiased and relatively accurate for both the low and high noise cases, with the exception of the first few iterations. The difference between the actual and estimated bias was typically within ±σ/2 (with even more accurate results for the high noise case). We show an average (indicated by the thick green line) across all the sample realizations, which suggests that our estimates are unbiased.
We repeated the experiments for class II functions and were able to obtain very similar results. In all the cases that we considered, we were able to obtain estimates of bias and standard deviation that lay well within ≈ ±σ/2. The good performance of OSA for different problem classes can be attributed to its ability to produce reasonably accurate estimates of the bias and the standard deviation.
We now analyze the behavior of OSA in a stationary environment. OSA was designed for the general case where the process could be nonstationary. It would be desirable to establish the convergence of the algorithm when the observations arise from a stationary series. For this case, we may use a target stepsize of zero for updating the parameters of average errors (β n ) and squared errors (δ n ). This would be equivalent to using a 1/n rule for updating these parameters.
It is well known that a stepsize sequence will converge if it satisfies 1/n ≤ α n ≤ c/n for n = 1, 2, . . .
where c is some appropriately chosen positive constant. A proof that OSA satisfies α n ≥ 1/n is provided in Appendix A. We believe the second inequality is also true, but as of this writing we have not been able to prove it. As an alternative, we offer some experimental evidence to support the conjecture. We generated a thousand different sample sequences of stepsizes using OSA for σ = 1 and σ = 100. The stepsize sequences are shown in fig. 14 which shows that the stepsizes fall within the range 1/n ≤ α n ≤ 10/n. The lower bound is guaranteed. We have not been able to find an instance, for any variance or error distribution (we also conducted runs assuming both uniform and normal distributions for the errors), where the upper bound is violated.
Conclusions
We have introduced a new stepsize rule that minimizes the mean squared error in the presence of transient data such as those that arise in approximate dynamic programming. The stepsize is optimal for the parameters-known case (where we know the bias and variance). We propose a method for estimating the bias and variance for the more realistic case where these parameters are not known, and show, for three classes of adaptive estimation problems, that the new formula works consistently well, and often better than the most popular formulas available in the literature. Like the learning rate for the Kalman filter, our formula provides stepsizes that approach 1 as the variance of the noise goes to zero, and approaches 1/n as the bias approaches zero (as would occur with stationary data). Unlike the Kalman filter, our formula is optimized for data coming from a series with a mean that is consistently rising or falling over time.
We have tested the optimal stepsize algorithm for monotonically increasing concave functions as well as functions where there is delayed learning. The optimal stepsize algorithm is found to perform quite well in the presence of nonstationarity and give consistently good results over the entire range of functions tested. The performance of our rule, as with all stochastic stepsize rules, degrades somewhat in the presence of very high noise.
We have also applied the stepsize rules in the context of approximate dynamic programming where we consider both finite and infinite horizon problems. We employ OSA for updating the value functions of resource states. Even though some of the assumptions that we made regarding the nature of the observations, in particular that the observations are independent and identically distributed, do not hold in the context of approximate dynamic programming, OSA is still found to give much faster convergence to the optimal value as compared to other stepsize rules for several different instances of the batch replenishment and the nomadic trucker problems.
We conclude from our exercises that the optimal stepsize rule can give substantially better results compared to a deterministic rule even with a fairly small number of observations and it is also a superior alternative to most other adaptive stepsize rules in a variety of settings. It requires a single parameter that has to be preset, namely the target stepsize parameter for updating the estimates of bias, squared error and variance coefficient. This parameter is unitless, and does not have to be changed when the input data is scaled. We were also able to identify a small range for this parameter over which the algorithm is found to be robust.
Finally, we point out that many of the deterministic stepsize rules, if properly tuned for specific applications, can work better than adaptive rules such as OSA, especially if the noise level is quite high. They also involve less computational overhead and a tradeoff has to be made depending on the application considered. The value of OSA is that it is robust, and will adjust to the behavior of individual parameters within a model. where 0 ≤ L n ≤ 1. We can write the stepsize as,
This allows us to write,
where 0 ≤ M n ≤ 1. Substituting Eqs. (45) and (46) into the definition ofλ n from Section 3.2, we may write:
Thus, the following sequence of inequalities hold true for all n:
