T/7is paper considers the pmbtem of identfiing network infrastructure thut is shared by a collection of end-hosts. T/7is identification is valuable for assessment and design of content distribution systems as well as networkperfornurnce estimation and sinzulator design. m e network routes connecting a set of sources to a set of receivers form a directed graph. 777ispaper considers the identification of subgraphs shared by two or more sources. We take a system idenrifcation appmach to the shared subgraph probleni, coniparing source inputs with receiver outputs. Sets of receivers are then associated with slwred subgraphs using tltis novel iiiultiple sourcepmbing schenie. Our methodology does not rely o n special-purpose cooperation fmm intemal network elenienrs, and only requires end-to-end measurements that are easy to make. Experiments conducted on a local area neMnrk and t/7e Internet denionstrate the potential of our approach.
Introduction and Background
Inferring internal characteristics (delays, losses, routes) of wired communication networks from end-to-end measurements is an important type of inverse problem arising in networking. The network identification problem is often called network toniography because it is somewhat a n a b gous to the tomography problem arising in medical imaging. Network tomography can entail the estimation of loss rates or delays on intemal network links, the estimation of point-to-point traffic Row rates through a network, the identification of network topology and routing, and the inference . of other internal characteristics relevant to the performance of a network or inter-network [I] .
The goal of this work is to determine what portions of a network infrasuucture are common between routes from different sets of senders and receivers based on easily made measurements of the network. The routing topologies can be expressed as graphs, and therefore we call this problem email: {rabbat. nowak) @rice.edu. coares@ece.mcgill.ca. This work was funded by NSF Grant no. MIP-9701692, ARO Grant no. DAAD19-99-1-0349. ONR Grant no. NoO14-00-1-0390, and Teras Insrmments.
0-7803-7576-9/02$17.00 0 2002 IEEE the identification of shared subgraphs. This identification is crucial for many purposes:
Simulation: Accurate knowledge of how the networks and inter-networks are connected is important for the purposes of generating accurate models for simulation. It is generally difficult, especially for third parties, to determine this connectivity.
Distribution:
Content distribution systems often have many mirror sites, and it is advantageous to place these sites in a manner which ensures that the content is accessible even if certain portions of the Internet become congested or fail. It is also beneficial to assign minors to clients in order to optimize the load on each server.
Thus, determination of the potential shared topologies between the mirror sites and clients can provide key information about the robustness of the content distribution system.
Estimation:
Network tomographic methods designed to estimate the loss rates or delays on internal links rely on accurate information about the routing topologies involved. Determination of shared portions of network topologies is critical to the success of these performance estimation methods.
The approach pursued here is quite distinct from common tools like traceroute, which rely on the cooperation of internal routers to obtain routing information. Instead, our approach assumes no special-purpose cooperation from internal network elements. This is important since already a large proportion of Internei routers do not respond io traceroute requests 121, and this proponion will probably grow in the future. Moreover, switches and other lower-level network elements cannot be queried by traceroute requests: i.e., they are effectively invisible to traditional methods. Nonetheless, such devices can significantly affect network performance. We address these issues by adopting a system identification approach. By actively probing the network and comparing the input from the sources and output at the receivers, we are able to determine which portions of the network infrastructure are shared. 
Shared Infrastructure and Subgraphs
Figure 1 depicts the mute graph of a local area network at Rice University. end-hosts (sources and receivers), and does not require any special-purpose cooperation from the internal nodes (e.g., routerdswitches). The method relies on the preservation of the ordering of packets as they flow from the sources to the receivers. Packet ordering is preserved in many networks, however our method is not applicable in cases where this ordering may be disrupted (e.g., in load-balancing networks). Much of the previous work done in this area [ 1,3-51 has focused on the identification of logical topologies from a single source to multiple receivers. In such cases the topology takes the form of a tree with the source at the root and the receivers as leaves. The identification of shared subgraphs by the approach described in this paper can be combined with such methods to obtain the graph associated with multiple receivers. In Figure 1 , the graph from A to the receivers and the graph from B to the receivers are both trees. Given both of these trees (perhaps estimated by a single sender technique (3-51). the identified shared subgraph can be used to "merge" the two trees together [6] . The remainder of the paper is organized as follows. In Section 3 we formally state the problem. Our active probing and hypothesis testing framework is discussed in Section 4. In Section 5 we present results from an experiment conducted over a university local area network, and we conclude in Section 6.
Problem Statement
In our analysis, the following simplifying assumptions are made. First, we assume that there is a unique path from each source to each receiver. For some cases where the paths between end-hosts are very long, this assumption may not hold. In general it is not an unreasonable assumption, especially when considering campus and local area networks. Our second assumption is that these unique routes are constant over short periods of time. For an experiment conducted over a period of 5 to 10 minutes this is reasonable. In developing our technique for determining whether or not there is a shared subgraph in the topology connecting two sources and two receivers, we also adhere to the following design principles.
(1) Our technique should not depend on eliciting special responses from network internal devices. We only assume that these devices will route packets between end-hosts. By adopting this principle we avoid the limitations of traceroute-based techniques. ( 2 ) The measurement process should be non-inuusive. We wish to re-strict the number of packets being actively sent into the network to a bare minimum, so as not to disrupt other traffic on the network. (3) It should be possible to take measurements over a shon period of time, so that the probability that rontes are stationary over this period is high.
Probing to Detect Shared Paths
Our measurement technique involves sending packets from two sources in a coordinated fashion. The driving idea behind our probing methodology is that the order in which packers arrive at each receiver is the order in which rlie) reach the joining point. In other words, a delay is incurred along each logical link traversed after packets reach the joining point, hut the order in which they reach thejoining point remains intact.
The basic probe in our methodology has the following form Consider the two-source, two-receiver networks depicted in Figure 2 . Figure 2 (a), then the order in which the packets are received at 1 and 2 should have the following property.
If packet pa.] arrives before PBJ. then p4.r should arrive before p8,2, and vice-versa. This simply reflects the fact that the joining point in the paths from the two sources is the same for both receivers. In this case, we say that the packets are received in order. Alternatively, if the joining point is not shared, then the order in which the packets are received may not agree at the two receivers.
However, if the packets arrive in order, one cannot immediately conclude that the subgraph from node a to 1 and 2 is shared. This is because the delays to the joining point(s) may be such that the packets arrive in order. This situation, however, can be ruled out by repeating the probing exercise above with different time-offsets. That is, send pa,] and p~,zattimes(tl,tl+A),(tz,tz+A) ,... a n d s e n d p e~a n d p~. 2 at times (ti, ti + A ) , (f4.t; + A ) , . . ._ Figure 3 shows the probing scheme. If the subgraph is shared, then in all these cases, irrespective of the values of ti and t:, the ordering should agree at the two receivers. However, the ordering cannot agree in the unshared cases (Figure 2(b)-(d) ) for all possible values of ti and t:. For a certain range of (ti -t:(. the differing delays from the sources to the unshared joining points will cause the packets to arrive in different orders at the two receivers.
To test for such a range of probings, we set ti = ti + ui, The first packet in each pair is sent to receiver 1, and the second to receiver 2. The spacing A is the same for every pair.
source-to-receiver delay (which can be easily determined from round-trip time measurements). If the received order is the same at both receivers in all cases, then we conclude the joining point is shared as in Figure 2(a) . If not, then we conclude that it is not shared as in Figure 2(b)-(d) . In the analysis above, it was assumed that the delays were constant on all links, but in reality there will he some delay variation that could cause mis-ordering. In the shared case, the variation causes a certain percentage p of misordered occurrences. The percentage p is proportional to u / D , where c is the standard deviation of the delay difference. In the unshared cases, the difference between the average delays to the differing joining points, in addition to delay variation, increases the percentage of mis-ordered occurrences significantly.
To gauge the statistical significance of the number of misordered occurrences requires knowledge of U. It is difficult to estimate U directly, hut a relatively straightforward probing procedure can provide an estimate of p. The upper bound is estimated by again sending pairs of probes from each source in the same manner as described above, except that all four packets are sent to one receiver. In such cases, the joining point is always shared (obviously), and thus the number of mis-ordered occurrences in these experiments provides an estimate of p. This entire procedure can be formalized as a binary hypothesis test, and assuming a sufficiently large number of probes one can derive a Z-test. This allows us to specify an allowable level a for Type 1 errors (i.e., the probability of declaring an unshared subgraph when in fact the subgraph is shared). For more details see [6] . In all experiments described in this paper, a = 0.05. As stated before, our goal is to identify shared subgraphs. A's topological tree, the shared subgraph topology consists of all interior nodes whose children are members of a given subgraph set.
Performing tests for pairs of receivers quickly gets expensive, in terms of the number of probes sent, as the number of receivers increases. For N receivers, we can improve the efficiency of our probing algorithm by sending a sequence { p s , i ) Z 1 from each source, S, where the ith packet is directed towards receiver i, and with each packet in the sequence still spaced in time by A. After collecting results, the hypothesis tests are still computed pair-wise, but the number of probes, the resource which is more of a concem to us, decreases significantly. In fact, the number of probes required goes from O ( N 2 ) to U ( N ) with this modification.
Experimental Results
We have written a program implementing the ideas dis- In the LAN experiment, the delay differences can be very small, making the range of It; -t:l over which mis-order events occur very small in the unshared case. In the Internet experiment these delay differences are more pronounced, but the delay variance is much higher.
LAN Experiment
With help from the network management team, we were able to obtain the true physical topology in order to verify our results. Figure 1 depicts the shared subgraph discovered by OUI algorithm. The results carrespond exactly to shared subgraph derived from the w e physical underlying network. For the purposes of the experiment, source A's logical tree is assumed to be known, and the points where source B's topology joined were added on to this tree based on the pair-wise receiver test results.
The test bed for this experiment is a subset of hosts from the Rice University ECE depanmental local area network (LAN). This environment showcases the strong points of our algorithm. The underlying physical network is composed of a mixture of layer-2 and layer-3 devices, of which both types are detected. The network is contained in a compact area, and as a result packet transmission times are on the order of a few microseconds. Accurate time measurements at this resolution are not easily obtained with standard hardware and operating system configurations.
For this experiment there were 16 receivers with IP addresses on two different subnets. Both subnets reside on the same physical network, which consists of a variety of devices including 3Com Superstack 3300 and 1000 switches.
Note that one variety is a store-and-forward device while the other implements cut-through switching. Our technique finds shared subgraphs regardless of the switching technology implemented at joining or branching points.
Each probe is 68 bytes, including payload, UDP and IP headers. Using 600 microseconds for the random offset bound D is sufficient to encompass the range of possible delays for the short paths of the LAN. ( i , j ) . If the square at ( i , j ) is labelled with an "s", then the test decided that the paths to receivers i and j share common joining and branching points from the two sources.
In our experiments, all of the decisions were correct in the sense that they agreed with the known logical connectivity. We correctly identify the set of shared subgraphs. 
Internet Experiment
In order to explore algorithm performance in an environment very different from the LAN we performed another set of experiments using Internet hosts located in North America and Europe. For these experiments there were 9 receiving hosts located at.5 different academic establishments. The tivo sources were both situated in North America. Figure 5 shows the logical connectivity between sources and receivers based on measurements made with traceronte.
To adjust for longer delay times we increase the D parameter to 90 milliseconds. In this experiment, we are able to correctly identify pairs of receivers with shared subgraphs. Figure 6 shows the results of the pair-wise experiments. In all shared cases, both hosts in the shared pair were located at the same academic institution.
Conclusion
We have developed an active probing framework based on the arrival order of packets at receivers that can be used to determine whether the paths connecting two sources and two receivers are pari of a shared subgraph. These sharedhnshared results for pairs of receivers are then combined with information about one source's tree topology to obtain a general shared topology. The techniques described are validated through experiments over a university LAN and the Internet.
Work remains to be done in the area of generalizing the probing procedure to more than two sources in order to make it more scalable. We will also explore the development of less intensive multiple source probing methods that monitor for changes in an initially established shared subgraph, perhaps on networks much larger than those consid- ered in our work thus far. We also plan to address issues regarding this work and the fact that the existence of multiple paths from a source to a receiver is always a possibility in the Internet.
