We study the convolutional phase retrieval problem, of recovering an unknown signal x ∈ C n from m measurements consisting of the magnitude of its cyclic convolution with a given kernel a ∈ C m . This model is motivated by applications such as channel estimation, optics, and underwater acoustic communication, where the signal of interest is acted on by a given channel/filter, and phase information is difficult or impossible to acquire. We show that when a is random and the number of observations m is sufficiently large, with high probability x can be efficiently recovered up to a global phase shift using a combination of spectral initialization and generalized gradient descent. The main challenge is coping with dependencies in the measurement operator. We overcome this challenge by using ideas from decoupling theory, suprema of chaos processes and the restricted isometry property of random circulant matrices, and recent analysis of alternating minimization methods. 1 We use this term to make distinctions from Fourier phase retrieval, where the matrix A is an oversampled DFT matrix. Here, generalized phase retrieval refers to the problem with any generic measurement other than Fourier.
I. INTRODUCTION
W E CONSIDER the problem of convolutional phase retrieval where our goal is to recover an unknown signal x ∈ C n from the magnitude of its cyclic convolution with a given filter a ∈ C m . Specifically, the measurements take the form y = |a x| ,
where is cyclic convolution modulo m and |·| denotes entrywise absolute value. This problem can be rewritten in the common matrix-vector form find z, s.t. y = |Az| , (I. 2) where A corresponds to a cyclic convolution. Convolutional phase retrieval is motivated by applications in areas such as channel estimation [2] , noncoherent optical communication [3] , and underwater acoustic communication [4] . For example, in millimeter-wave (mm-wave) wireless communications for 5G networks [5] , one important problem is to estimate the angle of arrival (AoA) of a signal from measurements taken by the convolution of an antenna pattern and AoAs.
As the phase measurements are often very noisy, unreliable, and expensive to acquire, it may be preferred to only take measurements of the signal magnitude in which case the phase information is lost.
Most known results on the exact solution of phase retrieval problems [6] - [11] pertain to generic random matrices, where the entries of A are independent subgaussian random variables. We term problem (I.2) with a generic sensing matrix A as generalized phase retrieval. 1 However, in practice it is difficult to implement purely random measurement matrices. In most applications, the measurement is much more structured -the convolutional model studied here is one such structured measurement operator. Moreover, structured measurements often admit more efficient numerical methods: by using the fast Fourier transform for matrix-vector products, the benign structure of the convolutional model (I.1) allows to design methods with O(m) memory and O(m log m) computation cost per iteration. In contrast, for generic measurements, the cost is around O(mn).
In this work, we study the convolutional phase retrieval problem (I.1) under the assumption that the kernel a = [a 1 , · · · , a m ] is randomly generated from an i.i.d. standard complex Gaussian distribution CN (0, I). Compared to the generalized phase retrieval problem, the random convolution model (I.1) we study here is far more structured: it is parameterized by only O(m) independent complex normal random variables, whereas the generic model involves O(mn) random variables. This extra structure poses significant challenges for analysis: the rows and columns of the sensing matrix A are probabilistically dependent, so that classical probability tools (based on concentration of functions of independent random vectors) do not apply. We propose and analyze a local gradient descent type method, minimizing a weighted, nonconvex and nonsmooth where denotes the Hadamard product. Here, b ∈ R m ++ is a weighting vector, which is introduced mainly for analysis purposes. The choice of b is discussed in Section III. Our result can be informally summarized as follows:
With m ≥ Ω Cx 2 x 2 n poly log n samples, generalized gradient descent starting from a data-driven initialization converges to the target solution with linear rate.
Here, C x ∈ C m×m denotes the circulant matrix corresponding to cyclic convolution with a length m zero padding of x, and poly log n denotes a polynomial in log n. Compared to the results of generalized phase retrieval with i.i.d. Gaussian measurement, the sample complexity m here has extra dependency on C x / x. The operator norm C x is inhomogeneous over CS n−1 : for a typical x (e.g., drawn uniformly at random from CS n−1 ), C x is of the order O(log n) and the sample complexity matches that of the generalized phase retrieval up to log factors; the "bad" case is when x is sparse in the Fourier domain: C x ∼ O( √ n) and m can be as large as O(n 2 poly log n).
Our proof is based on ideas from decoupling theory [12] , the suprema of chaos processes and restricted isometry property of random circulant matrices [13] , [14] , and is also inspired by a new iterative analysis of alternating minimization methods [11] . Our analysis draws connections between the convergence properties of gradient descent and the classical alternating direction method. This allows us to avoid the need to argue uniform concentration of high-degree polynomials in the structured random matrix A, as would be required by a straightforward translation of existing analysis to this new setting. Instead, we control the bulk effect of phase errors uniformly in a neighborhood around the ground truth. This requires us to develop new decoupling and concentration tools for controlling nonlinear phase functions of circulant random matrices, which could be potentially useful for analyzing other random convolution problems, such as sparse blind deconvolution [15] , [16] and convolutional dictionary learning [17] , [18] .
A. Comparison With Literature a) Prior arts on phase retrieval. The challenge of developing efficient, guaranteed methods for phase retrieval has attracted substantial interest over the past several decades [19] , [20] . The problem is motivated by applications such as X-ray crystallography [21] , [22] , microscopy [23] , astronomy [24] , diffraction and array imaging [25] , [26] , optics [27] , and more. The most classical method is the error reduction algorithm derived by Gerchberg and Saxton [28] , also known as the alternating direction method. This approach has been further improved by the hybrid input-output (HIO) algorithm [29] . For oversampled Fourier measurements, it often works surprisingly well in practice, while theoretical understandings of its global convergence properties still remain largely open [30] .
For the generalized phase retrieval where the sensing matrix A is i.i.d. Gaussian, the problem is better-studied: in many cases, when the number of measurements is large enough, the target solution can be exactly recovered by using either convex or nonconvex optimization methods. The first theoretical guarantees for global recovery of generalized phase retrieval with i.i.d. Gaussian measurement are based on convex optimization -the so-called Phaselift/Phasemax methods [6] , [10] , [31] . These methods lift the problem to a higher dimension and solve a semi-definite programming (SDP) problem. However, the high computational cost of SDP limits their practicality. Quite recently, [32] - [34] reveal that the problem can also be solved in the natural parameter space via linear programming.
Recently, nonconvex approaches have led to new computational guarantees for global optimizations of generalized phase retrieval. The first result of this type is due to Netrapalli et al. [35] , showing that the alternating minimization method provably converges to the truth when initialized using a spectral method and provided with fresh samples at each iteration. Later on, Candès et al. [36] showed that with the same initialization, gradient descent for the nonconvex least squares objective, min z∈C n f 1 (z) = 1 2m y 2 − |Az| 2 2 , (I. 4) provably recovers the ground truth, with near-optimal sample complexity m ≥ Ω(n log n). The subsequent work [8] , [9] , [37] further reduced the sample complexity to m ≥ Ω(n) by using different nonconvex objectives and truncation techniques. In particular, recent work by [9] , [37] studied a nonsmooth objective that is similar to ours (I.3) with weighting b = 1. Compared to the SDP-based techniques, these methods are more scalable and closer to the approaches used in practice. Moreover, Sun et. al. [38] reveal that the nonconvex objective (I.4) actually has a benign global geometry: with high probability, it has no bad critical points with m ≥ Ω(n log 3 n) samples. 2 Such a result enables initialization-free nonconvex recovery [40] , [41] . For convolutional phase retrieval, it would be nicer to characterize the global geometry of the problem as in [38] , [42] - [45] . However, the inhomogeneity of C x over CS n−1 causes tremendous difficulties for concentration with m ≥ Ω(n poly log n) samples. b) Structured random measurements. The study of structured random measurements in signal processing has quite a long history [46] . For compressed sensing [47] , the work [48] - [50] studied random Fourier measurements, and later [13] , [14] proved similar results for partial random convolution measurements. However, the study of structured random measurements for phase retrieval is still quite limited. In particular, [51] and [52] studied t-designs and coded diffraction patterns (i.e., random masked Fourier measurements) using semidefinite programming. Recent work studied nonconvex optimization using coded diffraction patterns [36] and STFT measurements [53] , both of which minimize a nonconvex objective similar to (I. 4 ). These measurement models are motivated by different applications. For instance, coded diffraction is designed for imaging applications such as X-ray diffraction imaging, STFT can be applied to frequency resolved optical gating [54] and some speech processing tasks [55] . Both of the results show iterative contraction in a region that is at most O(1/ √ n)-close to the optimum. Unfortunately, for both results either the radius of the contraction region is not large enough for initialization to reach, or they require extra artificial technique such as resampling the data. In comparison, the contraction region we show for the random convolutional model is larger O(1/polylog(n)), which is achievable in the initialization stage via the spectral method. For a more detailed review of this subject, we refer the readers to Section 4 of [46] .
The convolutional measurement can also be reviewed as a single masked coded diffraction patterns [36] , [52] , since a x = F −1 ( a x), where a is the Fourier transform of a and x is the oversampled Fourier transform of x. The sample complexity for coded diffraction patterns m ≥ Ω(n log 4 n) in [36] suggests that the dependence of our sample complexity on C x for convolutional phase retrieval might not be necessary and can be improved in the future. On the other hand, our results suggest that the contraction region is larger than O(1/ √ n) for coded diffraction patterns, and resampling for initialization might not be necessary.
B. Notations, Wirtinger Calculus, and Organizations
a) Basic notations. Throughout this paper, all vectors/ matrices are written in bold font a/A; indexed values are written as a i , A ij . We use CS n−1 to represent the unit complex sphere in C n . We use (·) and (·) * to denote the real and Hermitian transpose of a vector or matrix, respectively. We use (·) and (·) for the real and imaginary parts of a complex variable, respectively. We use g 1 |= g 2 to represent the independence of two random variables g 1 , g 2 . Given a matrix X ∈ C m×n , col(X) and row(X) are its column and row space. We use · F and · to denote the Frobenius norm and spectral norm of a matrix, respectively. For a random variable X, its L p norm is defined as
We use CN (0, I) be the standard complex Gaussian distribution. If a ∼ CN (0, I), then
In addition, for all theorems and proofs we use c i and C i (i = 1, 2, · · · ) to denote positive numerical constants.
• Some basic operators. For any vector v ∈ C n , we define
to be the projection onto the span of v and its orthogonal complement, respectively. For an arbitrary set Ω, we denote the cardinality of Ω as |Ω|, and let supp(Ω) be the support set of Ω. If 1 Ω is the indicator function of the set Ω, then
where [·] j is the jth coordinate of a given vector. Suppose |Ω| = , we let R Ω : C m → C be a mapping that maps a vector into its coordinates restricted to the set Ω. Correspondingly, we use R * Ω to denote its adjoint operator. Let F n ∈ C n×n to denote a unnormalized n × n Fourier matrix with F n = √ n, and let F m n ∈ C m×n (m ≥ n) be an oversampled Fourier matrix. • Cyclic convolution. Let C a ∈ C m×m be the circulant matrix generated from a, i.e.,
where s [·] (0 ≤ ≤ m − 1) denotes a circulant shift by samples. Therefore, the convolution a x in (I.1) can be rewritten in the matrix-vector form
where R [1:n] : R m → R n maps any vector x ∈ R m to this first n coordinates, and R * [1:n] is its adjoint operator. b) Wirtinger calculus. Consider a real-valued function g(z) : C n → R. The function is not holomorphic, so that it is not complex differentiable unless it is constant [56] . However, if one identifies C n with R 2n and treats g as a function in the real domain, g can be differentiable in the real sense. Doing calculus for g directly in the real domain tends to produce cumbersome expressions. A more elegant way is adopting the Wirtinger calculus [57] , which can be considered as a neat way of organizing the real partial derivatives (see also [7] and Section 1 of [38] ). The Wirtinger derivatives can be defined formally as ∂g ∂z
Basically it says that when evaluating ∂g/∂z, one just writes ∂g/∂z in the pair of (z, z), and conducts the calculus by treating z as if it was a constant. We compute ∂g/∂z in a similar fashion. To evaluate the individual partial derivatives, such as
∂zi , all the usual rules of calculus apply. For more details on Wirtinger calculus, we refer interested readers to [56] . c) Organization. The rest of the paper is organized as follows. In Section II, we introduce the basic formulation of the problem and the proposed algorithm. In Section III, we present the main results and a sketch of the proof; detailed analysis is postponed to Section VI. In Section IV, we corroborate our analysis with numerical experiments. We discuss the potential impacts of our work in Section V. Finally, all the basic probability tools that are used in this paper are described in the appendices.
II. NONCONVEX OPTIMIZATION VIA GRADIENT DESCENT
In this work, we develop an approach to convolutional phase retrieval based on local nonconvex optimization. Our proposed algorithm has two components: (1) a careful data-driven initialization using a spectral method; (2) local refinement by gradient descent. We introduce the two steps below.
A. Nonconvex and Nonsmooth Minimization
We consider minimizing a weighted nonconvex and nonsmooth objective introduced in (I.3), where as shown in (I.6) the matrix A = C a R * [1:n] ∈ C m×n is formed by the first n columns of C a . The adoption of the positive weights b facilitates our analysis, by enabling us to compare certain functions of the dependent random matrix A to functions involving more independent random variables. We will substantiate this claim in the next section.
We consider the generalized Wirtinger gradient of (I. 3) ,
Here, because of the nonsmoothness of (I.3), f (·) is not differentiable everywhere even in the real sense. To deal with this issue, we specify
for any complex number u ∈ C and φ(u) ∈ [0, 2π). Starting from some initialization z (0) , we minimize the objective (I.3) by generalized gradient descent
where τ > 0 is the stepsize. Indeed, ∂ ∂z f (z) can be interpreted as the subgradient of f (z) in the real case; this method can be seen as a variant of amplitude flow [9] .
B. Initialization via Spectral Method
Similar to [7] , [35] , we compute the initialization z (0) via a spectral method, detailed in Algorithm 1. More specifically, z (0) is a scaled version of the leading eigenvector of the following matrix 3: Set
which is constructed from the knowledge of the sensing vectors and observations. The leading eigenvector of Y can be efficiently computed via the power method. Note that
proportional to the target solution x. Under the random convolutional model of A, by using probability tools from [46] ,
for all v ∈ CS n−1 whenever m ≥ Ω(n poly log n), ensuring that the initialization z (0) is close to the set of target solutions. It should be noted that several variants of the initialization approach in Algorithm 1 have been introduced in the literature. They improve upon the log factors of sample complexity for generalized phase retrieval with i.i.d. measurements. Those methods include the truncated spectral method [8] , null initialization [58] and orthogonality-promoting initialization [9] . For the simplicity of analysis, here we only consider Algorithm 1 for the convolutional model.
III. MAIN RESULT AND SKETCH OF ANALYSIS
In this section, we introduce our main theoretical result, and sketch the basic ideas behind the analysis. Without loss of generality, we assume the ground truth signal to be x ∈ CS n−1 . Because the problem can only be solved up to a global phase shift, we define the set of target solutions as
and correspondingly let
which measures the distance from a point z ∈ C n to the set of target solutions X .
A. Main Result
Suppose the weighting vector b = ζ σ 2 (y) in (I.3), where
with σ 2 > 1/2. Our main theoretical result shows that with high probability, the generalized gradient descent (II.1) with spectral initialization converges linearly to the optimal set X .
Theorem 3.1 (Main Result):
If m ≥ C 0 n log 31 n, then Algorithm 1 produces an initialization z (0) that dist z (0) , X ≤ c 0 log −6 n x , with probability at least 1 − c 1 m −c2 . Starting from z (0) , with σ 2 = 0.51 and stepsize τ = 2.02, whenever m ≥ C 1 Cx 2 x 2 max log 17 n, n log 4 n , for all iterates z (r) 
with probability at least 1 − c 3 m −c4 for some numerical constant ∈ (0, 1).
Remark. Our result shows that by initializing the problem O(1/polylog(n))-close to the optimum via the spectral method, the gradient descent (II.1) converges linearly to the optimal solution. As we can see, the sample complexity here also depends on C x , which is quite different from the i.i.d. case. For a typical x ∈ CS n−1 (e.g., x is drawn uniformly random from CS n−1 ), C x is on the order of O(log n), and the sample complexity m ≥ Ω (n poly log n) matches the i.i.d. case up to log factors. However, C x is nonhomogeneous over x ∈ CS n−1 : if x is sparse in the Fourier domain (e.g., x = 1 √ n 1), the sample complexity can be as large as m ≥ Ω n 2 poly log n . Such a behavior is also demonstrated in the experiments of Section IV. We believe the (very large!) number of logarithms in our result is an artifact of our analysis, rather than a limitation of the method. We expect to reduce the sample complexity to m ≥ Ω Cx 2 x 2 n log 6 n by a tighter analysis, which is left for future work.
As we shall see in the following, the smoothness of the weighting b ∈ R m in (III.1) helps us get around the difficulty of convergence analysis. The particular numerical choices of σ 2 = 0.51 and τ = 2.02 are merely to ensure iterative contraction in (III.2). For analysis, the parameter pair (τ, σ 2 ) can be selected in a range as long as ∈ (0, 1) in (III.2). In practice, the algorithm converges with b = 1 and a choice of small stepsize τ , or by using backtracking linesearch for the stepsize τ .
B. A Sketch of the Analysis
In this subsection, we briefly highlight some major challenges and new ideas behind the analysis. All the detailed proofs are postponed to Section VI. The core idea behind the analysis is to show that the iterate contracts once we initialize close enough to the optimum. In the following, we first describe the basic ideas of proving iterative contraction, which critically depends on bounding a certain nonlinear function of a random circulant matrix. We sketch the core ideas of how to bound such a complicated term via the decoupling technique.
1) Proof sketch of iterative contraction Our iterative analysis is inspired by the recent analysis of alternating direction method (ADM) [11] . In the following, we draw connections between the gradient descent method (II.1) and ADM, and sketch the basic ideas of convergence analysis. a) ADM iteration. ADM is a classical method for solving phase retrieval problems [11] , [28] , [35] , which can be considered as a heuristic method for solving the following nonconvex problem min z∈C n ,|u|=1
At every iterate z (r) , ADM proceeds in two steps:
which leads to the following update
For simplicity and illustration purposes, let us first consider the gradient descent update (II.1) with b = 1. Let θ r = arg min θ∈[0,2π) z (r) − xe iθ , with stepsize τ = 1. The distance between the iterate z (r+1) and the optimal set X is bounded by
c) Towards iterative contraction. By measure concentration, it can be shown that
holds with high probability whenever m ≥ Ω (n poly log n). Therefore, based on (III.3) and (III.4), to show iterative contraction, it is sufficient to prove
for some constant η ∈ (0, 1) sufficiently small, where θ = arg min θ∈[0,2π) z − xe iθ such that e iθ = x * z/ |x * z|. By borrowing ideas from controlling (III.6) in the ADM method [11] , this observation provides a new way of analyzing the gradient descent method. As an attempt to show (III.6) for the random circulant matrix A, we invoke Lemma A.1 in the appendix, which controls the error in a first order approximation to exp(iφ(·)). Let us decompose
where w ∈ CS n−1 with w ⊥ x, and α, β ∈ C. Notice that φ(α) = θ, so that by Lemma A.1, for any ρ ∈ (0, 1) we have
The first term T 1 is relatively much smaller than T 2 , which can be bounded by a small numerical constant using the restricted isometry property of a random circulant matrix [14] , together with some auxiliary analysis. The detailed analysis is provided in Section VI-D. The second term T 2 involves a nonlinear function exp (−iφ(Ax)) of the random circulant matrix A. Controlling this nonlinear, highly dependent random process for all w is a nontrivial task. In the next subsection, we explain why bounding T 2 is technically challenging, and describe the key ideas on how to control a smoothed variant of T 2 , by using the weighting b introduced in (III.1). We also provide intuitions for why the weighting b is helpful.
2) Controlling a smoothed variant of the phase term T 2 As elaborated above, the major challenge of showing iterative contraction is bounding the suprema of the nonlinear, dependent random process T 2 (w) over the set
By using the fact that (u) = 1 2i (u − u) for any u ∈ C, we have
where we define ψ(t) . = exp(−2iφ(t)). As from (III.5), we know that A ≈ √ m. Thus, to show (III.6), the major task left is to prove that
for some constant η ∈ (0, 1). a) Why decoupling? Let a k (1 ≤ k ≤ m) be a row vector of A, then the term
is a summation of dependent random variables. To address this problem, we deploy ideas from decoupling [12] . Informally, decoupling allows us to compare moments of random functions to functions of more independent random variables, which are usually easier to analyze. The book [12] provides a beautiful introduction to this area. In our problem, notice that the random vector a occurs twice in the definition of L(a, w) -one in the phase term ψ(Ax) = exp(−2iφ(Ax)), and another in the quadratic term. The general spirit of decoupling is to seek to replace one of these copies of a with an independent copy a of the same random vector, yielding a random process with fewer dependencies. Here, we seek to replace L(a, w) with
The utility of this new, decoupled form Q L dec (a, a , w) of L(a, w) is that it introduces extra randomness -Q L dec (a, a , w) is now a chaos process of a conditioned on a . This makes analyzing sup w∈S Q L dec (a, a , w) amenable to existing analysis of suprema of chaos processes for random circulant matrices [46] .
However, achieving the decoupling requires additional work; the most general existing results on decoupling pertain to tetrahedral polynomials, which are polynomials with no monomials involving any power larger than one of any random variable. By appropriately tracking cross terms, these results can also be applied to more general (non-tetrahedral) polynomials in Gaussian random variables [59] . However, our random process L(a, w) involves a nonlinear phase term ψ(Aw) which is not a polynomial, and hence is not amenable to a direct appeal to existing results. b) Decoupling is "recoupling". Existing results [59] for decoupling polynomials of Gaussian random variables are derived from two simple facts: (1) orthogonal projections of Gaussian variables are independent 3 ; (2) Jensen's inequality. For the random vector a ∼ CN(0, I), let us introduce an independent copy δ ∼ CN (0, I). Write
Because of Item 1, g 1 and g 2 are two independent CN (0, 2I) vectors. Now, by taking conditional expectation with respect to δ, we have
Thus, we can see that the key idea of decoupling L(a, w) into Q L dec (a, a , w), is essentially "recoupling" Q L dec (g 1 , g 2 , w) via conditional expectation -the "recoupled" term L can be reviewed as an approximation of L(a, w).
Notice that by Fact 2, Jensen's inequality, for any convex function ϕ,
Thus, by choosing ϕ appropriately, i.e., as ϕ(t) = |t| p , we can control all the moments of sup w∈S L(a, w) via
This type of inequality is very useful because it relates the moments of sup w∈S L(a, w) to those of sup w∈S Q L dec (a, a , w) . As discussed previously, Q L dec is a chaos process of g 1 conditioned on g 2 . Its moments can be bounded using existing results [14] .
If L was a tetrahedral polynomial, then we have L = L, i.e., the approximation is exact. As the tail bound of sup w∈S |L(a, w)| can be controlled via its moments bounds [60, Chapter 7.2] , this allows us to directly control the object of interest L. The reason of achieving this bound is because the conditional expectation operator E δ [· | a] "recouples" Q L dec (a, a , w) back to the target L(a, w). In other words, (Gaussian) decoupling is recoupling. c) "Recoupling" is Gaussian smoothing. In convolutional phase retrieval, a distinctive feature of the term L(a, w) is that ψ(·) is a phase function and therefore L is not a polynomial. Hence, it may be challenging to posit a Q L dec which "recouples" back to L. In other words, as L = L in the existing form, we need to tolerate an approximation error. Although L is not exactly L, we can still control sup w∈S |L(a, w)| through its approximation L,
(III.11)
As we discussed above, the term sup w∈S L(a, w) can be controlled by using decoupling and the moments bound in (III.10). Therefore, the inequality (III.11) is useful to derive a sufficiently tight bound for L(a, w) if L(a, w) is very close to L(a, w) uniformly, i.e., the approximation error is small. Now the question is: for what L is it possible to find a "well-behaved" Q L dec such that the approximation error is small? To understand this question, recall that the mechanism that links Q dec to L is the conditional expectation operator E δ [· | a]. For our case, from (III.9) orthogonality leads to
Thus, by using the results in (III.11) and (III.12), we can bound sup w∈S |L(a, w)| as
Note that the function h is not exactly ψ, but generated by convolving ψ with a multivariate Gaussian pdf : indeed, recoupling is Gaussian smoothing. The Fourier transform of a multivariate Gaussian is again a Gaussian; it decays quickly with frequency. So, in order to admit a small approximation error, the target ψ must be smooth. However, in our case, the function ψ(t) = exp(−2iφ(t)) is discontinuous at t = 0; it changes extremely rapidly in the vicinity of t = 0, and hence its Fourier transform (appropriately defined) does not decay quickly at all. Therefore, the term L(a, w) is a poor target for approximation by using a smooth function L(a, w) Figure 1 , the difference between h and ψ increases as |t| 0. The poor approximation error ψ − f L ∞ = 1 results in a trivial bound for sup w∈S |L(a, w)| instead of the desired bound (III.7). d) Decoupling and convolutional phase retrieval. To reduce the approximation error caused by the nonsmoothness of ψ at t = 0, we smooth ψ. More specifically, we introduce a new weighted objective (I.3) with Gaussian weighting b = ζ σ 2 (y) in (I.2), replacing the analyzing target T 2 with
Consequently, we obtain a smoothed variant L s (a, w) of L(a, w),
Similar to (III.13), we obtain
As observed from Figure 1 , the function ζ σ 2 (t) smoothes ψ(t) especially near the vicinity of t = 0, such that the new approximation error f (t) − ζ σ 2 (t)ψ(t) L ∞ is significantly reduced. Thus, by using similar ideas above, we can provide a nontrivial bound
for some η s ∈ (0, 1), which is sufficient for showing iterative contraction. Finally, because of the weighting b = ζ σ 2 (y), it should be noticed that the overall analysis needs to be slightly modified accordingly. For a more detailed analysis, we refer the readers to Section VI.
IV. EXPERIMENTS
In this section, we conduct experiments on both synthetic and real datasets to demonstrate the effectiveness of the proposed method.
A. Experiments on Synthetic Dataset a) Dependence of sample complexity on C x . First, we investigate the dependence of the sample complexity m on C x . We assume the ground truth x ∈ CS n−1 , and consider three cases: 1 with e 1 to be the standard basis vector, such that C x = 1; • x is uniformly random generated on the complex sphere CS n−1 ;
n. For each case, we fix the signal length n = 1000 and vary the ratio m/n. For each ratio m/n, we randomly generate the kernel a ∼ CN (0, I) in (I.1) and repeat the experiment 100 times. We initialize the algorithm by the spectral method in Algorithm 1 and run the gradient descent (II.1). Given the algorithm output x, we judge the success of recovery by Figure 2 , for the case when C x = O(1), the number of measurements needed is far less than Theorem 3.1 suggests. Bridging the gap between the practice and theory is left for the future work. Another observation is that the larger C x is, the more samples we needed for the success of recovery. One possibility is that the sample complexity depends on C x , another possibility is that the extra logarithmic factors in our analysis are truly necessary for worst case (here, spectral sparse) inputs. Fig. 2 . Phase transition for signals x ∈ CS n−1 with different signal patterns. We fix n = 1000 and generate x with different patterns. We vary the ratio m/n. b) Necessity of initializations. As has been shown in [38] , [39] , for phase retrieval with generic measurement, when the sample complexity satisfies m ≥ Ω(n log n), with high probability the landscape of the nonconvex objective (I.4) is nice enough that it enables initialization free global optimization. This raises an interesting question of whether spectral initialization is necessary for the random convolutional model. We consider a similar setting as the previous experiment, where the ground truth x ∈ C n is drawn uniformly at random from CS n−1 . We fix the dimension n = 1000 and change the ratio m/n. For each ratio, we randomly generate the kernel a ∼ CN (0, I) in (I.1) and repeat the experiment 100 times. For each instance, we start the algorithm from random and spectral initializations, respectively. We choose the stepsize via backtracking linesearch and terminate the experiment either when the number of iterations is larger than 2 × 10 4 or the distance of the iterate to the solution is smaller than 1 × 10 −5 .
As we can see from Figure 3 , the number of samples required for successful recovery with random initializations is only slightly more than that with the spectral initialization. This implies that the requirement of spectral initialization is an artifact of our analysis. For convolutional phase retrieval, the result in [40] shows some promises for analyzing global convergence of gradient methods with random initializations. c) Effects of weighting b. Although the weighting b in (III.1) that we introduced in Theorem 3.1 is mainly for analysis, here we investigate its effectiveness in practice. We consider the same three cases for x as we did before. For each case, we fix the signal length n = 100 and vary the ratio m/n. For each ratio m/n, we randomly generate the kernel a ∼ CN (0, I) in (I.1) and repeat the experiment 100 times. We initialize the algorithm by the spectral method in Algorithm 1 and run the gradient descent (II.1) with weighting b = 1 and b in (III.1), respectively. We judge success of recovery once the error (IV.1) is smaller than 10 −5 . From Figure 4 , we can see that the sample complexity is slightly larger for b = ζ σ 2 (y), the benefit of weighting here is more for the ease of analysis. Fig. 3 . Phase transition with different initializations schemes. We fix n = 1000 and x is generated uniformly random from CS n−1 . We vary the ratio m/n.
d) Comparison with generic random measurements.
Another interesting question is that, in comparison with a pure random model, how many more samples are needed for the random convolutional model in practice? We investigate this question numerically. We consider the same three cases for x as we did before, and consider two random measurement models
where a ∼ CN (0, I), and a k ∼ i.i.d. CN (0, I) is a row vector of A. For each case, we fix the signal length n = 100 and vary the ratio m/n. We repeat the experiment 100 times. We initialize the algorithm by the spectral method in Algorithm 1 for both models, and run gradient descent (II.1). We judge success of recovery once the error (IV.1) is smaller than 10 −5 . From Figure 5 , we can see that when x is typical (e.g., x = e 1 or x is uniformly random generated from CS n−1 ), under the same settings, the samples needed for the two random models are almost the same. However, when x is Fourier sparse (e.g., x = 1 √ n 1), more samples are required for the random convolution model.
B. Experiments on Real Problems a) Experiments on real antenna data for 5G communication.
We demonstrate the effectiveness of the proposed method on a problem arising in 5G communication, as we mentioned in the introduction. Figure 6 (left) shows an antenna pattern a ∈ C 361 obtained from Bell labs. We observe the modulus of the convolution of this pattern with the signal of interest. For three different types of signals with length n = 20, (1) x = e 1 , (2) x is uniformly random generated from CS n−1 , (3) x = 1 √ n 1, our result in Figure 6 (right) shows that we can achieve almost perfect recovery. b) Experiments on real images. Finally, we run the experiment on some real images to demonstrate the effectiveness and the efficiency of the proposed method. We use m = 5 n log n samples for reconstruction. The kernel a ∈ C m is randomly generated as complex Gaussian CN (0, I). We run the power method for 100 iterations for initialization, and stop the algorithm once the error is smaller than 1 × 10 −4 . We first test the proposed method on a gray 468×1228 electron microscopy image. As shown in Figure 7 , the gradient descent method with spectral initialization converges to the target solution in around 64 iterations. Second, we test our method on a color image of size 200 × 300 as shown in Figure 8 , it takes 197.08s to reconstruct all the RGB channels. In contrast, methods using general Gaussian measurements A ∈ C m×n could easily run out of memory on a personal computer for problems of this size.
V. DISCUSSION AND FUTURE WORK
In this work, we showed that via nonconvex optimization, the phase retrieval problem with random convolutional measurement can be solved to global optimum with m ≥ Ω Cx 2 x 2 n poly log n samples. Our result raises several interesting questions that we discuss below. a) Tightening sample complexity. Our estimate of the sample complexity is only tight up to logarithm factors: there is a substantial gap between our theory and practice for the dependence of the logarithm factors. We believe the high order dependence of the logarithm factors is an artifact of our analysis. In particular, our analysis in Appendix VI-D is based on the result of RIP conditions for partial circulant random matrices, which is in no way tight. We believe that by using advanced tools in probability, the sample complexity can be tightened to at least m ≥ Ω n log 6 n . b) Geometric analysis and global result. Our convergence analysis is based on showing iterative contraction of gradient descent methods. However, it would be interesting if we could characterize the function landscape of nonconvex objectives as in [38] . Such a result would provide a better explanation of why the gradient descent method works, and help us design more efficient algorithms. The major difficulty we encountered is the lack of probability tools for analyzing the random convolutional model: because of the nonhomogeneity of C z over the sphere, it is hard to tightly uniformize quantities of random convolutional matrices over the complex sphere CS n−1 . Our preliminary analysis results in suboptimal bounds for sample complexity. c) Tools for analyzing other structured nonconvex problems. This work is part of a recent surge of research efforts on deriving provable and practical nonconvex algorithms to central problems in modern signal processing and machine learning [42] , [44] , [45] , [61] - [81] . On the other hand, we believe the probability tools of decoupling and measure concentration we developed here can form a solid foundation for studying other nonconvex problems under the random convolutional model. Those problems include blind calibration [82] - [84] , sparse blind deconvolution [16] , [78] , [85] - [94] , and convolutional dictionary learning [17] , [18] , [95] - [97] . 
VI. PROOFS OF TECHNICAL RESULTS
In this section, we provide the detailed proof of Theorem 3.1. The section is organized as follows. In Section VI-A, we show that the the initialization produced by Algorithm 1 is close to the optimal solution. In Section VI-B, we sketch the proof of our main result, i.e., Theorem 3.1, where some key details are provided in Section VI-C. All the other supporting results are provided subsequently. We provide detailed proofs of two key supporting lemmas in Section VI-D and Section VI-E, respectively. Finally, other supporting lemmas are postponed to the appendices: (i) in Appendix A, we introduce the elementary tools and results that are useful throughout analysis; (ii) in Appendix B, we provide results of bounding the suprema of chaos processes for random circulant matrices; (iii) in Appendix C, we provide concentration results for suprema of some dependent random processes via decoupling.
A. Spectral Initialization Proposition 6.1: Suppose z 0 is produced by Algorithm 1. Given a fixed scalar δ > 0, whenever m ≥ Cδ −2 n log 7 n, we have
The proof is similar to that of [7] . However, the proof in [7] only holds for generic random measurements. Our proof here is tailored for random circulant matrices. We sketch the main ideas of the proof below: more detailed analysis for concentration of random circulant matrices is retained to Appendix B and Appendix C.
Proof Without loss of generality, we assume that x = 1. Let z 0 be the leading eigenvector of
with z 0 = 1, and let σ 1 be the corresponding eigenvalue. We have
First, since z 0 = λ z 0 , we have
By Theorem B.1 in Appendix B, for any ε > 0, whenever m ≥ Cε −2 n log 4 n, we know that
with probability at least 1 − 2 m −c log 3 n , where c, C > 0 are some numerical constants. On the other hand, we have
where σ 1 is the top singular value of Y . Since σ 1 is the top singular value, we have
Thus, for δ > 0 sufficiently small, we obtain
Choose δ = ε 2 /8. Combining the results in (VI.1) and (VI.2), we obtain that
holds with high probability.
B. Proof of Main Result
In this section, we prove Theorem 3.1. Without loss of generality, we assume x = 1 for the rest of the section.
Given the function
we show that simple generalized gradient descent
with spectral initialization converges linearly to the target solution. We restate our main result below.
Cx 2 x 2 max log 17 n, n log 4 n , with probability at
holds for some small numerical constant ∈ (0, 1).
Our proof critically depends on the following result, where we show that with high probability for every z ∈ C n close enough to the optimal set X , the iterate produced by (VI.3) is a contraction. Proposition 6.3 (Iterative Contraction): Let σ 2 = 0.51 and τ = 2.02. There exists some positive constants c 1 , c 2 , c 3 and C, such that whenever m ≥ C Cx 2
x 2 max log 17 n, n log 4 n , with probability at least
holds for some small constant ∈ (0, 1). Here, ∂ ∂z f (z) is defined in (VI.4).
To prove this proposition, let us first define
and introduce
Given some scalar ε > 0 and σ 2 > 1/2, let us introduce a quantity
where ψ(t) = exp (−2iφ(t)) and ζ σ 2 is defined in (VI.5).
We sketch the main idea of the proof below. More detailed analysis is postponed to Appendix VI-C, Appendix VI-D and Appendix VI-E. Proof [Proof of Proposition 6.3] By (VI.3) and (VI.4), and with the choice of stepsize τ = 2σ 2 + 1, we have
For any z ∈ C n , let us decompose z as
then we also have φ (α) = θ. Thus, by using the results above, we observe
where we define
Let δ > 0, by Lemma 6.7 and Lemma 6.8, whenever m ≥ C C x 2 max log 17 n, δ −2 n log 4 n , with probability
Here, c σ 2 is a numerical constant only depending on σ 2 . With ε = 0.2 and σ 2 = 0.51, Lemma 6.7 implies that Δ(ε) ≤ 0.404. Thus, we have
By choosing the constants δ and ρ sufficiently small, direct calculation reveals that
as desired.
Now with Proposition 6.3 in hand, we are ready to prove Theorem 6.2 (in other words, Theorem 3.1). Proof [Proof of Theorem 6.2] We prove the theorem by recursion. Let us assume that the properties in Proposition 6.3 holds, which happens on an event E with probability at least 1 − c 1 m −c2 for some numerical constants c 1 , c 2 > 0. By Proposition 6.1 in Appendix VI-A, for any numerical constant δ > 0, whenever m ≥ Cδ −12 n log 31 n, the initialization z (0) produced by Algorithm 1 satisfies
with probability at least 1 − c 4 m −c5 . Therefore, conditioned on the event E, we know that dist z (1) 
holds for some small constant ∈ (0, 1). This proves (III.2) for the first iteration z (1) . Notice that the inequality above also implies that dist z (1) , X ≤ c 3 δ 3 log −6 n x. Therefore, by reapplying the same reasoning, we can prove (III.2) for the iterations r = 2, 3, · · · .
C. Bounding P x ⊥ d(z) and P x d(z)
Let d(z) be defined as in (VI.13) and assume that x = 1. In this section, we provide bounds for P x d and P x ⊥ d under the condition that z and x are close. Before presenting the main results, let us first introduce some useful preliminary lemmas. First, based on the decomposition of z in (VI.11) and the definition of θ in (VI.12), we can show the following result. Lemma 6.4: Let θ = arg min θ∈[0,2π) z − xe iθ and suppose dist (z, x) = z − xe iθ ≤ for some ∈ (0, 1), then we have
Proof Given the facts in (VI.11) and (VI.12) that z = αx + βw with w ∈ CS n−1 and w ⊥ x, and φ(α) = θ, we have
This implies that
On the other hand, our proof is also critically depends on the concentration of M (a) in Theorem C.4 of Appendix C, and the following lemmas. Detailed proofs are given in Appendix VI-D and Appendix VI-E. Lemma 6.5: For any given scalar δ ∈ (0, 1), let γ = c 0 δ 3 log −6 n, whenever m ≥ C max C x 2 log 17 n, δ −2 n log 4 n , with probability at least 1−c 1 m −c2 for all w with w ≤ γ x, we have the inequality
Lemma 6.6: For any scalar δ ∈ (0, 1), whenever m ≥ C C x 2 δ −2 n log 4 n, with probability at least 1 − cm −c log 3 n for all w ∈ C n with w ⊥ x, we have
Here, Δ ∞ (ε) is defined in (VI.10) for any scalar ε ∈ (0, 1).
In particular, when σ 2 = 0.51 and ε = 0.2, we have Δ(ε) ≤ 0.404. With the same probability for all w ∈ C n with w ⊥ x, we have
1) Bounding the "x-perpendicular" term P x ⊥ d Lemma 6.7: Let d be defined in (VI.13), and suppose σ 2 > 1/2 be a constant. For any δ > 0, whenever m ≥ C C x 2 max log 17 n, δ −2 n log 4 n , with probability at least 1−c 1 m −c2 for all z ∈ C n such that z − xe iθ ≤ c 3 δ 3 log −6 n, we have
In particular, when ε = 0.2 and σ 2 = 0.51, we have Δ ∞ (ε) ≤ 0.404.
The analysis of bounding P x ⊥ d is similar to that of [11] . Proof Let A y = A * diag (ζ σ 2 (y)). By the definition (VI.13) of d(z), notice that
For the second term, by (C.9) in Theorem C.4, for any δ > 0, whenever m ≥ C 1 δ −2 C x 2 n log 4 n, we have
with probability at least 1 − c 1 m −c2 log 3 n . For the first term, we observe
By (C.9) in Theorem C.4 and Lemma C.10 in Appendix C, for any δ > 0, whenever m ≥ C 1 δ −2 C x 2 n log 4 n, we have
with probability at least 1−c 1 m −c2 log 3 n . And by Lemma A.1 and decomposition of z in (VI.11) with φ(α) = θ, we obtain
for any ρ ∈ (0, 1). By Lemma 6.4, we know that
where c ρ is a constant depending on ρ. Thus, whenever m ≥ C 2 max C x 2 log 17 n, δ −2 n log 4 n for any δ ∈ (0, 1), with probability at least 1−c 1 m −c2 for all w ∈ CS n−1 , Lemma 6.5 implies that
Moreover, for any δ ∈ (0, 1), whenever m ≥ C 3 C x 2 n log 4 n, with probability at least 1−c 3 m −c4 log 3 n for all w ∈ CS n−1 with w ⊥ x, Lemma 6.6 implies that
where Δ ∞ (ε) is defined in (VI.10) for some ε ∈ (0, 1).
In addition, whenever z − xe iθ ≤ c 5 δ 3 log −6 n z − xe iθ for some constant c 5 > 0, Lemma 6.4 implies that
for δ > 0 sufficiently small. Thus, combining the results above, we have the bound
holds as desired. Finally, when σ 2 = 0.51 and ε = 0.2, the bound for Δ ∞ (ε) can be found in Lemma 6.15 in Appendix VI-E.
2) Bounding the "x-parallel" term P x d Lemma 6.8: Let d(z) be defined in (VI.13), and let σ 2 > 1/2 be a constant. For any δ > 0, whenever m ≥ C C x 2 max log 17 n, δ −2 n log 4 n , with probability at least 1−c 1 m −c2 for all z such that z − xe iθ ≤ c 3 δ 3 log −6 n, we have
Here, c σ 2 > 0 is some numerical constant depending only on σ 2 . Proof Let A y = A * diag (ζ σ 2 (y)). Given the decomposition of z in (VI.11) with w ⊥ x and φ(α) = θ, and by the definition of d(z) in (VI.13), we observe
T2
, where for the second inequality, we used Lemma C.10 such that
and by using the fact that E [M ] = I + 2σ 2 1+2σ 2 xx * in Lemma C.10, we have
For the term T 2 , using the fact that z = αx + βw and θ = φ(α), and by Lemma A.2, notice that
whenever βAw αAx ≤ 1/2. Thus, by using the result above, we observe
Given the fact that x ⊥ w, by Lemma C.10 again we have
and similarly we have
Thus, suppose z − xe iθ ≤ 1 2 , by using Lemma 6.4 we know that β α ≤ 2 z − xe iθ . Combining the estimates above, we obtain
Combining the estimates for T 1 and T 2 , we have
By Theorem C.4, for any δ > 0, whenever m ≥
holds with probability at least 1 − c 1 m −c2 log 3 n . By Corollary B.2, for any δ ∈ (0, 1), whenever m ≥ C 2 δ −2 n log 4 n, we have
holds with probability at least 1 − 2m −c3 log 3 n for some constant c 3 > 0.
2 log 17 n, δ −2 n log 4 n , Lemma 6.5 implies that
holds for all w ∈ CS n−1 with probability at least 1−c 5 m −c6 . Given z − xe iθ ≤ c4 4 δ 3 log −6 n, combining the estimates above, we have
for δ sufficiently small. Here, c σ 2 is some positive numerical constant depending only on σ 2 .
D. Proof of Lemma 6.5
In this section, we prove Lemma 6.5 in Section VI-C, which can be restated as follows. Lemma 6.9: For any given scalar δ ∈ (0, 1), let γ = c 0 δ 3 log −6 n, whenever m ≥ C max C x 2 log 17 n, δ −2 n log 4 n , with probability at least 1−c 1 m −c2 for all w with w ≤ γ x, we have the inequality
We prove this lemma using the results in Lemma 6.10 and Lemma 6.11. Proof By Corollary B.2, for some small scalar ε ∈ (0, 1), whenever m ≥ Cn log 4 n, with probability at least 1 − m −c log 3 n for every w with w ≤ γ x, we have
Let us define a set S . = {k | |a * k w| ≥ |a * k x|} . By Lemma 6.10, for every set S with |S| > ρm (with some ρ ∈ (0, 1) to be chosen later), with probability at least 1 − exp − ρ 4 m 2Cx 2 , we have
Choose ρ such that γ = ρ 3/2 64 , we have
This contradicts with the fact that Aw ≤ 2γ Ax. Therefore, whenever w ≤ γ x, with high probability we have |S| ≤ ρm holds. Given any δ > 0, choose γ = cδ 3 log −6 n for some constant c > 0. Because γ = ρ 3/2 64 , we know that ρ = c δ 2 / log 4 n. By Lemma 6.11, whenever m ≥ Cδ −2 n log 4 n, with probability at least 1 − 2 m −c log 2 n for all w ∈ CS n−1 , we have
Combining the results above, we complete the proof. Lemma 6.10: Let ρ ∈ (0, 1) be a positive scalar, with probability at least 1 − exp − ρ 4 m 2Cx 2 , for every set S ∈ [m] with |S| ≥ ρm, we have
To prove this, let us define
for a variable u ∈ C and a fixed positive scalar v ∈ R. Proof Let ρ ∈ (0, 1) be a positive scalar, from Lemma 6.12, we know that g ρ (Ax) 1 ≥ 1 |Ax|≤ρ 1 holds uniformly. Thus, for an independent copy a of a, we have
Therefore, we can see that g ρ (C x a) 1 is L-Lipschitz with respect to a, with L = √ m ρ C x . By Gaussian concentration inequality in Lemma A.3, we have
By using the fact that √ 2 |a * k x| follows the χ distribution, we have
Thus, with probability at least 1 − 2 exp − ρ 4 m 2Cx 2 , we have
holds. Thus, for any set S such that |S| ≥ 4ρm, we have
Thus, by replacing 4ρ with ρ, we complete the proof. Lemma 6.11: Given any scalar δ > 0, let ρ ∈ (0, c δ log −4 n) with c δ be some constant depending on δ, whenever m ≥ Cδ −2 n log 4 n, with probability at least 1 − 2 m −c log 2 n , for any set S ∈ [m] with |S| < ρm and for all w ∈ C n , we have
Proof Without loss of generality, let us assume that w = 1. First, notice that
By Lemma A.11, for any positive scalar δ > 0 and any ρ ∈ (0, cδ 2 log −4 n), whenever m ≥ Cδ −2 n log 4 n, with probability at least 1−m −c log 2 n , we have
Combining the result above, we complete the proof. 
E. Proof of Lemma 6.6
In this section, we prove Lemma 6.6 in Section VI-C, which can be restated as follows. Lemma 6.13: For any scalar δ ∈ (0, 1), whenever m ≥ C C x 2 δ −2 n log 4 n, with probability at least 1 − cm −c log 3 n for all w ∈ C n with w ⊥ x, we have
holds. In particular, when σ 2 = 0.51 and ε = 0.2, we have Δ(ε) ≤ 0.404. With the same probability for all w ∈ C n with w ⊥ x, we have
Proof Without loss of generality, let us assume w ∈ CS n−1 . For any w ∈ CS n−1 with w ⊥ x, we observe
holding for all w ∈ CS n−1 with w ⊥ x, where M and H are defined in (VI.7) and (VI.8), and ψ(t) = t/ |t| 2 .
By Lemma C.10, we know that
By Theorem C.4, we know that for any δ > 0, whenever
with probability at least 1 − c 1 m −c2 log 3 n . In addition, Lemma 6.14 implies that for any δ > 0, when m ≥ C 2 δ −2 n log 4 n for some constant C 2 > 0, we have
holds with probability at least 1 − 2m −c3 log 3 n for some constant c 3 > 0. Combining the results above, we obtain
Finally, by using Lemma 6.15, when σ 2 = 0.51 and ε = 0.2, we have
as desired. Lemma 6.14: For a fixed scalar ε > 0, let Δ ∞ (ε) be defined as (VI.10). For any δ > 0, whenever m ≥ Cδ −2 n log 4 n, with probability at least 1 − m −c log 3 n for all w ∈ CS n−1 with w ⊥ x, we have
Proof Let g = a and let δ ∼ CN (0, I) independent of g.
Let v = R * [1:n] w. Given a small scalar ε > 0, we have
.
By Corollary B.2, for any δ > 0, whenever m ≥ C 0 δ −2 n log 4 n for some constant C 0 > 0, we have
with probability at least 1−m −c0 log 3 m for some constant c 0 > 0. Next, let us define a decoupled version of D (g, w) ,
where g 1 = g + δ and g 2 = g − δ. Then by using the fact that w ⊥ x, we have
Then for any positive integer p ≥ 1, by Jensen's inequality and Theorem B.3, we have sup w=1, w⊥x
where C σ 2 > 0 is some positive constant depending on σ 2 , and we used the fact that ψ(g 2 x) ∞ ≤ 1 holds uniformly for all g 2 . Thus, by Lemma A.6, then for any δ > 0, whenever m ≥ C 1 δ −2 n log 3 n log m, we have sup w=1, w⊥x |D(g, w)| ≤ δ holding with probability at least 1 − m −c1 log 3 m . Combining the results above completes the proof.
F. Bounding Δ ∞ (ε)
Given h(t) and Δ ∞ (ε) introduced in (VI.9) and (VI.10), we prove the following results. Lemma 6.15: Given σ 2 = 0.51 and ε = 0.2, we have
Proof First, by Lemma 6.17, notice that the function h(t) can be decomposed as
where g(t) : C → [0, 1) is rotational invariant with respect to t.
Since ζ σ 2 (t) is also rotational invariant with respect to t, it is enough to consider the case when t ∈ [0, +∞), and bounding the following quantity sup t∈[0,+∞)
Lemma 6.18 implies that
When t = 0, we obtain that |(1 + ε)h(t) − ζ σ 2 (t)| = 0. For t > 0, when ε = 0.2 and σ 2 = 0.51, we have
when σ 2 = 0.51 and ε = 0.2. Lemma 6.16: For t ≥ 0, when ε = 0.2 and σ 2 = 0.51, we have
Proof Given ε = 0.2 and σ 2 = 0.51, we have
When t = 0, we have |g(t)| = 0. When t > 10, we have
So the function g(t) is monotonically decreasing for t ≥ 10.
As lim t→+∞ g(t) = −0.2 and |g(10)| < 0.2, we have
For 0 < t ≤ 10, since h(t) is continuously differentiable, Figure 9b implies that |g(t)| ≤ 0.2 for all t ∈ (0, 10) (we omit the tedious proof here). Lemma 6.17: Let ψ(t) = t/ |t| 2 , then we have
where g(t) : C → [0, 1), such that
where v 1 ∼ N (0, 1/2), and v 2 ∼ N (0, 1/2).
Proof By definition, we know that
Next, we estimate g(t) and show that it is indeed real. We decompose the random variable s as
where v 1 = ts |t| and v 2 = ts |t| are the real and imaginary parts of a complex Gaussian variable ts/ |t| ∼ CN (0, 1). By rotation invariant property, we have v 1 ∼ N (0, 1/2) and v 2 ∼ N (0, 1/2), and v 1 and v 2 are independent. Thus, we have
We can see that (|t|+v1)v2
is an odd function of v 2 .
Therefore, the expectation of (|t|+v1)v2 (|t|+v1) 2 +v 2 2 with respect to v 2 is zero. Thus, we have
which is real.
Proof Let s r = (s) and s i = (s), and let s = r exp (iθ) with r = |s| and exp (iθ) = s/ |s|. We observe
2π θ=0 e −i2θ e −r 2 −t 2 e 2rt cos θ rdθdr where the third equality uses the fact that the integral of an odd function is zero. By using Taylor expansion of cosh(x), and by using the dominated convergence theorem to exchange the summation and integration, we observe
cos(2θ) sin 2k θdθ .
We have the integrals holds for any integer k ≥ 0, where Γ(k) is the Gamma function such that
Thus, for t > 0, we have
When t = 0, by using L'Hopital's rule, we have
We complete the proof.
In the appendix, we provide details of proofs for some supporting results. Appendix A summarizes basic tools used throughout the analysis. In Appendix B, we provide results of bounding the suprema of chaos processes for random circulant matrices. In Appendix C, we present concentration results for suprema of some dependent random processes via decoupling.
APPENDIX A ELEMENTARY TOOLS AND RESULTS
Lemma A.1: Given a fixed number ρ ∈ (0, 1), for any z, z ∈ C, we have
Proof See the proof of Lemma 3.2 of [11] .
Proof For any t ∈ R + , let g(t) = (1 + (z)) 2 + t 2 , then
Hence, for any z ∈ C with |z| ≤ ρ, we have
Let f (z) = 1− exp (iφ (1 + z) ). By using the estimates above, we observe
Lemma A.3 (Gaussian Concentration Inequality): Let w ∈ R n be a standard Gaussian random variable w ∼ N (0, I), and let g : R n → R denote an L-Lipschitz function. Then for all t > 0, CN (0, I) , and g : C n → R is L-Lipschitz, then the inequality above still holds. Proof The result for real-valued Gaussian random variables is standard, see [98, Chapter 5] for a detailed proof. For the complex case, let N (0, I) .
By composition theorem, we know that g N (0, I) , and let f : R n → R be an L-Lipschitz function. Then for any t > 0, we have
where v ∈ R such that v ∼ N (0, I) . Moreover, if w ∈ C n with w ∼ CN (0, I) and f : C n → R is L-Lipschitz, then the inequality above still holds. The proof is similar to that of Lemma A.3.
Lemma A.5 (Tail of sub-Gaussian Random Variables):
Let X be a centered σ 2 sub-Gaussian random variable, such that
then for any integer p ≥ 1, we have
In particular, we have for some α 0 , α 1 , α 2 , p 0 > 0. Then, for any u ≥ p 0 , we have
This further implies that for any t > α 1 √ p 0 + α 2 p 0 , we have
for some positive constants c 1 , c 2 > 0.
Proof The first inequality directly comes from Proposition 2.6 of [14] via Markov inequality, also see Proposition 7.11 and Proposition 7.15 of [60] . For the second, let
Otherwise, similarly, we have u ≥ t 2 /(4α 2 1 ). Combining the two cases above, we get the desired result.
In the following, we describe a tail bound for a class of heavy-tailed random variables, whose moments are growing much faster than sub-Gaussian and sub-exponential.
Lemma A.7 (Tail bound for heavy-tailed distribution via moment control): Suppose X is a centered random variable satisfying
for some α 0 , α 1 , α 2 , p 0 ≥ 0. Then, for any u ≥ p 0 , we have
for some positive constant c 1 , c 2 > 0. Proof The proof of the first tail bound is similar to that of Lemma A.6 by using Markov inequality. Notice that
Otherwise, we have u ≥ t/(2α 0 ). Combining the two cases above, we get the desired result.
Definition A.8 (d 2 (·), d F (·) and γ β functional): For a given set of matrices B, we define
For a metric space (T, d) , an admissible sequence of T is a collection of subsets of T , {T r : r > 0}, such that for every s > 1, |T r | ≤ 2 2 r and |T 0 | = 1. For β ≥ 1, define the γ β functional by γ β (T, d) .
where the infimum is taken with respect to all admissible sequences of T . In particular, for γ 2 functional of the set B equipped with distance ·, [100] shows that
where N (B, · , ) is the covering number of the set B with diameter ∈ (0, 1). Theorem A.9 (Theorem 3.5, [14] ): Let σ 2 ξ ≥ 1 and ξ = (ξ j ) n j=1 , where {ξ j } n j=1 are independent zero-mean, variance one, σ 2 ξ -subgaussian random variables, and let B be a class of matrices. Let us define a quantity
where C σ 2 ξ is some positive numerical constant only depending on σ 2 ξ , and d 2 (·), d F (·) and γ 2 (B, ·) are given in Definition A.8.
The following theorem establishes the restricted isometry property (RIP) of the Gaussian random convolution matrix.
Theorem A.10 (Theorem 4.1, [14] ): Let ξ ∈ C m be a random vector with ξ i ∼ i.i. d. CN (0, 1) , and let Ω be a fixed subset of [m] with |Ω| = n. Define a set E s = {v ∈ C m | v 0 ≤ s}, and define a matrix
where R Ω : C m → C n is an operator that restrict a vector to its entries in Ω. Then for any s ≤ m, and η, δ s ∈ (0, 1) such that n ≥ Cδ −2 s s log 2 s log 2 m, the partial random circulant matrix Φ ∈ R n×m satisfies the restricted isometry property
for all v ∈ E s , with probability at least 1 − m − log 2 s log m . Lemma A.11 Let the random vector ξ ∈ C m and the random matrix Φ ∈ C n×m be defined the same as Theorem A.10, and let E s = {v ∈ C m | v 0 ≤ s} for some positive integer s ≤ n. For any positive scalar δ > 0 and any positive integer s ≤ n, whenever m ≥ Cδ −2 n log 4 n, we have
for all v ∈ E s , with probability at least 1 − m −c log 2 s . Proof The proof follows from the results in [14] . Without loss of generality, we assume v = 1. Let us define sets
where R [1:n] : R m → R n denotes an operator that restricts a vector to its first n coordinates. Section 4 of [14] shows that sup v∈Ds,m
where C V (ξ) is defined in (A.2). Theorem 4.1 and Lemma 4.2 of [14] implies that
for some constant c > 0. By using the estimates above, Theorem 3.1 of [14] further implies for any t > 0
For any positive constant δ > 0, choosing t = δ 2 m/n, whenever m ≥ Cδ −2 n log 2 s log 2 m for some constant C > 0 large enough, we have sup v∈Ds,m
with probability at least 1−m −c3 log 2 s . Therefore, we have
holds for any v ∈ D s,m with high probability.
APPENDIX B MOMENTS AND SPECTRAL NORM OF PARTIAL RANDOM CIRCULANT MATRIX
Let g ∈ C m be a random complex Gaussian vector with g ∼ CN(0, σ 2 g I). Given a partial random circulant matrix C g R [1: n] ∈ C m×n (m ≥ n), we control the moments and the tail bound of the terms in the following form
where b ∈ R m , and b ∈ C m . The concentration of these quantities plays an important role in our arguments, and the proof mimics the arguments in [13] , [14] . Prior to that, let us define the sets
A. Controlling the Moments and Tail of T 1 (g) Theorem B.1 Let g ∈ C m be a random complex Gaussian vector with g ∼ CN(0, σ 2 g I) and any fixed vector b = [b 1 , · · · , b m ] ∈ R m . Given a partial random circulant
Then for any integer p ≥ 1, we have
In addition, for any δ > 0, whenever m ≥ C σ 2
holds with probability at least 1 − 2 m −c σ 2 g log 3 n . Here, c σ 2 g , C σ 2 g , and C σ 2 g are some numerical constants only depending on σ 2 g . Proof Without loss of generality, let us assume that σ 2 g = 1. Let us first consider the case b ≥ 0, and let Λ = diag (b). For any w ∈ CS n−1 , let us denote v .
By the convolution theorem, we know that
where the set V(b) is defined in (B.2). Next, we invoke Theorem A.9 to control all the moments of L(a), where we need to control the quantities d 2 (·), d F (·) and γ 2 (·, ·) defined in Definition A.8 for the set V(b). By Lemma B.7 and Lemma B.8, we know that
for some constant C 0 > 0. Thus, combining the results in (B.4), (B.5) and (B.6), whenever m ≥ C 1 n log 3 n log m for some constant C 1 > 0, Theorem A.9 implies that
holds for some constants C 2 , C 3 > 0. Based on the moments estimate of L(g), Lemma A.6 further implies that
for some constants C 4 , C 5 > 0. Thus, for any δ > 0, whenever m ≥ C 6 δ −2 b 2 ∞ n log 3 n log m for some constant C 6 > 0, we have 
we can apply the results above for L + (g) and L − (g), respectively. Then by Minkowski's inequality, we have
for some constant C 6 > 0. The tail bound can be similarly derived from the moments bound. This completes the proof.
The result above also implies the following result. Corollary B.2 Let g ∈ C m be a random complex Gaussian vector with g ∼ CN(0, σ 2 g I), and let G = R [1:n] C * g ∈ C n×m (n ≤ m). Then for any integer p ≥ 1, we have
Moreover, for any ∈ (0, 1), whenever m ≥ Cδ −2 n log 4 n for some constant C > 0, we have
Here c σ 2 g , C σ 2 g > 0 are some constants depending only on σ 2 g . Proof Firstly, notice that
Thus, similar to the argument of Theorem B.1, let the set D and V(1) define as (B.1) and (B.2), we have
By Lemma B.7 and Lemma B.8, we know that
Thus, using Theorem A.9, we obtain E sup
where C σ 2 g > 0 is constant depending only on σ 2 g . The concentration inequality can be directly derived from Theorem B.1, noticing that for any δ > 0, whenever m ≥ C 1 δ −2 n log 4 n for some positive constant C 1 > 0, we have
B. Controlling the Moments of T 2 (g) Theorem B.3 Let g ∈ C m are a complex random Gaussian variable with g ∼ CN (0, σ 2 g I), and let
where b ∈ C m . Then whenever m ≥ Cn log 4 n for some positive constant C > 0, for any positive integer p ≥ 1, we have
where C σ 2 g is positive constant only depending on σ 2 g . Proof Let Λ = diag b , similar to the arguments of Theorem B.1, we have
where V b is defined as (B.2). Let g be an independent copy of g, by Lemma B.4, for any integer p ≥ 1 we have
For convenience, let V = V b . By Lemma B.5 and Lemma B.6, we know that
where C > 0 is constant. Thus, combining the results above, we have
Lemma B.4 Let N (g) be defined as (B.7), and let g be an independent copy of g, then we have
for some vector d ∈ C m . Proof Let δ ∼ CN (0, σ 2 g I) which is independent of g, and let
so that g 1 and g 2 are also independent with g 1 ,
Therefore, by Jensen's inequality, we have
Lemma B.5 Let g be an independent copy of g, for every integer p ≥ 1, we have
for some vector d ∈ C m , where C σ 2 g > 0 is a constant depending only on σ 2 g . Proof The proof is similar to the proof of Lemma 3.2 of [14] , and it is omitted here. Lemma B.6 Let g be an independent copy of g, for every integer p ≥ 1, we have
, for some vector d ∈ C m , where C σ 2 g > 0 is a constant depending only on σ 2 g . Proof The proof is similar to the proofs of Theorem 3.5 and Lemma 3.6 of [14] , and it is omitted here.
C. Auxiliary Results
The following are the auxiliary results required in the main proof.
Lemma B.7 Let the sets D, V(d) be defined as (B.1) and (B.2) for some d ∈ C m , we have
Also, for every v ∈ D, we observe
It is obvious for any
Lemma B.8 Let the sets D, V be defined as (B.1) and (B.2) for some d ∈ C m , we have
where γ 2 (·) is defined in Definition A.8. Proof By Definition A.8, we know that
for some constant C > 0, where the right hand side is known as the "Dudley integral". To estimate the covering number N (V(d), · , ), we know that for any v, v ∈ D,
we bound the covering number N D, m −1/2 d 1/2 ∞ · ∞ , when is small and large, respectively.
When is small (i.e.,
1 . By Proposition 10.1 of [13] , we have
Thus, we have
If the scalar is large, let us introduce a norm v *
. By Lemma B.9, we obtain
Finally, we combine the results above to estimate the "Dudley integral", 
for some constant C > 0, where the norm v ∞ = F m v ∞ . Proof Let U = {±e 1 , · · · , ±e n , ±ie 1 , · · · , ±ie n }, it is obvious that B
[n] · * 1 ⊆ conv(U), where conv(U) denotes the convex hull of U. Fix any v ∈ U, the idea is to approximate v by a finite set of very sparse vectors. We define a random vector
where L is a number to be determined later. We attempt to approximate v with a L-sparse vector
By using a classical symmetrization argument (e.g., see Lemma 6.7 of [13] ), we obtain
. Fix a realization of {z k } L k=1 , by applying the Hoeffding's inequality to , we obtain
for all t > 0 and ∈ [m]. Thus, by combining the result above with Lemma 6.6 of [13] , it implies that
This implies that there exists a vector z S = 1
log(8m). Since each z k can take 4n + 1 values, so that z S can take at most (4n + 1) L values. And for each v ∈ conv(U), according to (B.10), we can therefore find a vector z S such that v − z S ∞ ≤ with the choice L ≤ 9 2 log(10m). Thus, we have
≤ L log(4n + 1) ≤ 9 2 log(10m) log(4n + 1), as desired.
APPENDIX C CONCENTRATION VIA DECOUPLING
In this section, we assume that x = 1, and we develop concentration inequalities for the following quantities
via the decoupling technique and moments control, where ζ σ 2 (·) is defined in (VI.5) and σ 2 > 1/2. Suppose g ∈ C m is complex Gaussian random variable g ∼ CN(0, I) . Once all the moments are bounded, it is easy to turn the moment bounds into a tail bound via Lemma A.6 and Lemma A.7.
To bound the moments, we use the decoupling technique developed in [12] , [14] , [101] . The basic idea is to decouple the terms above into terms like
where η σ 2 (t) = 1 − 2πσ 2 ξ σ 2 − 1 2 (t), and g 1 and g 2 are two independent random variables with
where δ ∼ CN (0, I) is an independent copy of g. As we discussed in Section III, it turns out that controlling the moments of the decoupled terms Q Y dec (g 1 , g 2 ) and Q M dec (g 1 , g 2 ) for convolutional random matrices is easier and sufficient for providing the tail bound of Y and M . The detailed results and proofs are described in the following subsections.
A. Concentration of Y (g)
In this subsection, we show that Theorem C.1 Let g ∼ CN (0, I), and let Y (g) be defined as (C.1). For any δ > 0, when m ≥ Cδ −2 n log 7 n, we have
holds with probability at least 1 − 2m −c .
Proof Suppose g 1 , g 2 are defined as (C.5), and Q Y dec (g 1 , g 2 ) is defined as (C.3). Let [g 2 x] k = g 2 k * x and C g 1 R *
Thus, by Minkowski inequality and Jensen's inequality, for any positive integer p ≥ 1, we have
By using Theorem B.1 with b = 1, we have
where C 1 > 0 is some numerical constant. For T 2 , we have
where the first inequality follows from the triangle inequality, the second inequality follows from Theorem B.1, and the last inequality follows from Lemma C.3. Thus, combining the estimates for T 1 and T 2 above, we have
Therefore, by using Lemma A.7, for any δ > 0, whenever
with probability at least 1 − 2m −c , where c > 0 is some numerical constant. Finally, using Lemma C.2, we get the desired result. CN (0, I) , and let Y (g) be defined as (C.1), then we have
we obtain the desired result by applying Lemma 20 of [38] . CN(0, 2I) , for any positive integer p ≥ 1, we have
Proof By Minkowski inequality, we have
We know that g x ∞ is 1-Lipschitz w.r.t. g. Thus, by Gaussian concentration inequality in Lemma A.3, we have
By Lemma A.5, we know that g x ∞ is sub-Gaussian, and satisfies
Besides, let g x = ⎡ ⎢ ⎣ 
where we used the fact that the moment generating function of g * k x satisfies E exp λ g * k x ≤ exp λ 2 . Taking the logarithms on both sides, we have
Taking λ = √ log m, so that the right hand side of the inequality above achieves the minimum, which is
Combining the results above, we obtain the desired result.
B. Concentration of M (g)
Given M (g) as in (C.2), let us define
and correspondingly its decoupled term
and let
where σ 2 > 1/2. In this subsection, we show the following result. Theorem C.4 For any δ > 0, when m ≥ Cδ −2 C x 2 n log 4 n, we have
holds with probability at least 1 − cm −c log 3 n , where c, c and C are some positive numerical constants depending only on σ 2 . Proof Let Q H dec (g 1 , g 2 ) be defined as (C.7). We calculate its expectation with respect to δ, − δ) x)] P x ⊥ = 1, ζ σ 2 (|g x|) P x ⊥ + holds with probability at least 1 − cm −c log 3 n . Here c, c > 0 are some numerical constants. Similarly, we have
Again, by Lemma C.7, we have
holds with probability at least 1 − cm −c log 3 n . By using Lemma C.10, we obtain the desired results.
Lemma C.5 Suppose g 1 , g 2 are independent with g 1 , g 2 ∼ CN (0, 2I), and let Q M dec (g 1 , g 2 ) be defined as (C.4), then for any integer p ≥ 1, we have
where C σ 2 > 0 is some numerical constant only depending on σ 2 .
. By Minkowski's inequality, we observe
For the term T 1 , conditioned g 2 so that b is fixed, Theorem B.1 implies that for any integer p ≥ 1,
where C σ 2 > 0 is some numerical constant depending only on σ 2 . Given the fact that b ∞ ≤ c σ 2 for some constant c σ 2 > 0, and for any choice of g 2 , we have
For the term T 2 , Lemma C.11 implies that
for some constant C σ 2 > 0. Combining the results above and use the fact that C x ≤ √ n, we obtain
Lemma C. 6 Let g ∈ C m be a complex Gaussian random variable g ∼ CN (0, I). Let M (g) be defined as (C.2). For any δ ≥ 0, whenever m ≥ C σ 2 δ −1 C x 2 n log m, we have 
where g 1 (t) = |t| 2 2σ 2 exp − |t| 2 2σ 2 , so that
where g 2 (t) = g 1 (t)ζ −1/2 σ 2 (t). By using the fact that ζ
for some constant C 2 > 0. Therefore, we can see that the Lipschitz constant L of h(g) is bounded by C 2 2σ 2 +1 m C x . Thus, by the Gaussian concentration inequality, we observe
holds with some constant C σ 2 > 0 depending only on σ 2 . Thus, we have
holds with probability at least 1 − 2 exp − C σ 2 mt 2 Cx 2 . By Lemma C.10, we know that
holds with probability at least 1 − 2 exp − C σ 2 mt 2 Cx 2 . On the other hand, (C.12) also implies that h(g) is subgaussian, Lemma A.5 implies that
, by squaring both sides, we have
This further implies that
Cx 2 . Therefore, combining the results in (C.14) and (C.15), for any δ ≥ 0, whenever m ≥ C 4 δ −1 C x 2 n log m, choosing t = C 5 δ, we have
holds with probability at least 1 − m −C6Cx 2 n .
Lemma C.7 Let g ∈ C m be a complex Gaussian random variable g ∼ CN (0, I), and let M (g) be defined as (C.2). For any δ > 0, whenever m ≥ C σ 2 δ −2 C x 2 n log 4 n, we have
holds with probability at least 1 − 2m −c σ 2 log 3 n . Here, c σ 2 , C σ 2 are some positive constants only depending on σ 2 . Proof First, let us define decoupled terms
then by Lemma C.9, we observe
Thus, for any integer p ≥ 1, we have Therefore, by Lemma A.6, finally for any δ > 0, whenever m ≥ Cδ −2 C x 2 n log 4 n we obtain
where c, C > 0 are some positive constants.
Lemma C.8 Let g 1 and g 2 be random variables defined as in (C.5), and let Q Hx ⊥ dec (g 1 , g 2 ) be defined as (C.16). Then for any integer p ≥ 1, we have
where C σ 2 is some positive constant only depending on σ 2 . Proof First, we fix g 1 , and let h(g 2 ) = Q Hx ⊥ dec (g 1 , g 2 ). Let g(t) = tν σ 2 (t), for which the Lipschitz constant L f ≤ C σ 2 for some positive constant C σ 2 only depending on σ 2 . Then given an independent copy g 2 of g 2 , we observe
where L h is the Lipschitz constant of h(g 2 ). Given the fact that E g 2 h(g 2 ) = 0, by Lemma A.4, for any t > √ nL h we have
where v ∈ R n with v ∼ N (0, I), and we used the Gaussian concentration inequality for the tail bound of v. By a change of variable, we obtain Lemma C.9 Let ξ σ 2 , ζ σ 2 , η σ 2 and ν σ 2 be defined as (VI.5) and (C.8), for t ∈ C, we have E s∼CN (0,1) [ξ σ 2 (t + s)] = ξ σ 2 + 1 2 (t) E s∼CN (0,1) [η σ 2 (t + s)] = ζ σ 2 (t) E s∼CN (0,1) [ζ σ 2 (s)] = 1 2σ 2 + 1 E s∼CN (0,1) |t| 2 ζ σ 2 (s) = 4σ 2 + 1 (2σ 2 + 1) 2 E s∼CN (0,2) [η σ 2 (s)] = 1 2σ 2 + 1 E s∼CN (0,1) [(t + s)ν σ 2 (t + s)] = tζ σ 2 (t).
Proof Let s r = (s), s i = (s) and t r = (t), t i = (t), by definition, we observe E s∼CN (0,1) [ξ σ 2 (t + s)]
Thus, by definition of η σ 2 and ζ σ 2 , we have E s∼CN (0,1) [η σ 2 (t + s)] = 1 − 2πσ 2 E s∼CN (0,1) ξ σ 2 −1/2 (t + s) = 1 − 2πσ 2 ξ σ 2 (t) = ζ σ 2 (t).
For E t∼CN (0,1) [ζ σ 2 (t)], we have E t∼CN (0,1) [ζ σ 2 (t)] = 1 − 2πσ 2 E t∼CN (0,1) [ξ σ 2 (t)]
For E t∼CN (0,1) |t| 2 ζ σ 2 (t) , we observe E t∼CN (0,1) |t| 2 ζ σ 2 (t) = In addition, by using the fact that E s∼CN (0,1) [ξ σ 2 (t + s)] = ξ σ 2 + 1 2 (t), we have E t∼CN (0,2) [η σ 2 (t)] = E t1,t2∼ i.i.d. CN (0,1) [η σ 2 (t 1 + t 2 )] = E t1∼CN (0,1) [ζ σ 2 (t 1 )]
For the last equality, first notice that Therefore, we have E s∼CN (0,1) (t + s)ξ σ 2 − 1 2 (t + s) = t · E s∼CN (0,1) ξ σ 2 − 1 2 (t + s)
Using the result above, we observe
Lemma C.10 Let g ∼ CN(0, I) , and M (g), H(g) be defined as (C.2) and (C.6), we have we observe
Lemma C.11 Let g ∼ CN (0, I) and g ∼ CN (0, 2I), for any positive integer p ≥ 1, we have
Proof Let h(g) = 1+2σ 2 m 1, ζ σ 2 (g x) − 1 and let h ( g) = 1 m 1, η σ 2 (| g x|) , by Lemma C.9, we know that E g [h(g)] = 0, E g [h ( g)] = 0.
And for an independent copy g of g, we have 
where we used the fact that exp − x 2 2σ 2 is 1 σ e −1/2 -Lipschitz. By applying the Gaussian concentration inequality in Lemma A.3, we have P (|h(g)| ≥ t)
for any scalar t ≥ 0. Thus, we can see that h(g) is a centered (σ 2 +1) 2 Cx 2 σ 2 m -subgaussian random variable, by Lemma A.5, we know that for any positive p ≥ 1
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