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A MASS TRANSFERENCE PRINCIPLE AND SETS WITH
LARGE INTERSECTIONS
TOMAS PERSSON
Abstract. I prove a mass transference principle for general shapes,
similar to a recent result by H. Koivusalo and M. Rams. The proof relies
on Vitali's covering lemma and manipulations with Riesz energies.
The main novelty is that it is proved that the obtained limsup-set
belongs to the classes of sets with large intersections, as dened by
K. Falconer.
1. The mass transference principle
The mass transference principle is an important tool in the metric theory
of numbers, and in other areas, when one is interested in the Hausdor
dimension of the superior limit of a sequence of sets, that is sets of the form
E = lim sup
j!1
Ej =
1\
k=1
1[
j=k
Ej :
What was rst called the mass transference principle was proved by
V. Beresnevich and S. Velani [4]. In a simplied form, it is the following
statement. Suppose that B(xj ; rj) is a sequence of balls in R
d such that the
Lebesgue measure  of E = lim supj!1B(xj ; rj) is full, i.e. (R
d nE) = 0.
Consider the set Es = lim supj!1B(xj ; r
d=s
j )  E, where the original balls
B(xj ; rj) are replaced by shrunken balls of radius r
d=s. Then, for any ball
B, the s-dimensional Hausdor measure of B \ Es satises
H s(B \ Es) =H
s(B):
In particular, dimHEs  s.
Actually, the mass transference principle mentioned above is not the rst
result of this type. S. Jaard proved a one dimensional mass transference
principle a few years earlier [12, Theorem 1 on Page 335].
The mass transference principles of S. Jaard, V. Beresnevich and S. Ve-
lani, and other variations are more general than mentioned above, giving
information about Hausdor measures with more general gauge functions
than r 7! rt, 0 < t < d. We refer the reader to the papers by S. Jaard, and
by V. Beresnevich and S. Velani for more details.
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2 TOMAS PERSSON
Although it is possible to adjust the methods of this paper to more general
gauge functions than r 7! rt, we will stay simple and only consider these
basic gauge functions.
There has recently been several interesting extensions and variations of
the mass transference principle, and this paper shall not be the last. A
recent survey article is the paper by D. Allen and S. Troscheit [3].
B.-W. Wang, J. Wu and J. Xu [18] replaced the balls in the mass trans-
ference principle by rectangles. A further development in this direction is a
recent result by B.-W. Wang and J. Wu [17].
D. Allen and V. Beresnevich [2] proved a mass transference principle
for shrinking neighbourhoods of l-dimensional subspaces. This was further
developed by D. Allen and S. Baker [1], who proved a mass transference
principle for shrinking neighbourhoods of sets of much more general form.
In a recent paper, H. Koivusalo and M. Rams [13], considered a set
E = lim supj!1B(xj ; rj), but instead of shrinking the balls B(xj ; rj), they
replaced them by open subsets Uj  B(xj ; rj), and obtained a lower bound
on the Hausdor dimension of the set EU = lim supj!1 Uj . The goal of
this paper is to prove a similar result, using dierent methods. In short, we
prove a result of the following form, see Theorem 3.1 for details. Suppose
that lim supB(xj ; rj) has full Lebesgue measure, and let Uj  B(xj ; rj) be
open sets. Then the Hausdor dimension of lim supUj can be estimated
from below by an expression involving the Lebesgue measures and Riezs
energies with respect to Lebesgue measure of the sets Uj .
The lower bound on the Hausdor dimension obtained in this paper is
not the same as the one obtained by H. Koivusalo and M. Rams. The bound
on the dimension obtained in this paper is never better than that obtained
by H. Koivusalo and M. Rams, but they coincide in some natural cases, for
instance when the open sets Uj are balls or ellipsoids.
The method used in this paper also proves that the set lim supj!1 Uj
has a large intersection property, as introduced by K. Falconer [9, 10]. This
implies among other things that the Hausdor dimension of countable in-
tersections of sets of the form lim supj!1 Uj is the minimum of the Haus-
dor dimensions of the sets intersected. This intersection property has been
proved in a similar setting by A. Durand [6], for so called ubiquitous sys-
tems when the sets forming the limsup-set are balls. As far as I know, this
intersection property in the setting of a mass transference principle is new.
The paper is organised as follows. In the next section, we give some
background on sets with large intersections, and we state a lemma which,
together with Vitali's covering lemma, is the main tool in this paper. In
Section 3, we state the mass transference principle obtained in this paper,
and give some corollaries. The proof of the mass transference principle is in
Section 4, and in the Appendix, the above mentioned lemma is proved.
2. Sets with large intersections
The classes of sets with large intersections were dened by K. Falconer
[9, 10]. See also the paper by Y. Bugeaud [5].
A dyadic cube D is a set of the form
D = [k12
 n; (k1+1)2
 n) [k22
 n; (k2+1)2
 n) : : : [kd2
 n; (kd+1)2
 n)
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where k1; k2; : : : ; kd and n are integers. We dene the outer content
M s
1
(E) = inf
X
k
jDkj
s : E 
[
k
Dk; Dk are dyadic cubes.
ff
:
The s-dimensional class of sets with large intersections is denoted by G s and
can be dened as
G s =

E  Rd : E is a G-set with M
t
1
(E \D)  jDjt
for all dyadic cubes D and for all t < s
	
:
For simplicity, we shall work in the d dimensional torus Td = Rd=Zd instead
of Rd. We dene
G s(Td) =

E  Td : E is a G-set with M
t
1
(E \D)  jDjt
for all dyadic cubes D and for all t < s
	
:
Equivalently we may dene G s(Td) to be the family of sets E such that
 1(E) 2 G s, where  : Rd ! Td is the projection (x) = x mod 1.
There are several other ways to dene G s, see the papers by K. Falconer
[9, 10]. Most properties of G s are easily carried over to the corresponding
statements for G s(Td), for instance through the projection  mentioned
above.
It is immediately clear from the denition of G s(Td) above that whenever
E 2 G s(Td), then dimHE  s. The class G
s(Td) also has the property that
if Ek 2 G
s(Td) for k = 1; 2; 3; : : :, then
\
k
Ek 2 G
s(Td):
For this and other properties of G s(Td), the reader is referred again to the
papers by K. Falconer [9, 10].
The following lemma will be important for the proof of the main result.
It is a slight variation of a lemma in [16]. We give a proof in the Appendix.
Lemma 2.1. Let En be open sets in T
d and let n be measures with (T
d n
En) = 0 and such that n is absolutely continuous with respect to Lebesgue
measure.
If there is a constant C such that
(1) C 1  lim inf
n!1
n(B)
(B)
 lim sup
n!1
n(B)
(B)
 C
for any ball B, and
(2)
ZZ
jx  yj s dn(x)dn(y) < C
for all n, then lim supEn 2 G s(Td), and in particular dimH lim supEn  s.
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3. New results
Recall that the Lebesgue measure on Td is denoted by . We dene the
t-dimensional Riesz energy of a set U by
It(U) =
ZZ
jx  yj t dxdy;
where 0 < t < d. (As is customary, we write dx instead of d(x).)
Theorem 3.1. Let (B(xj ; rj))
1
j=1 be a sequence of balls in T
d with rj ! 0,
and let (Uj)
1
j=1 be a sequence of open sets such that Uj  B(xj ; rj). Let
(3) s = sup

t : sup
j
It(Uj)(B(xj ; rj))
(Uj)2
<1
ff
:
Suppose that the set E = lim supj!1B(xj ; rj) has full Lebesgue measure.
Then the set
EU = lim sup
j!1
Uj
satises dimHEU  s and Es 2 G
s(Td).
It is now timely to make a comparison between Theorem 3.1 and the
result of H. Koivusalo and M. Rams. A simple calculation shows that the
condition
It(Uj)(B(xj ; rj))
(Uj)2
< K; for all j
implies that
(B(xj ; rj))  KH
t
1
(Uj); for all j
but these two conditions are not equivalent. The condition of H. Koivusalo
and M. Rams is that
(B(xj ; rj))  ffi
s(Uj); for all j;
where the so called generalised singular value function (dened in [13]) is
such that ffis(Uj)=H s1(Uj) is bounded and bounded away from zero. Hence
the dimension bound of Theorem 3.1 is never better than that H. Koivusalo
and M. Rams, but they coincide when Uj are for instance balls or ellipsoids,
see below.
An immediate corollary of Theorem 3.1 is the following result, following
a similar observation in [11]: By replacing each Uj with an open subset
Vj  Uj , we get a smaller limsup-set, but the obtained lower bound on the
dimension is never the less sometimes larger.
Corollary 3.2. Let
s = sup
ViUi
sup

t : sup
j
It(Vj)(B(xj ; rj))
(Vj)2
<1
ff
:
Then with the notation and assumptions of Theorem 3.1 we have dimHEU 
s and EU 2 G
s(Td).
The classical case is that the sets Un are balls. In this case Theorem 3.1
gives the following corollary. As far as I know, even in this simple case the
statement that EU 2 G
s(Td) is new.
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Corollary 3.3. Let (xj)
1
j=1 be a sequence of points in T
d and suppose that
the set E = lim supB(xj ; rj) has full Lebesgue measure. Then the set EU =
lim supB(xj ; r
d=s
j ), where 0  s  d, satises dimHEU  s and EU 2
G s(Td).
It is possible to get a similar result when Uj are ellipsoids. Suppose that U
is an ellipsoid with semi-axes 1  2  : : :  d. Dene the singular value
function by ffis(U) = 1 : : : m
s m
m+1, where m is such that m < s  m + 1.
Then [8, Lemma 2.2] It(U)  K(U)
2=ffis(U). We obtain the following
corollary, of which Corollary 3.3 is a special case.
Corollary 3.4. Suppose lim supB(xj ; rj) has full measure, that the sets
Uj  B(xj ; rj) are ellipsoids and let
s = sup

t : sup
j
(B(xj ; rj))=ffi
s(Uj) <1
	
:
Then dimH lim supUj  s and lim supUj 2 G
s(Td).
4. Proof of Theorem 3.1
We shall use Riesz energies of sets and measures to prove the result
through Lemma 2.1. The t-dimensional Riesz energy of a measure  is
dened by
It() =
ZZ
jx  yj t d(x)d(y):
Recall that we have dened the t-dimensional Riesz energy of a set U by
It(U) =
ZZ
jx  yj t dxdy:
We will also use the number
Jt(U; V ) =
Z
U
Z
V
jx  yj t dxdy:
There will be an opportunity to use Vitali's covering lemma, see for in-
stance Evans and Gariepy [7] for a proof.
Lemma 4.1 (Vitali's covering lemma). Let fB(xj ; rj) : j 2 I g be a col-
lection of balls. Then there is a countable setJ  I such that fB(xj ; rj) :
j 2J g is a disjoint collection and[
j2I
B(xj ; rj) 
[
j2J
B(xj ; 5rj):
We are now ready to give the proof of Theorem 3.1. For technical reasons
in the proof will assume that there is a number c 2 (0; 1) such that Uj 2
B(xj ; crj). If this is not the case, we can just replace every ball B(xj ; rj) by
a ball B(xj ; 2rj) with twice as large diameter, which does not inuence any
of the assumptions in the theorem.1
1Note that it is therefore not necessary to assume that Uj  B(xj ; rj) in Theorem 3.1;
It is enough to assume that Uj  B(xj ; rj) for some  that does not depend on j.
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Since E has full Lebesgue measure, for every n there exists a number mn
such that the set
En =
mn[
j=n
B(xj ; rj)
has Lebesgue measure (En) > 1  1=n.
For each n, we let In = fn; n+ 1; : : : ;mng. By Vitali's covering lemma,
Lemma 4.1, there is a set Jn  In such that the balls B(xj ; rj), j 2Jn,
are disjoint and such that
En 
[
j2Jn
B(xj ; 5rj):
Note that since the balls are disjoint, we have
(4)
X
j2Jn
(B(xj ; rj)) < 1:
We put
~En =
[
j2Jn
B(xj ; rj)  En:
Then ( ~En) < 1 and
( ~En) =
X
j2Jn
(B(xj ; rj)) =
X
j2Jn
5 d(B(xj ; 5rj))
 5 d(En) > 5
 d

1 
1
n

:
Dene measures n with support in the closure of ~En by
n =
1
( ~En)
j ~En :
Then n(T
d) = 1 and dnd 
 
1  1n

 1
 5d which implies that
lim sup
n!1
n(B)
(B)
 5d
for any ball B. Letting Jn(B) = f j 2Jn : xj 2 B g we have
lim inf
n!1
n(B)
(B)
 lim inf
n!1
(B \ ~En)
(B)
= lim inf
n!1
X
j2Jn(B)
(B(xj ; rj))
(B)
= lim inf
n!1
X
j2Jn(B)
5 d(B(xj ; 5rj))
(B)
 lim inf
n!1
5 d
(B)  1n
(B)
:
Hence we have obtained
(5) 5 d  lim inf
n!1
n(B)
(B)
 lim sup
n!1
n(B)
(B)
 5d:
Since dnd  2  5
d if n  2, we have
It(n)  4  5
2d
ZZ
jx  yj t dxdy = 4  52dIt():
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We dene the set Vn by
Vn =
[
j2Jn
Uj :
The set Vn is a subset of ~En, since Uj  B(xj ; rj). We dene new measures
n in the following way. For each j 2 Jn, the mass of n in B(xj ; rj) is
moved into Uj and distributed uniformly. More precisely, n is dened by
n =
X
j2Jn
n(B(xj ; rj))
jUj
(Uj)
=
1
( ~En)
X
j2Jn
(B(xj ; rj))
(Uj)
jUj :
By (5), we immediately obtain
(6) 5 d  lim inf
n!1
n(B)
(B)
 lim sup
n!1
n(B)
(B)
 5d:
We shall now estimate It(n). Write
It(n) =
X
j;k2Jn
Z
Uk
Z
Uj
jx  yj t dn(x)dn(y):
We consider two cases. Below, we write Bj instead of B(xj ; rj).
If k = j, then
Z
Uk
Z
Uj
jx  yj t dn(x)dn(y) = It(Uj)

n(Uj)
(Uj)
2
= It(Uj)

n(Bj)
(Uj)
2
 4  52dIt(Uj)

(Bj)
(Uj)
2
:
If k 6= j, then B(xj ; rj) and B(xk; rk) are disjoint. Hence B(xj ; crj) and
B(xk; crk) are separated by at least a distance (1   c)jxj   xkj, and since
Uk  B(xk; crk) and Uj  B(xj ; crj), we have d(Uk; Uj)  (1  c)jxj   xkj.
We get the inequalitiesZ
Uk
Z
Uj
jx  yj t dn(x)dn(y)  d(Uk; Uj)
 tn(Uk)n(Uj)
 (1  c) tjxk   xj j
 tn(Uk)n(Uj)
= (1  c) tjxk   xj j
 tn(Bk)n(Bj)
= 4  52d(1  c) tjxk   xj j
 t(Bk)(Bj)
 Ct;dJt(Bk; Bj);
where Ct;d is a constant which only depends on t and d.
We may now conclude that there is a constant C such that It(n) < C
for all n, provided
(7)
It(Uj)(Bj)
(Uj)2
< K
holds for all j and some constant K.
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Indeed, it follows from the inequalities above that
It(n) =
X
j;k2Jn
Z
Uk
Z
Uj
jx  yj t dn(x)dn(y)
 4  52d
X
j2Jn
It(Uj)

(Bh)
(Uh)
2
+
X
j;k2Jn
Ct;dJt(Bk; Bj)
 4  52d
X
j2Jn
It(Uj)

(Bj)
(Uj)
2
+ Ct;dIt(n)
 4  52d
X
j2Jn
It(Uj)
(Bj)
(Uj)2
 (Bj) + 4  5
2dCt;dIt():
Hence, if (7) holds, we may use (4) to conclude that
(8) Tt(n)  4  5
2dCdK + 4  5
2dCt;dIt();
where the constants Cd, K and Ct;d do not depend on n.
Finally, by (6) and (8), the assumptions in Lemma 2.1 are satised
for the measures n provided (7) is satised. Lemma 2.1 then implies
that lim supn!1 Vn 2 G
t(Td) holds for all t which satises (7). Since
lim supn!1 Vn  lim supj!1 Uj , this implies that lim supj!1 Uj 2 G
s(Td)
when s is the supremum of the set of t such that (7) holds for all j.
5. Appendix: Proof of Lemma 2.1
Here we give a proof of Lemma 2.1 following the ideas in the papers [16]
and [14].
We start with a lemma.
Lemma 5.1. Let n be as in Lemma 2.1, let D be a dyadic cube and t < s.
Then
lim sup
n!1
ZZ
DD
jx  yj t dn(x)dn(y)  C
2
ZZ
DD
jx  yj t dxdy:
Proof. Let Mn = f (x; y) 2 D D : jx  yj
 s > m g. ThenZZ
Mn
jx  yj t dn(x)dn(y)  C
s
s  t
mt=s 1
holds [16, Lemma 2.2]. Let " > 0 and take m so large thatZZ
Mn
jx  yj t dn(x)dn(y) < ":
ThenZZ
DD
jx  yj t dn(x)dn(y)
 "+
ZZ
DD
minfjx  yj t;mt=sgdn(x)dn(y):
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Since (x; y) 7! minfjx  yj t;mt=sg is continuous, we have by (1)
lim sup
n!1
ZZ
DD
minfjx  yj t;mt=sg dn(x)dn(y)
 C2
ZZ
DD
minfjx  yj t;mt=sg dxdy:
As " > 0 is arbitrary, this proves the lemma. 
Proof of Lemma 2.1. Let D be a xed dyadic cube and take t < s. Then, if
n is suciently large n(D) > 0, and the assumptions implies that
n(A) =
Z
A\D
Z
D
jx  yj t dn(x)

 1
dn(y)
denes a non-zero measure which is absolutely continuous with respect to
n. The measure n satises n(D) = n(D \ En).
By Jensen's inequality, the measure n satises
n(D) =
Z
D
Z
D
jx  yj t dn(x)

 1
dn(y)
=
Z
D
Z
D
jx  yj t
dn(x)
n(D)

 1 dn(y)
n(D)

ZZ
DD
jx  yj t
dn(x)
n(D)
dn(y)
n(D)

 1
:
By Lemma 5.1, we get that
n(D) 
C 2n(D)
2
2(D)2
ZZ
DD
jx  yj t
d(x)
(D)
d(y)
(D)

 1
=
C 2n(D)
2
(D)2
(D)2
It(D)
;
if n is suciently large. Hence, for large enough n, we have
n(D) 
C 2n(D)
2
2(D)2
(D)2
It(D)

C 4
4
(D)2
It(D)
 C0jDj
t;
for some constant C0 which depends only on d and t.
For U  D we have again by Jensen's inequality that
n(U) =
Z
U
Z
D
jx  yj t dn(x)

 1
dn(y)

Z
U
Z
U
jx  yj t
dn(x)
n(U)

 1 dn(y)
n(U)

Z
U
Z
U
jx  yjt
dn(x)
n(U)
dn(y)
n(U)
 jU jt:
Suppose now that fDkg is a disjoint cover of En \ D by dyadic cubes.
Then if n is large, we have by the estimates above thatX
k
jDkj
t 
X
k
n(Dk) = n(D \ En) = n(D)  C0jDj
t:
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This proves that M1t (En \D)  C0jDj
t when n is large and hence
lim inf
n!1
M1t (En \D)  C0jDj
t:
By [10], this implies that lim supEn 2 G s(Td). 
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