The algorithm for an indirect time domain (TD) analysis using arbitrary frequency domain method is presented. In previous work, an optimized version of the indirect timedomain method based on adaptive sampling iterative algorithm used in combination with Inverse Fast Fourier Transform (FFT) was presented. In this paper, the algorithm is further improved by circumventing the use of FFT altogether, and using the simple formula based on the analytical inverse Fourier transform. The proposed approach is faster and more convenient for use with the underlying iterative optimization method, as only a part of the frequency domain (FD) signal has to be transformed to the time domain during each iteration procedure.
INTRODUCTION
Transient analysis of thin wire structures can be generally performed via direct and indirect time domain methods [1] . Direct time domain methods are formulated and solved directly in the time domain, while indirect methods use frequency domain as a basis for the formulation, as well as for obtaining the set of frequency domain solutions. Thus obtained solutions need to be transformed into the time domain via some appropriate transformation technique, typically Inverse Fast Fourier Transform (FFT). Indirect time domain methods are therefore in principle easier to formulate and implement than direct time domain methods, which makes them more often used than direct time domain methods [1] - [2] . By using the well tested frequency domain solver, such as Thin Wire Numerical Solver (TWiNS) [3] , or Numerical Electromagnetic Code (NEC) [4] , as a basis for the indirect time domain analysis in combination with FFT, a reliable benchmark time domain results can be achieved [5] . On the other hand, for geometries which impulse response spans across larger frequency spectrum, or that are highly resonant, indirect methods are significantly less efficient than direct time domain methods, which require only one calculation, regardless of the observed geometry [1] - [2] . In this regard, additional advantage of the direct time domain methods is that transient response of the observed structure is usually of interest only in the early time interval, where the transient non-harmonic behavior is typically most pronounced. Indirect methods yield a transient response for all times, not only for the early time periods, which is also one of the reasons of their relative computational inefficiency when compared to the direct time domain methods. However, this problem can be significantly alleviated if uniform sampling of current where frequency domain solutions to be calculated is avoided. The basic idea is to perform the calculation only for the frequencies which significantly contribute to the corresponding time domain behavior of the system transient response, while other frequencies (with low amplitude harmonics or slowly changing transfer function of the system) can be interpolated. Typical examples of such an approach are algorithms focusing on the resonant frequencies or poles of the frequency domain solution, resulting in higher density of samples around the resonant frequencies [6] - [7] .
Similar approach was adopted in algorithm presented in [8] , where it was shown that more than an order of magnitude improvements of the overall computation time can be achieved using simple iterative adaptive sampling algorithm for finding significant resonant frequencies, and using simple linear interpolation for frequencies that are not sampled. In this paper, the algorithm presented in [8] is further improved by using analytical inverse Fourier transform. The usage of high enough number of points in Inverse FFT can be circumvented altogether and the unknown current in the frequency domain can be approximated as a series of known functions spanned by the points determined during the adaptive sampling step of the algorithm. In this way, a significantly smaller number of samples need to be used in order to calculate the time domain inverse of the frequency domain current, by subjecting the approximate function to the analytical inverse Fourier transform. The resulting function is a sum of simple closed form expressions that can be readily numerically evaluated. This procedure also has an additional advantage that the complete inversion, over the entire frequency span, does not need to be repeated in the each iteration. In other words, all summands need not be evaluated, but only those pertaining to the additional segments determined by the adaptive sampling algorithm. The principal advantage of this approach, when compared to the usage of FFT is its formulation simplicity and implementation when applied to the iterative adaptive sampling algorithm.
The layout of the paper is as follows: Chapter 2 outlines the basic algorithm presented in [8] , and in Chapter 3 the implementation of the analytical Inverse Fourier Transform on the previously described algorithm is presented. Numerical examples illustrating the method are given in Chapter 4, followed by Conclusion.
INDIRECT TIME-DOMAIN ANALYSIS USING ADAPTIVE SAMPLING ALGORITHM
The procedure of calculating time-domain results via indirect method based on NEC can be divided in several basic steps. First, viewing the geometry as a linear system, transfer function of the analyzed geometry H(f) is obtained by executing NEC sufficient number of times so that H(f) curve is accurate enough. If excitation with magnitude 1 and phase 0 is used for all frequencies, the obtained frequency domain current results represent the transfer function of the system. Then, time-dependant voltage source V(t) is sampled and FFT is performed, resulting in a frequency spectrum of the excitation V(f). Next, excitation frequency spectrum V(f) and structure transfer function H(f) are multiplied in the frequency domain thus obtaining frequency-domain current distribution on the observation point at the analyzed structure I(f). Finally, I(t) is calculated from I(f) via the Inverse FFT.
The principal disadvantage of this procedure, with regards to computational time, is that the frequency domain calculation has to be repeated sufficient number of times in order to obtain satisfactory accuracy of the results -that is, time domain current. Namely, H(f) have to be sampled with sufficient density of samples. If the analyzed structure is highly resonant, there will be very pronounced and narrow high magnitude peaks in H(f) function, that have to be sampled very densely. If the simplest, uniform sampling is used, there will be very high number of samples for such structures, and the overall calculation time will get unacceptably long. One, rather obvious, solution to this problem is selectively increasing the sampling density only around resonant frequencies. However, if no a priori knowledge about the waveform of the frequency domain response is assumed, the problem is related to efficient assessment of the resonant frequencies. This problem can then be tackled by using some adaptive sampling algorithm. Generally, the basic idea of adaptive sampling is to construct iterative algorithm for selecting the frequencies that are most likely to be near the resonant frequencies, based on the results from the previous iteration. One such algorithm was presented in [8] , and in this chapter, a basic outline of this algorithm is presented.
The algorithm can be described in several fundamental steps:
1. Initial guess: select initial small set of frequencies 2. Frequency domain calculation of the current for each frequency on a given frequency set 3. Obtain time-domain current using Inverse FFT 4. Decide if time domain current is accurate enough -if yes, go to step 7 5. Based on the frequency domain results obtained so far, find a new frequency set to be calculated 6. Go to step 2 7. End Initially, an arbitrary set of frequencies is chosen in order to obtain a very rough estimate of the transfer function. If no previous knowledge about the frequency domain structure behavior is assumed, then a straightforward choice is to simply use a small set of frequencies uniformly distributed from zero to some maximum frequency. In the next step, frequency domain calculation is repeated for all of the chosen frequencies. This can be undertaken by any frequency domain method suitable for the analysis of the observed geometry. Although the third step can be avoided, the intermediate time-domain results can be convenient in construction of the stopping criteria, as described in [8] . Inspection of the intermediate time-domain results is also useful in case the iteration is to be stopped by hand, prior to fulfillment of the stopping criteria in the fourth step.
The crux of the algorithm is in the fifth step. The question is how to decide what frequencies to choose in the next iteration. The algorithm should choose those frequencies where the impact of the error between approximated and the actual transfer function on the shape of the resultant time domain current is expected to be the greatest. Obviously, the best candidates for these are the resonant frequencies. The behavior of the transfer function H(f) around the resonant frequencies will manifest itself as a rapid change in the curve representing the absolute value of H(f). So, the basic idea is to choose the frequencies where the rate of change of the |H(f)| is the greatest. However, in case the magnitude of |H(f)| is very small, even in case the curve is very steep, the frequencies with much greater magnitudes of |H(f)| will have a more significant influence on the final time domain results. It follows that the criteria for choosing the frequencies to be calculated in the next iteration should take into account both the rate of change and the magnitude of the transfer function around each of the frequencies calculated in the previous iterations. 
is added only if i e is large enough
These criteria can be described by a very simple relation assigning an error estimate e i to each of the frequencies calculated so far. The error i e for i-th point is constructed by taking into account neighboring points. As illustrated in Fig.  1 , the value of estimated error i e represents the difference between magnitude at the frequency 1 i f  (point C), and extrapolated value (point C * ), based on points A and B:
Estimating the errors for each pair ( , )
i i f h , only frequencies with estimated error i e greater then some minimum value e min are chosen as a reference for adding a new frequency, and new frequencies to be calculated in next iteration are chosen halfway between i f and 1 i f  , as illustrated in Fig. 1 . The value of e min is chosen so that in next iteration, only the points with associated above average error estimations are used for calculation of the new frequencies. This can be determined using the standard deviation of all estimated errors: N is the total number of frequencies calculated up to the current iteration and K is empirical coefficient, typically chosen between 1 and 1,5.
ANALYTICAL INVERSE FOURIER TRANSFORM OF THE APPROXIMATE FUNCTION
Instead of using inverse FFT and resampling the transfer function to obtain time domain results, a simple method, that requires only samples acquired during adaptive sampling estimation in previous iteration, can be used. The basic idea is to use simple linear interpolation to approximate the segment of the unknown I(f) function as analytical function fully described by the two neighboring samples. Fig. 2 . depicts a general case where the unknown current can be approximated by linear function along the segment k, bracketed by the frequencies f k and f k+1 :
Figure 2 -Linear interpolation of the FD current
Expression (5) can be rewritten as
where
Current along k-th segment can now be subjected to the analytical inverse Fourier transform:
In order to obtain real time domain counterpart of the current function, the additional term, corresponding to the negative frequencies, is required: As Figure 7 illustrates, geometry (b) is highly resonant when compared with geometry (a). The use of the adaptive sampling can therefore be expected to have more impact in this case, then if simple structure, without the highly pronounced peaks in its transfer function, is analyzed. The adaptive sampling algorithm, when compared to simple uniform sampling, reduces the total number of samples by a factor of two in the case of geometry (a). However, if the geometry (b) (which is highly resonant, as illustrated in Fig. 7 (b) ) almost tenfold decrease in number samples can be expected if adaptive sampling is used.
CONCLUSION
The adaptive sampling algorithm is in this work further modified to obtain the time domain results from the frequency domain results using the analytic inverse Fourier transform instead of Inverse FFT. Unlike FFT, the derived analytical expression need not be evaluated for the complete frequency domain results, but only for the frequencies changed during each iteration, which makes this approach more suitable for the use with iterative algorithm. Although this makes the use of the analytical transformation much more efficient relative to Inverse FFT, the overall performance improvements are not significant, since calculation time requirements of FFT during each iteration is typically negligible to the overall iteration calculation time. However, using the simple analytical expression instead of the Inverse FFT is much easier to formulate and implement within the existing adaptive sampling algorithm.
