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ON POPULATION GROWTH WITH CATASTROPHES
BRANDA GONCALVES, THIERRY HUILLET, AND EVA LO¨CHERBACH
Abstract. Deterministic population growth models can exhibit a large vari-
ety of flows, ranging from algebraic, exponential to hyper-exponential (with
finite time explosion). They describe the growth for the size (or mass) of some
population as time goes by. Variants of such models are introduced allowing
logarithmic, exp-algebraic or even doubly exponential growth. The possibility
of immigration is also raised. An important feature of such growth models is to
decide whether the ground state 0 is reflecting or absorbing and also whether
state ∞ is accessible or inaccessible.
We then study a semi-stochastic catastrophe version of such models (also
known as Piecewise-Deterministic-Markov Processes, in short, PDMP). Here,
at some jump times, possibly governed by state-dependent rates, the size of
the population shrinks by a random amount of its current size, an event pos-
sibly leading to instantaneous local (or total) extinction. A special separable
shrinkage transition kernel is investigated in more detail, including the case of
total disasters. Between the jump times, the new process grows, following the
deterministic dynamics started at the newly reached state after each jump. We
discuss the conditions under which such processes are either transient or re-
current (positive or null), the scale function playing a key role in this respect,
together with the speed measure cancelling the Kolmogorov forward opera-
tor. The scale function is also used to compute, when relevant, the law of the
height of excursions. The question of the finiteness of the time to extinction
is investigated together (when finite), with the evaluation of the mean time to
extinction, either local or global. Some information on the embedded chain to
the PDMP is also required when dealing with the classification of states 0 and
∞ that we exhibit.
Keywords: Deterministic population growth, catastrophe, PDMP, recur-
rence/transience, scale function, height and length of excursions, speed mea-
sure, expected time to extinction, classification of boundary states.
AMS Classification: 60J25, 60H10, 92A15.
1. Introduction
Deterministic population growth models (1) with power-law rates α (x) = α1x
a,
α1 > 0, can exhibit a large variety of behaviors, ranging from algebraic (a < 1),
exponential (a = 1) to hyper-exponential (finite time explosion if a > 1). They
describe the growth for the size (or mass) xt (x) of some population at time t ≥ 0
and with initial condition x ≥ 0. In this setup, self-similarity (with Hurst index H =
1/ (1− a)) plays a key role, together a time substitution. Variants of this model are
introduced allowing logarithmic, exp-algebraic or even doubly exponential growth.
The possibility of immigration is also raised. An important feature of such growth
models will be to decide whether state 0 is reflecting or absorbing and also whether
state ∞ is accessible or inaccessible.
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We will then study a particular class of piecewise deterministic Markov processes
(PDMP’s) which are semi-stochastic catastrophe versions Xt (x) of the above mod-
els. The process Xt(x) describes the size of a population, initially of size x, at
time t. At some random jump times the size of the population shrinks by a random
amount of its current size, an event possibly leading to instantaneous local extinc-
tion. Between the jump times, Xt (x) grows following the deterministic dynamics
started at the newly reached state after each jump.
Semi-stochastic models of a similar flavor were considered in [4], [5], [6], [11], [12],
[18] and [20]. See also [3], [9], [10] and [16].
2. Deterministic population growth models
In this Section, we discuss several deterministic population growth models of the
form
.
xt = α (xt), x0 = x where α (x) is continuous on [0,∞), positive on (0,∞) or
even sometimes on [0,∞).
2.1. A class of self-similar growth models. Let xt ≥ 0 denote the size (mass)
of some population at time t ≥ 0, with initially x := x0 ≥ 0. With α1, a > 0,
consider the growth dynamics
(1)
.
xt = α1x
a
t , x0 = x,
for some growth field α (x) := α1x
a. Note that in this case α (x) is increasing with
x. Integrating when a 6= 1 (the non linear case), we get formally
(2) xt (x) =
(
x1−a + α1 (1− a) t
)1/(1−a)
.
In principle, such growth models are considered for some positive initial condition
x. Because we will deal in the sequel with catastrophic events that can send the
population to state 0, it is also important to consider such growth models when
started at x = 0. Either after hitting state 0, the population remains stuck to 0,
and in this case 0 is absorbing. Or the population can regenerate starting afresh
from 0, and 0 is reflecting.
Three cases arise:
• 0 < a < 1: then x ≥ 0 makes sense and in view of 1/ (1− a) > 1, the growth of xt
is algebraic at rate larger than 1. We note that xt (x) := xt given x (0) = x obeys
the self-similarity property: for all λ > 0, t ≥ 0 and x ≥ 0, xλt
(
λHx
)
= λHxt (x),
with H := 1/ (1− a) > 1, the Hurst exponent. When x = 0, the dynamics has
two solutions, one xt (0) ≡ 0 for t ≥ 0 and the other xt (0) = (α1 (1− a) t)1/(1−a)
because the velocity field α (x) in (1) with α (0) = 0, is not Lipschitz as x gets close
to 0, having an infinite derivative. The solution xt (0) = (α1 (1− a) t)1/(1−a) with
x = 0 reflects some spontaneous generation phenomenon: following this path, the
mass at time t > 0 is not 0, although initially it was. Whenever the spontaneous
generation phenomenon holds, we shall say that state 0 is reflecting.
• a > 1: then x > 0 only makes sense and explosion or blow-up of x (t) occurs in
finite time t∗(x) = x1−a/ [α1 (a− 1)]. We get
xt (x) = x (1− t/t∗ (x))1/(1−a) ,
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with algebraic singularity. Up to the explosion time t∗(x), x (t) is self-similar with
Hurst exponent H = 1/ (1− a) < 0. Whenever x (t) blows up in finite time, fol-
lowing [21], we shall speak of an hyper-exponential growth regime. This model was
shown meaningful as a world population growth model over the last two millenaries,
[21]. There is also some recent empirical interest into models with similar behavior
in [19] , [13] and [14]. The finite-time explosion feature, the related interpretation
problems and the previous works about this interpretation have been emphasized in
[17], where the author considers the technological advance of a given market. More
technically, necessary and sufficient conditions for the existence of such a blow-
ing up regime involving the asymptotic form of the local series representation for
the general solutions around the singularities are given in [8]. Whenever a growth
process exhibits finite time explosion, we shall say that state ∞ is accessible.
• a = 1: this is a simple special case not treated in (2), strictly speaking. However,
expanding the solution (2) in the leading powers of 1− a yields consistently:
(3)
xt (x) = e
log(x1−a+α1(1−a)t)/(1−a)
= elog[x
1−a(1+α1xa−1(1−a)t)]/(1−a) ∼ xe(1/(1−a))α1xa−1(1−a)t ∼ xeα1t.
Here x ≥ 0 makes sense for (1) with xt (x) = xeα1t for t ≥ 0 if x ≥ 0. This is the
simple Malthus growth model. The Malthus regime with a = 1 will be called “dis-
criminating” for (1), in the sense that it separates a slow algebraic growth regime
(a < 1) and a blowing-up regime (a > 1).
Remark: (i) One can extend the range of a as follows: if a = 0, for all x ≥ 0,
x (t) = x + α1t, a linear growth regime. If a < 0, (2) holds for all x ≥ 0 : be-
cause 1/ (1− a) < 1 the growth of xt is again algebraic but now at rate smaller
than 1. In this case, α (x) = α1x
a is now decreasing with x. When a ≤ 0, the
spontaneous generation phenomenon also holds with the velocity field α (x) itself
diverging near x = 0 if a < 0: the solution xt ≡ 0 for t ≥ 0 is no longer valid.
For this range of a, xt (x) obeys the self-similarity property with Hurst exponent
H = 1/ (1− a) ∈ (0, 1].
(ii) Slow logarithmic growth: letting α (x) = α0e
−x leads to
xt (x) = log (e
x + α0t) = x+ log
(
1 +
α0
ex
t
)
.
For such a model, state 0 is reflecting and state∞ is inaccessible. Again here α (x)
is decreasing with x.
(iii) One can also extend the range of α1 as follows: if α1 < 0, depending on 0 < a <
1 or a > 1, the process either goes extinct in finite time text = x
1−a/ [α1 (a− 1)] or
decays at algebraic rate 1/ (1− a) reaching 0 in infinite time (respectively). Because
growth is our main interest, we shall avoid this case in general.
2.2. Other choices of α. In general α (x) will be assumed continuous on [0,∞),
positive on (0,∞). Then ∫ xt(x)
x
dy
α (y)
= t.
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If for x > 0, I0 (x) :=
∫ x
0
dy
α(y) <∞, then we have
xt (x) = I
−1
0 (I0 (x) + t) .
If for x > 0, I0 (x) =∞ and I∞ (x) :=
∫∞
x
dy
α(y) <∞, then
xt (x) = I
−1
∞ (I∞ (x)− t) .
Finally we have in all cases,
xt (x) = I
−1 (I (x) + t) ,
where I (x) =
∫ x dy
α(y) is an indeterminate integral. This occurs for example when
α (x) = xae−bx with a > 1 and b > 0.
Clearly, I0 (x) being the time needed to reach some state x inside the domain (0,∞)
starting from 0 and I∞ (x) being the time needed to reach ∞ starting from some x
inside the domain,
I0 (x) < ∞⇐⇒ state 0 is reflecting, I∞ (x) <∞⇐⇒ state ∞ is accessible,
I0 (x) = ∞⇐⇒ state 0 is absorbing, I∞ (x) =∞⇐⇒ state ∞ is inaccessible.
2.3. Exponentiating and log-self-similarity. With µ, a > 0, consider now the
dynamics driven by α (x) = µ (1 + x) (log (1 + x))
a
given by
(4)
.
xt = µ (1 + xt) (log (1 + xt))
a
, x0 = x ≥ 0.
Then we have
I0 (x) <∞⇐⇒ a < 1 and I∞ (x) <∞⇐⇒ a > 1.
Introducing zt = log (1 + xt) and z = log (1 + x), zt obeys (1) with initial condition
z. Integrating (4), we get formally if a 6= 1
(5) xt (x) = exp
(
(log (1 + x))
1−a
+ µ (1− a) t
)1/(1−a)
− 1.
We conclude:
• 0 < a < 1: the integrated solution makes sense and the growth of xt is exp-
algebraic at algebraic rate 1/ (1− a) > 1. In this case, xt is log-self-similar with
Hurst exponent α = 1/ (1− a) > 1.
• a > 1: an explosion or blow-up of xt occurs in finite time t∗(x) given by t∗(x) =
(log (1 + x))
1−a
/ [µ (a− 1)]. Up to the explosion time t∗(x), xt is log-self-similar
with Hurst exponent α = 1/ (1− a) < 0. We get
xt (x) = (1 + x)
(1− tt∗(x) )
1/(1−a)
− 1,
with an essential singularity.
• a = 1: then (4) has a super-exponential solution xt (x) = (1 + x)e
µt − 1 for t ≥ 0.
Growth occurs at super-exponential (or double exponential) pace. a = 1 is discrim-
inating for (4) again separating an exp-algebraic growth regime and a blowing-up
regime. State 0 absorbing (I0 (x) =∞) and state ∞ is not accessible in finite time
(I∞ (x) =∞). In this case, with I (x) =
∫ x dy
µ(1+y) log(1+y) =
1
µ log (log (1 + x)) ,
xt (x) = I
−1 (I (x) + t) .
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One can extend the range of a as follows: if a = 0, xt = (1 + x) e
µt − 1, the
Malthusian exponential growth regime. If a < 0, (5) holds for all x ≥ 0 : because
1/ (1− a) < 1, the growth of xt is exp-algebraic with time now at algebraic rate
smaller than 1 and xt is log-self-similar with Hurst exponent α = 1/ (1− a) ∈ (0, 1].
Let us finally discuss some related choices of α (x) .
- α (x) = α0e
x leads to
xt (x) = − log
(
e−x − α0t
)
= x− log (1− t/t∗ (x)) , t < t∗(x),
which explodes logarithmically at t∗ (x) = e−x/α0. Here,
I0 (x) <∞ and I∞ (x) <∞,
such that state 0 is reflecting and state ∞ accessible.
- α (x) = α1x
aebx, again emphasizing that it is possible to have ∞ accessible in
finite time and 0 reflecting. Indeed,
I0 (x) <∞⇐⇒ a < 1 and I∞ (x) <∞⇐⇒ b > 0.
2.4. Immigration. We will now briefly consider two cases involving immigration
(α0 > 0).
1/ α (x) = α0 + α1x
a (constant immigration rate α0).
2/ α (x) = α0x+ α1x
a (linear immigration rate α0x).
Case 1/: The solution to
.
xt = α (xt) = α0 +α1x
a
t , x0 = x is xt (x) = I
−1 (I (x) + t)
where
I (x) =
∫ x dy
α0 + α1ya
=
x
α0
F
(
1,
1
a
,
1
a
+ 1;−α1
α0
xa
)
involving the Gauss hypergeometric function F (a, b, c; z) .
Clearly, I∞ (x) < ∞ ⇐⇒ a > 1 (state ∞ accessible in finite time) and I0 (x) < ∞
for all a (state 0 reflecting).
When a = 1,
xt (x) = xe
α1t +
α0
α1
(
eα1t − 1)
corresponding to a version of Malthus growth model having state 0 reflecting.
Case 2/: The solution to
.
xt = α (xt) = α0xt + α1x
a
t , x0 = x, is explicitly known
(Bernoulli ODE). It is given by
xt (x) = e
α0t
(
x1−a +
α1
α0
(
1− e−(1−a)α0t
))1/(1−a)
,
for all a 6= 1. When a = 1, xt (x) = xe(α0+α1)t (Malthus), already discussed.
Clearly, I∞ (x) < ∞ ⇐⇒ a > 1 (state ∞ accessible in finite time t∗ (x) =
1
(a−1)α0 log
(
1 + α0α1x
1−a
)
) and I0 (x) <∞⇐⇒ a < 1 (state 0 reflecting).
Conclusion: For a large class of relevant α (x) , it is easy to decide
I0 (x) < ∞⇐⇒ state 0 is reflecting, I∞ (x) <∞⇐⇒ state ∞ is accessible,
I0 (x) = ∞⇐⇒ state 0 is absorbing, I∞ (x) =∞⇐⇒ state ∞ is inaccessible.
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2.5. Time-changes. Consider the simple dynamical system
(6)
.
yτ = 1, y0 = x,
in integrated form: yτ = x+ τ . This most simple growth process was considered in
[3]. Consider the time change
tτ =
∫ τ
0
1
α (yτ ′)
dτ ′.
Its inverse τ t defined by tτt = t satisfies
.
τ t = 1/ t˙τt = α (yτt) showing that xt := yτt
obeys
.
xt =
.
yτt ·
.
τ t = α (xt) , x0 = y0 = x, which is (1). The system (1) is thus a
time-changed version of (6).
3. Including catastrophes
In this Section we study semi-stochastic catastrophe versions Xt (x) of such models.
3.1. The PDMP Model (sample paths). With α (x) continuous on [0,∞), pos-
itive on (0,∞) and non-negative on [0,∞), consider the population growth models
.
xt = α (xt) , x0 = x.
Then t′ > t ≥ 0 entails xt′ (x) > xt (x), provided x > 0 and xt′(x) < ∞, possibly
reaching ∞ at some time t∗ (x) = I∞(x) ≤ ∞. Let β (x) be a continuous rate
function on [0,∞), positive on (0,∞). To define a new process Xt including catas-
trophes, suppose jumps occur at a state dependent rate β (x) . At the jump times,
the size of the population shrinks by a random amount ∆ (Xt−) ∈ (0, Xt−] of its
current size Xt−. Up to the next jump time, X grows following the deterministic
dynamics started at Y (Xt−) := Xt− −∆ (Xt−).
Let
P (X ≤ y | X− = x) = P (∆(x) ≥ x− y) = H (x, y) , y ≤ x,
be the kernel H which fixes the law of the jump amplitude. Clearly H (x, y) is a
non-decreasing function of y with H (x, y) = 1 for all y ≥ x. We shall also write
H (x, dy) = H (x, 0) δ0 +H (x, dy) ,
H (x, y) =
∫ y
0
H (x, dy′) = H (x, 0) +H (x, y) ,
with H (x, 0) = 0, H (x, x) = 1 − H (x, 0) . If H (x, 0) > 0, there is a positive
probability of disasters (instantaneous local extinction).
A special (separable) interesting case is when
H (x, y)
∗
=
h (y)
h (x)
=
h (0)
h (x)
+
h (y)− h (0)
h (x)
,
for some positive non-decreasing right-continuous function h.
Although our main concern will deal with this particular structure of H, we mention
other interesting shapes that it can take, opening the way to further studies.
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Example 1. (i) - If H(x, y) = h(y)/h(x) (the separable case), then necessarily
x→ H(x, y) is non-increasing in x for all y (because x→ H(x, y) is non-decreasing
in y for all x entailing h non-decreasing). Particular cases are:
* h(x) = ex in which case H(x, 0) = e−x > 0 (instantaneous disaster can occur with
some positive probability). This it the continuous version of the truncated geometric
model defined in [16].
Letting Z > 0 random, with cpdf FZ (z) = P (Z > z), H (x, y) = FZ (x) /FZ (y) is
also in this class, with H (x, 0) = FZ (x) > 0.
* h(x) = x in which case H(x, 0) = 0 (no instantaneous disaster).
In the latter two examples H(∞, y) = 0 and there is no way to come down from
infinity.
- Let Z > 0 random and proper, with pdf FZ (z) = P (Z > z). Suppose H (x, y) =
h(y)/h(x) with h(x) = h (∞) − (h (∞)− h (0))FZ (x), for some constants ∞ >
h (∞) > h (0) > 0. Then, h(x) being bounded above, H(∞, y) = 1−h(∞)−h(0)h(∞) FZ (y)
and there is a possibility to come down from infinity. Note H (x, 0) = h(0)/h(x) >
0.
(ii) - If, with u ∈ (0, 1), H (x, dy) = δux, then after each catastrophe a fixed fraction
u of the previous population is kept.
In this case H (x, y) = 1 (y ≥ ux) which is not separable.
- Let U ∈ (0, 1) random, with pdf FU (u) = P (U ≤ u) . Define H (x, y) = FU
(
y
x
)
.
After each catastrophe a random fraction U of the previous population is kept.
If FU (u) = u
α, α > 0 (U ∼beta(α, 1)), we are led to a separable case: H (x, y) =(
y
x
)α
= h(y)h(x) with h (x) = x
α, h (0) = 0 whence H (x, 0) = 0. The case α = 1 was
already discussed.
If FU (u) = 1− (1− u)β, β > 0 (U ∼beta(1, β)), we are led to a non separable case:
H (x, y) = 1− (1− yx)β .
If U ∼beta(α, β), α, β > 0 and β 6= 1, the model is not separable.
- Let Z > 0 random, with cpdf FZ (z) = P (Z > z). Suppose H (x, y) = FZ (x− y) .
Except when FZ (z) = e
−z, this is a non-separable case which is non-decreasing in
y for all x and non-increasing in x for all y. While H (x, 0) = FZ (x) > 0, there is
a positive probability of disasters. Example (Pareto): FZ (z) = (1 + z)
−α
, α > 0.
- Let Z > 0 random, with pdf FZ (z) = P (Z ≤ z) and suppose that H (x, y) =
FZ (x+ y) /FZ (2x) . This is a non-separable case which is non-decreasing in y
for all x and not necessarily non-increasing in x for all y. While H (x, 0) =
FZ (x) /FZ (2x) > 0, there is a positive probability of disasters. Note also ∀y ≥ 0,
H (∞, y) = 1 : if the process X ever hits ∞ and jumps down, it is instantaneously
reset to 0. Example (exponential): FZ (z) = 1− e−αz, α > 0.
- In the separable case, with l (z) = ddz log h (z) ,
H (x, y) = e−
∫ x
y
l(z)dz,
where the integral only depends on the terminal and initial values x and y.
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Introducing a Poisson random measure M (dt, dx) on [0,∞) × [0,∞) with inten-
sity dtdz, we are thus led to consider the piecewise deterministic Markov process
(PDMP) Xt(x) with state-space [0,∞] obeying
(7) dXt(x) = α (Xt−(x)) dt−∆(Xt−(x))
∫ ∞
0
1{z≤β(Xt−(x)(x))}M (dt, dz) ,
X0(x) = x. The associated infinitesimal generator is given for any smooth test
function u by
(8) Gu(x) = α(x)u′(x) + β(x)
∫ x
0
[u(y)− u(x)]H(x, dy), x ≥ 0.
In the separable case H(x, y) = h(y)/h(x), this reads
(9) Gu(x) = α(x)u′(x)− β(x)/h(x)
∫ x
0
u′(y)h(y)dy, x ≥ 0.
The underlying jump counting process is
(10) dNt(x) =
∫ ∞
0
1{z≤β(Xt−(x))}M (dt, dz)
with
E (Nt(x)) = E
∫ t
0
β (Xs (x)) ds.
Defining
(11) Tx = inf{t > 0 : Xt(x) 6= Xt−(x)} = inf {t > 0 : Xt 6= Xt− | X0 = x}
(with the convention that inf ∅ =∞), Tx is the time at which a first jump occurs.
In what follows, we shall write S0 = 0 ≤ S1 ≤ S2 ≤ . . . ≤ Sn for the successive
jump times of the process Xt(x). Notice that S1 = Tx. Moreover, conditionally on
XS1 = x1, S2 − S1 L= TXx1 , etc.
We shall also consider
τx,0 = inf {t > 0 : Xt(x) = 0} = inf {t > 0 : Xt = 0 | X0 = x} , inf ∅ := +∞,
which is the first time to local extinction. We are led to the following distinctions:
1/ Total catastrophes (disasters):
H (y, 0) = 1 for all y > 0,
which means that P (XTx = 0 | XTx− = y) = P(∆(y) = y) = 1.
Given x > 0, state 0 is reached with probability 1, provided Tx <∞ almost surely.
- If 0 is absorbing for xt, then Xt = 0 for all t ≥ Tx. Moreover Tx coincides with
the first time to extinction τx,0.
- If 0 is reflecting for xt, Xt possibly visits 0 a finite or an infinite number of times
depending on weather Tx <∞ almost surely or not.
2/ Partial catastrophes (catastrophes without disasters):
H (x, 0) = 0 for all x > 0,
which is equivalent to P(∆(x) < x) = 1 for all x > 0.
Given x > 0, state 0 is never visited. The reflecting/absorbing status of state 0 is
unimportant, being never reached. Formally, τx,0 =∞.
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3/ General catastrophes:
H (x, 0) ∈ (0, 1) ,
which means that P(∆(x) < x) ∈ (0, 1) for all x > 0. Then P (X > 0 | X− = x) =
P(x−∆(x) > 0) = 1−H (x, 0) ∈ (0, 1) .
- If 0 is absorbing for xt, Xt = 0 for all t ≥ τx,0, where τx,0 is stochastically larger
than Tx.
- If 0 is reflecting for xt, Xt possibly visits 0 a finite or an infinite number of times.
Remark 1. In [3], a special case of PDMP with α (x) = 1 (corresponding to
α (x) = α1x
a, α1 = 1 and a = 0) was considered. In [18], a special (Malthusian)
case of PDMP corresponding to α (x) = α1x was considered.
3.2. First jump distribution. Given X0 = x ≥ 0, the first jump time Tx is
defined by
Tx = inf (t > 0 : Xt 6= Xt− | X0 = x) ,
Thus, for x > 0, the law of first jump time Tx is
P (Tx > t) = Px (Nt = 0) = Px
(∫ t
0
∫ ∞
0
1{z≤β(xs(x))}M (ds, dz) = 0
)
,
where Nt(x) was defined in (10) above. Suppose that I∞(x) = ∞, that is, there
is no finite-time explosion of xt (x) . Then, with γ (x) := β (x) /α (x) and Γ (x) :=∫ x
γ (y) dy, an increasing function defined as an indefinite integral, we get, since
α > 0 on (0,∞),
(12) P (Tx > t) = e
− ∫ t
0
β(xs(x))ds = e−[Γ(xt(x))−Γ(x)].
Note that the left endpoint (lower bound) of the support of the law of Tx is 0. In
the sequel, we shall impose the following two conditions.
Assumption 1. Γ (∞) =∞.
Assumption 2. Γ (0) > −∞.
Notice that imposing Assumption 1 ensures P (Tx <∞) = 1. Indeed, since α >
0 on (0,∞), for any x > 0, xt(x) → ∞ as t → ∞, which, together with (12)
allows to conclude. Moreover, imposing Assumption 2 implies that for all t ≥ 0,
limx→0 P (Tx > t) > 0 (this is condition 2.6 in [9]). In case 0 is absorbing, from
(12), P(T0 > t) = 1, meaning T0 = ∞ almost surely. Being absorbed at 0, the
process X will never return to 0 in finite time.
If 0 is reflecting, the definition of T0 in (11) makes sense replacing x by 0, and
(12) remains valid, since t 7→ xt(0) is invertible. In this case, Assumption 2 is
automatically satisfied.
Under Assumption 1 together with I∞(x) =∞, we obtain for x > 0
(13) E (Tx) =
∫ ∞
0
e−
∫ xt(x)
x
γ(y)dydt =
∫ ∞
x
1
α (z)
e−
∫ z
x
γ(y)dydz
= eΓ(x)
∫ ∞
x
1
α (z)
e−Γ(z)dz.
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Notice that under Assumption 1, the above expression is finite if we assume that β
is lower-bounded in a neighborhood of ∞, say by a strictly positive constant c > 0.
Then for x sufficiently large,
E (Tx) = e
Γ(x)
∫ ∞
x
1
α (z)
e−Γ(z)dz = eΓ(x)
∫ ∞
x
dz
β (z)
γ (z) e−Γ(z)
≤ 1
c
∫ ∞
x
γ(z)e−Γ(z)dz <∞,
since we supposed that Γ(∞) =∞.
Remark 2. If β(0) > 0, then Assumption 2 implies I0(x) < ∞, such that 0 is
necessarily reflecting. Notice also that β(∞) < ∞ together with Assumption 1
implies that I∞(x) =∞.
Remark 3. Under Assumption 1 and if I∞(x) = ∞, for x > 0, we may rewrite
E (Tx) as follows.
E (Tx) = e
Γ(x)
∫ ∞
x
dz
β (z)
γ (z) e−Γ(z).
Introducing the random variable G (x) with density
P (G (x) ∈ dz) = dzeΓ(x)γ (z) e−Γ(z)1{z>x},
this is also
E (Tx) = E
(
1
β (G (x))
)
.
Example 2. We take α (x) = α1x
a with a ≤ 1 such that state ∞ is inaccessible.
Moreover we choose β (x) = β1x
b with b > a − 1, whence γ (x) = γ1xb−a, Γ (x) =∫ x
γ (y) dy = γ1b−a+1x
b−a+1. Notice that Γ (0) = 0, Γ (∞) =∞ and
Γ (xt (x))− Γ (x) = γ1
b− a+ 1
[
yb−a+1
]xt(x)
x
=
γ1
b− a+ 1
(
xt (x)
b−a+1 − xb−a+1
)
=
γ1
b− a+ 1
((
x1−a + α1 (1− a) t
)(b−a+1)/(1−a) − xb−a+1) .
In this case, Tx has a shifted Weibull distribution, with mean
E (Tx) =
e
γ1
b−a+1x
b−a+1
α1 (b− a+ 1)
∫ ∞
xb−a+1
u
1−a
b−a+1−1e−
γ1
b−a+1udu <∞.
As x→ 0, Γ (xt (x))− Γ (x)→ γ1b−a+1 (α1 (1− a) t)(b−a+1)/(1−a) . T0 has a Weibull
distribution, with
E (T0) =
1
α1 (1− a)
(
γ1
b− a+ 1
)− 1−ab−a+1
Γ
(
1 +
1− a
b− a+ 1
)
.
If a = 1 (0 absorbing), E (T0) = ∞ since β(0) = 0. If a < 1 (0 reflecting),
0 < E (T0) <∞.
We finally present an example where Assumption 2 is not verified. Such cases will
not be considered in the sequel of this work.
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Example 3. (Critical case). If α (x) = α1x
a with a < 1 (state ∞ inaccessible
and state 0 reflecting) and β (x) = β1x
b with b = a − 1, then γ (x) = γ1/x,
Γ (x) =
∫ x
γ (y) dy = γ1 log x such that Γ (0) = −∞ and Γ (∞) = ∞. We have
Γ (xt (x))− Γ (x) = γ1 log
(
xt(x)
x
)
and
P (Tx > t) =
(
xt (x)
x
)−γ1
=
(
1 +
α1 (1− a) t
x1−a
)−γ1/(1−a)
,
following a Pareto distribution. We have
E (Tx) =
xγ1
α1
∫ ∞
x
z−(a+γ1)dz
which is finite if and only if γ1 > 1 − a. In this case, E (Tx) = 1α1(γ1+a−1)x
1−a.
Clearly, limx→0 E (Tx) = E (T0) = 0, since a < 1, and this corresponds to Γ(0) =
−∞.
3.3. First jump time in case of finite time explosion. If xt (x) explodes in
finite time t∗ (x) > 0, that is, if I∞(x) < ∞, then we still have for all t ≥ 0 the
equality
P (Tx > t) = e
− ∫ t
0
β(xs(x))ds
which equals, for all t < t∗(x),
P (Tx ≥ t) = P (Tx > t) = e−
∫ t
0
β(xs(x))ds = e−[Γ(xt(x))−Γ(x)].
Letting t ↑ t∗ (x) in the above equation, we get
P (Tx ≥ t∗ (x)) = e−[Γ(∞)−Γ(x)]
by monotone convergence, since Γ is increasing, whence the necessary and sufficient
condition
(14) P (Tx ≥ t∗ (x)) = 0⇐⇒ Γ (∞) =∞.
Notice that under Assumption 1, the representation (13) remains valid for all x > 0,
and also for x = 0 if 0 is reflecting. Notice finally that E (Tx) <∞ since Tx < t∗(x)
almost surely.
Example 4. We consider α (x) = α1x
a with a > 1 such that the solution xt (x) =(
x1−a + α1 (1− a) t
)1/(1−a)
explodes in finite time at t∗ (x) = x1−a/ [α1 (a− 1)] .
Taking β (x) = β1x
b, we have for b 6= a− 1,
Γ (x) =
γ1
b− a+ 1x
b−a+1 such that Γ (∞) =∞⇐⇒ b > a− 1.
If b > a− 1, then Tx < t∗(x) almost surely.
If 0 < b < a − 1, then Γ (∞) = 0 and β(∞) = ∞, and Tx has an atom at t∗ (x)
with mass e
γ1x
b−a+1
b−a+1 . If b = 0, the process jumps at constant rate independently of
its value (finite or infinite). Finally, if b < 0, then β(∞) = 0 and Tx = +∞ with
probability e
γ1x
b−a+1
b−a+1 .
Example 5. We continue the preceding example with α (x) = α1x
a, a > 1, but
now we take β (x) = β1.Then γ (x) = γ1x
−a and Γ (x) = γ11−ax
1−a. In particular,
Γ (0) = −∞ and Γ (∞) = 0. 0 is absorbing in this case, such that formally, T0 =∞
almost surely. Moreover, for all x > 0, Tx follows an exponential distribution with
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parameter β1. We check that Γ (xt (x))−Γ (x) =
∫ xt(x)
x
γ (y) dy = γ11−a
[
y1−a
]xt(x)
x
=
γ1
1−a
(
xt (x)
1−a − x1−a
)
= β1t if t < t∗(x) = x
1−a/ [α1 (a− 1)] , where we recall that
xt (x) =
(
x1−a + α1 (1− a) t
)1/(1−a)
. Applying the representation in the middle of
(12), we obtain E (Tx) = β
−1
1 as expected.
3.4. Joint distribution of (Tx, XTx). Under the assumption I∞(x) = +∞, we
have for all y ∈ [0, xt (x)) ,
P (Tx ∈ dt,XTx ∈ dy) = dtβ (xt (x)) e−
∫ t
0
β(xs(x))dsH (xt (x) , dy)
= dtβ (xt (x)) e
− ∫ xt(x)
x
γ(z)dzH (xt (x) , dy) .
Moreover,
P (Tx > τ,XTx ∈ dy) =
∫ ∞
τ
dtβ (xt (x)) e
− ∫ xt(x)
x
γ(z)dzH (xt (x) , dy)
= eΓ(x)
∫ ∞
xτ (x)
dzγ (z) e−Γ(z)H (z, dy)
and
E (Tx1 (XTx ∈ dy)) =
∫ ∞
0
dτ
∫ ∞
xτ (x)
dzγ (z) e−(Γ(z)−Γ(x))H (z, dy)
= eΓ(x)
∫ ∞
x
dz′
α (z′)
∫ ∞
z′
dzγ (z) e−Γ(z)H (z, dy) ,
such that
P (XTx ∈ dy) =
∫ ∞
0
dtβ (xt (x)) e
− ∫ xt(x)
x
γ(z)dzH (xt (x) , dy)
=
∫ ∞
x
dzγ (z) e−
∫ z
x
γ(z′)dz′H (z, dy)
= −
∫ ∞
x
d
(
e−
∫ z
x
γ(z′)dz′
)
H (z, dy)
and∫ ∞
0
P (XTx ∈ dy) =
∫ ∞
x
dzγ (z) e−
∫ z
x
γ(z′)dz′ = −
∫ ∞
x
d
(
e−
∫ z
x
γ(z′)dz′
)
= 1.
3.5. Classification of state 0. We start classifying state 0. With x > 0, if and
only if
I0 (x) =
∫ x
0
dy
α (y)
<∞,
is state 0 non-absorbing or reflecting (if I0 (x) =∞, state 0 is absorbing). I0 (x) is
the time necessary for xt to move from 0 to x > 0. In particular, if I0 (x) <∞, then
state 0 is a reflecting boundary. Moreover, if I0 (x) = ∞, then it is an absorbing
boundary.
We can get IN from some x ∈ (0,∞) to the boundary point 0 iff H (x, 0) > 0.
We can get OUT from the boundary point 0 iff I0 (x) < ∞ for some x ∈ (0,∞).
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This leads to four possible combinations for the boundary state 0:
H (x, 0) > 0 and I0 (x) < ∞ : regular (accessible and reflecting).
H (x, 0) > 0 and I0 (x) = ∞ : exit (accessible and absorbing).
H (x, 0) = 0 and I0 (x) < ∞ : entrance (inaccessible and reflecting).
H (x, 0) = 0 and I0 (x) = ∞ : natural (inaccessible and absorbing).
The first case is called regular because we can get in to 0 and we can start the
process afresh from there. The second case is called exit because we can get in to
0 but cannot get out. The third is called an entrance boundary because we cannot
get in to 0 but we can start the process there. Finally, in the fourth case the process
can neither get to nor start afresh from 0, so it is reasonable to exclude 0 from the
state space.
3.6. Classification of state ∞ and explosion. We now classify state ∞. State
∞ is absorbing iff for all y ∈ [0,∞) , H (∞, y) = 0. However, under Assumption 1,
Xt(x) is not able to hit state ∞ before its explosion time. Here, we say that the
process possesses a finite explosion time S∞ if
(15) lim
n→∞Sn = S∞ <∞,
where the sequence of successive jump times of the process is strictly increasing,
that is, S1 < S2 < . . .
Proposition 1. Suppose that Γ(∞) = ∞ and I∞ (x) < ∞ for some (and hence
all) x > 0. Let T∞(x) = inf{t > 0 : Xt−(x) =∞}. Then
P(T∞(x) < S∞) = 0.
The above result implies that the process is not able to reach the state +∞ before
the time of explosion S∞.
Proof. Suppose that T∞(x) < S∞ with positive probability and write T = T∞(x).
Let ST = sup{Sn : Sn < T} be the last jump of the process strictly before hitting
the state +∞. T < S∞ implies that there is only a finite number of jumps on
[0, T ], such that, almost surely, ST < T and XST <∞. Moreover, conditionally on
XST = y <∞,
XST+t = xt(y), for all t < T − ST and T − ST d= t∗(y).
In particular, X does not jump in (ST , T ). However, since Γ(∞) = ∞, by (14),
almost surely,
Ty < t
∗(y),
implying that X does indeed jump strictly before time T, which is a contradiction.

The above arguments show that on the event of explosion {S∞ < ∞}, the pro-
cess approaches state ∞ in finite time, that is, on {S∞ < ∞}, we have that
limn→∞XSn =∞ almost surely. This also follows from the following result which
extends the classical explosion criterion for pure Markov jump processes without
drift (see e.g. [15]) to the present frame of PDMP’s.
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Proposition 2. Grant Assumptions 1 and 2 and suppose moreover that I0(x) <∞.
Then almost surely
(S∞ <∞) ⇐⇒
(∑
n
eΓ(XSn )
∫ ∞
XSn
1
α(z)
e−Γ(z)dz <∞
)
.
Proof. Let us write for short
(16) e(x) := E (Tx) = e
Γ(x)
∫ ∞
x
1
α(z)
e−Γ(z)dz.
Then the process
An =
n∑
k=1
E
(
Sk − Sk−1|FSk−1
)
=
n∑
k=1
e(XSk−1)
is the predictable increasing compensator of Sn, that is, Mn := Sn − An is a
martingale. Putting τa := inf{n : An+1 > a} it follows that M−n∧τa ≤ a, and the
martingale convergence theorem implies that {A∞ < ∞} ⊂ {S∞ < ∞} almost
surely. To prove the opposite inclusion, suppose S∞ <∞ with positive probability.
Then necessarily I∞(x) <∞. In particular, recalling (14),
sup
n
(Sn − Sn−1) ≤ sup
n
t∗(XSn−1) ≤
∫ ∞
0
1
α(y)
dy <∞
since 0 is reflecting by assumption and since I∞(x) <∞. Introducing the stopping
time σa := inf{n : Sn > a}, it follows from the above that supn E(M+n∧σa) < ∞.
Classical arguments then allow to conclude that {S∞ < ∞} ⊂ {A∞ < ∞} almost
surely. 
In what follows, we give conditions ensuring that the process reaches state +∞
starting from any point x ∈ (0,∞). We also exhibit conditions implying that the
process comes down from infinity to y ∈ (0,∞).
We can get IN from some x ∈ (0,∞) to the boundary point ∞ iff Γ(∞) < ∞ and
I∞(x) <∞.
We can get OUT from the boundary point ∞ iff H (∞, y) > 0 for some y ∈ (0,∞)
(see e.g. Example 8).
This leads to four possible combinations for the boundary state ∞. To classify
them, we introduce Σ(x) =
∑
n≥1 e(XSn), where XSn is the embedded chain of
Xt(x) started at x. Then we have:
Σ (x) <∞⇒ I∞ (x) <∞ and H (∞, y) > 0 : regular (accessible and reflecting).
Σ (x) <∞⇒ I∞ (x) <∞ and H (∞, y) = 0 : exit (accessible and absorbing).
I∞ (x) =∞⇒ Σ (x) =∞ and H (∞, y) > 0 : entrance (inaccessible and reflecting).
I∞ (x) =∞⇒ Σ (x) =∞ and H (∞, y) = 0 : natural (inaccessible and absorbing).
3.7. Kolmogorov backward and forward equations. We describe the infini-
tesimal generators of the process Xt (x) .
Backward: With ut (x) := Exu (Xt), u0 (x) = u (x), we have (Kolmogorov back-
ward equation)
∂tut (x) = (Gut) (x) ,
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where G is given in (8).
Forward: With Πt,x (dy) = Px (Xt ∈ dy), Π0,x (dy) = δx, this also means
d
dt
∫ ∞
0
u (y) Πt,x (dy) =
∫ ∞
0
(Gu) (y) Πt,x (dy) .
Considering the family of test functions u (y) = eλ (y) := e
−λy, λ ≥ 0, for which
(Geλ) (x) = −λα (x) eλ (x) + λβ (x)
∫ x
0
H (x, y) eλ (y) dy,
we get, using Fubini’s theorem and putting Πt,x (y) =
∫ y
0
Πt,x (dz) ,
(17)
d
dt
∫ ∞
0
dyeλ (y) Πt,x (y) =
d
dt
1
λ
∫ ∞
0
eλ (y) Πt,x (dy)
= −
∫ ∞
0
eλ (y)α (y) Πt,x (dy) +
∫ ∞
0
dyeλ (y)
∫ ∞
y
β (z)H (z, y) Πt,x (dz) .
Writing D′+(IR) for all distributions having support in [0,∞), we may define the
distribution δtΠt,x by
< δtΠt,x, u >:=
d
dt
∫
u(y)Πt,x(y)dy
for any smooth test function u having compact support.
Therefore, Laplace transforms characterizing distributions with support in IR+, by
duality (Kolmogorov foreward equation)
(18) δtΠt,x = −α (y) Πt,x (dy) + dy
∫ ∞
y
β (z)H (z, y) Πt,x (dz) .
Proposition 3. The measure Πt,x (dy) has support [0, xt (x)] with an atom at xt (x)
with mass P (Tx > t) . In particular, δtΠt,x is of compact support.
Proposition 4. Suppose either that α is strictly positive on [0,∞) or, in case that
α(0) = 0, either that I0(x) < ∞ or that H(x, 0) = 0 for all x > 0. Then for all
x > 0, Πt,x is absolutely continuous on [0, xt(x)).
Proof. Let g be a smooth test function having compact support in [0, xt(x)). Then
E(g(Xt(x))) = E(g(Xt(x))1{t≤Tx}). Recall that S1 < S2 < . . . denote the succes-
sive jumps of Xt(x). Then we have
E(g(Xt(x)) =
∞∑
n=1
E(g(Xt(x))1{Nt=n}).
The joint law of Yn := (S1, . . . , Sn+1, XS1(x), . . . , XSn(x)) is given by
fY (s1, . . . , sn+1, dx1, . . . , dxn)ds1 . . . dsn+1 = β(xs1(x))es1(x)ds1∫
IR+
H(xs1(x), dx1)β(xs2(x1))es2(x1)ds2 . . .∫
IR+
H(xsn(xn−1), dxn)β(xsn+1(xn))esn+1(xn)dsn+1,
where
et(x) := e
− ∫ t
0
β(xs(x))ds.
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Therefore,
E(g(Xt(x))1{Nt=n}) =∫
[0,t]n×[t,∞[
∫
IRn+
fY (s1, . . . , sn+1, dx1, . . . , dxn)g(xt−sn(xn))ds1 . . . dsn+1.
Notice that under our condition, xt−sn(xn) > 0 for all sn < t. In particular we
also have that α(xt−sn(xn)) > 0. Using the change of variables sn 7→ z(sn) with
z(sn) := xt−sn(xn) ∈ [xn, xt(xn)], for fixed xn, with sn = z−1(z, xn), we then have
dz
dsn
= −α(xt−sn(xn)) = −α(z),
such that
E(g(Xt(x)1{Nt=n}) =
∫
IR+
dz
g(z)
α(z)
(∫
[0,t]n−1×[t,∞[
∫
IRn+
1{xn≤z≤xt(xn)}fY (s1, . . . , z
−1(z, xn), sn+1, dx1, . . . , dxn)ds1 . . . dsn−1dsn+1
)
.
Summing over n implies the result. 
Let us come back to equation (18) together with the preceding considerations. We
now know that under the conditions of Proposition 4, Πt,x(dy) admits a density
pit,x (y) on [0, xt (x)) and we have
Πt,x (dy) = P (Tx > t) δxt(x) (dy) + pit,x (y) 1(y∈[0,xt(x)))dy.
(18) implies that on [0, xt(x)), the distribution δtΠt,x has a density δtΠt,x(y) given
by
δtΠt,x(y) = −α (y)pit,x (y) +
∫ ∞
y
β (z)H (z, y) Πt,x (dz)
= −α (y)pit,x (y) +
∫ ∞
y
β (z)H (z, y)pit,x (z) dz
+β(xt(x))H(xt(x), y)P (Tx > t)
In the separable case H(x, y) = h(y)/h(x), this can be rewritten as
δtΠt,x(y) = −α (y)pit,x (y) + h (y)
∫ ∞
y
β (z)
h (z)
pit,x (z) dz
+ β(xt(x))
h(y)
h(xt(x))
P (Tx > t) .
If pit,x (y) := α (y)pit,x (y), putting
(19) γ(x) := β(x)/α(x),
we have for all y ∈ [0, xt(x)),
δtΠt,x (y) = −pit,x (y) +
∫ ∞
y
γ (z)H (z, y)pit,x (z) dz
+β(xt(x))H(xt(x), y)P (Tx > t)
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In the separable case, this reads
δtΠt,x (y) =− pit,x (y) + h (y)
∫ ∞
y
γ (z)
h (z)
pit,x (z) dz,
+ β(xt(x))
h(y)
h(xt(x))
P (Tx > t) .
Clearly Πt,x (0) = 0. We conclude for y = 0: if h (0) = 0, pit,x (0) = 0. If h (0) > 0,
then
pit,x (0) = h (0)
∫ ∞
0
γ (z)
h (z)
pit,x (z) dz + β(xt(x))
h(0)
h(xt(x))
P (Tx > t) ,
and the value of pit,x (0) requires the knowledge of the whole pit,x (z) , for all z ∈
(0, xt(x)).
Remark 4. If y =∞, Πt,x (∞) = P (Xt (x) <∞) = 1 since Xt(x) ≤ xt(x) almost
surely. Thus, δtΠt,x (∞) = 0 and there is no mass loss.
Remark 5. Let T > 0 and suppose that xT (x) <∞. Fix any y ∈ (x, xT (x)). Then
t 7→ Πt,x(y) is not differentiable in t = Ix(y) :=
∫ y
x
1
α(s)ds.
The proof of this remark is in the appendix.
We close this section with the following observation.
Proposition 5. Suppose that I∞(x) < ∞ and that P(Tx < t∗(x)) = 1. Grant
moreover the assumptions of Proposition 4. Then Πt,x is absolutely continuous on
IR+ for all t ≥ t∗(x).
4. Recurrence criteria
In this section, we will discuss several different recurrence criteria.
4.1. Recurrence of Xt and of the embedded chain. In what follows we shall
rely on the notion of Harris recurrence for Markov processes which we recall here
for the convenience of the reader.
Definition 1 (see [2]). X is called Harris recurrent if there exists some σ-finite
measure m on (IR+,B(IR+)) such that for all A ∈ B(IR+),
m(A) > 0 implies Px
(∫ ∞
0
1A(Xs)ds =∞
)
= 1 for all x ∈ IR+.
If is well-known (see again [2]) that if X is Harris recurrent, then there is a unique
(up to constant multiples) invariant measure pi for X, and the above property holds
with pi in place of m. X is then called positive recurrent (or also sometimes ergodic)
if pi(IR+) <∞, null recurrent if pi(IR+) =∞.
Whenever an invariant measure pi exists which is not equal to δ0, the same argument
leading to (17) implies that α(x)pi(dx) admits a Lebesgue density p˜i(x) solving the
functional equation
pi (y) =
∫ ∞
y
γ (z)H (z, y)pi (z) dz
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for λ−almost all y > 0. In the separable case H (z, y) = h(y)h(z) , this yields the explicit
expression
(20) pi (y) = C
h (y)
α (y)
e−Γ(y),
up to a multiplicative constant C > 0. Notice that under Assumption 2, pi is
integrable in 0+ if and only if
∫
0
h(x)/α(x)dx <∞ which is equivalent to 0 reflecting
in case h(0) > 0. These expressions of the speed measure were also obtained by [9],
using a different approach.
Example 6. If h(x) ∼ eΓ(x) as x → ∞, we have pi(x) ∼ 1α(x) , as x → ∞. In
particular,
∫∞
pi(y)dy <∞ if and only if I∞(x) <∞ for some (and thus all) x > 0.
This means that the deterministic flow hits state +∞ in finite time. Thus, finite
time explosion of the deterministic flow helps the process being positive recurrent
(compare also to (14)).
Example 7. (Non-separable cases)
− If for some fixed u ∈ (0, 1) , H (x, dy) = δux,then H (x, y) = 1{y≥ux}, and
pi (x) =
∫ x/u
x
γ (y)pi (y) dy.
The solution to this functional equation is given in [9] page 378, Example 2.
− If, with U ∈ (0, 1) random, with pdf FU (u) = P (U ≤ u) , H (x, y) = FU
(
y
x
)
,
then we have
pi (x) =
∫ ∞
x
γ (y)FU
(
x
y
)
pi (y) dy
= x
∫ ∞
1
γ (xz)FU
(
1
z
)
pi (xz) dz.
Let us now come back to our general framework. The following result establishes a
relation between pi and the invariant measure of the jump chain.
Proposition 6. Suppose that Xt is Harris recurrent having invariant measure
pi such that 0 < pi(β) < ∞. Let Sk, k ≥ 1, be the successive jump times of the
process and suppose that (Sk)k≥1 is a strictly increasing sequence. Then (Uk)k and
(Zk)k are both Harris recurrent, where Uk = XSk− and Zk = XSk . Their invariant
measures piU and piZ are respectively given by
piU (g) =
1
pi(β)
pi(βg), piZ(g) =
1
pi(β)
pi(βHg),
for any g : IRN → IR measurable and bounded, where
βHg(x) = β(x)
∫
H(x, dy)g(y).
Proof. We just give the proof for (Zk)k, the case of (Uk)k is treated analogously.
Let g ≥ 0 be a bounded positive test function. It is sufficient to prove that
1
n
∑n
k=1 g(Zk) → piZ(g) as n → ∞, Px−almost surely, for any fixed starting point
x. But
1
n
n∑
k=1
g(Zk) =
1
n
n∑
k=1
g(XSk).
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Introduce the jump measure
µ(ds, dy, dz) =
∑
n≥1
1{Sn<∞}δ(Sn,XSn−,XSn )(dt, dy, dz).
Its compensator is given by
ν(ds, dy, dz) = β(Xs−)dsδXs−(dy)
∫
H(y, dz).
Putting Nt = sup{n : Sn ≤ t},
lim
n→∞
1
n
n∑
k=1
g(XSk) = limt→∞
t
Nt
1
t
Nt∑
k=1
g(XSk) = limt→∞
t
Nt
At
t
,
where At =
∫ t
0
∫
IRN
∫
IRN
g(z)µ(ds, dy, dz) and Nt are additive functionals of the
process X. By the ergodic theorem for the process X (which holds thanks to the
Harris recurrence of Xt ), Nt/t → Epi(N1) and At/t → Epi(A1), and this conver-
gence holds almost surely, for every starting point x. But Epi(N1) = Epi(Nˆ1) and
Epi(A1) = Epi(Aˆ1), where
Nˆt =
∫ t
0
∫ ∫
ν(ds, dy, dz) =
∫ t
0
β(Xs)ds
and
Aˆt =
∫ t
0
∫ ∫
g(z)ν(ds, dy, dz) =
∫ t
0
β(Xs)
∫
H(Xs, dz)g(z)ds =
∫ t
0
βHg(Xs)ds.
Therefore, Epi(N1) = pi(β) and Epi(A1) = pi(βHg), and this finishes the proof. 
We use the above considerations to discuss rapidly that explosion of the process Xt
in the sense that S∞ <∞ is only possible if the jump chain Zn is transient.
Proposition 7. If Zn is recurrent, explosion of Xt (that is, limSn = S∞ < ∞
with positive probability) is not possible.
Proof. We know that explosion of Xt is equivalent to
∑
n≥1 e(Zn) <∞ (recall the
definition of e in (16)). But, if Zn is recurrent (possibly null-recurrent), we know
that for any function g > 0 such that piZ(g) ∈ (0,∞),∑n
k=1 e(Zk)∑n
k=1 g(Zk)
→ piZ(e)/piZ(g)
almost surely. Since
∑N
k=1 g(Zk) ↑ ∞ as n→∞, explosion implies that piZ(e) = 0,
whence e = 0 piZ−almost surely. e being strictly positive on (0,∞), this yields a
contradiction. 
Corollary 8. In particular, if Zn is recurrent (positive or null), then X is also
recurrent (positive or null).
Proof. Zn recurrent implies Sn ↑ ∞ almost surely, thanks to Proposition 7. Now
let A ∈ B(IR+) be such that piZ(A) > 0 implying that 1A(Zn) = 1 infinitely often.
Then lim supt→∞ 1A(Xt) ≥ lim supn→∞ 1A(XSn) = limn→∞ 1A(Zn) = 1, whence
the recurrence of Xt. 
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4.2. Sufficient conditions for positive recurrence. With i (x) = x the identity
function, we obtain
(Gi) (x) = α (x)− β (x)
∫ x
0
(x− y)H (x, dy) ,
such that
(Gi) (x) < 0⇐⇒
∫ x
0
(x− y)H (x, dy) > 1
γ (x)
.
The quantity
∫ x
0
(x− y)H (x, dy) is the average size of a downward jump from state
x. The quantity 1/γ (x) = α (x) /β (x) is the local size of a move up.
- Suppose 0 is reflecting: If for some x∗ > 0,
(21)
∫ x
0
(x− y)H (x, dy) > 1
γ (x)
for all x > x∗,
the process Xt is positive recurrent because above this threshold, Xt has a negative
drift pointing towards state 0. The speed density is integrable and can be tuned to
a probability (invariant) density.
- If now 0 is absorbing and accessible (H (x, 0) > 0), the above condition means
that extinction occurs with probability 1: no escape to infinity possible. The only
invariant measure is a Dirac measure at state 0. In this case we shall say that the
process Xt is transient at 0.
Condition (21) is not a necessary condition for recurrence, as shows the following
example.
Example 8. Take h(x) = 2 − e−x, H(x, y) = h(y)/h(x) and let α(x) = 1 + 3x,
β(x) = 1. Assumption 1 is trivially satisfied, Assumption 2 is verified since 0 is
reflecting. Then∫ x
0
(x− y)H (x, dy) =
∫ x
0
H(x, y)dy =
1
h(x)
∫ x
0
h(y)dy
=
1
h(x)
(2x− e−x − 1) ∼ x
as x→∞. As a consequence,
lim sup
x→∞
∫ x
0
(x− y)H (x, dy)− 1
γ (x)
< 0
such that the drift criterion (21) is not satisfied.
However, infxH(x, 0) = infx h(0)/h(x) =
1
2 , and jumps occur at constant rate
1. Thus, at each jump time of the process, there is a minimal probability of 12 of
jumping directly to 0 which implies, by the conditional Borel Cantelli lemma, that
the hitting time of 0 is finite almost surely, whence the recurrence of the process.
4.3. Exit probabilities and excursions. With x > 0, we introduce
τx,0 = inf {t > 0 : Xt = 0 | X0 = x}
the first time the process comes back to 0.
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Proposition 9. We have τx,0 <∞ almost surely if and only if∫ ∞
0
β(Xs(x))H(Xs(x), 0)ds =∞
almost surely.
Proof. Writing N0t :=
∑
n≥1 1{Sn≤t}1{XSn=0}, the result follows from the fact that
the predictable compensator Nˆ0t of N
0
t is given by
Nˆ0t =
∫ t
0
β(Xs(x))H(Xs(x), 0)ds
together with the fact τx,0 <∞ if and only if N0∞ =∞. 
Corollary 10. If β(.)H(., 0) is lowerbounded, then (Xt)t is recurrent.
In what follows we fix 0 < x < h and are interested in establishing explicit formulae
for
p(x, h) = P (τx,0 < τx,h) .
Notice that it follows from the properties of our process that limx→h p(x;h) =
p(h, h) = 0. However, we do not have that limx→0 p(x, h) = p(0, h) = 1. In general,
p(0, h) < 1 is related to the height of an excursion, see below.
A first step analysis implies that
p(x, h) =
∫ tx(h)
0
L(Tx)(ds)
(
H(xs(x), 0) +
∫ xs(x)
0+
H(xs(x), dy)p(y, h)
)
,
with tx(h) =
∫ h
x
dy
α(y) the time needed to go from x to h. A simple change of variables
implies that
p(x, h) =
∫ h
x
γ(v)e−(Γ(v)−Γ(x))H(v, 0)dv+
∫ h
x
γ(v)e−(Γ(v)−Γ(x))
∫ v
0+
H(v, dy)p(y, h).
In the sequel we shall only consider the separable case H (x, y) = h(y)h(x) with h(0) > 0.
In this case, the above formula implies that x 7→ p(x, h) ∈ C1([0, h]). Recalling that
p(h, h) = 0, we rewrite
p(y, h) = −
∫ h
y
p′(z, h)dz,
where p′(x, h) = ∂xp(x, h) denotes partial derivative with respect to the initial
position. We obtain
p(x, h) = (1−p(0, h))
∫ h
x
γ(v)e−(Γ(v)−Γ(x))
h(0)
h(v)
dv+
∫ h
x
γ(v)e−(Γ(v)−Γ(x))p(v, h)dv
−
∫ h
x
γ(v)
h(v)
e−(Γ(v)−Γ(x))
∫ v
0
h(z)p′(z, h)dzdv.
Taking derivatives, we obtain
p′(x, h)h(x) = γ(x)
∫ x
0
h(z)p′(z, h)dz − γ(x)(1− p(0, h))h(0).
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Let
κ(x) :=
∫ x
0
h(z)p′(z, h)dz − (1− p(0, h))h(0),
then we have κ′(x) = h(x)p′(x, h) and κ(0) = −(1−p(0, h))h(0). The above equation
reads
κ′(x) = γ(x)κ(x)
leading to
κ(x) = CeΓ(x),
where C is such that
CeΓ(0) = −(1− p(0, h))h(0); that is, C = −e−Γ(0)(h(0)(1− p(0, h)).
We deduce from this that
p′(x, h) = C
γ (x)
h (x)
eΓ(x),
and thus, using once more that p(h, h) = 0,
p (x, h) = −C
∫ h
x
γ (y)
h (y)
eΓ(y)dy = e−Γ(0)h(0)(1− p(0, h))
∫ h
x
γ (y)
h (y)
eΓ(y)dy.
Finally, the value of p(0, h) is deduced from
p(0, h) = e−Γ(0)h(0)(1− p(0, h))
∫ h
0
γ (y)
h (y)
eΓ(y)dy.
Let
(22) s(x) =
∫ x
0
γ (y)
h (y)
eΓ(y)dy.
Then we obtain
(23) p(0, h) =
e−Γ(0)h(0)s(h)
1 + e−Γ(0)h(0)s(h)
and P (τx,0 < τx,h) = p(0, h)[1− s(x)
s(h)
].
We have just proven the following
Proposition 11. Grant Assumptions 1 and 2 and let 0 < x < h. Suppose moreover
that H (x, y) = h(y)h(x) with h(0) > 0. Put
κ := eΓ(0)/h(0).
Then
(24) P (τx,0 > τx,h) =
κ+ s(x)
κ+ s(h)
.
Notice that in case h (x) = 1 (total disaster), we obtain
P(τx,h < τx,0) = e
−(Γ(h)−Γ(x)).
Discussion of the role of 0. Proposition 11 holds true in both cases 0 reflecting
or absorbing. However what follows does only make sense in case 0 is reflecting,
that is, I0(x) <∞. In this case we may introduce the height H of an excursion by
H = sup{Xt(0) : t < τ0,0},
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where τ0,0 = inf{t > 0 : Xt(0) = 0} > 0 is the first return time to 0. Since
τx,0
L→ τ0,0 as x→ 0, we may interpret p(0, h) by means of the distribution function
of the height of an excursion.
Proposition 12. Grant the assumptions of Proposition 11 and suppose that I0(x) <
∞. Then
(25) P(H < h) = P(τ0,0 < τ0,h) = p(0, h) =
s(h)
κ+ s(h)
.
Remark 6. Suppose 0 is absorbing, that is, I0(x) =∞. In this case, letting x→ 0
in (24), we still obtain
lim
x→0
P (τx,0 > τx,h) =
κ
κ+ s(h)
6= 0 and lim
x→0
P (τx,0 < τx,h) =
s(h)
κ+ s(h)
6= 1.
This means that limx→0 τx,0 6= τ0,0, in other words, x 7→ τx,0 is discontinuous in
0.
Corollary 13. Grant Assumptions 1 and 2 and suppose moreover that H (x, y) =
h(y)
h(x) with h(0) > 0, that I∞(x) = ∞ and I0(x) < ∞. Then the process is recur-
rent if and only if s(∞) = ∞, where the function s(x) is given by (22). In this
latter case, τx,0 < ∞ almost surely, and the unique invariant measure possesses a
Lebesgue density on IR+ which is given by (20). The process is positive recurrent if∫∞ h(x)
α(x)e
−Γ(x)dx <∞, null-recurrent else.
Proof. Suppose s(∞) =∞. We let h→∞ in (23) and notice that limh→∞ p(0, h) =
1 such that
P (τx,0 < τx,∞) = 1.
This implies that τx,0 <∞ almost surely.
On the other hand, suppose that the process is recurrent. It is straightforward
to show that the recurrence implies that τ0,0 < ∞ almost surely (recall that 0 is
reflecting by assumption and that β is positive on (0,∞).) Since H ≤ xτ0,0(0) and
since I∞(x) =∞, this implies that H <∞ almost surely, i.e., limh→∞P(H < h) =
limh→∞ p(0, h) = 1. Under our assumptions, this is only possible if s(∞) =∞. 
Remark 7. We impose all assumptions of Corollary 13 except that now we consider
the absorbing case I0(x) =∞. In this case we still have that τx,0 <∞ almost surely
if and only if s(∞) = ∞ : the process gets absorbed in 0 after a finite time almost
surely and then stays there forever.
When h (x) = 1 (total disasters), the event τx,h < τx,0 coincides with the event
Tx > th (x) where th (x) =
∫ h
x
dy/α (y) is the time needed for the flow to reach level
h starting from x.
Example 9. Consider a growth model with α (x) = α1x
a, β (x) = β1, γ (x) =
γ1x
−a and assume h (x) = 1. Assuming a < 1 for which boundary 0 is reflecting,
then
xt (x) =
(
x1−a + α1 (1− a) t
)1/(1−a)
= h⇒ th (x) = h
1−a − x1−a
α1 (1− a) .
Thus,
P (τx,h < τx,0) = P (Tx > th (x))
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= P
(
Tx >
h1−a − x1−a
α1 (1− a)
)
= e−[Γ(xt(x))−Γ(x)] |
t=h
1−a−x1−a
α1(1−a)
=
eΓ(x)
eΓ(h)
with Γ (x) = γ11−ax
1−a. As x→ 0, with th := th (0)
P (τ0,h < τ0,0) = P (H ≥ h) = P
(
T0 >
h1−a
α1 (1− a) = th (0)
)
= e−Γ(h),
where H denotes the height of an excursion, which makes sense because boundary
0 is reflecting and the chain is recurrent (s (∞) =∞). So here
H
d
= (α1 (1− a)T0)1/(1−a) ,
showing how height and length of excursions scale.
Example 10. Consider a growth model with α (x) = α0 + α1x (Malthus growth
with immigration), β (x) = β1, γ (x) = β1/ (α0 + α1x) and assume h (x) = e
x. We
have
Γ (x) =
β1
α1
log (α0 + α1x)
satisfying Assumptions 1 and 2. State 0 is reflecting and the process X is transient
at ∞. Here κ = β1α1 logα0, and
s (x) = β1
∫ x
0
(α0 + α1y)
β1/α1−1 e−ydy =
β1e
α0/α1
α1
∫ α0+α1x
α0
zβ1/α1−1e−z/α1dz,
involving an integral Gamma function. It holds that
P (H ≥ h) = κ
κ+ s (h)
,
with P (H =∞) = κ/ (κ+ s (∞)) > 0, s (∞) <∞.
Remark 8. Under the assumptions of Proposition 11, let us discuss the situation
s(∞) <∞. In this case we have P(τx,0 < τx,∞) < 1.
Then either τx,∞ =∞. In this case with positive probability the process never comes
back to 0 and thus is transient, that is, converges to +∞ as t→∞.
Or τx,∞ <∞, such that the process hits state +∞ even in finite time. Proposition 1
implies that in this case S∞ <∞ such that the jump chain Zn = XSn is transient.
However in case ∞ is regular, we can add state +∞ to the state space. In this
particular situation the process Xt is even recurrent having +∞ as recurrent state.
Remark 9. Under the assumptions of Proposition 11, let us introduce the modified
generator G˜ of the process X by
G˜u(x) = α(x)u′(x)− β(x)/h(x)
∫ x
h(y)u′(y)dy,
for any smooth test function u. This modified generator differs from the true genera-
tor Gu(x) defined in (9) only through the fact that the definite integral
∫ x
0
h(y)u′(y)dy
appearing in Gu(x) is replaced by an indefinite integral
∫ x
h(y)u′(y)dy. The func-
tion s introduced in (22) above satisfies
G˜s = 0,
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with boundary condition s(0) = 0. We shall call s a modified scale function of
the process. Notice however that in general a true scale function, that is, a function
transforming Xt into a martingale, does not exist.
4.4. Classification of the recurrence/transience of state 0 in the separable
case. We close this section with a classification of the recurrence/transience of state
0 in the separable case with h(0) > 0. We have :
s(∞) =∞, I0(x) <∞ : 0 is recurrent, positive recurrent iff
∫∞ h(x)
α(x)e
−Γ(x)dx <∞.
s(∞) =∞, I0(x) =∞ : The process is transient in 0 (almost surely hits 0 in finite
time and stays there forever).
s(∞) < ∞, I∞(x) = ∞ : The process is transient (converges to +∞ with positive
probability).
s(∞) < ∞, I∞(x) < ∞ : The process is either transient (converges to +∞ with
positive probability) or hits state ∞ in finite time (τx,∞ < ∞ with positive prob-
ability). If state +∞ is REGULAR, we can add it to the state space, and it will
become a recurrent state. If it is EXIT the process hits +∞ in finite time and then
stays there forever with positive probability.
4.5. Expected return times to 0. This section is devoted to obtain an explicit
formula for u(x) = E (τx,0) in the case of positive recurrence. In case of total
disaster when H (x, 0) = 1 for all x, we have τx,0 = Tx which has already been
discussed. So we suppose 0 < H (x, 0) < 1 for all x in this subsection. If x > 0, we
have
(26) τx,0
d
= Tx1 (XTx = 0) + 1 (XTx > 0)
(
Tx + τ
′
XTx ,0
)
,
where τ ′XTx is independent of FTx and distributed as τXTx .
The first time to local extinction distribution is given in principle by (x = x0):
P (τx0,0 > t) = P (Tx0 > t)
+
∑
n≥1
∫
0<t1+...+tn≤t
∫
x1>0
...
∫
xn>0
n∏
m=1
P
(
Txm−1 ∈ dtm, XTxm−1 ∈ dxm
)
= P (Tx0 > t) +
∑
n≥1
∫
0<t1+...+tn≤t
∫
x1>0
...
∫
xn>0
n∏
m=1
dtmβ (xtm (xm−1))
e−
∫ xtm (xm−1)
xm−1 γ(z)dzH (xtm (xm−1) , dxm)
and
u (x) = E (τx,0) =
∫ ∞
0
dtP (τx,0 > t) .
To obtain an explicit expression for u(x), in what follows we shall rely on the
representation
u(x) = E (τx,0) = E (Tx) +
∫ ∞
0+
P (XTx ∈ dy) E (τy,0) , x > 0,
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where we recall that
(27) u0 (x) = E (Tx) = e
Γ(x)
∫ ∞
x
dz
α (z)
e−Γ(z).
Imposing Assumption 1 and moreover that u0 (x) <∞, u0 solves
α (x)u′0 (x)− β (x)u0 (x) = −1,
with
u0 (0) = e
Γ(0)
∫ ∞
0
dz
α (z)
e−Γ(z)
which is finite under Assumption 2, if 0 is reflecting.
In what follows we also impose
Assumption 3. 1. X is positive recurrent having 0 as recurrent point. In partic-
ular, H(x, 0) > 0 for some x > 0 and 0 is reflecting, that is I0(x) <∞.
2. The function IR+ 3 x 7→
∫ x
0
g(y)H(x, dy) is continuous for all bounded test
functions g.
Proposition 14. Suppose that Assumptions 1, 2 and 3 hold. Suppose moreover
that u (x) = E (τx,0) is locally bounded, that is, sup{u(y), 0 ≤ y ≤ x} < ∞ for all
x > 0. Then u ∈ C1((0,∞)), and it solves
(28) Gu (x) = −1 on (0,∞),
where for all x > 0,
Gu(x) = α(x)u′(x)− β(x)H(x, 0)u(x) + β(x)
∫ x
0
H¯(x, dy)[u(y)− u(x)].
Proof. From (26), we have
E (τx,0) = E (Tx) +
∫ ∞
0+
P (XTx ∈ dy) E (τy,0) .
If y > 0, P (XTx ∈ dy) =
∫∞
x
dzγ (z) e−
∫ z
x
γ(z′)dz′H (z, dy) . Therefore
E (τx,0) = E (Tx) +
∫ ∞
x
dzγ (z) e−
∫ z
x
γ(z′)dz′
∫ z
0
H (z, dy) E (τy,0)
= u0(x) + e
Γ(x)
∫ ∞
x
dzγ (z) e−Γ(z)
∫ z
0
H (z, dy) E (τy,0) ,
where u0 is given in (31) and differentiable on (0,∞).
Since z 7→ γ (z) e−Γ(z) ∫ z
0
H (z, dy) E (τy,0) is continuous, u (x) = E (τx,0) is differ-
entiable on (0,∞) and obeys
u′ (x) = u′0 (x) + γ (x) (u (x)− u0 (x))− γ (x)
∫ x
0
H (x, dy)u (y) .
Recalling u′0 (x) = γ (x)u0 (x)− 1/α (x) , this is
(29) u′ (x) = −1/α (x) + γ (x)
[
u (x)−
∫ x
0
H (x, dy)u (y)
]
.
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Moreover,
u (x)−
∫ x
0
H (x, dy)u (y) = H(x, 0)u(x) +
∫ x
0
H¯(x, dy)(u(x)− u(y))
= H(x, 0)u(x) +
∫ x
0
u′(y)H¯(x, y)dy,
where we have used Fubini’s theorem to obtain the second equality. This implies
the assertion. 
In what follows, pi(y) designs the speed density with integration constant C intro-
duced in (20) above. By our assumptions, pi(y) is integrable. We also recall the
definition of the modified scale function s in (22).
Corollary 15. Grant the assumptions of Proposition 14 and suppose that H(x, y) =
h(y)/h(x), where h is differentiable, non-decreasing, with h(0) > 0. Then u(x) is
given by
u (x) = u(0) +
∫ x
0
dy
γ (y) eΓ(y)
h (y)
∫ ∞
y
e−Γ(z)
h (z)
α (z)
dz −
∫ x
0
1
α (y)
dy
= u(0) + s(x)
∫ ∞
x
pi(y)dy +
∫ x
0
s(y)pi(y)dy −
∫ x
0
1
α (y)
dy,(30)
with
(31) u(0) =
1
h(0)
eΓ(0)
∫ ∞
0
e−Γ(y)
h(y)
α(y)
dy =
1
h(0)
eΓ(0)/C,
where 1/C = pi(IR+).
Proof. We come back to (29) and we put h¯(y) = h(y)− h(0). Using Fubini and the
fact that for y > 0, u(x)− u(y) = ∫ x
y
u′(z)dz, since u differentiable on (0,∞),
u (x)−
∫ x
0+
H (x, dy)u (y) = H(x, 0)u(x) +
∫ x
0+
(u(x)− u(y))H¯(x, dy)
= H(x, 0)u(x) +
∫ x
0
H¯(x, y)u′(y)dy
=
h(0)
h(x)
u(x) +
1
h(x)
∫ x
0
h¯(y)u′(y)dy
=
h(0)
h(x)
u(0) +
1
h(x)
∫ x
0
h(y)u′(y)dy.
Therefore, u solves
α(x)u′(x)− β(x)
h(x)
∫ x
0
h(y)u′(y)dy − β(x)
h(x)
h(0)u(0) = −1
on (0,∞).
Put v(x) =
∫ x
0
h(y)u′(y)dy + h(0)u(0), for x > 0. Then v′(x) = h(x)u′(x) and
v(0) = h(0)u(0), and thus
(32) v′(x)− γ(x)v(x) = −h(x)
α(x)
.
28 BRANDA GONCALVES, THIERRY HUILLET, AND EVA LO¨CHERBACH
Putting w(x) := e−Γ(x)v(x), we have
w′(x) = −e−Γ(x) h(x)
α(x)
= − 1
C
pi(x),
where pi is the speed density given in (20).
By our assumptions, pi, and hence w′, is integrable on IR+ implying that the explicit
solution of the above equation is given by
(33) w(x) =
∫ ∞
x
e−Γ(y)
h (y)
α (y)
dy,
such that
(34) v (x) = eΓ(x)
∫ ∞
x
e−Γ(y)
h (y)
α (y)
dy.
Since by (32)
v′ (x)
h (x)
= γ (x)
v (x)
h (x)
− 1
α (x)
= u′ (x) ,
this implies
u (x) = u(0) +
∫ x
0
u′ (y) dy = u(0) +
∫ x
0
dy
γ (y) eΓ(y)
h (y)
∫ ∞
y
e−Γ(z)
h (z)
α (z)
dz
−
∫ x
0
1
α (y)
dy.
The value of u(0) is deduced from the fact that on the one hand v(0) = h(0)u(0)
and on the other hand, by (34)
v(0) = eΓ(0)
∫ ∞
0
e−Γ(y)
h (y)
α (y)
dy.

Example 11. Consider a growth model with catastrophe for which h (x) = ex.
Let α (x) = α1x
a, a < 1 (entailing 0 reflecting), β (x) = β1x
a, (b = a > a − 1).
Assumptions 1 and 2 are satisfied. To insure recurrence, we assume γ (x) = γ1 > 1
and due to this, we obtain the expected first return time to 0 as
u (0) = E (τ0,0) =
1
α1
∫ ∞
0
y−ae−(γ1−1)y =
Γ (1− a)
α1 (γ1 − 1)1−a
<∞.
Note that, consistently, u (0) diverges when γ1 ↓ 1 and also when a ↑ 1. We also
have
u (x) = u (0) +
γ1
(γ1 − 1)α1
∫ x
0
de(γ1−1)y
∫ ∞
y
e−(γ1−1)z
za
dz − 1
α1 (1− a)x
1−a
∼ 1
(γ1 − 1)α1 (1− a)
x1−a as x→∞,
where, after integration by parts, we used a large x estimate of the integral Gamma
function. The large x expected time to local extinction is algebraic. An exact ex-
pression (involving the integral Gamma function) of u (x) for all x is available from
the first expression of u (x).
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4.6. A short discussion of the absorbing case. In case 0 is absorbing the
arguments used in the proof of Proposition 14 do not apply directly. Indeed, since
I0(x) =∞, we have that u0(0) =∞ (compare to (31)) such that x 7→ u(x) will not
be bounded any more as x → 0. However we obtain the following (semi-)explicit
formula for the expected return time to 0 in the absorbing case showing that u(x)
is known up to an additive constant.
Proposition 16. Grant Assumptions 1 and 2. Suppose moreover∫ ∞
pi(x)dx <∞ but
∫
0
pi(x)dx =∞,
that H(x, y) = h(y)/h(x) with h(0) > 0, and that u(x) < ∞ for any x > 0. Then
for all 0 < x < y <∞,
(35) u(y) = u(x) +
∫ y
x
du
γ (u) eΓ(u)
h (u)
∫ ∞
u
e−Γ(z)
h (z)
α (z)
dz −
∫ y
x
1
α (u)
du.
Proof. Throughout the proof, 0 < x < y are fixed. We start from the equation
u(x) = u0(x) + e
Γ(x)
∫ ∞
x
dzγ(z)e−Γ(z)
1
h(z)
∫ z
0
u(y)dh¯(y).
Now fix some 0 < ε < x. In a first step, we consider an approximate solution u˜ε(x)
of the above equation, where we use truncated integrals, that is,
u˜ε(x) = u0(x) + e
Γ(x)
∫ ∞
x
dzγ(z)e−Γ(z)
1
h(z)
∫ z
ε
u˜ε(y)dh¯(y), x ≥ ε.
Due to our assumptions, u˜ε ∈ C1((ε,∞)), and we obtain, following the same argu-
ments as in the proof of Corollary 15, that u˜ε solves
α(x)u˜′ε(x)−
β(x)
h(x)
∫ x
ε
h(y)u˜′ε(y)dy −
β(x)
h(x)
h(ε)u˜ε(ε) = −1.
Putting vε(x) =
∫ x
ε
h(y)u˜′ε(y)dy + h(ε)u˜ε(ε), we obtain the explicit representation
u˜ε(x) = u˜ε(ε) +
∫ x
ε
dy
γ (y) eΓ(y)
h (y)
∫ ∞
y
e−Γ(z)
h (z)
α (z)
dz −
∫ x
ε
1
α (y)
dy.
In particular, for any y > x,
u˜ε(y) = u˜ε(x) +
∫ y
x
du
γ (u) eΓ(u)
h (u)
∫ ∞
u
e−Γ(z)
h (z)
α (z)
dz −
∫ y
x
1
α (u)
du.
The claim now follows from the fact that by monotone convergence, for any x > 0,
u˜ε(x)→ u(x) as ε→ 0. 
It follows from (35) that
u (x) =
∫ x
dyγ (y)
eΓ(y)
h (y)
∫ ∞
y
e−Γ(z)h (z)
α (z)
dz −
∫ x dy
α (y)
where
∫ x
f (y) dy denotes one of the antiderivative of f , defined up to an additive
constant. So u (x) is known up to an additive constant, say λ. The exact knowledge
of this constant is of no use if one is to estimate the large x expected time to total
extinction starting from x.
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Example 12. Consider a transient growth model with catastrophe for which h (x) =
ex. Let α (x) = α1x (Malthus), with 0 absorbing. Let β (x) = β1x, so that γ (x) =
γ1. Assumptions 1 and 2 hold and 0 is hit with probability 1 and we assume γ1 > 1.
We have
u (x) =
γ1
(γ1 − 1)α1
∫ x
de(γ1−1)y
∫ ∞
y
e−(γ1−1)z
z
dz − 1
α1
log x
= λ+
γ1
(γ1 − 1)α1
(
e(γ1−1)x
∫ ∞
x
e−(γ1−1)y
y
dy + log x
)
− 1
α1
log x
= λ+
1
(γ1 − 1)α1
log x+
γ1
(γ1 − 1)α1
e(γ1−1)x
∫ ∞
x
e−(γ1−1)y
y
dy.
Here,
γ1
(γ1 − 1)α1
e(γ1−1)x
∫ ∞
x
dz
z
e−(γ1−1)z =
γ1
(γ1 − 1)α1
e(γ1−1)x
∫ ∞
(γ1−1)x
dz′
z
e−z
′
,
involving an exponential integral function E1 (x) =
∫∞
x
dz′
z e
−z′ . Using a large x
estimate of the E1 function, it can be shown that
u (x) ∼ 1
(γ1 − 1)α1
(
log x+ γ1 log
(
1 +
1
(γ1 − 1)x
))
,
implying that
u (x)∼ 1
(γ1 − 1)α1
log x as x→∞ as x→∞.
The large x expected time from x to total extinction is logarithmic.
5. Some Simulations
We illustrate our results by some simulations involving a growth model with im-
migration. In our simulations we take α(x) = α0 + α1x
a and β(x) = xb with
α0 = α1 = 1, a = 2 and b =
3
2 . In this case, the state 0 is reflecting, and there is
explosion of the process xt(x) in finite time. Assumptions 1 and 2 are both satisfied.
We work in the separable case H(x, y) = h(y)h(x) .
The following simulations are done in discrete time by using the embedded chain
Zn = XSn . in the case where 0 is not absorbing. In this case, we have for all x ≥ 0,
P (Zn ∈ dy | Zn−1 = x) =
∫ ∞
0
dtβ (xt (x)) e
− ∫ xt(x)
x
γ(z)dzH (xt (x) , dy)
= eΓ(x)
∫ ∞
x
dzγ (z) e−Γ(z)H (z, dy) ,
translating that Zn is a time-homogeneous discrete-time Markov chain on [0,∞].
We also have
(36) P (Zn ≤ y | Zn−1 = x) = eΓ(x)
∫ ∞
x
dzγ (z) e−Γ(z)
∫ y
0
H (z, dy′)
= 1− e−(Γ(x∨y)−Γ(x)) +
∫ ∞
x∨y
dzγ (z) e−(Γ(z)−Γ(x))H (z, y) .
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Indeed, since H (z, y) = 1 for all y ≥ z and only whenever y ≥ x, the second
integral in the first equation has to be cut into two pieces corresponding to (z > y
and x < z ≤ y). Equivalently,
P (Zn > y | Zn−1 = x) =
∫ ∞
y
eΓ(x)
∫ ∞
x
dzγ (z) e−Γ(z)H (z, dy′)
= e−(Γ(x∨y)−Γ(x)) −
∫ ∞
x∨y
dzγ (z) e−(Γ(z)−Γ(x))H (z, y) .
Note that
E (Zn | Zn−1 = x) = eΓ(x)
∫ ∞
x
dzγ (z) e−Γ(z)
∫ z
0
y′H (z, dy′)
= eΓ(x)
∫ ∞
x
dzγ (z) e−Γ(z)
(
z (1−H (z, 0))−
∫ z
0
H (z, y) dy
)
= eΓ(x)
∫ ∞
x
dzγ (z) e−Γ(z)
[
z−
∫ z
0
H (z, y′) dy′
]
,
such that
E (Zn | Zn−1 = x)− x = eΓ(x)
∫ ∞
x
dzγ (z) e−Γ(z)
[
(z − x)−
∫ z
0
H (z, y′) dy′
]
.
In the above equation, the first part of bracket concerns a move up, the second part
a move down.
To simulate the embedded chain, we have to decide first if, given Zn−1 = x, the
forthcoming move is down or up.
- A move down occurs with probability
P (Zn ≤ x | Zn−1 = x) =
∫ ∞
x
dzγ (z) e−(Γ(z)−Γ(x))H (z, x) .
- A move up occurs with complementary probability.
As soon as the type of move is fixed (down or up), to decide where the process goes
precisely, we must use the inverse of the corresponding distribution function (36)
(with y ≤ x or y > x), conditioned on the type of move.
Remark 10. (i) If the jump kernel H (z, y) is decreasing in z for each fixed y,
then, from (36), the embedded chain is stochastically monotone in that, for each
fixed y, P (Zn ≤ y | Zn−1 = x) is decreasing in x. Note that
P (Zn ∈ dy | Zn−1 = x) = eΓ(x)
∫ ∞
x
dzγ (z) e−Γ(z)H (z, dy) = EH (G (x) , dy) .
(ii) If state 0 is absorbing, equation (36) is valid only when x > 0 and the boundary
condition P (Zn = 0 | Zn−1 = 0) = 1 should be added.
The first simulation is done with the choice h(x) = ex. Here, state +∞ is an
absorbing state.
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We can remark the occurence of many jumps for small values of the process and the
scarcity of jumps for large values. In other words, the probability of disaster when
the process is at position x tends to 0 when x tends to infinity. It is decreasing
in x, i.e. the greater x is, the less is the probability of disaster at that point. In
particular, H(∞, {∞}) = 1, that is, state +∞ is absorbing.
By doing a simple calculation we notice that s(∞) < ∞ and I∞(x) < ∞. Using
the last criterion in section 4.4 we conclude that either the process X is transient
(converges to +∞ as t→∞) or hits +∞ in finite time and then stays there forever.
In the next simulation we choose h(x) = 1 for all x (total disaster case). In this
case Zn = 0 for all n ≥ 1. To obtain some information about the process, in this
case we have simulated Un = XSn−. Since s(∞) = ∞, the process X is recurrent
and comes back to 0 infinitely often. We have
P (Un ∈ dy | Un−1 = x) =
∫ x
0
H(x, dz)
∫ ∞
0
dtβ (xt (z)) e
− ∫ xt(z)
z
γ(u)duδxt(z)(dy)
=
∫ x
0
H(x, dz)eΓ(z)
∫ ∞
z
duγ (u) e−Γ(u)δu(dx).
In the particular case h(x) = 1, that is, H(x, dz) = δ0(dz), this gives
(37) P (Un ∈ dy | Un−1 = x) = γ(y)e−(Γ(y)−Γ(0))dy,
that is, (Un)n≥1 is an i.i.d. sequence with common distribution given according to
(37).
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Appendix
Proof of Remark 5. Notice that t = Ix(y) is the unique time needed to go from x
to y, that is, xt(x) = xIx(y) = y. As a consequence, for this choice of t and for any
h > 0, using that xt+h(x) > xt(x),
Πt+h,x(y) = P(Xt+h(x) ≤ xt(x)) ≤ P(Xt+h < xt+h(x)) = 1− P(Tx > t+ h),
while Πt,x(y) = 1, implying that
Πt,x(y)−Πt+h,x(y)
h
≥ P(Tx > t+ h)
h
→∞,
as h → 0, since P(Tx > t + h) → P(Tx > t) > 0. On the other hand, obviously,
Πt−h,x(y) = 1 for all h > 0, such that
Πt−h,x(y)−Πt,x(y)
h
= 0
for all h ≥ 0. This implies that
∂t−Πt,x(y) = 0, while ∂t+Πt,x(y) = −∞
for t = Ix(y). 
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