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We present measurements of the motional heating rate of a trapped ion at different trap frequencies
and temperatures between ∼0.6 and 1.5 MHz and ∼4 and 295 K. Additionally, we examine the
possible effect of adsorbed surface contaminants with boiling points below ∼105◦C by measuring the
ion heating rate before and after locally baking our ion trap chip under ultrahigh vacuum conditions.
We compare the heating rates presented here to those calculated from available electric-field noise
models. We can tightly constrain a subset of these models based on their expected frequency and
temperature scaling interdependence. Discrepancies between the measured results and predicted
values point to the need for refinement of theoretical noise models in order to more fully understand
the mechanisms behind motional trapped-ion heating.
I. INTRODUCTION
Motional heating presents a major obstacle to high-
fidelity two-qubit gate operations in large-scale trapped-
ion quantum computation [1–3]. As ion traps have been
made smaller in pursuit of a scalable quantum informa-
tion processing architecture, the measured heating rates
due to electric-field noise near the trap frequency have
been found to increase dramatically with decreasing ion-
to-trap distance [4]. Techniques have, however, been
demonstrated that greatly lower the measured heating
rate. Specifically, cooling the trap electrodes to cryogenic
temperatures has shown improvements of two orders of
magnitude over room temperature heating rates [4–6]. In
situ ion bombardment of the trap electrode surface has
also yielded a comparable 100-fold reduction in electric-
field noise [7–9]. Pulsed laser cleaning of the trap sur-
face has given a smaller but significant decrease in the
measured heating rate [10]. These results suggest that
the heating process may be driven by thermally-activated
surface effects from the nearby trap electrodes. In order
to more fully understand the underlying mechanisms, re-
cent articles have called for further measurements of the
trap-frequency and temperature dependence of this so-
called anomalous motional heating [11, 12].
We present here a detailed study of the motional heat-
ing rates of a 88Sr+ ion trapped in a surface-electrode ion
trap over a range of trap temperatures and frequencies.
We also show motional heating rates measured before and
after locally heating the ion trap chip above 105◦C un-
der ultrahigh vacuum (UHV) conditions to examine the
possible effect of residual contaminants on the trap sur-
face in our unbaked vacuum apparatus. We compare the
measured heating rates and their functional dependences
to those predicted by available theoretical electric-field
noise models.
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II. EXPERIMENT
The details of the experimental apparatus have been
described previously [6, 13]. We load our surface-
electrode ion trap from a remotely-located magneto-
optical trap (MOT) of neutral 88Sr. Pre-cooled atoms
are pushed from the MOT by a resonant laser beam and
are subsequently photo-ionized. A resultant 88Sr+ ion
is then Doppler cooled and confined at the ion trap lo-
cation. The ion is trapped 50 µm from the segmented,
linear, surface-electrode Paul trap using a combination
of rf and DC electric fields. By adjusting the DC elec-
trode voltages, the axial trap frequency of interest here
can be varied from ∼0.6-1.5 MHz with radial frequencies
in the range of 4-5 MHz. The ion trap was fabricated by
sputtering a 2 µm thick layer of niobium onto a sapphire
substrate and was patterned using standard photolitho-
graphic techniques.
To reach cryogenic temperatures, the ion trap is con-
nected by a weak thermal link to the cold stage of a
vibration-isolated cryocooler capable of reaching a base
temperature of approximately 3.5 K. Besides cooling the
ion trap, the cryocooler also quickly provides UHV condi-
tions without traditional high-temperature bakeout pro-
cedures. A resistive heater attached to the ion trap as-
sembly permits local heating of the trap with minimal
heating of the cryocooler cold stage. Hence, the temper-
ature of the trap can be continuously varied from below
5 K to above 380 K while maintaining low background
pressure P < 10−9 Torr. We have verified the accuracy
of our silicon diode temperature sensor at low tempera-
tures by observing the superconducting transition of the
niobium trap near TC = 9.16(4) K using an in situ four-
point resistance measurement. This result is in agree-
ment with our ex situ measurement of TC =9.2(1) K.
To measure the motional heating rate, we first prepare
the 88Sr+ ion in the ground state of its axial motional
mode using Doppler cooling on the S1/2→ P1/2 optical
transition at 422 nm followed by resolved sideband cool-
ing using the S1/2→D5/2 transition at 674 nm, as de-
scribed in [6]. The ion then heats due to ambient electric-
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FIG. 1. Measured axial motional heating rate as a function
of trap frequency for different trap temperatures. Error bars
reflect statistical error propagated through the sideband ratio
fitting procedure. Solid lines are fits to power law frequency
scalings ˙¯n(f)∝f−α−1, which correspond to electric-field noise
spectral densities SE(f) ∝f−α. Inset shows the extracted fit
exponents α with error bars from uncertainties of fits. The
weighted average value from this data α=0.6(1) is shown as
a horizontal line.
field noise for a variable delay time, and we measure its
average vibrational occupation n¯ using the sideband ra-
tio technique [14] on the S1/2→D5/2 transition, repeat-
ing each measurement 200 times for each probe frequency
and delay time. The vibrational occupation as a function
of delay time is then fit to a line to extract the heating
rate ˙¯n.
III. RESULTS
In Figures 1 and 2, we present the measured heating
rates of the axial trapping mode over a range of trap
frequencies and temperatures between ∼0.6 and 1.5 MHz
and ∼4 and 295 K. The motional heating rate ˙¯n is related
to the electric-field noise spectral density SE(f) at ion
trap frequency f by
SE(f) =
4mhf
q2
˙¯n, (1)
where m is the ion mass, h is Planck’s constant, and q
is the electron charge [15]. We model the frequency de-
pendence of the electric-field noise as a single power law,
SE(f) ∝ f−α. Although the heating rates vary by ap-
proximately two orders of magnitude over the measured
temperature range, the fit exponents are approximately
temperature-independent with no obvious trend. Hence,
we report the weighted average value of α=0.6(1). These
results are similar to those seen elsewhere in gold surface-
electrode traps, where α values ∼0.7-0.8 were measured
at multiple temperatures in the 30-75 K range [16].
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FIG. 2. Measured axial motional heating rate as a function of
trap temperature for different trap frequencies. Solid lines are
fits for power law temperature scaling with zero-temperature
offset, ˙¯n(T ) = ˙¯n0(1 + (
T
T0
)β). Inset shows the extracted fit
exponents β with weighted average value of 1.59(3) shown as
a horizontal line.
Trap Frequency [MHz] ˙¯n0 [quanta/s] T0 [K] β
0.60 21(2) 14(2) 1.6(1)
0.80 18(2) 21(4) 1.6(1)
1.0 9(2) 13(4) 1.5(1)
1.3 7(1) 19(2) 1.6(1)
1.5 8(1) 24(4) 1.5(1)
TABLE I. Fit parameters of temperature model, ˙¯n(T ) =
˙¯n0(1 + (
T
T0
)β), for different trap frequencies extracted from
the data in Figure 2. Uncertainties from the fits are given in
parentheses.
Analogously, the electric-field noise, and therefore the
heating rate, also varies with the temperature of the ion
trap [4–6, 16]. Here we model the temperature depen-
dence of the heating rate for a fixed trap frequency as a
power law with a non-zero offset at T =0. Specifically,
˙¯n(T ) = ˙¯n0
(
1 +
(
T
T0
)β)
, (2)
where ˙¯n0 is the temperature-independent heating rate,
T0 is the thermal activation temperature, and β is the
high-temperature power law exponent. The extracted
fit parameters of this model are summarized in Table I.
The high-temperature scaling, and hence the power law
exponent β, is remarkably insensitive to trap frequency
over the measured range with a weighted average value
of 1.59(3).
Cryogenic vacuum systems obviate the need for tra-
ditional high-temperature bakeout procedures to reach
UHV conditions. Although we maintain the trap chip at
295 K during the initial cooling of the cryocooler cold
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FIG. 3. Measured axial motional heating rates at different
trap frequencies and temperatures before and after local bak-
ing of the ion trap chip at 107◦C for ∼72 hours under UHV
conditions. The frequency dependence of the heating rate and
associated electric-field noise is largely unchanged following
this procedure, suggesting that adsorbed water and labora-
tory solvents are not major causes of motional ion heating.
head to ∼4 K, it is possible that residual adsorbed con-
taminants, such as water or laboratory solvents, may re-
main on the trap surface. To investigate this process
as a potential source of electric-field noise, we measured
the motional heating rate at different trap frequencies
and temperatures before and after locally baking the
trap chip at 107◦C for ∼72 hours while cryopumping and
maintaining vacuum. This temperature is above the boil-
ing points of water (100◦C), methanol (65◦C), ethanol
(78◦C), isopropyl alcohol (83◦C), and acetone (56◦C),
permitting their removal from the trap surface under
these conditions. Figure 3 shows that the frequency de-
pendence of ion heating is largely unchanged following
this trap chip bakeout procedure. Slight increases in the
ion heating rate, especially at low temperature and high
frequency, may be due to low-level contamination from
increased outgassing and subsequent redeposition from
trap stage materials with boiling points above the local
bakeout temperature.
IV. DISCUSSION
Measurements of the heating rate at different trap fre-
quencies and temperatures can be used to infer the func-
tional dependence of SE(f, T ), which can in principle be
calculated for a given physical model of the electric-field
noise. We examine available theoretical noise models and
compare them to our measurements. These results are
summarized in Table II.
A. Johnson Noise
In any conductor at finite temperature, thermal motion
of electrons gives rise to Johnson noise. The correspond-
ing electric-field noise spectral density is given by [12]
S
(JN)
E (f, T ) =
4kBTR(f, T )
D2
, (3)
where kB is Boltzmann’s constant, R is the frequency
and temperature-dependent resistance of the conductor,
and D is the characteristic length scale of the trap. For a
planar surface-electrode trap, D can be approximated as
2d, where d is the ion-surface electrode spacing [12]. The
dominant source of resistance in our system, especially at
low temperatures, is expected to be the The´venin equiv-
alent resistance Req from the low-pass RC filters (cut-
off frequency ∼16 kHz) on the electrode control lines.
For the trap frequencies used here, Req ∝ f−2. In the
50-295 K temperature range, we calculate an approxi-
mate Req∝T 0.3(1) scaling due to the combined effects of
the filters and the measured temperature-dependent re-
sistance of the niobium electrodes. Hence, S
(JN)
E (f, T )∝
f−2T 1.3(1), in contrast to our measured high-temperature
SE(f, T )∝ f−0.6(1)T 1.59(3) result. Finally, we can calcu-
late the approximate magnitude of S
(JN)
E (f, T ) for our
experimental conditions. The predicted 4 K value of
S
(JN)
E ≈10−17V2/m2/Hz greatly underestimates the mea-
sured values of SE ≈ 10−13 V2/m2/Hz [6]. These devia-
tions suggest that Johnson noise is not a major source of
ion heating in our system.
B. Adatom Diffusion
Movement of adsorbates and their associated dipole
moments across the electrode surface can change the
electric-field at the ion location, giving rise to noise. This
movement is generally described as a diffusion process
with a diffusion constant D given by [12]
D = Dt +D0e−Vb/kBT , (4)
where Dt is a temperature-independent term that de-
scribes quantum tunneling and D0 is a thermally-
activated component with activation energy Vb. The cor-
responding electric-field noise spectrum is given by [12]
S
(AD)
E (f) =
15µ2σ¯dD
16pi20d
6(2pif)2
, (5)
where µ is the adatom dipole moment, σ¯d is the average
adatom density on the electrode surface, and 0 is the per-
mittivity of free space. This particular Arrhenius-type
behavior predicts a temperature-independent baseline
noise for TVb/kB , followed by exponentially increasing
noise until saturation for TVb/kB . This is inconsistent
with the measured power law with offset behavior seen
4Frequency
Scaling
Temperature
Scaling
Approx.
Magnitude
SE(f, T )
(V2/m2/Hz)
Johnson Noise f−2 T 1.3(1) 1 · 10−17
Adatom Diffusion f−
3
2 −f−2 Dt+D0e−T∗/T 5 · 10−16
Fluctuating Dipoles f0 − f−2 e−T∗/T 2 · 10−16
Measured Results f−0.6(1) T 1.59(3) 1 · 10−13
TABLE II. Relevant functional scaling and approximate
magnitudes for available electric-field noise models as well as
the experimental results presented here for a 1.5 MHz trap
frequency at 4 K. Approximate magnitudes for fluctuating
dipole and adatom diffusion models come from parameter
values for gold traps used in Ref. [12], scaled to our ion-
electrode distance d = 50 µm. The adatom diffusion value
is calculated for T = 295 K for an activation energy T ∗ =
Vb/kB = 1750 K. Quantum tunneling should be negligible at
this temperature and can safely be ignored. The fluctuating
dipole value is scaled to T = 4 K for an activation energy
T ∗=60 K and fluctuation frequency Γ0 =2pi ·10 MHz.
in Figure 2, as the data does not fit well to an Arrhenius
curve. The frequency dependence of S
(AD)
E (f) for infinite
planar geometries and needle traps have been calculated
as f−2 and f−1.5, respectively [12, 15]. Our segmented,
surface-electrode trap geometry lies somewhere between
these two limits, but the measured frequency depen-
dence lies outside the predicted range of values. Further,
the approximate magnitude of the electric-field noise has
been calculated for reasonable experimental parameters
for gold traps in Ref. [12]. For µ = 5 D, σ¯d=10
18 m−2,
D0 = 10−7 m2/s, Vb/kB = 1750 K, the predicted value
for a planar trap at 295 K, where quantum tunneling ef-
fects should be negligible, is S
(AD)
E ≈5 · 10−16 V2/m2/Hz.
This result is more than 2 orders of magnitude below
our lowest measured values, which were taken at 4 K.
All of these inconsistencies between the predicted and
measured values suggest that adatom diffusion is not the
primary source of motional ion heating.
C. Two-Level System Fluctuations
Even in the absence of a physical mechanism, there
exists a general formalism for describing the frequency
spectrum of thermally-activated fluctuations in two-level
systems [17]. With the inclusion of a distribution of ac-
tivation energies, as opposed to a single energy scale,
the temperature dependence departs from the exponen-
tial Arrhenius model. The exact form of the electric-
field noise temperature and frequency scaling depends
on the distribution of activation energies over the en-
ergy range of interest. For a given model distribution of
activation energies, one can calculate the corresponding
electric-field noise spectrum S
(TLS)
E (f, T ). The frequency
scaling exponent α is related to the temperature scaling
by [17]
α(f, T ) = 1− 1
ln(2pifτ0)
(
∂ lnS
(TLS)
E
∂ lnT
− 1
)
, (6)
where τ0 is a fluctuation “attempt time” assumed to sat-
isfy f−1  τ0 and ln(2pifτ0) ≈ −10. For a power law
temperature dependence, S
(TLS)
E (T )∝T β , as seen in this
work at high temperatures, Eq. 6 simplifies to
α(f, T ) = 1− β − 1
ln(2pifτ0)
. (7)
This result has the attractive feature that α is essentially
frequency-independent, which is similar to the result in
Figure 1, but for α < 1, we require β < 1 (for 2pifτ0<1).
The high-temperature data in Figure 2, however, yield a
value of β≈1.6 for all of the measured trap frequencies.
Furthermore, if we constrain S
(TLS)
E (T ) only such that it
increases monotonically with temperature, as seen here
and in similar trapped-ion work [4–6], we find
α(f, T ) > 1 +
1
ln(2pifτ0)
. (8)
Hence, for α = 0.6(1) and f = 1 MHz, we can constrain
τ0 > 5 ns at the level of one standard deviation. This
value is much larger than the typical attempt time sug-
gested in [17], which is on the order of 10−3−10−5 ns.
The very large discrepancy in the constrained value of
τ0 can be attributed to the significant deviation in the
measured value of α below 1. If our experimental system
were subject to technical noise at a level comparable to
the electric-field noise at our highest trap frequencies, we
would observe an artificial decrease in the extracted value
of α. Given that we see values of α significantly below 1
for several temperatures between 4-295 K, this proposed
technical noise would have to change substantially and
precisely in order to be comparable to the high trap fre-
quency electric-field noise at each temperature, increas-
ing by approximately 2 orders of magnitude over the mea-
sured temperature range. Such a pathological technical
noise source seems very unlikely. Hence, we expect that
the heating rates measured here are not primarily driven
by thermally-activated two-level system fluctuations.
In the context of trapped-ion motional heating, an ex-
tension of the two-level fluctuation model that includes
multiple levels has been proposed [18]. In this model,
thermally-activated, phonon-induced transitions between
different bound adatom surface states lead to fluctuations
in the magnitude of the dipole moment of the adatom-
trap electrode system. At low temperatures, only the
ground and first excited surface states can be populated.
The electric-field noise spectral density for this two-level
system is given by [18]
S
(FD)
E (f, T ) '
3piσd
(4pi0)2d4
Γ0(∆µ)
2
(2pif)2 + Γ20
e−~ν10/kBT , (9)
5where σd is the density of surface dipoles, ∆µ is the dif-
ference in dipole moments of the surface states, Γ0 is the
decay rate from the excited to ground surface state at
T = 0, and ~ν10 is the energy splitting between the ex-
cited and ground surface states. For typical values of
Γ0 = 2pi ·1 THz [12] and trap frequencies of f ∼ 1 MHz,
the electric-field noise spectral density has essentially no
frequency dependence. At much higher frequencies, there
would be a smooth transition from f0→f−2 scaling, be-
ginning when 2pif ∼ Γ0. Although typically 2pif  Γ0,
weakly-bound surface adsorbates, such as Ne, are pre-
dicted to yield fluctuation frequencies closer to experi-
mentally attainable trap frequencies, on the order of a
few MHz [18].
For very low temperatures, where kBT  ~ν10, Eq. 9
implies exponential suppression of dipole fluctuation
and corresponding electric-field noise. For temperatures
where kBT & ~ν10, higher-lying surface levels beyond
the first excited state can also be populated, chang-
ing both the temperature and frequency dependence of
S
(FD)
E (f, T ). In this higher temperature regime, the
crossover frequency from f0 → f−2 scaling becomes
approximately equal to Γ0(1 + (e
~ν10/kBT − 1)−1) [18].
Hence, this model predicts a trend of α values from −2
to 0 with increasing temperature if kBTmin . ~ν10 .
kBTmax, where Tmin(Tmax) is the lowest (highest) tem-
perature used. The measured values in Figure 1 are in-
stead independent of temperature, clustered near α≈0.6,
suggesting that our measured temperatures are not in
this crossover regime.
In the high-temperature limit, where kBT  ~ν10 for
all relevant temperatures, we can extract an upper bound
on ν10. Specifically, we require ν10 kBTmin/~, which
for Tmin=4 K, implies ν102pi ·80 GHz. The vibrational
frequency ν10 can be approximated by
ν10 ≈ ζ
√
U0
mz20
, (10)
where U0 is the surface state potential depth, z0 is
the equilibrium position in the potential, m is the ad-
sorbate mass, and ζ is a dimensionless factor of order
unity [18, 19]. To make the bound on ν10 as stringent
as is reasonable, we consider the very weakly-bound Ne-
Au system discussed in [18], which has a very low vibra-
tional frequency due to its shallow surface binding poten-
tial. Using the available Ne-Au values for U0 = 10 meV,
z0=3 A˚, and ζ=3.3, we find values of ν102pi ·80 GHz
require adsorbate masses m 500 amu. Hence, in or-
der to be in this high-temperature limit, the adsorbates
must simultaneously bind as weakly as noble gases to the
electrode surface while also being highly massive. In this
limit, however, the crossover frequency from f0 → f−2
scaling is approximately equal to Γ0(1+kbT/~ν10), which
is inconsistent with the observed frequency scalings in
Figure 1.
An extension to this adatom dipole fluctuation model
includes the effects of monolayer surface contamina-
tion on electric-field noise [19]. Differences between
the monolayer and the bulk metal can significantly al-
ter the dipole fluctuation frequencies. In limiting cases
of weakly-bound (physisorbed) He and strongly-bound
(chemisorbed) N on a gold surface, m ∼ 100 amu ad-
sorbates yield dipole fluctuation frequencies of Γ(0,He)≈
2pi ·150 MHz and Γ(0,N) ≈ 2pi ·2.5 GHz, which are still
much larger than our trap frequencies. Hence, this mono-
layer model would predict frequency-independent heating
rates for our trap parameters in both the physisorbed and
chemisorbed limits.
Much more massive adatoms could give rise to a
frequency-dependent electric-field noise spectrum. We
can calculate the necessary adsorbate mass to reach
dipole fluctuation frequencies on the scale of our trap
frequencies, f∼1 MHz, from [18]
Γ0 ≈ 1
4pi
ν410m
v3ρ
, (11)
where v is the speed of sound in the electrode, and ρ is
the electrode metal density. Using Eq. 10 and values of
the density (8.57 g/cm3) and speed of sound (5068 m/s)
in Nb, Γ(0,He)=2pi ·1 MHz requires m ∼16000 amu, and
Γ(0,N) = 2pi ·1 MHz requires m ∼ 270000 amu. These
masses are significantly higher than the values suggested
in [12, 18, 19], which are on the order of 100 amu. Such
large adsorbates are unlikely to be present in our vacuum
system.
Although the present fluctuating dipole model does not
reproduce our experimental results, it is possible that ad-
ditional refinements of the theory may improve its pre-
dictive ability. Specifically, it would useful to examine
the effect of combining the distributions of activation en-
ergies [20] and fluctuation frequencies of the two-state
model with the multiple accessible surface states of the
fluctuating dipole model. The resulting changes in the
frequency and temperature dependences of the electric-
field noise spectral density could possibly suggest a range
of parameters that more successfully model our measure-
ments. This extension of the model could be justified by
the presence of multiple adsorbate species on the trap
surface.
V. CONCLUSION
We have presented motional ion heating rates mea-
sured over a range of trap frequencies and temper-
atures. Johnson noise, adatom diffusion, thermally-
activated two-level system, and fluctuating dipole mod-
els have been examined, and all fail to reproduce our
experimental results. We have also demonstrated that
residual adsorbed water and laboratory solvents are not
major causes of ion heating in our unbaked cryogenic
apparatus. The lack of agreement between the measure-
ments presented here and predictions from available noise
models points to the need for additional theoretical and
6experimental work in order to understand and possibly
overcome anomalous trapped-ion motional heating.
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