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RESUMEN

En países y zonas en vía de desarrollo es normal encontrar tasas muy altas de
enfermedades infecciosas, estas enfermedades, que usualmente son de origen
bacteriano, tienden a propagarse en zonas con bajos recursos económicos lo que
hace de la educación un factor primordial a la hora de tratar con las mismas y evitar
su dispersión. Anualmente este tipo de enfermedades provocan la perdida de
aproximadamente cuatro millones de niños en países con territorios cuyas
características se asemejan a las mencionadas (PRUESS-USTUN & CORVALAN,
2006), esto hace que sea necesario el desarrollo de estrategias cuyo objetivo sea
aportar algún tipo de mejoramiento entorno a la salud ambiental, transmitiendo de
manera efectiva información sobre autocuidado y hábitos saludables.
Con el fin de generar una propuesta de intervención en autocuidado para la
promoción de hábitos saludables, frente a la prevención y el control de
enfermedades infecciosas, causadas por las bacterias en niños que asisten a
hogares comunitarios del bienestar familiar de la localidad de Kennedy Bogotá, se
planteó como medio de transmisión de información una aplicación móvil, que utiliza
realidad aumentada, para generar de esta manera un entorno didáctico de
aprendizaje, con el cual los niños se sientan más atraídos a adoptar hábitos y
conductas adecuadas (Soto, Gómez Ramírez, & Parrado Lozano, 2016).
Finalmente, se logró diseñar una aplicación que mediante el uso de una librería
diseñada para la generación de aplicaciones de realidad aumentada llamada
wikitude, permite a los padres tener una herramienta interactiva con la que cualquier
niño en etapa de aprendizaje pueda adoptar hábitos saludables y así mismo
disminuir en gran medida una de las causas de enfermedades en territorios con
bajos recursos económicos. La aplicación se divide en tres partes las cuales buscan
llamar la atención de los niños, informar a los padres, y resolver dudas rápidas que
se tengan sobre elementos específicos del autocuidado y la higiene personal
(Wikitude GmbH, 2016).
Los resultados obtenidos muestran que la aplicación logra llamar la atención de
niños y de informar a sus respectivos padres sobre elementos de autocuidado
importantes, la aplicación muestra un buen funcionamiento en la mayoría de
plataformas, y estadísticamente se corrobora que puede ser utilizada como
herramienta para enseñar a niños nuevos hábitos saludables.

1. INTRODUCCIÓN
A partir del proyecto “propuesta de intervención de autocuidado para la promoción
de hábitos saludables frente a la prevención y el control de enfermedades
infecciosas en niños de la localidad de kennedy” desarrollado como parte de la
convocatoria “banco de elegibles proyectos solución problemas prioritarios de
salud” (Soto, Gómez Ramírez, & Parrado Lozano, 2016) y desarrollado en conjunto
entre la universidad Nacional de Colombia y la universidad de la Salle, surge la
necesidad de desarrollar un elemento complementario a la propuesta de
intervención en autocuidado para promoción de hábitos saludables frente a la
prevención y control de enfermedades infecciosas.
En el proyecto que se presenta a continuación se busca desarrollar e implementar
una herramienta que trabaje bajo el marco de una aplicación móvil, con la cual sea
posible para los padres establecer un ambiente didáctico para los niños en etapa de
desarrollo que les permita generar en ellos hábitos y conductas adecuadas. El
trabajo busca generar una aplicación móvil en la plataforma android, que sea capaz
de atraer a los niños y ensenarles los elementos básicos de higiene personal.
Se trabajó con el modelo incremental de metodologías de software (A. Alspaugh,
2015), el cual propone generar una idea inicial con los elementos principales
funcionando completamente, y con cada iteración se agrega un elemento adicional,
que usualmente por sí mismo no propone muchos cambios pero va cumpliendo con
solucionar problemas o agregar funcionalidades deseadas por el cliente final.
Para la etapa de pruebas del proyecto se trabajó con la aplicación en diversos
dispositivos para verificar cualquier error y posibles soluciones al mismo y se revisó
mediante encuestas y pruebas con varios individuos la recepción de la aplicación
en usuarios similares al grupo objetivo.
Finalmente, mediante la recolección de los datos obtenidos se consiguieron las
conclusiones y recomendaciones pertinentes para la continuación de este trabajo
con proyectos similares.
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2. MARCO TEORICO
A continuación se presentan un conjunto de elementos pertinentes al trabajo que
permiten contextualizar el porqué del desarrollo de una aplicación móvil dentro del
marco de la salud y su funcionamiento como herramienta de promoción de
autocuidado.
2.1 ANTECEDENTES
Alrededor del tema de la salud se hace importante analizar cuáles son las fuentes
de los problemas en torno a algunas enfermedades o infecciones, de esta manera
se ha llegado a entender que una de las fuentes esta en los hábitos de las personas,
así mismo se crea la necesidad de transmitir a las personas los mejores hábitos y
conductas para disminuir el riesgo a estas enfermedades, el artículo “Neuroscience,
Molecular Biology, and the Childhood Roots of Health Disparities Building a New
Framework for Health Promotion and Disease Prevention” (Shonkoff, Boyce, &
McEwen, 2009) muestra como a largo plazo pueden generarse problemas de salud
por causas de temprana edad, para lo cual es necesario enfrentar estos problemas
desde sus inicios para lo cual métodos adecuados de generar conductas sanas son
necesarios.
Otro tema importante a tener en cuenta según el contexto del proyecto, se centra
en la forma más eficaz de transmitir información y de hacer de esta un habito en las
personas. Según lo anterior se ha generado diversas formas de enseñar y hacer de
este un proceso rápido y atractivo para las personas, uno de los elementos con
mejores resultados es el uso de TICs.
El artículo “Analysis of ICT Context for Building Conceptual Understanding amongst
Research:A Literature Review” (Nurjanah & Hasibuan, 2013), demuestra que las
TIC son por definicion un elemento ambiguo y que se centra mas que todo en la
utilidad de las mismas dentro de un concepto funcional, es decir las TIC por
definicion son un elemento que se entiende por su uso y difiere según su contexto,
asi mismo cada perspectiva les da un entendimiento diferente. Para poder definirlas
mejor el artículo “TIC: ¿PARA QUÉ? (Funciones de las tecnologías de la
información y la comunicación en las organizaciones)” (Macau, 2004) da un
acercamiento concreto hacia el significado de las TICs, estas constan como tal de
definiciones variadas según la perspectiva que se desee analizar de ellas por lo cual
demuestra una gran variedad en sus usos, asi mismo el autor busca concretar los
puntos clave que esta tienen en cualquier contexto, y la centra en cuatro areas:
Automatización del proceso administrativo y burocrático, Infraestructura necesaria
para el control de gestión, Parte integrante del producto, servicio o cadena de
producción, Pieza clave en el diseño de la organización y de sus actividades. Claro
esta que la perspectiva del autor sobre el carácter del autor es desde un punto de
vista empresarial, pero asi mismo se demuestra que estas pueden ser utilizadas
16

tanto para automatizar procesos, como para gestionar y controlar, se usadas como
parte integral de un sistema en forma de un servicio o ser un elemento de para el
diseñar sistemas.
Ahora teniendo en cuenta que las TICs son un elemento tanto versatil como flexible
se puede llegar a mencionar de manera especifica uno de sus puntos fuertes antes
mencionados como lo es el tranmitir informacion y asi mismo permitir un buen
aprendizaje de la misma, el articulo “ICT AS AN EDUCATION SUPPORT SYSTEM
QUANTITATIVE CONTENT ANALYSIS BASED ON ARTICLES PUBLISHED IN
EMI” (Molnár Lengyel, 2013) hace referencia a como las TICs (ICT por sus siglas
en ingles Infomation and communication technology) han sido utilizadas como
herramienta de aprendizaje desde su primera aparacion como tal, y refieren esto al
decir que las herramientas de educacion son objetos, dispositivos, instrumentos o
equipamento technologico que facilite la realizacion de los objetivos pedagojicos
promoviendo el aprendizaje mediante la capacidad de transmitir, grabar y
almacenar informacion de una manera efectiva. Al observar por definicion se
entiende que las TICs dentro de su flexibilidad como herramienta en cualquier
entorno, pueden ser una buena herramienta de aprendizaje por su capacidad de
transmitir, grabar y almacenar informacion que por medios analogos es menos
eficiente. Ahora la TIC en general implican una gran utilidad y por lo mismo su uso
se ha ido incrementando, la idea de utilizarlas como medio de aprendizaje es un
derivado que viene del incremento de las mismas en el mercado y como estas han
ganado una competente fuerza en contraposicion a otros medios menos
tecnificados de difusion de informacion, el articulo “El concepto de tecnologías de la
información. Benchmarking sobre las definiciones de las TIC en la sociedad del
conocimiento” (Cobo Romaní, 2009) da claridad en cuanto a como el desarrollo
tecnologico va generando una influencia en el uso de medios digitales en todos los
ambitos del desarrollo economico, por lo mismo las TIC fuera de ser un medio
competente para el aprendizaje y difusion de conocimiento, se vuelven un medio
comercial y competitivo para su implementacion. El nivel de importancia de las
tecnologias de informacion se ve reflejado en la importancia de las mismas como
opcion de desarrollo profesional, el articulo “A Sustainable ICT Education Ontology”
(Chin & Chang, 2011), muestra como las TICs han crecido en importancia y han
permitido crear todo un sistema de enseñanza entorno a su desarrollo profesional y
así permitir que se desarrollen mejores métodos para su implementación y
subsecuente utilidad dentro del marco económico, industrial e informático.
Ahora en el ambito de la salud las TIC tambien son utilizadas como solucion para la
promocion y difusion de conocimiento, el articulo “ICT solutions for health education
model” (Mirarchi, et al., 2015) presenta que la promocion de la salud es el proceso
de dar a los ciudadanos las habilidades de mejorar su salud yestilo de vida para
adquirir un mayor bienestar. De esta manera el modelo de salud se empeña en
prevenir las enfermedades mediante el cambio de conducta, buscando así medios
por los cuales las personas puedan buscar mejor salud, para esto se vuelve según
ellos importante el uso de TICs. A partir de esto se encuentran varios ejemplos de;
17

uso de TIC en para soluciones en el área de la salud, los artículos “Evaluating ICT
Potential for Improving Health Information Quality in Africa” (KHOVANOVARUBICONDO, 2011) y “H-EtICT-8 (HEALTH EDUCATION THROUGH ICT FOR K8): STOP AIDS NOW!” (Dursun,, Sahin, Kavak, & Turuskan, 2006) son ejemplos de
como las TIC pueden ser utilizadas como medios de informacion y aprendizaje para
la disminucion de riesgos de enfermedades visto desde una perspectiva localizada,
y de una perspectiva no localizada. Finalmente el uso de las TIC puede verse mas
claro en el uso de aplicaciones como soluciones concretas, el articulo “The impact
of ICT use on health: development and application of a mobile system in the
Strategic Family Health Program (ESF)” (Couto Barone, Cançado Figueiredo, &
Lamb Wink, 2012) presenta como tal un software basado en el sistema operativo
android referido como una herramienta de las tecnologias de informacion y
comunicación (TIC) para ser utilizada por profesores para las tareas de recoleccion
y almacenamiento de datos en cuanto a la higiene oral. Este es un claro ejemplo del
desarrollo de una herramienta como derivado de las TIC para el uso en la salud.
Llegando al punto de las aplicaciones moviles como herramientas referidas de las
TIC y su uso como objeto del mejoramiento de la salud personal, cabe analizar el
por que de la necesidad de elementos interactivos para el aprendizaje; el articulo
“Why Do Teachers Use Game-Based Learning Technologies? The Role of Individual
and Institutional ICT Readiness” (Hamari & Nousiainen, 2015) muestra como el
desarrollo de un entorno didactico a sido un elemento empleado por los profesores
para el aprendizaje, si bien el estudio no muestra como tal una mayor eficiencia
muestra que estos metodos diacticos usando TIC son mas atractivos para los
profesores a la hora de ser usados y de los alumnos a la hora de ser aceptados,
dando de cierta manera un beneficio al ser implementados por su aceptacion en un
entorno educativo.
Adicionalmente en la salud se presenta a la realidad aumentada como una solución
de gran utilidad para el campo de la educación, es decir como una herramienta que
permita aprender de manera más sencilla elementos relacionados a esta, de esta
manera el artículo “Augmented Reality Applied to Health Education” ( Galvão &
Zorzal, 2013) presenta una solución didáctica al problema de enseñar temas de
salud como lo es que los niños aprendan sobre los músculos del cuerpo de una
manera atractiva para ellos.
2.2 AMBIENTE Y SALUD
Hay una estrecha relación entre en ambiente en el que se desarrolla un individuo y
el bienestar del mismo, esta relación se basa en las necesidades básicas del ser
vivo en cuestión, el agua, el aire y el suelo son solo algunas de las variables que
influyen en un ser vivo, específicamente para el caso, el ser humano. Las
condiciones ambientales, en específico, las responsables del cuidado temprano del
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ser humano, marcan un punto crítico en el desarrollo adecuado de los niños. Con
respecto a esto, estudios que han comparado grupos de niños con y sin atención
durante su etapa preescolar, han revelado que hay diferencias notables entre el
nivel de criminalidad y desarrollo entre los dos grupos (BEAGLEHOLE, BONITA , &
KJELLSTRÖM, 2008).
La OMS indica que con respecto a las condiciones medioambientales que afectan
a la salud se ha estado produciendo un cambio, estas condiciones van directamente
relacionadas con elementos característicos de países en desarrollo como lo son; la
pobreza, el impacto de los fenómenos naturales, la deforestación, el cambio
climático, la contaminación y la producción de alimentos. Estas condiciones en
conjunto alteran entornos, lo que incrementa así la probabilidad de que se presenten
eventos de interés para la salud pública. La misma organización menciona que en
2006 una amplia variedad de enfermedades es ocasionada por factores
medioambientales prevenibles (OMS, 2006), el informe de 2006 se indican un
estimado de defunciones, casos de enfermedades y discapacidades prevenibles.
Según el informe, cada año aproximadamente 13 millones de fallecimientos son por
causas ambientales prevenibles, adicionalmente menciona que en territorios en
desarrollo un tercio de las muertes que se producen son a causa de este tipo de
enfermedades, es de esta manera que el 40% de casos de malaria y 94% de casos
de diarrea, podrían desaparecer con el mejoramiento de procesos de gestión
ambiental.
Ahora con el fin de identificar él porque del surgimiento y resurgimiento de
enfermedades transmisibles, se ha hecho necesario determinar factores que
favorezcan su diseminación. Con esto en mente, Latinoamérica con el apoyo de la
organización panamericana de salud (OPS), consideran estos factores como un
conjunto de elementos sociales, económicos y sanitarios. En conjunto
implementaron programas regionales y subregionales para su control desde los
años 80las cuales reconocen los elementos importantes en la promoción de la
salud. En este sentido y con la finalidad de disminuir la mortalidad y morbilidad de
en niños menores de 5 años y así mismo mejorar la atención que estos reciben en
los servicios de salud y en el hogar, se desarrolló la estrategia de Atención Integrada
a las Enfermedades Prevalentes de la Infancia (AIEPI). Todas las estrategias para
el control de determinadas enfermedades y problemas de salud se incorporan así
para permitir una evaluación integra de la salud de un niño cuando este entra en
una institución o comunidad proveedora de asistencia sanitaria (OPS, 2003).

19

2.3 SEGURIDAD ALIMENTARIA
En familias de bajos recursos la seguridad alimentaria es altamente influenciada por
la higiene de los alimentos. Las enfermedades transmitidas por alimentos (ETAs)
son entidades que se producen a partir de agua o alimentos contaminados que
actúan como el medio de transporte para patógenos y sustancias toxicas, y estas
afectan constantemente la calidad de los alimentos (Pigott, 2008). Se dice que hubo
un brote de ETA cuando dos o mas personas presentan sintomas de alguna
enfermedad despues de consumir el mismo alimento, a partir de un analisis de
laboratorio y epidemiologico se indica al alimento como origen de la enfermedad
(Panalimentos, 2002).
Debido a que las ETA se pueden diseminar rapidamente despues de su caso inicial,
las poblaciones mas vulnerables se vuelven las de mauor densidad, como los
hogares comunitarios. Estudios del 2008 estiman que aproximadamente el 30% de
las infecciones emergentes desde los 60 fueron causa de las ETAs (JONES, et al.,
2008).Las ETAs se encuentran implicadas en gran medida dentro de los objetivos
del nuevo milenio ya que ponene en riesgo la disminucion de la pobreza y en
bienestar infantil.
Algunos de los posibles riesgos implicados en la perdida de la higiene alimentaria
están la preparación, manipulación y almacenamiento de los alimentos, la calidad
de la materia prima, los hábitos alimenticios como el consumo de alimentos crudos,
conservas caseras y preparación de raciones masivas de alimentos (DIAZ,
VALDES, CABALLERO, & MONTERRYE, 2010).
2.4 INTERVENCIONES PARA PROMOVER AUTOCUIDADO
Las actividades de autocuidado se definen como “la compleja habilidad adquirida
por las personas maduras, o que están madurando, que les permite conocer y cubrir
sus necesidades continuas con acciones deliberadas, intencionadas, para regular
su propio funcionamiento y desarrollo humano” (OREM, 2001). Las actividades de
autocuidado se relacionan directamente con el desarrollo de hábitos que mantengan
la salud ambiental mediante situaciones concretas como el lavado correcto de
manos, la manipulación adecuada de alimentos, el manejo del agua y desechos.
Las intervenciones para el autocuidado son la respuesta de profesionales e
investigadores como participantes para ayudar a las personas con el uso de sus
conocimientos a cubrir las necesidades de autocuidado y desarrollar así la aparición
de hábitos (BETZ, 2000).
Se sugieren así como métodos de ayuda una serie de acciones para educar, apoyar,
ofrecer seguimiento y refuerzo. En el cuidado de la salud de un niño a los cuidadores
de los que dependen se les refiere como “agentes” del cuidado del niño. Del
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propósito del autocuidado se busca cumplir con: el autocuidado es responsabilidad
del individuo, las personas que deben participar de su propio autocuidado ya poseen
conocimientos y habilidades, el déficit en el autocuidado es causa de falta de
conocimiento de la situación y de las opciones disponibles para la agencia de
autocuidado, y las conductas de autocuidado se esperan cumplan con las
necesidades y requisitos individuales para el logro de una vida mejor (WILSON,
BAKER, NORDSTROM, & LEGWAND, 2008).
2.5 HABITOS SALUDABLES
La promoción de hábitos saludables es una iniciativa de salud pública y de
educación en salud a nivel mundial (Morrison & Bennett, 2008). Morrison y Bennett
indican que para la creación de hábitos saludables es importante que un individuo
tenga una conducta para preservar o mantener una buena salud sin importar su
estado de salud actual. Según la psicología de la salud, la práctica de conductas
saludables es acumulativa, por lo tanto es necesario realizar observaciones a largo
plazo de los hábitos de las personas para entender de forma concreta la conducta
aprendida por las personas.
2.6 TICS
La tecnología actualmente se encuentra inmersa en todos los aspectos de nuestra
vida, desde relaciones laborales hasta el desarrollo social, cada aspecto de nuestra
vida esta de cierta manera vinculado con las TICs, diariamente salen nuevos tipos
de tecnologías y estos salen a fin de ser parte activa de la vida cotidiana, celulares,
computadores elementos electrónicos de todos tipo interactivos o no, son el diario
vivir de las personas (Shortis, 2001). Así es que la tecnología se volvió el medio
adecuado para la difusión de información, al formar parte de lo cotidiano la
información que se puede distribuir a través se vuelve un elemento que puede
integrarse sin un gran impacto en la vida de las personas.
Las tecnologías de información están en interacción constante con las personas, al
ser herramientas de comunicación permiten de manera interactiva la transmisión de
información. Las redes sociales, los dispositivos móviles, estos son elementos con
los cuales las personas están familiarizados y a través de estos están expuestos a
constantes elementos informativos los cuales pueden ser utilizados a favor de
cualquiera con conocimientos sobre los mismos (Smoreda & Thomas, 2001).
2.7 REALIDAD AUMENTADA
La realidad aumentada es un elemento que en la actualidad ha tenido gran
aprobación y ha sido utilizada para poder generar una unión interactiva entre marcas
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y usuarios al crear un mundo virtual en el que las personas pueden participar a
través de una combinación de dispositivos móviles o computadores y elementos en
el mundo real. La realidad aumentada es un ambiente que combina elementos
virtuales con elementos del mundo real que pueden interactuar entre sí, sea a través
de marcas o distintos puntos clave (Bimber & Raskar, 2005), hoy día es incluso
posible el uso de google maps como medio de interacción para los elementos de
realidad aumentada (Mark Graham, 2012).
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3. METODOLOGIA
La metodología trabajada, es la metodología incremental para diseño de software,
consiste en dos etapas claves, construcción inicial e incrementos (A. Alspaugh,
2015), al final de cada incremento si el producto que se tiene complace todos los
requisitos del usuario final se dan por terminadas las iteraciones lo que concluye el
proyecto.
3.1.

CONSTRUCCION INICIAL

La construcción inicial al igual que cada iteración se dividen en tres partes; análisis,
diseño y codificación.
3.1.1.
Análisis
La aplicación de nombre “Comunitaria APP” es una aplicación móvil desarrollada
sobre la plataforma Android, cuyo fin es mediante el uso de realidad aumentada
generar un medio de aprendizaje interactivo para que madres puedan enseñar a
sus hijos hábitos saludables de higiene personal. La madre con la aplicación debe
ser capaz de:
- Tener una opción de realidad aumentada para interactuar con el niño.
- Tener una opción que permita la visualización de la cartilla informativa que
acompaña a la aplicación.
- Tener una pantalla de selección que permita elegir entre cualquier opción
que tenga la aplicación.
- Tener una pantalla de inicio y carga con la presentación de las entidades que
intervinieron en el proyecto.
La aplicación como herramienta solo consta de un tipo de usuario, este usuario tiene
la capacidad de acceder a cualquier elemento de la misma.
3.1.2.
Diseño
Para el diseño se utiliza el modelo de casos de uso, a partir de este modelo se
toman las posibles relaciones entre el usuario y la aplicación, seguido a esto se
describen punto a punto los eventos que se generan a partir de cada una de estas
acciones. El modelo incluye por lo tanto la descripción punto a punto de cada uno
de los casos descritos en el análisis.
Según lo anterior la figura 1, presenta el diagrama de casos de uso de la aplicación.
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Fig. 1 Diagrama casos de uso usuario (Fuente: Autor)

El diagrama muestra las posibles interacciones del usuario con la aplicación. Se
tiene entonces que el usuario tiene cuatro posibilidades a la hora de interactuar con
la aplicación, la tabla 1 muestra de manera más detallada la descripción del usuario.

Tabla 1 Descripción detallada usuario

Nombre
Descripción

Usuario
Representa a cualquier usuario que desee utilizar la aplicación,
este tiene acceso a la actividad de selección que le da la
posibilidad de abrir la cámara o la información de la aplicación.

Fuente: Autor

Diagrama de navegación de la aplicación: Teniendo el modelo de casos de uso
se dispone un diagrama de navegación el cual dispone el movimiento del usuario
en la aplicación, la figura 2 muestra de esta manera como es el mapa de navegación
de la aplicación.

Fig. 2 Diagrama de navegación de la aplicación (Fuente: Autor)

Descripción de los casos de uso: A continuación se describen los procedimientos
establecidos para cada uno de los casos de uso, es decir las actividades que son
posibles de realizar por el usuario dentro de la aplicación.
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Lista: La tabla 2 muestra los datos relacionados con este caso de uso, el cual tiene
como función mostrar una lista con las posibles opciones que presenta el usuario.
Tabla 2 Casos de uso lista

Nombre:
Actores:
Descripción:

Selección
Usuario
Permite seleccionar entre las diferentes opciones que aporta
la aplicación a un usuario

Precondiciones:
Flujo Normal:

El usuario debe haber otorgado el permiso de la cámara.
1. El usuario selecciona la opción.
2. Si es la primera vez que se selecciona se inicia el tutorial
3. Si el tutorial fue ejecutado o saltado se inicia la cámara.
4. Al detectar alguna marca la realidad aumentada muestra
uno de los videos relacionados.
5. La actividad se mantiene hasta que el usuario decide
retroceder.

Fuente: Autor

Cámara: La tabla 3 muestra los datos relacionados con este caso de uso, el cual
tiene como función iniciar la actividad de la cámara que mediante realidad
aumentada presenta la interacción con el usuario.

Tabla 3 Casos de uso cámara

Nombre:
Actores:
Descripción:

Cámara
Usuario
Permite activar la cámara para interactuar con la cartilla y el
poster mediante realidad aumentada.

Precondiciones:
Flujo Normal:

El usuario debe haber otorgado el permiso de la cámara.
1. El usuario selecciona la opción.
2. Si es la primera vez que se selecciona se inicia el tutorial
3. Si el tutorial fue ejecutado o saltado se inicia la cámara.
4. Al detectar alguna marca la realidad aumentada muestra
uno de los videos relacionados.
5. La actividad se mantiene hasta que el usuario decide
retroceder.
Flujo Alternativo: 1. El usuario selecciona la opción.
2. Si es la primera vez que se selecciona se inicia el tutorial
3. Si el tutorial fue ejecutado o saltado se inicia la cámara.
4. Si el permiso de la cámara no está activo se niega el acceso.
Fuente: Autor
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Información: La tabla 3 muestra los datos de acerca el caso de uso de información,
donde el usuario tiene la opción de observar la información relevante de la
aplicación.
Tabla 4 Caso de uso información

Nombre:
Actores:
Descripción:

Información
Usuario
Este caso de uso inicia la actividad encargada de mostrar la
información relevante de la aplicación
Precondiciones: Ninguna
Flujo principal: 1. El usuario selecciona la opción
2. Si es la primera vez que se selecciona se inicia el tutorial
3. Se redirige al usuario a una ventana que muestra la
información relevante de la aplicación.
4. La actividad se mantiene hasta que el usuario decide
retroceder.
Fuente: Autor

3.1.3.
Codificación
A partir de los elementos determinados del modelo de casos de uso se desarrolla
un prototipo inicial que contenga estos elementos.
Ya con el elemento seleccionado a desarrollar para el prototipo se disponen los
elementos necesarios para el desarrollo de la aplicación en Android, el elemento
principal a tener en cuenta es el entorno de desarrollo, el entorno para aplicaciones
de Android es conocido como Android Studio.
Android Studio es un entorno de desarrollo integrado (IDE) oficial para el desarrollo
de aplicaciones para Android basado en IntelligJ IDEA, está diseñado con el fin de
proporcionar un editor de gran potencia pero con herramientas auxiliares
específicamente diseñadas para facilitar la creación de aplicaciones en Android
(Android).
Al desarrollar una aplicación en Android Studio se requiere tener en cuenta varios
elementos en cuenta; el manifestó de la aplicación: que determina todos los
elementos que esta va a incluir como los requisitos de sistema y las actividades que
incluirá, también se tienen en cuenta los códigos en Java que soportan el
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funcionamiento de cada una de las actividades que en conjunto con las interfaces
diseñadas en XML y HTML determinan la apariencia del sistema.
Un desarrollo de aplicación en Android Estudio requiere generar diagrama al cual
se le van incluyendo cada uno de los parámetros que se vayan trabajando, la figura
3 muestra el diagrama correspondiente al prototipo inicial.

Fig. 3 Estructura prototipo aplicación Android Studio (Fuente: Autor)

El esquema muestra la distribución de archivos del prototipo inicial, en la figura 3 se
observan 6 tipos de archivos, 2 de ellos fundamentales en el trabajo de Android
Studio, y 4 adicionales para el funcionamiento de la actividad de la cámara.
Los archivos se dividen en: Java y XML.
Los archivos de extensión XML tienen una única función y es crear la interfaz gráfica
que las actividades van a utilizar para su correcto funcionamiento, el XML contiene
los botones, listas, imágenes y demás assets que van a ser utilizados por la
actividad, refiriéndose a actividad a toda pantalla que tenga alguna interacción con
el usuario.
Los archivos de java son los encargados de darle un funcionamiento y albergar e
algoritmo principal de la actividad, en estos archivos se programa toda la lógica
sobre la cual está estructurada cada parte de la aplicación por separado.
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Para el prototipo inicial hay dos actividades principales que se incluyeron sin tener
en cuenta la arquitectura base que está compuesta por el intro y la actividad de
selección, la cámara y el tab de información.
Manifestó: Siendo el manifestó el archivo de configuración del sistema incluye, la
configuración pertinente a los requisitos del dispositivo y todos los permisos que
este requiere para funcionar, está compuesto por un archivo XML y su contenido se
puede observar en el ANEXO B.1.
En el manifestó se especifica la necesidad del dispositivo de utilizar una cámara, la
versión mínima de Android necesaria para que trabaje, la actividad principal y el
logo de la aplicación.
A continuación se describe la codificación y algoritmos involucrados en las
actividades de la construcción inicial.
Actividad de introducción: La actividad introductoria, denominada “Intro” dentro
de la aplicación, está compuesta por un solo elemento de presentación y su función
es dar una estética inicial a la aplicación con la que se presentan los logos de la
aplicación y de las entidades que participaron en el proyecto, la figura 4 muestra el
diseño de la pantalla introductoria.

Fig. 4 Pantalla de introducción de la aplicación (Fuente: Autor)
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Siendo la encargada de actuar como un elemento introductorio su funcionamiento y
codificación están limitados a su creación y duración en pantalla.
En el ANEXO B.2 se observa el código fuente de la clase “Intro”, en esta se observa
que esta clase es una extensión de la clase “Activity” que es un elemento base
contenido dentro del marco de Android Studio, la clase “Activity” contiene
internamente procedimientos usados por Android en ciertas circunstancias, el
procedimiento onCreate, reescrito en “Intro”, es llamado cada que la pantalla es
visualizada, según el diagrama de flujo de la aplicación (diagrama que se observa
en la figura 5) al ser visualizada la pantalla de introducción, es decir al iniciar la
aplicación, espera un tiempo (3 segundos) para luego pasar a la actividad
“Main_lista” con un efecto de desvanecimiento.

Fig. 5 Diagrama de flujo Actividad Intro
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Actividad de selección: La actividad de selección, denominada “Main_lista” en la
aplicación, tiene la función de presentar una lista con las opciones para el usuario
de los elementos que él puede seleccionar, la interfaz de la actividad se muestra en
la figura 6.

Fig. 6 Pantalla de selección (Fuente: Autor)

La pantalla de selección está compuesta por una lista cuya función es permitir al
usuario de la aplicación dirigirse mediante la selección de esta a cualquiera de las
opciones que se visualizan. En la lista se presentan las opciones principales,
Cámara, Cartilla y Glosario. La opción de información mencionada anteriormente no
se implementa dentro de la lista principal, esta opción se considera dentro del marco
de elementos de configuración y detalles de la aplicación, por comodidad este tipo
de elementos que no son utilizados tan frecuentemente se ponen dentro de un tab
adicional. La figura 7 muestra el tab adicional y su contenido.

Fig. 7 Tab adicional que contiene la opción de información. (Fuente: Autor)

En el ANEXO B.3 se observa la codificación para la actividad “Main_lista”, la
actividad está compuesta por cinco procedimientos, el procedimiento onCreate crea
la lista que contiene los elementos a visualizar y presenta una acción para cada uno
de ellos, adicional crea un menú de opciones que contiene solo la opción de
información y el procedimiento para esta opción, al ser seleccionado cualquier
elemento de la lista dependiendo de su ID inicia la actividad correspondiente. Para
el menú de opciones al seleccionarlo visualiza una lista que solo contiene la opción
de información, y al seleccionarla inicia la actividad de información. La figuro 8
muestra el diagrama de flujo de la aplicación para la actividad de selección.
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Fig. 8 Diagrama de flujo actividad de selección (Fuente: Autor)

31

Actividad de Información: La actividad de información denominada “Info”, es la
encargada de que al iniciarse muestre la información relevante de la aplicación,
entre esta información se encuentran; los datos del proyecto bajo el que se pidió el
desarrollo de la aplicación, los nombres de las investigadoras a cargo del proyecto,
el desarrollador, las entidades involucradas y la versión en la que se encuentra la
aplicación. La figura 9 muestra la interfaz gráfica de la actividad.

Fig. 9 Pantalla de información (Fuente: Autor)

En el ANEXO B.4 se observa el código fuente de la actividad, esta actividad solo
consta de un procedimiento. El procedimiento se inicia al abrir la actividad y su única
función es visualizar en un slide con texto toda la información relevante acerca de
la aplicación. Esta actividad no posee ningún elemento adicional y para retornar a
la actividad anterior es decir la pantalla de selección se utiliza el botón de retroceso
del celular, la actividad de retroceso esta implementada de manera interna por
Android Studio para todas las clases que se extienden de la clase “Activity”, la figura
10 muestra el diagrama de flujo con el cual trabaja la actividad de información.

32

Fig. 10 Diagrama de flujo actividad de información (Fuente: Autor)

Actividad de Cámara: La actividad de la cámara, denominada “CamAR”, es la
actividad encargada de visualizar la cámara y permitir la interacción mediante
realidad aumentada con la cartilla proporcionada por el proyecto “propuesta de
intervención en autocuidado para la promoción de hábitos saludables frente a la
prevención y el control de enfermedades infecciosas en niños de la localidad de
kennedy”, la actividad se enfoca en permitir a los niños interactuar con algunas
marcas contenidas en la cartilla, estas marcas contienen los pasos a seguir para el
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lavado de manos, cada marca está relacionada con un video que será reproducido
con la detección de la misma.
Esta actividad esta implementada utilizando un elemento adicional al entorno de
desarrollo Android Studio. La actividad utiliza una librería adicional conocida como
Wikitude, esta es una herramienta que permite el uso de elementos de realidad
aumentada en entornos de desarrollo para aplicaciones móviles, para este caso
puntual Android.
Wikitude es una herramienta de desarrollo utilizada por muchas empresas para la
creación de aplicaciones móviles con elementos de realidad aumentada, esta
plataforma facilita la creación de este tipo de aplicaciones mediante la simplificación
de funciones relacionadas con el tratamiento de imágenes y renderización de
contenido en tiempo real, además de tener una infraestructura de trabajo que
permite el uso mínimo de recursos de los dispositivos.
Wikitude cuenta con elementos específicos a la hora de crear actividades que deben
ser tenidos en cuenta para el correcto funcionamiento del elemento de realidad
aumentada incluido en la aplicación; marcas, mundo virtual, y elementos de realidad
aumentada.
La arquitectura del kit de desarrollo de software (SDK, Software Development Kit),
trabaja en diferentes etapas, la figura 11 muestra los componentes del SDK de
wikitude.
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Fig. 11 Arquitectura del SDK de wikitude (Wikitude GmbH, 2016)

Internamente wikitude maneja elementos de optimización para facilitar el trabajo de
los que usen la herramienta lo que permite utilizar más elementos de realidad
aumentada sin preocuparse en gran medida por el rendimiento del dispositivo.
La arquitectura de la actividad de realidad aumentada se presenta en la figura 12.

Fig. 12 Arquitectura realidad aumentada (Fuente: Autor)
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En la arquitectura se observan 3 elementos importantes trabajando en conjunto: Las
marcas, los elementos de realidad aumentada y el mundo virtual. Estos elementos
trabajan entre sí para presentar la experiencia de la realidad aumentada.
Las marcas constituyen los elementos que al ser detectados permitan la
renderización de un objeto virtual con el que se puede interactuar. En el caso de la
aplicación estas marcas están contenidas en la cartilla.
La figura 13 muestra las marcas, estas están compuestas por los 10 pasos para el
lavado de manos que son el punto primordial con el que la realidad aumentada
trabaja.

Fig. 13 Pasos lavado de manos (Soto, Gómez Ramírez, & Parrado Lozano, 2016)

36

Estas marcas aparecen en la versión física y digital de la cartilla y cada una de estas
tiene la posibilidad de permitir al usuario interactuar mostrando un corto video de
cómo se debe hacer, tal que sea llamativo para los niños en etapa de desarrollo.
Las marcas son usadas en dos estados en el flujo de información de la actividad, la
primera es al adquirir la imagen de la cámara y la segunda es al compararla con las
marcas preestablecidas. Las imágenes dentro de una aplicación implican en esta la
necesidad ocupar cierto espacio en el celular solo para mantenerlas, y para
compararlas se debe hacer el tratamiento de imágenes pertinente una y otra vez lo
que en efecto consume recursos del dispositivo móvil que se esté utilizando, para
evitar un elevado consumo de recursos wikitude aporta una herramienta adicional,
el target manager.
El target manager es una plataforma digital incluida dentro de las herramientas que
pueden ser utilizadas por el desarrollador. La figura 14 muestra la interfaz que esta
maneja.

Fig. 14 Interfaz target manager (Fuente: Autor)

En el target manager se almacenan las carpetas correspondientes a todos los
proyectos en desarrollo, cada carpeta contiene un set de imágenes que son
calificadas según qué tan fáciles son de detectar según una escala, y almacenadas
con un nombre el cual se usa como referencia a la hora de codificar el entorno de
la actividad.
Dentro del proyecto de “Comunitaria APP” se encuentran registradas 21 imágenes,
entre ellas las 10 de la cartilla, 10 adicionales del poster adjunto con el que también
puede interactuar la aplicación, y una imagen adicional de introducción en la cartilla
que cuenta con un video de presentación y con un fin lúdico para los niños. Las
figuras 15 y 16 muestran las imágenes contenidas en la carpeta dispuesta para la
aplicación.
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Fig. 15 Contenido del proyecto en el target manager (Fuente: Autor)

Fig. 16 Contenido del proyecto en el target manager (Fuente: Autor)

La función de esta herramienta es permitir una fácil visualización de las marcas que
se pueden utilizar en el proyecto junto con los respectivos nombres, y generar a su
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vez un archivo codificado con extensión .wtc que contiene los datos obtenidos del
tratamiento de imágenes individual de cada marca.
Elementos de realidad aumentada: Los elementos de realidad aumentada son
animaciones 3D, videos o imágenes que están ligados a una marca, al ser
visualizada la marca por el usuario, esta da un punto de referencia para digitalizar
cierto elemento.
La aplicación “Comunitaria APP”, cuenta solo con un tipo de formato para los
elementos que presenta en forma de realidad aumentada, videos. Los videos son
clips individuales obtenidos a partir de un original editado como resultado del
proyecto “propuesta de intervención en autocuidado para la promoción de hábitos
saludables frente a la prevención y el control de enfermedades infecciosas en niños
de la localidad de kennedy” (Soto, Gómez Ramírez, & Parrado Lozano, 2016), el
video original fue editado en una resolución de 1280x720 pixeles, tiene una duración
de 3:43mins y por consiguiente debido a la calidad un tamaño de 232MB, cada clip
contiene uno de los pasos a seguir para el lavado de manos, además de uno
adicional que consta de un video introductor musical para el tema de aseo persona.
El objetivo de la aplicación son dispositivos móviles, y en estos dispositivos el video
no ocupara la pantalla completa. Teniendo en cuenta que las resoluciones de
pantalla de un dispositivo móvil oscilan entre los 240x320 hasta los 720x1280
pixeles, una resolución tan alta no es necesaria, debido a esto los clips individuales
fueron re editados para tener una resolución de 320x240 y tienen duraciones de 5
a 41segs.
El mundo virtual como tal está constituido por el mundo que se visualiza y la lógica
sobre la cual trabaja, el mundo como tal en el dispositivo móvil está presente como
la pantalla del celular. Este consta de dos elementos, un fondo compuesto por la
imagen obtenida por la cámara que representa la realidad, y un frame sobrepuesto
que representa la parte virtual. La figura 17 muestra cómo se visualiza la actividad
en el dispositivo móvil cuando no hay marcas.
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Fig. 17 Imagen obtenida por la cámara en la actividad de realidad aumentada (Fuente: Autor)

En la figura se observa que la actividad cuando no detecta marcas no funciona
diferente a como lo hace la cámara del dispositivo, mostrando directamente las
imágenes obtenidas por la misma a un frame rate determinado. Mientras que la
figura 18 muestra el comportamiento después de detectar la marca.

Fig. 18 Elemento de realidad aumentada sobrepuesto a la marca detectada en la actividad de realidad
aumentada (Fuente: Autor)
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Al observar el comportamiento después de detectar la marca se observa el “frame”
sobrepuesto, el cual sobrepone en la ubicación de la marca el video ligado
directamente a la misma.
Esto se lleva a cabo a lo largo de una serie de pasos determinados a partir del
diagrama de flujo observado en la figura 19.

Fig. 19 Diagrama de flujo funcionamiento realidad aumentada. (Fuente: Autor)
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En el diagrama de la figura 19 se observa que la actividad funciona de manera muy
línea, sin embargo su funcionamiento depende de 3 elementos diferentes.
El primer elemento, es el directamente encargado de iniciar la actividad, este se
compone de la actividad que inicia la cámara y sobrepone el ambiente virtual. En el
ANEXO B.5 se observa el código fuente de la actividad “CamAR”, este contiene 7
procesos importantes, el proceso OnCreate, al igual que para cada actividad, crea
las instancias del entorno gráfico, es decir, inicializa la cámara y el ambiente virtual,
en conjunto antes de cualquier activación solicita el permiso de la cámara (si el
celular no lo ha pedido o habilitado con anterioridad, este es un proceso común para
las plataformas de android de 6.0 en adelante), al hacer esto corre el método
onRequestpermissionsResults que valida el funcionamiento de la cámara y carga el
método principal del entorno virtual. Los siguientes 4 métodos: onResume,
onPause, onDestroy y onPostcreate, son los métodos necesarios para que en cada
instancia de la cámara el entorno virtual no deje de funcionar y actué acorde a los
requerimientos necesarios. Finalmente el método loadArchitectView, es un método
independiente no proporcionado por la clase superior (AppCompatActivity), este
método: configura, crea, e inicializa el frame superpuesto a la cámara, este frame
es un elemento html “index.html” generara el render de los elementos de realidad
aumentada que se visualicen sobre la marca.
En el ANEXO B.6 se puede observar el código fuente de “index.html”, este muestra
una interfaz sencilla, básicamente contiene un marco en blanco con una barra de
título cuyo único objetivo es expresar al usuario que algo se está cargando. En el
cuerpo de la interfaz se corre un script de nombre “imageontarget.js”, este script
contiene toda la lógica real con la que se detecta las marcas y se dibujan los
elementos de realidad aumentada.
El ANEXO B.7 contiene el código fuente de “imageontarget.js”, el script crea un
objeto llamado world, que se compone de tres metodos:
- init: La función de inicialización que llama la función que crea el frame que se
dibuja en la página html que se sobrepone a la cámara.
- createOverlaysFn: La función que es llamada por la función de inicialización,
que se divide en tres etapas:
o la creación de tracker o rastreador:
this.tracker = new AR.ClientTracker("assets/tracker.wtc", {
onLoaded: this.worldLoaded
});

42

Que es la variable que contiene los datos del archivo .wtc, generado
por el manager, en consecuencia es la que compara las imágenes
obtenidas por la cámara y a partir de ellas retorna un nombre y una
ubicación.
o La creación de los objetos de realidad aumentada, que en el código
son variables que direccionan el archivo .mp4, le dan un escala, y le
dan una ubicación sobre la cual aparecer con respecto al punto de
referencia (centro de la marca)
o Y la creación del elemento rastreable que toma los objetos de realidad
aumenta, los relaciona con una marca y les da unas funciones,
adicionales que para este caso pausan y corren los videos.
- worldLoaded: Función que tiene el único objetivo de modificar el mensaje de
carga que se presentara al usuario.
Al final el script lo único que hace es correr el método de inicio del objeto world y así
genera todo el ambiente de realidad aumentada.
3.2.

INCREMENTOS

Los incrementos son los elementos que a partir del prototipo inicial fueron
agregados por elección del cliente ya que considera son necesarios en cierta
medida para complementar la funcionalidad principal desarrollada.
3.2.1.
Primer incremento
Los incrementos al igual que la construcción inicial se dividen en las mismas tres
etapas.
3.2.1.1. Análisis
Con los resultados mostrados a partir de la codificación de la construcción inicial,
se analizaron las actividades adicionales que complementarían la función principal
de la aplicación, de lo anterior se llegó a la conclusión de que los elementos a
agregar tenían que ser:
- Una opción que permitiera al usuario ver una versión digital de la cartilla para
poder acceder a ella en cualquier momento.
- Una opción que permita al usuario tener un glosario con los términos poco
conocidos relacionados con la cartilla.
A partir del análisis, estos elementos deben ser agregados al usuario que utiliza la
aplicación.

43

3.2.1.2. Diseño
A partir del modelo de casos de uso previo, las funcionalidades adicionales tienen
que ser agregadas y descritas. Según esto la figura 20 presenta el diagrama de
casos de usos agregando las nuevas funcionalidades.

Fig. 20 Diagrama de casos de para el primer incremento. (Fuente: Autor)

Teniendo en cuenta la figura 20, los nuevos casos de uso se incluyen en la tabla 4
donde se observa la nueva descripción para el usuario.

Tabla 5 Descripción detallada usuario después del primer incremento

Nombre
Descripción

Usuario
Representa a cualquier usuario que desee utilizar la aplicación,
este tiene acceso a la actividad de selección que le da la
posibilidad de abrir la cámara, la cartilla, el glosario o la
información de la aplicación.

Fuente: Autor

Diagrama de navegación: Teniendo en cuenta el modelo de casos de uso se
agrega al diagrama de navegación previo los nuevos casos de uso, la figura 21
muestra el diagrama modificado.
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Fig. 21 Diagrama de navegación de la aplicación después del primer incremento (Fuente: Autor)

Descripción de los casos de uso: A continuación se describen los procedimientos
establecidos para cada uno de los casos de uso agregados en este incremento, es
decir las actividades adicionales que son posibles de realizar por el usuario dentro
de la aplicación después de la primera modificación.
Cartilla: La tabla 5 muestra los datos relacionados con el caso de uso de la cartilla,
en este se explica el propósito y flujo principal relacionado con la misma.

Tabla 6 Caso de uso cartilla

Caso de Uso:
Actores:
Descripción:

Cartilla
Usuario
Este caso de uso es el encargado de iniciar la actividad que
abre una versión digital de la cartilla.
Precondiciones: Ninguna
Flujo principal: 1. El usuario selecciona la opción
2. Si es la primera vez que se selecciona se inicia el tutorial
3. Si el tutorial fue ejecutado o saltado se inicia la cartilla
4. Se desliza la pantalla hacia alguno de los lados para cambiar
las páginas.
5. La actividad se mantiene hasta que el usuario decide
retroceder.
Fuente: Autor
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Glosario: La tabla 6 muestra los datos de propósito y flujo del caso de uso
correspondiente al glosario, cuya función es mostrar las definiciones de algunos
términos relevantes.

Tabla 7 Caso de uso glosario

Caso de Uso:
Actores:
Descripción:

Glosario
Usuario
Este caso de uso representa la actividad encargada de actuar
como glosario, donde se consiguen varios de los términos
pocos conocidos manejados en la cartilla.
Precondiciones: Ninguna
Flujo principal: 1. El usuario selecciona la opción
2. Si es la primera vez que se selecciona se inicia el tutorial
3. Si el tutorial fue ejecutado o saltado se inicia el glosario.
4. El usuario selecciona uno de los términos y se redirige hacia
su definición.
5. La actividad se mantiene hasta que el usuario decide
retroceder.
Fuente: Autor

3.2.1.3. Codificación
A partir de los elementos obtenidos por el modelo de casos de uso de los casos
adicionales, se desarrollan las modificaciones sobre el modelo.
En el manifestó de android es necesario agregar las nuevas actividades a incluir.
Estas se incluyen en la sección de application y deben contener el nombre de la
actividad y el tema que esta utiliza para su interfaz. A continuación se describen las
modificaciones necesarias en las actividades previas, y la codificación y algoritmos
de las actividades agregadas.
Modificaciones actividad de selección: La actividad de selección permite al
usuario seleccionar cualquiera de los casos de uso que el usuario principal tiene
permiso de acceder, por lo tanto al incluir nuevos, esta actividad tiene que permitir
seleccionarlos. La figura 22 muestra la nueva interfaz.
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Fig. 22 Pantalla de selección modificada (Fuente: Autor)

Al modificar las opciones que esta puede presentar se modifica el diagrama de flujo
para agregar las nuevas opciones como lo muestra la figura 23.

Fig. 23 Diagrama de flujo modificado de la actividad de selección después del primer incremento (Fuente:
Autor)

47

Actividad de Cartilla: La actividad de la cartilla, denominada “Cartilla_new”, es la
actividad encargada de permitir la visualización de una versión digital de la cartilla
utilizada por la aplicación. La figura 24 muestra la interfaz gráfica que presenta la
actividad de la cartilla al ser seleccionada.

Fig. 24 Interfaz de la actividad cartilla (Fuente: Autor)

48

El diagrama de flujo de la imagen 25, muestra la forma en la que la actividad
funciona.

Fig. 25 Diagrama de flujo actividad cartilla. (Fuente: Autor)

En el ANEXO B.8 se encuentra el código fuente de “Cartilla_new”, en este se
observa cómo funciona la actividad cartilla. Esta actividad contiene dos métodos
importantes, el primero es getfragments cuya única función es generar una lista con
la cantidad de páginas de la cartilla, y que crea un objeto para cada una de ellas. El
segundo es onCreate, este método como en todos los casos anteriores, contiene
los pasos a seguir al iniciarse la actividad.
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Dentro de la actividad se genera un objeto para cada página que son fragmentos de
la clase principal. Estos fragmentos toman un dato de entrada (el número de página
en el que se encuentra) y a partir de esto visualiza en la interfaz una imagen con el
contenido para esa página.
Actividad de Glosario: La actividad del glosario, es la actividad cuya función es
permitir al usuario ver una lista de términos y al seleccionarlos mostrar sus
respectivas definiciones. La actividad glosario se divide en dos pantallas, una
pantalla de selección de términos, denominada “Glosario_menu” y una pantalla de
definición, denominada “Glosario”. La pantalla de selección muestra una lista de
términos como lo muestra la figura 26.

Fig. 26 Pantalla de selección de términos del glosario. (Fuente: Autor)

La pantalla de definiciones muestra dependiendo de la palabra seleccionada, la
definición pertinente como lo muestra la figura 27.
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Fig. 27 Pantalla de definiciones del glosario. (Fuente: Autor)

En el diagrama de flujo que se observa en la figura 28, se observa el funcionamiento
de la actividad.

Fig. 28 Diagrama de flujo actividad glosario (Fuente: Autor)
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El ANEXO B.10, muestra el código fuente para la actividad de la pantalla de
selección. Esta actividad solo contiene un método importante, onCreate, como en
cada actividad este método inicializa la actividad y para el caso del glosario crea un
fragmento. La clase “FragmentoGlosario”, cuyo código fuente se encuentra en el
ANEXO B.11, tiene como función la creación de la lista con todas las definiciones,
esta actividad inicia la actividad “Glosario” al seleccionar alguna de las opciones y
envía un dato adicional con el nombre del término, la actividad glosario, descrita en
el ANEXO B.12 solo usa el método onCreate, al crearse toma el campo de texto del
título y del cuadro de texto siguiente y los remplaza dependiendo de la definición
que se haya seleccionado.
3.2.2.
Segundo incremento
A continuación se describen las etapas de análisis, diseño y codificación del
segundo incremento.
3.2.2.1. Análisis
A partir de la primera iteración se definió un elemento adicional a agregar, debido a
que la aplicación tiene como objetivo madres y niños muy jóvenes no va a tener un
aprendizaje muy intuitivo, por lo tanto se requiere del uso de tutoriales que expliquen
el funcionamiento de cada una de las opciones integradas dentro de la aplicación.
Cada uno de estos tutoriales deberá aparecer la primera vez que se use cada
actividad solamente debido a que visualizarlos más veces es innecesario si ya se
entendió el funcionamiento de la actividad.
3.2.2.2. Diseño
A partir del modelo de casos de uso obtenido después de la primera modificación,
se agregan los elementos definidos por el análisis para este incremento. La figura
29 muestra el diagrama de casos de uso incluyendo los nuevos elementos.
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Fig. 29 Diagrama de casos de para el segundo incremento (Fuente: Autor)

Teniendo en cuenta la figura 29, se agregan a la tabla de descripción los nuevos
casos de uso.

Tabla 8 Descripción detallada usuario después del segundo incremento

Nombre
Descripción

Usuario
Representa a cualquier usuario que desee utilizar la
aplicación, este tiene acceso a la actividad de selección que le
da la posibilidad de abrir la cámara, la cartilla, el glosario o la
información de la aplicación, o si es la primera vez que se abre
la aplicación abrir los respectivos tutoriales antes de entrar en
la correspondiente actividad.

Fuente: Autor

Diagrama de navegación: Teniendo en cuenta el modelo de casos de uso se
agrega al diagrama de navegación previo los nuevos casos de uso, la figura 30
muestra el diagrama modificado.
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Fig. 30 Diagrama de navegación de la aplicación después del segundo incremento (Fuente: Autor)
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Descripción de los casos de uso: A continuación se describen los procedimientos
establecidos para cada uno de los casos de uso agregados en este incremento, es
decir las actividades adicionales que son posibles de realizar por el usuario dentro
de la aplicación después de la segunda modificación.
Tutorial Cámara: La tabla 8 muestra los datos relacionados con el caso de uso del
tutorial de la cámara, en este se explica el propósito y flujo principal relacionado con
la misma.

Tabla 9 Caso de uso tutorial cámara

Caso de Uso:
Actores:
Descripción:

Tutorial cámara
Usuario
Este caso de uso es iniciado por alguna de las otras opciones
y muestra un tutorial de cómo usar la cámara con las marcas.
Precondiciones: Ser la primera vez que se observa
Flujo principal: 1. El usuario es dirigido por otra de las actividades al ser la
primera vez que ingrese a alguna de ellas
2. Muestra en una secuencia de pasos cómo usar la actividad
de la cámara para la realidad aumentada.
3. Al saltar o finalizar la actividad envía al usuario a la opción
correcta preseleccionada.
Fuente: Autor

Tutorial Cartilla: La tabla 9 muestra los datos relacionados con el caso de uso del
tutorial de la cartilla, en este se explica el propósito y flujo principal relacionado con
la misma.
Tabla 10 Caso de uso tutorial cartilla

Caso de Uso:
Actores:
Descripción:

Tutorial Cartilla
Usuario
Este caso de uso es iniciado por alguno de las otras opciones
y muestra un tutorial de cómo usar la cartilla.
Precondiciones: Ser la primera vez que se observa
Flujo principal: 1. El usuario es dirigido por otra de las actividades al ser la
primera vez que ingrese a alguna de ellas
2. Muestra en una secuencia de pasos como utilizar la actividad
de la cartilla.
3. Al saltar o finalizar la actividad envía al usuario a la opción
correcta preseleccionada.
Fuente: Autor
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Tutorial Glosario: La tabla 10 muestra los datos relacionados con el caso de uso
del tutorial del glosario, en este se explica el propósito y flujo principal relacionado
con la misma.

Tabla 11 Caso de uso tutorial glosario

Caso de Uso:
Actores:
Descripción:

Tutorial glosario
Usuario
Este caso de uso es iniciado por alguno de las otras opciones
y muestra un tutorial hacer de cómo usar el glosario.
Precondiciones: Ser la primera vez que se observa
Flujo principal: 1. El usuario es dirigido por otra de las actividades al ser la
primera vez que ingrese a alguna de ellas
2. Muestra en una secuencia de pasos como utilizar la actividad
del glosario
3. Al saltar o finalizar la actividad envía al usuario a la opción
correcta preseleccionada.
Fuente: Autor

3.2.2.3. Codificación
A partir de los elementos obtenidos por el modelo de casos de uso de los casos
adicionales, se desarrollan las modificaciones sobre el modelo.
Al incluir tres nuevas actividades el manifestó tiene que ser modificado para incluir
cada una de ellas, con su respectivo nombre y estilo. A continuación se describen
las modificaciones necesarias y las descripciones de las actividades incluidas
debido al segundo incremento.
Modificaciones actividad de selección: Debido a que los tutoriales tienen que
presentarse previos a la actividad que se va a seleccionar, la actividad de selección
debe redirigir hacia ellos en vez de dirigir directamente hacia la actividad deseada.
La figura 31 muestra el diagrama de flujo de la actividad modificada ya que la
actividad no cambia en su interfaz.
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Fig. 31 Diagrama de flujo modificado de la actividad de selección después del segundo incremento (Fuente:
Autor)
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Actividades de tutorial: Las actividades de tutorial son un conjunto de actividades
que poseen estructuras similares, estas parten del uso de una librería base y tienen
un mismo elemento de trabajo, una actividad denominada “SampleSlide”, esta
actividad, descrita en el ANEXO B.13, utiliza una librería especializada en el diseño
de tutoriales (Rotolo & Nar, 2016), la actividad SampleSlide crea el esqueleto base
para cada una de las slides que aparecen en el tutorial diseñado. Esta clase
principal es la utilizada por cada tutorial para visualizar las viñetas.
Actividad de tutorial de cámara: La actividad tutorial cámara, denominada
“Tutorial_cam”, es la actividad encargada de mostrar el tutorial que explica cómo
utilizar las funciones de la cámara. La figura 32 muestra la interfaz del tutorial.

Fig. 32 Pantallas de tutorial de cámara (Fuente: Autor)

El diagrama de flujo que se observa en la figura 33 muestra el funcionamiento de la
actividad.
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Fig. 33 Diagrama de flujo de la actividad del tutorial de la camara (Fuente: Autor)

En el ANEXO B.14 se observa el código fuente de la actividad “Tutorial_cam” en
este se puede observar el uso de cuatro métodos, el método onCreate contiene la
creación de los cuatro slides que pertenecen al tutorial de la cámara. Los métodos:
onDonePressed, onSkipPressed tienen como función acabar la actividad e iniciar la
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actividad de la cámara al ser presionados esos botones en la interfaz. Y el método
onSlideChanged, cambia el slide ante la acción de cambio o al presionar la flecha
de siguiente.
Actividad de tutorial de cartilla: La actividad tutorial cámara, denominada
“Tutorial_cartilla”, es la actividad encargada de mostrar el tutorial que explica cómo
visualizar cada página de la cartilla. La figura 34 muestra la interfaz del tutorial.

Fig. 34 Pantallas de tutorial de cartilla (Fuente: Autor)

El diagrama de flujo que se observa en la figura 35 muestra el funcionamiento de la
actividad.
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Fig. 35 Diagrama de flujo de la actividad del tutorial de la cartilla (Fuente: Autor)

En el ANEXO B.15 se observa el código fuente de la actividad “Tutorial_cartilla” en
este se puede observar que su funcionamiento es similar al tutorial previo, con la
diferencia de la cantidad de viñetas y a donde redirige la actividad al saltar el tutorial
o terminar de verlo.
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Actividad de tutorial de Glosario: La actividad tutorial cámara, denominada
“Tutorial_glosario”, es la actividad encargada de mostrar el tutorial que explica cómo
utilizar el glosario. La figura 36 muestra la interfaz del tutorial.

Fig. 36 Pantallas de tutorial de cartilla (Fuente: Autor)

El diagrama de flujo que se observa en la figura 37 muestra el funcionamiento de la
actividad.
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Fig. 37 Diagrama de flujo de la actividad del tutorial de la cartilla (Fuente: Autor)

En el ANEXO B.16 se observa el código fuente de la actividad “Tutorial_glosario” en
este se puede observar un funcionamiento similar a los tutoriales previos, con la
misma diferencia en la cantidad de viñetas y a donde redirige al terminar o saltar el
tutorial.
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4. MODELO DE PRUEBAS
El modelo de pruebas busca generar una serie de pruebas cuyos resultados
comprueben varios elementos de la aplicación. Estos elementos se dividen según
los requisitos planteados a la hora del desarrollo, los requisitos del sistema en el
cual se vayan a implementar y los requisitos del público objetivo al cual estén
dirigidos.
4.1.

Pruebas para requisitos de aplicación

Las pruebas determinadas en este punto buscan determinar el correcto
funcionamiento de los elementos implementados en el sistema como parte del
desarrollo del mismo.
Según los requisitos de la aplicación el elemento más relevante a probar es la
actividad de la cámara, debido a esto la prueba desarrollada tiene el objetivo de
verificar el correcto funcionamiento de la realidad aumentada implementada en
conjunto con la cámara y la cartilla.
4.1.1. Prueba de cámara
Esta prueba se realiza en la aplicación con el fin de observar el correcto
funcionamiento de la realidad aumentada dentro de la aplicación, para cada marca
se realiza una visualización y se espera obtener como resultado el elemento de
realidad aumentada predefinido.
4.2.

Pruebas de requisitos del sistema

Las pruebas de requisitos del sistema buscan determinar las características de los
dispositivos objetivos para esta aplicación, a partir de esto los elementos más
relevantes a estudiar son: la compatibilidad con diferentes celulares que funcionen
bajo la misma plataforma, pruebas de consumo de memoria, y pruebas de uso de
CPU. A partir de lo anterior se desarrollaron las siguientes pruebas.
4.2.1. Prueba de compatibilidad
Este test se realiza con el fin de observar en diferentes dispositivos los problemas
de compatibilidad que se puedan presentar, se prueba la aplicación en dispositivos
con diferentes sistemas operativos (todos android) y se determina para cuales es
apto y para cuales no lo es.
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4.2.2. Prueba de consumo de RAM
La prueba de uso de RAM se divide en distintos casos, donde cada uno consta de
una secuencia de acciones que prueba a lo largo de un tiempo determinado como
cada actividad utiliza la memoria de la aplicación. Esta prueba se realiza para cada
una de las actividades y cada actividad tiene una secuencia diferente.
Estado estático: Esta prueba en estado estático consta de mantener la aplicación
en la pantalla de selección para observar como es el porcentaje de uso de CPU por
la aplicación cuando esta no está activa.
Actividad de cámara: Esta prueba consta de iniciar en la pantalla de selección e
ignorando los tutoriales, iniciar la actividad de la cámara, en la actividad se ubica
una marca y se observa uno de los videos.
Actividad de cartilla: La prueba de cartilla consta de iniciar en la pantalla de
selección, ingresar a la actividad de la cartilla, luego ir y volver a través de todas las
páginas de la cartilla.
Actividad de glosario: La prueba de actividad de glosario consta de iniciar en la
pantalla de selección, ingresar a la pantalla de selección de términos, y deslizar la
selección hasta llegar al último elemento de la lista, volver al primero, y seleccionar
cualquier término para ver la definición.
4.2.3. Prueba de uso de CPU
Esta prueba se corre en la aplicación probando cada una de las actividades, de
estas se determina el porcentaje de uso de la unidad central de procesamiento
(CPU) dentro del sistema y su funcionamiento. Esta prueba se hace con el fin de
determinar el rendimiento de la aplicación en un dispositivo. Si el porcentaje uso de
CPU es demasiado elevado para los rangos máximos y mínimos de dispositivos que
maneja la aplicación, se entiende de los resultados que esta tiene un mal
rendimiento y su uso en dispositivos de gamas muy bajas será limitado y no podrán
usarse de forma correcta las funciones más demandantes de la aplicación.
La prueba para el uso de CPU se divide en distintos casos donde cada uno consta
de una secuencia de acciones que prueba a lo largo de un tiempo determinado
como es el uso de CPU para la aplicación.
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Estado estático: Esta prueba en estado estático consta de mantener la aplicación
en la pantalla de selección para observar como es el porcentaje de uso de CPU por
la aplicación cuando esta no está activa.
Actividad de cámara: Esta prueba consta de iniciar en la pantalla de selección e
ignorando los tutoriales, iniciar la actividad de la cámara, en la actividad se ubica
una marca y se observa uno de los videos.
Actividad de cartilla: La prueba de cartilla consta de iniciar en la pantalla de
selección, ingresar a la actividad de la cartilla, luego ir y volver a través de todas las
páginas de la cartilla.
Actividad de glosario: La prueba de actividad de glosario consta de iniciar en la
pantalla de selección, ingresar a la pantalla de selección de términos ir hasta el
último término, volver al primero, y seleccionar cualquier término para ver la
definición.
4.3.

Prueba a usuario objetivo

Las pruebas determinadas en este punto buscan determinar si la aplicación es
viable en el grupo objetivo. Para poder llegar a saber esto es necesario desarrollar
dos pruebas. Una prueba estadística donde se haga un estudio del mercado objetivo
y una prueba práctica donde se pueda observar la aplicación funcionando.
4.3.1.
Estudio estadístico
En el estudio estadístico se genera un cuestionario y se dirige hacia una muestra
de población de la cual se obtienen resultados que determinen el estado de la
aplicación ante el mercado.
A partir de lo anterior se determinó una muestra. Teniendo en cuenta que la
población de Kennedy es de 1187315 habitantes (SECRETARÍA DE CULTURA,
RECREACIÓN Y DEPORTE, 2016), se estima una muestra la cual se calcula a
partir de la ecuación:
𝑘 2 𝑝𝑞𝑁
𝑛= 2
(𝑒 (𝑁 − 1)) + 𝑘 2 𝑝𝑞
-

N: Tamaño de la población.
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-

k: constante que depende del nivel de confianza escogido, para este caso un
nivel de confianza de 1.28 asociado a un 90%
- e: el error muestra deseado, para este caso se toma un error del 9% debido
a que el interés de los resultados solo define en interés del mercado en la
aplicación.
- p: proporción de individuos que poseen en la población la característica de
estudio.
- q: proporción de individuos que no poseen en la población la característica
de estudio. (Se asume normalmente que p y q tienen el mismo valor 0.5).
- n: es el tamaño de la muestra.
A partir de la ecuación se obtiene que el tamaño de la muestra es de 52 personas.
A esta muestra se le diseña una encuesta, la encuesta definida se puede encontrar
en el ANEXO C, que contiene 10 preguntas que se dividen en datos personales,
datos sobre la aplicación, y datos sobre enseñanza a menores.

4.3.1.1. Datos personales
Esta sección de la encuesta busca adquirir la edad y sexo de las personas que van
a responder la encuesta. Las variables a estudiar en este punto son edad y género.
4.3.1.2. Datos sobre la aplicación
Esta sección de la encuesta busca obtener los datos acerca los dispositivos que
utilizan y la forma en las que los utilizan. Las variables a analizar en este punto son:
tipo de dispositivo usado más comúnmente, tipo de celular adquirido, sistema
operativo del celular, versión del sistema operativo, tipo de aplicaciones más usadas
y tiempo invertido en el uso de aplicaciones.
4.3.1.3. Datos sobre enseñanza a menores
Esta sección de la encuesta busca obtener datos acerca el uso de aplicaciones para
la enseñanza a menores.
4.3.2.
Estudio de campo
En el estudio de campo se da la aplicación a varios usuarios para utilizarla y
presentar su valoración según su experiencia al utilizarla. Las variables utilizadas
en este punto son: uso de aplicaciones como estrategia de enseñanza y perspectiva
del uso de aplicaciones para la enseñanza de niños.
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5. PRUEBAS Y RESULTADOS
A continuación se describen los resultados obtenidos a partir de las pruebas
diseñadas por el modelo de pruebas.
5.1. Resultados compatibilidad
La prueba de compatibilidad fue realizada por 8 usuarios, estos usuarios instalaron
la aplicación y a partir de esta probaron las actividades implementadas. Para cada
usuario se tiene: Dispositivo, versión del sistema operativo, y resultados para cada
actividad, las tablas 11 y 12 muestran los resultados obtenidos de la prueba de
compatibilidad.

Tabla 12 Resultados de la prueba para las actividades: de Cámara, Cartilla y Glosario.

Dispositivo

Versión Cámara
SO

Cartilla

Huaweii P8 Lite

5.0.1

Funciona
correctamente

Funciona
Funciona
correctamente correctamente

Lenovo A2010-1

5.1.0

Funciona
Funciona
correctamente correctamente

Galaxy J7

5.1.1

Funciona
correctamente pero
tiene problema de
detección en la
oscuridad
Funciona
correctamente

Moto G3

6.0.1

Samsung Galaxy
7 Edge

6.0.1

Inicia pero no
funciona
Funciona
correctamente

Samsung galaxy
s5

6.0.1

No inicia la cámara

No funciona la
primera vez
Manda error
cuando
cambia de
pagina
Funciona
correctamente

Samsung ace 4

4.4.2

Funciona
correctamente

Funciona
Funciona
correctamente correctamente

Lanix ilium pad
e10si

4.3.1

Funciona
correctamente

Funciona
Funciona
correctamente correctamente

Fuente: Autor
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Glosario

Funciona
Funciona
correctamente correctamente
Funciona
correctamente
Funciona
correctamente

Funciona
correctamente

Tabla 13 Resultados de la prueba para las actividades: Información, Tutorial Cámara, Tutorial Cartilla, y
Tutorial Glosario.

Dispositivo

Información

Tutorial Cámara Tutorial
Cartilla

Tutorial
Glosario

Huaweii P8
Lite

Funciona
Funciona
correctamente correctamente

Funciona
Funciona
correctamente correctamente

Lenovo A2010- Funciona
Funciona
1
correctamente correctamente

Funciona
Funciona
correctamente correctamente

Galaxy J7

Funciona
Funciona
correctamente correctamente

Funciona
Funciona
correctamente correctamente

Moto G3

Funciona
Funciona
correctamente correctamente

Funciona
Funciona
correctamente correctamente

Samsung
Funciona
Funciona
Galaxy 7 Edge correctamente correctamente

Funciona
Funciona
correctamente correctamente

Samsung
galaxy s5

Funciona
Funciona
correctamente correctamente

Funciona
Funciona
correctamente correctamente

Samsung ace
4

Funciona
Funciona
correctamente correctamente

Funciona
Funciona
correctamente correctamente

Lanix ilium pad Funciona
Funciona
e10si
correctamente correctamente

Funciona
Funciona
correctamente correctamente

Fuente: Autor

Se observa a partir de los datos que la aplicación presenta problemas de
compatibilidad para: el Lenovo A2010-1, el moto G3, el Samsung Galaxy 7 Edge y
el Samsung galaxy s5. Estos casos son particulares para algunos dispositivos con
sistemas operativos android 6.0, siendo esta una versión que modificó el sistema
de permisos dentro de las aplicaciones.
5.2. Resultados cámara
Para la prueba de cámara se utilizó el dispositivo de desarrollo (Lenovo A2010-1),
con el cual se realizó para cada marca una prueba que determinara si la aplicación
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estaba teniendo problemas de detección para alguno de los casos establecidos. La
tabla 13 muestra los resultados obtenidos para esta prueba.
Tabla 14 Resultados prueba de cámara para cada una de las marcas del poster en la aplicación.

Marca

Resultado

Marca

Resultado

Fuente: Autor
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Marca

Resultado

Tabla 15 Resultados prueba de cámara para cada una de las marcas de la cartilla en la aplicación.

Marca

Resultado

Marca

Resultado

Fuente: Autor

5.3.

Resultados consumo de RAM
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Marca

Resultado

Para la prueba de consumo de RAM se utilizó el monitor de dispositivos de android
studio. El monitor presenta la capacidad de observar cuatro elementos del
dispositivo: la Memoria, la CPU, la unidad de procesamiento de graficos (GPU) y la
red de datos del dispositivo móvil. El monitor de memoria permite la visualización
del uso de memoria por la aplicación dada por un valor en MB a lo largo del tiempo
en que se esté utilizando.
Los resultados se presentan en varias gráficas donde se evidencia el consumo de
RAM para una secuencia de acciones dentro de la actividad:
5.3.1.
Resultado caso aplicación inactiva
La figura 38 muestra el consumo de memoria del dispositivo cuando la aplicación
se encuentra inactiva pero en pantalla.

Fig. 38 Consumo de memoria aplicación inactiva (Fuente: Autor)

En la gráfica el consumo medio es de 41mb y se mantiene constante durante todo
el tiempo de inactividad de la aplicación.
5.3.2.
Resultado actividad cámara
La figura 39 muestra el consumo de memoria para la secuencia de acciones
establecida para el caso de la actividad de la cámara.
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Fig. 39 Consumo de memoria caso cámara (Fuente: Autor)

En la gráfica se observa que el consumo de memoria para esta actividad no varía
con las acciones que se ejecutan y se mantiene con el mismo valor medio que se
obtuvo para el caso de inactividad.
5.3.3.
Resultado actividad cartilla
En la figura 40 se observa el consumo de memoria para la secuencia de acciones
establecida para el caso de la cartilla.

Fig. 40 Consumo de memoria caso cartilla (Fuente: Autor)
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En la gráfica de la figura 40 se observa que hay un incremento en el consumo de
memoria, cada cambio de página genera un incremento instantáneo en el consumo
de memoria, y en conjunto la actividad aumenta el consumo de la aplicación como
tal unas 20 MB aproximadamente partiendo de un valor base de 50MB. En total la
aplicación para esta actividad alcanza casi las 70MB de consumo de RAM.
5.3.4.
Resultado actividad glosario
En la figura 41 se observa el consumo de memoria para la secuencia de acciones
establecida para el caso del glosario.

Fig. 41 Consumo de memoria caso glosario (Fuente: Autor)

En la gráfica se observa que el consumo de memoria para esta actividad no varía
con las acciones que se ejecutan y se mantiene con el mismo valor medio que se
obtuvo para el caso de inactividad.
5.4. Resultados uso de CPU
Para la prueba de consumo de CPU se utilizó el monitor de dispositivos de android
studio. El monitor de CPU permite la visualización del uso del CPU por la aplicación
dada por un porcentaje a lo largo del tiempo que se esté utilizando.
Los resultados se presentan en varias gráficas donde se evidencia el uso del CPU
para una secuencia de acciones dentro de la actividad:
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5.4.1.
Resultado caso aplicación inactiva
En la figura 42 se observa el uso de CPU para la secuencia de acciones establecida
para el caso de la aplicación inactiva.

Fig. 42 Uso de CPU caso aplicación inactiva (Fuente: Autor)

En la gráfica se observa que el uso de CPU mientras la aplicación esta inactiva es
de aproximadamente el 11% y aunque varía, se mantiene de cierta manera
constante durante todo el periodo de tiempo en el que se hizo la prueba.
5.4.2.
Resultado actividad cámara
En la figura 43 se observa el uso de CPU para la secuencia de acciones establecida
para el caso de la cámara.
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Fig. 43 Uso CPU caso cámara. (Fuente: Autor)

En la gráfica se observan estados de alta actividad, y estados de baja actividad. Los
primeros segundos de la gráfica corresponden a la aplicación en la pantalla inicial,
el primer incremento es al llamar la actividad de la cámara, este incremento dura
unos segundos mientras no se detecta una marca. Al detectarse una marca y
visualizarse su respectivo objeto de realidad aumentada el uso de CPU disminuye
debido a que el proceso de detección de marcas se detiene y solo reproduce un
video, al desaparecer el video la cámara vuelve a pasar a estado de detección y el
uso de CPU incrementa nuevamente. En promedio el pico de alta actividad alcanza
a generar un uso del 40% del CPU mientras que el de baja esta alrededor del 20%.
5.4.3.
Resultado actividad cartilla
En la figura 44 se observa el uso de CPU para la secuencia de acciones establecida
para el caso de la cartilla.
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Fig. 44 Uso CPU caso cartilla. (Fuente: Autor)

En la gráfica se observa el uso de CPU para el caso de la cartilla, si bien los
resultados son variados, y la gráfica no es constante, se observa que en promedio
el uso se mantiene en un valor similar al caso inactivo.
5.4.4.
Resultado actividad glosario
En la figura 45 se observa el uso de CPU para la secuencia de acciones establecida
para el caso del glosario.
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Fig. 45 Uso CPU caso glosario. (Fuente: Autor)

Al observar la gráfica se tiene que al igual que en el caso inactivo, la variación no
supera el 20%.
5.5. Resultados usuario objetivo
A continuación se tienen los resultados de la aplicación con respecto a las pruebas
relacionadas con el usuario objetivo.
5.5.1.
xResultados estadísticos
A continuación se presentan los resultados estadísticos obtenidos a partir de las
encuestas realizadas.
5.5.1.1. Datos personales
Acerca de los datos personales se obtuvieron los resultados presentados en las
figuras 46 y 47.
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Fig. 46 Respuestas pregunta 1. (Fuente: Autor)

De la figura 46 se observa que los grupos de edades forman una distribución normal
con media alrededor de los 21-29 años, siendo los miembros de esta categoría los
que conforman la mayor parte de la muestra ocupando el 58.82% del total de los
encuestados.
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Fig. 47 Respuestas pregunta 2. (Fuente: Autor)

De la figura 47 se puede determinar que si bien la diferencia entre el porcentaje de
hombres y mujeres en la muestra no es muy diferente, en su mayoría un 53.85% de
los encuestados fueron mujeres.
5.5.1.2. Datos sobre la aplicación: Acerca los datos sobre la aplicación se
obtuvieron los resultados presentados en las figuras de la 48 a la 53.
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Fig. 48 Respuestas pregunta 3. (Fuente: Autor)

A partir de la figura 48 se puede observar que la tendencia en la muestra estudiada
es que el dispositivo que más usan sea el celular, siendo los miembros de esta
categoría el 70% de los encuestados.

Fig. 49 Respuestas pregunta 4. (Fuente: Autor)
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De la figura 49 se puede determinar que en el grupo de estudio el 88% tengan un
Smartphone, componiendo prácticamente toda la muestra.

Fig. 50 Respuestas pregunta 5. (Fuente: Autor)

De la figura 50 se obtiene que el sistema operativo más popular en la muestra
estudiada fue Android compuesto por el 91.49%.siendo por mucho el mas utilizado.
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Fig. 51 Respuestas pregunta 6. (Fuente: Autor)

De la figura 51 se puede observar la distribución de versiones del sistema operativo
android, a partir de ella se observa que si bien la distribución es ciertamente
uniforme, la mayor parte de la población el 72.72% tiene una versión del sistema
operativo 5.0 o menor.
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Fig. 52 Respuestas pregunta 7. (Fuente: Autor)

De la figura 52 se puede observar que el 59.18% de la muestra utiliza aplicaciones
de entretenimiento lo que indica que la mayor parte del tiempo invertido en
aplicaciones será en este tipo, adicionalmente en segundo lugar se encuentran las
aplicaciones de estilo de vida con el 18.37% datos a tener en cuenta debido a que
la aplicación desarrollada entra en ambas categorias.
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Fig. 53 Respuestas pregunta 8. (Fuente: Autor)

De la figura 53 se puede observar que un 93.88% de la gente utiliza aplicaciones
durante al menos 1hr al día, esto distribuido entre gente que la usa de 1 a 3 horas,
de 3 a 5horas y de más de 5horas. Entre estos grupos lo más común es que se
utilicé entre 1 y 3 horas siendo este grupo un 42.86% de la población.
5.5.1.3. Datos sobre enseñanza a menores
Acerca de los datos personales se obtuvieron los resultados presentados en las
figuras 54 y 55.
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Fig. 54 Respuestas pregunta 9. (Fuente: Autor)

De la figura 54 se puede observar que la mayoría de la muestra piensa que una
aplicación es una buena estrategia de enseñanza para un niño ocupando esta
opinión el 52% de la población, esto sin tener en cuenta las personas que
respondieron “tal vez” pues en la práctica su opinión podría ser de si o no según el
contexto, siendo el porcentaje real tal vez un poco superior al 52%.
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Fig. 55 Respuestas pregunta 10. (Fuente: Autor)

La figura 55 muestra que, para las personas de la muestra que tienen hijos, la visión
de utilizar o no una aplicación como estrategia para inculcar un habito no es muy
clara pues la diferencia entre quienes dijeron si y quienes dijeron no es de apenas
el 4.26%.
5.5.2.
Resultados de campo
Los resultados de campo son los resultados obtenidos al probar la aplicación en un
caso particular, esta prueba se hizo a un usuario de la aplicación, se trabajó con un
niño de 5 años al cual se le mostro la aplicación y se obtuvieron las reacciones de
el con el fin de determinar si era atractiva para él.
La aplicación fue llamativa y el niño se vio atraído por la dinámica de realidad
aumentada la cual era el punto principal de la aplicación, a partir de esto se puede
determinar que es una herramienta llamativa para niños de edades jóvenes.
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6. CONCLUSIONES
De manera global el proyecto cumple con desarrollar su objetivo general de crear
una aplicación que permita la enseñanza interactiva de hábitos saludables para el
control de enfermedades infecciosas, como resultado obteniendo la aplicación
“ComunitariaAPP” que cuenta con las herramientas necesarias para llamar la
atención de niños en etapas de desarrollo e inculcar en ellos hábitos saludables en
consecuencia de ser atraído hacia los elementos interactivos de la aplicación.
La implementación de una aplicación que utilice la realidad aumentada como
herramienta de aprendizaje presenta muchos desafíos tanto desde la perspectiva
técnica como desde la perspectiva social. Una aplicación que se desenvuelve en el
entorno infantil enfrenta varios problemas, crear una plataforma llamativa que
atrajera al niño a concentrarse en ella, que sea de fácil entendimiento, diseñar algo
que sea aceptable también para los padres que son quienes a la final deciden si
usarla o no en ellos y crear algo que sea practico para quienes no entienden mucho
de tecnología, estos problemas se enfrentaron a lo largo del desarrollo de la
aplicación para lo cual se fueron desarrollando o escogiendo distintas mecánicas y
herramientas para hacer de la aplicación una herramienta que de verdad sea
practica y útil para los padres en cuanto a la enseñanza de hábitos a los niños.
Desde el punto de vista técnico, la aplicación debe tener en cuenta muchas
variables, una aplicación desarrollada para plataformas móviles se enfrenta al
problema de las diferentes versiones de sistemas operativos que se encuentran en
el mercado, por lo mismo se debe desarrollar una herramienta que asegure
estabilidad para un amplio campo de dispositivos en el mercado, adicionalmente
debe contar con mecanismos novedosos que le permitan competir ante un mercado
en el que surgen nuevos elementos constantemente, finalmente debe tener un buen
rendimiento para los dispositivos tal que aun si tiene la capacidad de ser usada por
una amplia variedad de versiones del sistema operativo las especificaciones de
cada celular le permitan utilizarla, en este sentido la aplicación de “Comunitaria
APP”:
- Logra conseguir estabilidad para un amplio rango de dispositivos, si bien la
aplicación mostro errores en dispositivos para versiones 6.0 de android, estos
casos fueron únicos y particulares, y solo aplicaban para el caso de la cámara
lo cual igualmente hacía de la aplicación algo usable para estas versiones
así fuera como medio informativo.
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-

Presenta un mecanismo novedoso y atractivo para el público joven como lo
es la realidad aumentada, este mecanismo implementado llamada la
atención de los usuarios jóvenes al mostrar características curiosas como lo
es visualizar videos ante una simple imagen de un poster o una cartilla.

-

Se demostró que el rendimiento de la aplicación es ideal para cualquier tipo
de dispositivo dentro del rango del desarrollo, aun en su momento de mayor
uso (cuando se inicia la actividad de la cámara), no supera el 40% del uso
del CPU de un celular gama media. Esto permite a cualquier persona
interesada en usar la aplicación que no tenga problemas con las
especificaciones de su dispositivo.

Ahora desde el punto de vista social, una aplicación que busca enseñar o proponer
un cambio de hábitos debe ser aceptada por el mercado. En el mercado ya hay
variedad de aplicaciones que mediante realidad aumentada proponen enseñar algo,
FETCH! LUNCH RUSH, es uno de esos casos donde se propone enseñar a sumar
con el uso de realidad aumentada a sumar y restar, esta aplicación tiene una
aprobación del 81% de los usuarios que la han usado, lo que demuestra que es
posible poder crear una herramienta de entretenimiento que enseñe y sea aprobada
por su mercado. Pero para esto se requiere hacer una revisión de lo que el objetivo
desea. El proyecto a partir del estudio que se hizo de la muestra logra:
-

Demostró que debido a que por lo menos el 90% de la gente usa aplicaciones
durante al menos una hora al día hace que el uso de una aplicación para la
enseñanza sea algo viable más aun teniendo en cuenta que el 52% de la
muestra aprobó el uso de estas para la enseñanza.

-

Adicionalmente, aunque gran parte de la muestra no estuvo de acuerdo con
la idea de usar aplicaciones para generar hábitos en los niños, la diferencia
entre quienes aprobaron y desaprobaron esto fue de apenas el 4.26% lo que
significa que este es un mercado emergente que puede llegar a tener una
opinión más favorable o negativa según se desarrollen más herramientas de
este estilo.

Finalmente la aplicación cumple con el objetivo general de desarrollar una aplicación
móvil de realidad aumentada que permita la enseñanza interactiva de hábitos
saludables para el control de enfermedades infecciosas mediante el desarrollo de
la aplicación móvil “Comunitaria APP”
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RECOMENDACIONES

-

Mantener la aplicación libre: Con el fin de permitir el trabajo futuro en esta
área, es idea que el código fuente y los elementos relacionados sean de libre
acceso para que así se puedan agregar nuevas opciones.

-

Experimentar en otras áreas: El fin de la aplicación es tratar enfermedades
infecciosas, y la implementación inicial se enfoca en la higiene personal así
que lo ideal es incluir módulos que trabajen otras áreas.

-

Incrementar elementos de realidad aumentada: La aplicación utiliza solo
videos como elementos de realidad aumentada, videos desarrollados por los
miembros del grupo de investigadores del proyecto del que se deriva la
aplicación, pero incluir elementos 3D o imágenes con las que se pueda
interactuar es una buena opción adicional.
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ANEXO A. MANUAL DE USUARIO

“Comunitaria APP” es una aplicación que se usa en conjunto con la cartilla
desarrollada por el proyecto “PROPUESTA DE INTERVENCIÓN EN
AUTOCUIDADO PARA LA PROMOCIÓN DE HÁBITOS SALUDABLES FRENTE A
LA PREVENCIÓN Y EL CONTROL DE ENFERMEDADES INFECCIOSAS EN
NIÑOS DE LA LOCALIDAD DE KENNEDY”, la aplicación cuenta con 3 actividades
importantes que pueden utilizarse por el usuario sea para entretenimiento o para
información.
A. 1 Ingreso
Al instalarse en el dispositivo móvil se puede encontrar el icono de la aplicación y al
tocarlo puede ingresarse a la misma, la figura A1 muestra el icono dentro del
dispositivo.
Figura A1. Acceso a Comunitaria APP

Al abrir la aplicación lo primero que aparecerá será la pantalla de selección (Figura
A2), a partir de esta se escoge la opción a la que se desea ingresar: Cámara, para
abrir la opción de realidad aumentada; Cartilla, para visualizar la versión digital de
la cartilla; Glosario, para visualizar los términos desconocidos y poder ver sus
definiciones.
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Figura A2 Pantalla de selección

A. 2 Cámara
Al seleccionar la cámara, se inicia la cámara como lo muestra la figura A3.
Figura A3 Cámara vista desde la aplicación.
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Al tener la cámara activada, busca visualizar alguna de las marcas registradas como
lo muestra la figura A4 y se visualizara el video correspondiente como lo muestra la
figura A5.
Figura A4 Cámara observando una marca

Figura A5 Cámara visualizando el video correspondiente.
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A. 3 Cartilla
Al seleccionar la opción de la cartilla se mostrara en la pantalla la página uno de la
cartilla como lo muestra la Figura A6.
Figura A6 Pantalla visualizando la primera página de la cartilla.

Para cambiar de página hay que deslizar sobre la pantalla el dedo, hacia la izquierda
para aumentar la página o hacia la derecha para devolverse.
A. 4 Glosario
Al seleccionar la opción del glosario se visualizara una lista con algunos términos
poco conocidos encontrados en la cartilla como muestra la figura A7.
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Figura A7 Aplicación mostrando lista de definiciones.

Seleccionando alguna de las opciones aparecerá en pantalla el término
seleccionado y su respectiva definición.
Figura A8 Aplicación mostrando un término y su definición.
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ANEXO B. CODIGO FUENTE COMUNITARIA APP

B.1 AndroidManifest
<?xml version="1.0" encoding="utf-8"?>
<manifest xmlns:android="http://schemas.android.com/apk/res/android"
package="sql.comunitariaapp"
android:installLocation="auto"
android:versionCode="4000"
android:versionName="4.0.0">
<uses-sdk
android:minSdkVersion="19"
android:targetSdkVersion="22" />
<uses-permission android:name="android.permission.CAMERA" />
<uses-permission
android:name="android.permission.ACCESS_NETWORK_STATE" />
<!-<uses-permission android:name="android.permission.INTERNET" />
<uses-permission
android:name="android.permission.ACCESS_COARSE_LOCATION" />
<uses-permission
android:name="android.permission.ACCESS_FINE_LOCATION" />
<uses-permission android:name="android.permission.ACCESS_WIFI_STATE"
/>
<uses-permission android:name="android.permission.ACCESS_GPS" />
<uses-permission
android:name="android.permission.WRITE_EXTERNAL_STORAGE" />
-->
<!-- Tell the system this app requires OpenGL ES 2.0. -->
<uses-feature
android:glEsVersion="0x00020000"
android:required="true" />
<!-- rear facing cam -->
<uses-feature
android:name="android.hardware.camera"
android:required="true" />
<!-- users location -->
<uses-feature
android:name="android.hardware.location"
android:required="true" />
<!-- accelerometer -->
<uses-feature
android:name="android.hardware.sensor.accelerometer"
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android:required="true" />
<!-- compass -->
<uses-feature
android:name="android.hardware.sensor.compass"
android:required="true" />
<!-- do not support small resolution screens -->
<supports-screens
android:anyDensity="true"
android:largeScreens="true"
android:normalScreens="true"
android:smallScreens="false"
android:xlargeScreens="true" />
<android:uses-permission
android:name="android.permission.READ_PHONE_STATE" />
<android:uses-permission
android:name="android.permission.READ_EXTERNAL_STORAGE" />
<android:uses-permission
android:name="android.permission.WRITE_EXTERNAL_STORAGE" />
<application
android:allowBackup="true"
android:icon="@drawable/cabeza"
android:label="@string/app_name"
android:resizeableActivity="false"
android:supportsRtl="true"
android:theme="@style/AppTheme">
<activity android:name=".Info" />
<!-- in case mediaplayer is used -->
<activity
android:name="com.wikitude.tools.activities.MediaPlayerActivity"
android:screenOrientation="landscape">
<intent-filter>
<action android:name="android.intent.action.VIEW" />
<category android:name="android.intent.category.DEFAULT"
/>
</intent-filter>
</activity>
<activity
android:name=".CamAR"
android:configChanges="screenSize|orientation" />
<!-ATTENTION: This was auto-generated to add Google Play services to
your project for
App Indexing. See https://g.co/AppIndexing/AndroidStudio for more
information.
-->
<meta-data
android:name="com.google.android.gms.version"

101

android:value="@integer/google_play_services_version" />
<activity
android:name=".Glosario"
android:theme="@style/AppTheme" />
<activity
android:name=".Tutorial_cam"
android:theme="@style/AppTheme" />
<activity
android:name=".Tutorial_cartilla"
android:theme="@style/AppTheme" />
<activity
android:name=".Tutorial_glosario"
android:theme="@style/AppTheme" />
<activity
android:name=".Glosario_Menu"
android:theme="@style/AppTheme" />
<activity
android:name=".Intro"
android:theme="@style/AppTheme">
<intent-filter>
<action android:name="android.intent.action.MAIN" />
<category android:name="android.intent.category.LAUNCHER"
/>
</intent-filter>
</activity>
<activity android:name=".Main_lista" />
<activity android:name=".Cartilla_new"></activity>
</application>
</manifest>

B.2 Intro
package sql.comunitariaapp;
import
import
import
import

android.app.Activity;
android.content.Intent;
android.os.Handler;
android.os.Bundle;

public class Intro extends Activity {
@Override
protected void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
setContentView(R.layout.intro);
new Handler().postDelayed(new Runnable() {
@Override
public void run() {
// your code to start second activity. Will wait for 3
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seconds before calling this method
startActivity(new Intent(Intro.this,Main_lista.class));
overridePendingTransition(R.xml.fade_in, R.xml.fade_out);
}
}, 3000);
}
}

B.3 Main_lista
package sql.comunitariaapp;
import
import
import
import
import
import
import
import
import
import
import
import
import
import

android.Manifest;
android.content.Intent;
android.content.pm.PackageManager;
android.support.v4.app.ActivityCompat;
android.support.v4.content.ContextCompat;
android.support.v7.app.AppCompatActivity;
android.os.Bundle;
android.view.Menu;
android.view.MenuItem;
android.view.View;
android.widget.AdapterView;
android.widget.ArrayAdapter;
android.widget.ListView;
android.widget.Toast;

import java.util.ArrayList;
import java.util.Arrays;
import java.util.List;
import static sql.comunitariaapp.R.id.container;
public class Main_lista extends AppCompatActivity {
private ArrayAdapter<String> InicioAdapter;
private static final int WIKITUDE_PERMISSIONS_REQUEST_CAMERA = 1;
private ListView listView;
@Override
protected void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
setContentView(R.layout.activity_main_lista);
final String[] values = {
"Camara",
"Cartilla",
"Glosario"
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};
List<String> InicioLista = new
ArrayList<String>(Arrays.asList(values));
listView = (ListView) findViewById(R.id.listView);
InicioAdapter =
new ArrayAdapter<String>(
this, // The current context (this activity)
R.layout.list_name, // The name of the layout ID.
R.id.list_item_textview, // The ID of the
textview to populate.
InicioLista);
listView.setAdapter(InicioAdapter);
listView.setOnItemClickListener(new
AdapterView.OnItemClickListener() {
@Override
public void onItemClick(AdapterView<?> adapterView, View
view, int i, long l) {
switch (i){
case 0:
if
(ContextCompat.checkSelfPermission(Main_lista.this,
Manifest.permission.CAMERA) != PackageManager.PERMISSION_GRANTED) {
ActivityCompat.requestPermissions(Main_lista.this, new
String[]{Manifest.permission.CAMERA},
WIKITUDE_PERMISSIONS_REQUEST_CAMERA);
} else {
loadExample();
}
break;
case 1:
Intent CartillaA = new Intent(Main_lista.this,
Tutorial_cartilla.class);
startActivity(CartillaA);
break;
case 2:
Intent GlosarioA = new Intent(Main_lista.this,
Tutorial_glosario.class);
startActivity(GlosarioA);
break;
default:
break;
}
}
});
}
@Override
public boolean onCreateOptionsMenu(Menu menu) {
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// Inflate the menu; this adds items to the action bar if it is
present.
getMenuInflater().inflate(R.menu.menu_info, menu);
return true;
}
@Override
public boolean onOptionsItemSelected(MenuItem item) {
// Handle action bar item clicks here. The action bar will
// automatically handle clicks on the Home/Up button, so long
// as you specify a parent activity in AndroidManifest.xml.
int id = item.getItemId();
//noinspection SimplifiableIfStatement
if (id == R.id.action_Info) {
Intent settingIntent = new Intent(this, Info.class);
startActivity(settingIntent);
return true;
}
return super.onOptionsItemSelected(item);
}
public void loadExample(){
Intent Camara = new Intent(Main_lista.this, Tutorial_cam.class);
startActivity(Camara);
}
@Override
public void onRequestPermissionsResult(int requestCode, String[]
permissions, int[] grantResults) {
switch (requestCode) {
case WIKITUDE_PERMISSIONS_REQUEST_CAMERA: {
if ( grantResults.length > 0 && grantResults[0] ==
PackageManager.PERMISSION_GRANTED ) {
loadExample();
} else {
Toast.makeText(Main_lista.this, "Sorry, augmented
reality doesn't work without reality.\n\nPlease grant camera
permission.", Toast.LENGTH_LONG).show();
}
return;
}
}
}
}

B.4 Info
package sql.comunitariaapp;
import android.support.v7.app.AppCompatActivity;
import android.os.Bundle;
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public class Info extends AppCompatActivity {
@Override
protected void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
setContentView(R.layout.activity_info);
}
}

B.5 Cam_AR
package sql.comunitariaapp;
import
import
import
import
import
import
import
import
import

android.Manifest;
android.content.Intent;
android.content.pm.PackageManager;
android.support.design.widget.Snackbar;
android.support.v4.app.ActivityCompat;
android.support.v7.app.AppCompatActivity;
android.os.Bundle;
android.util.Log;
android.view.View;

import com.wikitude.architect.ArchitectView;
import com.wikitude.architect.StartupConfiguration;
import java.io.IOException;
public class CamAR extends AppCompatActivity {
static final String TAG = CamAR.class.getSimpleName();
private ArchitectView architectView;
/**
* ATTENTION: This was auto-generated to implement the App Indexing
API.
* See https://g.co/AppIndexing/AndroidStudio for more information.
*/
private int getFeatures() {
int features = (true ? StartupConfiguration.Features.Tracking2D :
0);
return features;
}
protected StartupConfiguration.CameraPosition getCameraPosition() {
return StartupConfiguration.CameraPosition.BACK;
}
@Override
protected void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
setContentView(R.layout.activity_cam_ar);
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this.architectView = (ArchitectView)
this.findViewById(R.id.architectView);
if(ActivityCompat.checkSelfPermission(CamAR.this,
Manifest.permission.CAMERA) != PackageManager.PERMISSION_GRANTED){
if
(ActivityCompat.shouldShowRequestPermissionRationale(CamAR.this,
Manifest.permission.CAMERA)) {
Log.i(TAG, "Displaying camera permission rationale to
provide additional context.");
Snackbar.make(architectView, "Camera permission is needed
to show the camera preview.", Snackbar.LENGTH_INDEFINITE).setAction("OK",
new View.OnClickListener() {
@Override
public void onClick(View view) {
ActivityCompat.requestPermissions(CamAR.this,
new
String[]{Manifest.permission.CAMERA,Manifest.permission.BLUETOOTH},
0);
}}).show();
} else {
ActivityCompat.requestPermissions(this, new
String[]{Manifest.permission.CAMERA}, 0);
}
}else{
loadArchitectView();
}
}
@Override
protected void onPostCreate(final Bundle savedInstanceState) {
super.onPostCreate(savedInstanceState);
}
@Override
protected void onResume() {
try{
super.onResume();
this.architectView.onResume();
}catch (NullPointerException e){}
}
@Override
protected void onPause() {
try{
super.onPause();
this.architectView.onResume();
this.architectView.onPause();
}catch (NullPointerException e){}
}
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@Override
protected void onDestroy() {
try{
super.onDestroy();
}catch (NullPointerException e){
}
}
@Override
public void onBackPressed() {
super.onBackPressed();
Intent Camara = new Intent(CamAR.this, Main_lista.class);
startActivity(Camara);
}
@Override
public void onRequestPermissionsResult(int requestCode, String
permissions[], int[] grantResults) {
switch (requestCode) {
case 0: {
if (grantResults.length > 0 && grantResults[0] ==
PackageManager.PERMISSION_GRANTED) {
loadArchitectView();
}
return;
}
}
}
private void loadArchitectView() {
final StartupConfiguration startupConfiguration = new
StartupConfiguration(WikitudeSDKconstants.WIKITUDE_SDK_KEY,
getFeatures(), getCameraPosition());
this.architectView.onCreate(startupConfiguration);
this.architectView.onPostCreate();
try {
this.architectView.load("Main/prov/index.html");
}catch (IOException e){
}
}
}

B.6 index.html
<!DOCTYPE HTML>
<html>
<head>
<meta http-equiv="Content-Type" content="text/html; charset=UTF-8" />
<meta content="width=device-width,initial-scale=1,maximum-
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scale=5,user-scalable=yes" name="viewport">
<title></title>
<script src="architect://architect.js"></script>
<script type="text/javascript" src="../ade.js"></script>
<link rel="stylesheet" href="css/default.css">
</head>
<body>
<div id="loadingMessage" class="info">Cargando...</div>
<script src="js/imageontarget.js"></script>
</body>
</html>

B.7 imageontarget.js
var World = {
loaded: false,
init: function initFn() {
this.createOverlays();
},
createOverlays: function createOverlaysFn() {
/*
First an AR.ClientTracker needs to be created in order to start
the recognition engine. It is initialized with a URL specific to the
target collection. Optional parameters are passed as object in the last
argument. In this case a callback function for the onLoaded trigger is
set. Once the tracker is fully loaded the function worldLoaded() is
called.
Important: If you replace the tracker file with your own, make
sure to change the target name accordingly.
Use a specific target name to respond only to a certain target
or use a wildcard to respond to any or a certain group of targets.
*/
this.tracker = new AR.ClientTracker("assets/tracker.wtc", {
onLoaded: this.worldLoaded
});
/*
The next step is to create the augmentation. In this example an
image resource is created and passed to the AR.ImageDrawable. A drawable
is a visual component that can be connected to an IR target
(AR.Trackable2DObject) or a geolocated object (AR.GeoObject). The
AR.ImageDrawable is initialized by the image and its size. Optional
parameters allow for position it relative to the recognized target.
*/
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/* Create overlay for page one */
var cancion = new AR.VideoDrawable("assets/Cancion.mp4", 1.4, {
offsetY: -0.3,
});
var video1 = new AR.VideoDrawable("assets/Paso 1.mp4", 1.4, {
offsetY: -0.3,
});
var video11 = new AR.VideoDrawable("assets/Paso 1.mp4", 0.8, {
offsetY: 0,
});
var video2 = new AR.VideoDrawable("assets/Paso 2.mp4", 1.4, {
offsetY: -0.3,
});
var video21 = new AR.VideoDrawable("assets/Paso 2.mp4", 0.8, {
offsetY: 0,
});
var video3 = new AR.VideoDrawable("assets/Paso 3.mp4", 1.4, {
offsetY: -0.3,
});
var video31 = new AR.VideoDrawable("assets/Paso 3.mp4", 0.8, {
offsetY: 0,
});
var video4 = new AR.VideoDrawable("assets/Paso 4.mp4", 1.4, {
offsetY: -0.3,
});
var video41 = new AR.VideoDrawable("assets/Paso 4.mp4", 0.8, {
offsetY: 0,
});
var video5 = new AR.VideoDrawable("assets/Paso 5.mp4", 1.4, {
offsetY: -0.3,
});
var video51 = new AR.VideoDrawable("assets/Paso 5.mp4", 0.8, {
offsetY: 0,
});
var video6 = new AR.VideoDrawable("assets/Paso 6.mp4", 1.4, {
offsetY: -0.3,
});
var video61 = new AR.VideoDrawable("assets/Paso 6.mp4", 0.8, {
offsetY: 0,
});
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var video7 = new AR.VideoDrawable("assets/Paso 7.mp4", 1.4, {
offsetY: -0.3,
});
var video71 = new AR.VideoDrawable("assets/Paso 7.mp4", 0.8, {
offsetY: 0,
});
var video8 = new AR.VideoDrawable("assets/Paso 8.mp4", 1.4, {
offsetY: -0.3,
});
var video81 = new AR.VideoDrawable("assets/Paso 8.mp4", 0.8, {
offsetY: 0,
});
var video9 = new AR.VideoDrawable("assets/Paso 9.mp4", 1.4, {
offsetY: -0.3,
});
var video91 = new AR.VideoDrawable("assets/Paso 9.mp4", 0.8, {
offsetY: 0,
});
var video10 = new AR.VideoDrawable("assets/Paso 10.mp4", 1.4, {
offsetY: -0.3,
});
var video101 = new AR.VideoDrawable("assets/Paso 10.mp4", 0.8, {
offsetY: 0,
});
/*
The last line combines everything by creating an
AR.Trackable2DObject with the previously created tracker, the name of the
image target and the drawable that should augment the recognized image.
Please note that in this case the target name is a wildcard.
Wildcards can be used to respond to any target defined in the target
collection. If you want to respond to a certain target only for a
particular AR.Trackable2DObject simply provide the target name as
specified in the target collection.
*/
var CancionAR = new AR.Trackable2DObject(this.tracker, "A lavarse
las manos", {
drawables: {
cam: [cancion]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
cancion.play(1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
cancion.pause();
}
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});
var pageOne = new AR.Trackable2DObject(this.tracker, "01", {
drawables: {
cam: [video1]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video1.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video1.pause();
}
});
var pageOne1 = new AR.Trackable2DObject(this.tracker, "Paso 1", {
drawables: {
cam: [video11]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video11.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video11.pause();
}
});
var pageTwo = new AR.Trackable2DObject(this.tracker, "02", {
drawables: {
cam: [video2]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video2.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video2.pause();
}
});
var pageTwo1 = new AR.Trackable2DObject(this.tracker, "Paso 2", {
drawables: {
cam: [video21]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video21.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video21.pause();
}
});
var pageThree = new AR.Trackable2DObject(this.tracker, "03", {
drawables: {
cam: [video3]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
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video3.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video3.pause();
}
});
var pageThree1 = new AR.Trackable2DObject(this.tracker, "Paso 3",
{
drawables: {
cam: [video31]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video31.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video31.pause();
}
});
var pageFour = new AR.Trackable2DObject(this.tracker, "04", {
drawables: {
cam: [video4]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video4.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video4.pause();
}
});
var pageFour1 = new AR.Trackable2DObject(this.tracker, "Paso 4",
{
drawables: {
cam: [video41]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video41.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video41.pause();
}
});
var pageFive = new AR.Trackable2DObject(this.tracker, "05", {
drawables: {
cam: [video5]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video5.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video5.pause();
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}
});
var pageFive1 = new AR.Trackable2DObject(this.tracker, "Paso 5",
{
drawables: {
cam: [video51]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video51.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video51.pause();
}
});
var pageSix = new AR.Trackable2DObject(this.tracker, "06", {
drawables: {
cam: [video6]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video6.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video6.pause();
}
});
var pageSix1 = new AR.Trackable2DObject(this.tracker, "Paso 6", {
drawables: {
cam: [video61]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video61.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video61.pause();
}
});
var pageSeven = new AR.Trackable2DObject(this.tracker, "07", {
drawables: {
cam: [video7]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video7.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video7.pause();
}
});
var pageSeven1 = new AR.Trackable2DObject(this.tracker, "Paso 7",
{
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drawables: {
cam: [video71]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video71.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video71.pause();
}
});
var pageEight = new AR.Trackable2DObject(this.tracker, "08", {
drawables: {
cam: [video8]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video8.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video8.pause();
}
});
var pageEight1 = new AR.Trackable2DObject(this.tracker, "Paso 8",
{
drawables: {
cam: [video81]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video81.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video81.pause();
}
});
var pageNine = new AR.Trackable2DObject(this.tracker, "09", {
drawables: {
cam: [video9]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video9.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video9.pause();
}
});
var pageNine1 = new AR.Trackable2DObject(this.tracker, "Paso 9",
{
drawables: {
cam: [video91]
},
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onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video91.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video91.pause();
}
});
var pageTen = new AR.Trackable2DObject(this.tracker, "10", {
drawables: {
cam: [video10]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video10.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video10.pause();
}
});
var pageTen1 = new AR.Trackable2DObject(this.tracker, "Paso 10",
{
drawables: {
cam: [video101]
},
onEnterFieldOfVision: function onEnterFieldOfVisionFn() {
video101.play(-1);
},
onExitFieldOfVision: function onExitFieldOfVisionFn () {
video101.pause();
}
});
},
worldLoaded: function worldLoadedFn() {
var cssDivLeft = " style='display: table-cell;vertical-align:
middle; text-align: right; width: 50%; padding-right: 35px;'";
var cssDivRight = " style='display: table-cell;vertical-align:
middle; text-align: left;'";
document.getElementById('loadingMessage').innerHTML =
"<div" + cssDivLeft + "> Busca el target que deseas ver</div>";
// Remove Scan target message after 10 sec.
setTimeout(function() {
var e = document.getElementById('loadingMessage');
e.parentElement.removeChild(e);
}, 10000);
}
};
World.init();
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B.8 Cartilla_new
package sql.comunitariaapp;
import
import
import
import
import
import
import
import
import
import
import
import

android.content.Intent;
android.support.v4.app.Fragment;
android.support.v4.app.FragmentActivity;
android.support.v4.app.FragmentManager;
android.support.v4.app.FragmentPagerAdapter;
android.support.v4.view.ViewPager;
android.support.v7.app.AppCompatActivity;
android.os.Bundle;
android.view.LayoutInflater;
android.view.View;
android.view.ViewGroup;
android.widget.TextView;

import java.util.ArrayList;
import java.util.List;
public class Cartilla_new extends FragmentActivity {
MyPageAdapter pageAdapter;
@Override
public void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
setContentView(R.layout.activity_cartilla_new);
List<Fragment> fragments = getFragments();
pageAdapter = new MyPageAdapter(getSupportFragmentManager(),
fragments);
ViewPager pager =
(ViewPager)findViewById(R.id.viewpager);
pager.setAdapter(pageAdapter);
}
private List<Fragment> getFragments() {
List<Fragment> fList = new ArrayList<Fragment>();
fList.add(Cartilla_new_fragment.newInstance("1"));
fList.add(Cartilla_new_fragment.newInstance("2"));
fList.add(Cartilla_new_fragment.newInstance("3"));
fList.add(Cartilla_new_fragment.newInstance("4"));
fList.add(Cartilla_new_fragment.newInstance("5"));
fList.add(Cartilla_new_fragment.newInstance("6"));
fList.add(Cartilla_new_fragment.newInstance("7"));
fList.add(Cartilla_new_fragment.newInstance("8"));
fList.add(Cartilla_new_fragment.newInstance("9"));
fList.add(Cartilla_new_fragment.newInstance("10"));
fList.add(Cartilla_new_fragment.newInstance("11"));
fList.add(Cartilla_new_fragment.newInstance("12"));
fList.add(Cartilla_new_fragment.newInstance("13"));
fList.add(Cartilla_new_fragment.newInstance("14"));
fList.add(Cartilla_new_fragment.newInstance("15"));
fList.add(Cartilla_new_fragment.newInstance("16"));
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fList.add(Cartilla_new_fragment.newInstance("17"));
fList.add(Cartilla_new_fragment.newInstance("18"));
fList.add(Cartilla_new_fragment.newInstance("19"));
return fList;
}
@Override
public void onBackPressed() {
super.onBackPressed();
Intent Camara = new Intent(Cartilla_new.this, Main_lista.class);
startActivity(Camara);
}
}
class MyPageAdapter extends FragmentPagerAdapter {
private List<Fragment> fragments;
public MyPageAdapter(FragmentManager fm, List<Fragment> fragments) {
super(fm);
this.fragments = fragments;
}
@Override
public Fragment getItem(int position) {
return this.fragments.get(position);
}
@Override
public int getCount() {
return this.fragments.size();
}
}

B.9 Cartilla_new_fragment
package sql.comunitariaapp;
import
import
import
import
import
import
import

android.os.Bundle;
android.support.v4.app.Fragment;
android.view.LayoutInflater;
android.view.View;
android.view.ViewGroup;
android.widget.ImageView;
android.widget.TextView;

/**
* Created by user on 12/10/2016.
*/
public class Cartilla_new_fragment extends Fragment {
public static final String EXTRA_MESSAGE = "EXTRA_MESSAGE";
public static final Cartilla_new_fragment newInstance(String message)
{
Cartilla_new_fragment f = new Cartilla_new_fragment();
Bundle bdl = new Bundle(1);
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bdl.putString(EXTRA_MESSAGE, message);
f.setArguments(bdl);
return f;
}
@Override
public View onCreateView(LayoutInflater inflater, ViewGroup
container,
Bundle savedInstanceState) {
String message = getArguments().getString(EXTRA_MESSAGE);
View v = inflater.inflate(R.layout.cartilla_new_fragment,
container, false);
TextView messageTextView =
(TextView)v.findViewById(R.id.textView);
ImageView paginaC = (ImageView)v.findViewById(R.id.imageView2);
messageTextView.setText(message);
paginaC.setImageResource(imageResource(imagePage(message)));
return v;
}
public int imagePage(String message){
int page = 0;
if(message == "1"){
message ="funciono 1";
page=0;
}
if(message == "2"){
message ="funciono 1";
page=1;
}
if(message == "3"){
message ="funciono 1";
page=2;
}
if(message == "4"){
message ="funciono 1";
page=3;
}
if(message == "5"){
message ="funciono 1";
page=4;
}
if(message == "6"){
message ="funciono 1";
page=5;
}
if(message == "7"){
message ="funciono 1";
page=6;
}
if(message == "8"){
message ="funciono 1";
page=7;
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}
if(message == "9"){
message ="funciono
page=8;
}
if(message == "10"){
message ="funciono
page=9;
}
if(message == "11"){
message ="funciono
page=10;
}
if(message == "12"){
message ="funciono
page=11;
}
if(message == "13"){
message ="funciono
page=12;
}
if(message == "14"){
message ="funciono
page=13;
}
if(message == "15"){
message ="funciono
page=14;
}
if(message == "16"){
message ="funciono
page=15;
}
if(message == "17"){
message ="funciono
page=16;
}
if(message == "18"){
message ="funciono
page=17;
}
if(message == "19"){
message ="funciono
page=18;
}
return page;

1";

1";

1";

1";

1";

1";

1";

1";

1";

1";

1";

}
public int imageResource(int page) {
int resource;
switch (page) {
case 0:
resource = R.drawable.pagina1;
break;
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case 1:
resource
break;
case 2:
resource
break;
case 3:
resource
break;
case 4:
resource
break;
case 5:
resource
break;
case 6:
resource
break;
case 7:
resource
break;
case 8:
resource
break;
case 9:
resource
break;
case 10:
resource
break;
case 11:
resource
break;
case 12:
resource
break;
case 13:
resource
break;
case 14:
resource
break;
case 15:
resource
break;
case 16:
resource
break;
case 17:
resource
break;
case 18:
resource
break;

= R.drawable.pagina2;
= R.drawable.pagina3;
= R.drawable.pagina4;
= R.drawable.pagina5;
= R.drawable.pagina6;
= R.drawable.pagina7;
= R.drawable.pagina8;
= R.drawable.pagina9;
= R.drawable.pagina10;
= R.drawable.pagina11;
= R.drawable.pagina12;
= R.drawable.pagina13;
= R.drawable.pagina14;
= R.drawable.pagina15;
= R.drawable.pagina16;
= R.drawable.pagina17;
= R.drawable.pagina18;
= R.drawable.pagina19;
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default:
resource = 0;
break;
}
return resource;
}
}

B.10 Glosario_menu
package sql.comunitariaapp;
import
import
import
import

android.content.Intent;
android.support.v7.app.ActionBarActivity;
android.os.Bundle;
android.support.v7.app.AppCompatActivity;

public class Glosario_Menu extends AppCompatActivity {
@Override
protected void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
setContentView(R.layout.activity_glosario_main);
if (savedInstanceState == null) {
getSupportFragmentManager().beginTransaction()
.add(R.id.container, new FragmentGlosario())
.commit();
}
}
@Override
public void onBackPressed() {
super.onBackPressed();
Intent Camara = new Intent(Glosario_Menu.this, Main_lista.class);
startActivity(Camara);
}
}

B.11 FragmentGlosario
import java.util.ArrayList;
import java.util.Arrays;
import java.util.List;
/**
* Created by user on 27/09/2016.
*/
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public class FragmentGlosario extends Fragment{
private ArrayAdapter<String> GlosarioAdapter;
public FragmentGlosario() {
}
@Override
public void onCreate(Bundle savedInstanceState){
super.onCreate(savedInstanceState);
}
@Override
public View onCreateView(LayoutInflater inflater, ViewGroup
container,
Bundle savedInstanceState) {
String[] ListArray = new String[20];
ListArray[1] = "hola";
final String[] WordsGlosario = {
"Agua",
"Agua estancada",
"Agua potable para consumo humano",
"Basura",
"Contaminante",
"Contaminante ambiental",
"Contaminación del agua",
"Contaminación del aire",
"Desecho",
"Desinfección",
"Desinfectante",
"Desperdicio",
"Dilución",
"Dióxido de carbono",
"Filtro de agua",
"Gas propano o gas natural",
"Gasodoméstico",
"Habito de higiene personal",
"Humo de segunda mano",
"Limpieza",
"Monóxido de carbono",
"Prevención de riesgos",
"Polución",
"Reciclaje",
"Residuo infeccioso",
"Residuo sólido",
"Secreción",
"Tanque de reserva",
"Tenencia responsable de mascotas"
};
List<String> words = new
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ArrayList<String>(Arrays.asList(WordsGlosario));
GlosarioAdapter = new ArrayAdapter<String>(
// Current context
getActivity(),
// ID of list item layout
R.layout.activity_glosario__menu,
// ID of the text view
R.id.list_item_glosario_textview,
// Array of text
words
);
View rootView =
inflater.inflate(R.layout.fragment_activity_menu_glosario, container,
false);
ListView list = (ListView)
rootView.findViewById(R.id.ListViewGlosario);
list.setAdapter(GlosarioAdapter);
list.setOnItemClickListener(new AdapterView.OnItemClickListener()
{
@Override
public void onItemClick(AdapterView<?> adapterView, View
view, int position, long l){
String forecast = GlosarioAdapter.getItem(position);
Intent detailIntent = new Intent(getActivity(),
Glosario.class).putExtra(Intent.EXTRA_TEXT, WordsGlosario[position]);
startActivity(detailIntent);
}
});
return rootView;
}
}

B.12 Glosario
package sql.comunitariaapp;
import
import
import
import

android.content.Intent;
android.support.v7.app.AppCompatActivity;
android.os.Bundle;
android.widget.TextView;

public class Glosario extends AppCompatActivity {
TextView Text, Text2;
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public static String glosario_word;
@Override
protected void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
setContentView(R.layout.activity_glosario);
Text = (TextView) findViewById(R.id.textView3);
Text2 = (TextView) findViewById(R.id.textView2);
Intent intent = getIntent();
glosario_word = intent.getStringExtra(intent.EXTRA_TEXT);
Text2.setText(glosario_word);
if(glosario_word.equals("Agua")) {
Text.setText(R.string.Agua);
}
if(glosario_word.equals("Agua estancada")) {
Text.setText(R.string.Agua_estancada);
}
if(glosario_word.equals("Agua potable para consumo
humano")) {
Text.setText(R.string.Agua_potable_para_consumo_humano);
}
if(glosario_word.equals("Basura")) {
Text.setText(R.string.Basura);
}
if(glosario_word.equals("Contaminante")) {
Text.setText(R.string.Contaminante);
}
if(glosario_word.equals("Contaminante ambiental")) {
Text.setText(R.string.Contaminante_ambiental);
}
if(glosario_word.equals("Contaminación del agua")) {
Text.setText(R.string.Contaminación_del_agua);
}
if(glosario_word.equals("Contaminación del aire")) {
Text.setText(R.string.Contaminación_del_aire);
}
if(glosario_word.equals("Desecho")) {
Text.setText(R.string.Desecho);
}
if(glosario_word.equals("Desinfección")) {
Text.setText(R.string.Desinfeccion);
}
if(glosario_word.equals("Desinfectante")) {
Text.setText(R.string.Desinfectante);
}
if(glosario_word.equals("Desperdicio")) {
Text.setText(R.string.Desperdicio);
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}
if(glosario_word.equals("Dilución")) {
Text.setText(R.string.Dilucion);
}
if(glosario_word.equals("Dióxido de carbono")) {
Text.setText(R.string.Dióxido_de_carbono);
}
if(glosario_word.equals("Filtro de agua")) {
Text.setText(R.string.Filtro_de_agua);
}
if(glosario_word.equals("Gas propano o gas natural")) {
Text.setText(R.string.Gas_propano);
}
if(glosario_word.equals("Gasodoméstico")) {
Text.setText(R.string.Gasodoméstico);
}
if(glosario_word.equals("Habito de higiene personal")) {
Text.setText(R.string.Hábito_de_higiene_personal);
}
if(glosario_word.equals("Humo de segunda mano")) {
Text.setText(R.string.Humo_de_segunda_mano);
}
if(glosario_word.equals("Limpieza")) {
Text.setText(R.string.Limpieza);
}
if(glosario_word.equals("Monóxido de carbono")) {
Text.setText(R.string.Monóxido_de_carbono);
}
if(glosario_word.equals("Prevención de riesgos")) {
Text.setText(R.string.Prevencion_de_riesgos);
}
if(glosario_word.equals("Polución")) {
Text.setText(R.string.Polución);
}
if(glosario_word.equals("Reciclaje")) {
Text.setText(R.string.Reciclaje);
}
if(glosario_word.equals("Residuo infeccioso")) {
Text.setText(R.string.Residuo_infeccioso);
}
if(glosario_word.equals("Residuo sólido")) {
Text.setText(R.string.Residuo_solido);
}
if(glosario_word.equals("Secreción")) {
Text.setText(R.string.Secrecion);
}
if(glosario_word.equals("Tanque de reserva")) {
Text.setText(R.string.Tanque_de_reserva);
}
if(glosario_word.equals("Tenencia responsable de
mascotas")) {
Text.setText(R.string.Tenencia_responsable_de_mascotas);
}
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}
}

B.13 SampleSlide
package sql.comunitariaapp;
import
import
import
import
import
import

android.os.Bundle;
android.support.annotation.Nullable;
android.support.v4.app.Fragment;
android.view.LayoutInflater;
android.view.View;
android.view.ViewGroup;

public class SampleSlide extends Fragment {
private static final String ARG_LAYOUT_RES_ID = "layoutResId";
private int layoutResId;
public static SampleSlide newInstance(int layoutResId) {
SampleSlide sampleSlide = new SampleSlide();
Bundle args = new Bundle();
args.putInt(ARG_LAYOUT_RES_ID, layoutResId);
sampleSlide.setArguments(args);
return sampleSlide;
}
@Override
public void onCreate(@Nullable Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
if (getArguments() != null &&
getArguments().containsKey(ARG_LAYOUT_RES_ID)) {
layoutResId = getArguments().getInt(ARG_LAYOUT_RES_ID);
}
}
@Nullable
@Override
public View onCreateView(LayoutInflater inflater, @Nullable ViewGroup
container,
@Nullable Bundle savedInstanceState) {
return inflater.inflate(layoutResId, container, false);
}
}
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B.14 Tutorial_cam
package sql.comunitariaapp;
/**
* Created by user on 28/09/2016.
*/
import android.content.Context;
import android.content.Intent;
import android.content.SharedPreferences;
import android.support.annotation.Nullable;
import android.support.v4.app.Fragment;
import android.os.Bundle;
import com.github.paolorotolo.appintro.AppIntro2;
public class Tutorial_cam extends AppIntro2 {
@Override
protected void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
addSlide(SampleSlide.newInstance(R.layout.slide1_ar));
addSlide(SampleSlide.newInstance(R.layout.slide2_ar));
addSlide(SampleSlide.newInstance(R.layout.slide3_ar));
addSlide(SampleSlide.newInstance(R.layout.slide4_ar));
SharedPreferences pref = getSharedPreferences("ActivityPREF",
Context.MODE_PRIVATE);
if(pref.getBoolean("activity_executed_cam", false)){
Intent intent = new Intent(this, CamAR.class);
startActivity(intent);
finish();
} else {
SharedPreferences.Editor ed = pref.edit();
ed.putBoolean("activity_executed_cam", true);
ed.commit();
}
}
@Override
public void onDonePressed(Fragment currentFragment) {
super.onDonePressed(currentFragment);
Intent Camara = new Intent(Tutorial_cam.this, CamAR.class);
startActivity(Camara);
}
@Override
public void onSkipPressed(Fragment currentFragment) {
super.onSkipPressed(currentFragment);
Intent Camara = new Intent(Tutorial_cam.this, CamAR.class);
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startActivity(Camara);
}
@Override
public void onSlideChanged(@Nullable Fragment oldFragment, @Nullable
Fragment newFragment) {
super.onSlideChanged(oldFragment, newFragment);
}
}

B.15 Tutorial_ cartilla
package sql.comunitariaapp;
import
import
import
import
import
import

android.content.Context;
android.content.Intent;
android.content.SharedPreferences;
android.os.Bundle;
android.support.annotation.Nullable;
android.support.v4.app.Fragment;

import com.github.paolorotolo.appintro.AppIntro2;
/**
* Created by user on 28/09/2016.
*/
public class Tutorial_cartilla extends AppIntro2 {
@Override
protected void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
addSlide(SampleSlide.newInstance(R.layout.slide1_ca));
addSlide(SampleSlide.newInstance(R.layout.slide2_ca));
SharedPreferences pref = getSharedPreferences("ActivityPREF",
Context.MODE_PRIVATE);
if(pref.getBoolean("activity_executed_cartilla", false)){
Intent intent = new Intent(this, Cartilla_new.class);
startActivity(intent);
finish();
} else {
SharedPreferences.Editor ed = pref.edit();
ed.putBoolean("activity_executed_cartilla", true);
ed.commit();
}
}
@Override
public void onDonePressed(Fragment currentFragment) {
super.onDonePressed(currentFragment);
Intent Camara = new Intent(Tutorial_cartilla.this,
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Cartilla_new.class);
startActivity(Camara);
}
@Override
public void onSkipPressed(Fragment currentFragment) {
super.onSkipPressed(currentFragment);
Intent Camara = new Intent(Tutorial_cartilla.this,
Cartilla_new.class);
startActivity(Camara);
}
@Override
public void onSlideChanged(@Nullable Fragment oldFragment, @Nullable
Fragment newFragment) {
super.onSlideChanged(oldFragment, newFragment);
}
}

B.16 Tutorial_glosario
package sql.comunitariaapp;
import
import
import
import
import
import

android.content.Context;
android.content.Intent;
android.content.SharedPreferences;
android.os.Bundle;
android.support.annotation.Nullable;
android.support.v4.app.Fragment;

import com.github.paolorotolo.appintro.AppIntro2;
/**
* Created by user on 28/09/2016.
*/
public class Tutorial_glosario extends AppIntro2 {
@Override
protected void onCreate(Bundle savedInstanceState) {
super.onCreate(savedInstanceState);
addSlide(SampleSlide.newInstance(R.layout.slide1_gl));
addSlide(SampleSlide.newInstance(R.layout.slide2_gl));
addSlide(SampleSlide.newInstance(R.layout.slide3_gl));
addSlide(SampleSlide.newInstance(R.layout.slide4_gl));
SharedPreferences pref = getSharedPreferences("ActivityPREF",
Context.MODE_PRIVATE);
if(pref.getBoolean("activity_executed_glosario", false)){
Intent intent = new Intent(this, Glosario_Menu.class);
startActivity(intent);
finish();
} else {
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SharedPreferences.Editor ed = pref.edit();
ed.putBoolean("activity_executed_glosario", true);
ed.commit();
}
}
@Override
public void onDonePressed(Fragment currentFragment) {
super.onDonePressed(currentFragment);
Intent Camara = new Intent(Tutorial_glosario.this,
Glosario_Menu.class);
startActivity(Camara);
}
@Override
public void onSkipPressed(Fragment currentFragment) {
super.onSkipPressed(currentFragment);
Intent Camara = new Intent(Tutorial_glosario.this,
Glosario_Menu.class);
startActivity(Camara);
}
@Override
public void onSlideChanged(@Nullable Fragment oldFragment, @Nullable
Fragment newFragment) {
super.onSlideChanged(oldFragment, newFragment);
}
}
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ANEXO C. ENCUESTA
1. ¿Cuál es tu grupo de edad?
a. 17 o menos
b. 18-20
c. 21-29
d. 30-39
e. 40-49
f. 50-59
g. 60 o más
2. ¿Cuál es tu sexo?
a. Masculino
b. Femenino
3. ¿Qué tipo de dispositivo utiliza más a menudo?
a. Celular
b. Tablet
c. Computador
4. ¿Qué tipo de celular tiene?
a. Smartphone
b. Celular convencional
c. No poseo celular
5. Si posee un Smartphone, ¿Qué tipo de sistema operativo utiliza?
a. Android
b. iOs
c. Windows pone
d. Blackberry
e. Otro
6. Si su sistema operativo es android, ¿Que versión de android tiene?
a. 7.0 Nougat
b. 6.0 Marshmallow
c. 5.0 Lollipop
d. 4.4 KitKat
e. 4.1 JellyBean
f. Otro
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7. ¿Qué tipo de aplicaciones utiliza más a menudo?
a. De entretenimiento
b. De organización
c. De estilo de vida
d. Misceláneas
8. ¿Qué tanto tiempo invierte al día usando aplicaciones?
a. menos de 1hr
b. entre 1hr y 3hrs
c. entre 3hrs y 5hrs
d. más de 5hrs
9. ¿Considera que una aplicación es una buena estrategia para enseñar
algo a un niño?
a. Si
b. No
c. Tal vez
10. Si tiene hijos, ¿Utilizaría una aplicación para inculcar en ellos algún
habito?
a. Si
b. No
c. Tal vez
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