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Introduzione 
 
L’equazione di Schrödinger-Newton si ottiene inserendo il potenziale 
gravitazionale classico nell’equazione di Schrödinger, descrive quindi 
l’interazione di una particella con il suo stesso campo gravitazionale 
dovuto alla propria distribuzione di massa. 
Il potenziale Φ è attrattivo, tende a zero all’infinito e dipende dalla 
distribuzione di densità di massa, che è il modulo quadrato della funzione 
d’onda ψ, il problema per questo motivo è di tipo non lineare. 
Data la non linearità del problema si possono trovare solo soluzioni 
approssimate per le funzioni d’onda e gli autovalori. 
Penrose[1] ha introdotto l’idea del quantum state reduction, cioè che una 
combinazione lineare di due autostati 1ψ  e 2ψ , che quindi differiscono 
nella distribuzione di massa, decadono in un tempo 
GE
t
h
=    con   ( )∫
ℜ
−∇∝
3
2
21 ψψGE  
nello stato di minore energia; questa idea si basa sul fatto che esiste una 
base si stati che è stabile nel tempo. 
Moroz, Tod e Penrose [2], Harrison [10] e Jones [11] studiando le 
proprietà dell’equazione hanno trovato alcune approssimazioni delle 
soluzioni stazionarie del problema in simmetria sferica e studiato le 
proprietà analitiche dell’equazione. 
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L’equazione di Schrödinger-Newton può essere usata per descrivere anche 
sistemi di più particelle identiche, nel caso specifico bosoni, poiché non 
risentono del principio di esclusione di Pauli, che interagiscono 
gravitazionalmente. 
In astrofisica l’equazione di Schrödinger-Newton trova applicazioni per 
oggetti a N particelle che interagiscono gravitazionalmente con la loro 
stessa densità di massa come le stelle di bosoni studiate da Ruffini e 
Bonazzola [3] che i dark matter halo [4], entrambi candidati come 
costituenti della materia oscura. 
Nel loro lavoro Giulini e Grossardt [5] mostrano come nel limite non 
relativistico ed in simmetria sferica trovare uno stato stazionario per una 
distribuzione di massa di una stella di bosoni equivale a trovare una 
soluzione dell’equazione di Schrödinger-Newton, mostrano inoltre che 
l’equazione di Schrödinger-Newton corrisponde al limite non relativistico 
dell’equazione di Klein Gordon.  
I dark matter halo sono un ipotetico insieme di particelle di massa 
dell’ordine di eV2223 1010 −− − [4] [13] [14], la cui distribuzione copre 
distanze superiori al raggio delle galassie, che interagiscono 
gravitazionalmente sia  con sé stesse che con la materia ordinaria, essendo 
per ipotesi la massa del dark matter halo maggiore della massa della 
materia ordinaria (valori che sono ritenuti compatibili con i dati 
sperimentali sono del 95% della massa totale [15]), quindi l’interazione 
dominante è l’autointerazione gravitazionale del dark matter halo; 
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l’equazione di Schrödinger-Newton può essere usata come modello per il 
limite non relativistico del problema per trovare la distribuzione di massa. 
Giulini e Grossardt [5] hanno ipotizzato che l’equazione di Schrödinger-
Newton possa essere usata anche per oggetti a pochi corpi come  
molecole, o altri sistemi di particelle elementari e descriverne l’auto 
interazione gravitazionale, tuttavia le energie in gioco sono ancora sei 
ordini di grandezza al di sotto di quelle misurabili con l’interferometria. 
Lo scopo di questo lavoro sarà uno studio analitico dell’equazione, delle 
proprietà richieste dalla funzione d’onda che risolve l’equazione e delle 
proprietà che deve avere il potenziale. 
Verranno dimostrate relazioni che devono avere l’energia cinetica 
( )∫
ℜ
∇=
3
3 xxT rr d2ψ  e potenziale ( ) ( )∫ ∫
ℜ ℜ −
=
3 3
33 xy
yx
xy
V rrrr
rr
d d
22 ψψ
 con l’energia che 
è autovalore dell’equazione VTE +=  e con l’energia calcolata con il 
funzionale dipendente dalla funzione d’onda VTE
2
1
+=
~
. 
Nel caso particolare del problema in simmetria sferica riusciamo a 
semplificare notevolmente il problema riducendoci ad una sistema di due 
equazioni differenziali del secondo ordine in una variabile. 
Successivamente, si dimostrerà che esiste un valore che limita 
inferiormente l’energia dello stato fondamentale (e quindi di ogni altro 
stato) usando la diseguaglianza di Sobolev con la miglior costante (dal 
lavoro di Talenti [6]) e la diseguaglianza di Hölder.  
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Con le opportune ipotesi sarà calcolata una approssimazione dello stato 
fondamentale in simmetria sferica con il metodo variazionale, 
minimizzando il funzionale dell’energia VTE
2
1
+=
~
 con il vincolo di 
massa totale costante. 
Come funzioni di prova abbiamo usato somme di funzioni di tipo 
gaussiano, trovando un limite superiore al valore che deve avere il 
funzionale dell’energia. 
Con un algoritmo in Mathematica che utilizza un metodo shooting  
modificato,  verranno trovate delle approssimazioni per le autofunzioni 
dell’equazione e per i relativi autovalori. 
Il metodo shooting non può essere implementato direttamente, perché il 
decadimento esponenziale richiesto dalla soluzione avviene solo per le 
autofunzioni esatte, mentre per le approssimazioni la funzione d’onda 
divergerà a più o meno infinito. Verrà quindi proposta una modifica a tale 
metodo per trovare una soluzione che decada esponenzialmente 
all’infinito. 
Per trovare un’approssimazione che abbia il giusto decadimento si prende 
il punto medio tra il punto in cui la funzione è uguale a zero prima di 
divergere a meno infinito e l’ultimo massimo locale precedente (le 
autofunzioni con n pari sono state moltiplicate per -1 per avere un 
massimo locale prima della divergenza, anziché un minimo locale) e si 
sostituisce a partire dal punto medio trovato una funzione esponenziale 
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decrescente che si raccordi alla funzione d’onda con continuità e 
continuità della derivata. A partire da queste funzioni modificate sono stati 
calcolati gli autovalori dell’energia. 
La modifica proposta al metodo shooting permette di avere risultati 
abbastanza precisi (errori relativi di circa 87 1010 −− −  per i primi 10 
autovalori e del 5% circa per gli autovalori per n>100) in tempi 
ragionevoli (circa due ore per le prime 400 autofunzioni). 
Una volta trovati gli autovalori nE , il raggio medio ed il raggio quadrato 
medio verrà data una stima di come essi dipendono da n. 
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1. L’equazione di Schrödinger-Newton 
 
Partendo dall’equazione di Schrödinger: 
ψψψ Φ+∇−= m
m
H 2
2
2
h
ˆ
 
dove: 
 h  è la costante di Planck 
 ψ è la funzione d’onda 
 Φ è il potenziale  
 m è la massa della particella 
adotteremo per Φ il potenziale gravitazionale che soddisfa l’equazione di 
Laplace: 
Gpiρ42 =Φ∇  
Dove: 
 ρ è la densità di massa 
 G è la costante di gravitazione universale 
La densità di massa può essere scritta come: 
2ψρ m=  
L’equazione di Laplace per il potenziale Φ diventa: 
22 4 ψpi Gm=Φ∇  
].[ 21
].[ 11
].[ 31
].[ 41
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Imponendo un potenziale nullo all’infinito ha per soluzione: 
∫
ℜ −
−=Φ
3
3
2
yd
yx
y
Gmx rr
r
r )()( ψ  
Deve inoltre valere la normalizzazione: 
nxdx =∫
ℜ3
32)( rψ  
0>>∞+ n  
Si ottiene quindi un sistema di equazioni: 





=Φ∇
Φ+∇−=
22
2
2
4
2
ψpi
ψψψ
Gm
m
m
H hˆ
 
Il sistema che usa l’equazione agli autovalori dell’energia diventa: 





=Φ∇
Φ+∇−=
22
2
2
4
2
ψpi
ψψψ
Gm
m
m
E h
 
].[ 51
].[ 61
].[
].[
b
a
71
71
].[
].[
b
a
81
81
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1.1 Rescaling 
 
Le equazioni possono essere riscritte in modo adimensionale ottenendo: 



=Φ∇
Φ+−∇=
22
2
4 newnewnew
newnewnewnewnewnewE
ψpi
ψψψ
 
Usiamo la condizione di normalizzazione: 
1
0
32
=∫
∞
newnew xdψ  
Cioè ponendo: 






=
=
=
1
1
1
2
2
mG
m
m
h
 
prendendo la soluzione che ha 0>h : 




=
=
=
1
1
2
G
m
h
 
Il potenziale adesso può essere scritto in forma adimensionale come: 
∫
ℜ −
−=Φ
3
1
3
2
new
newnew
new
newnew yyx
y
x d
)()( rr
rψ
 
 
 
 
 
].[ 101
].[
].[
b
a
91
91
].[ 171
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Per farlo (seguendo Tod, Moroz Penrose [2]) sostituiamo: 
 EE new α=  
 βψψ =new  
 xx new γ=  
 Φ=Φ λnew  
 






=Φ∇
Φ+∇−=
222
2
2
2
4 ψpiβ
γ
λ
βψλψ
γ
βψαβE
 
 






=Φ∇
Φ+∇−=
2
22
2
2
2
4
1
ψpiλ
βγ
ψ
α
λψ
αγ
ψE
 
L’ ultima equazione che deriva dalla normalizzazione è: 
1
0
32
∫
∞
=xnew dψ  
Avendo in generale una funzione non normalizzata a 1 
nx∫
∞
=
0
32 dψ  
con 
0>>∞+ n  
dove n può essere considerato come numero di particelle. 
 
].[ 111
].[ 121
].[ 131
].[ 141
].[
].[
b
a
151
151
].[
].[
b
a
161
161
].[ 171
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11
0
32
∫
∞
=x
n
dψ  
1
0
3223
∫
∞
=xdψβγ  
Per trovare α , β , γ , λ si risolve il sistema: 











=
=
=
=
n
Gm
m
m
1
2
1
23
22
2
2
βγ
λ
βγ
α
λ
αγ
h
 
 
Otteniamo: 











=
=
=
=
422
2
2
3
932
3
522
2
2
2
8
2
mGn
nGm
mGn
mGn
 
 
 
 
h
h
h
h
λ
γ
β
α
 
 
 
 
 
 
].[
].[
].[
].[
d
c
b
a
181
181
181
181
].[
].[
].[
].[
d
c
b
a
191
191
191
191
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Sostituendo per trovare le quantità dimensionate: 
 2
5222
h
mGnEEE newnew
 
==
α
 
 3
932 8
h
mGn
new
new ψβ
ψψ ==  
 3
2
2 nGm
x
x
x new
new
 
h
==
γ
 
 2
4222
h
mGn
new
new  Φ=Φ=Φ λ  
 
Nei capitoli seguenti verrà comunque posto n=1. 
Arriviamo quindi al sistema: 



=Φ∇
−Φ=∇
22
2
4 newnewnew
newnewnewnewnewnew E
ψpi
ψψψ
 
Che da qui in poi sarà l’equazione di Schrödinger-Newton in quantità 
adimensionali scritta nelle nuove unità: 



=Φ∇
−Φ=∇
22
2
4 ψpi
ψψψ E
 
L’energia può essere calcolata in quantità adimensionali come: 
( ) ( )( ) ( ) ( )∫ ∫∫
ℜ ℜℜ −
−∇−=
=Φ+∇−==
3 33
33
22
32
2
xy
yx
xy
xxx
HE
d dd
ˆ
rr
rr
rrr ψψψψ
ψψψψψψ
 
].[ 201
].[ 221
].[ 231
].[
].[
b
a
241
241
].[
].[
b
a
251
251
].[ 211
].[ 261
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1.2 Limiti asintotici 
  
Lemma: 
( )
1
3
3
2
=
−
∫
ℜ
∞→
yd
yx
y
x
x
rr
r
r
r
ψ
lim  
 
Dimostrazione: 
Usando la convergenza dominata per una successione di vettori nx
r
 tali che 
0>∀ nxn
r
     e ∞=
∞→
n
n
x
rlim  
( ) ( ) ( )
( ) ( ) ( ) 01
1
33
333
323
22
323
2
3
2
=







−
−
=−
−
=
=−
−
=−
−
∫∫
∫∫∫
ℜℜ
∞→
ℜℜ
∞→
ℜ
∞→
yd
yx
x
yyd
x
y
yx
y
x
ydyyd
yx
y
xyd
yx
y
x
n
n
nn
n
n
n
n
nx
rr
r
r
r
r
rr
r
r
r
rr
r
r
rr
r
r
r
ψψψ
ψψψ
lim
limlim
 
 
Quindi il lemma è dimostrato ed inoltre: 
( ) ( )∫
ℜ








∈
−
=Φ
3
13
2
x
Oyd
yx
y
x rrr
r
r ψ
 
 
 
 
 
 
].[ 271
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Lemma: 
( )xrψ  per ∞→xr tende a zero esponenzialmente. 
 
Dimostrazione: 
dal lemma precedente abbiamo: 
( ) 0=Φ
∞→
x
x
r
rlim  
L’equazione di Schrödinger per può essere scritta come: 
( ) ( )( ) ( ) 02 =−Φ+∇− xExx rrr ψψ  
( ) ( )( ) ( ) 02 =Φ−+∇ xxEx rrr ψψ  
Con 0<E  e ( ) 0<Φ xr  
Per un certo xx ~>r  avremo: 
( ) εε −>Φ−>+ ExEE r  
con 0>> εE  piccolo a piacere 
avremo: 
( ) ( ) ( ) 02 =++∇ ++ xEx rr ψεψ  
( ) ( ) ( ) 02 =−+∇
−−
xEx rr ψεψ  
 
 
 
 
].[ 281
].[ 291
].[ 301
].[ 311
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Che hanno per soluzione quando  Rx =r  
( ) ( )
R
eAx
ER
Rx
ε
ψ
+−−
=
+ =r
r
 
( ) ( )
R
eBx
ER
Rx
ε
ψ
−−−
=
−
=r
r
 
Le soluzioni con esponenziale positivo non sono prese in considerazione 
in quanto non normalizzabili. 
Per confronto con BA <  
 
( ) ( ) ( )
x
eAx
x
eB
ExEx
r
r
r
rr
εε
ψ
+−−−−−
<<  
Quindi ( )xrψ  deve decrescere all’infinito come: 
x
e
Ex
r
r
−
 
Queste proprietà saranno utili in seguito per poter semplificare  per parti e 
semplificare alcuni termini usando il teorema di Gauss. 
L’energia cinetica, infatti può essere scritta come: 
 
( ) ( )( ) ( ) ( )( )[ ] ( )( ) ( )( )∫∫∫
ℜℜℜ
∇∇+∇∇−=∇−=
333
3332 xxxxxxxxxT rrrrrrrrr ddd ψψψψψψ  
 
 
 
 
].[ 321
].[ 331
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per il teorema di Gauss: 
( ) ( )( )[ ] ( ) ( )( ) sxxLimxxx
Rx
R
ˆd d ∫∫
=
∞→
ℜ
⋅∇=∇∇
r
rrrrr ψψψψ
3
3
 
e prendendo una superficie di raggio infinito il flusso è nullo in quanto 
( )xrψ  tende a zero esponenzialmente per ∞→xr . 
L’energia cinetica può essere quindi scritta in una forma più semplice 
come 
( )( ) ( )( ) ( )∫∫
ℜℜ
∇=∇∇=
33
33 xxxxxT rrrrr dd 2ψψψ  ].[ 341
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1.3 Energia del sistema 
 
Definiamo la quantità: 
( ) ( ) ( ) ( )∫ ∫∫
ℜ ℜℜ −
−∇=
3 33
33
22
3
2
1
xy
yx
xy
xxE ddd~ 2 rr
rr
rr ψψψψ  
che può essere interpretata come energia del sistema in quanto il 
coefficiente 
2
1
 serve a non contare due volte l’energia potenziale dovuta 
all’interazione tra due densità di massa quando si integra in tutto il 
volume come nel caso di un’ interazione di coppia. 
 
Lemma: 
L’ energia del sistema è conservata nel tempo cioè 
( ) ( )( ) ( ) ( ) 0
2
1
3 33
33
22
3
=
−∂
∂
−∇∇
∂
∂
−=
∂
∂
∫ ∫∫
ℜ ℜℜ
xy
yx
xy
t
xxx
t
E
t
ddd~ rr
rr
rrr ψψψψ  
Dimostrazione: 
Ricordandoci il valore di 2=h  dal rescaling e scrivendo l’hamiltoniana  
come evoluzione temporale l’equazione diventa: 
( ) ( ) ( ) ( )∫
ℜ −
−−∇=
∂
∂
3
3
2
22 xy
yx
y
xx
t
i rrr
r
rr ψψψψ   d  
chiudendo con ( )x
t
rψ
∂
∂
 e prendendo la parte reale avremo: 
].[ 351
].[ 361
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( ) ( )
( ) ( )( )
( ) ( ) ( )












−






∂
∂
−








∇




 ∇
∂
∂
=













∂
∂






∂
∂
∫ ∫∫
∫
ℜ ℜℜ
ℜ
3 33
3
33
2
3
32
xy
yx
xx
t
y
xxx
t
xx
t
x
t
i
ddRedRe
dRe
rr
rrr
rrr
rrr
ψψψ
ψψ
ψψ
 
( ) ( )( )
( ) ( ) ( )












−






∂
∂
−








∇




 ∇
∂
∂
= ∫ ∫∫
ℜ ℜℜ 3 33
33
2
30 xy
yx
xx
t
y
xxx
t
ddRedRe rr
rrr
rrr
ψψψ
ψψ  
( )( ) ( )( )
( ) ( )
∫ ∫∫
ℜ ℜℜ −






∂
∂
−∇∇
∂
∂
=
3 33
33
22
3
2
1
2
10 xy
yx
x
t
y
xxx
t
ddd rr
rr
rrr
ψψ
ψψ  
 
Il termine potenziale è simmetrico per scambio tra x e y quindi vale: 
( ) ( )
( ) ( ) ( ) ( )
( ) ( )
∫ ∫
∫ ∫∫ ∫
∫ ∫
ℜ ℜ
ℜ ℜℜ ℜ
ℜ ℜ
−






∂
∂
=
−






∂
∂
+
−






∂
∂
=
=
−∂
∂
3 3
3 33 3
3 3
33
22
33
22
33
22
33
22
2 xy
yx
x
t
y
xy
yx
y
t
x
xy
yx
x
t
y
xy
yx
xy
t
dd
dddd
dd
rr
rr
rr
rr
rr
rr
rr
rr
ψψ
ψψψψ
ψψ
 
e sostituendo nella ].[ 371  avremo: 
( )( ) ( )( ) ( ) ( )∫ ∫∫
ℜ ℜℜ −∂
∂
−∇∇
∂
∂
=
3 33
33
22
3
4
1
2
10 xy
yx
xy
t
xxx
t
ddd rr
rr
rrr ψψψψ  
].[ 371
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( )( ) ( )( ) ( ) ( ) 0
4
1
2
1
3 33
33
22
3
=








−
−∇∇
∂
∂
∫ ∫∫
ℜ ℜℜ
xy
yx
xy
xxx
t
ddd rr
rr
rrr ψψψψ
( )( ) ( )( ) ( ) ( ) 0
2
1
3 33
33
22
3
=








−
−∇∇
∂
∂
∫ ∫∫
ℜ ℜℜ
xy
yx
xy
xxx
t
ddd rr
rr
rrr ψψψψ  
0=
∂
∂ E
t
~
 
 
 
Lemma: 
 
Minimizzare il funzionale dell’energia 
( ) ( ) ( ) ( )∫ ∫∫
ℜ ℜℜ −
−∇=
3 33
33
22
32
2
1
xy
yx
xy
xxE ddd~ rr
rr
rr ψψψψ  
equivale a risolvere l’equazione agli autovalori 
ψψψ Φ+∇−= m
m
E 2
2
2
h
 
con ( ) ( )∫
ℜ −
−=Φ
3
3
2
y
yx
y
x drr
r
r ψ
 
ed il vincolo ( ) 1
3
32
=∫
ℜ
xx drψ  
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Dimostrazione: 
Utilizzando il metodo dei moltiplicatori di Lagrange, seguendo Lieb [9] 
calcoliamo il funzionale  
( ) ( ) ( )( )[ ] ( ) ( )( )[ ]
( ) ( ) ( ) ( )
∫ ∫
∫
ℜ ℜ
ℜ
−
++
−
−+∇+∇=+
3 3
3
33
22
3
2
1
xy
yx
xhxyhy
xxhxxhxhE
dd
d~
rr
rrrr
rrrrr
εψεψ
εψεψεψ
 
con ℜ∈ε  e 2Lh ∈  
 
Per 0→ε  al primo ordine 
( ) ( ) ( )( ) ( )( ) ( )( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( ) ( )εψψεψψε
ψψ
ε
ψψ
ε
ψεψεψεψ
oxy
yx
xhxy
xy
yx
xhxy
xy
yx
xyhy
xy
yx
xyhy
xxxhxxhxEhE
+
−
−
−
−
−
−
−
−
−∇∇+∇∇+=+
∫ ∫∫ ∫
∫ ∫∫ ∫
∫∫
ℜ ℜℜ ℜ
ℜ ℜℜ ℜ
ℜℜ
3 33 3
3 33 3
33
33
2
33
2
33
2
33
2
33
2
1
2
1
2
1
2
1
dddd
dddd
dd~~
rr
rrr
rr
rrr
rr
rrr
rr
rrr
rrrrrr
 
 
( ) ( ) ( )( ) ( )( )
( ) ( ) ( ) ( ) ( ) ( ) ( )εψψεψψε
ψεψεψ
oxy
yx
xxhy
xy
yx
xyhy
xxxhEhE
+








−
−








−
−
−








∇∇+=+
∫ ∫∫ ∫
∫
ℜ ℜℜ ℜ
ℜ
3 33 3
3
33
2
33
2
32
ddReddRe
dRe~~
rr
rrr
rr
rrr
rrr
 
 
].[ 381
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i due termini con integrale doppio sono uguali per simmetria 
( ) ( ) ( )( ) ( )( ) ( ) ( ) ( ) ( )εψψεψεψεψ oxy
yx
xxhy
xxxhEhE +








−
−








∇∇+=+ ∫ ∫∫
ℜ ℜℜ 3 33
33
2
3 22 ddRedRe~~ rr
rrr
rrr
Integrando per parti il primo integrale 
( ) ( ) ( ) ( )( )( ) ( ) ( )( )
( ) ( ) ( ) ( )εψψ
ψψεψεψ
oxy
yx
xxhy
xxxhxxxhEhE
+








−
−
−








∇−








∇∇+=+
∫ ∫
∫∫
ℜ ℜ
ℜℜ
3 3
33
33
2
323
2
22
ddRe
dRedRe~~
rr
rrr
rrrrrr
 
Per il teorema di Gauss il primo integrale è nullo poiché ψ  tende a zero 
esponenzialmente all’infinito. 
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )εψψεψεψεψ oxy
yx
xxhy
xxxhEhE +








−
−








∇−=+ ∫ ∫∫
ℜ ℜℜ 3 33
33
2
32 22 ddRedRe~~ rr
rrr
rrr
( ) ( ) ( ) ( )( ) ( ) ( ) ( ) ( )εψψψεψεψ oxy
yx
xxhy
xxxhEhE +








−
−∇−−=+ ∫ ∫ ∫
ℜ ℜ ℜ3 3 3
33
2
322 dddRe~~ rr
rrr
rrr
 
Calcoliamo la derivata 
( ) ( ) ( )( ) ( ) ( ) ( )








−
−∇−=
∂
+∂
∫ ∫ ∫
ℜ ℜ ℜ= 3 3 3
33
2
32
0
2 xy
yx
xxhy
xxxhhE dddRe
~
rr
rrr
rrr ψψψ
ε
εψ
ε
 
 
 
 
 
 
].[ 411
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La norma 
( ) ( )( )∫
ℜ
+=++
3
3 xxhxhh rrr d2εψεψεψ  
per 0→ε  al primo ordine è uguale a 
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( )εψεψ
εψεψεψ
oxxxhxx
oxxxhxxhxxx
+








+=
=+++
∫∫
∫∫∫
ℜℜ
ℜℜℜ
33
333
33
333
2 rrrrr
rrrrrrrr
dRed
ddd
2
2
 
 
La derivata 
( ) ( )








=++
∂
∫
ℜ= 3
3
0
2 xxxhhh rrr dRe ψεψεψ
ε ε
  
 
Usando il metodo dei moltiplicatori di Lagrange nel minimo del 
funzionale ( )ψE~   a 0=ε con il vincolo 1=ψψ  
( ) ( )( ) 0=++−+
∂
∂
=+
∂
∂ hhhEhG εψεψλεψ
ε
εψ
ε
~
 
sostituendo la ].[ 411  e la ].[ 431  
( ) ( )( ) ( ) ( ) ( ) ( ) ( ) 02
3 3 3 3
333
2
32
=








−
−
−∇− ∫ ∫ ∫ ∫
ℜ ℜ ℜ ℜ
xxxhxy
yx
yxhx
xxxh rrrrr
rrr
rrr ddddRe ψλψψψ  
( ) ( ) ( ) ( ) ( ) 0
3 3
33
2
2
=
















−








−
−∇−∫ ∫
ℜ ℜ
xxxy
yx
y
xxh rrrrr
r
rr ddRe λψψψψ  
deve valere per ogni funzione ( )xh r  
].[ 421
].[ 431
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quindi 
( ) ( ) ( ) ( ) 0
3
3
2
2
=−








−
−∇− ∫
ℜ
xxy
yx
y
x
rr
rr
r
r λψψψψ d  
 
Ponendo 
E=λ       e       ( ) Φ=
−
− ∫
ℜ3
3
2
y
yx
y
drr
rψ
 
abbiamo l’equazione di Schrödinger agli autovalori 
 ( ) ( ) ( )xExx rrr ψψψ =Φ+∇− 2
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2. Vincoli 
 
2.1 Identità di Pohozaev, condizioni su energia 
cinetica e potenziale 
 
Mettiamoci nel il caso: 
1
0
32
=∫
∞
xdψ  
Definiamo: 
( ) ( )[ ] ( )( )
( )( ) ψψψψ
ψψψψψψψψ
∇∇=∇∇=
∇∇+∇∇−=∇−=∇−=
∫
∫∫∫
ℜ
ℜℜℜ
3
333
22
x
xxxT
3
333
d
ddd
∫ ∫
ℜ ℜ −
−=Φ=
3 3
33
22
xydd
yx
xy
V rr
rr )()( ψψψψ  
Vale quindi 
VTE +=
 
Chiudendo invece 
ψψψ E=Φ+∇− 2  
Con )( ψ∇xr  e prendendo la parte reale 
ψψψψψψ )(Re)(Re)(Re ∇=Φ∇+∇∇− xExx rrr 2  
].[ 12
].[ 42
].[ 32
].[ 52
].[ 22
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Valgono le proprietà: 
1) Tx
2
12
−=∇∇− ψψ )(Re r  
2) Vx
4
5
−=Φ∇ ψψ )(Re r  
3) 
2
3
−=∇ ψψ )(Re xr  
 
Dimostrazione 1) 
( )( ) =





∂
∂
∂
∂






∂
∂
−=∇∇−=∇∇− ∫∫
ℜℜ 33
3322 x
xxx
xxxx
kki
i dRedRe)(Re ψψψψψψ
rr
 
Usando la derivata del prodotto per il secondo termine otteniamo: 
=







∂
∂








∂
∂
∂
∂
+
+






∂
∂








∂
∂








∂
∂
+
















∂
∂








∂
∂
∂
∂
−=
∫
∫∫
ℜ
ℜℜ
3
33
3
33
x
xxx
x
x
xx
x
x
x
xx
x
x
kik
i
ki
i
kki
i
k
dRe
dRedRe
ψψ
ψψψψ
 
La funzione 












∂
∂






∂
∂
= ψψ
ki
i
xx
xF
r
 vale 0 in ( )000 ,,=xr  e tende a zero 
esponenzialmente quando ∞→xr , quindi per una superficie di raggio 
tendente a infinito il flusso è nullo e per il teorema di Gauss: 
03
3
=⋅=∇ ∫∫
=
∞→
ℜ Rx
R
sFxF
r
rr
ˆdlimd  
Il primo membro è quindi nullo 
 
].[ 62
].[ 72
].[ 82
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=











∂
∂






∂
∂
∂
∂
+





∂
∂






∂
∂
=
=





∂
∂






∂
∂
∂
∂
+





∂
∂






∂
∂
+=
∫∫
∫∫
ℜℜ
ℜℜ
33
33
33
33
2
1
0
x
xxx
xx
xx
x
xxx
xx
xx
kki
i
ii
kik
i
ki
i,k
ddRe
dRedδRe
ψψψψ
ψψψψ
 
Usando la derivata del prodotto nel secondo termine 
=





∂
∂






∂
∂






∂
∂
−














∂
∂






∂
∂
∂
∂
+∇= ∫∫∫
ℜℜℜ 333
333
2
1
2
1
x
xx
x
x
x
xx
x
x
x
kk
i
ikk
i
i
ddd2 ψψψψψ  
Analogamente al penultimo passaggio il secondo membro per il teorema 
di Gauss è nullo 
TTT
xx
x
xx
x
xx kkii
2
1
2
3
2
3
2
30
33
33
33
33
−=−=
=∇−∇=
=





∂
∂






∂
∂
−+





∂
∂






∂
∂
=
∫∫
∫∫
ℜℜ
ℜℜ
dd
dd
22 ψψ
ψψψψ
 
 
Dimostrazione 2) 
=Φ





∂
∂
=Φ





∂
∂
=Φ∇=Φ∇ ∫∫∫
ℜℜℜ 333
333
2
1
xx
x
x
x
xxxx i
ii
i ddRed)(Re)(Re
2ψψψψψψψ rr
Usando la derivata del prodotto 
( ) ( ) =Φ∇−Φ





∂
∂
−Φ
∂
∂
= ∫∫∫
ℜℜℜ 333
333
2
1
2
1
2
1
xxxx
x
xx
x
i
i
i
i
ddd 222 ψψψ r  
La funzione ( )Φ= 2ψxF rr  vale 0 in ( )000 ,,=xr  e tende a zero 
esponenzialmente quando ∞→xr , quindi per una superficie di raggio 
  
 
 
- 30 - 
tendente a infinito il flusso è nullo e per il teorema di Gauss: 
03
3
=⋅=∇ ∫∫
=
∞→
ℜ Rx
R
sFxF
r
rr
ˆdlimd  
( )
( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( ) ( )
VVV
xyd
yx
xy
Vxyd
yx
xyyx
V
xyd
yx
xyyxy
xyd
yx
xyyxx
V
xyd
yx
xyxyy
xyd
yx
xyyxx
V
xyd
yx
xyyxx
V
xxyd
yx
y
x x
4
5
4
1
2
3
4
1
2
3
4
1
2
3
4
1
4
1
2
3
4
1
4
1
2
3
2
1
2
3
2
1
2
30
3 33 3
3 33 3
3 33 3
3 3
3 33
33
22
33
3
222
33
3
22
33
3
22
33
3
22
33
3
22
33
3
22
33
2
3
−=+−=
=
−
−−=
−
−
−−=
=
−
−−
−
−
−
−−
=
−
−
−
−
−
−−=
=
−
−
−−=
=








−
∇+Φ−
∫ ∫∫ ∫
∫ ∫∫ ∫
∫ ∫∫ ∫
∫ ∫
∫ ∫∫
ℜ ℜℜ ℜ
ℜ ℜℜ ℜ
ℜ ℜℜ ℜ
ℜ ℜ
ℜ ℜℜ
dd
dd
dd
d
dd 22
rr
rr
rr
rrrr
rr
rrrrr
rr
rrrrr
rr
rrrrr
rr
rrrrr
rr
rrrrr
r
rr
r
ψψψψ
ψψψψ
ψψψψ
ψψ
ψψψ
 
Dimostrazione 3) 
( )
2
3
2
30
2
1
2
1
2
1
333
333
323232
3233
−=−=





∂
∂
−
∂
∂
=
=





∂
∂
=





∂
∂
=∇=∇
∫∫∫
∫∫∫
ℜℜℜ
ℜℜℜ
xxx
x
xx
x
x
x
xx
x
xxxx
i
i
i
i
i
i
i
i
ddd
ddRed)(Re)(Re
ψψψ
ψψψψψψψ rr
 
La funzione ( )2ψixF =r  vale 0 in ( )000 ,,=xr  e tende a zero 
esponenzialmente quando ∞→xr , quindi per una superficie di raggio 
tendente a infinito il flusso è nullo e per il teorema di Gauss: 
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].[
].[
b
a
102
102
03
3
=⋅=∇ ∫∫
=
∞→
ℜ Rx
R
sFxF
r
rr
ˆdlimd  
Usando le tre proprietà otteniamo la relazione: 
EVT
2
3
4
5
2
1
−=−−  
Abbiamo quindi il sistema con le equazioni ].[ 32  e ].[ 92  : 




=+
−=−−
EVT
EVT
2
3
4
5
2
1
 
che ha soluzione: 





=
−=
EV
ET
3
4
3
1
 
 
Abbiamo quindi il vincolo 
 TV 4−=  
L’energia conservata o energia del sistema è uguale a: 
EEEVTE
3
1
3
2
3
1
2
1
=+−=+=
~
 
Queste relazioni tra EEVT ~,,,  verranno usate in seguito per collegare gli 
autovalori dell’equazione Schrödinger nE  con l’energia del sistema nE
~
, e 
le relazioni che legano T e V alle energie verranno usate per dare una 
stima degli errori dati dalle soluzioni approssimate del metodo shooting.
].[ 92
].[ 112
].[ 122
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2.2 Limite inferiore degli autovalori dell’energia 
 
Diseguaglianza di Sobolev: 
Se 21,Wf ∈  e qLf ∈  allora esiste una costante K tale che: 
 
p
p
q
q
mm
fKf
// 11








∇≤








∫∫
ℜℜ
 
mp <<1  
pm
mpq
−
=  
Inoltre seguendo Talenti [6] esiste un valore ottimale (quindi minimo) per 
la costante quando mp <<1  
( ) ( )
( ) ( )
mp
p
pmmpm
mm
pm
p
mK
//
//
/  /
  /
111
121
1
211






−+ΓΓ
Γ+Γ






−
−
=
−
−−pi  
Dove Γ è la funzione gamma di Eulero. 
Nel caso tridimensionale abbiamo m=3, quindi per poter trovare la miglior 
costante: 
mp <<1  ci obbliga a scegliere p=2. 
6
23
23
=
−
⋅
=
−
=
pm
mpq  
Verrà usata quindi la diseguaglianza di Sobolev con questi valori di 
m, p e q che possiamo scrivere: 
].[ 132
].[ 142
  
 
 
- 33 - 
21
2
61
6
//








∇≤








∫∫
ℜℜ mm
fKf  
Il valore ottimale della costante K è: 
( ) ( )
( ) ( )
( ) ( )
( ) ( )
( )
( )
61
4
61
43
4
213232
31
2121
31
2121
31
2121
31211
2121
27
16
3
232
2
23
23
33
2523
3253
233123
3231
23
123
//
///
/
//
/
//
/
//
//
//
/
 
/
 
/  /
  /
/  /
  /






=





==





=
=





Γ
Γ
=





ΓΓ
ΓΓ
=
=





−+ΓΓ
Γ+Γ






−
−
=
−−−−
−−−−
−
−−
pipi
pi
pi
pi
pipi
piK
 
Usando questa proprietà ].[ 122 , integrando per parti e usando l’equazione 
di Poisson ].[ b251  avremo: 
( ) ( )
21
2
21
2
21
2
21
2
61
6
3
3333
4
4
/
////








Φ−=
=







Φ−=







Φ∇Φ−=






Φ∇≤






Φ
∫
∫∫∫∫
ℜ
ℜℜℜℜ
ψpi
ψpi
K
KKK
 
Ricordando che ∫
ℜ
<
−
−=Φ
3
03
2
y
yx
y
d
)(
rr
rψ
 
usando la diseguaglianza di Hölder: 
( )
125
512
121
6
2165
562
61
6
21
2
33
333
4
44
/
/
/
//
/
//
















Φ=
=























Φ≤








Φ−
∫∫
∫∫∫
ℜℜ
ℜℜℜ
ψpi
ψpiψpi
K
KK
 
Dalle ].[ 142  e ].[ 152  abbiamo: 
].[ 152
].[ 162
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125
512
121
6
61
6
333
4
/
/
//
















Φ≤








Φ ∫∫∫
ℜℜℜ
ψpiK  
125
512
121
6
33
4
/
/
/








≤








Φ ∫∫
ℜℜ
ψpi K  
65
5122
61
6
33
4
/
/
/








≤








Φ ∫∫
ℜℜ
ψpiK  
Dalle ].[ 162  e ].[ 172  ricaviamo: 
35
5122
65
512
61
62
3333
4
/
/
/
/
/






∫≤















Φ≤Φ−
ℜℜℜℜ
∫∫∫ ψpiψψ K  
Usando la diseguaglianza di Hölder e la diseguaglianza di Sobolev 
partendo dalla ].[ 182 : 
( ) ( )
21
23
61
62
35101
6
109
22
35101
1053
109
910592
35
53592
35
51222
3333
33
333
444
4
44
/////
//
/
/
//
/
//
/
/








∇≤





∫=













∫





∫=
=














∫





∫≤
≤





∫=





∫≤Φ−
∫
∫
ℜℜℜℜ
ℜℜ
ℜℜℜ
ψpiψpiψψpi
ψψpi
ψψpiψpiψ
KKK
K
KK
 
Che in termini di energia cinetica e potenziale significa: 
TKVV 34pi≤−=  
Sostituendo la [ ]112.  
TKT 344 pi≤  
3KT pi≤  
].[ 172
].[ 182
].[ 192
].[ 202
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].[ 222
].[ 232
62 KT pi≤  
Sostituendo la [ ]a102.  otteniamo un limite inferiore per l’energia degli 
autostati: 
62
3
KE pi≤−  
180
9
163 2
62
,−≈−=−≥
pi
pi KE  
Che in unità dimensionate equivale a: 
2
52
2
52
2 360
2
9
16
hh
mGmGE ,−≈−≥
pi
 
2
52
2
52
2 120
2
27
16
3 hh
mGmGEE ,~ −≈−≥=
pi
 
 
Questa stima a priori dell’energia fissa un limite inferiore, anche se 
grossolano, all’energia dello stato fondamentale e quindi di tutti gli 
autostati. 
In seguito con usando il principio variazionale verrà stabilito anche un 
limite superiore al valore dell’energia dello stato fondamentale, in modo 
che avremo la certezza che l’energia dello stato fondamentale si trovi in 
un intervallo limitato.  
].[ 212
].[ 222
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2.3 Permanenza del segno nello stato fondamentale 
 
Supponiamo ψ in generale complessa e consideriamo l’energia 
conservarta come funzione di ψ: 
( ) ( )( ) ( ) ( )∫∫ Φ+∇−= rrrrrrE 323 dd rrrr ψψψ 2  
supponiamo S complessa e scriviamo S come 
( ) ( ) ( )rierr rrr θψψ =  
L’energia può essere riscritta come: 
( ) ( ) ( )
( ) ( ) ( ) ( ) ( )∫ ∫∫∫
∫ ∫∫
−
−∇+∇=
=
−
−∇=
rs
sr
rs
rrrrr
rs
sr
rs
rrE
33
22
32232
33
22
32
dddd
ddd
rr
rr
vrr
rr
rr
r
ψψ
θψψ
ψψψ
 
Per il principio variazionale la funzione che minimizza l’energia ha 
sicuramente ( ) costante=rθ , che può essere scelta uguale a zero  quindi 
( ) ( ) 0≥= rr ψψ . 
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3. L’equazione in simmetria sferica 
 
3.1 Lemma di Lions: 
 
Per semplificare il termine potenziale dell’energia e quindi semplificarne 
il calcolo utilizzeremo il lemma di Lions. 
 
Lemma di Lions: 
 
Se una funzione )(ru r ha la  proprietà ( ) ( )ruru rr =  
e definiamo: 
 
( ) ( )∫
ℜ −
=
3
3
2
r
sr
ru
sw drr
r
r
 
con  
ss
r
=       
rr
r
=  
allora ( ) ( ) ( )swswsw == rr  
( ) ( )( ) rrsr
ru
sw d
,Max
2
0
2
4pi∫
∞
=  
 
].[ 13
].[ 23
].[ 33
].[ 43
].[ 53
].[ 63
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Dimostrazione: 
Scegliendo un sistema di coordinate sferiche tali che: 
( )ss ,, 00=r  
( ) ( ) ( ) ( ) ( )( )θφθφθ cos,sensen,cossen rrrr =r  
calcoliamo ( )sw r  
( ) ( ) ( ) ( )
( ) ( ) ( ) ( )
( )
( ) ( ) drdcos
sen
ddrsen
cos
drdsen
)(
ddrdsend
22
0 0
22
0 0
2
22
2
2
0 0
2
2
2
0 0 0
2
3
2
2
2
2
22
3
rru
rssr
r
rssr
ru
r
sr
ru
r
sr
ru
r
sr
ru
sw
∫ ∫
∫ ∫∫ ∫
∫ ∫ ∫∫
∞
∞∞
∞
ℜ








−+
=
=
−+
=
−
=
=
−
=
−
=
θ
θ
θ
pi
θθ
θ
piθθpi
ϕθθ
pi
pipi
pi pi
rr
rr
r
rr
r
r
 
Cambiando variabile: 
( )θλ cosrssr 222 −+=  
( ) θθλ dsend rs2=  
( )θ
λθ
sen
dd
rs2
=  
 
 
 
 
 
 
].[ 73
].[ 83
].[ 93
].[ 103
].[ 113
].[ 123
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L’integrale diventa: 
( )swrr
sr
ru
rr
sr
ru
rrru
rs
rsrs
rrru
rs
rrru
rs
rrru
rs
sr
sr
sr
sr
sr
sr
===
=




 −−+
=





=
=








=








=
∫∫
∫∫
∫ ∫∫ ∫
∞∞
∞∞
+
−
∞ +
−
∞ +
−
0
2
2
0
2
2
0
22
0
22
0
22
0
22
4
2
2
22
2
12
2
12
2
1
2
2
2
2
2
d),(Max
)(
d),(Max
)(
d)(d)(
d)(dd)(d
)(
)(
)(
)(
)(
)(
pipi
pi
λ
pi
λ
λ
piλ
λ
pi
 
 
Usando il lemma di Lions il potenziale in simmetria sferica può essere 
scritto in una forma più semplice: 
( ) ( )∫
∞
=
−=Φ
0
2
2
4
s
dsπs
srMax
s
r
,
)(ψ
 
 
Lemma:  
 
il potenziale 
( ) ( )( )∫
∞
−=Φ
0
2
2
4 sπs
rs
s
r d
,Max
ψ
 
non diverge per r=0 
( ) ( ) ( ) ( )∫∫∫
∞∞∞
Λ−=−=−=Φ
00
2
0
2
2
440 sssπsssπss ddd
s
ψψ  
 
 
].[ 133
].[ 143
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Dimostrazione: 
 
La funzione ( ) ( ) πsss 42ψ=Λ  tende a 0 per ∞→s  più rapidamente di 21s  in 
quanto ( )sψ  decresce esponenzialmente per ∞→s , inoltre essendo 
continua è anche limitata in quanto ( ) 00 =Λ . 
L’integrale ( )∫
∞
Λ
0
ss d  è quindi una quantità finita. 
 
Lemma: 
 
La funzione d’onda ( )rψ , ha la proprietà di avere ( ) 00 =′ψ (a differenza del 
caso del potenziale atomico dove il potenziale diverge in r=0) in quanto 
dall’equazione ( )ψψ E−Φ=∇ 2 la funzione d’onda deve essere simmetrica 
(ψ è radiale deve dipendere da r  e deve essere derivabile due volte). 
 
Dimostrazione: 
 
( )rψ  può essere espansa in serie di Taylor in un intorno di zero come: 
( ) ( ) ( ) ( ) ( )2
0
2
22
0 2
0 ror
r
r
r
r
rr
rr
+
∂
∂
+
∂
∂
+=
==
ψψψψ      
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La funzione essendo radiale deve dipendere dal modulo di r 
( ) ( ) ( ) ( ) ( ) ( )2
0
2
22
0 2
0 ror
r
r
r
r
rrr
rr
+
∂
∂
+
∂
∂
+==
==
ψψψψψ      
ma r  non è derivabile in zero, quindi  
( ) ( ) 0
00
=
∂
∂
=
∂
∂
== rr
r
r
r
r
ψψ . 
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3.2 Il sistema di equazioni in simmetria sferica 
 
Il sistema di equazioni ].[ a81 , ].[ b81 : 



=Φ∇
Φ+−∇=
22
2
4 ψpi
ψψψE
 
può essere riscritto in simmetria in simmetria sferica come: 
( )
( )






=Φ
∂
∂
Φ+
∂
∂
−=
2
2
2
2
2
41
1
piψ
ψψψ
r
rr
r
rr
E
 
ψ può essere infatti considerata reale senza perdere di generalità. 
Moltiplicando per r otteniamo: 
( )
( )






=Φ
∂
∂
Φ+
∂
∂
−=
2
2
2
2
2
4 ψpi
ψψψ
rr
r
rr
r
Er
 
Moltiplicando la prima equazione per pi4 : 
( )
( )






=Φ
∂
∂
Φ+
∂
∂
−=
2
2
2
2
2
4
444
ψpi
ψpiψpiψpi
rr
r
rr
r
rE
 
Sostituendo: 
ψpi rS 4=  
Otteniamo: 
].[ 183
].[
].[
b
a
153
153
].[
].[
b
a
163
163
].[
].[
b
a
173
173
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





=Φ
∂
∂
Φ+
∂
∂
−=
r
S
r
r
SS
r
ES
2
2
2
2
2
)(
 
( )






=Φ
∂
∂
−Φ=
∂
∂
r
S
r
r
SES
r
2
2
2
2
2
 
( )
( )






=−Φ
∂
∂
−Φ=
∂
∂
r
SEr
r
SES
r
2
2
2
2
2
)(
 
Sostituendo  
)( Φ−= ErW  
Otteniamo il sistema di equazioni in una forma molto più semplice: 






−=
∂
∂
−=
∂
∂
r
SW
r
r
WSS
r
2
2
2
2
2
 
Il potenziale diventa usando il lemma di Lions: 
( )
( )
( )
( )∫∫∫
∞∞
ℜ
−=−=
−
−=Φ
0
2
0
2
3
2
3
s
rs
sS
s
rs
syd
yx
y
x d
,Max
ds4
,Max
)()( 2piψψ rr
r
 
Sostituendo l’espressione del potenziale nella ].[ a173  otteniamo 
( ) ( ) ( )( ) ( )rSsrs
sS
rS
r
rSE 






−
∂
∂
−= ∫
∞
0
2
2
2
d
,Max
 
 
Abbiamo quindi un’ equazione in una dimensione 
 
].[
].[
b
a
203
203
].[ 223
].[
].[
b
a
213
213
].[
].[
b
a
193
193
].[
].[
b
a
233
233
].[ 243
].[ 253
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Per calcolare l’energia a partire dall’equazione di Schrödinger usiamo: 
( ) ( ) ( ) VTyx
yx
yx
xx
HE
+=
−
−∇=
=Φ+∇−==
∫ ∫∫
ℜ ℜℜ 3 33
22
2
3332 ddd
ˆ
rr
rr
rr ψψψ
ψψψψψψ
 
 
Che in simmetria sferica, ed usando il lemma di Lions diventa 
( ) ( )( ) ( ) ( )( )
∫ ∫∫
∫ ∫∫
∞ ∞∞
∞ ∞∞
−





∂
∂
−=
=−





∂
∂
−=
0 0
22
0
2
2
0 0
22
22
2
0
2
2
4441
sr
sr
sSrS
rrS
r
rS
srsr
r,s
srdrrrr
rr
rE
dd),(Max
)()(d)()(
dd
Max
pipi
ψψ
piψψ
 
Integrando per parti il primo termine: 
( ) ( ) ( ) ( ) ( )( )∫ ∫∫
∞ ∞∞
∞
−





∂
∂
+











∂
∂
=
0 0
222
00
rs
r,s
sSrS
rrS
r
rS
r
rS dd
Max
d  
Il primo termine è nullo in quanto: 
• per 0=r  
( ) ( ) 04
00
==
=
= rr
rrrS ψpi  
e 
( ) ( ) ( ) ( )0444
00
ψpiψpiψpi =











∂
∂
+=
∂
∂
== rr
r
r
rrrS
r
 
è una quantità finita 
 
 
].[ 263
].[ 273
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• per +∞→r  
( ) ( ) 04 ==
∞=
∞= rr
rrrS ψpi  
e 
( ) ( ) ( ) 044 =











∂
∂
+=
∂
∂
∞=∞= rr
r
r
rrrS
r
ψpiψpi  
 
in quanto ( )rψ  decresce esponenzialmente a 0 per +∞→r  
il risultato è quindi: 
( ) ( ) ( )( ) VTrsr,s
sSrSdrrS
r
E +=−





∂
∂
= ∫ ∫∫
∞ ∞∞
0 0
222
0
dd
Max
 
che verrà usato in seguito per calcolare l’energia E  degli autostati della 
].[ a153  con il metodo shooting. 
 
Deve sempre valere la condizione di normalizzazione per S 
a partire dalla ].[ 61  usando la simmetria sferica: 
( ) ( ) 14
0
2
0
22
== ∫∫
∞∞
rrSrrr ddpiψ  
 
 
 
].[ 283
].[ 293
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Il funzionale dell’energia scritto nella forma  
( ) ( ) ( )( ) VTrsr,s
sSrSdrrS
r
E
2
1
2
1
0 0
222
0
+=−





∂
∂
= ∫ ∫∫
∞ ∞∞
dd
Max
~
 
verrà usato in seguito per calcolare l’energia EE ~3=  degli autostati della 
].[ a153  con il metodo variazionale usando una approssimazione della 
funzione ( )rS .  
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4. Calcoli numerici 
 
4.1 Principio variazionale 
 
Consideriamo una Hamiltoniana H ed una funzione Ψ che puo essere fatta 
variare liberamente e che 
ΨΨ
Ψ
=ψ  sia quindi normalizzata. 
Il valore medio dell’energia può essere calcolato come: 
( ) ψψψ HE =  
Il principio variazionale afferma che le funzioni per le quali ( )ψE  è 
stazionario, cioè non varia al primo ordine per piccole variazioni di ψ  
sono autostati dell’energia. 
Possiamo affermare che risolvere l’ equazione di Schrödinger agli 
autovalori è equivalente a trovare una condizione di stazionarietà. 
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Dimostrazione: 
Calcoliamo la variazione di energia Eδ per una variazione di ψ  in δψψ + : 
 
Trascurando i termini al secondo ordine: 
 
Approssimando il denominatore come: 
( )21
1
1
xOx
x
+−≈
+
 
abbiamo  
 
svolgendo il prodotto e trascurando ancora i termini del secondo ordine 
avremo: 
 
Imponendo 0=Eδ  e sottraendo ( )ψE  da entrambi i membri avremo 
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Dato che H è un operatore autoaggiunto vale: 
 
Quindi 
 
che implica 
( )ψψψ EH =  
 
Per quanto visto nel lemma a pagina 22 nel capitolo 1.3 per trovare una 
approssimazione dello stato fondamentale verrà minimizzata le quantità   
( ) ( ) ( )( ) VTrsr,s
sSrSdrrS
r
E
2
1
2
1
0 0
222
0
+=−





∂
∂
= ∫ ∫∫
∞ ∞∞
dd
Max
~
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4.2 Approssimazione dello stato fondamentale con 
metodo variazionale 
 
Data la proprietà della funzione d’onda di avere derivata nulla in zero 
come funzione di prova sono state scelte delle  gaussiane centrate in zero, 
in quanto più adatte di funzioni esponenziali decrescenti o delle 
autofunzioni dell’ atomo di idrogeno ad approssimare il comportamento 
vicino a zero. 
Il difetto delle funzioni gaussiane per approssimare la soluzione di questo 
problema è nel decadimento con esponente al quadrato invece che 
esponenziale che è quello aspettato. 
L’obiettivo è quello di riuscire a approssimare al meglio la funzione per 
valori di r vicino allo zero dove integrando si trova la maggior parte 
dell’energia potenziale, avere una buona approssimazione della funzione 
d’onda a medio raggio, dove la derivata della gaussiana è massima, e 
quindi integrando si trova la maggior parte dell’energia cinetica, a scapito 
però di avere una peggiore approssimazione a raggi molto maggiori della 
semilarghezza a metà altezza (HWHM half width at half maximum) della 
gaussiana. 
L’errore commesso in termini di energia dopo r>>HWHM è comunque 
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trascurabile, in quanto la funzione d’onda esatta assume un andamento a 
decadimento esponenziale, quindi ci aspettiamo integrando da un 
r>>HWHM fino all’infinito una quantità infinitesima di energia cinetica 
(proporzionale alla derivata al quadrato) ed una quantità infinitesima di 
energia potenziale (proporzionale al modulo quadrato della funzione 
d’onda), nella funzione di prova gaussiana entrambe le quantità sono 
sottostimate, quindi la differenza è infinitesima. 
Programmi come Gaussian sono usati per il calcolo di orbitali atomici, 
caso meno favorevole di questo perché la funzione d’onda ha una cuspide 
in r=0 dovuta alla divergenza del potenziale, ottenendo comunque ottimi 
risultati. 
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4.3 Calcolo dell’energia con approssimazione con una 
gaussiana 
  
Con una sola gaussiana normalizzata  
 
( ) αα
αpi
2
4
332
12
r
erg
−
=  
 
  
con α > 0 in modo che 
( ) 1
0
22
=∫
∞
rrrg d4piα  
La funzione moltiplicata per r pi4  (per trattare 2∇ in coordinate sferiche 
come una derivata seconda e trattare gli integrali in coordinate sferiche 
come integrali in una dimensione) è: 
 
( ) ( ) ααα
piα
pi
2
4
32
144
r
errgrrG
−
==    
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L’energia cinetica per questa funzione è: 
( )
α
αpi
piα
αpiαpiαpi
piα
ααpiα
ααpiααpiα
αpiαpiα
piαpiα
ααα
αα
ααα
αα
αα
3
28
3
2
11
28
3
22
1
22
1
2
11
44
2
11
441
2
112
2
11
2
2
11
2
11
2
14
2
14
33
0
22
0
22
0
2
3
0
2222
3
0
2
2
3
0
2
2
3
0
2
3
0
2
4
3
0
2
4
3
0
2
222
22
222
22
==







+−=
=














+−=
=














+−=














−=
=








−=








∂
∂
=
=








∂
∂
=
















∂
∂
=





∂
∂
=
∫∫∫
∫∫
∫∫
∫∫∫
∞
−
∞
−
∞
−
∞
−
∞
−
∞
−−
∞
−
∞
−
∞
−
∞
 
 6
 
 6
d d d
 
 6
d
 
 6d 1
 
 6
d 
 
 6d    
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L’energia potenziale vale: 
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passando in coordinate polari con ( )θρ cos=r  e ( )θρ sen =s  
( ) ( )
( ) ( )
( ) ( )( )
( ) ( )
( ) ( )( )
( ) ( )
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e
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e
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ee
L’integrale in θ è simmetrico rispetto alla diagonale principale, quindi 
possiamo prendere due volte l’integrale ad 0 fino a 
4
pi
 ed il massimo tra 
seno e coseno è il coseno. 
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Per utilizzare il principio variazionale minimizziamo il funzionale 
dell’energia conservata del sistema. 
αpiααpiαααα   
~ 132
2
13
2
1
−=−=+= GGG VTE  
Cerchiamo i punti stazionari del funzionale: 
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23
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1
ααpi
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32 6 αpiα  =  
piα 6=  
piα 36=  
L’energia calcolata è quindi: 
pipipiαpiαααα 12
1
6
1
12
113
2
1
−=−=−=+=
 
~
GGG VTE  
In unità dimensionate è uguale a: 
2
52
2
52
2
52
530
6
12
12
1
hhh
mGmGmG
,−≈−=−
pipi
 
piα 36=  
Per il principio variazionale: 
2
52
0530
h
mGEE G ,
~~
−≈≤
α
 
che è un valore approssimato e un limite superiore dell’energia dello stato 
fondamentale. 
L’autovalore dell’equazione ].[ a251  è quindi: 
2
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mGmGEEE GG .
~
≈−==≤
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5 10 15 20 25 30
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( )rg pi36 , la funzione di tipo gaussiano che minimizza, l’energia. 
( ) ( )   
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Utilizzando l’informazione trovata dal limite inferiore dell’energia adesso 
abbiamo un intervallo limitato dove si deve trovare il valore dell’energia 
dello staro fondamentale: 




−−∈
pipi 2
1
9
32
2 ;E  
[ ]15903600 . ; , −≈−≈∈E  
Per EE
3
1
=
~
 




−−∈
pipi 6
1
27
32
2 ;
~E  
[ ]05301200 . ; ,~ −≈−≈∈E
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4.4 Calcolo dell’energia dello stato fondamentale 
con approssimazione con più gaussiane 
 
È stato scelto un set di gaussiane normalizzate del tipo: 
( ) n
r
n e
n
rg
2
4
332
2
 
 
1 −
=
pi
 
quindi usate funzioni del tipo 
( ) ( ) n
r
nn e
n
rrgrrG
2
4
32
44
 
 
 
1
  
−
==
pi
pi  
e presa una loro combinazione lineare, con un parametro di rescaling c 
(comune a tutte le funzioni nG ) , del tipo: 
( ) ( )∑
=
=
m
n
nnm rcGarS
1
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m
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m
m rcga
r
rS
r
14
 
pi
ψ  
Con Mathematica è stato cercato il minimo del funzionale dell’energia: 
( ) ( ) ( )( )∫ ∫∫
∞ ∞∞
−

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
∂
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=+=
0 0
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con il vincolo di normalizzazione: 
( )∫
∞
=
0
2 1rrSm d  
al variare degli n+1 parametri { }na  e c 
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I risultati ottenuti sono:  
 
m  (numero di gaussiane) 
mSE  in unità 2
52
h
mG
 
1 -0.1591549430918953     





−
pi2
1
 
2 -0.1618094099153305 
3 -0.1627182126204482 
4 -0.1627575639065986 
5 -0.1627681312306777 
6 -0.1627652867855078 
7 -0.1627698202076779 
8 -0.1627851894986602 
9 -0.1627743165701049 
10 -0.1627690806450988 
 
  
 
 
- 60 - 
Il miglior risultato si ha per m=8 probabilmente il calcolatore non riesce 
sempre a trovare valori ottimali del minimo dell’energia, che non è 
decrescente all’aumentare del numero dei parametri ed arrivare sempre al 
minimo assoluto, fermandosi in un minimo locale.  
I tempi di calcolo vanno da pochi minuti per n=2 a qualche decina di ore 
per n=10.  
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5 10 15 20 25 30
0.005
0.010
0.015
0.020
 
 
( )r8ψ  con i parametri: 
7755085750.15223991 =c  
3952191340.05317241 =1a  
7025832210.12876547 =2a  
126980910.25940364 =3a  
042779340.64381644- =4a  
981297371.50224663 =5a  
595126151.65507129- =6a  
23956030.98527199 =7a  
6389701230.22139942- =8a
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4.5 Calcolo dell’energia e delle autofunzioni di più 
stati con metodo shooting 
 
Dal sistema di equazioni differenziali visto precedentemente  






−=
∂
∂
−=
∂
∂
r
SW
r
r
WSS
r
2
2
2
2
2
 
Per come sono state definite le funzioni S ].[ 183  e W ].[ 223 , le condizioni a 
r=0 sono: ( ) 00 =W  e ( ) 00 =S  
Imponiamo la condizione ( ) 10 =′W  e cerchiamo un valore di ( )0S ′  per il 
quale ( )rS  converge a zero dopo un certo valore. 
Il sistema viene integrato numericamente dal calcolatore e viene trovata la 
funzione ( )rS  e cambiata opportunamente di segno in modo da essere 
positiva dopo l’ultimo nodo. 
Se la funzione ( )rS  diverge a ∞+  viene diminuito il valore iniziale di 
( )0S ′ , se invece ( )rS  diverge a ∞−  viene aumentato il valore iniziale di 
( )0S ′ . 
Ogni volta che si trova una buona convergenza di ( )rS  verso zero le 
condizioni iniziali sono vicine ad identificare un autostato. 
Il difetto di questo metodo è che le ( )rS  converge a 0 per +∞→r  solo per 
il valore esatto di ( )0S , quindi anche aggiustando con un algoritmo il 
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miglior valore iniziale possibile avremmo sempre  una divergenza  
Usando l’ipotesi che la funzione ( )rS  debba tendere ad una funzione del 
tipo )(  PrBerA −−  con  0>A  e 0>B . 
 Per avere una esponenziale decrescente che decresca in maniera 
verosimilmente veloce è stata scelta la funzione che diverge a ∞−  , 
incrociando quindi l’asse delle ascisse il più tardi possibile. 
La funzione ( )rS  è stata tagliata dal punto P  che è la media tra il punto 
MaxP  tale che ( )MaxPS  è l’ultimo massimo relativo ( )0PS  dove la funzione 
decresce fino a zero, (per poi divergere a ∞− ), e  prolungata con una 
funzione del tipo 
( )PrBeA −−  
imponendo continuità e continuità della derivata nel punto P . 
( )
( )

−=′
=
  
 
BAPS
APS
 
Dal sistema si trovano i valori di A  e B : 
( )
( )
( )



′
−=
=
PS
PSB
PSA
 
 
( )PS  è maggiore di zero per come viene definita la funzione e P è 
maggiore di zero per costruzione. 
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Viene definita 
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<
=
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 per                   
 per                      
 
A questo punto ( )rSTOT  è una approssimazione della soluzione del sistema,  
ma non è necessariamente normalizzata ad 1, 
ponendo 
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∞
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0
2
 
Se ( )rSTOT  e ( )rW  sono soluzione del sistema 
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Allora lo sono anche 
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sostituendo 
N
r
r =~  
ritroviamo il sistema di equazioni iniziale. 
Vale inoltre la proprietà: 
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1 ===
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Possiamo ritrovare 
r
S
pi
ψ
4
1
=  ed il punto P opportunamente riscalato. 
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1ψ con   P = 46.56957381941047 
 
 
2ψ con   P =  147.58386093357535 
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10ψ con   P =   2544.250036400381 
 
 
100ψ con   P =    214038.06256933085 
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Avendo ora una soluzione normalizzata possiamo calcolare l’energia con i 
funzionali T e V in simmetria sferica ed avere un valore coerente con il 
rescaling [capitolo 1.1] e possiamo poi riconvertire semplicemente i 
risultati con le stesse unità di misura: 
( ) ( ) ( )( )∫ ∫∫
∞ ∞∞
−





∂
∂
=+=
0 0
2
1
2
1
2
0
1 rs
r,s
sSrSdrrS
r
VTE dd
Max
 
Sono state calcolate le prime 400 autofunzioni in circa  2 ore di. 
Una stima dell’errore può essere fatta tenendo conto delle relazioni che 
intercorrono tra E, T e V: 
Possiamo calcolare: 
ETT
3
1
+=∆  
EVV
3
4
−=∆  
Nel caso di una funzione esatta varrebbe: 
0=∆=∆ VT  
Una stima dell’errore commesso è  
VTE ∆+∆=∆  
Sono state calcolate anche le quantità 
( )∫
∞
=
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2
1 rrSrr d  
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∞
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0
2
1
22
rrSrr d 
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Per i primi 20 autovalori abbiamo: 
n E(n) 





2
52
h
mG
 Harrison[10] Jones[11] 
1 -0.162769210 ± 3*10^-9 -0.16276929132192 -0.163 
2 -0.030796538 ± 1*10^-9 -0.03079656067054 -0.0308 
3 -0.012526101 ± 1*10^-9 -0.01252610801692 -0.0125 
4 -0.00674731991 ± 7*10^-11 -0.00674732963038 -0.00675 
5 -0.0042090196 ± 4*10^-10 -0.00420903256689 -0.00421 
6 -0.0028738543 ± 2*10^-10 -0.00287386420271 -0.00289 
7 -0.0020861799 ± 3*10^-10 -0.00208619042678 -0.00208 
8 -0.0015829661 ± 3*10^-10 -0.00158297244845 -0.00158 
9 -0.0012420730 ± 2*10^-10 -0.00124207860434 -0.00124 
10 -0.0010005147 ± 3*10^-10 -0.00100051995162 -0.00100 
11 -0.0008231361 ± 8*10^-10 -0.00082314193054 -0.000823 
12 -0.0006890639 ± 3*10^-10 -0.00068906850493 -0.000689 
13 -0.0005852667 ± 2*10^-10 -0.00058527053127 -0.000585 
14 -0.0005032709 ± 3*10^-10 -0.00050327487416 -0.000503 
15 -0.000437372 ± 1*10^-9 -0.00043737620824 -0.000437 
16 -0.0003836181 ± 5*10^-10 -0.00038362194847 -0.000384 
17 -0.0003391975 ± 2*10^-10 -0.00033920111442  
18 -0.0003020675 ± 8*10^-10 -0.00030207158301  
19 -0.0002707173 ± 3*10^-10 -0.00027072080257  
20 -0.0002440051 ± 8*10^-10 -0.00024400868816  
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n              <r>(n) 





3
2
Gm 
 
h
 
1 
             4.191355087571167 
2 
            22.156050086388028 
3 
            54.42445768170879 
4 
           100.99420678623854 
5 
           161.86423121286268 
6 
           237.03422220232903 
7 
           326.50420030947305 
8 
           430.2741048488371 
9 
           548.3442467205354 
10 
           680.7145696738872 
11 
           827.3858200914738 
12 
           988.3558654287808 
13 
          1163.626835691014 
14 
          1353.1984037830427 
15 
          1557.0753462706527 
16 
          1775.2447499466139 
17 
          2007.7166172600412 
18 
          2254.4974387472794 
19 
          2515.5662128903573 
20 
          2790.947362281636 
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n <r^2>(n) 





62
4
mG 
 
h
 
1 21.485205479693256 
2 582.1582939663502 
3 3498.6229670963658 
4 12032.11718360436 
5 30888.51595667705 
6 66218.40016780565 
7 125617.15991409647 
8 218124.9124169921 
9 354226.89429000573 
10 545852.9638579886 
11 806379.4939086505 
12 1.1506213300413021*10^6 
13 1.5948476454902242*10^6 
14 2.156767746956353*10^6 
15 2.855553033542384*10^6 
16 3.7117559660449107*10^6 
17 4.747455921209742*10^6 
18 5.986173544536569*10^6 
19 7.452754846935593*10^6 
20 9.173694127699014*10^6 
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I risultati sono stati riportati su un grafico e con un fit è stata stimata la 
dipendenza di nE  da n. 
L’andamento sul grafico in scala logaritmica suggeriva per n tendenti a 
infinito l’andamento 2
1
n
, mentre vicino a zero l’andamento appare diverso. 
La funzione che dà i migliori risultati è del tipo: 






++
=− 2
52
2
1
h
mG
CnBnA
En
  
 
Dal fit sono stati ricavati i valori di A, B e C: 
-410 2,5857210,51229 ⋅±=A  
-4108,23415, ⋅±−= 20895B  
-4105,689780,84029 ⋅±=C  
 
 
Per il raggio medio la funzione che dà i migliori risultati è del tipo: 
( ) 





++= 3
2
2
Gm
nCnBAr
n
 
     
h
 
Dal fit sono stati ricavati i valori di A, B e C: 
0,002190,53188 ±=A  
0,002-3,49161±=B  
-5106,30087,15122 ⋅±=C  
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Per il raggio quadrato medio la funzione che dà i migliori risultati è del 
tipo: 
( ) 





++++= 62
4
4
4
3
3
2
210
2
mG
nAnAnAnAAr
n
 
       
h
 
Dal fit sono stati ricavati i valori di A, B e C: 
1,396253,5523 ±=0A  
2,24744-10,12426 ±=1A  
0,9676426,85523 ±=2A  
0,11448-59,02119 ±=3A  
0,0013860,22315 ±=4A  
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Grafico dell’energia in funzione di n 
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grafico del raggio medio in funzione di n 
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Grafico del raggio quadrato medio in funzione di n 
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Appendice 
 
A. Programma per il calcolo del minimo del funzionale 
dell’energia in simmetria sferica con funzioni di tipo 
gaussiano 
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B. Programma per il calcolo con metodo shooting degli 
autovalori e delle autofunzioni dell’equazione in 
simmetria sferica 
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