Given two data matrices X and Y , Sparse canonical correlation analysis (SCCA) is to seek two sparse canonical vectors u and v to maximize the correlation between Xu and Y v. However, classical and sparse CCA models consider the contribution of all the samples of data matrices and thus cannot identify an underlying specific subset of samples. To this end, we propose a novel Sparse weighted canonical correlation analysis (SWCCA), where weights are used for regularizing different samples. We solve the L 0 -regularized SWCCA (L 0 -SWCCA) using an alternating iterative algorithm. We apply L 0 -SWCCA to synthetic data and real-world data to demonstrate its effectiveness and superiority compared to related methods. Lastly, we consider also SWCCA with different penalties like LASSO (Least absolute shrinkage and selection operator) and Group LASSO, and extend it for integrating more than three data matrices.
Introduction
Canonical correlation analysis (CCA) is a powerful tool to integrate two data matrices [Klami et al., 2013; Sun et al., 2008; Yang et al., 2017; Cai et al., 2016; Wang et al., 2017] , which has been comprehensively used in many diverse fields. Given two matrices X ∈ R n×p and Y ∈ R n×q from the same samples, CCA is used to find two sparse canonical vectors u and v to maximize the correlation between Xu and Y v. However, in many real-world problems like those in bioinformatics [Witten et al., 2009; Mizutani et al., 2012; Lê Cao et al., 2009; Fang et al., 2016; Yoshida et al., ] , the number of variables in each data matrix is usually much larger than the sample size. The classical CCA leads to nonsparse canonical vectors which are difficult to interpret in biology. To conquer this issue, a large number of sparse CCA models [Witten et al., 2009; Mizutani et al., 2012; Lê Cao et al., 2009; Fang et al., 2016; Yoshida et al., ; Parkhomenko et al., 2009; Witten and Tibshirani, 2009; Asteris et al., 2016; Chu et al., 2013; Hardoon and ShaweTaylor, 2011; Gao et al., 2015] have been proposed by using * Corresponding author. regularized penalties (e.g., LASSO and L 0 -norm) to obtain sparse canonical vectors for variable selection. Parkhomenko et al. [Parkhomenko et al., 2009] first proposed a Sparse CCA (SCCA) model using LASSO (L 1 -norm) penalty to genomic data integration. Lê Cao et al. [Lê Cao et al., 2009] further proposed a regularized CCA with Elastic-Net penalty for a similar task. Witten et al. [Witten et al., 2009] proposed the Penalized matrix decomposition (PMD) algorithm to solve the Sparse CCA with two penalties: LASSO and Fused LASSO to integrate DNA copy number and gene expression from the same samples/individuals. Furthermore, a large number of generalized LASSO regularized CCA models have been proposed to consider prior structural information of variables Virtanen et al., 2011; Chen et al., 2012a; 2012b; Du et al., 2016] . For example, Lin et al. proposed a Group LASSO regularized CCA to explore the relationship between two types of genomic data sets. If we consider a pathway as a gene group, then these gene pathways form an overlapping group structure [Jacob et al., 2009] . Chen et al. [Chen et al., 2012b] developed an overlapping group LASSO regularized CCA model to employ such group structure.
These existing sparse CCA models can find two sparse canonical vectors with a small subset of variables across all samples ( Fig.1(a) ). However, many real data such as the cancer genomic data show distinct heterogeneity [Dai et al., 2015; Chen and Zhang, 2016] . Thus, the current CCA models fail to consider such heterogeneity and cannot directly identify a set of sample-specific correlated variables. To this end, we propose a novel Sparse weighted CCA (SWCCA) model, where weights are used for regularizing different samples with a typical penalty (e.g., LASSO and L 0 -norm) ( Fig.1(b) ). In this way, SWCCA can not only select two variable sets, but also select a sample set ( Fig.1 (b) ). We further adopt an efficient alternating iterative algorithm to solve L 0 (or L 1 ) regularized SWCCA model. We apply L 0 -SWCCA and related ones onto two simulated datasets and two real biological data to demonstrate its efficiency in capturing correlated variables across a subset of samples.
2 L 0 -regularized SWCCA Here, we assume that there are two data matrices X ∈ R n×p (n samples and p variables) and Y ∈ R n×q (n samples and q variables) across a same set of samples. seeks two components (u and v) to maximize the correlation between linear combinations of variables from the two data matrices as Eq.(1).
If X and Y are centered, we obtain the empirical covariance matrices
Thus we have the following equivalent criterion as Eq.(2).
Obviously, ρ of (2) is invariant to the scaling of u and v. Thus, maximizing criterion (2) is equivalent to solve the following constrained optimization problem as Eq.(3).
Previous studies [Witten et al., 2009; Witten and Tibshirani, 2009] have shown that considering the covariance matrix (
as diagonal one can obtain better results. For this reason, Asteris et al. [Asteris et al., 2016] assume that X T X = I and Y T Y = I, and the L 0 -regularized Sparse CCA (L 0 -SCCA) (also called "diagonal penalized CCA") model can be presented as Eq.(4).
where u 0 is the L 0 -norm penalty function, which returns to the number of non-zero entries of u. Asteris et al. [Asteris et al., 2016] applied a projection strategy to solve L 0 -SCCA. Let A = X T Y , then the model of Eq. (4) is equivalent to rank-one L 0 -SVD model [Min et al., 2015] .
Let a = Xu and b = Y v, then the objective function
To consider the different contribution for samples, we modify the objective function of Eq.(4) to be
T . Thus, we obtain a new objective function as Eq. (5).
Furthermore, we also force w to be sparse to select a limited number of samples. Finally we propose a L 0 -regularized SWCCA (L 0 -SWCCA) model as Eq. (6).
where diag(w) is a diagonal matrix and diag(w
Optimization
In this section, we design an alternating iterative algorithm to solve (6) by using a sparse projection strategy. We start with the sparse projection problem corresponding to the subproblem of (6) with fixed v and w as Eq. (7).
For a given column vector z ∈ R p×1 and k ≤ p, we define a sparse project operator Π(·, k) as Eq. (8).
where support(z, k) is defined as a set of indexes corresponding to the largest k absolute values of z. For example, if
The solution of problem (7) is
Note that · 2 denotes the Euclidean norm. We can prove the Theorem 1 by contradiction (we omit the proof here). Based on Theorem 1, we design an alternating iterative approach to solve Eq.(6).
i) Optimizing u with fixed v and w. Fix v and w in Eq.(6), let z u = X T diag(w)Y v, then Eq.(6) reduces to as Eq. (10).
Based on the Theorem 1, we obtain the update rule of u as Eq. (11).
ii) Optimizing v with fixed u and w. Fix u and w in Eq.(6), let z v = Y T diag(w)Xu, then Eq.(6) reduces to as Eq. (12).
Similarly, we obtain the update rule of v as Eq. (13).
iii) Optimizing w with fixed u and v. Fix u and v in Eq.(6), then Eq.(6) reduces to as Eq. (14).
Let t 1 = Xu, t 2 = Y u and z w = t 1 t 2 where ' ' denotes point multiplication which is equivalent to '.*' in Matlab, then we have
Thus, problem (14) reduces to as Eq. (15).
Similarly, we obtain the update rule of w as Eq. (16).
Finally, combining (11), (13) and (16), we propose the following alternating iterative algorithm to solve problem (6) as Algorithm 1. Update u according to Eq. (11) 4:
Update v according to Eq. (13) 5:
Update w according to Eq.(16) 6: until convergence of u, v, and w.
Terminating Condition: We can set different stop conditions to control the iterations. For example, the update length of u, v, and w are smaller than a given threshold (i.e., u
2 < 10 −6 and w k − w k+1 2 2 < 10 −6 ), or the maximum number of iterations is a given number (e.g., 1000), or the change of objective value is less than a give threshold.
Computation Complexity: The complexity of matrix multiplication with one n × p matrix and another one n × q is O(npq). To reduce the computational complexity of
t 2 = t 1 w and t 3 = X T t 2 . Thus, the complexity of
Similarly, we can see that the complexity of Y T diag(w)Xu is O(np + n + nq), and the complexity of (Xu) (Y v) is O(nq + np + n). In Algorithm 1, we need to obtain the largest k absolute values of a given vector z of size p × 1 [i.e., Π(z, k)]. We adopt a linear time selection algorithm called Quick select (QS) algorithm to compute Π(z, k), which applies a divide and conquer strategy, and the average time complexity of QS algorithm is O(p). Thus, the entire time complexity of Algorithm 1 is O(T np + T nq), where T is the number of iterations for convergence. In general, T is a small number.
Convergence Analysis: Similar with Theorem 1 in Ref. [Sun et al., 2015] , also see e.g., [Bolte et al., 2014] , we can prove that Algorithm 1 converges globally to a critical point (we omit the proof here).
Experiments

Synthetic data 1
Here we generate the first synthetic data matrices X and Y with n = 50, p = 100 and q = 80 using the following two steps:
Step 1: Generate two canonical vectors u, v and a weighted vector w as Eq. (17). where r(a, n) denotes a row vector of size n, whose elements are equal to a, N (m) denotes a row vector of size m, whose elements are randomly sampled from a standard normal distribution.
Step 2: Generate two input matrices X and Y as Eq.(18).
where the elements of x and y are randomly sampled from a standard normal distribution. We evaluate the performance of L 0 -SWCCA with the above synthetic data and compare its performance with the typical sparse CCA, including L 0 -SCCA [Asteris et al., 2016] The true and estimated patterns for u, v and w in the synthetic data 1 are shown in Fig.2 . Compared to PMD, L 0 -SWCCA and L 0 -SCCA does fairly well for identifying the local non-zero pattern of the underlying factors (i.e., u and v). However, the two traditional SCCA methods (L 0 -SCCA and PMD) do not recognize the difference between samples and remove the noisy samples. Interestingly, L 0 -SWCCA not only discovers the true patterns for u, v (Fig.2(b) and (g) ), but also identifies the true non-zero characteristics of samples (w) (Fig.2(e) ). Furthermore, to assess our approach is indeed able to find a greater correlation level between two input matrices, we define the correlation criterion as Eq. (19).
where cor(·) is a function to calculate the correlation coefficient of the two vectors. For comparison, we set w = [1, · · · , 1] T for L 0 -SCCA and PMD to compute the correlation criterion. L 0 -SWCCA gets the largest ρ = 0.96 compared to L 0 -SCCA with ρ = 0.80 and PMD with ρ = 0.87 in the above synthetic data. All results show that L 0 -SWCCA is more effective to capture the latent patterns of canonical vectors than other methods.
Synthetic data 2
Here we apply another way to generate synthetic data matrices X ∈ R n×p and Y ∈ R n×q with n = 50, p = 100, and q = 80. The following three steps are used to generate the second synthetic data matrices X and Y :
Step 1: We first generate two zero matrices as Eq. (20).
Step 2: We then update two sub-matrices in the X and Y . 
Step 3: We add the Gaussian noise in X and Y . T to characterize the patterns of X and Y (Fig.3(a) , (f) and (e)). Similarly, we also apply [Asteris et al., 2016] and PMD [Witten et al., 2009] The true and estimated patterns for u, v and w are shown in Fig.3 . L 0 -SWCCA and L 0 -SCCA are superior to PMD about identifying the latent patterns of canonical vectors u and v (Fig.3(b) , (c), (d), (g), (h) and (i)). However L 0 -SCCA and PMD fail to remove interference samples. Compared to L 0 -SCCA and PMD, L 0 -SWCCA can clearly identify the true non-zero characteristics of samples (Fig.3(e) ). Similarly, we also compute the correlation criterion based on the formula (19). We find that L 0 -SWCCA gets the largest correlation ρ = 0.97 compared to L 0 -SCCA with ρ = 0.93 and PMD with ρ = 0.95. All results show that our method is more effective to capture the latent patterns of canonical vectors than other ones.
Breast cancer data
We first consider a breast cancer dataset [Witten et al., 2009; Chin et al., 2006] consisting of gene expression and DNA copy number variation data across 89 cancer samples. Specifically, the gene expression data X and the DNA copy number data Y are of size n×p and n×q with n = 89, p = 19672 and q = 2149. We apply SWCCA and related ones to this data to identify a gene set whose expression is strongly correlated with copy number changes of some genomic regions.
In PMD [Witten et al., 2009] , we set c 1 = c √ p and c 2 = c √ q, where c ∈ (0, 1) is to approximately control the sparse ratio of canonical vectors. We ensure that the canonical vectors (u and v) extracted by the three methods (PMD, L 0 -SCCA, and L 0 -SWCCA) have the same sparsity level for comparison. We first apply PMD in the breast cancer data to obtain two sparse canonical vectors u and v for each given c ∈ (0, 1). Then, we compute the number of nonzero ele- 
-SCCA and L 0 -SWCCA, and set k w = 53 ≈ 0.6 × 89 in L 0 -SWCCA to identify the sample loading w with sparse ratio 60%. We adopt two criteria: correlation level defined in formula (19) and objective value defined in Eq. (5) for comparison. Here we consider different c values (i.e., 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7) to control the different sparse ratio of canonical vectors. We find that, compared to PMD and L 0 -SCCA, L 0 -SWCCA does obtain higher correlation level and objective value for all cases (Table 1) . Since the 'breast cancer data' did not collect any clinical information of patients, it is very difficult to study the specific characteristics of these selected samples. To this end, we also apply our method to another biological data with more detailed clinical information. 
TCGA BLCA data
Recently, it is a hot topic to study microRNA (miRNA) and gene regulatory relationship from matched miRNA and gene expression data [Min et al., 2015; . Here, we apply SWCCA onto the bladder urothelial carcinoma (BLCA) miRNA and gene expression data across 405 patients from TCGA (https://cancergenome.nih.gov/) to identify a subtype-specific miRNA-gene co-correlation module. To remove some noise miRNAs and genes, we first adapt standard deviation method to extract 200 largest variance miRNAs and 5000 largest variance genes for further analysis. Finally, we obtain a miRNA expression matrix X ∈ R 405×200 , which is standardized for each miRNA, and a gene expression matrix Y ∈ R 405×5000 , which is standardized for ecah gene. We apply we also analyze characteristics of these selected patients by L 0 -SWCCA. We find that it is significantly different with respect to patient survival time between the selected 203 patients and the remaining 202 patients with p-value = 0.023 (Fig.4) . These results imply that L 0 -SWCCA can be used to discover BLCA subtype-specific miNRA-gene co-correlation modules.
Furthermore, we also assess whether these identified genes by L 0 -SWCCA are biologically relevant with BLCA. DAVID (https://david.ncifcrf.gov/) is used to perform the Gene Ontology (GO) biological processes (BPs) and KEGG pathways enrichment analysis.
Several significantly enriched GO BPs and pathways relating to BLCA are discovered including GO:0008544:epidermis development (B-H adjusted Pvalue = 1.1E-12), hsa00591:Linoleic acid metabolism (B-H adjusted p-value = 4.8E-3), hsa00590:Arachidonic acid metabolism (B-H adjusted p-value = 3.6E-3) and hsa00601:Glycosphingolipid biosynthesis-lacto and neolacto series (B-H adjusted p-value = 2.6E-2). Finally, we also examine whether the identified miRNAs by L 0 -SWCCA are associated with BLCA. Interestingly, in the identified 10 miRNAs by L 0 -SWCCA, we find that there are six miRNAs (including hsa-miR-200a-3p, hsa-miR-200b-5p, hsa-miR-200b-3p, hsa-miR-200a-5p, hsa-miR-200c-3p and hsa-miR-200c-5p) belonging to miR-200 family. Notably, several studies [Wiklund et al., 2011; Cheng et al., 2016] have also reported miR-200 family plays key roles in BLCA. All these results imply that the identified miNRA-gene module by L 0 -SWCCA may help us to find new therapeutic strategy for BLCA.
Extensions
SWCCA with generalized penalties
We first consider a general regularized SWCCA framework as Eq.(23).
where R u (·), R v (·), R w (·) are three regularized functions. For different prior knowledge, we can use different sparsity inducing penalties.
