Abstract. Let C be a symmetrizable generalized Cartan matrix with symmetrizer D and orientation Ω. In [GLS17] we constructed for any field F an F-algebra H :" H F pC, D, Ωq, defined in terms of a quiver with relations, such that the locally free H-modules behave in many aspects like representations of a hereditary algebra r H of the corresponding type. We define a Noetherian algebra p H over a power series ring, which provides a direct link between the representation theory of H and of r H. We define and study a reduction and a localization functor relating the module categories of p H, r H and H. These are used to show that there are natural bijections between the sets of isoclasses of tilting modules over the three algebras p H, r H and H. We show that the indecomposable rigid locally free H-modules are parametrized, via their rank vector, by the real Schur roots associated to pC, Ωq. Moreover, the left finite bricks of H, in the sense of Asai, are parametrized, via their dimension vector, by the real Schur roots associated to pC T , Ωq.
Ω Ă IˆI be an orientation of C (see [GLS17, Section 1.4]). Without loss of generality we may assume that pi, jq P Ω implies i ă j for the natural ordering of I.
Let F be a field. In [GLS17] we introduced a finite-dimensional, 1-IwanagaGorenstein algebra H :" H F pC, D, Ωq in terms of a quiver with relations, such that the exact category rep lf pHq of locally free H-modules resembles in many aspects the representation theory of a finite-dimensional hereditary algebra of type pC, Ωq. The algebras H (and their associated generalized preprojective algebras, which were also introduced in [GLS17] ) provide a new framework relating the representation theory of symmetrizable Kac-Moody algebras with the representation theory of quivers with relations. (Such a framework was previously only available for the symmetric case.)
We consider the Noetherian Frrǫss-algebra 
It turns out that p
H is an Frrǫss-order in r H, and the p H-lattices are exactly the locally free p H-modules. The representation theory of orders plays a central role in the representation theory of finite groups, see for example Curtis and Reiner's book [CR81] . Note that unlike the classical situation, our ambient algebra r H is hereditary and not semisimple. Let us also remark that the global dimension of p H is (with the exception of some trivial cases) equal to 2.
The following is our first main result. By [CK06] for the symmetric and [Ru15] for the symmetrizable case, the exchange graph T p r
Hq is a categorical realization of the exchange graph of an acyclic cluster algebra of type pC, Ωq (here pC, Ωq encodes an acyclic valued quiver). Thus Theorem 1.1 provides a new class of such categorical realizations.
For the proof of Theorem 1.1 we use Demonet's Lemma 6.2 which states that τ -tilting H-modules are actually classical (in particular locally free) tilting modules. Our result is similar to Crawley-Boevey's classification of the rigid integral representations of a quiver [CB96] . However, the approach of [CB96] is based on exceptional sequences and does not seem to work in our case.
For H " H F pC, D, Ωq as above, the homological bilinear form descends to the Grothendieck group K 0 prep lf pHqq -Z I , see [GLS17, Section 4], giving it the structure of a generalized Cartan lattice LpC, D, Ωq :"`Z I , x´,´y, α( in the sense of [HuK16] ) with orthogonal exceptional sequence α " pα 1 , α 2 , . . . , α n q.
Here, pα i q iPI is the standard coordinate basis of Z I and α i corresponds to the class of the generalized simple E i P rep lf pHq. We refer to [GLS17] for the definition of E i . In this context we write rank H pMq for the class of a locally free H-module M in the above Grothendieck group. It is easy to see that each generalized Cartan lattice is isomorphic to some LpC, D, Ωq.
The generalized Cartan lattice LpC, D, Ωq comes with its Weyl group W " W pCq ă AutpZ I q, generated by the simple reflections s i " s α i with i P I, and a Coxeter element s 1 s 2¨¨¨sn P W compatible with the orientation Ω. We can thus introduce the set of real roots ∆ re " ∆ re pCq :" ď iPI W α i Ă Z I and the poset of non-crossing partitions NCpC, Ωq :" tw P W | 1 ď w ď s 1 s 2¨¨¨sn u, where ď denotes the absolute order on W (see below, Section 2). By a slight abuse of notation we define the set of real Schur roots as ∆ rS pC, Ωq :" tα P ∆r e | s α P NCpC, Ωqu.
We can now state our second main result. 
If A is a finite-dimensional hereditary algebra it is easy to see that the Grothendieck group K 0 pAq of finite-dimensional A-modules equipped with the Euler bilinear form, and an adequate ordering of the classes of the simple modules form a generalized Cartan lattice together with an orthogonal exceptional sequence of the above form. We say then, that A is of type pC, Ωq. In this setup the class of a module is identified with its dimension vector. By results of Crawley-Boevey [CB93] and Ringel [Rin94] , this correspondence induces a bijection between the isoclasses of indecomposable rigid A-modules and the set ∆ rS pC, Ωq, see for example [HuK16, Corollary 4.8]. However, in this situation the endomorphism ring of any indecomposable rigid A-module is isomorphic to the endomorphism ring of some simple A-module, which by Schur's lemma is a finite-dimensional division algebra. This led to the name Schur root for the above mentioned class of positive real roots. Theorem 1.1 is used for the proof of Theorem 1.2(a),(b). We will see in Section 7.4 that Theorem 1.2(c) is an almost formal consequence of parts (a) and (b) in view of [DIJ17, Theorem 4.1] and Demonet's Lemma 6.2.
In case C is a Cartan matrix of finite type, Theorem 1.2 has a relatively easy proof based on results in [GLS17] . Namely, in the finite type case, all positive roots are real Schur roots and part (a) is [GLS17, Theorem 1.3]. Part (b) can be deduced from the results in [GLS17] by elementary Auslander-Reiten and tilting theory.
1.2. Structure of this article. Section 2 recalls some definitions and basic facts on real Schur roots. In Section 3 we recall the definition and some basic properties of the algebras H " H F pC, D, Ωq. The species r H and the Noetherian algebra p H are defined and studied in Section 4. There we also explain that p H is an Frrǫss-order in r H. Section 5 deals with a reduction functor rep lf p r Hq Ñ rep lf pHq and a localization functor rep lf p p Hq Ñ repp r Hq. We show that rigid locally free H-modules are up to isomorphism determined by their rank vectors. The same section includes the proof of the vertical bijection in Theorem 1.1. We also show that the horizontal map in Theorem 1.1 is injective. The main result of Section 6 are isomorphisms of the exchange graphs of tilting modules over the three algebras H, p H and r H. Section 7.1 finishes the proofs of Theorem 1.1 and Theorem 1.2(a). Theorem 1.2(b) is proved in Section 7.3. As an easy consequence of (a) and (b), Theorem 1.2(c) is shown in Section 7.4. Finally, Section 8 contains some examples.
1.3. Conventions. For an algebra A let reppAq denote the category of finitely generated left A-modules. If not indicated otherwise, by an A-module we mean a module in reppAq. By a subcategory of reppAq we always mean a full additive subcategory. For M P reppAq let addpMq be the subcategory of reppAq whose objects are isomorphic to the direct summands of finite direct sums of copies of M. The category reppAq has the Krull-Remak-Schmidt property if each M P reppAq has a direct sum decomposition M " M 1 '¨¨¨' M t such that End A pM i q is local for all i. As a consequence, the modules M i in this decomposition are uniquely determined up to isomorphism and reordering. Let |M| be the number of isomorphism classes of indecomposable summands appearing in such a direct sum decomposition. Then M is called basic if |M| " t. Finally, an A-module M is rigid if Ext 1 A pM, Mq " 0. 
Schur roots
Here pα i q iPI denotes the standard basis of Z n . We consider the symmetrization p´,´q : R IˆRI Ñ R of x´,´y, which is defined by
DCα j . For each β P R I with pβ, βq ‰ 0 we define a reflection s β P GLpR I q by s β puq :" u´2 pβ, uq pβ, βq β pu P R I q.
Observe that s β " s tβ for all t P R˚. Let us abreviate s i :" s α i pi P Iq for the simple reflections, and observe that each s i induces an automorphism of the lattice Z I since
Then W " W pCq is the subgroup of GLpR I q which is generated by the simple reflections, and the set of real roots is
With c :" lcmppc i q iPI q we observe that D 1 :" diagppc{c i q iPI q is a symmetrizer of the transposed Cartan matrix C T . To each real root β " wpα j q is associated the real coroot
Note that each w P W defines an automorphism of the lattice spanned by the simple coroots since
Thus we have in particular
and s β " s β _ " w´1s j w P W.
For β P ∆ re pCq we define the scaled real coroot
Then we have
The scaled simple coroots r α i can be regarded as the simple roots of the dual root system associated with the generalized Cartan matrix C T . This allows us to identify the set ∆ re pC T q of dual real roots with the set t r β | β P ∆ re pCqu. Clearly, we have here W pCq " W pC T q as a Coxeter group. For
The absolute length lpwq of w P W is the minimal r ě 0 such that w can be written as a product of reflections w " s β 1 s β 2¨¨¨s βr with β i P ∆ re pCq.
The absolute order on W is defined as u ď v ðñ lpuq`lpu´1vq " lpvq.
Following [HuK16] , we can now define the set of real Schur roots as ∆ rS pC, Ωq :" tβ P ∆ re pCq | s β ď s 1 s 2¨¨¨sn u.
By the above discussion we can identify the Cartan lattice LpC T , D 1 , Ωq with ' iPI Zr α i , and the map β Þ Ñ r β is a bijection ∆ re pCq Ñ ∆ re pC T q which restricts to a bijection ∆ rS pC, Ωq Ñ ∆ rS pC T , Ωq.
Remark 2.1. A complete real exceptional sequence is a sequence pβ 1 , β 2 , . . . , β n q of real roots such that xβ i , β j y " 0 for i ą j.
Recall that the braid group B n is defined by generators σ 1 , . . . , σ n´1 with relations σ i σ j " σ j σ i for |i´j| ě 2 and σ i σ i`1 σ i " σ i`1 σ i σ i`1 for 1 ď i ď n´2.
The braid group B n acts on the set of complete real exceptional sequences via
In fact, the semidirect product t˘1u n¸B n of the sign group with the braid group acts transitively on the set of all complete real exceptional sequences. The set of real Schur roots ∆ rS pC, Ωq can be described alternatively as the set of positive roots which appear in some complete real exceptional sequence, see [HuK16] .
3. Algebras associated with Cartan matrices 3.1. Combinatorics of symmetrizable Cartan matrices. Let c :" lcmppc i q iPI q and recall the following notations from [GLS17, Section 1.4]: For pi, jq P IˆI with c ij ă 0 we define natural numbers
Thus we have
For later use we record the following elementary facts:
‚ For a, b P Z ą0 we have Za`Zb " Z gcdpa, bq and Na`Nb ĄˆN`l cmpa, bq gcdpa, bq˙g cdpa, bq.
‚ On the other hand,
We deduce immediately the following result:
Lemma 3.1. With the above notation we have Note that B is naturally an S-S-bimodule. So we can define the tensor algebra
We introduced and studied the algebras H in [GLS17] . More precisely, we defined them there via quivers with relations and then proved that they are isomorphic to
Thus, an H-module M can be described as a tuple pM , pM ij q pi,jqPΩ q with M " pM i q iPI P reppSq, and
We say that M is locally free if M is a projective S-module, or equivalently if each M i is a free H i -module. In this case we write
Note that for example if pi, jq, pj, kq P Ω,
which is free of rank |c ij c jk | as a left H i -module, and free of rank |c ji c kj | as a right H k -module. Along this line it is easy to see that the H-modules H H and H DH are locally free. It follows that the category rep lf pHq of locally free H-modules is an exact category with enough projectives and injectives. From the definition of H as the tensor algebra T S pBq and the fact that B is projective as a right and left S-module we obtain a short exact sequence of H-H-bimodules
where each term is projective as a left H-module and as right H-module. It yields a functorial projective resolution for all locally free H-modules. On the other hand it is easy to see that only locally free modules can have finite projective dimension. Now it is easy to derive the following result. The next result is proved in [GLS17, Proposition 3.5 and Proposition 4.1].
Proposition 3.2. For M, N P reppHq we have:
(c) If M and N are locally free we have
Remark 3.3. We observed in the proof of [GLS18, Proposition 3.2] that for F algebraically closed there exists at most one isomorphism class of rigid locally free H-modules with a given rank vector. However, it is easy to extend this result to any field F by a weak version of the Noether-Deuring Theorem. Namely, if F Ď G is a field extension, we have a natural isomorphism
Thus, H G , viewed as an H-H-bimodule, has a canoncial direct summand isomorphic to H. It follows, that for any H-module M the natural monomorphism
Here we are using the Krull-RemakSchmidt-Azumaya Theorem, see for example Facchini's book [F12] . Now, if we take for G the algebraic closure of F, and M, N P rep lf pHq rigid modules with rank H pMq " rank H pNq, we get that M b F G and N b F G are rigid H G -modules with
By our observation from [GLS18] we conclude that
as H G -modules, and thus M -N.
Species and completions
4.1. Standard species over the field of Laurent series Fppǫqq. The following is very similar to the standard construction of species over finite fields.
We fix an indeterminate which we denote by ǫ 1{c . All constructions will take place in the ambient field Fppǫ 1{cof formal Laurent series. Write ǫ :" pǫ 1{c q c . We consider the degree c field extension Fppǫqq Ď Fppǫ 1{cof formal Laurent series. More generally, for each positive divisor k of c, we set
Moreover we abbreviate ǫ i :" ǫ 1{c i for i P I.
In particular, the field extension Fppǫqq Ď Fppǫ ihas degree c i . For pi, jq P Ω we have the following diagram of field extensions
Observe that Fppǫ i , ǫ j" Fppǫ 1{l ijby the first statement of Lemma 3.1. The claims about the degrees follow, since ǫ
In particular i r H j is an Fppǫ i qq-Fppǫ j qq-bimodule for pi, jq P Ω. Finally, we define the tensor algebra
Then r H is a finite-dimensional hereditary Fppǫqq-algebra. If C is connected and D is the minimal symmetrizer of C, the center of r H is Fppǫqq, otherwise the center may be strictly larger than Fppǫqq. It is easy to see that the generalized 
Here, an edge B d A stands for an inclusion A Ă B of rings such that B is free of rank d as an A-module. As in Section 4.1, the claims follow easily from the equation ǫ
has finite codimension over F by the second statement of Lemma 3.1. In particular we obtain, after localizing with respect to ǫ, the identity
We regard p S as an Frrǫss-algebra by mapping ǫ to the tuple pǫ
, which is free of rank f ij as a left p H i -module and free of rank f ji as a right p H j -module, for pi, jq P Ω. Finally, we define the tensor algebra
which is an Frrǫss-algebra.
Similarly to the situation for H, an r H-module M can be described as a tuple
We say that M P repp p Hq is locally free if M i is free as an p H i -module for all i P I. 
which is also a decomposition into primitive orthogonal idempotents, such that e i p
He i " Frrǫ i ss.
Proof. (a) follows, similarly to the situation for H, from the following observation:
is free of rankˇˇc i 1 ,i 2¨c i 2 ,i 3¨¨¨¨¨c i l ,i l`1ˇ, since i p H j is free of rank´c ij as a left Frrǫ i ssmodule when pi, jq P Ω.
Recall that pi, jq P Ω implies by our convention i ă j. Thus there are only finitely many sequences i 1 , i 2 , . . . , i l , i l`1 in I such that pi 1 , i 2 q, pi 2 , i 3 q, . . . , pi l , i l`1 q P Ω.
For (b) we observe, that by construction ǫ P Zp p Hq. Now, the rest of (b) follows from (a) since Frrǫ i ss, viewed as an Frrǫss-module, is free of rank c i for all i P I.
Next, the localization Frrǫss ǫ is obviously FracpFrrǫssq " Fppǫqq, the field of Laurent series, and Frrǫ i ss ǫ is a commutative Fppǫqq-algebra of dimension c i without zerodivisors. Thus, Frrǫ i ss ǫ Ď Fppǫqq is a field extension of degree c i . Since ǫ c i i " ǫ we conclude that Frrǫ i ss ε " Fppǫ iand p S ǫ " r S. Now it is clear from the constructions that we have a natural identification of r S-r S-bimodules
which shows (c).
In order to show (d), we proceed similarly. Note first that obviously
where the isomorphism sends ǫ i`p ǫq to ε i`p ε
Part (e) is obvious. 
with each term projective as a left p H-module and as a right p H-module. This yields for each locally free p H-module M a functorial projective resolution
In particular, we habe proj. dimpMq ď 1.
Since Frrǫ i ss is a (local) principal ideal domain, each submodule of a free Frrǫ i ssmodule is again free. In other words, each submodule of a projective p S-module is again projective. Thus, in particular each submodule of a locally free p H-module is locally free. Note that C " diagp2, . . . , 2q if and only if Ω " H. In this case, let pi, jq P Ω. Then one checks easily that proj. dimpS j q " 2 and therefore gl. dimp p Hq " 2. For C " diagp2, . . . , 2q we have p H -p S and therefore gl. dimp p Hq " 1.
Note however, that the simple r H-module S 1 , which is not locally free, has also proj. dimpS 1 q " 1. We will see later that partial tilting p H-modules are locally free. Proof. By definition M is locally free if and only if M is a projective p S-module. Now Frrǫss is a subalgebra of p S and all projective p S-modules are free Frrǫss-modules. This yields the result.
4.3. Orders, lattices and locally free modules. We repeat some definitions from the theory of orders and lattices over orders. For more details we refer for example to [CR81, Chapter 3].
Let
R :" Frrǫss and K :" Fppǫqq. An R-lattice is a finitely generated projective R-module. Thus (since we don't work with arbitrary Dedekind domains R as in [CR81] ), an R-lattice a free R-module of finite rank.
An R-order is a ring Λ such that the following hold:
(i) The center ZpΛq of Λ contains R;
(ii) Λ is an R-lattice. Now let A be a finite-dimensional K-algebra. An R-order in A is a subring Λ of A such that the following hold: (i) Λ is an R-order;
(ii) Λ generates A as a K-vector space. Now let Λ be an R-lattice in a K-algebra A. A Λ-lattice is a Λ-module, which is an R-lattice. H pM, Nq is a submodule of a free R-module and is therefore also free as an R-module.
Reduction and localization functors
5.1. Definitions and first properties. For the rest of the paper we set R :" Frrǫss and K :" Fppǫqq. where M ǫ is the localization with respect to ǫ P Zp p Hq.
By Proposition 4.1 we have two canonical homomorphisms
Lemma 5.1. Assume that M P rep lf p p Hq. Then
We have 
nd Ω " tp1, 2qu. Thus, p H R pC, D, Ωq is isomorphic to the completed path algebra over the field F of the quiver with relations , and H F pC, D, Ωq is the path algebra over F for the same quiver. Now, a locally free p H-module M of rank p1, 1q is determined precisely by an element m P Frrǫ 1 ss, which defines the "structure map" in Hom 
of R-linear natural maps with exact rows. Furthermore, the following hold:
(a) Red P 0 ,N , Red P 1 ,N and Red 
Since F is not flat as an R-module, we can only use the right exactness of tensor product functors to obtain an exact sequence
It is straightforward to check that there is a natural isomorphism 
Red
trigid locally free H-modulesu{-.
Proof. Thanks to Corollary 5.6, Red induces a well defined map between the respective isoclasses of rigid locally free modules. Now Lemma 5.1 combined with Proposition 5.11 imply that this map is injective. Combining Lemma 5.4 and Corollary 5.6 we get that the map is surjective.
Properties of the localization functor.
Lemma 5.13. For M, N P rep lf p p Hq the natural maps
Proof. The field K is flat as an R-module. Now the result is just a special case of the Change of Rings Theorem, see for example [CR81, Theorem 8.16].
Corollary 5.14. Loc preserves rigidity.
Corollary 5.15. Loc is faithful.
Proof. For M, N P rep lf p p Hq we get an injective map
since R can be seen as a subring of K. Now the result follows from the first part of Lemma 5.13.
We need the following straightforward lemma. Proof. Let M P rep lf p p Hq be indecomposable. The finite-dimensional K-algebra End r H pLocpMqq can be identified with the localization
of E ε -modules would yield a similar decomposition of E, which is impossible. It follows that E ǫ is also local. This implies that LocpMq is indecomposable.
Proposition 5.18. Loc induces an injection
Proof. The functor Loc preserves rigidity by Corollary 5.14, thus Loc induces a well defined map between the mentioned isoclasses. Now Lemma 5.1 combined with Proposition 5.11 imply the result.
At this stage we can only show that the map from Proposition 5.18 is injective. The surjectivity of this map will be proved in Section 7.
6. Partial tilting modules and exchange graphs 6.1. Tilting and τ -tilting pairs. Let A be an algebra over a field. We recall some definitions and results from tilting and τ -tilting theory.
A finitely presented A-module T is a (classical) tilting module if the following hold:
(ii) T is rigid, i.e. Ext 1 A pT, T q " 0; (iii) There exists a short exact sequence
Moreover, T is a (classical) partial tilting module if the conditions (i) and (ii) hold.
Assume from now on that A is finite-dimensional.
A partial tilting module T P reppAq is a tilting module if and only if |T | " |A|.
A pair pT, P q is a support tilting pair for A, if the following hold:
(i) T P reppAq is a basic partial tilting module;
(ii) P P reppAq is a basic projective module with Hom A pP, T q " 0;
(iii) |T |`|P | " |A|.
An A-module M P reppAq is τ -rigid, if Hom A pM, τ pMqq " 0. Here τ denote the Auslander-Reiten translation for A. A pair pT, P q is a support τ -tilting pair for A, if the following hold:
(i) T P reppAq is a basic τ -rigid module;
(ii) P P reppAq is a basic projective module with Hom A pP, T q " 0; (iii) |T |`|P | " |A|.
Remark 6.1. Let M P reppAq be τ -rigid. By the Auslander-Reiten formula we have Ext 1 A pM, V q " 0 for all V P facpMq. Thus τ -rigid modules are in particular rigid. Conversely, a partial tilting module M P reppAq is τ -rigid, since by definition proj. dimpMq ď 1 and Ext
6.2. Tilting modules for H. The following lemma is due to Demonet [D18] . We thank him for his permission to include his lemma and his proof into this article.
Lemma 6.2 (Demonet). Each τ -rigid H-module is locally free, and thus a partial tilting module.
Proof. Let X P reppHq be not locally free. By Remark 6.1 it is sufficient to find a quotient Z of X and a non-split exact sequence 0 Ñ Z Ñ Y Ñ X Ñ 0. To this end let m :" maxti P I | X i not free as an H i -moduleu, and consider S m as the simple H m -module. Choose p P Hom Hm pX m , S m qzt0u and define Z " ppZ i q iPI , pZ ij q pi,jqPΩ q by
otherwise;
Thus, Z is a quotient of X since we assume that pi, jq P Ω implies i ă j.
Since X m is not a free H m -module, we can find a non-split short exact sequence
of H m -modules. For pm, iq P Ω, by our assumption m H i b H i X i is a free H m -module and we can find lifts
Now we can define the module Y P reppHq by
We get for all i P I a short exact sequence of H i -modules
Note, that for i " m this sequence of H m -modules does not split by construction.
It is a straightforward exercise to show that f :" pf i q iPI P Hom H pZ, Y q and g :" pg i q iPI P Hom H pY, Xq.
It follows that
is the requested non-split short exact sequence of H-modules.
Corollary 6.3. For T P reppHq the following are equivalent:
(a) T is a partial tilting module;
(b) T is rigid and locally free;
Proof. Combine Remark 6.1, Lemma 6.2 and Proposition 3.2.
It remains an open problem if all rigid H-modules are locally free.
We denote by T pHq the exchange graph of support tilting pairs for H. Its vertices are the isoclasses of support tilting pairs pT, P q. Two different vertices pT, P q and Claim 1: G " F.
Proof: Let ι : R Ñ E be the obvious embedding. This turns E into an R-algebra. The composition
is F-linear, and it gives an embedding of R into Grrηss. In this way Grrηss can be seen as an R-algebra, and φ becomes an R-algebra isomorphism.
By abuse of notation we write ǫ for ιpǫq and for pφ˝ιqpǫq. Since ǫ is not invertible in Grrηss, we have ǫ P ηGrrηss.
It follows that
Grrηss ǫ " Grrηss η " Gppηqq.
In particular, we have an F-algebra isomorphism
Now let α P GzF, and let p P FrXs be the minimum polynomial of α over F. Then p is reducible in GrXs and therefore also reducible in GppǫqqrXs.
Claim 2: p is irreducible in Fppǫ i qqrXs.
Proof: Let ev α : Fppǫ i qqrXs Ñ Fpαqppǫ ibe the Fppǫ i qq-algebra homomorphism, which is defined by X Þ Ñ α. Let m :" degppq. Then Fppǫ iĂ Fpαqppǫ iis a field extension of degree m. Furthermore ppq Ď Kerpev α q. Since ev α is surjective, we get ppq " Kerpev α q for dimension reasons. Thus p must be irreducible in Fppǫ i qqrXs. This proves Claim 2.
We established that p is irreducible over Fppǫ iand reducible over Gppηqq. This is clearly a contradiction to the existence of the F-algebra isomorphism
It follows that F " G, which finally proves our Claim 1.
Thus we know that φ is after all an R-algebra isomorphism
This finishes the proof of (b).
To show (c), we use that E is a principal ideal domain, which was established in (b). We also know that M is free and finitely generated as an R-module. Now, suppose that M is not free as an E-module, then
with M 1 free and M 2 ‰ 0 of finite length. By restricing the action of E to R, the above decomposition yields a direct sum decomposition
with R M 2 non-zero and of finite length. This contradiction shows (c). This finishes the proof of (a).
(b): SinceM is free as anÊ-module by Proposition 7.2(c), we get that MM{pǫM q is free as a module over E -Ê{pǫÊq. Therefore dimpM{ rad E pMqq is the dual of the Schur root rank H pMq expressed in the basis pr α j q.
Proof of Theorem 1.2(c)
By Demonet's Lemma 6.2 the τ -rigid H-modules are precisely the rigid locally free H-modules. Thus H is a representation-infinite gentle algebra. Thus H is a string algebra in the sense of [BR87] . For each string C let MpCq be the corresponding string module, see [BR87] for detailed definitions. For i " 1, 2, 3 let 1 i be the string of length 0 associated with i. (Then Mp1 i q is the simple H-module S i .) Let P piq (resp. Ipiq) be the indecomposable projective (resp. injective) Hmodules associated to the vertex i P t1, 2, 3u. Up to isomorphism, we have then P p1q " Mpp 1 q, P p2q " Mpp 2 q, P p3q " Mpp 3 q, Ip1q " Mpq 1 q, Ip2q " Mpq 2 q, Ip3q " Mpq 3 q, where p 1 :" ε 1 , p 2 :" ε 1 α 12 , p 3 :" ε 1 α 12 α 23 ε 3 α´1 23 α´1 12 ε´1 1 , q 1 :" ε´1 3 α´1 23 α´1 12 ε 1 α 12 α 23 ε 3 , q 2 " α 23 ε 3 , q 3 " ε 3 .
We get rank H pP p1qq " p1, 0, 0q, rank H pP p2qq " p1, 1, 0q, rank H pP p3qq " p2, 2, 1q, rank H pIp1qq " p1, 2, 2q, rank H pIp2qq " p0, 1, 1q, rank H pIp3qq " p0, 0, 1q. 
