[1] Compressional seismic travel times from a relatively sparse wide-angle data set hold key information on the structure of a 800 km long section of the central Aleutian arc. Since the source and receiver locations form a swath along the arc crest that is $50 km wide, we trace rays in 3-D for a collection of 8336 seismic refraction and reflection arrivals. We investigate variations in seismic velocity structure parallel to the Aleutian arc, assuming that our result represents average crustal structure across the arc. We explore seismic velocity models that consist of three crustal layers that exhibit smooth variations in structure in the 2-D vertical plane. We consider the influence of additional constraints and model parameterization in our search for a plausible model for Aleutian arc crust. A tomographic inversion with static corrections for island stations reduces the data variance of a 1-D starting model by 91%. Our best model has seismic velocities of 6.0-6.5 km/s in the upper crust, 6.5-7.3 km/s in the middle crust, and 7.3-7.7 km/s in the lower crust and a total crustal thickness of 35-37 ± 1 km. A resolution analysis shows that features having a horizontal scale less than 20 km cannot be imaged, but at horizontal length scales of $50 km most model features are well resolved. The study indicates that the Aleutian island arc crust is thick compared to other island arcs and strongly stratified and that only the upper 60% of the arc crust has seismic velocities that are comparable to average seismic velocities in continental crust. 
Introduction
[2] Seismic refraction profiling has contributed much to our understanding of the deep structure of the Earth's crust [Holbrook et al., 1992; Christensen and Mooney, 1995] . Wide-angle seismic imaging can deliver compelling results because of its ability to investigate large-scale average properties of the crust but both the strengths and limitations of this technique must be recognized. Pitfalls and successful strategies for modeling seismic refraction data have been discussed by Zelt [1999] in a general sense, but the variety in geological settings and experimental design is large. New insight can therefore be gained by exploring modeling options for a single data set.
[3] In 1994 a seismic refraction experiment in the Aleutian islands shed a new light on island arc systems, and the role that magmatic arcs may play in the evolution of continental crust (Figure 1 ). Current working hypotheses for the magma fluxes and the construction of volcanic arcs have mostly been tested against petrological data [Kay, 1980; Myers et al., 1986; Grove and Kinzler, 1986; Kelemen, 1995] , but seismic constraints on the deeper sections of the Aleutian arc offer an alternative method for quantifying the volume of magmatic additions to the crust and inferring its bulk composition. The 1994 wide-angle survey consisted of two transects across the volcanic arc, and a profile along the strike of the arc connecting the other two profiles (Figure 1b ). The two seismic velocity profiles perpendicular to the island arc, labeled A1 and A3 in Figure 1b , resulted in detailed cross sections of the arc and subducting Pacific plate [Holbrook et al., 1999; Lizarralde et al., 2002] . The arc-parallel transect A2, published by Fliedner and Klemperer [1999] , was designed to capture variability of the crustal structure along the arc between the two cross-arc transects. With thirteen receivers deployed along an 800 km long section of the arc (Figure 1) , a seismic velocity model of line A-2 cannot be interpreted without knowledge of its nonuniqueness. We used the travel times from a new interpretation of the seismic refraction data of line A-2 presented in a future paper by Shillington et al. [2004] . In our paper we investigated uncertainties in seismic velocity imaging that result from travel time errors, sparse data coverage, model parameterization, and the choice of additional constraints for tomographic inversions of the line A-2 data set. Shillington et al. [2004] compare our imaging results with the tectonic segmentation and major element geochemistry of the Aleutian arc. In order to use empirical relationships between rock composition and seismic velocity [Behn and Kelemen, 2003] we must understand the errors in our velocity model well.
[4] A number of tomographic inversion schemes search for a seismic velocity model that adequately satisfies travel time constraints along with other considerations [e.g., Hole, 1992; Koch, 1993; Zelt et al., 1999; Van Avendonk et al., 2001b] . Ideally, we should formulate these additional criteria in a way that incorporates other geological information from the Aleutian volcanic arc. Such an implementation is not practical because the seismic velocity structure of the Aleutian arc, as other types of crust [Goff and Holliger, 2003] , will vary on length scales that are much smaller than what we can resolve with a seismic refraction study. Our best option is to solve for a minimumstructure seismic velocity model and to acknowledge that our image averages the structure of the true Earth over horizontal and vertical distances [Backus and Gilbert, 1970; Chou and Booker, 1979] . Estimates of these averaging widths are essential for the interpretation of seismic velocity models.
[5] Receivers on line A2 recorded up to four pairs of reflected and refracted wave arrivals that originate from different levels in the crust and uppermost mantle [Shillington et al., 2004] . Segmentation of seismic travel time branches offers a diagnostic clue to the large-scale structure of the Aleutian arc. Shillington et al. [2004] found that these travel time branches correlate well between receivers, such that a model consisting of three discrete layers over a half-space, extending over the full length of line A2, best explains the seismic arrivals in the wide-angle data of line A2. We therefore exclusively explored layered seismic velocity models to fit the travel times of the line A2 data set. The assumption that seismic reflections are associated with major structural boundaries is not new, but studies of crustal reflectivity have indicated that small heterogeneities, unrelated to macroscopic velocity structure, can give rise to apparently coherent seismic reflections [Levander and Gibson, 1991; Smithson et al., 2000] . Fliedner and Klemperer [1999] interpreted the wide-angle reflections from within the arc crust as local events, and instead of a layered structure they presented a model without first-order discontinuities in seismic velocity.
[6] The source-receiver layout of line A2 is sometimes referred to as a crooked line geometry Zelt, 1999] . The ship track of the R/V Maurice Ewing curved around the southern shores of the islands, and a number of land stations recorded the air gun shots from 20 to 40 km north of the shot line. The experimental geometry requires 3-D ray tracing to properly calculate ray paths and travel times for a seismic velocity model. An inversion for 2-D seismic velocity variations along the strike of the volcanic arc may be valid if the source-receiver paths do not sample significant variations in structure perpendicular to the arc. This condition depends on the ray geometry and lateral heterogeneity in the model. We followed the 3-D ray tracing/2-D inversion approach, named 2.5-D inversion by Zelt [1999] , which considerably reduces the nonuniqueness of the modeling solution. However, after 2.5-D inversion we must evaluate whether lateral velocity variations are weak enough to justify this approach.
[7] Even if we limit our search to 2-D models, the large distances between instruments on line A2 leaves much of the model space poorly sampled. An iterative least squares inversion method [Van Avendonk et al., 2001b] gives the opportunity to find formal expressions of the model covariance and resolution [Jackson, 1979; Tarantola, 1987] . Within the limits of the model resolution we found that the crust of the Aleutian arc is characterized by seismic velocities that are much higher than in average continental crust. Our result therefore gives more evidence for the argument that the crust of island arcs must undergo significant changes during collision with continents if they have contributed to the continental volume since the Archean [McLennan and Taylor, 1982; Rudnick, 1995] .
Refraction and Reflection Tomography
[8] Seismic travel time tomography is generally regarded as an objective tool for interpreting travel time data [Iyer and Hirahara, 1993; Thurber, 2003] , although differences exist between implementations [Phillips and Fehler, 1991; Zelt, 1999] . The technique starts with the choice of an appropriate reference model in which rays are traced between the sources and receivers. The travel time residuals dt i , the difference between observed and predicted travel time for source-receiver pair i, form the input in a linearized inversion. Using Fermat's principle, dt i can be expressed in a linear combination of perturbations du of slowness (the reciprocal of seismic velocity) and changes in the depth of layer boundaries dr k at each layer k, provided that these model perturbations are small.
The integration of du(x, z) is carried out over the ith ray path in the reference model. Expressions for the Fréchet derivatives G i,k (x) for reflector depth r k (x) have been derived by a number of authors [Bishop et al., 1985; Nowack and Lyslo, 1989; Sambridge, 1990] .
[9] Travel time branches observed in the line A2 wide-angle data [Shillington et al., 2004] can be explained by a model with three crustal layers. Seismic refractions and reflections emanating from the layer boundaries were picked on most receiver gathers (Table 1 ). The emergence of middle and lower crustal refractions P 2 and P 3 as first arrivals at source-receiver offsets of $100 km in some receiver gathers (Shillington et al., submitted manuscript, 2004) indicates that the average seismic velocity increases across every layer boundary. We therefore adopt a strategy to search for a seismic velocity model with first-order discontinuities at the layer boundaries r k (x) (Figure 2 ). This assumption is fairly common for minimum-parameter travel time inversions [Zelt and Smith, 1992; Wang and Braile, 1996] , but in many fine-gridded travel time inversion methods the reflecting boundaries r k (x) are ''floating'' in a continuous seismic velocity model [Bishop et al., 1985; Hole et al., 1992 ; Delprat-Jannaud and Lailly, 1995; Zelt et al., 1999] . McCaughey and Singh [1997] , Ditmar et al. [1999] , and Hobro et al. [2003] allowed velocity discontinuities by letting the seismic velocity layers overlap across r k (x).
As an alternative we propose a model parameterization where the step in seismic velocity across these boundaries is explicitly defined. The material slowness u(x, z) is split in two components:
Gradual slowness variations, or vertical gradients in u(x, z) within a layer, are represented by u 0 (x, z) in equation (2). The u k (x) in equation (2) is a step in u(x, z) across the kth layer boundary in the model. Substituting equation (2) in equation (1) we get
The integration of du 0 (x, z) is carried out over the entire ray path i. The integration of the perturba- Figure 2 . Schematic overview of our interpretation of seven ray path groups shows that they are consistent with a three-layer crust overlying the mantle. tions du k (x), however, is carried out over the segment of the ith ray path that lies within layer k (Figure 3 ). We choose bilinear basis functions for the model parameters u(x, z) and r k (x), such that equation (3) can be expressed in matrix form [Thurber, 1983] .
The data vector d contains the travel time residuals, matrix G is the Fréchet matrix, and the model perturbation dm is a vector that includes du 0 , du k , and dr k . Figure 3 shows the model parameters that are influenced by one ray path. Since ray paths are thin and the parameterization is local, matrix G is sparse [Nolet, 1985] . The mixed parameterization of the model can pose a problem if we solve for slowness and interface depth simultaneously. We solve all for model parameters together, but we scale dm with fixed constants for slowness and interface depth.
[10] We employ a fine grid for slowness and interface depth, such that the size of dm (N) will be considerably larger than the size of d (M). In this approach, infinitely many models can fit equation (4) and a minimum structure model is preferred [e.g., Constable et al., 1987] . In regularized inversions we minimize a cost function F(dm) that includes the data misfit equation (4) in conjunction with a norm for dm that limits the model roughness [Tikhonov and Arsenin, 1977; Spakman and Nolet, 1988; ]:
The a priori data covariance C d is a diagonal matrix with data variances s i 2 if the data errors can be assumed independent. The roughness operator D can be a matrix with first or second derivatives, depending on whether a flat or a smooth final model is preferred [e.g., Zelt, 1999] . By letting D operate on the future model m + dm we do not impose constraints on the roughness of dm, which will help us find a new model that is not biased toward the reference model m [Shaw and Orcutt, 1985; Scales et al., 1990] . The Tikhonov trade-off parameters l and g must be tuned such that minimizing equation (5) leads to a c 2 data misfit close to 1 [Scales et al., 1990; Van Avendonk et al., 1998 ]. The parameter l limits the model roughness in the inversion. It may also be necessary to suppress modeling artifacts by limiting the size of dm with damping matrix gI. We find an approximate least squares estimate dm by minimizing equation (5) using a sparse matrix solver such as LSQR [Paige and Saunders, 1982; Nolet, 1985; Spakman and Nolet, 1988] . After updating the model m with dm we can evaluate the data fit by comparing picked and calculated travel times:
However, the ray-tracing process is computationally too expensive to explore the tuning parameters l and g for an acceptable solution dm. We therefore approximate c 2 by substituting dm for dm in equation (4) and take the Eucledian norm:
The inversion may not give a satisfactory solution if the starting model m is not close to the true model, in which case the approximations in equation (1) Detail of a velocity model with a parameterization that represents two layers of the crust beneath water and sediments. A ray path passes through the first layer and turns in the second layer. The three types of model parameters are continuous slowness variations u 0 (circles), interface boundaries r k (squares), and slowness discontinuities u k at these boundaries (triangles). Model parameters that are sampled by the ray path are shown in white; others are shown in gray.
The ray path activates the r and u 0 parameters in its vicinity and all u k parameters at the interface directly above the ray. [11] Interpretation of the new model m + dm requires insight in the model fidelity. We can express modeling uncertainties in the a posteriori covariance matrix C m and in the amount of spatial averaging in the resolution matrix R [e.g., Jackson, 1979; Menke, 1984; Tarantola, 1987] . We assume that a series of linearized inversions yields a stable solution m 0 , and that subsequent model perturbations dm have zero mean and obey Gaussian statistics. If no damping is used in the last linearized inversion we set g = 0 in equation (5) and express the optimal solution dm in the normal equations:
Jackson [1979] also showed that the covariance of resolving errors can be written as
where
The calculation of the inverse of the large, symmetric matrix in equation (9) requires an iterative strategy, which is outlined in Appendix A. By combining equation (4) in equation (8) we can express the imaged dm in the ''true'' dm:
The resolution matrix
is an averaging window between dm and dm that is often used to show the degree of nonuniqueness in seismic velocity models.
[12] The full N Â N model covariance and resolution matrices are large, and the calculation of equations (9) and (12) requires O(N 3 ) operations. When dealing with large models it may therefore be necessary to limit the computation of C m and R to those matrix elements that represent the interaction between model parameters that are physically close.
[13] When the relevant parts of C m and R are calculated we must represent them in a form that shows the reliability of the model features of interest. We therefore aim to find the uncertainties in spatial averages of the model vector m. We consider an averaging window
with kak = 1, that finds the average material slowness u a over a region A:
If b is a similar averaging window for region B, we can express the covariance between the slowness averages u a and u b by applying a and b to the model covariance matrix (9):
Similarly, we find covariances C aa and C bb and define
If Gaussian statistics apply for u a and u b , we can assign a probability density function to variations in average slowness:
[14] We also calculate the joint probability density function for slowness and boundary depth. The probability density function for variations in overlying slowness du and interface depth dr k takes the form
where [15] The summation of C m is an example of how the N Â N covariance and resolution matrices can be presented in a graphical form. The matrices C m and R provide important information on the goodness of the model solution, but it is important that the assumptions in their derivation are understood.
Seismic Velocity Structure
[16] The seismic refraction data of line A2 were discussed by Shillington et al. [2004] . They incorporated multichannel seismic (MCS) data to constrain the basement depth, and picked 8336 travel times in the wide-angle data (Table 1) . Errors assigned to the wide-angle data ranged from 100 to 200 ms. In the tomographic inversion presented in this paper, we did not model the MCS and wide-angle data together, because the acoustic basement relief varies on length scales much shorter than what we can resolve in the crust with the wide-angle data. We took the basement depth and seismic velocities in the overlying sediments from Shillington et al. (submitted manuscript, 2004) and constructed a starting model that is consistent with the travel time phases (Figure 2 ). In this model, the seismic velocity varies from 6.2 km/s below basement to 7.5 km/s in the lowermost crust and 8.1 km/s in the upper mantle, similar to the structure around Unimak [Abers, 1994] (Figure 4 ). Since the data coverage is spread fairly evenly over the model layers (Table 1) we did not apply layer stripping in the crust [Zelt, 1999] , but inverted all wide-angle data simultaneously to update the crustal seismic velocity structure.
[17] We traced ray paths in the 3-D volume using the shortest path method [Moser, 1991] and ray bending [Um and Thurber, 1987; Van Avendonk et al., 2001a] . The combination of widely spaced instruments and a virtually continuous shot line resulted in a row of intertwined ray fans ( Figure 5 ).
Comparing the picked travel times with travel times calculated in the starting model, we found a c 2 of 16.34 before inversion. As discussed in the Introduction, we reduced the number of degrees of freedom by carrying out a 2.5-D tomographic inversion ], but we must be cautious with the 3-D structure in the Aleutian arc. The paths between the shot line and the thirteen stations mostly lie on the arc platform (Figure 1 ), and we therefore assumed that the deeper phases P 3 , P M P and P n all sample the Aleutian arc where it is thick [Holbrook et al., 1999; Lizarralde et al., 2002] . The azimuthal distribution in ray paths (Figure 6) shows that 66% of all paths lie within 30°of the strike of the volcanic arc. The volcanic islands, on which all 11 land stations were deployed, may exhibit a shallow structure that is different from other parts of the arc (Figure 1 ). After examining the travel residuals in the starting model, it appeared that arrivals recorded by land stations were consistently $0.4 s early, but this constant time shift was not observed in the OBSs A2A3 and A2C3. The 0.4 s was subtracted from the observed travel times for all land instruments before the tomographic inversion, and reduced the initial c 2 data misfit to 4.89.
[18] We parameterized u 0 (x, z) with a grid with 7.5 km spacing along the strike of the arc, and a vertical grid spacing that varied from 1.5 km near the surface increasing linearly with depth to 3.5 km in the upper mantle. The depth of the reflecting boundaries r k (x) and slowness discontinuities u k (x) were parameterized with the same horizontal spacing (Figure 3) . Of the 3277 model parameters, 2792 were sampled by at least one ray path and therefore included in our model vector m. Later in this section we show the role of the model discretization in the tomographic inversion. As long as the grid spacing is smaller than the length scales that can be resolved in the inversion, the parameterization should not significantly restrict the model space.
[19] We carried out nine iterations of the linearized 2-D inversion followed by 3-D ray tracing in the updated model. We employed a roughness matrix D that contains both first and second derivatives to regularize the inversion. Horizontal derivatives were given a 4.0 times larger weight than vertical derivatives to account for the fact that we expect the seismic velocity structure to be rougher in the vertical direction [Van Avendonk et al., 1998] . Damping was applied to the first three iterations, but in later iterations dm was sufficiently small to set g = 0 in equation (5). By minimizing equation (5) for a few values of l we found a range of dm, and we used equation (7) to obtain the corresponding c 2 without ray tracing in the new model. From this suite of solutions we created the L curve [Lawson and Hanson, 1974] , which shows the trade-off between the model norm and data misfit (Figure 7) . The well-behaved curve made it easy to find the appropriate l for any desired c 2 by using the secant method [Van Avendonk et al., 1998] . Fortuitously, the model with c 2 = 1.00 lies near the corner of the L curve, where the curvature is large [Hansen, 1992; Reginska, 1996] . This model reproduces travel time residuals that are similar in size to the assigned data errors.
[20] The c 2 error statistic plays an important role in our model search, but the errors that affect the inversion are not easy to estimate. Even if errors in the travel time picks can be determined, errors in the travel time phase interpretation, ray tracing, or modeling assumptions also contribute to the overall data misfit. If the sum of errors is systematically underestimated by a factor of ffiffi ffi 2 p , c 2 doubles in size. We therefore examined models for some additional c 2 values. The model corresponding to c 2 = 1.00 ( Figure 8a ) exhibits significant variations in seismic velocity over length scales of $30 km. Given the 3-D geometry of the ray paths ( Figure 5 ), the inversion is susceptible to imaging seismic structure across the arc into the arc-parallel vertical plane. We therefore relaxed the data fit to target c 2 of 1.40 and 1.80. The corresponding velocity models are shown in Figures 8b and 8c , respectively. The three models of Figure 8 show a clear trend toward less complicated seismic structure for higher c 2 misfit, consistent with the L curve ( Figure 7) . We chose the more conservative model with c 2 = 1.40 (Figure 8b ) over c 2 = 1.00. The misfit of the preferred model was verified by ray tracing and equation (6). The actual c 2 came out a little higher at 1.46, presumably because of ray bending effects.
[21] We list the average normalized and RMS data misfit for each travel time phase for the model of Figure 8b in Table 2 . All travel time phases fit at or close to the estimated accuracy of travel time picks, except for P n . These P n picks may not all correspond to minimum arrival times in the mantle, and the mantle portion of our model is therefore not reliable. The distribution of scaled data residuals before inversion is asymmetric, but after inversion it approaches a normal distribution (Figure 9 ). This change in shape gives us confidence that much of the remaining misfit is noise, and that the least squares inversion is not dominated by outliers in the data. Shillington et al. [2004] discussed the data fit of individual receiver gathers, but Figure 10 shows all travel time fits and ray paths projected on a 2-D profile along the strike of the arc. Note that the calculated paths for each ray group reflects and refracts from the appropriate model boundary as stated in Figure 2 . This is an important condition to the validity of the linearization (equation (1)), but it is not strictly imposed in the iterative tomographic inversion scheme.
[22] The purpose of the difference operator D in equation (5) is to select a model of minimum structure with acceptable c 2 data misfit. The size and shape of D depends on the discretization of the model m. However, the outcome of the regularized inversion should be independent of the grid spacing, provided that the grid is fine enough to capture the seismic velocity structure that is required to fit the data. We performed tomographic inversions with different grid spacings Dx and Dz, but with the same mix of first and second spatial derivatives in D, and for each inversion we chose c 2 = 1.40. As expected, decreasing Dx and Dz by a factor of two does not change the seismic velocity structure significantly (Figure 11a ). Increasing Dx and Dz by a factor of two from Figure 8b also gives a similar result (Figure 11b ), but care must be taken that small details in the velocity structure are not lost by coarsening the grid [e.g., Toomey and Foulger , 1989] . The test shows that the grid discretization used in Figure 8 appears to be adequate for the inversion of the line A-2 data set.
[23] The derivatives of operator D apply to both the seismic slownesses and the interface boundaries in the model. Physical scaling of these parameter groups helps to balance the inversion [e.g., Scales et al., 1990] . We accounted for the difference in physical dimension by scaling these parameters with a characteristic slowness (0.30 s/km) and interface depth (20 km). More rigorous schemes to balance different types of parameters have been developed to address this issue in mixed inverse problems [Pavlis and Booker, 1980; Kennett et al., 1988; ]. Even when the inversion matrix is scaled, the relative strength of regularization of slownesses and boundary depths is arbitrary to some degree. We carried out tomographic inversions with the same grid spacings as in Figure 8b and we selected again a c 2 of 1.40. In the first test we placed a heavy penalty on spatial variations in the slowness and weak smoothness constraints on the layer boundaries. By carrying out this inversion we obtained a model with subdued velocity gradients but pronounced topography on the layer boundaries (Figure 12a ). Conversely, we were also able to create a model with virtually flat layer boundaries and strong seismic velocity anomalies (Figure 12b) . The two models of Figure 12 span a suite of seismic structures that all minimize an objective function F with different operators D. The model of Figure 8b exhibits lateral variations in velocity and boundary depth because that inversion balanced smoothing constraints on the slownesses and boundary depths [e.g., Scales et al., 1990] . Whether any of these models is preferable over others may depend on additional geological information on the crustal structure. We select the model of Figure 8b since it does not contain strong lateral variations in either seismic velocity or boundary topography that may be misinterpreted.
[24] Another subjective choice in the design of difference operator D is the use of first-or second-order derivative constraints. We applied Figure 8a because the influence of modeling errors on the inversion is uncertain. 2003GC000664 both types of derivative constraints with equal weight in the model of Figure 8b . We also produced models with c 2 = 1.40 in an inversion where only first or second derivatives were used in the regularization. Minimizing only the first derivatives (Figure 13a ) will lead to the flattest model, with relatively small peak to peak variations in both the seismic velocities and boundary topography. A drawback of minimizing first derivatives is that the method does not impose constraints on the curvature of reflecting interfaces or velocity contours. Sharp corners in the model make the linearization (equation (1)) inaccurate. The other end-member is a model with minimal second derivatives (Figure 13b ), which behaves better in the inversion [Delprat-Jannaud and Lailly, 1993]. However, the amplitudes of the seismic velocity anomalies in this minimum curvature model are larger than in the minimum gradient model of Figure 13a . The model of [25] The interpretation of travel time branches [Shillington et al., 2004] is also subjective. The ray paths shown in Figure 10 were forced to refract and reflect from horizons that were tied to the phase interpretation (Figure 2) . To investigate the linkage between the model parameterization and travel time interpretation, we perform an inversion without wide-angle reflections (Figure 14) . Only 60% of our travel time data are first-arrival refractions (Table 1) , and most of these have short source-receiver offsets. Consequently, the firstarrival inversion cannot constrain the deep crustal structure as well as the inversions that included reflections, but first-arrival time inversions are more robust [Zelt et al., 2003] . The shallow structure in Figure 14 is very similar to the model that includes wide-angle reflections (Figure 8b ), and some of the high seismic velocities in the lower crust between 400 km and 650 km were also reproduced. We therefore conclude that the phase interpretation of Shillington et al. (submitted manuscript, 2004 ) is consistent with the first-arrival time constraints.
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Model Covariance and Resolution
[26] We demonstrated that different regularization matrices D affect the outcome of the inversion. These models (Figures 8b, 12 , and 13) all fit the seismic refraction data with c 2 = 1.4, so the differences in seismic structure indicate an uncertainty in the solution that stems from the arbitrariness of the regularization. This ''geometrical ambiguity'' [Böhm et al., 2000] is impossible to quantify, because the number of solutions to our inverse problem is infinite unless we define our a priori expectations of Earth structure by means of operator D in equation (5). By choosing a roughness penalty for D we ignored the fact that geology of the Aleutian arc can be very diverse even on the scale of a single magma center [e.g., Miller et al., 1992; Myers et al., 2002] . We assume, however, that our velocity model of Figure 8b represents a good large-scale averaged seismic velocity model for the Aleutian arc. We will estimate the model covariance C m and model resolution R using equations (9) and (12), but these quantities will underestimate the uncertainty in small-scale features.
[27] To get a first impression of the model quality we show the ray paths of all wide-angle data projected on the 2-D profile along the arc (Figure 15a ). The wide instrument spacing in the western half of the model leaves large gaps in the coverage of the crustal layers, but to the east the crust is more evenly sampled. The density of ray paths can be obtained by summing the columns in the Fréchet matrix G, scaled by assigned data errors (Figure 15b ). The so-called derivative weight sum (DWS) gives an indication of model fidelity [Scales, 1987; Toomey and Foulger, 1989] . The model parameters between 400 km and 750 km in the model are visited by many ray paths, but outside this area the data coverage is more limited.
[28] The effect of sparse data coverage and the propagation of travel time errors in the model can be evaluated by a covariance and resolution analysis. We use equation (17) to translate C m to confidence ellipses for the average seismic velocity in a 10 km wide window of the middle and lower crust. Between model distances 420 km and 680 km the seismic velocity varies laterally by $0.6 km/s in the middle crust, and by $0.4 km/s in the lower crust. The 1s error ellipses show that the trends in seismic velocity between the islands Umnak, Unalaska and Akutan are significantly larger than the modeling errors presented through C m (Figure 16 ). The uncertainties in lower crustal velocities are slightly higher than in the middle crust, which may result from fewer data and larger data errors for the travel time phases that sample the lower crust. [29] The ambiguity in resolving seismic reflector depth and seismic velocity of the overlying layer is a classic problem in reflection seismology [e.g., Ross, 1994] . In wide-angle data, the presence of both seismic reflections and refractions that are observed over a wide range of source-receiver offsets helps to constrain both seismic velocities and interface depths, but the lower crustal layer and Moho depth are both largely dependent on PmP arrivals (Table 1 ). The trade-off between du and dr k is represented by matrix element C ur in equation (19), and it causes skewness of the 1s error ellipses for lower crustal seismic velocity and Moho depth averaged over a 100 km wide window (Figure 17 ). Beside the positive velocitydepth trade-off and scatter in lower crustal velocities we observe a slight eastward thickening of the magmatic arc. [30] Our model of the Aleutian arc (Figure 8b ) exhibits lateral variations in seismic velocity of 0.2-0.5 km/s over length scales of $50 km, and a near absence of vertical velocity gradients within each of the three crustal layers. Since the grid spacing varies between 1.5 and 7.0 km (Figure 3) , these seismic velocity variations extend over at least a few model parameters. We define a hypothetical model feature by a Gaussian function, whose width is greater than its vertical extent (Figure 18 ). We examine how much of the bellshaped averaging window is mapped onto itself by resolution matrix R.
[31] The window can be centered on any location (x, z) to measure the local resolution value for the length scale of interest. In Figure 19 we plot resolution values on our velocity model ( Figure 8b ) for a suite of length scales to show the reliability of large model features. Resolution values of 0.5, meaning that half of the bell shape is recovered, are found throughout the model if the anomaly size is 36 km Â 16 km. The resolution is therefore sufficient for almost all noticeable structure in Figure 8b .
Discussion

Model and Nonuniqueness
[32] We obtained a simple three -layer seismic velocity model for line A2 with only moderate lateral variation in layer thickness and seismic velocity (Figure 8b ). Our preferred seismic velocity model shows a crust that thickens slightly from $35 km in the west near Amlia island to $37 km near Unimak in the east (Figure 1) . The model consists of three crustal layers (Figure 8b ) with seismic velocities that increase progressively from 6.0-6.5 km/s in the upper crust to 6.5-7.3 km/s in the middle crust, and 7.3-7.7 km/s in the lower crust. Both the seismic velocities and layer boundaries vary gradually over distances of 50-100 km, length scales that are well resolved according to our resolution tests (Figure 19) . Unfortunately, the mixed parameterization of the model makes it impossible to define an unambiguous minimum structure solution to the inverse problem. This is illustrated by the two test inversions of Figure 12 . However, we feel that the model of Figure 8b fits our expectations of the crustal structure of island arc crust.
[33] The test inversions in the paper give us confidence that the model of Figure 8b does not depend on arbitrary modeling decisions such as the inversion grid spacing or details in the design of roughness operator D. Nevertheless, our result for line A-2 appears very different from the model of Fliedner and Klemperer [1999] , who used the method of Hole [1992] and Hole and Zelt [1995] . Compared to our result their model has a thinner crust with lower average seismic velocity, and although it does not have velocity discontinuities inside the crust, their model exhibits more heterogeneity on wavelengths less than 30 km (Figure 20) . Some of the differences in model roughness can be attributed to the level of data misfit. The model of Fliedner and Klemperer [1999] fits the firstarrival picks with 73 ms RMS error, and PmP arrivals are matched with 104 ms RMS error. These errors are slightly smaller than those for our model of Figure 8b (Table 2) , but comparable to our rougher model of Figure 8a .
[34] We recognize five deviations in the modeling approaches taken by us and Fliedner and Klemperer [1999] that can explain the large differences between these models: (1) Shillington et al. (submitted manuscript, 2004) used multichannel seismic observations to constrain the shallow sediment velocities and basement depth on the arc platform. This information was used in our starting model (Figure 4) . The seismic refraction data of line A-2 alone do not provide sufficient ray coverage to image the uppermost basement and overlying sediments. (2) The interpretation of deep wide-angle reflected phases varied between the two studies, which may explain the difference in crustal thickness. (3) Fliedner and Klemperer [1999] constructed a continuous velocity model from the seafloor to the Moho. We assumed velocity discontinuities at the reflecting layer boundaries. The pattern of wide-angle phases (Shillington et al., submitted manuscript, 2004 ) is consistent with our layered model (Figure 2 ), but such prominent velocity discontinuities may not be required to fit travel time data. (4) We accommodated variations in seismic velocity across the island arc by large static time corrections for the land seismic stations. Fliedner and Klemperer [1999] performed a full 3-D inversion of the data instead. (5) We performed a regularized inversion with first-and secondderivative constraints to treat the underdetermined parts of the model. Fliedner and Klemperer [1999] used the method of Hole [1992] which uses back projection to invert the data for a model solution. Backprojection is computationally fast, but can lead to models that are rough compared to results from regularized inversion [Zelt and Barton, 1998 ]. [35] Compilations of seismic refraction data [Spudich and Orcutt, 1980; Christensen and Mooney, 1995] show that seismic velocities increase with depth in the Earth's crust. From the models presented in this paper and by Fliedner and Klemperer [1999] it is clear that this also holds true for the Aleutian arc. However, in our model the velocity increases instantaneously at the layer boundaries, while the model of Fliedner and Klemperer [1999] has strong gradients. Could we augment our objective function (5) to control the relative contribution of vertical velocity gradients and velocity discontinuities? The vertical seismic velocity gradients within the three crustal layers in the model of Figure 8b are small, and most of the increase in seismic velocity from the surface to the Moho occurs at the layer boundaries. Changing the aspect ratio of the vertical and lateral smoothing lengths would therefore not have a large effect on the outcome of the inversion. Alternatively, we can impose damping on the magnitude of the step in slowness across the layer boundaries. We achieve that by minimizing an objective function of the following form:
where I du = diag{0,. . ., 0, 1,. . ., 1} is nonzero only where the diagonal elements multiply into the model parameters that represent slowness discontinuities du k . In contrast to equation (5), damping in the objective function in equation (20) applies to the final model m + dm instead of the model perturbation dm. Increasing g in equation (20) decreases the magnitude of du k . Keeping g = 0 gives us the model of Figure 8 , but by increasing g we would obtain a crustal velocity structure that is more similar to the result of Fliedner and Klemperer [1999] . Unfortunately, the interpretation of P 2 and P 3 as two distinct deep crustal refractions [Shillington et al., 2004] prevents us from applying equation (20) to the travel time data. These two phases would not be observed if the two velocity discontinuities in the crust were absent or very weak. If we seek a model with a gradual increase in seismic velocity with depth we cannot interpret the P 2 and P 3 picks as shown in Figure 2 . A tomographic inversion of only first-arrival picks ( Figure 14) does not impose a phase interpretation, but it also lacks the depth resolution that the reflection tomography inversion achieves.
[36] The relatively small number of instruments in this study limits our resolution to at best a few tens of km ( Figure 19 ). Our model represents the locally averaged seismic velocity structure of the island arc, which is relevant for comparison with large-scale trends in geochemistry [Shillington et al., 2004] . Since travel times are essentially path integrals over the velocity model, the formal errors in spatial averages of the seismic velocity structure can be small (Figures 16 and 17 . However, the assumptions we made in the calculation of C m and R do not apply to individual elements of model vector m. The problem lies in the role of the regularization D in the calculation of C m (equation (9)). The regularization merely serves to stabilize our inversion and does not represent our a priori knowledge of the Earth [Nolet et al., 1999] . Consequently, the a posteriori covariance C m gives us low formal errors for individual model parameters, which does not account for the arbitrariness in our choice of model parameterization or the effects of inadequate sampling of our model [Trampert and Snieder, 1996] . The nonlinearity of equation (1) can also cause small modeling errors Korenaga et al., 2000] . These errors complicate the interpretation of detailed model features, but we assume that they do not affect the large-scale properties, such as average crustal velocity and thickness. Perhaps even the largest uncertainty in these average crustal properties may be due to variations in crustal structure perpendicular to the arc that are not represented in our velocity model and error analysis.
Crooked Line Geometry
[37] We chose to perform 3-D ray tracing and 2-D inversion to treat the crooked line geometry. Our use of a 2-D inversion, with time corrections of À0.4 s applied to travel times observed on island stations, raises two questions: (1) Can lateral variations in the shallow structure of the Aleutian arc give rise to such large time delays? (2) Is the deep crustal structure of the arc sufficiently 2-D to validate this approach?
[38] The static correction for island stations was effective, since it reduced c 2 from 16.34 to 4.89 (70% reduction), before the tomographic inversion reduced it further to 1.46 (91% overall variance reduction). The large delays cannot be explained by the absence of low-velocity sediments on the islands, because the sediment cover is not thick enough on the submerged arc platform to account for 0.4 s. The delays indicate a high-velocity anomaly in the upper crust beneath the volcanic islands, where ray paths emerge at subvertical angles ( Figure 5 ). Such high velocities near the surface of Aleutian islands were previously reported by Grow [1973] and Abers [1994] . These high-velocity anomalies are consistent with the presence of large plutons and relatively fresh, low-porosity lava flows around these volcanic centers [Kay and Kay, 1985] . The upper crust elsewhere on the platform may be more fractured and of lower seismic velocity. The shallow depth of $5 km inferred by InSAR for a major magma reservoir beneath Okmok suggests that these volcanic centers extend into the upper crust [Mann et al., 2002] , thereby disrupting the layering of the island arc. Layering of the volcanic arc is evidenced by abundant midcrustal wide-angle reflections (Figure 21 ). These reflection bounce points occur in the subsided platform of the Aleutian arc, which we therefore consider representative for our 2-D seismic velocity model (Figure 8b ).
[39] To validate a 2.5-D inversion we assumed that our ray paths do not sample a significant amount of crustal seismic velocity heterogeneity perpendicular to the arc ]. The 3-D ray paths cover a $50 km wide swath in the upper crust, and a narrow arching band deeper in the model (Figure 21 ). Velocity models of the cross section of the Aleutian arc [Holbrook et al., 1999; Lizarralde et al., 2002] show that the structure of the magmatic arc is fairly constant over a width of $100 km, which supports our assumption. The 2-D seismic velocity model must be interpreted as an averaged along-arc profile that can be used to compare with the bulk composition of the Aleutian arc crust (Shillington et al., submitted manuscript, 2004) . caniclastic sediments, and small plutons [Scholl et al., 1983; Kay and Kay, 1985; Kelemen, 1995] . Variations in seismic velocity in this layer may depend more on rock porosity [Carlson and Gangi, 1985; Berge et al., 1992] than composition. Much of the middle crust may be formed by the relict oceanic crust of the upper plate. The Aleutian arc crust was built on a fragment of the Kula plate [Marlow and Cooper, 1983; Debiche et al., 1987] . Magmatic intrusives added to the middle crust may be andesitic where midcrustal velocities are 6.5-7.0 km/s, and more gabbroic where velocities are higher [Shillington et al., 2004] . The lower crustal velocities are consistent with both mafic to ultramafic cumulates and garnet granulites [Kay and Kay, 1985; DeBari and Sleep, 1991; Miller and Christensen, 1994; Müntener et al., 2004] . Lateral variability in arc composition can give us insight in the scale of magmatic processes and the relative influence of changes in age and character of the subducting crust (Shillington et al., submitted manuscript, 2004) . The lateral velocity variations imaged in our model with horizontal length scales of $50 km appear significant within our resolution (Figure 16 ), but they appear subdued compared to lateral variability found by Fliedner and Klemperer [1999] for line A2 (Figure 20) . The variations in seismic velocity found by Fliedner and Klemperer [1999] are not implausible given the geochemical heterogeneity of the Aleutian arc lavas [e.g., Miller et al., 1992; Singer et al., 1992] .
Interpretation
[41] The Moho is well defined in our model, owing to the abundance of PmP observations (Table 1) . The crustal thickness of 35-37 ± 1 km is large compared to arcs in the southwest Pacific [Dimalanta et al., 2002] . This can be explained by the lack of back arc spreading in the Aleutians, because the Aleutian arc is relatively narrow. According to our model, thickening of the lower crust in the east can account for the crustal thickness variation. The subtle thickness variations are difficult to verify with gravity because the subducting slab and its dynamic effects dominate the free air gravity signal [Abers, 1994] . Moreover, Jull and Kelemen [2001] have suggested that the lower crust of an island arc may be as dense as the underlying mantle. In other geologic settings gravity anomalies have been associated with magmatic, underplated crust with seismic velocities in between 7 and 8 km/s [e.g., ten Brink and Brocher, 1987] .
[42] The large difference in average seismic velocity between this island arc and the average seismic velocity of continental crust [Christensen and Mooney, 1995; Holbrook et al., 1999] is confirmed by our study. The underplated lower crust in our model, which composes 40% of the crust, may represent ultramafic cumulates or garnet granulite that do not survive when the arc is accreted to a continent [Shillington et al., 2004] . Seismic velocities in the middle and lower crust are highest beneath the islands of Umnak and Unalaska (Figure 21) , which may indicate a larger amount of melt fractionation [Kay and Kay, 1985] . Because of our improving understanding of the complex relationship between the seismic velocity structure and the composition of igneous crust [Kelemen and Holbrook, 1995; Kern et al., 2001; Korenaga et al., 2002; Behn and Kelemen, 2003 ], seismic refraction data will continue to provide key results in studies of island arcs.
Conclusions
[43] We did an extensive investigation of the seismic velocity structure of the central Aleutian arc using a relatively sparse wide-angle seismic refrac- tion data set. The data offer new insight in the deep structure of this island arc and the magmatic processes that shaped it. A description of the data and the implications of this study for island arc composition and magmatic processes are described in more detail by Shillington et al. [2004] .
[44] The first goal of this paper was to describe a tomographic inversion that handles seismic refraction data recorded in a crooked line geometry. Although 3-D ray tracing between sources and receivers was necessary to account for the out-of-plane effects, the sparseness of the data set suited a 2-D inversion with static time corrections for the island stations. The resulting seismic model consists of a smoothly varying velocity field divided by a few velocity discontinuities, which are consistent with the reflected and refracted arrivals. Second, we carried out a few tests to examine the dependence of the imaged seismic structure on the model parameterization. These tests show that the model discretization and regularization do not lead to arbitrary seismic structure that may be wrongly interpreted. However, a certain trade-off remains in the amount of complexity in seismic velocity and layer boundary structure. Once we accept the performance of the model regularization, estimates of the model covariance and resolution can show the model goodness.
[45] Our seismic velocity model consists of a 35-37 km thick arc crust with three layers that increase steadily in seismic velocity with depth from. 6.5 km/s near the surface to 7.7 km/s at the base of the crust. Anomalous shallow structure in the vicinity of large volcanic centers may have given rise to $0.4 s faster seismic arrivals than at the arc platform. Although horizontal length scales of $20 km are resolved in some areas, in most of the model horizontal features less than $50 km are not well resolved. The seismic velocities of the arc are significantly higher than the velocity of average continental crust. The increase in seismic velocity with depth in our model occurs mostly at the boundaries of these three layers, although that characteristic may be exaggerated by the model parameterization. The three seismic layers may represent an upper layer with volcaniclastic sediments, extrusives and small plutons. The middle crust may be the original oceanic upper plate of the Aleutian subduction zone, but is thickened and modified by andesitic and gabbroic intrusions. The high seismic velocities in the lower crust are consistent with amphibole-and garnet-bearing rocks.
Appendix A
[46] The calculation of the a posteriori covariance matrix C m requires us to invert the symmetric model connectivity matrix A T A, where A is the inversion matrix. Although A is sparse, A T A can be a dense N Â N matrix. Fortunately, we can calculate the inverse without explicitly forming A T A. We exploit the sparseness of A by using Lanczos' [1950] algorithm. This iterative technique produces a singular value decomposition (SVD) in two steps. First, A T A is transformed into a tridiagonal system
where Q is an N Â N orthogonal matrix and 
The coefficients a i and b i and vectors q i that form the orthogonal columns of Q satisfy a simple recursive relationship that only requires two vector multiplications of A for each triplet, and memory requirements are modest. A detailed description of this algorithm and the numerical caveats are given by Simon [1984] , Cullum and Willoughby [1985] , and Vasco et al. [1999] . The matrix T can be diagonalized by computing the eigenvalues and eigenvectors through inverse iteration [Golub and Van Loan, 1996; Parlett, 1998 ]. Starting with a random vector h 1 of length N and a guess for eigenvalue s 1 , we obtain our first approximation for eigenvector w 1 by solving the tridiagonal system
by back substitution [e.g., Press et al., 1986] . We replace h 1 with w 1 and replace s 1 with kTw 1 k and repeat equation (A3) until w 1 and h 1 converge. As s 1 approaches an eigenvalue of T, equation (A3) becomes singular, at which time the iteration is stopped, usually after 5 to 7 cycles. Other eigenpairs (s i , w i ) can be found by the same procedure, although the starting vector h i must be chosen perpendicular to the eigenvectors w that have already been found by inverse iteration. In this manner we develop an orthogonal basis of eigenvectors, and erroneous duplication of eigenpairs can be avoided even when the eigenvalues become degenerate in the tail of the spectrum ( Figure A1 ). The eigenvalue decomposition
where 2 = diag{s 1 , s 2 ,. . ., s n } and w i compose the columns of W, can be used to invert T and A T A. The a posteriori model covariance matrix is given by
The tridiagonal matrix T is usually not expanded to a N Â N matrix, but truncated at a smaller size P Â P if enough eigenvalues of the submatrix T p , called Ritz values, have converged to eigenvalues of T [Berry, 1992; Minkoff, 1996; Vasco et al., 1999] . If the number of Lanczos iterations P is too small, the vectors w i will not span enough of the model space, which can lead to significant errors in the calculation of model assessment [Deal and Nolet, 1996] . In our 2-D application the size of the model space is small enough to carry out the requisite number of Lanczos iterations. However, if the full spectrum of 2 is used, small s i can cause instabilities in equation (A5). Although small s i can be removed explicitly from equation (A4), we fix the problem by introducing a small amount of damping to assure that all s i are finite ( Figure A1 ). 
