Abstract. Scale space interest points capture important photometric and deep structure information of an image. The information content of such points can be made explicit using image reconstruction. In this paper we will consider the problem of combining multiple types of interest points used for image reconstruction. It is shown that ordering the complete set of points by differential (quadratic) TV-norm (which works for single feature types) does not yield optimal results for combined point sets. The paper presents a method to solve this problem using canonical sets of scale space features. Qualitative and quantitative analysis show improved performance over simple ordering of points using the TV-norm.
Introduction
It is known that from a sufficiently rich set of scale space interest points, a visually attractive reconstruction of the original image can be created [27, 20, 13, 14] . Such a reconstruction can for example be used for image understanding or image editing. For robust reconstruction, many types of interest points can be used, e.g. top points, blobs, edges, corner points, ridge points, etc. These points are usually ordered by their strength [27, 20] or by the differential (quadratic) TV norm [29, 14] in the corresponding points. Lillholm and Nielsen showed that a combination of different types of interest points can improve the reconstruction quality substantially [27, 20] . It is however not clear how exactly these points should be selected. Specifically, given a large set of different types of interest points, how should one pick points for an optimal subset? To motivate the problem, we show in section 2 a non optimal example of reconstruction where the differential TV norm is used to rank the combined set of scale space interest points. In this paper, we propose an optimization framework for selecting scale space interest points for image reconstruction using a canonical set of scale space features. We formulate the feature selection problem as a quadratic optimization and use a semidefinite program to approximate its solution. A quantitative analysis on an example
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image is presented in Section 3. In Section 4 we propose our method for selecting a good subset of combined scale space interest points for reconstruction using canonical sets [2, 28] and finally conclusions are given in Section 5.
Problem Description
In a Gaussian scale space of an image, different types of special interest points can be extracted. Specifically, we will focus on 10 types of commonly used scale space interest points in Section 2.1 that we will use for image reconstruction in Section 2.2. In that section we will also present the results of reconstructions from combined point sets using the differential TV-norm for ordering the points. These results will show that a naive approach to combine multiple types of interest points is not optimal for image reconstruction.
Scale Space Interest Points
Consider a continuous signal f :
The linear scale space representation u : 
In this equation s denotes the scale. The unique solution to this equation leads to convolution with a Gaussian kernel. Spatial derivatives of the image can be calculated by convolution with a derivative of a Gaussian:
where f is the original image and G s a Gaussian of scale s. 
with lmax the local maximum and using γ-normalization with γ = 1. The γ-normalization with scale invariance is discussed in detail by Florack and Kuijper [4] . Blobs can be ordered in strength by the magnitude of the response of their respective filters [27, 20] .
Hessian blobs. Alternatively scale space blobs can be defined as the local maxima of the squared normalized determinant of the Hessian:
again using γ-normalization with γ = 1.
Corner points. Corner points in the image are defined as points with high curvature and high intensity gradient:
using γ-normalization with γ = 7/8, following Lindeberg et al. [22] . Note that for ordering the corner points in strength, the magnitude of the corresponding filter response has to be normalized with γ = 1 to make magnitude values at different scales comparable.
Edge points. Edge points are defined by the following two constraints [20, 27] :
using γ-normalization with γ = 1/2 [22] . Here u w is the first order derivative in the gradient direction and u ww the second order derivative in the gradient direction. For edge strength, the gradient magnitude is used re-normalized with γ = 1.
Ridge points. Ridge points are defined as the local extrema of the square of the γ-normalized principal curvature difference [9, 22] :
using γ-normalization with γ = 3/4. Note that for ordering the ridge points in strength, re-normalization with γ = 1 is necessary.
Top points. Top point are defined by:
where H(u s ) is the 2-nd order Hessian matrix defined by:
Platel and Kanters showed that top points can be rank-ordered by a stability norm called differential (quadratic) TV-norm [29, 14] .
The amount of structure contained in a spatial area around a critical point can be quantified by the total (quadratic) variation (TV) norm over that area [1] . By using a spatial Taylor series around a considered critical point the TV-norm simplifies to Eqn. (10) which is referred to as the differential TV-norm [29] . Note that this is also equal to Koenderink's curvedness measure [12] .
Top points of the Laplacian. It is shown that top points of the Laplacian of an image (versus top points of the gray level image itself) can be used for image matching [29] and reconstruction [14] . These points are defined by:
Laplacian top points can be seen as points in scale space where one Laplacian extremum blob and one Laplacian saddle merge into one blob. Instead of describing the behavior of local extrema in scale space, Laplacian top points describe the behavior of blobs through scale. For strength the differential TV-Norm is used.
Scale space saddle points. Koenderink [16] and Kuijper et al. [17, 18, 19] discussed scale space saddle points (or balanced saddles [8] ), which are defined by:
For strength, again the differential TV-Norm is used.
Hessian-Laplace points. Mikolajczyk and Schmid [26, 25] introduced a hybrid method where the local spatial maxima of the square of the determinant of the Hessian matrix (introduced by Lowe [23] to eliminate edge response) are combined with the local scale maxima of the Laplacian. For strength the Laplacian is used.
Harris-Laplace points. Mikolajczyk and Schmid [24] also introduced a scale-adapted version of the Harris corner detector [10] . Consider the scale-adapted second moment matrix:
with s D the differentiation scale, s I the integration scale, and G sI a Gaussian at scale s I . The matrix describes the gradient variation in a local neighborhood of a point. The Harris measure [10] combines the trace and determinant of this matrix as a measure for cornerness. Scale selection is based on the local maxima over scale of the Laplacian. The scale-adapted Harris-Laplace points are defined as:
with γ = 1. Note that in practice, s D = βs I with β a suitable constant. Again the Laplacian is used as strength measure. Figure 1 shows all different interest points projected on the original example image.
Reconstruction from Scale Space Interest Points
Note that the quality of the combined scale space interest point reconstruction is lower than some of the separate interest point reconstructions shown in Fig. 2 . The reason for this is that in the combined point set many points that are close to each other will share a similar differential TV-norm (or other strength measure). Using strength measures as the sole criteria for ordering interest points may result in selecting points close to each other and consequently poor reconstruction results since these points will contain much redundant information.
Quantitative Analysis
In order to compare the results of the reconstruction experiments, an objective error measure is necessary. Ideally, this should reflect the human observer's notion of quality. The Multi Scale Differential Error (MSDE) is used for this purpose. A detailed motivation and evaluation of this error measure has been provided elsewhere [15] . For R different scales, the gradient magnitude error map Ψ f,g between image f and reconstructed image g is defined as:
with |∇ f,σ [i, j]| the gradient magnitude of image f at scale σ. The MSDE is now defined as: Table 1 shows the MSDE for reconstructions from the 200 strongest scale space interest points of different types and 200 of the strongest combined scale space interest points using the TV-norm to rank the points. 
Canonical Sets
Using only the strength measure of points can result in the selection from the combined point set of too many points that are close to each other. In order to take into account the spatial distance between points as well as the strength of the points, we select so-called canonical subsets of the combined point sets. Canonical sets are subsets of points with special properties, namely:
I. points in the canonical set are minimally similar; II. points outside the canonical set are maximally similar to points in the canonical set; III. points in the canonical set have high stability compared to elements outside the set.
The canonical set problem is formulated in terms of a quadratic integer programming optimization. Many problems of this type are known to be intractable [5] , but they admit good approximation algorithms [7] . In what follows, we will present a brief overview of the problem formulation and its solution (for an in-depth treatment of the problem the reader is referred to [28, 3, 2] ). The input set to the canonical set problem consists of a set of points P = {p 1 , ..., p n }, an associated set of strength (stability) measures {t 1 , ..., t n }, t i ∈ R + , 1 ≤ i ≤ n, and a similarity function W : P × P → R + 0 . In this work we let t i equal the differential TV-norm of point p i (See Eqn. 10), and define the similarity of two points, p i and p j , as
where d ij denotes the Euclidean distance between the points p i and p j . The problem is formulated as a multi-objective quadratic integer program where the outcome of the optimization will determine whether each point is in the canonical set, P * , or not. Specifically, for each point, p i , an indicator variable, y i , is used that will be equal to 1 if p i ∈ P * and −1 otherwise. Using these indicator variables, it can be shown that the aforementioned properties I, II, and II can be stated as optimization objectives:
The optimal solution to this integer program is a vector y = [y 1 , ..., y n ] T , indicating which points belong to the canonical set.
Vector labeling and lifting [6] are used to relax and reformulate the problem as a semidefinite program. To get rid of the linear terms we increase the dimension of the indicator vector by 1 and introduce a set indicator variable, y n+1 , which acts as a reference for membership in the canonical set. In an optimal solution, p i is a member of the canonical set only if y i = y n+1 . The integrality constraints are removed by substituting a vector for each indicator variable, that is, we replace each indicator variable y i , 1 ≤ i ≤ n + 1, with a vector x i ∈ S n+1 , where S n+1 is the unit sphere in R n+1 . Let w Σ = i,j W ij , define d as a column vector in R n whose i th entry has value
W ij , and let t Σ = n i=1 t i , and0 be an n × n matrix of zeros. The objectives are then encoded into matrices C and T ,
where t is a vector in R n whose i th entry is t i (the strength of point i). These objectives are combined using Pareto optimality by defining a parameter α ∈ [0, 1], and defining the matrix Q as a weighted convex combination of C and T , where Q = αC +(1−α)T . This implies that for any given α the combined objective is convex and a solution will be optimal for that α. The semidefinite program formulation of the canonical set can be stated as Once the solution to this semidefinite program is computed, a rounding step is performed to obtain an approximate integer solution. This step identifies the set of values for indicator variables y 1 , ..., y n+1 . We use a standard rounding scheme based on Cholesky decomposition and a multivariate normal hyperplane method [30] . The parameter α controls the relative significance of stability versus spatial distribution of the selected features. Specifically, in one extreme, setting α = 0 will select the most stable features, and in the other extreme setting α = 1 will select dispersed features from all across the image plane without regarding their stability. For our experiments an extra "minimum distance" constraint is used on the combined point set to reduce the size of the input set to the canonical set algorithm. Points that are within a radius of 3 pixels from a point that has a higher weight (TV-norm) are discarded. This ensures a minimum distance of 3 pixels between all points in the canonical set. Figure 4 shows some results of canonical sets for the example image for various settings of α and the corresponding reconstructions. Table 2 shows the corresponding MSDE. Note that visually, the reconstruction quality of canonical sets of combined scale space interest points is better than the reconstruction quality of combined scale space interest points ordered by TV-norm. The objective image quality measures support this conclusion, although the visual quality is more convincing than the MSDE.
Conclusions and Discussion
In this paper the problem of combining different types of scale space interest points for image reconstruction is addressed. It is shown that, in general, re-ordering the combined point set using the TV-norm (which works for single feature types) is not optimal. We have presented an optimization framework for selecting scale space interest points for image reconstruction that combines both stability and spatial distribution requirements in a single framework. The feature selection problem is presented as a quadratic optimization and an approximation algorithm for its solution is proposed. Our preliminary investigation indicates improved results using our canonical sets for combined scale space interest points over re-ordering through the TV-norm, visually as well as using an objective image quality measure. In future work we will conduct a more comprehensive set of experiments with comparative results, as well as, an evaluation of the α parameter on the reconstruction quality. The similarity measure currently used is based on Euclidean distance only. In future work we will consider similarity measures that also incorporate the scale and shape of the filters. The additional, somewhat ad-hoc minimum distance constraint, now performed before the canonical set algorithm, will also be incorporated within the canonical set formulation.
