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M OST BUSINESS today is run by plan rather than by chance. The management of the business knows, and in most cases the whole 
organization knows, where the business is trying to go and how it plans 
to get there. Various units of the organization are given definite goals 
to strive for and the future environment is anticipated insofar as this can 
be done. Most employees wil l respond favorably to such a challenge. 
They like to be held responsible for a certain result and expect that their 
effort to attain such results wil l be properly rewarded. 
Not so long ago a business forecast was likely to be a rough approxi­
mation of what management would like to sell, the familiar 10 per cent 
over last year. In some cases this might be modified to what it was 
thought the company might sell or to what it might be able to produce. 
Now that business, in many situations, can create its own demand, busi­
ness forecasting involves the application of highly sophisticated statistical 
techniques to an ever increasing array of available economic data. The 
statistical techniques are not new, but the application of them to business 
data is relatively new. Furthermore, the particular nature of certain 
business problems and the non-random characteristics of certain business 
data have resulted in some useful revisions of statistical techniques. 
SOURCES OF DATA 
One of the powerful forces behind this recent development is the 
large amount of business statistics now available. For instance, a publi­
cation by the Office of Business Economics of the United States Depart­
ment of Commerce, entitled Business Statistics, contains 243 pages of 
statistical data covering the entire business spectrum. In addition, it 
contains 197 pages of explanatory notes to the statistical series. There 
are 102 private or quasi-public sources, nine government departments, 
and 16 independent agencies that are listed as contributors of these data. 
This publication is for sale by the Superintendent of Documents at $2.00 
a copy, and it is a good place to begin a career in business forecasting. 
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Each month the Department of Commerce publishes a monthly 
Survey or Current Business, which provides reasonably up-to-date 
data on most of the important time series included in Business Statis-
tics. There are, of course, many individual sources of such data, most 
of which can be gleaned from the publications just mentioned. In some 
cases, more-up-to-date information can be obtained directly from these 
sources. Trade association membership usually provides data on a par­
ticular industry to members of that industry. 
For those whose interest may be long range, a statistical compendium 
has been published by the Department of Commerce, entitled Long 
Term Economic Growth, 1860 to 1965. This publication provides a 
comprehensive view of the growth of the American economy from the 
predominantly agricultural economy of 1860 to the highly industrialized 
economy of today. 
NON-RANDOMNESS OF DATA 
Those of you who have had some experience with statistics know of 
the importance of random variables in statistical theory. For instance, 
in statistical sampling we insist upon random sampling and select random 
numbers to ensure that each item of the population being sampled has a 
known probability of being included. It is important, then, to point out 
that, although a time series might be thought of as a sample of economic 
data over a much longer period of time, the data usually represent direct 
measurement of events over time and do not result from a random-
sampling procedure. A s it is difficult to conceive of economic data as a 
random sample, the forecaster may have to take a different approach to 
the problem from that of, say, the scientist, who is able to make a number 
of controlled experiments, changing one variable while holding all others 
constant. 
Basic economic data may be divided into three types: time-series, 
cross-section, and continuous cross-section data. Examples of time series 
would be yearly estimates of gross national product for the past 35 or 40 
years, the industrial production index from 1920 to 1960, personal con­
sumption expenditures from 1890 to date, and the like. There are perhaps 
five or six hundred of these time series generally available and others 
may be developed for special purposes. 
Cross-section data are observations on a number of similar units 
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at a given point in time—for instance, the sales of all the companies in 
a given industry for a single year. Such data may be for all units in the 
population, or they may represent a random sample. Continuous cross-
section data represent similar observations on a number of different units 
at varying points in time. For the most part, business forecasters are 
concerned with time-series data. 
THE VIEW FROM THE TOP 
In general, the business economist views the industrial state as a set 
of complex, interacting forces, the results of which are evident in such 
statistical data as the gross national product, national income, and the 
statistics of various industries. These observations—his raw material— 
represent the outcome of the entire system. 
The econometrician, who is a mathematically oriented economist, 
endeavors to express these underlying relationships in the system by one 
or more simultaneous equations. Obviously, the. number of equations 
would become a limiting factor even with the largest data processing 
equipment, and so equations are developed for the more important aspects 
of the economy, with all others being grouped into a random variable, 
the effect of which, it is hoped, wil l be small. There are several economic 
models with over a hundred variables and a large number of equations 
that are used for such purposes as predicting the effect of tax cuts, 
surtaxes, increased social security payments, and the like. Most business 
forecasting, however, is limited to a lesser number of equations and 
variables. 
USE OF STATISTICS 
The application of statistics to develop equations for business fore­
casting thus includes the following: 
• Sets of observations 
• Some general knowledge of the complex causal factors 
• Inferences about the effect of these causal factors upon which esti­
mates or forecasts may be based 
• Statistical techniques to derive the equations 
The identification of these causal factors may be simple in certain 
384 S E L E C T E D P A P E R S 
cases, but often it involves many variables, some of which may have a 
lagged effect. The identification is done by a combination of prior knowl­
edge and trial and error. Quite often, one variable may be dependent 
upon another variable measured at an earlier period of time. For instance, 
cash collections would be related to the sales of an earlier period. 
Table 1 
Charge Cash Days of Sales 
Month Sales Collections Outstanding 
January 7,500 11,000 74 
February 6,500 9,750 70 
March 4,200 7,000 89 
A p r i l 9,800 5,350 42 
The lag might be guessed at from the knowledge of the number of days' 
sales represented in the outstanding accounts receivable, or it may be 
determined by correlating monthly collections with monthly sales for 
several prior periods. 
PURPOSE OF STATISTICAL ANALYSIS 
One purpose of statistical analysis is to measure and explain vari­
ability. It is presumed there is a relationship between a certain dependent 
variable we desire to forecast and one or more independent variables upon 
which we may obtain or predict observations. If the independent vari­
ables are lagged variables, it is possible to get the actual observations to 
predict upon, but often estimates of the more important time series are 
available when current data are required for an independent variable. 
A simple example of a relationship between two variables would be 
that between sales and cost of sales. Each product sold has a certain 
component of variable cost and must share in the fixed costs of production. 
There may be erratic swings in volume from month to month, so that 
the cost of sales will not vary directly with sales, but should nevertheless 
increase as sales increase and decrease as sales decrease. There is a 
one-to-one correspondence of the transactions in any given period. To put 
it another way, there is a cost in each period for every sale in the period. 
A slightly more complicated relationship is that between sales and 
accounts receivable. 
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Table 2 
Sales 
Cash Sales 2,500 
Charge Sales 6,500 
Total Sales 9,000 
Accounts Receivable 
Beginning Balance 18,500 
Charge Sales 6,500 
25,000 
Cash Collections . . . . 9,750 
Ending Balance 15,250 
The sales of a given month are added to the accounts-receivable balance 
of the previous month, and the cash collections are deducted therefrom 
to obtain the new balance of accounts receivable. Some of the sales may 
be cash sales, so that there would be a one-for-one correspondence 
between cash sales and collections in any given month and no resultant 
effect upon the balances of amounts receivable. Sales made on credit are 
likely to be collected over the next few months. The correspondence 
between sales and collections is therefore more complicated. Seasonal 
patterns in the industry may have an effect upon the balances of accounts 
receivable at any given time. 
FACTORS AFFECTING RELATIONSHIP 
As between sales and costs of sales, the principal factor affecting the 
relationship is volume. As volume increases, the fixed cost is spread over 
more units, and profits increase. This relationship may be derived and 
demonstrated graphically by a breakeven chart. Such knowledge is 
useful for the over-all planning and understanding of a business. 
Wi th sales and accounts receivable, we have an indirect relationship. 
Although it is often possible to get a good correlation between sales and 
the balance of accounts receivable, we are. to an extent, correlating 
unlike things. 
Table 3 
Month Sales (0) Sales (-1) Sales (-2) Coll (0) 
January 7,500 12,000 10,000 11,000 
February 6,500 7,500 12,000 9,750 
March 4,200 6,500 7,500 7,000 
A p r i l 9,800 4,200 6,500 5,350 
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The balance of accounts receivable changes because of sales and cash 
collections. B y resolving the net change into its component parts and 
correlating the collections with sales of the current and prior periods, 
better results wil l be obtained. 
Most economic data are affected by a long-term trend, by the general 
business cycle, by a business cycle for the particular industry, and often 
by some sort of a seasonal pattern. There are also random fluctuations 
resulting from work stoppages, strikes, and similar unexpected or unpre­
dictable occurrences. Statistical techniques have been developed for 
isolating the trend and seasonal factors. It is rather difficult to separate 
the cyclical factors from the random factors. 
As it may have been some time since some of you have had a course 
in mathematics or statistics, it was considered that a review of some of 
the fundamentals would be appropriate at this time. Although a knowl­
edge of probability, calculus, and matrix algebra is essential to a complete 
understanding of statistical theory, it should perhaps be emphasized that 
a good grounding in high school algebra is enough to do useful work in 
the forecasting area. One does not have to know how a telephone works 
to use it efficiently. Even more to the point in this area, one does not have 
to understand how a computer works to use it effectively. 
LINEAR EQUATIONS 
You wil l recall that equations have constants and variables. The 
fixed constants have values that do not change, such as 
5 X + 7 = 0. 
The constant '5' would be more generally referred to as a numerical co­
efficient. Arbitrary constants can be assigned values at will . These con­
stants are usually indicated by the letters a, b, and c, as, for example, 
a X + b = 0. 
A variable may have one or many values. The letters at the end of the 
alphabet, X , Y , and Z , are generally used to represent variables. 
A n identical equation states a fact, such as 
6 (X—3) = 6 X — 18. 
A conditional equation is an equality only for a particular value of X , 
such as 
2 X — 1 = 0. 
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This equation is conditional on the fact that X equals ½. The value of 
½ is a root or solution of the equation, which may be verified by sub­
stitution. 
When there is not more than one variable in each term, the degree 
of the equation is the highest power to which that variable is raised in 
the equation. For instance, 
3 X — 17 = 0 
is a first-degree equation; 
5 X 2 — 2 X + 1 = 0 
is a second-degree equation; and 
4 X 3 — 7 X 2 = 0 
is a third-degree equation. 
When there are two variables in the equation, you have to be more 
careful. For instance, the equation 
3 X — 2 Y = 5 
is a first-degree equation in two variables, but the equation 
X Y = 5 
is a second-degree equation. When there is more than one variable in a 
term, we add the exponents. X and Y each have an implied exponent of 
1, and adding them we get 2. 
The term "linear equation" applies to equations of the first degree, 
regardless of the number of variables they contain. What is important 
for us to remember is that equations of the first degree, in one or two 
variables, may be plotted as a straight line. This means that they can be 
portrayed graphically and thus come within the scope of visual compre­
hension. Multivariate equations are more difficult to understand because 
they cannot be contained within our three-dimensional concepts of 
geometry. 
CARTESIAN COORDINATES 
In order to plot a linear equation in two variables, we would normally 
use graph paper on which we would superimpose two lines intersecting 
at right angles. The horizontal line is normally referred to as the X axis 
and the vertical line as the Y axis. The point of intersection is called the 
origin. The numbers along the X axis are positive to the right and nega­
tive to the left of the origin. Numbers along the Y axis are positive above 
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and negative below the origin. A particular point may be located by the 
X and Y coordinates. 
Suppose now that we want to make a graph of the equation 
3 X + 2 Y = 5 
(Exhibit 1). This is a first-degree equation in two variables and therefore 
must be a straight line. Y o u will recall that any two points wil l determine 
a straight line. Most lines will intersect both axes; the exception would 
be a line parallel to one of the axes. A simple way to graph this equation, 
therefore, is to set X equal to 0 and solve the equation for Y . W e then 
find that when X is 0, Y is 2½, and one point on the line is found by 
plotting this point (0, 2½). By setting Y equal to 0, we then find that 
X = 1 2/3, and so our second point is (1 2/3, 0). Connecting these two 
points wil l give us the straight-line graph of the equation. This line is 
said to have a negative slope: it slopes down to the right, whereas a line 
with positive slope would slope up to the right. 
In passing, let us note a few fairly obvious things about this plot. If 
the Y term were missing, the line would be parallel to the Y axis, for then 
X would equal 1 2/3 for any value of Y . Similarly, if the X term were 
missing, the line would be parallel to the X axis, for then Y would equal 
2½ for every value of X . Similarly, if there is no constant, the line goes 
through the origin, for then 
3 X + 2 Y = 0 
and one of the points would be (0, 0). 
SIMULTANEOUS EQUATIONS 
A solution to a linear equation in two variables is any point on the 
line represented by the equation. The number of solutions therefore is 
infinite. When the lines for two linear equations are not parallel, a single 
point of intersection wil l satisfy both equations simultaneously. (Exhibit 
1) To find such a point requires at least as many equations as there are 
variables. 
One method of solution is the graphic solution as shown, but the 
more usual way, with which you are doubtless familiar, is to solve these 
equations algebraically. One such method is by substitution. Y o u wil l 
recall that we may transpose any term from one side of an equation to 
another by changing the sign. For instance, given the equations 
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EXHIBIT 1 
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4 X + Y = 10 and 3 X + 2 Y = 5, 
we may determine from the first equation that 
Y = 10 — 4 X . 
We may then take this value and substitute it for the Y value in the second 
equation. B y transposing and collecting, we determine that X = 3 and, 
by further substitution, that Y = —2. The coordinates (3, —2) repre­
sent the solution to the equation, the point where the two lines intersect. 
Another way is to multiply each equation by some constant so that the 
coefficients of the same variable in two equations are equal, and then to 
eliminate that variable by subtraction. The other variable is then deter­
mined by substitution. 
MATRIX ALGEBRA 
A n easier way to solve equations with many unknowns is provided 
by matrix algebra, although with only two unknowns it has no particular 
advantage. A s the number of variables increases, the efficiency of this 
approach becomes more evident. It is the method used in electronic com­
puters. Most of you have not had a course in matrix algebra, which is 
now taught in high school, as it is a relatively new subject even at the 
college level. 
A s an illustration of how matrix algebra could be used to solve the 



















In this case, we have two variables and two equations, so that 4 and 
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1 appear above 3 and 2. This equation is solved by converting this 
matrix, by successive division, multiplication, and subtraction to a unit 
matrix, which has 1's on the diagonal and 0's elsewhere. The constants 
10 and 5 are set alongside the matrix and are subjected to the same 
process. 
The first step is to divide the top line by 4. This produces the re­
quired 1 in the upper left-hand corner. The first line is then multiplied 
by 3, the number on the second line in the first column, and the resulting 
amounts are subtracted from the second line. The purpose of this step 
is to obtain a zero in the first column in the second line. 
The second line is then divided by 1.25 to obtain a 1 in the second 
column of the second line. 
If we say that Y is a function of X , we mean that for any given value 
of X there is a specific value of Y . If we know what this functional rela­
tionship is, and if we are given the value of X , we can determine the value 
of Y . In other words, we would have a formula in the general form of 
Y = a X + b. 
If your wife goes to the supermarket to buy potatoes and finds that pota­
toes are 20 cents a pound and she wants five pounds, she would expect to 
pay $1. In this case, the equation is 
Y = .20X 
where Y = the total cost in dollars and X = the pounds required. There 
is no constant in this type of relationship. 
Now if you were to rent a car at $10 a day, plus ten cents a mile, 
and you traveled 57 miles, the total cost would be $15.70. This equation 
would be of the form 
Y = .10X + 10, 
where Y equals the total cost and X equals the number of miles. Func­
tional relationships such as these are quite common in the physical 
sciences. 
Regressional Relationships 
In many cases, there is no true value of Y for each permissible value 
of X . Given a specific value of X , however, there wil l be a tendency for 
the associated Y values to group around a specific value. This measure 
of central tendency we call the mean. This phenomenon was first observed 
by Sir Francis Galton, a statistician of the early 19th century (Exhibit 2). 
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EXHIBIT 2 
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In comparing the height of sons with the height of their fathers, he noticed 
that, given a certain height of the fathers, the height of the sons tended to 
regress on a certain value. For this reason, these relationships are known 
as regressional relationships, a term perhaps more confusing than ex­
planatory. 
If we can determine the expected value of Y for each value of X , we 
are then in a position to determine the equation and plot a line represent­
ing this equation as if it were a functional relationship. It becomes a 
linear relationship, with a predictable range of error. A l l regression 
analyses are based on certain assumptions. One assumption often made 
is that the relationship is linear. It may in fact be curvilinear but, within 
the specified range that we want to deal with, a linear relationship may 
be close enough. Another common assumption is that the frequency dis­
tribution of the Y value for a given value of X follows the so-called normal 
distribution. The mean of a numerical series, as you know, is the arith­
metic average; the median is the midpoint, where half the numbers are 
on one side and half on the other, and the mode is the most common 
variate in the population. In a normal distribution the mean, median, and 
mode are all equal (Exhibit 3). W e also know that, given a normal dis­
tribution, 68% of the observations wil l fall within range of the mean, plus 
or minus one standard deviation, and we know that 95% will fall within 
the mean, plus or minus two standard deviations. This is what enables 
us to place confidence intervals around our predictions. 
If we are given a number of random observations of X and Y , it has 
been proved mathematically that the line representing the most probable 
values is the line that minimizes the sum of the squares of the deviations 
from the line. This 'least squares line,' as it is often called, may be deter­
mined by use of the normal equations. 
To show you in rather simple form how a solution may be obtained 
using the normal equations, let us consider the following set of data 
(Exhibit 4). The observations are set down in parallel columns under 
the headings X and Y . The X value is squared in the third column 
and the X and Y values are multiplied together to obtain the X Y value. 
These values, in turn, are summed, and then substituted in the normal 
equations. These equations are then solved to obtain the estimated 
Y = .3 + .9X. 
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EXHIBIT 3 
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X Y X 2 
1 1 1 
2 2 4 
3 4 9 
4 3 16 
5 5 25 









5a + 15b = 15 
15a + 55b = 54 
15a + 45b = 45 
10b = 9 
b = .9 
a = .3 
Tests of Significance 
Whenever we deal with statistical data, we are concerned with how 
much we may rely upon the results obtained. We would like to be able 
to say, with a reasonable degree of certainty, that the answers will lie in 
a certain range. When we are looking for associations between data for 
predictive purposes, we would like to know just how well these data 
correlate and whether causal relationships appear to exist. In almost all 
cases, we compute a standard error of an estimate; in most cases we would 
compute a coefficient of correlation; and quite often we would use the 
F test, developed by Sir Ronald Fisher, to determine whether a causal 
relationship exists. 
Standard Error of Estimate 
You will probably recall that the square of the product of two num-
bers is equal to the product of the squares of the same two numbers. For 
instance, if we take the numbers 2 and 4, and square them, we get 4 and 
16 and the product of these is 64, which is the same as if we multiplied 
the numbers first to get an 8 and then squared that number. Similarly, 
but which is perhaps not quite so obvious, the square of the sum of the 
ΣY = Na + bΣX 
ΣXY = aΣX + bΣX2 
Ŷ = .3 + .9X 
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products of several such sets of numbers in which a functional relationship 
exists is equal to the product of the sum of the squares of these same 
numbers. The square of the sum of the X Y values would equal the sum 
of the X 2 values times the sum of the Y 2 values. When it does, we know 
that we have a direct functional relationship between these two sets of 
numbers, which proves statistically what we already know—that the 
total variance of the Y values is explained by the variability inherent in 
the X values. 
In most situations the correlation is not perfect, and in our earlier 
example, which is not quite a functional relationship, a somewhat similar 
type of calculation would give us an explained variance of 8.1 out of a 
total variance of 10 (Exhibit 5). Accordingly, our unexplained variance 
is then 1.9. In the analysis of variance, the X and Y values are measured 
from their respective means before the squares and cross-products are 
determined. To get the standard error of estimate, we first divide the 
unexplained variance by the number of items in the population—in this 
case 5, giving a result of .38. The square root of this amount, approxi­
mately .62, is the standard error of estimate. 
Exhibit 5 
ANALYSIS OF VARIANCE 
E X P L A I N E D bΣxy = .9(9) 8.1 
U N E X P L A I N E D Σy2 — bΣxy 10 8.1 1.9 




C O E F F I C I E N T O F D E T E R M I N A T I O N = 
Σx2.Σy2 
C O E F F I C I E N T O F C O R R E L A T I O N .9 
Coefficient of Correlation 
If we consider the total variance of Y , 10, and divide it into the 
explained variance 8.1, the resulting value is the percentage of the vari­
ance explained. This value is known as the coefficient of determination, 
E R R O R = 
1.9 
5 
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and symbolically as r 2 . The square root of this number, r, is the co­
efficient of correlation. A high degree of correlation would normally 
indicate a high degree of association between two sets of data. One must 
be careful, however, in ascribing this as cause and effect, for, occasionally, 
a high degree of correlation may be obtained between data where no 
conceivable functional relationship could exist. A graphic explanation 
may help to understand this relationship. W e generally speak, in regres­
sion analysis, as if there is only one regression line, the line representing 
the expected values of Y for each value of X . There is, however, another 
regression line, which is the expected values of X for each value of Y , 
and this line may also be determined and plotted. If the relationship is 
functional, these lines wil l coincide, but otherwise the slope of the second 
line wil l always be steeper than the slope of the line we normally consider 
as the line of regression. To the extent that the correlation is not perfect, 
the distance between these lines is a rough measure of the correlation 
between them. This may be seen more clearly if both variables have the 
same standard deviation. This may occur by dividing each set of variables 
by its own standard deviation. They wil l then each have the same stand­
ard deviation of 1. When this is done and the data are plotted, the coeffi­
cient of correlation wil l equal the slope. The steeper the slope of the 
regression line, the larger the value of r, and the tangent of the angle 
between the two lines equals the coefficient of correlation. 
The F Test 
A s the F test is generally used in statistics, it is to test that two 
samples come from the same population or from different populations 
with the same mean or same variance. If we have two sets of data and 
wish to determine whether a causal relationship exists, we might have 
different populations with different means or different variances. We must 
convert the data, at least in principle, to standardized observations by 
subtracting the mean from each observation and dividing the result by 
the standard deviation. A short cut to avoid this tedious calculation is 
to compute the F level by the following formula: 
r 2 (n - 2) ÷ (1 — r 2 ) 
The F table, which may be found in most textbooks or books of statistical 
tables, provides a number with which this can be compared. If the cal­
culated number exceeds the tabular number for the 5% level, there is a 
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95% likelihood that a causal connection exists that is likely to persist 
between the data and only a 5% possibility that such a relationship could 
occur by chance. 
LIMITATIONS OF MANUAL METHODS 
While a great number of satisfactory regression analyses have been 
performed by manual methods and can be performed quite quickly using 
desk-model electronic calculators, manual methods become quite tiresome 
once one gets beyond bivariate linear regression into multivariate analysis, 
either linear or curvilinear. Three or four variables are the most that one 
is likely to want to handle by any manual method with all the possible 
simplifications and short cuts. Beyond that point, it is not only the 
excessive computation and the chance of error that places limitations on 
manual methods, but there is also the difficulty of making tests of signifi­
cance and arriving at the best over-all solution. Furthermore, a great 
deal of analysis requires the development of seasonal factors and this 
again, while it may be done manually, is difficult and time-consuming. 
The logical answer for multivariate analysis, particularly where the 
data have any kind of seasonal pattern, is to use an electronic computer. 
If you do not have a computer, it may be possible to make arrange­
ments to gain access to one. The principal advantage of the computer 
is that it is possible to use a step-wise regression analysis program that 
wil l make tests for significance, make tests for tolerance, compute answers 
to ten or twenty decimal places, and calculate the estimated values and 
deviations. A few seconds of computer time wil l replace days of manual 
analysis, and you wil l make analyses that you would otherwise not 
investigate at all. 
Additional advantages are that you obtain printed output, thus im­
proving the appearance of the work sheets; you may suppress unwanted 
data; and you may, if you so desire, graph any two variable solutions. 
This would cover not only those situations where only two variables are 
fed into the program, but those in which only two variables appear in 
the final solution. We have prepared a few examples of this type of 
analysis so that you may see the type of work that may be done through 
this process. (Exhibits 6-1, 2, 3, 4) In this particular example, we are 
relating sales of gas in millions of cubic feet to the sales revenue by 
months. The program goes through essentially the same steps that would 
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be required manually. Y o u wil l note that the means of the variables are 
computed and that the standard error of the Y values is determined. 
(Exhibit 6-1) The program then decides which variable wil l contribute 
the most to variance reduction. Y o u will note that the F level in the first 
step is quite high and that the resulting standard error of Y after this 
step is quite low as compared with the initial value. The constant term 
is the 'a' value of the general formula and the coefficient listed underneath 
is the 'b' value, or slope. The program then calculates the estimated Y 
values for each X value, determines the deviations, and finally the coeffi­
cient of correlation. (Exhibit 6-2) A s you can see, this is very high. 
The program then proceeds to plot this data as a graph (Exhibit 6-3), 
which helps in giving a visual representation of the data. 
W e obtained the original program from the computer manufacturer, 
but we have made a number of adjustments in it. One such adjustment 
is the program that develops the seasonal patterns for three full years of 
data and prints out the variable coefficients and seasonal adjustment fac­
tors for subsequent estimating programs. (Exhibit 6-4) W e have found 
this to be highly effective in isolating the seasonal factors from large 
masses of data. When we are using the program to determine the sea­
sonal adjustment factors, the procedure followed is the same, except that 
the estimates are calculated but not printed. The actuals and estimates 
are totalled for each like month—each January, each February, each 
March, and so on—and an over-all adjustment factor is determined. This 
is applied to the calculated estimates, a new standard error is determined 
and the coefficient of correlation is computed. 
W e have found ways to use this type of analysis in our own practice, 
in assisting our clients, and in managing our own firm. W e continue to 
be amazed at the results that may be obtained from this type of analysis 
and we suspect that you wil l have the same experience if you follow this 
same path. It is not an easy path to follow, and the further you go, the 
more you seem to need to know, but it is likely, nevertheless, that you 
will find it very rewarding. 
400 S E L E C T E D PAPERS 
EXHIBIT 6-1 
SILVERTOWN GAS COMPANY 
CORRELATION ANALYSIS OK REVENUE ON MILLION CUBIC FEET 
PROBLEM NO. 23 F LEVEL TO ENTER VARIABLE = 2.500 
TOLERANCE = .001 F LEVEL TO REMOVE VARIABLE = 0.000 
NO. OF OBSERVATIONS = 36 NUMBER OF VARIABLES = 2 
66/68 
INPUT DATA 
NO. M.C.F. REVENUE 1 30568. 24183. 
2 52134. 38186. 
3 59618. 42960. 
4 56478. 40924. 
5 47870. 35456. 
6 45480. 33942. 
7 30993. 24530. 
6 26784. 21817. 
9 22007. 18664. 
10 17876. 15979. 
11 18476. 16304. 
12 21607. 18453. 
13 28193. 22797. 
14 55854. 40777. 
15 65459. 46926. 
16 61346. 44339. 
17 54928. 40267. 
18 36831. 28550. 19 26125. 21561. 
20 27155. 22225. 
21 19368. 17091. 22 19809. 17384. 
23 19233. 16991. 
24 20460. 17853. 
25 31457. 25061. 
26 51915. 38388. 
27 69454. 49703. 
28 59662. 43472. 
29 53720. 39996. 
30 52802. 39224. 
31 44098. 33542. 
32 28870. 23597. 
33 21755. 18812. 
34 17473. 16005. 
35 17787. 16184. 
36 20668. 18053. 
IN THOUSANDS 
X( 1)= Y = 37064.250 28616.556 
MEANS OF VARIABLES 
X( 
STANDARD ERROR = 10963.548 
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EXHIBIT 6-2 
STEP NO. 1 
VARIABLE ENTERING (X- 1) - M.C.F. 
F LEVEL = 108060.3600 
STANDARD ERROR OF Y = 197.28 
CONSTANT TERM = 4514.42 
VARIABLE NO. COEFFICIENT STD ERR OF COEFF 
X- 1 .65028 .00198 
ACTUAL VS ESTIMATED RESULTS 
NO. ACTUAL ESTIMATE DEVIATION 
1 24183.000 24392.175 -209,175 
2 38186.000 38416.110 -230,110 
3 42960.000 43282.804 -322.804 
4 40924.000 41240.925 -316.925 
5 35456.000 35643.317 -187.317 
6 33942,000 34089.148 -147.148 
7 24530.000 24668.544 -138.544 
8 21817.000 21931.516 -114.516 
9 18664.000 18825.130 -161.130 
10 15979.000 16138.824 -159.824 
11 16304.000 16528.992 -224.992 
12 18453.000 18565.018 -112.018 
13 22797.000 22847.761 -50.761 
14 40777.000 40835.151 -58.151 
15 46926.000 47081.088 -155.088 
16 44339.000 44406.488 -67.488 
17 40267.000 40232.992 34.008 
18 28550.000 28464,878 85.122 
19 21561.000 21502.982 58.018 
20 22225.000 22172,770 52.230 
21 17091.000 17109.041 -18.041 
22 17384.000 17395,815 -11.815 
23 16991.000 17021,254 -30.254 
24 17853.000 17819.147 33.853 
25 25061.000 24970,274 90.726 
26 38388.000 38273.699 114.301 
27 49703.000 49678,956 24.044 
28 43472.000 43311.416 160.584 
29 39996.000 39447,454 548.546 
30 39224.000 38850.497 373.503 
31 33542.000 33190.461 351.539 
32 23597.000 23288.000 309.000 
33 18812.000 18661.259 150.741 
34 16005.000 15876.761 128.239 
35 16184.000 16080.949 103.051 
36 18053.000 17954.405 98.595 
COEFFICIENT OF MULTIPLE CORRELATION = .9998427 
AUTO CORRELATION TEST STATISTIC ( 36, 2) = .25054 
GOODNESS OF FIT ( 33 DEGREES OF FREEDOM) = 43.00 
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EXHIBIT 6-3 
B U S I N E S S F O R E C A S T I N G 403 
EXHIBIT 6-4 
STEP NO. 1 
VARIABLE ENTERING (X- 1) - M.C.F. 
F LEVEL = 108060.3600 
STANDARD ERROR OF Y = 197.28 
CONSTANT TERM = 4514.42 
VARIABLE NO. COEFFICIENT STD ERR OF COEFF 
X- 1 .65028 .00198 
ACTUAL VS ESTIMATED RESULTS 
NO. ACTUAL ESTIMATE DEVIATION 
.1 24183.000 24335,017 -152.017 
2 38186.000 38359.247 -173.247 
3 42960.000 43142.534 -182.534 
4 40924.000 41169.345 -245.345 
5 35456.000 35765.474 -309.474 
6 33942.000 34193.857 -251.857 
7 24530.000 24752.785 -222.785 
8 21817.000 22011.804 -194.804 
9 18664.000 18815.327 -151.32 7 
10 15979.000 16124.649 -145.649 
11 16304.000 164 78.306 -174.306 
12 18453.000 18571.998 -118.998 
13 22 797.000 22794.222 2.778 
14 40777.000 40774.707 2.293 
15 46926.000 46928.509 -2.509 
16 44339.000 44329.413 9.587 
17 4026 7.000 40370.878 -103.878 
18 28550.000 28552.311 -2.311 
19 21561.000 21576.412 -15.412 
20 22225.000 22253.941 -28.941 
21 17091.000 17100.132 -9.132 
22 17384.000 17380.535 3.465 
23 16991.000 16969.058 21.942 
24 17853.000 17825.847 27. 153 
25 25061.000 24911.761 149.239 
26 38388.000 38217.046 170.954 
27 49703.000 49517.958 185.043 
28 43472.000 43236.242 235.758 
29 39996.000 39582.648 413.352 
30 39224.000 38969.831 254.169 
31 33542.000 33303.803 238.197 
32 23597.000 23373.254 223.746 
33 18812.000 18651.541 160.459 
34 16005.000 15862.816 142.184 
35 16184.000 16031.637 152.363 
36 18053.000 17961.156 91.844 
ADJUSTED STANDARD ERROR OF Y = 173.74625 
ADJUSTED COEFFICIENT OF MULTIPLE CORRELATION = .9998816 
PERIOD FACTOR 
1 .99766 
2 .99852 
3 .99676 
4 .99826 
5 1.00343 
6 1.00307 
7 1.00341 
8 1.00366 
9 .99948 
10 .99912 
11 .99693 
12 1.00038 
