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ABSTRACT
Code bloat, the excessive increase of code size, is an important is-
sue in Genetic Programming (GP). This paper proposes a theoreti-
cal analysis of code bloat in the framework of symbolic regression
in GP, from the viewpoint of Statistical Learning Theory, a well
grounded mathematical toolbox for Machine Learning. Two kinds
of bloat must be distinguished in that context, depending whether
the target function lies in the search space or not. Then, important
mathematical results are proved using classical results from Sta-
tistical Learning. Namely, the Vapnik-Chervonenkis dimension of
programs is computed, and further results from Statistical Learning
allow to prove that a parsimonious tness ensures Universal Con-
sistency (the solution minimizing the empirical error does converge
to the best possible error when the number of examples goes to in-
nity). However, it is proved that the standard method consisting
in choosing a maximal program size depending on the number of
examples might still result in programs of innitely increasing size
whith their accuracy; a more complicated modication of the t-
ness is proposed that theoretically avoids unnecessary bloat while
nevertheless preserving the Universal Consistency.
1. INTRODUCTION
Code bloat (or code growth) denotes the growth of program size
during the course of Genetic Programming (GP) runs. It has been
identied as a key problem in GP from the very beginning [7], and
to any variable length representations based learning algorithm [8].
Itistoday a well studiedphenomenon, and empirical solutionshave
been proposed to effectively address the issue of code bloat (see
section 2). However, very few theoretical studies have addressed
the issue of bloat.
The purpose of this paper is to provide some theoretical insights
intothebloatphenomenon, inthecontextofsymbolicregressionby
GP, from the Statistical Learning Theory viewpoint [19]. Indeed,
Statistical Learning Theory is a recent, yet mature, area of Machine
Learning that provides efcient theoretical tools to analyse aspects
of learning accuracy and algorithm complexity. Our goal is both
to perform an in-depth analysis of bloat and to provide, if possible,
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appropriate theoretical solutions to avoid it.
The paper is organized as follows : in section 2 we briey sur-
vey some explanations for code bloat that have been proposed in
the litterature. Section 3 sets the scenery, and provides an infor-
mal description of our results from a GP perspective before dis-
cussing their interest for the GP practitioner. Section 4 gives a brief
overview of the basic results of Learning Theory that will be used
in Section 5 to formally prove all the advertised results. Finally,
section 6 discusses the consequences of those theoretical results
for GP practitioners and gives some perspectives about this work.
2. CODE BLOAT IN GP
There exists several theories that intend to explain code bloat :
² the introns theory states that code bloat acts as a protective
mechanism in order to avoid the destructive effects of op-
erators once relevant solutions have been is found [14, 13,
3]. Introns are pieces of code that have no inuence on the
tness: either sub-programs that are never executed, or sub-
programs which have no effect;
² the tness causes bloat theory relies on the assumption that
there is a greater probability to nd a bigger program with
the same behavior (i.e. semantically equivalent) than to nd
a shorter one. Thus, once a good solution is found, programs
naturally tends to grow because of tness pressure [10]. This
theory states that code bloat is operator-independent and may
happen for any variable length representation-based algo-
rithm. As a consequence, code bloat is not to be limited
to population-based stochastic algorithm (such as GP), but
may be extended to many algorithms using variable length
representation [8];
² the removal bias theory states that removing longer sub-
programs is more tacky than removing shorter ones (because
of possible destructive consequence), so there is a natural
bias that benets to the preservation of longer programs [17].
While it is now considered that each of these theories somewhat
captures part of the problem [2], there has not been any denitive
global explanation of the bloat phenomenon. At the same time,
no denitive practical solution has been proposed that would avoid
the drawbacks of bloat (increasing evaluation time of large trees)
while maintaining the good performances of GP on difcult prob-
lems. Some common solutions rely either on specic operators
(e.g. size-fair crossover [9], or different Fair Mutation [11]), on
some parsimony-based penalization of the tness [18] or on abruptlimitation of the program size such as the one originally used by
Koza [7]. Some other more particular solutions have been proposed
but are not widely used yet [15, 16, 12].
3. CONTEXT AND MAIN RESULTS
In this paper, we intend to use Statistical Learning Theory to study
code bloat, and to try to help designing algorithm that do not suffer
from excessive code bloat, if at all possible.
However, the main goal of Statistical Learning Theory is to study
the convergence of learning algorithms for Machine Learning prob-
lems with respect to the number of available examples and the com-
plexity of the hypothesis space. In the framework of this work 
symbolic regression using GP  such results amount to study the
algorithms with respect to the number of tness cases and the al-
lowed size of the GP trees.
3.1 Universal Consistency
In this paper, we intend to prove, under some sufcient conditions,
that the solution given by GP actually converges, when the number
of examples goes to innity, toward the actual function used to gen-
erate the examples. This property is known in Statistical Learning
as Universal Consistency. Note that this notion is a slightly differ-
ent from that of Universal Approximation, that people usually refer
to when doing symbolic regression in GP: because polynomial for
instance are known to be able to approximate any continuous func-
tion, GP search using operators f+;¤g is also assumed to be able
to approximate any continuous function. However, Universal Con-
sistency is concerned with the behavior of the algorithm when the
number of examples goes to innity: being able to nd a polyno-
mial that approximates a given function at any arbitrary precision
does not imply that any interpolation polynomial built from an arbi-
trary set of sample points will converge to that given function when
the number of points goes to innity.
But going back to bloat, and sticking to the polynomial example, it
is also clear that the degree of the interpolation polynomial of a set
of examples increases linearly with the number of examples. This
leads us to start our bloat analysis by dening two kinds of bloat.
3.2 Structural vs. functional bloat
On the one hand, we dene the structural bloat as the code bloat
that unavoidably takes place when at least one optimal solution (a
function that exactly matches all possible examples) does not lie in
the search space. In such a situation, optimal solutions of increas-
ing accuracy will also exhibit an increasing complexity, as larger
and larger code will be generated in order to better approximate the
target function. The extreme case of structural bloat has also been
demonstrated in [6]. The authors use some polynomial functions of
increasing difculty, and demonstrate that a precise t can only be
obtained through an increased bloat (see also [4] for related issues
about problem complexity in GP).
On the other hand, we dene the functional bloat as the bloat that
takes place when programs length keeps on growing even though
an optimal solution (of known complexity) does lie in the search
space. In order to clarify this point, let us use a simple symbolic
regression problem dened as follow : given a set S of examples,
the goal is to nd a function f (here, a GP-tree) that minimized
the Least Square Error (or LSE). If we intend to approximate a
polynomial (ex. : 14 ¤ x
2), we may observe code bloat since it
is possible to nd arbitrarily long polynoms that gives the exact
solution (ex. : 14 ¤ x
2 + 0 ¤ x
3 + :::). Most of the works cited in
section 2 are in fact concerned with functional bloat which is the
most simple, yet already problematic, kind of bloat.
3.3 Overview of results
In section 5, we shall investigate the Universal Consistency of Ge-
netic Programming algorithm, and study in detail structural and
functional bloat that might take place when searching program
spaces using GP.
A formal and detailed denition of the program space that will be
assumed for GP is given in Lemma 1, section 5, and two types of
results will then be derived:
² Universal Consistency results, i.e. does the probability of
misclassication of the solution given by GP converges to
the optimal probability of misclassication when the number
of examples goes to innity?
² Bloat-related results, rst regarding structural bloat, that will
be proved to be incompatible with accuracy, and second with
respect to functional bloat, for which the consequences of in-
troducing various types of tness penalization and/or bound
on the complexity of the programs on the behavior of the
complexity of the solution will be thoroughly studied.
Let us now state precisely, yet informally, our main results:
² First, as already mentioned, we will precisely dene the set
of programs under examination, and prove that such a search
space fullls the conditions of the standard theorems of Sta-
tistical Learning Theory listed in Section 4.
² ApplyingthosetheoremswillimmediatelyleadtoarstUni-
versal Consistency result for GP, provided that some penal-
ization for complexity is added to the tness (Theorem 3)
² The rst bloat-related result, Proposition 4, unsurprisingly
proves that if the optimal function does not belong to the
search space, then converging to the optimal error implies
that the complexity of the empirical optimal solution goes to
innity (unavoidable structural bloat).
² Theorem 5 is also a negative result about bloat, as it proves
that even if the optimal function belongs to the search space,
minimizing the LSE alone might lead to (structural) bloat
(i.e. the complexity of the empirical solutions goes to innity
with the sample size).
² But the last two theorems (5' and 6) are the best positive
results one could expect considering the previous ndings:
it is possible to carefully adjust the parsimony pressure so
as to obtain both Universal Consistency and bounds on the
complexity of the empirical solution (i.e. no bloat).
Note that, though all proofs in Section 5 will be stated and proved
in the context of classication (i.e. nd a function from R
d into
f0;1g), their generalization to regression (i.e. nd a function from
R
d into R) is straightforward.
3.4 Discussion
First of all, it is important to note that all those results in fact study
the solution given by perfectly successful GP runs on the search
space at hand: given a set of examples and a tness function basedon the Least Square Error (and possibly including some parsimony
penalization), it will be assumed that GP does nd one program in
that search space that globally minimizes this tness  and it is the
behavior of this ideal solution when the number of examples goes
to innity that is theoretically studied.
Or course, we all know that GP is not such an ideal search proce-
dure, and hence such results might look rather far away from GP
practice, where the user desperately tries to nd a program that
gives a reasonably low empirical approximation error. Neverthe-
less, Universal Consistency is vital for the practitioner too: indeed,
it would be totally pointless to ght to approximate an empirically
optimalfunctionwithoutanyguaranteethatthisempiricaloptimum
is anywhere close to the ideal optimal solution we are in fact look-
ing for.
Furthermore, the bloat-related results give some useful hints about
the type of parsimony that has a chance to efciently ght the un-
wanted bloat, while maintaining the Universal Consistency prop-
erty  though some actual experiments will have to be run to con-
rm the usefulness of those theoretical hints.
4. ELEMENTS OF LEARNING THEORY
In the frameworks of regression and classication, Statistical
Learning Theory [19] is concerned with giving some bounds on
the generalization error (i.e. the error on yet unseen data points) in
terms of the actual empirical error (the LSE error above) and some
xed quantity depending only on the search space. More precisely,
we will use here the notion of Vapnik-Chervonenkis dimension (in
short, VCdim) of a function space, that somehow gives bounds on
the variance of possible better solutions of the regression problem
than the one obtained from the limited set of examples.
Consider a set of s examples (xi;yi)i2f1;:::;sg. These examples
are drawn from a distribution P on the couple (X;Y ). They are in-
dependent identically distributed, Y = f0;1g (classication prob-
lem), and typically X = R
d for some dimension d.
For any function f, dene the loss L(f) to be the expectation of
jf(X) ¡ Y j. Similarly, dene the empirical loss ^ L(f) as the loss
observed on the examples: ^ L(f) =
1
s
P
i jf(xi) ¡ yij.
Finally, dene L
¤, the Bayes error, as the smallest possible gener-
alization error for any mapping from X to f0;1g.
The following 4 theorems are well-known in the Statistical Learn-
ing community:
Theorem A [5, Th. 12.8, p206] :
Consider F a family of functions from a domain X to f0;1g and
V its VC-dimension. Then, for any ² > 0
P(sup
P2F
jL(P) ¡ ^ L(P)j ¸ ²) · 4exp(4² + 4²
2)s
2V exp(¡2s²
2)
and for any ± 2]0;1]
P(sup
P2F
jL(P) ¡ ^ L(P)j ¸ ²(s;V;±)) · ±
where ²(s;V;±) =
q
4¡log(±=(4s2V ))
2s¡4 .
Other forms of this theorem have no log(n) factor ; they are known
as Alexander's bound, but the constant is so large that this result
is not better than the result above unless s is huge ([5, p207]): if
s ¸ 64=²
2,
P(sup
P2F
jL(P) ¡ ^ L(P)j ¸ ²) · 16(
p
s²)
4096V exp(¡2s²
2)
We classically derive the following result from theorem A:
Theorem A' :
Consider Fs for s ¸ 0 a family of functions from a
domain X to f0;1g and Vs its VC-dimension. Then,
supP2Fs jL(P) ¡ ^ L(P)j ! 0 as s ! 1
almost surely whenever Vs = o(s=log(s)).
Proof :
We use the classical Borell-Cantelli lemma
1, for any ² 2 [0;1] :
X
s¸64=²2
P(jL(P)¡^ L(P)j > ²) · 16
X
s¸64=²2
(
p
s²)
4096Vs exp(¡2s²
2)
· 16
X
s¸64=²2
exp(4096Vs(log(
p
s) + log(²)) ¡ 2s²
2)
which is nite as soon as Vs = o(s=log(s)).
Theorem B in [5, Th. 18.2, p290] :
Let F1, ..., Fk ...with nite VC-dimensions V1, ..., Vk, ...Let
F = [nFn. Then, being given s examples, consider ^ P 2 Fs min-
imizing the empirical risk ^ L among Fs. Then, if Vs = o(s=log(s))
and Vs ! 1,
P(L( ^ P) · ^ L( ^ P) + ²(s;Vs;±)) ¸ 1 ¡ ±
P(L( ^ P) · inf
P2Fs
L(P) + 2²(s;Vs;±)) ¸ 1 ¡ ±
and L( ^ P) ! inf
P2F
L(P) a.s.
Note that for a well chosen family of functions (typically, pro-
grams), infP2F L(P) = L
¤ for any distribution ; so, theorem B
leads to universal consistency (asymptotic minimization of the er-
ror rate for any distribution), for a well-chosen family of functions.
Theorem C (8.14 and 8.4 in [1]) :
Let H = fx 7! h(a;x);a 2 R
d0
g where h can be computed with
at most t
0 operations among
² ® 7! exp(®) ;
² +, ¡, £, = ;
² jumps conditioned on >, ¸, =, ·, = ;
² output 0 ;
² output 1.
Then : V Cdim(H) · t
02d
0(d
0 + 19log2(9d
0)) .
Furthermore, if exp(:) is used at most q
0 times, and if there are
at most t
0 operations executed among arithmetic operators, condi-
tional jumps, exponentials,
1If
P
n P(Xn > ²) is nite for any ² > 0 and Xn > 0, then
Xn ! 0 almost surely.¼(H;m) · 2
(d0(q0+1))2=2(9d
0(q
0+1)2
t)
5d0(q0+1)(em(2
t0
¡2)=d
0)
d0
where ¼(H;m) is the m
th shattering coefcient of H, and hence
V Cdim(H) · (d
0(q
0+1))
2+11d
0(q
0+1)(t
0+log2(9d
0(q
0+1)))
Finally, if q = 0 then V Cdim(H) · 4d
0(t
0 + 2).
Theorem D : structural risk minimization, [5] p. 294
Let F1, ..., Fk ...with nite VC-dimensions V1, ..., Vk, ...Let
F = [nFn. Assume that all distribution lead to LF = L
¤ where
L
¤ is the optimal possible error. Then, given s examples, consider
f 2 F minimizing ^ L(f) +
q
32
s V (f)log(e £ s), where V (f) is
Vk with k minimal such that f 2 Fk. Then :
² if additionally one optimal function belongs to Fk,
then for any s and ² such that Vk log(e £ s) · s²
2=512,
generalization error is lower than ² with probability at most
¢exp(¡s²
2=128) + 8s
Vk £ exp(¡s²
2=512)
where ¢ =
P1
j=1 exp(¡Vj) is assumed nite.
² the generalization error, with probability 1, converges to L
¤.
5. RESULTS
This section presents in details results that have been already sur-
veyed in Section 3. They make an intensive use of the results of
Statistical Learning Theory presented in the previous section.
More precisely, Lemma 1 and Lemma 1' dene precisely the space
of program considered here, and carefully show that it satises the
hypotheses of Theorems A-C of section 3. This allows us to eval-
uate the VC-dimension of sets of programs, stated in Theorem 2.
Then, announced results are derived.
Finally, next we propose a new approach combining an a priori
limit on VC-dimension (i.e. size limit) and a complexity penal-
ization (i.e. parsimony pressure) and state in theorem 6 that this
leads to both universal consistency and convergence to an optimal
complexity of the program (i.e. no-bloat).
We rst recall some classical results of learning theory.
Lemma 1 :
Let F be the set of functions which can be computed with at most
t operations among :
² operations ® 7! exp(®) (at most q times);
² operations +, ¡, £, = ;
² jumps conditioned on >, ¸, =, ·, = ;
and
² output 0 ;
² output 1 ;
² labels for jumps ;
² at mosts m constants ;
² at most z variables
by a program with at most n lines.
We note log2(x) the integer part (ceil) of log(x)=log(2). Then
F is included in H as dened in theorem C, for a given P with
t
0 = t + t max(3 + log2(n) + log2(z);7 + 3log2(z)) + n(11 +
max(9log2(z);0)+max(3log2(z)¡3;0)), q
0 = q, d
0 = 1+m.
Proof :
We dene a program as in theorem above that can emulate
any of these programs, with at most t
0 = t + t max(3 +
log2(n)+log2(z);7+3log2(z))+n(11+max(9log2(z);0)+
max(3log2(z) ¡ 3;0)), q
0 = q, d
0 = 1 + m.
The program is as follows :
² label inputs
² initialize variable(1) at value x(1)
² initialize variable(2) at value x(2)
² ...
² initialize variable(dim(x)) at value x(dim(x))
² label constants
² initialize variable(dim(x) + 1) at value a1
² initialize variable(dim(x) + 2) at value a2
² ...
² initialize variable(dim(x) + m) at value am
² label Decode the program into c
² operation decode c
² label Line 1
² operation c(1;1) with variables c(1;2) and c(1;3)
and c(1;4)
² label Line 2
² operation c(2;1) with variables c(2;2) and c(2;3)
and c(2;4)
² ...
² label Line n
² operation c(n;1) with variables c(n;2)and c(n;3)
and c(n;4)
² label output 0
² output 0
² label output 1
² output 1
operation decode c can be developed as follow. Indeed, we need
m real numbers, for parameters, and 4n integers c(:;:), that we will
encode as only one real number in [0;1] as follows :
1. let y 2 [0;1]
2. for each i 2 [1;:::n] :
² c(i;1) = 0
² y = y ¤ 2
² if (y > 1) then f c(i;1) = 1 ; y = y ¡ 1 g
² y = y ¤ 2
² if (y > 1) then f c(i;1) = c(i;1) + 2 ; y = y ¡ 1 g
² y = y ¤ 2
² if (y > 1) then f c(i;1) = c(i;1) + 4 ; y = y ¡ 1 g
3. for each j 2 [2;4] and i 2 [1;:::n] :
² c(i;j) = 0
² y = y ¤ 2
² if (y > 1) then f c(i;j) = 1 ; y = y ¡ 1 g
² y = y ¤ 2
² if (y > 1) then f c(i;j) = c(i;j) + 2 ; y = y ¡ 1 g² y = y ¤ 2
² if (y > 1) then f c(i;j) = c(i;j) + 4 ; y = y ¡ 1 g
² ...
² y = y ¤ 2
² if (y > 1) then f c(i;j) = c(i;j) + 2
log2(z)¡1 ;
y = y ¡ 1 g
The cost of this is n £ (3 + max(3 £ log2(z);0)) if then,
and n £ (3 + max(3 £ log2(z);0)) operators £, and n(2 +
max(3(log2(z) ¡ 1);0)) operators +, and n £ (3 + max(3 £
log2(z);0)) operators ¡. The overall sum is bounded by n(11 +
max(9log2(z);0) + max(3log2(z) ¡ 3;0)).
Lemma 1' : operation c(i;1) with variables c(i,2) and c(i,3) can
be developed as follows:
² if c(i;1) == 0 then goto output1
² if c(i;1) == 1 then goto output 0
² if c(i;2) == 1 then c = variable(1)
² if c(i;2) == 2 then c = variable(2)
² ...
² if c(i;2) == z then c = variable(z)
² if c(i;1) == 7 then goto Line c (must be encoded
by dichotomy with log2(n) lines)
² if c(i;1) == 6 then goto exponential(i)
² if c(i;3) == 1 then b = variable(1)
² if c(i;3) == 2 then b = variable(2)
² ...
² if c(i;3) == z then b = variable(z)
² if c(i;1) == 2 then a = c + b
² if c(i;1) == 3 then a = c ¡ b
² if c(i;1) == 4 then a = c £ b
² if c(i;1) == 5 then a = c=b
² if c(i;4) == 1 then variable(1) = a
² if c(i;4) == 2 then variable(2) = a
² ...
² if c(i;4) == z then variable(z) = a
² label endOfInstruction(i)
For each such instruction, at the end of the program, we add three
lines of the following form :
² label exponential(i)
² a = exp(c)
² goto endOfInstruction(i)
Each sequence of the form if x=... then (p times) can be encoded
by dichotomy with log2(p) tests if ... then goto.
Theorem 2 :
Let F be the set of programs as in lemma 1, where q
0 ¸ q,
t
0 ¸ t + t max(3 + log2(n) + log2(z);7 + 3log2(z)) + n(11 +
max(9log2(z);0) + max(3log2(z) ¡ 3;0)), d
0 ¸ 1 + m.
V Cdim(H) · t
02d
0(d
0 + 19log2(9d
0))
V Cdim(H) · (d
0(q
0+1))
2+11d
0(q
0+1)(t
0+log2(9d
0(q
0+1)))
If q = 0 (no exponential) then V Cdim(H) · 4d
0(t
0 + 2).
Proof : Just plug Lemmas 1 and 1' in Theorem C ¥
Theorem 3 :
Consider qf, tf, mf, nf and zf integer sequences, non-decreasing
functions of f. Dene Vf = V Cdim(Hf), where Hf is the set
of programs with at most tf lines executed, with zf variables, nf
lines, qf exponentials, and mf constants.
Then with q
0
f = qf, t
0
f = tf + tf max(3 + log2(nf) +
log2(zf);7 + 3log2(zf)) + nf(11 + max(9log2(zf);0) +
max(3log2(zf) ¡ 3;0)), d
0
f = 1 + mf,
Vf = (d
0
f(q
0
f +1))
2+11d
0
f(q
0
f +1)(t
0
f +log2(9d
0
f(q
0
f +1)))
or, if 8f qf = 0 then dene Vf = 4d
0
f(t
0
f + 2).
Then, being given s examples, consider f 2 F minimizing ^ L(f)+ q
32
s V (f)log(e £ s), where V (f) is the inmum of all k such
that f 2 Fk.
Then, if ¢ =
P1
j=1 exp(¡Vj) is nite,
² the generalization error, with probability 1, converges to L
¤.
² if one optimal rule belongs to Fk, then for any s and ² such
that Vk log(e £ s) · s²
2=512, the generalization error is
lower than ² with probability at most ¢exp(¡s²
2=128) +
8s
Vk £exp(¡s²
2=512) where ¢ =
P1
j=1 exp(¡Vj) is as-
sumed nite.
Proof : Just plug theorem D in theorem 2. ¥
We now prove the non-surprising fact that if it is possible to ap-
proximate the optimal function (the Bayesian classier) without
reaching it exactly, then the complexity of the program runs to
innity as soon as there is convergence of the generalization error
to the optimal one.
Proposition 4:
Consider Ps a sequence of functions such that Ps 2 FV (s), with
F1 ½ F2 ½ F3 ½ :::, where FV is a set of functions from X to
f0;1g with VC-dimension bounded by V .
Dene LV = infP2FV L(P) and V (P) = inffV=P 2 FV g
and suppose that 8V LV > L
¤.
Then
(L(Ps)
s!1 ¡! L
¤) =) (V (Ps)
s!1 ¡! 1)
Proof:
Dene ²(V ) = LV ¡ L
¤. Assume that 8V ²(V ) > 0. ² is neces-
sarily non-increasing.
Consider V0 a positive integer ; let us prove that if n is large
enough, then V (Ps) ¸ V0.
There exists ²0 such that ²(V0) > ²0 > 0.
For s large enough, L(Ps) · L
¤ + ²0,
hence LVs · L
¤ + ²0,
hence L
¤ + ²(Vs) · L
¤ + ²0,
hence ²(Vs) · ²0,
hence Vs > V0. ¥We now show that the usual procedure dened below, consisting
in dening a maximum VC-dimension depending upon the sample
size (as usually done in practice and as recommended by theorem
B) and then using a moderate family of functions, leads to bloat.
With the same hypotheses as in theorem B, we can state
Theorem 5 (bloat theorem for empirical risk minimization with
relevant VC-dimension):
Let F1, ..., Fk ...non-empty sets of functions with nite VC-
dimensions V1, ..., Vk, ...Let F = [nFn. Then, given s exam-
ples, consider ^ P 2 Fs minimizing the empirical risk ^ L in Fs.
From Theorem B we already know that
if Vs = o(s=log(s)) and Vs ! 1,
then P(L( ^ P) · ^ L( ^ P) + ²(s;Vs;±)) ¸ 1 ¡ ±,
and L( ^ P) ! infP2F L(P) a.s..
We will now state that if Vs ! 1,
and denotating V (f) = minfVk=f 2 Fkg, then
8V0;P0 > 0
9P, distribution of probability on X and Y , such that
9g 2 F1 such that L(g) = L
¤
and for s sufciently large P(V ( ^ P) · V0) · P0.
Remarks :
The result in particular implies that for any V0, there is a distri-
bution of examples such that for some g with V (g) = V1 and
L(g) = L
¤, with probability 1, V ( ^ f) ¸ V0 innitely often as s
increases.
Proof (of the part which is not theorem B) :
Consider V0 > 0 and P0 > 0. Consider ® such that (e®=2
®)
V0 ·
P0=2. Consider s such that Vs ¸ ®V0. Let d = ®V0.
Consider x1;:::;xd d points shattered by Fd ; such a family of d
points exist, by denition of Fd.
Dene the probability measure P by the fact that X and Y and
independent and P(Y = 1) =
1
2 and P(X = xi) =
1
d.
Then, the following holds, with Q the empirical distribution (the
average of Dirac masses on the xi's) :
1. no empty xi's :
P(E1) ! 0
where E1 is the fact that 9i=Q(X = xi) = 0, as s ! 1.
2. no equality :
P(E2) ! 0
where E2 is the fact that E1 occurs or 9i=Q(Y = 1jX =
xi) =
1
2.
3. the best function is not in FV0 :
P(E3jE2 does not hold) · S(d;d=®)=2
d
where E3 is the fact that 9g 2 Fd=®=V0=^ L(g) = infFd ^ L,
with S(d;d=®) the relevant shattering coefcient, ie the car-
dinal of Fd=® restricted to fx1;:::;xdg.
We now only have to use classical results. It is well known in
VC-theory that S(a;b) · (ea=b)
b (see for example [5, chap.13]),
hence S(d;d=®) · (ed=(d=®))
d=® and
P(E3jE2 does not hold) · (e®)
d=®=2
d · P0=2
and if n is sufciently large to ensure that P(E2) · P0=2 (we have
proved above that P(E2) ! 0 as s ! 1) then
P(E3) · P(E3j:E2) £ P(:E2) + P(E2)
· P(E3j:E2) + P(E2) · P0=2 + P0=2 · P0 ¥
We now show that, on the other hand, it is possible to optimize
a compromise between optimality and complexity in an explicit
manner (e.g., replacing 1 % precision with 10 lines of programs or
10 minutes of CPU) :
Theorem 5' (bloat-control theorem for regularized empirical
risk minimization with relevant VC-dimension):
Let F1, ..., Fk ... be non-empty sets of functions with nite
VC-dimensions V1, ..., Vk, ...Let F = [nFn. Consider W a
user-dened complexity penalization term. Then, being given s
examples, consider P 2 Fs minimizing the regularized empirical
risk ^ ~ L(P) = ^ L(P) + W(P) among Fs. If Vs = o(s=log(s))
and Vs ! 1, then ~ L( ^ P) ! infP2F ~ L(P) a.s. where ~ L(P) =
L(P) + W(P).
Proof :
supP2Fs j~ ^ L(P) ¡ ~ L(P)j
· supP2Fs j^ L(P) ¡ L(P)j
· ²(s;Vs) ! 0 almost surely, by theorem A'
Hence the expected result. ¥
Theorem 5' shows that, using a relevant a priori bound on the com-
plexity of the program and adding a user-dened complexity penal-
ization to the tness, can lead to convergence toward a user-dened
compromise between classication rate and program complexity
(i.e. we ensure almost sure convergence to a compromise of the
form ¸1 CPU time + ¸2 misclassication rate + ¸3 number of
lines, where the ¸i are user-dened.
Remark: the drawback of this approach is that we have lost univer-
sal consistency and consistency (in the general case, the misclassi-
cation rate in generalization will not converge to the Bayes error,
and whenever an optimal program exists, we will not necessarily
converge to its efciency).
We now turn our attention to a more complicated case where we
want to ensure universal consistency, but we want to avoid a non-
necessary bloat ; e.g., we require that if an optimal program exists
in our family of functions, then we want to converge to its error
rate, without increasing the complexity of the program.
We are now going to consider a merge between regularization and
bounding of the VC-dimension ; we penalize the complexity (eg,
length) of programs by a penalty term R(s;P) = R(s)R
0(P) de-
pending upon the sample size and upon the program ; R(:;:) is
user-dened and the algorithm will look for a classier with a small
value of both R
0 and L.
We study both the universal consistency of this algorithm (ie L !
L
¤) and the no-bloat theorem (ie R
0 ! R
0(P
¤) when P
¤ exists).
Theorem 6 :
Let F1, ..., Fk ...with nite VC-dimensions V1, ..., Vk, ...LetF = [nFn. Dene V (P) = Vk with k = infftjP 2 Ftg. Dene
LV = infP2FV L(P). Consider Vs = o(log(s)) and Vs ! 1.
Consider ^ P minimizing ^ ~ L(P) = ^ L(P) + R(s;P) in Fs and as-
sume that R(s;:) ¸ 0.
Then (consistency), whenever supP2FVs R(s;P) = o(1),
L( ^ P) ! infP2F L(P) almost surely (note that for well chosen
family of functions, infP2F L(P) = L
¤)
Assume that 9P
¤ 2 FV ¤ L(P
¤) = L
¤. Then with R(s;P) =
R(s)R
0(P) and with R
0(s) = supP2FVs R
0(P) :
1. non-asymptotic no-bloat theorem : R
0( ^ P) · R
0(P
¤) +
(1=R(s))2²(s;Vs;±) with probability at least 1 ¡ ± (this re-
sult is in particular interesting for ²(s;Vs;±)=R(s) ! 0,
what is possible for usual regularization terms as in theorem
D,
2. almost-sure no-bloat theorem : if R(s)s
(1¡®)=2 = O(1),
then almost surely R
0( ^ P) ! R
0(P
¤) and if R
0(P) has dis-
crete values (such as the number of instructions in P or many
complexity measures for programs) then for s sufciently
large, R
0( ^ P) = R
0(P
¤).
3. convergence rate : with probability at least 1 ¡ ±,
L( ^ P) · infP2FVsL(P)+ R(s)R
0(s)
| {z }
=o(1) by hypothesis
+2²(s;Vs;±)
where ²(s;V;±) =
q
4¡log(±=(4s2V ))
2s¡4 is an upper bound on
²(s;V ) = supf2FV j^ L(f) ¡ L(f)j (given by theorem A),
true with probability at least 1 ¡ ±.
Remarks : The usual R(s;P) as used in theorem D or theorem 3
provides consistency and non-asymptotic no-bloat. A stronger reg-
ularization leads to the same results, plus almost sure no-bloat. The
asymptotic convergence rate depends upon the regularization. The
result is not limited to genetic programming and could be used in
other areas.
As shown in proposition 4, the no-bloat results require the fact that
9V
¤9P
¤ 2 FV ¤ L(P
¤) = L
¤.
Interestingly, the convergence rate is reduced when the regulariza-
tion is increased in order to get the almost sure no-bloat theorem.
Proof :
Dene ²(s;V ) = supf2FV j^ L(f) ¡ L(f)j.
Let us prove the consistency: For any P,
^ L( ^ P) + R(s; ^ P) · ^ L(P) + R(s;P)
On the other hand,
L( ^ P) · ^ L( ^ P) + ²(s;Vs)
So :
L( ^ P) · (infP2FVs(^ L(P) + R(s;P))) ¡ R(s; ^ P) + ²(s;Vs)
· (infP2FVs(L(P)+²(s;Vs)+R(s;P)))¡R(s; ^ P)+²(s;Vs)
· (infP2FVs(L(P) + R(s;P))) + 2²(s;Vs)
as ²(s;Vs) ! 0 almost surely
2 and (infP2FVs(L(P) +
R(s;P))) ! infP2F L(P), we conclude that L( ^ P) !
infP2F L(P) a.s.
We now focus on the proof of the no bloat result :
By denition of the algorithm, for s sufciently large to ensure
P
¤ 2 FVs,
^ L( ^ P) + R(s; ^ P) · ^ L(P
¤) + R(s;P
¤)
hence with probability at least 1 ¡ ±,
R
0( ^ P) · R
0(P
¤)+(1=R(s))(L
¤+²(s;Vs;±)¡L( ^ P)+²(s;Vs;±))
hence
R
0( ^ P) · R
0(V
¤) + (1=R(s))(L
¤ ¡ L( ^ P) + 2²(s;Vs;±))
As L
¤ · L( ^ P), this leads to the non-asymptotic version of the
no-bloat theorem.
The almost sure no-bloat theorem is derived as follows.
R
0( ^ P) · R
0(P
¤) + 1=R(s)(L
¤ + ²(s;Vs) ¡ L( ^ P) + ²(s;Vs))
hence
R
0( ^ P) · R
0(P
¤) + 1=R(s)(L
¤ ¡ L( ^ P) + 2²(s;Vs))
R
0( ^ P) · R
0(P
¤) + 1=R(s)2²(s;Vs)
All we need is the fact that ²(s;Vs)=R(s) ! 0 a.s.
For any ² > 0, we consider the probability of ²(s;Vs)=R(s) > ²,
and we sum over s > 0. By the Borel-Cantelli lemma, the nite-
ness of this sum is sufcient for the almost sure convergence to 0.
The probability of ²(s;Vs)=R(s) > ² is the probability of
²(s;Vs) > ²R(s). By theorem A, this is bounded above by
O(exp(2Vs log(s)¡2s²
2R(s)
2)). This has nite sum for R(s) =
­(s
¡(1¡®)=2).
Let us now consider the convergence rate. Consider s sufciently
large to ensure LVs = L
¤. As shown above during the proof of the
consistency,
L( ^ P) · (infP2FVs(L(P) + R(s;P))) + 2²(s;Vs)
· (infP2FVs(L(P) + R(s)R
0(P))) + 2²(s;Vs)
· infP2FVsL(P) + R(s)R
0(s) + 2²(s;Vs)
so with probability at least 1 ¡ ±,
· infP2FVsL(P) + R(s)R
0(s) + 2²(s;Vs;±) ¥
2See theorem A'6. CONCLUSION
In this paper, we have proposed a theoretical study of an impor-
tant issue in Genetic Programming known as code bloat. We have
shown that GP trees used in symbolic regression (involving the
four arithmetic operations, the exponential function, and ephemeral
constants, as well as test and jump instructions) could be applied
some classical results from Statistical Learning Theory. This has
lead to two kinds of original outcomes: some results about Uni-
versal Consistency of GP, i.e. some guarantee that if GP converges
to some (empirical) function, this function will be close from the
optimal one if sufciently enough examples are used; and results
about the bloat, both the unavoidable structural bloat in case the
target ideal function is not included in the search space, and the
functional bloat, for which we proved that it can  theoretically 
be avoided by simultaneously bounding the length of the programs
with some ad hoc bound) and using some parsimony pressure in
the tness function. Some negative results have been obtained, too,
such as the fact though structural bloat was know to be unavoid-
able, functional bloat might indeed happen even when the target
function does lie in the search space, but no parsimony pressure is
used.
Interestingly enough, all those results (both positive and negative)
about bloat are also valid in different contexts, such as for instance
that of Neural Networks (the number of neurons replaces the com-
plexity of GP programs). Moreover, results presented here are not
limited to the scope of regression problems, but may be applied to
variable length representation algorithms in different contexts such
as control or identication tasks.
Finally, going back to the debate about the causes of bloat in prac-
tice, it is clear that our results can only partly explain the actual
cause of bloat in a real GP run  and tends to give arguments to
the tness causes bloat explanation [10]. It might be possible to
study the impact of size-preserving mechanisms (e.g. specic vari-
ationoperators, likesize-faircrossover[9]orfairmutations[11])as
somehow contributing to the regularization term in our nal result
ensuring both Universal Consistency and no-bloat.
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