Abstract
Introduction
The connection between finance and economic performance emerged as far as the beginning of last century. As indicated by Schumpeter (1911) , financial intermediaries provide crucial services for technological innovation and economic development, leading to faster growth. In contrast, other authors such as Robinson (1952) or Solow (1956) hold more skeptical views, claiming that finance had only dubious effects on economic growth; according to these authors, it is the economy which leads, and finance follows, since economies with good growth prospects develop institutions to support them.
While some authors conclude that "despite the advances in the growth literature, the debate over whether financial systems play any causal role in economic growth remains unresolved" (Jayaratne and Strahan, 1996) , and even nobel prize winners disagree (Levine, 2003) , the most recent contributions provide compelling evidence that financial development exerts a significantly positive effect on economic growth (Levine, 2005; Papaioannou, 2008; Aghion, 2008; Ang, 2008; Demirgüç-Kunt, 2010) .
Although the recent global financial crisis has shaken the confidence of developed and developing countries alike in the very blueprint of the financial and macropolicies, some authors (Demirgüç-Kunt and Servén, 2010) argue that the "sacred cows" of these policies are still much alive.
An extension of this literature has dealt with the effects of financial (de)regulation affecting banking firms and economic performance. For instance, Levine (1998) found that the legal environment facing banks can have a significant impact on economic growth through its effect on bank behavior. 1 More specifically, a number of papers have provided new evidence that financial markets can directly affect economic growth by studying intrastate and interstate branch reform in the US. As indicated by Clarke (2004) , geographic expansion by banks may make lending more productive due to the gains in efficiency and increased product availability (e.g., insurance mutual funds, and variation on basic product lines). The studies by Jayaratne and Strahan (1996) , Krol and Svorny (1996) , and Strahan (2003) , using fixed effects regressions of state panels of economic growth, found positive intercept shifts for states subsequent to years of deregulation. Clarke (2004) augmented the work by Jayaratne and Strahan (1996) , yielding consistent results with Jayaratne and Strahan's, i.e., substantial short-run growth effects from branching and banking reform. However, Freeman (2002 , 2005 enquires about the validity of these results for a number of reasons such as the bias stemming from contemporaneous correlation between the regressors and the error term of the regression model.
We contribute to this literature in two main ways. First, all those studies analyzing the growth effects of deregulation of state bank branching laws have focused exclusively on the US experience, and much less work has been done in other countries, and extending the results to other contexts may be partly questionable (Jones and Bullen, 1994) . However, in the European Union there have also been some similar deregulatory episodes. As surveyed by a plethora of contributions, since the passing 1 Some contributions have found that the effects of stock market development and banking development on growth can differ remarkably. For instance, Shen and Lee (2006) found that only stock market development has positive effects on growth, whereas the effect of banking development was unfavorable, if not negative.
of the First Banking Directive in 1977, European Union legislation has been directed consistently toward the reduction of barriers to cross-border banking activity. As indicated by Goddard et al. (2010) , deregulation of financial markets at the national level has removed many of the lines of demarcation between banks and other financial services firms, and has facilitated cross-border competition. However, despite these developments, European 2 banking markets are still far from being fully integrated (see, for instance Manna, 2004; Cabral et al., 2002) , and cross-border activity is still relatively limited.
The largest five banking systems of the European Union are France, Germany, Italy, Spain and the UK, whose main profiles are sketched in Goddard et al. (2010) , among others (see also Goddard et al., 2001) . Although the financial crisis has affected each of them with varying degrees of intensity, one of those where the impact has been higher is the Spanish banking system, partly by the collapse of the property market bubble. One of the most prominent features of the Spanish banking system is its dense branch network, denser than any other European Union country -one bank branch for every 1,042 inhabitants in 2009. This high density is one of its most abiding characteristics of the Spanish banking system, which has exacerbated in the last 20 years. Until 1989, the geographical scope of savings banks, which represent a large fraction of Spanish banking firms (the other two being commercial banks and credit cooperatives) was restricted to a locality, province, or region. 3 As indicated by Fuentelsaz and Gómez (2001) , the removal of these branching restrictions and the ensuing expansion of many savings banks (whose total number of branches doubled between 1988 and 2009) constitutes a clear parallelism with the US branching deregulation, enabled by the passage of the 1994 Riegle-Neal Interstate Banking and Branching Efficiency Act (IBBEA) that effectively eliminated branching restrictions nationwide. It also constitutes an ideal framework, different to the US one, in which to test the growth effects of financial deregulation.
As a second contribution, our empirical strategy will also differ from that followed by the main contributions in the field. In contrast to the "difference-in-differences" model used by Jayaratne and Strahan (1996) , later on extended by Clarke (2004) , the fixed-effects model estimated using OLS by Krol and Svorny (1996) , or the change-point analysis by Freeman (2005) , we propose an alternative strategy in the spirit of Rioja and Valev (2004a) , who developed a structure that explicitly allows the effect of finance on growth to differ across various stages of economic development (see also Rioja and Valev, 2004b; Deidda and Fattouh, 2002, 2008) . In our case, we will consider the quantile regression approach by Koenker (2001 Koenker ( , 2005 , which enables the researcher to consider the entire distribution of growth patterns, whereas OLS considers only the distribution mean. This approach has several advantages.
Among them, we can stress that it reveals differences in the relationships between the dependent and independent variables at different points in the conditional distribution of the dependent variable, or the fact that the quantile regression coefficient estimates are more robust than the OLS estimates where the mean value of the dependent variable is predicted (Reichstein et al., 2010) . This is especially true in the presence of non-normal data and outliers.
The advantages of using quantile regression are not only technical but also theoretical. In our specific context, quantile regression would allow to disentangle whether the effect of deregulation is constant for all Spanish provinces-whose economic performance varies a great deal across themor whether the effect is stronger-or weaker-for some of them. Using OLS would implicitly imply postulating that the effect is the same for all provinces regardless of their economic development stage.
In contrast, using quantile regression would allow describing the impact of variables not only on the center but also on the tails of the economic performance distribution.
The article is structured as follows. Section 2 reviews the most relevant literature on the links between bank branch deregulation and economic performance. Section 3 provides some insights on the evolution of the Spanish banking sector over the last twenty years. Section 4 provides some details on the models to be estimated, whereas Section 5 describes the most relevant findings. Section 6 presents the conclusions.
A brief review of the finance-growth nexus literature
As indicated above, the economic literature on the effects of the financial system on the real economy goes back a century ago when in 1911 Schumpeter argued that efficient financial systems promote innovations; hence, better finance leads to faster growth (Schumpeter, 1911) . However, other economists (Robinson, 1952) believed that the causality was reversed; economies with good growth prospects develop institutions to provide the funds necessary to support those good prospects. In other words, the economy leads and finance follows. Some years later Goldsmith (1969) , McKinnon (1973), and Shaw (1973) provided empirical evidence that high-growth economies tend to have well-developed financial markets although, as indicated by Jayaratne and Strahan (1996) , "this evidence did little to resolve the Schumpeter/Robinson debate". More recent research, as summarized by Levine (2003) , found consistent results that countries with well-developed financial markets and institutions tended to grow faster than countries without them, and that financial developments tended to precede economic developments. However, as indicated by Jayaratne and Strahan (1996) , the evidence from cross-country regressions is plagued by omitted variables problems, and must be viewed with "skepticism". This literature has become enormous, and some helpful reviews such as those by Levine (1997) , Demirgüç-Kunt and Levine (2001) or Levine (2003 Levine ( , 2005 are quite illustrative.
This vast literature has fleshed out these two potential causal links from financial systems to growth. Financial markets can matter either by affecting the volume of savings available to finance investment or by increasing the productivity (or quality) of that investment. These theories show that an improvement in financial market efficiency can act as a lubricant to the engine of economic growth, allowing that engine to run faster. The accumulated empirical evidence widely supports the Schum-peterian point of view in the sense that financial market development can play an important causal role in driving long-run growth.
In this line, King and Levine (1993) demonstrated that the size and depth of an economy's financial system is positively correlated with its future growth in per capita real income. While this evidence is appealing, it cannot rule out the possibility that financial development and growth are simultaneously driven by a common factor not controlled in the empirical analysis. Some authors (Cetorelli and Gambera, 2001; Rajan and Zingales, 1998) have attempted to overcome this criticism by exploiting cross-industry differences, or by using econometric techniques that allow us to test both directions of the hypothesis (Calderón and Liu, 2003) . This literature provide vast evidence showing that high growth economies tend to have well developed financial markets. Levine (1997) and Ang (2008) offer very illustrative surveys of the literature. 4 A specific branch of this literature, which relies on the aforementioned relationship between financial development and economic growth, is devoted to the analysis of the effects of banking deregulation and, more specifically, the one referred to the number and location of branches and their links with economic growth. The basis of this relationship is that the removal of barriers and the transition from a regulated situation to an unregulated one can foster economic growth by allowing banks to diversify their portfolios, improve the quality of loan structure, reduce risk, develop economies of scale, reduce market power, increase productivity and efficiency, increase the accessibility to bank products, etc. As previously indicated, some relevant contributions in this particular field include Jayaratne and Strahan (1996 Strahan ( , 1999 , Clarke (2004 ), Freeman (2002 , 2005 ), Huang (2007 , Krol and Svorny (1996) , Kroszner and Strahan (1999), or Strahan (2003) .
Jayaratne and Strahan (1996) provide evidence that financial markets can directly affect economic growth by studying the relaxation of bank branch restrictions in the United States, finding that income growth increase significantly following intrastate branch reform. The results indicate that improvements in the quality of bank lending, not increased volume of bank lending, appear to be responsible for faster growth. Jayaratne and Strahan (1999) extend these results showing that when branching restrictions were lifted, the efficiency of the banking system improved as the better banks expanded into new markets producing lower loan rates, cost reductions and accelerating the economic growth.
Previously, Krol and Svorny (1996) had examined the effect of branching and interstate banking regulations on three measures of state economic activity (real per-capita personal income, real per-capita gross state product, and the employment/population ratio) for the period from 1970 to 1988 in the US, finding an adverse effect of restrictive bank regulation on economic activity. Later, Kroszner and Strahan (1999) measure the consequences for the economic growth and the structure and efficiency of the banking sector across the states of four deregulation indicators (MBHC, branching through merger and acquisition, unrestricted state wide branching, and interstate banking). Their results indicate that branching by merger and acquisition is the most important type of deregulation measured by its consequences for economic growth, banking structure, and bank efficiency, on the contrary branching deregulation appears to have minor effects. Following this line of research, Strahan (2003) analyzed how the removal of limits on bank entry and expansion affected economic performance in the US.
Basically, the results suggest that this regulatory change was followed by better performance of the real economy. State economies grew faster and had higher rates of new business formation after this deregulation. At the same time, macro-economic stability improved. More recently, Clarke (2004) analyzed the effects of financial deregulation on economic growth by extending the study of Jayaratne and Strahan (1996) who use a "difference-in-differences" methodology. So, this study instead of using a dummy variable for the deregulation as in Jayaratne and Strahan (1996) uses a continuous variable describing the extent of the banking market for a state's banks. Besides, this study uses a two-stage model to determine whether banking deregulation pro-motes economic growth through its influence on the size of banking markets. The results supports the hypothesis that such deregulation enhances short-run economic growth.
Freeman (2002) has questioned the validity of some of these results. Specifically, he showed that the large growth effects of deregulation of state bank branching laws obtained in some studies (Jayaratne and Strahan, 1996) were biased because bank deregulation took place during a period of economic distress. Robustness tests indicated that although there is a growth effect of branching reform, it is much smaller than initially estimated. In the same sense, Freeman (2005) went even farther demonstrating that previous findings (Jayaratne and Strahan, 1996; Krol and Svorny, 1996; Strahan, 2003) overstated the incremental growth effects of deregulation. Using a different methodology he obtained that stronger growth rates following deregulation were in all cases temporary rather than permanent.
Among the revised literature, the literature analyzing the growth effects of bank deregulation in a non-US context is entirely yet to come.
The literature on the effects of bank branch deregulation, apart from analyzing its effects on economic growth, has also studied its effects on other aspects such as: (i) income distribution (Beck et al., 2010) ; (ii) bank efficiency and productivity (Berger and DeYoung, 2001; DeYoung et al., 1998; Tirtiroglu et al., 2005; Jayaratne and Strahan, 1999; Guillén, 2009; Illueca et al., 2009) ; (iii) entrepreneurship (Wall, 2004) ; (iv) market power (Calem and Nakamura, 1988); (v) stability (Carlson and Mitchener, 2005; Ramírez, 2003; Shiers, 2002) ; or (vi) wealth effects (Carow and Heron, 1998; Fraser et al., 1997) . In this case there are some contributions which have focused on non-US contexts such as the paper by Illueca et al. (2009) , who analyzed the effects of geographic expansion on the productivity of the Spanish saving banks, finding that those which expanded geographically outside their natural markets obtained greater productivity gains.
The relaxation of the limits to expand geographically in Spanish banking
In the Spanish banking system there are three main types of firms: private commercial banks, savings banks, and credit cooperatives. Commercial banks are privately owned banks whose shares are in the hands of families, individual investors and institutional investors. Savings banks ("cajas de ahorros") have a peculiar type of ownership. Some authors argue they represent a case of a lack of ownership (Crespí et al., 2004) , whose board is composed by representatives of regional governments, local governments, bank clients and other institutions (such as founding institutions). The owners are not represented in the board because savings banks do not issue shares. Credit cooperatives are owned by their associates. The relative importance of the three aggregates is unequal, since credit cooperatives' assets are below 10%, whereas the weight of commercial banks and savings banks is much more similar.
The Spanish banking sector was one of the most regulated in Europe before Spain joined the European Union. Deregulatory initiatives were phased in and culminated in 1989 (see Table 1 ). Until then, the possibilities of geographical expansion for savings banks were limited to a regional level ("comunidades autónomas"), 5 and to a local level in the case of credit cooperatives, whereas commercial banks have had full freedom of establishment since 1974. As indicated by Fuentelsaz and Gómez This occurred partly as a response to the aspirations of some savings banks-especially the largestto establish their activities throughout the entire national territory in identical conditions to those that private commercial banks had been enjoying since 1974. In contrast, as indicated by Kroszner and Strahan (1999) , smaller banks have usually been the main winners from antibranching laws, which protect them from competition from larger and more efficient banking organizations (Jayaratne and Strahan, 1998; Flannery, 1984; Winston, 1993) . It was also a reaction to the perspective of the Single European Market and, consequently, the threat that European financial institutions could enter the Spanish banking industry. However, some authors raised some warnings about a model in which any 5 As indicated in Illueca et al. (2009) , Spanish regions correspond to what in European terminology are known as NUTS2 (Nomenclature des Unités Territoriales Statistiques, or Nomenclature of Territorial Units for Statistics), whereas provinces correspond to NUTS3. There are 17 regions, which contain 50 provinces. However, the number of provinces per region varies greatly from region to region. For instance, the region of Andalusia has eight provinces, whereas other regions such as Murcia, Navarra, or Madrid have a single province. The number of inhabitants also varies markedly across regions and across provinces.
6 Some exceptions to the law existed because of historical reasons which allowed some particular savings banks to set branches in regions different to their regions of origin.
savings bank could set branches anywhere in the country, recommending another one made up by very few large savings banks of national scope, and smaller savings banks operating at regional level only (Revell, 1989) .
The deregulatory initiatives on the geographic expansion of savings banks require a definition of what we will understand as geographic expansion. Some authors (Fuentelsaz and Gómez, 2001; Illueca et al., 2009 ) define the concepts of "natural" or "original" market, and "other" or "new" markets. We consider a similar yet simpler approach, in order to avoid the problems due to mergers, in which the "new" markets are defined as those regions different to each savings bank's home region, i.e., those markets in which the entrance was not allowed before the passing of the R.D. 1582/1988 December 29 th Law. Therefore, the variable capturing geographic expansion deregulation, BRANCH_OTH, is the number of out-of-region savings banks' branches (divided by population) in each province. We will also consider the variable BRANCH_TOT representing the total number of branches, more directly linked to financial development than deregulation per se. Table 2 , savings banks' geographic expansion policies reacted to deregulation.
As indicated in
If we consider the evolution of the three types of institutions in the Spanish banking system, i.e., commercial banks, savings banks, and credit cooperatives, it is observed that the tendencies differ strongly. Overall, the total number of branches has increased steadily from 35,429 by 1992 to 44,085 by 2009, which represents a 24.43% increase. The peak had been reached earlier (in 2008 the total number of branches was 45,662), but the deep international economic and financial crisis has impelled many firms to redefine their expansion strategies-and this tendency is expected to hold in the near future. In some years the increase in the total number of branches has been stunning-for instance, between 2005 and 2007 the number of branches increased by 8.38%, which represents almost 4,000 more branches. In contrast, in some years the number of total branches has declined moderately-for instance, between 1992 and 1993, due to both the economic crisis and the mergers and acquisitions' process that was affecting savings banks, and also in the years of the dot-com crisis.
Taking into account the total number of branches for any of the three aggregates, it is apparent that lifting the restrictions to branching for those institutions that could not do it-savings banks and credit unions-has resulted in these types of firms to follow much different strategies to those of commercial banks. Indeed, the evolution for the aggregate (columns 1 and 2 in Table 2 ) is the result from very disparate trends for the different types of firms. In the case of savings banks, the number of branches has increased from 14,291 by 1992 to 24,202 by 2009, which represents a 69.35%. The increase would be even higher if we compare 1992 to 2008 (in this case the increase would be of 74.83%!). This has also led this type of firms to increase its share of branches (from 40.34% to 54.90% between 1992 and 2009 ). In the case of the credit unions, the rise has also been quite remarkable-from 3,080 to 5,043 branches, representing a 63.73% increase. However, the relative importance of this type of institutions is minor, since its share of branches is still limited (11.44%).
The trends for commercial banks have been opposite. As indicated in Table 2 (columns 3, 4 and 5), the number of branches has actually decreased from 18,058 to 14,840, representing a -17.82% decline. Most of the decline occurred in the first half of the sample period (between 1992 and 2001), which is the period when savings banks expanded more aggressively (increasing their total number of branches by 38.75%). In contrast, in the second half of the period the total number of branches actually increased slightly (by 0.57%), although the rise would have been much higher had we excluded year 2009 (between 2001 and 2009 the increase was 5.58%). Therefore, although commercial banks and savings banks face the same regulatory regime (the remaining differences are almost entirely restricted to their type of ownership), the opposite branching strategies could suggest that differences are stronger than what one might a priori expect.
Therefore, according to the information reported in both Table 2 , the expansion strategies for all commercial banks, savings banks and credit unions have differed sharply-especially comparing commercial banks with the other two groups of firms. However, there might have also existed differences within groups of firms. As indicated by Illueca et al. (2009) , the rise in the total number of savings banks' branches between 1992 and 2004 was basically related to the expansion in other markets. However, it could also be corroborated that there were other strategies, as the number of branches that savings banks owned in their natural markets also increased sharply.
More specific information is provided in figures 2 and 3, which contain maps on the evolution of the number of out-of-region savings banks' branches and total savings banks' branches, respectively, between the year previous to the deregulation (1988) and the most recent sample year. We can observe that both have been increasing, especially the out-of-region savings banks' branches.
Following Illueca et al. (2009) , the strategies followed by the different institutions to expand could be defined as offensive (or aggressive) strategies and defensive strategies. They are clearly different, not only in their implementation but also in their objectives. Defensive strategies would be adopted by companies trying to strengthen their market share in their traditional (original) markets. Offensive strategies are chosen by banks that try to increase their presence in a market in which, previous to 1989, they could not operate (other markets) (Fuentelsaz and Gómez, 1998; Fuentelsaz et al., 2004) . This is specially the case of savings banks. These patterns present multiple variations, for several firms adopted mixed strategies. This is the case of Caja Madrid, for example, which has strengthened both its position in its natural market (the autonomous region of Madrid) and in other markets, where it has expanded intensely (Illueca et al., 2009 ).
The growth effects of bank branch reform

An empirical model of growth
Our empirical strategy follows previous contributions such as Jayaratne and Strahan (1996) and Krol and Svorny (1996) and, to a lesser extent, Clarke (2004) . However, the models must vary necessarily because the regulatory variables they use differ with respect to ours.
In other to test the hypothesis that branching deregulations affects the provincial economic performance we regress some measures of regional economic activity on a set of variables related to the branching deregulation and a set of control variables. Control variables are important because the regional economic activity, besides of the branching deregulations, is affected by many other economic determinants and structural differences at regional level. We consider the period 1986-2007. Since savings banks were allowed to set branches nationwide only from 1989 onward we can cover all their post-deregulation performance.
More specifically, our basic model is the following fixed effects regression:
The indexes i and t denote province and time respectively. y it is the indicator of economic activity at provincial level (NUTS3 in European terminology). We consider three different measures of economic BRANCH_TOT is the total number of branches per capita.
Regarding the control variables, a broad set of additional explanatory variables have been included in order to control for the effect of other important determinants of economic performance. We rely basically on the existing literature that has explored regional differences in personal income, rate of growth as well as the literature of the link between financial development and economic growth. On the basis of this literature we include variables that capture the intrinsic economic characteristics of the provinces such as government size, industrial specialization, different kinds of capital, demographic and labor market characteristics as well as indicators of financial development.
So, as in other studies (Calderón and Liu, 2003; Cetorelli and Gambera, 2001; Clarke, 2004) in order to deal with the potential effect of government size we include the variable WF_NON_MKT defined as the share of non-market services on total employment.
Demographic factors may have a significant impact on per capita GDP. For example, differences on population ageing between provinces will affect their labor supply. WORKFORCE tries to reflect this influence of demographic factors on economic development across provinces and it is defined as the ratio between employment and population.
Labor market characteristics can also influence the provincial economic performance. In order to control for structural differences between provincial labor markets (Beck et al., 2010) we include total investment (I NVEST), the stock of productive private capital (CAPITAL) as well as the stock of public capital (PUBLIC_CAP).
Finally, many studies (Carbó-Valverde and Rodríguez-Fernández, 2004; Cetorelli and Gambera, 2001; Edison et al., 2002) use to include some indicators of financial development. So DEPOSITS, LOANS are the ratio of deposits and loans per capita, respectively.
Quantile regression
The OLS regressions constitute a useful starting point for analyzing the deregulation of bank branching restrictions on provincial economic performance. Typically, OLS or a variant of instrumental variables is used to estimate the effect of a set of explanatory variables on economic performance.
However, in the context of cross-country growth regressions, some problems arise related to the lack of robustness when including various additional conditioning sets of explanatory variables (Levine and Renelt, 1992) , the biased coefficient estimates due to omitted variables (partially solved by Caselli et al., 1996) , or the possibility of parameter heterogeneity (Durlauf and Johnson, 1995) . In the particular context we are dealing with, Freeman (2002, 2005) has pointed out a series of problems affecting the methods and evidence reported by Jayaratne and Strahan (1996) , Strahan (2003) and Krol and Svorny (1996) . In Freeman (2002) (Cade and Noon, 2003) . This is especially problematic for regression models with heterogeneous variances, which use to plague social sciences, and implies that there is more than a single slope (rate of change) describing the relationship between a response variable and predictor variables measured on a subset of these factors.
In addition, complicated changes in central tendency, variance and shape of distributions are the norm in econometric models applied to observational data due to model misspecification, which can be caused because of not using the appropriate functional forms, or because relevant variables are not included in the model. An interesting advantage of quantile regression is that no specification of how variance changes are linked to the mean is required, nor is there any restriction on the exponential family of distributions-i.e., no assumptions required. As summarized by Cade and Noon (2003) , quantile regression models are especially useful under some circumstances including when the response variable is affected by more than one factor, when factors vary in their effect of the response, when not all factors are measured, or when the multiple limiting factors interact.
An additional advantage of quantile regression is that, whilst the optimal properties of standard regression estimators are not robust to moderate departures from normality, quantile regression yields coefficient estimates which are more robust than their OLS-counterparts to both outliers and heavytailed distributions (Coad and Rao, 2008) . As shown in Figure 5 , which reports densities estimated via kernel smoothing, this is precisely our case, since the distribution of GDP/N, GVA/L and K/L are clearly non-normal. 8
The most important advantage, however, is that whilst conventional regressions focus on the mean, quantile regressions are able to describe the entire distribution of the conditional variable. This may be relevant in our setting, since bank branch deregulation may have affected differently poorer and richer provinces. Quantile regression helps in this task, since it allows estimating different coefficients for different quantiles of the conditional distribution. Since quantile regression also drops the assumption that the error terms are identically distributed at all points of the conditional distribution, it will be possible to control for the different effects of deregulation for the different provinces, and to consider the possibility that the estimated slope parameters vary at different quantiles of the conditional eco- Coad and Rao, 2008) . As indicated in Section 3, these issues may be relevant in the Spanish case, where provinces differ in many respects, so that expanding the conclusions across them may be misleading (Casetti, 1972) . Indeed, disparities in the economic performance of European regions within nations may be quite high-and, in the case of Spain, they still are (Tortosa-Ausina et al., 2005) . As indicated by Quah (1996) , per capita income differences across European regions within nations are higher than when comparing each region to its surrounding regions, regardless of their host nation.
With respect to the basic OLS regression model (1) described in Section 4.1, the quantile regression model we use in this paper specifies the τ th quantile of the conditional distribution of y i given x as a linear function of the covariates As described by Koenker and Bassett (1978) , the estimation is done by minimizing the following equation:
where k is the number of explanatory variables, and τ represents the vector containing each quantile.
The vector of coefficients β to be estimated will differ depending on the particular quantile.
As shown in Figure 6 , which reports estimated coefficients using quantile regression for the basic model in which a single regressor is considered, the estimated coefficients for the different values of τ differ greatly for each of the dependent variables considered. Although a thorough analysis will be carried out when discussing the results, this constitute evidence that the effect on the dependent vari-8 Some methods in the field of nonparametric statistics and econometrics have been proposed designed to test formally whether two distributions differ statistically considering the entire distributions and not only some of their moments. See Li (1996), Li et al. (2009) . Most of these methods are described in detail in Li and Racine (2007) . Applying the Li (1996) test resulted in statistically significant departures from normality. able of the covariates of interest can vary remarkably depending on which provinces we are focusing, i.e., depending on the conditional distribution of the dependent variable.
The algorithm used to compute the fit is the Barrodale and Roberts algorithm described in detail in Koenker and d'Orey (1987) , which is quite efficient for problems up to several thousands observations (which is our case). The algorithm implements a scheme for computing confidence intervals for the estimated parameters based on inversion of a rank test described in Koenker (1994) . In can also be used to compute the full quantile regression process. For additional details see the documentation of the quantreg package for R (Koenker, 2010). Other methods such as the Frisch-Newton interior point method are more appropriate when the number of observations is very high (see Portnoy and Koenker, 1997).
Did bank branch deregulation affect provincial economic performance?
As a first step to analyze the effect of savings banks' deregulation we estimate the simplest model linking provincial GDP per capita to evolution of the number of out-of-region savings' bank branches per capita. The OLS results (Table 4 , Model 1) indicate that deregulation has a significant positive effect on economic development also in Spain. The results from quantile regressions (Figure 7a ) show that this average positive effect varies a great deal across provinces depending on their degree of economic development. Figure 7a and its decreasing pattern illustrate this fact clearly. For the less developed provinces the effect is much more sizeable (with an estimate close to 0.10) that for the richer provinces.
In fact, for the upper percentiles there is no significant effect at all. It seems that allowing new entrants to open branches was especially effective in those provinces with a low per capita GDP. This makes sense because those are precisely the areas which a less developed financial system to begin with.
The next logical step is to consider explicitly the role of banking density in order to estimate the effect of deregulation. A positive effect of BRANCH_TOT means that new bank branches foster development irrespectively of the savings bank's origin. Now any positive effect coming from BRANCH_OTH will represent a special additional effect of new branches due to the deregulation process above the standard effect of any new branch. Table 4 (Model 2) shows the OLS results. As we can see we still estimate a significant positive effect of deregulation on GDP per capita. However this effect is now smaller. It fells from 0.022 to 0.017. Furthermore, total branches per capita have an even bigger significant positive effect. All in all new branches due to deregulation have an special positive effect on per capita GDP. Turning our attention to the quantile regressions (Figure 7b) we observe again the decreasing pattern of deregulation on GDP with a zero effect for the top richest provinces. Figure 8a shows a similar pattern for the effect of total branches. It is significant over most of the distribution, but the magnitude is also decreasing.
Actually it disappears completely for the richest provinces.
The conclusions from these results seem to be quite clear. Financial development (in fact, banking development) has a significant positive effect on income. This effect is even stronger for branch expansion due to deregulation. However, our quantile results stress that any potential positive effects from banking density tend to vanish after achieving a certain level of development. Since most of Spanish provinces were below such a level, deregulation had a global positive effect in Spain.
These results broadly agree with the initial evidence obtained for the US (Jayaratne and Strahan, 1996; Krol and Svorny, 1996; Strahan, 2003) . However, more recent evidence (Freeman, 2002 (Freeman, , 2005 has challenged the robustness of those previous results on different grounds.
Even without the US precedent it would be only advisable to check the robustness of our preliminary results supporting the hypothesis that deregulation fosters economic development. For that reason we add some additional explanatory variables to see if we keep estimating a positive effect for our deregulation variables. In Model 3 we control for labor market features (UNEMPLOY), demographic factors (WORKFORCE) and size of government. These structural variables are significant and their inclusion tends to reduce the effect of the branching variables. Now BRANCH_OTH is significant only at a 10% confidence level and the point estimate falls from 0.017 to 0.004. BRANCH_TOT is still significant but its parameter falls from .310 to .128. Our quantile results (Figure 7c) show that BRANCH_OTH has still a significant and positive effect, but only for the less developed provinces.
For BRANCH_TOT now the quantile results show first an increasing and then a decreasing effect that disappears for the richest provinces.
In Model 4 we add some specialization variables which account for the different industrial composition of each economy. While these variables are significant (Model 4, Table 4), deregulation loses all its significance. On the other hand, the parameter for BRANCH_TOT remains significant and its point estimate even rises slightly (from 0.125 to 0.147). Our quantile results show (Figure 7d ) that deregulation is not significant for any level of development, although the estimate tend to be closer to being significant in the case of the less developed provinces. The opposite happens with the richer provinces. In the case of BRANCH_TOT (Figure 8c ) the effect is significant for all provinces, but less so both for the less and the more developed provinces. The effect is stronger for middle income provinces.
Model 5 includes also other variables mainly related to capital accumulation (social capital, human capital, gross investment, physical capital and public capital) and banking activity (deposits and loans). If deregulation had a positive effect after controlling for those factors, it would mean that such a positive effect would work through an efficiency channel. Deregulation would imply not only simply more credit and more investment, but better credit allocation and better investment. Table 4 shows that most of the new variables are significant, but BRANCH_OTH is not. On the other hand the parameter for BRANCH_TOT is smaller than before (0.04 instead of 0.138).
The results of the quantile regressions (Figure 7e) show that BRANCH_OTH is close to be significant for the less developed provinces. Interestingly, Figure 8d shows a new pattern for the effect of BRANCH_TOT. After controlling for the credit and accumulation variables that effect exists only for the richest provinces.
This change in the effect of an increase of the branch density points to a qualitative difference in the way it affects economic performance. For the less developed provinces more branches seem to operate through a quantity effect (raising the amount of loans, investment and so on) but to lack any quality effect (no apparent improvement in screening and the allocation of funds to the best investment projects and so on). BRANCH_TOT is significant for those provinces when capital accumulation and loan activity is not included, but this significance vanishes after adding them. On the other hand, for the more developed provinces we get the opposite result. In that case BRANCH_TOT is not significant (or has a smaller effect than in less developed provinces) when we do not control for loan and investment variables. However, BRANCH_TOT remains significant when controlling for loan and investment variables. All this supports the hypothesis of a quality effect for the richer provinces.
Finally, Model 6 includes time and provincial dummies. Time dummies control for the effect of any temporal shocks common for all provinces. Provincial dummies control for any constant characteristic specific to individual provinces not captured for our explanatory variables. BRANCH_OTH remains non-significant and BRANCH_TOT remains significant and even increases its estimated effect (from 0.040 to 0.079). Therefore, our previous comments to Model 5 hold in qualitative terms.
Those are the results about per capita GDP. Now we shift to the analysis of economic performance in terms of labor productivity. Maybe deregulation has special positive economic effects but they do not show much when looking at per capita GDP because of other counterbalancing forces. Table 5 shows the OLS results on the determinants of the level of labor productivity. The quantile regression results for this variable are shown by figures 9 and 10. Overall these results are quite similar to those obtained for per capita GDP. BRANCH_OTH seems to have a significant positive effect on labor productivity (see Table 5 , Models 1-3) but this significance is lost after controlling for structural composition (see Table 5 , Model 4) and remains so when controlling for capital accumulation, financial variables (bank loans and deposits) and time and provincial dummies (see Table 5 , Models 5-6). Quantile results show a declining pattern over the conditional distribution, indicating a positive effect of BRANCH_OTH in the less productive provinces before controlling for accumulation and loan and deposit activity (Figure 9 , Models 1-4). After adding those additional variables (Figure 9 , Model 5) BRANCH_OTH is not significant for any type of province-although the quantile estimates are closer to be positive for the less productive provinces. In contrast, BRANCH_TOT has a mean positive effect according to the OLS results and this result seems to be robust to the inclusion of our controls (see Table 5 , Models 1-6). These new variables only tend to lower the size of the positive effect. Figure 10 shows for BRANCH_TOT the same changing pattern discussed above about per capita GDP. Before including investment and loans variables, the total number of branches has a positive effect only for provinces with low and average productivity, but not for the most productive ones This evidence is suggestive of a quality effect of branches on labor productivity in the more productive provinces. This finding is in line with some of the results of Jayaratne and Strahan (1996) , who observed improvements in loan quality but no consistent increase in lending after branch reform, which may suggest that bank monitoring and screening improvements are the key to the observed growth increases. On the other hand in the least productive provinces, a quantity effect would dominate any positive effect coming from more branches. Table 6 shows the OLS results for provincial capital intensity. BRANCH_OTH has a significant positive effect (Models 1-3) until variable of industrial composition are considered. After that addition there is no significant effect (Models 4-6). Looking at the quantile results (Figure 11 As a result of the process of deregulation savings banks were able to establish branches outside their regions. Our initial results showed a strong economic effect of this kind new branches established by external savings banks well above the effect of the other branches. Those results are not robust to a more detailed and complete analysis. There is no significant special effect linked to this particular type of branches on the levels of per capita GDP, labor productivity or capital intensity.
Furthermore, quantile results show that those hypothetical special effects would be more probable in the less developed provinces than in the richer ones.
However, the geographical deregulation in Spain has fostered a huge increase in branch density.
Our results do show robust evidence of a positive effect of more branches (from "deregulated" savings banks or otherwise, it does not matter) on the levels of per capita GDP and labor productivity (the evidence on capital intensity being less conclusive). In that somewhat more traditional sense deregulation would have fostered economic development in Spain. Our quantile results show this effect working through "more banking and more investment" in the less developed provinces and through "better banking and better investment" in the more developed provinces. Therefore the effect of deregulation (and financial and banking development) seems to vary according to the type of economy that experiences it.
An additional and important question is the permanent or transitory character of the effects of deregulation. For example in the US after initial findings (Jayaratne and Strahan, 1996; Krol and Svorny, 1996; Strahan, 2003) suggesting a persistent positive effects, more recent results (Clarke, 2004; Freeman, 2005) show that spatial deregulation has only short-run effects on economic growth.
Our previous results refer to potential effects of the level of branch density on the level of per capita GDP, labor productivity and capital intensity. They are useful to test any potential effect on short-run economic growth (temporary effects on growth). In order to address any possible permanent effect on economic growth we will use the rate of growth of per capita GDP (Table 7 and Figures 13-14) , labor productivity (Table 8 and Figures 15-16 ) and capital intensity (Table 9 and Figures 17-18 ) as dependent variables. Looking at the OLS estimates for BRANCH_OTH and BRANCH_TOT we can see that there is no significant positive effect in any of the models for any of the variables (Tables 7-9 ).
The most complete quantile specification (Model 5, Figures 15-18 ) confirms that result. Any effect of branch density or branch deregulation on economic growth would be only temporary. This should not come as a surprise. It would be very strange indeed for an increase in the number of branches in a territory to produce a permanently higher rate of growth. It makes much more sense for that type of change to have a temporary effect on the rate of growth (something compatible with a permanent increase on income levels).
Conclusions
This article has analyzed the effects of bank branch deregulation, a particular stem of the financegrowth nexus literature, in a European context. Specifically, we examine the effects of the deregulation that culminated in the phaseout of inter-regional banking restrictions which affected Spanish savings banks until the passage of the law effectively codifying at national level what had been occurring at the regional level. Although the issue has been examined thoroughly in the US context, the empirical evidence available for other countries is non-existent.
The literature focusing in the US reports mixed results. The pioneering studies concluded that economic growth accelerated following intrastate branching reform (Jayaratne and Strahan, 1996) and that statewide branching and interstate banking improved the performance of a state's economy (Krol and Svorny, 1996) . However, more recent studies (Freeman, 2002 (Freeman, , 2005 stressed the fragility of previous findings, largely based on estimation issues.
Our contribution to this literature is twofold. First, the extension to the European context is relevant for a host of reasons. Among them, apart from the fact that previous results would be further validated when focusing in a different context, it is also important considering that the crisis is affecting severely some of the largest European banking sector. The stress tests carried out by the Committee of European Banking Supervisors in June 2010 on 91 banks, which were conducted on a bank-by-bank basis and using bank's specific data and supervisory information on banks from 20 EU Member States, have reported evidence that the crisis is more severe for some institutions. In the particular case of Spain, the only institutions failing the tests were savings banks-those which benefited from the removal of geographic restrictions on inter-regional bank branching. Our second contribution consists of using an alternative empirical strategy which allows estimating the effects of deregulation at different stages of economic development. Specifically, we used quantile regression, which allows a detailed analysis for the different conditional quantiles of the distributions. With this instrument it is possible to uncovering situations where an average effect hides relevant information for different parts of the distribution.
In our particular context, the average effect of deregulation on economic performance might vary across provinces, providing a rather incomplete picture of the underlying relationship between the two variables.
The results have been explored in several directions, since we consider different variables for measuring economic activity (not only per capita income but also labor productivity and capital intensity ratios), the dependent variables are examined both as levels and growth rates, and the regressions are run using both OLS and quantile regression. Our most basic OLS models suggest that the impact of deregulation, in terms of the existence of out-of-region branches in each province, is positive and significant when analyzing its impact on the three measures of economic activity considered (GDP per capita, labor productivity and capital intensity). However, this is an average effect which does not report information for the upper and lower tails of the distribution, i.e., for poorer and richer provinces. The quantile regressions indicate that the impact of deregulation is much more beneficial for low-income provinces, a result that can be extended for labor productivity and capital intensity. 
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