Abstract-Reconstruction of noise-corrupted surfaces may be stated as a (in general nonconvex) functional minimization problem. For functionals with quadratic data term, this paper addresses the criteria for such functionals to be convex, and the variational approach for minimization. I present two automatic and general methods of approximation with convex functionals based on Gaussian convolution. They are compared to the Blake-Zisserman graduated nonconvexity (GNC) method and Bilbro et al. and Geiger and Girosi's mean field annealing (MFA) of a weak membrane.
INTRODUCTION
THE reconstruction of noise-corrupted surfaces cannot in general be deduced. Information is lost, and the reconstruction must be inferred by an estimation paradigm such as Bayesian Maximum A Posteriori Estimation (MAP) or Minimum Description Length (MDL) [1] . MAP selects the most probable reconstruction while MDL selects the simplest explanation of the measurements. Under appropriate conditions [2] , the two methodologies yield identical formulations, and I use the Bayesian formulation.
A sampled surface D n : ‫ޚ‬ ‫ޒ‬ a is noise-corrupted by additive noise N n : ‫ޚ‬ ‫ޒ‬ a yielding the measurements
M(x) = D(x) + N(x).
The MAP estimate is found as the argument R 
where E d is the data term and E s is the smoothness term. Assuming a model of independent identically distributed Gaussian noise, the data term becomes quadratic (Also spatially correlated and nonstationary Gaussian noise leads to a quadratic term as long as it is not correlated with the image.) in R, leading to (the inverse noise variance l s 
where superscript i denotes the ith point in the discrete surface domain W. In general, the smoothness term can express any prior knowledge on the surface, but here I assume the prior to be independent identically distributed in the gradient -R. That is,
where f n ‫ޒ:‬ ‫ޒ‬ a is the smoothness function. In the following, the convexity of the functional E[R] is analyzed for various smoothness functions f.
The shape of f determines the properties of the optimal reconstruction R. If f is quadratic, the minimization implies standard regularization as formulated by Tikhonov and Arsenin [3] . In this case, the functional E is convex and the unique solution can be found by a linear nonrecursive or recursive filtering [4] , [5] .
Blake and Zisserman reformulated (by use of what Rangarajan and Chelleppa [6] call the adiabatic approximation) the discontinuous surface reconstruction problem of Geman and Geman [7] on the form of (3) so that
where ʈ◊ʈ indicates the Euclidean norm. In this case the solution is called the weak membrane, and the functional E is nonconvex and leads to a serious minimization problem. Other smoothness functions f have been used in computer vision [8] . The assumption of 3D isotropy of surface normals implies the Lorentzian estimator
b g e j = + log 1 2 [9] while the assumption of surface structure like Brownian motion leads to a more complicated form of f [10] .
In the following, I analyze the class of smoothness functions f implying convex functionals E. This analysis is followed by the development and characterization of variational methods for approximation of the solution in the nonconvex case. A comparison with and analysis of the Blake-Zisserman GNC and the MFA of the weak string is performed.
CONVEXITY OF FUNCTIONALS
The convexity of a functional on the form of (2) and (3) can be specified directly as a constraint on the smoothness function f:
, where G is the set of possible gradient values -R.
PROOF. Let 
K
: . This is true if
for every possible gradient value x OE G.
0162-8828/97/$10.00 © 1997 IEEE Normally I will identify G = ‫,ޒ‬ but some discussions regarding MFA simplifies using distinct notation. Notice, in the admissible class of smoothness functions f implying a convex functional the second derivative may indeed be negative and introduce discontinuities in the reconstruction. The above theorem is valid for integer sampled signals in 1D where f is a function of the gradient. When another sampling h is used and f is a function of a derivative of order m the theorem still holds but with a modified limit on ¢¢ f x b g [11] :
In the case where the measurements M to be reconstructed are of a higher dimensionality M n ‫ޒ:‬ ‫ޒ‬ a , the picture complicates a bit.
THEOREM 2 [ND CONVEXITY]. A functional E[R], R n
: ‫ޒ‬ ‫ޒ‬ a on the form of (2) is convex if the Hessian H of the smoothness function f is in the class
where ◊
• denotes the maximum norm.
The proof is analogous to the above [11] . Due to the square grid on which R is defined, the criterion is not rotationally symmetric. An isotropic separation reads: If the eigenvalues l i of the Hessian of f(x) are all larger than -1/2n for every x, then E is convex. If one of the eigenvalues is smaller than -1/2, then E is in general nonconvex. Notice that the different dimensions cannot help each other to gain convexity. On the contrary, they all have to share the convexity provided by the data term.
GRADUATED NONCONVEXITY
When the functional to be minimized is nonconvex, gradient methods do not guarantee obtaining the global minimum. Variational methods estimate the solution using an embedding of the functional E[R] into a one-parameter family of functionals
tracked when the control parameter s is varied from s 0 to 0. The final estimate is a local minimum of E[R] but not necessarily the global minimum. In order to argue about the quality of a variational algorithm, I describe three properties: the initial functional E s 0 , the general evolution of the functional, and the convergence of the functional.
In a graduated nonconvexity (GNC) algorithm, the initial functional E R s 0 must be convex. Thus the estimate becomes independent of the initial state and may then be uniquely defined. A set of lines of steepest descent connects to a minimum and forms its basin of attraction. If the functional is convex, every function R is in the basin of attraction of the global minimum. If the initial functional E R s 0 contains several minima, the initial estimate will generically be contained in one basin defining the initially chosen minimum. Thus the final estimate may depend on the initial condition. Obtaining convexity in the initial functional is a critical point of a variational algorithm.
The evolution of the functional and especially the creation and displacement of nonconvexities in the functional is vital to the final choice of minimum. In general, minima will be created and annihilated when varying the control parameter of the functional. The creation (or annihilation) happens through the catastrophes classified by Thom [12] . During the simplest event, the fold, minima appear/disappear on hillsides and the solution is still uniquely defined even though it may move discontinuously as a function of the control parameter [13] . During a cusp, however, a minimum creation corresponds to a balanced splitting of the minimum in two, and a unique tracking of the solution is not defined. That is, cusps should not happen generically in the functional. The analysis of catastrophes in the functional is, even though important, not the subject of this paper.
The displacement of the minimum during variation is important for the final solution. It is hard generally to quantify this displacement, but in the case of MFA of the weak membrane [14] , [15] one can describe parts of the dynamics of the local minima and thereby derive some qualitative structure of the solution.
Finally, the local minima of E s must converge to the local minima of E. This is captured in the mathematical concept of Gconvergence [16] . In general, functions can be G-convergent without being uniform convergent and vice versa, but in a discrete setting uniform convergence implies G-convergence. Hence, I am in this context satisfied by uniformly convergence for GNCalgorithms.
The GNC of the weak string by Blake and Zisserman [17] fulfils the above criteria of convexity and convergence. Here, the critical part of f is substituted by a negative parabola of second derivative larger than -1/2 and the interval of substitution shrinks with s. In the following, two GNC generating algorithms are presented. They work on a large class of smoothness functions and are automatic. Furthermore, the MFA of the weak string is reviewed in terms of the above properties of variational algorithms. . Furthermore, In the case of the weak string (the 1D version of the weak membrane (4)), f(x) can be constructed from l / . According to Theorem 3, the weak string becomes convex by a convolution of f with a Gaussian of The proof is given in [18] . It is also valid if the Gaussian part of p has an infinite standard deviation, and thereby the Probability Blurring applies to the weak string.
FOCUSING ALGORITHMS

THEOREM 3 [SMOOTHNESS BLURRING]. Any functional E on the form of (2) having a smoothness function f(x) ∫ g(x) + h(x), where h(x) is integrable and g implies a convex functional E
Both Smoothness and Probability Blurring have here been defined for the 1D case, but generalize to higher dimensions since Gaussian convolution is separable [11] .
These two blurring methods generating convex approximations of nonconvex functionals can be used to design GNC algorithms, here called focusing algorithms: The global minimum is found for s = s 0 and then locally tracked as s is lowered towards zero. In Fig. 1 the Smoothness Focusing behavior is compared to the BlakeZisserman GNC. The SF finds a solution of lower energy for most image gradients. In general the BZ finds too many discontinuities while the SF finds too few. In Fig. 2 the development of discontinuities during the Smoothness Focusing of the weak membrane on an image of a water lily is shown.
The focusing algorithms can be given a Bayesian rationale as respectively maximizing the expectation value of the a posterior probability and minimizing the expectation value of the energy functionals when the gradient can only be measured with noise from the discretely sampled image [19] .
In Fig. 3 the Probability Focusing is applied to the Lorentzian estimator f(x) = l 2 log(1 + |xʈ 2 ) assuming 3D isotropy of surface normals [9] . 
MEAN FIELD ANNEALING
Mean field annealing (MFA) is a deterministic analogy of simulated annealing. Instead of randomly sampling a Gibbs distribution of solutions, the mean of the distribution is computed:
where Z, the partition function, normalises the distribution.
When s tends towards infinity, all solutions have same probability and the MF approximation becomes the center of gravity of the domain of R. When s tends to zero, only the solution of minimum energy has a nonzero probability, and the minimumenergy-solution equals R . However,the partition function and the integral are hard to evaluate, and approximations must in practice be introduced. In case of the weak string, Geiger and Girosi [15] used the socalled saddle point approximation while Bilbro et al. [14] used Peierl's inequality to derive identical approximations of effective potential to be minimized. In these MF approximations, the smoothness term reads:
This term has the following properties [11] : the lower bound on the second derivative increases towards approximately -0.6l PROOF. This follows from Theorem 1 and the above two properties of f s .
In practice, images are bounded (e.g., R OE [0; I max ]) so that the finite difference approximation of the derivative is also bounded (e.g., G = [-I max ; I max ]). In this way the MFA creates a convex functional if s initially is chosen sufficiently large. However, the nonconvexities (potential barriers) that may not be overcome travels in the solution space as -R = ±h(s), where h(s) decreases from I max toward T during the annealing. In this way the solution may be trapped between the potential barriers creating solutions with very low gradients. This behavior is generic for the proposed MFA. In Fig. 4 this is illustrated. Parameters (l, T) are chosen to emphasize the trend; often the energy will drop before it increases as a function of the initial temperature.The MFA of the weak string does not gradually introduce nonconvexities, but merely introduces them at the boundary of the solution space and moves them inwards. 
CONCLUSION
I have derived criteria for functionals with quadratic data terms being convex. Two methods of approximating smoothness terms both based on Gaussian smoothing have been proposed. Gaussian smoothing has the advantage of being causal (i.e., not creating structure in the functional when applied [20] ) and implying a semigroup structure. Applied to surface reconstruction problems, the functional approximation has produced GNC algorithms that perform marginally to significantly better than the BlakeZisserman GNC on the weak string. The methods of approximation guarantee an initially convex functional and are fully automatic. They also provide a conservative measure of the initial degree of smoothing needed. In this paper results are shown for the weak string and the robust Lorentzian estimator for reconstruction. In [18] , more results can be seen. In [21] , the Probability Focusing has been used in conjunction with an adaptive reconstruction scheme. Here, the prior is given as a measured histogram of gradients. Both the schemes are applicable to such situations of numerically represented smoothness functions.
The methods have also been used in conjunction with stereo. However, in this case the data term is not quadratic and a convex functional cannot be guaranteed. Actually, it can be argued that an unbiased method can never guarantee a convex solution space in the stereo case [22] .
The criterion on the smoothness functional to imply a convex solution space is used to show that the Mean Field approximation of the weak string [14] , [15] does not necessarily imply a convex functional. Furthermore, the MF Annealing is analyzed from the motion of nonconvexities indicating that the initial temperature defines the discontinuities and that they are arbitrarily few for a sufficiently high starting temperature.
