The problem of interpretation of thermal admittance spectroscopy data for semiconductor impurity parameter extraction is considered. Traditional analysis predicts that the Arrhenius plot for conductance peak temperatures is a straight line with the slope proportional to impurity activation energy and the intercept determining its capture cross section. Using a general model of the Schottky junction admittance we show that conductance peak positions strongly depend on the impurity bulk occupation number and potential distribution in the space-charge region, and, as a result, the Arrhenius plot is nonlinear for some semiconductor parameters and experimental conditions, in particular for relatively shallow impurities. In this case, the traditional linear approximation of the Arrhenius plot yields inaccurate values of activation energy and capture cross section. We propose a more accurate procedure for admittance spectroscopy data analysis involving least-squares fitting using the general and the small-signal models of the junction admittance. Although much more computationally intensive, the general model is shown to provide a better fit to the data at low temperatures, where the small-signal approximation is invalid. This approach is applied for an example admittance data and yields a better fit of the theoretical curve to the data and an improved value of activation energy for the nitrogen donor in 6H-SiC.
I. INTRODUCTION
Thermal admittance spectroscopy is a powerful tool which allows one to obtain useful information, such as activation energy and capture cross section, about impurity levels in semiconductors. [1] [2] [3] [4] [5] [6] [7] The technique is based on a strong dependence of the semiconductor junction differential admittance on the temperature and measurement ac signal frequency in the case of a semiconductor with an incompletely ionized impurity. This effect has been studied in detail by many authors ͑see, e.g., Refs. 1-4, 6, and 8-10͒. The real part of the junction admittance, the conductance, exhibits a peak in its temperature dependence when the impurity ionization time constant is comparable with the ac measurement signal period. The imaginary part of the admittance, the capacitance, has an inflection point in the same temperature range. In most variants of the admittance spectroscopy technique the conductance peak positions corresponding to different measurement signal frequencies are used to obtain the impurity parameter information.
Theoretical foundations of the admittance spectroscopy were laid down by several authors. Vincent et al. 2 used truncated space-charge and single time constant approximations to obtain expressions for the Schottky junction admittance as a function of temperature and ac bias frequency. The authors postulated the impurity time constant to be equal to the inverse of its emission rate and found that peaks in the junction conductance and inflection points in its capacitance temperature dependencies occur when the emission rate is equal to the ac bias circular frequency. Oldham and Naik 3 obtained expressions for the capacitance and conductance of the pn junction using slightly modified truncated space-charge approximation and finite-thickness charge sheets to model the regions where impurity ionization takes place. The authors obtained impurity level parameters by plotting the frequency at which the capacitance changes a given fraction from its low-frequency value versus the reciprocal temperature. Losee 1 obtained an exact equation for the junction admittance in the framework of the small-signal approximation without using truncated space-charge or single time constant approximations. His approach requires numerical calculations. To apply the model to admittance spectroscopy data analysis the author found an approximate value for the inverse effective impurity time constant, which must be equal to the measurement frequency for the conductance to have a peak, equal to twice its emission coefficient. Pautrat et al. 4 additionally investigated low-temperature peaks in the junction conductance related to the semiconductor dielectric relaxation time change due to a rapid free carrier concentration drop caused by their freezing into the shallowest impurity.
A typical experimental approach is to carry out admittance measurements over a continuously variable temperature range using several discrete measurement signal frequencies. Then the conductance peak positions corresponding to different frequencies are plotted on a 1/T scale. If the rather simplified condition of equality of the measurement signal frequency and impurity emission rate multiplied by a constant is assumed to define conductance peak positions, then a plot of ln(T Ϫ2 ) or ln ͑depending on the temperature dependence of the impurity capture cross section͒ versus 1/T will be a straight line, whose slope is proportional to the impurity activation energy.
In this work we present a more rigorous treatment of the Schottky junction admittance and show that the traditional analysis does not take into account several important factors which affect the impurity time constant and thus the conductance peak positions on a temperature scale. In particular, we find that under certain conditions the plot ln(T Ϫ2 ) or ln versus 1/T is not linear. We also show that the peak positions are affected by the junction potential distribution, which is a function of semiconductor parameters and experimental conditions. The junction admittance is considered in the framework of a very general model which does not use the smallsignal approximation, and therefore allows accurate calculation of the admittance when this approximation is not valid, for example, at low temperatures or for large ac bias amplitudes ͑where higher harmonics of the current must be taken into account͒. Finally, we test our predictions by comparing the least-squares fit of the conductance calculated using the general model and the small-signal model, and the traditional linear fit to the experimental data.
II. THEORY
An ac voltage applied to a Schottky junction causes the junction space charge to change. The junction admittance measured by impedance meters is equal to the time derivative of the total ͑integrated over the space-charge region͒ charge change divided by the applied ac voltage, which caused this change. Two processes contributing to the total charge change are the free carrier sweep-out at the spacecharge region boundary and the impurity occupation number change, which is significant if the semiconductor contains an incompletely ionized impurity species. Neither of these two processes is instantaneous. The response delay is governed by the dielectric relaxation time for free carriers and by the ionization time, which is defined by capture and emission rates, for the impurity atoms. While the former is usually very short compared to the typical measurement ac signal period, the latter may be comparable to or longer than this period, in which case the depletion region charge lags the bias change and the junction admittance contains a nonzero conductive component. When the junction temperature is changed, the impurity ionization time constant changes also and for some temperatures, when its magnitude becomes approximately the same as the ac bias period, the conductance goes through a peak.
To calculate the junction admittance for an arbitrary temperature, impurity energy and time constant distribution, and applied bias amplitude, a fully self-consistent model that is not based on the small-signal approximation or truncated space-charge approximation should be used. The model that we have developed 11 satisfies these requirements and allows the calculation of the reverse bias Schottky junction transfer function for an arbitrary periodic excitation. This requires solving a system of ordinary differential equations for the Fourier coefficients of the junction potential c k
where a k and b k are the Fourier coefficients of the ionized impurity and free carrier concentrations, respectively, N 0 ϩ and n 0 are the bulk values of these quantities, is the semiconductor permittivity, q is the electronic charge, ␤ ϵk B T/q, k B is the Boltzmann constant, and T is the temperature. We assume the Shockley-Read-Hall statistics 12, 13 to be applicable. Then Fourier coefficients a k can be found from a standard rate equation, which should be solved selfconsistently with Eq. ͑1͒. Under the assumption that the dielectric relaxation time is much shorter than the ac bias period, b k can be found simply from Boltzmann or FermiDirac statistics. Setting the boundary conditions such that only the fundamental of the ac bias is nonzero at the metalsemiconductor interface and using the fundamental of the potential and its derivative ͑the component of electric field at the surface, which from the Gauss's law is proportional to the depletion region charge change caused by the fundamental͒ one can calculate the junction admittance as measured by impedance meters:
where is the ac signal frequency, is the amplitude of the fundamental of the ac potential, and the point xϭ0 corresponds to the metal-semiconductor interface. The solution of the system ͑1͒ and the corresponding set of rate equations in the framework of the general model provides the distribution of the potential harmonics in the junction space-charge region, which allows the junction admittance to be calculated for an arbitrary ac potential amplitude and arbitrary temperature. 11, 14 This, however, requires solving a set of nonlinear coupled boundary-value problems, which makes the problem computationally intensive, and analysis of the solution difficult. To obtain physical insight and some useful results we will first linearize the problem by using the small-signal approximation. Then, we will extend our treatment to use the general model for calculation of the junction potential distribution and its influence on the junction admittance.
If the applied ac voltage is small so that the ac potential in the parts of the depletion region where impurity ionization takes place is also small, 15 both the free carrier concentration change ␦n and the impurity atom occupation number change ␦N ϩ are proportional to the ac potential change ␦. The equation for the ionized impurity concentration ͑the rate equation͒ then decouples with Poisson's equation, so that the proportionality coefficient between the charge change ␦ ϭq(␦N ϩ Ϫ␦n) at any point in the space-charge region and the ac potential at this point ͑i.e., the ''susceptibility'' function͒ can be written explicitly:
where ␦ 1 ϵ␦/␤, N t is the impurity atom concentration ͑which for discussion purposes we assume to be donor-like͒, f t is their ionization probability, and e n is the emission rate, which is assumed to be equal to its equilibrium value
where E A is the impurity activation energy, C n ϭ͗v th ͘ is its capture coefficient, is its capture cross section, which is assumed to be energy independent, 1 ͗v th ͘ is the electron average thermal velocity, N c is the effective density of states near the conduction band minimum, and ␥ is the impurity degeneracy factor. A nondegenerate free carrier distribution is assumed. Several models exist for capture processes in semiconductors, 16, 17 which predict different temperature dependencies of the impurity capture cross section , such as ϰT Ϫ2 or approximately independent of temperature. If the temperature dependence of the impurity capture cross section is not known a priori, both models should be used in admittance spectroscopy data processing, and the decision on which model produced the correct impurity parameter values can be made using results from independent measurement.
Strictly speaking, under the small-signal approximation the junction admittance and the effective impurity response time constant are defined by the integral of the product of the susceptibility function ͑3͒ and ac potential ␦ 1 over the space-charge region. However, if one takes into account that ͑3͒ is a peaked function and the potential is a relatively slowchanging function in the space-charge region, then, to the first approximation, the effective impurity time constant defining the conductance peak position will correspond to the maximum of the imaginary part ͑the charge which responds in quadrature with the potential͒ of expression ͑3͒. Losee has shown 1 that this maximum occurs at the point where f t Х1/2, and, since the impurity ionization time constant is given by ϭ(C n nϩe n ) Ϫ1 , 1,11 the frequency at which the conductance has a peak is defined by the condition ϭ2e n . In Vincent's model 2 this condition is ϭe n , but in this model the impurity time constant was artificially set equal to 1/e n . In either case, as it follows from Eq. ͑4͒, a plot of ln(T p
Ϫ2
) versus 1/T p for a temperature independent or a plot of ln versus 1/T p for proportional to T Ϫ2 , where T p is the conductance peak temperature, should yield a straight line with the slope ϪE A and intercept determining C n . However, as we will show, neither of the two conditions ϭ2e n or ϭe n are valid for all values of the impurity activation energy at an arbitrary temperature.
Assuming again that the potential is a slow-varying function of the coordinate, the total charge in the spacecharge region responding in quadrature to a potential change, and thus determining the conductive component of the junction admittance, is given by the integral of the imaginary part of Eq. ͑3͒, taken from unity to the bulk value of f t , defined as f t0 . It is easy to check that peak position of this integral on the ␣ϵe n / scale is given by the equation
͑5͒
The solution of this equation is ␣Ϸ1/2 for f t0 Ӷ1 and ␣ Ϸ1 for f t0 →1, which means that a peak in the conductance will be observed for ϭ2e n if the impurity is neutral in the semiconductor bulk and for ϭe n if it is almost completely ionized in the semiconductor bulk ͑of course in the latter case the amount of charge capable of responding to a potential change is smaller and, therefore, the conductance peak amplitude is also smaller͒. Indeed, for a dominant donor, whose energy level difference with the conduction band edge is less than the band bending in the junction, and the bulk occupation number is nearly unity, there is a point in the space-charge region where the quasi-Fermi level coincides with the impurity level, and, as it follows from Eq. ͑4͒, C n nϭe n . In this case the average value of Ϫ1 is approximately equal to 2e n , which is the same result obtained by Losee. If the bulk occupation number value is far from unity, the Fermi level is below the impurity level, therefore e n ӷC n n in most parts of the space-charge region, and the average value of Ϫ1 is close to e n . Thus if the measurement conditions are such that conductance peaks for different measurement frequencies occur in a broad temperature range ͑which is true for relatively shallow impurities͒, so that the impurity bulk occupation number changes significantly in this range, it is possible that one should use the condition e n ϭ at higher and e n ϭ/2 at lower frequencies ͑or some other intermediate values͒ to determine the emission coefficient. In this case the plot ln(T p
Ϫ2
) or ln versus 1/T p will not be a straight line and the linear fit to this plot will produce an erroneous value of the activation energy.
We now extend the above treatment to take into account potential distribution in the junction space-charge region. The junction admittance in the general case should be calculated self-consistently using Eqs. ͑1͒ and ͑2͒ and the corresponding rate equation. The value of admittance, however, can be estimated by evaluating the integral of the product of Eq. ͑3͒ and ␦ 1 over the space-charge region. Calculations show that the peak in the imaginary part of this product does not necessarily correspond to the point where f t ϭ1/2 even if f t0 Ӷ1, so that the effective value of 1/ differs from 2e n . Figure 1 represents a typical ac potential distribution, calculated using the general model, susceptibility function ͑3͒, and their product ͑the charge change͒ at a temperature where f t0 Ӷ1 and Ϸ2e n . Clearly, the real part of the potential distribution affects the peak position of the imaginary part of the product. Another peak arises from the product of the real part of the susceptibility function and the imaginary part of the potential and is of the opposite sign thus decreasing the area under the curve, which defines the conductance. Since the potential distribution is a function of semiconductor parameters, such as impurity concentration, activation energy, and capture cross section, as well as the applied bias, the conductance peaks may have different positions for the same impurity species when the semiconductor or experimental parameters vary.
Note also, that even for a relatively small ac measurement voltage ͑30 mV rms, a standard value used in impedance meters͒ both real and imaginary parts of the potential in the regions of noticeable sensitivity of the impurity to potential changes are not strictly much smaller than k B T/q, and, therefore, the small-signal approximation is not exactly valid. For larger measurement voltages, which are not uncommon in admittance measurements, the small-signal approximation is not applicable, and a model valid for arbitrary ac bias voltages should be used.
The junction admittance may contain one more peak, which is caused by the influence of semiconductor bulk resistance R s on the equivalent parallel circuit used by imped-ance meters. Position of this peak on the temperature scale is given by the relationship R s Ӎ1/C, where C is the junction capacitance. If the diode is fabricated such that R s is negligible at room temperature, it is likely that this peak will occur at temperatures much lower than the peak due to impurity charging/discharging ͑whose position is defined by the impurity time constant͒ because of the larger carrier mobility and smaller junction capacitance at lower temperatures. The plot of T p Ϫ(mϩ1.5) , where m is the exponent in the mobility temperature dependence, versus 1/T has the slope of F ϪE c , where F is the Fermi level and E c is the conduction band edge energy. 4, 18 In the case of a compensated semiconductor the limiting value of F as T→0 is E A , which in principle gives the possibility to find the activation energy from the slope of T Ϫ(mϩ1.5) versus 1/T. However, the Fermi level position changes significantly at finite temperatures, being close to E A only in the vicinity of zero temperature, and extrapolation of T Ϫ(mϩ1.5) to these temperatures would contain a noticeable error.
III. APPLICATION AND DISCUSSION
From the above consideration it can be concluded that to obtain accurate values of impurity parameters one should not rely on simplified criteria e n ϭ/2 or e n ϭ. Instead, a more accurate approximation procedure ͑e.g., least-squares fitting͒ using an appropriate model should be used. The described general model 11 is valid in a broad range of impurity parameters and experimental conditions, however, this model requires time consuming numerical computations. An alternative is given by the exact small-signal model 1 when the small-signal approximation is reasonable.
To illustrate these conclusions we performed an analysis of a Schottky junction admittance spectroscopy data using the traditional approach and also least-squares fitting to the exact small-signal model and to the general model. When using the general model the junction admittance was calculated using formula ͑2͒ and the potential and its derivative were found from the solution of system ͑1͒ together with the corresponding rate equation for a single impurity level and Boltzmann formula for the free carrier distribution. In the small-signal case the admittance was calculated using Losee's expression:
, where is the static potential, Fig. 2 . The measurements were performed on a nitrogendoped 6H silicon carbide Schottky diode using the HP4275A impedance meter in the frequency range 10 kHz-1 MHz. The measurement ac signal was set to 30 mV rms. The impurity concentration was measured by the standard capacitance-voltage technique, and was found to be equal to 2ϫ10 16 cm Ϫ3 . The Arrhenius plot corresponding to the experimental data in Fig. 2 is clearly nonlinear and the traditional approach does not provide a good fit to the data. The small-signal model provides a good fit in the temperature range 110-169 K ͑the first five points on the plot͒, but deviates from the experimental data at lower temperatures because the small-signal approximation becomes invalid at these temperatures. It was possible to obtain a good fit of the small-signal model to the data only when the two points corresponding to the lowest temperatures were not used in the fitting procedure. The general model is valid for any potential values and provides a good fit to the experimental data at all temperatures.
The resulting impurity parameters produced by the general model are E A ϭ0.085 eV, which corresponds to nitrogen on the hexagonal site in 6H-SiC, [19] [20] [21] and ϭ2.7 ϫ10 Ϫ18 cm 2 for the temperature independent capture cross section. We were not able to obtain a satisfactory fit to the data for the capture cross section proportional to T Ϫ2 . The impurity parameter values obtained from the linear fit using condition ϭ2e n were E A ϭ0.063 eV and ϭ1.0 ϫ10 Ϫ17 cm 2 . The activation energy error in this case is about 35%.
In this measurement conductance peaks occurred in the temperature range 95-169 K. Calculations show that for nitrogen donors with an activation energy of 0.085 eV and concentration 2ϫ10 16 cm Ϫ3 the fractional ionization is about 0.8 at 169 K and 0.1 at 95 K. This, according to Eq. ͑5͒, explains the nonlinearity of the Arrhenius plot. In another measurement for boron-doped 4H-SiC conductance peaks were in the range 168-230 K. At these temperatures the fractional ionization of boron, which has the activation energy of about 0.3 eV, is 0.001-0.02, which is much less than unity, and the Arrhenius plot was practically linear. The activation energy of boron determined from the least-squares fit of the small signal model was different from the one obtained from the linear fit by about 10%. It is interesting to note that in several cases reported in literature 1, 18, 22, 23 Arrhenius plots corresponding to relatively shallow impurities are concave, just as predicted by Eq. ͑5͒.
IV. CONCLUSIONS
We have demonstrated that the effective value of an impurity level time constant depends on the impurity bulk ionization probability f t0 , and different conditions e n ϭ/2 and e n ϭ determine conductance peak positions in the limits f t0 Ӷ1 and f t0 →1, respectively. This leads to the nonlinearity of the Arrhenius plot ln(T Ϫ2 ) or ln versus 1/T, which is a source of error if the traditional linear approximation of the Arrhenius plot is used to extract impurity parameters from the admittance spectroscopy data. The error is expected to be larger for shallower impurities because the conductance peaks occur over a broader temperature range, and the impurity ionization probability can thus change significantly. It has also been shown that the peak positions are affected by the potential distribution in the junction space-charge region. This distribution is a function of semiconductor parameters and measurement conditions, and therefore the peaks for the same impurity species may occur at different temperatures when these parameters or conditions vary. Even for relatively small ac measurement signals ͑30 mV in our example͒ the small-signal approximation may be invalid at a temperature where the conductance has a peak, which may lead to an incorrectly calculated peak position if a model based on this approximation is used. Hence the junction admittance should in general be calculated using a self-consistent model taking into account large-signal effects. A least-squares fit using such a general junction admittance model has been used instead of the traditional approach, which produced an improved value for the activation energy of nitrogen in 6H-SiC.
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