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Upon a consistent topological statistical theory the application of structural statistics requires a
quantification of the proximity structure of model spaces. An important tool to study these structures
are Pseudo-Riemannian metrices, which in the category of statistical models are induced by statistical
divergences. The present article extends the notation of topological statistical models by a differential
structure to statistical manifolds and introduces the differential geometric foundations to study
distribution families by their differential-, Riemannian- and symplectic geometry.
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1 Introduction
Since the 1960s investigations on the invariant struc-
tures of statistical models led to various approaches to
incorporate geometric structures, of which notably the
contributions of N. N. Chenzow [1] and S. Amari [2]
eventually encouraged the notation of Statistical Mani-
folds. Thereby Amari’s approach to incorporate a dif-
ferential structure emphasizes the Fisher Information
Metric which is obtained as a partial derivative of the
Kullback-Leibler divergence. The induced geometry be-
came known as Information Geometry. Unfortunately the
supplementary degree of abstraction compared to its ini-
tially low applicability caused further research on this di-
rection to lose “momentum”. Nevertheless, in the first
decade of the 21st century, the increasing availability
of large collections of complex natural data, demanded
a theoretic underpinning of complex structural assump-
tions, in particular with respect to the rising theory of
deep-learning.
2 Statistical Manifolds
Topological Statistical Models [3] provide the ability
to characterize statistical inference without the neces-
sity of an underlying sample space. Thereby the sta-
tistical equivalence of statistical models is provided by
Kolmogorov equivalence. The topologies of those Kol-
mogorov quotients in turn are obtained by countable
coverings of Borel sets in R and therefore enriches the
underlying model space to be second countable Haus-
dorff spaces. It is therefore straightforward to transfer
the concept of topological manifolds to statistical models
by the Kolmogorov quotients of their induced topologi-
cal statistical models: Let (S, Σ,M, T ) be topological
statistical model and n ∈ N. Then a coordinate chart
(U, φ) within KQ(M, T ) is constituted by an open set
U ∈ τ /id and a homeomorphism φ : U → Rn into Rn.
This allows the definition of an atlas A forM by a fam-
ily of charts {(Ui, φi)}i, that covers M /id , such thatM /id =
⋃
i∈I Ui. In order to extend the local Euclidean
structure of the individual coordinate charts, to a global
structure over the model space, the transitions within
overlapping charts are required to preserve the structure.
Let therefore (Ua, φa) and (Ub, φb) be coordinate charts
in A with a nonempty intersection Ua∩b = Ua ∩ Ub,
then φa(Ua∩b) and φb(Ua∩b) generally denote different
representations of Ua∩b in Rn. In this case for a given
k ∈ N0 ∪ {∞, ω}, the charts are regarded to be Ck-
compatible, iff their transition maps φa◦φ−1b and φb◦φ−1a
are k-times continuously differentiable.
If all charts of an atlas A are pairwise Ck-compatible,
then A is termed a Ck-atlas. Let then be A′ a further Ck-
atlas of M, then A and A′ are termed Ck-equivalent, if
also A∪A′ is a Ck-atlas ofM. This equivalence relation-
ship may be used to derive a maximal atlas by completion.
Let therefore Amax be the union of all Ck-atlases of M,
that are Ck-equivalent to A, then Amax is unique for the
Ck-equivalence class of A and does not depend on the
choice of A within this class. Then any Ck-differentiable
function, that is defined within the image of a chart in
Amax has a unique Ck-differentiable extension within its
neighbourhood in KQ(M, T ). The crux in the defini-
tion of a Ck-atlas A however is, that due to the Haus-
dorff property of KQ(M, T ) and the completion of A
byAmax the requirement of the transition functions to be
Ck-diffeomorphism in Rn induces a differential structure
to KQ(M, T ). Then not only the transition maps, but
any coordinate chart by itself may be regarded as a Ck-
diffeomorphism into Rn. This defines the structure of a
statistical manifold.
Definition (Statistical manifold). Let (S, Σ,M, T ) be
a topological statistical model and A an n-dimensional
Ck-atlas for KQ(M, T ). Then the tuple (S, Σ,M, A)
is termed a statistical manifold. Remark: The cate-
gory of k-differentiable statistical manifolds is denoted by
StatMank.
Since the atlas A has to be defined with regard to the
Kolmogorov quotient KQ(M, T ) to assure the Hausdorff
property, statistical manifolds have technically to be re-
garded as non-Hausdorff manifolds. Since the atlas A
conversely induces a topology that equals T /id the orig-
inal topological statistical model (S, Σ,M, T ) may not
be derived by (S, Σ,M, A). Nevertheless by the exten-
sion of the Kolmogorov quotient to the atlas KQ(M, A),
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it follows that KQ(M, T ) and KQ(M, A) are Kol-
mogorov equivalent and therefore that (S, Σ,M, T ) and
(S, Σ,M, A) are induced by statistical equivalent mod-
els. With regard to observation based statistical inference
this “irregularity” however usually has no impact, since for
any identifiable statistical manifold (S, Σ,M, A), which
model space M is identical to a parametric family Mθ,
it holds that M /id = Mθ = M and therefore that
KQ(M, A) = (M, A).
Without loss of generality in the following therefore
(S, Σ,M, A) is assumed to be an identifiable statisti-
cal manifold and therefore a manifold in the usual con-
text. Nevertheless, in order to provide higher struc-
tures, it is reasonable to recapitulate the usual concepts
and the vocabulary of manifolds. First of all by assum-
ing A to be a C0-atlas, the transition maps, that de-
fine the structure of (S, Σ,M, A) are only required to
be continuous and (S, Σ,M, A) is termed topological.
For the case, that A is a Ck-atlas with k > 0 how-
ever, the transition functions at least have to be differ-
entiable and therefore (S, Σ,M, A) is termed differen-
tiable. Let now be (N , B) a further identifiable statistical
manifold, where B is an m-dimensional Ck-atlas of N
and f : M → N a function, that is is continuous w.r.t.
the induced topologies. Then f is Ck-differentiable and
written as f ∈ Ck(M, N ), if for arbitrary coordinate
charts (U, φ) ∈ A and (V, ν) ∈ B with f(U) ⊆ V it
holds, that ν ◦ f ◦ φ−1 is k-times continuously differen-
tiable. Thereby the case (N , B) = (R, B(R)) occupies an
exceptional position, which is abbreviated by the notation
Ck(M). At this point it is important to notice, that al-
though the definitions of Ck-atlases and Ck-differentiable
functions depend on the choice of k, this does essen-
tially not apply for the underlying differentiable struc-
tures. The reason for this “peculiarity” may be found in
the property, that for any k > 0 any Ck-atlas uniquely
admits a “smoothing”, given by a Ck-equivalent C∞-atlas.
Therefore the set of smooth functions C∞(M) is well de-
fined, independent of the underlying differentiable struc-
ture. Thereby C∞(M) constitutes an associative algebra
w.r.t. the pointwise product “ ·”, the addition “+” and
the scalar multiplication. This allows a formal defini-
tion of derivations at points P ∈ M by R-linear func-
tions D : C∞(M) → R, that satisfies the Leibniz rule
D(ϕ·ψ) = D(ϕ)ψ(P )+ϕ(P )D(ψ) for all ϕ, ψ ∈ C∞(M).
Let now be TPM the set of all derivations at P , then
TPM defines an n-dimensional R-vector space, by the op-
erations (v+w)(ϕ) := v(ϕ)+w(ϕ) and (λv)(ϕ) := λv(ϕ),
for v, w ∈ TPM, ϕ ∈ C∞(M) and λ ∈ R. As for
any given coordinate chart (U, φ) that contains P , any
derivation v ∈ TPM uniquely corresponds to a directional
derivative in Rn at the point φ(P ), the elements of TPM
are termed tangent vectors and TPM the tangent space
at P . Then the partial derivatives at P , given by {∂i}P
with ∂i : P 7→ ∂/∂φi |P provide a basis of TPM, such
that any v ∈ TPM has a local representation by a vec-
tor ξ ∈ Rn with v = ξi∂i. Let now be f ∈ C∞(M, N ),
then the differential of f at P ∈ M is a linear map-
ping dfP : TPM→ Tf(P )N , which for all v ∈ TPM and
ϕ ∈ C∞(N ) is defined by (dfP v)(ϕ) := v(ϕ ◦ f). Then
f is an immersion, if for all P ∈ M the differential dfP
is injective. If furthermore f is injective and continuous
w.r.t. to the respectively induced topologies, then f is a
smooth embedding and the image of f a smooth submani-
fold ofN w.r.t. the atlas, which is restricted to the image.
This allows the definition of smooth parametrisations for
statistical manifolds.
Definition (Smooth parametrisation). Let (M, A) be a
differentiable statistical manifold, (V, B) a differentiable
manifold over a vector space V and θ a parametrisation
for M over V . Then θ is termed a smooth parametri-
sation for (M, A), iff θ−1 : KQ(M, A) ↪→ (V, B) is a
smooth embedding.
Since for any smooth n-manifold the Whitney embed-
ding theorem postulates the existence of a smooth em-
bedding within R2n any smooth statistical n-manifold
(M, A) has a smooth parametrisation θ over R2n. It is
therefore convenient to introduce the notation “(Mθ, A)”
for a differentiable statistical manifold with a smooth
parametrisation θ. Since the tuple (M, θ−1) is an C∞-
chart that coversM, it provides a smooth representation
of (M, A) by the parameter space Θ = θ−1(M). Thereby
for any coordinate chart (U, φ) ∈ A, the mapping φ : U →
Rn provides an n-dimensional basis for the tangent space
TPM by the partial derivatives {∂i}P . Since the smooth
parametrisation θ however is an immersion, also the dif-
ferentials dθ−1(∂i) also provide an n-dimensional basis of
the space Tθ−1(P )Θ. Therefore any tangent space may
intuitively be identified with an n-dimensional affine sub-
space of Θ and any tangent vector by a directional deriva-
tive within this subspace. A smooth parametrisation then
in particular allows the identification of smooth curves
γ : I →M inM by smooth parametric curves γθ : I → Θ
in Θ, such that γ = (θ◦γθ). Then for any k ∈ N0∪{∞, ω},
it holds that γ ∈ Ck(I,M) iff γθ ∈ Ck(I, Θ). Therefore
smooth parametric curves provide the foundation for a
traversal of M. Thereby the traversal along the para-
metric curve γθ(t) is described by the unique directional
derivatives γ˙θ(t) in ×. Consequentially due to the unique
correspondence between directional derivatives in Tγθ(t)×
and tangent vectors in Tγ(t)M the traversal along γ inM
is also described by unique tangent vectors γ˙(t) ∈ Tγ(t)M.
This uniqueness however only applies to the direction
in Θ but not to its representation in Tγθ(t)× in terms
of the chosen basis. With regard to a coordinate chart
(U, φ) inM the local basis {∂i}P at P ∈ U naturally ex-
tends over U , by regarding ∂i : P 7→ ∂/∂φi as an ordered
basis, termed a local frame, which localized as P pro-
vides ∂i : P 7→ ∂/∂φi |P . Then the differentials dθ−1(∂i)
provide a local basis of Tγθ(t)Θ |θ−1(U) and the direc-
tional derivatives γ˙θ(t) ∈ Tγθ(t)Θ |θ−1(U) may uniquely
be identified with tangent vectors γ˙(t) ∈ Tγ(t)M |U by
γ˙(t) = dθ(γ˙θ(t)) |U . In order to continue the traver-
sal however it is required to “connect” the basis vectors
of the affine spaces along the curve by an unambiguous
notation, which is independent of the chosen coordinate
charts. This provides the notation of an affine connec-
tion. At a global scale the disjoint union of all tan-
gent spaces constitutes the tangent bundle TM, which
by itself is diffeomorphic to M × Rn and therefore in
particular a differentiable manifold. This property al-
2
lows to define smooth vector fields on M by smooth
functions X ∈ C∞(M, TM), or w.r.t. the sequence
M X↪→ TMM by smooth sections X ∈ Γ(TM). Intu-
itively smooth vector fields assign tangent vectors to the
points of the manifold, such that “small “ movements on
the manifold are accompanied by “small” changes within
the tangent spaces. With regard to a coordinate chart
(U, φ) a local frame {∂i} may also be regarded as a local-
ized ordered basis of the vector fields Γ(TM |U ). There-
fore the transition of local frames may be described be
derivatives of vector fields, which provides the notation
of covariant derivatives. A covariant derivative ∇ on
M formally defines a mapping ∇ : Γ(TM)2 → Γ(TM)
with (X, Y ) 7→ ∇XY , which satisfies: (i) ∇ is R-linear in
both arguments, (ii) ∇ is C∞(M)-linear in the first argu-
ment and (iii) ∇ is a derivation in the second argument,
such that ∇X(ϕ · Y ) = X(ϕ)Y + ϕ∇XY for arbitrary
ϕ ∈ C∞(M) and X, Y ∈ Γ(TM). An affine connection
is then completely described by the specification of a co-
variant derivative which in turn endows a differentiable
manifold with an additional structure ∇. In particular
however the choice of an affine connection for any curve
γ completely determines its derivative γ˙ ∈ Γ(TM) |γ
along the curve, as well as those vector fields X ∈ Γ(TM)
which are covariant constant along γ, such that∇γ˙X = 0.
As this property however may also be applied w.r.t. the
derivative along the curve itself, the choice of an affine
connection ∇ in particular determines those curves γ,
which derivative is covariant constant along their traver-
sal. These curves, known as geodesics, therefore general-
ize straight lines to differentiable manifolds.
Definition (Geodesic). Let (M, A) be a smooth statisti-
cal manifold and ∇ an affine connection on KQ(M, A).
Then a smooth curve γ : I → M is termed a geodesic
w.r.t. ∇, iff it satisfies the geodesic equation:
∇γ˙ γ˙ = 0
Over and above geodesic, the choice of an affine con-
nection ∇ admits two fundamental invariants to the dif-
ferentiable structure by the curvature and the torsion.
Thereby the curvature R : Γ(TM)3 → Γ(TM) with
R(X, Y )Z := ∇X∇Y Z −∇Y∇XZ −∇[X,Y ]Z intuitively
provides a description, of how tangent spaces “roll” along
smooth curves under parallel transport, whereas the tor-
sion T : Γ(TM)2 → Γ(TM) with T (X, Y ) := ∇XY −
∇YX − [X, Y ] describes their “twist” about the curve.
Notwithstanding these invariants however, an affine con-
nection ∇ only adjusts local tangent spaces, but does not
provide a notation of “length” or “angle”. The manda-
tory next step, therefore regards the incorporation of lo-
cal geometries within the tangent spaces, that eventually
extend to a global geometry over the differentiable struc-
ture.
3 Pseudo-Riemannian Structure
Since tangent spaces are vector spaces, it is natu-
ral to obtain the local geometry by an inner product.
More generally however it suffices to provide a mapping
gP : TPM2 → R that satisfies (i) gP is C∞(M)-bilinear,
(ii) gP is symmetric and (iii) gP is non-degenerate. In the
purpose to extend the local geometries to a global geom-
etry however, it has additionally to be claimed that the
local geometries only vary smoothly w.r.t. smooth vector
fields. This localization requirement yields the notation
of a pseudo-Riemannian metric g on (M, A), which en-
dows each point P ∈M with a symmetric non-degenerate
form gP , such that the mapping
g(X, Y ) : P 7→ gP (XP , YP )
is smooth, i.e. g(X, Y ) ∈ C∞(M), for arbitrary X, Y ∈
Γ(TM). With regard to a coordinate chart (U, φ)
and a local frame {∂i} the pseudo-Riemannian metric
g has a coordinate representation by metric coefficients
gij : U → R, with gij = g(∂i, ∂j) and therefore by a
matrix GP = (gij), termed a fundamental matrix. For
P ∈ U and v, w ∈ TPM, with v = ξi∂i and w = ζi∂i
it then follows, that g(v, w) has a local representation
〈ξ, ζ〉P := ξTGP ζ. In the purpose to extend the local
geometry to a global geometry an affine connection ∇
has to be defined, which is compatible with g, such that
Xg(Y, Z) = g(∇XY, Z) + g(Y, ∇XZ), for all X, Y, Z ∈
Γ(TM). In this case ∇ is termed a metric connection
and has a coordinate representation by connection coeffi-
cients Γkij : U → R, with ∇∂i∂j =
∑n
k=1 Γ
k
ij∂k, known as
the Christoffel-symbols. Then the geodesic equation over
a parametric curve γθ is locally expressed by a second
order ODE:
∇γ˙θ γ˙θ = 0⇐⇒ γ¨kθ +
∑
i,j
Γkij γ˙
i
θγ˙
j
θ = 0, ∀k (3.1)
With little effort, the Picard-Lindelï¿œf theorem then as-
sures, that for any (P, v) ∈ TM there exists a locally
unique geodesic γP,v : I → M, that satisfies the initial
conditions γP,v(0) = P and γ˙P,v(0) = v. Thereby the
locally uniqueness extends to an maximal open inter-
val I = (a, b) in R. If ∇ is furthermore torsion free
i.e. T (X, Y ) = 0, for all X, Y ∈ Γ(TM), then ∇
is termed a Levi-Civita connection and the Christoffel-
symbols may explicitly be derived by the equation Γkij =
1
2
∑
l g
kl(∂igjl + ∂jgil − ∂lgij), where gkl denote the co-
efficients of the inverse fundamental matrix G−1P , which
existence is assured by the properties of gP . Therefore it
follows, that any pseudo-Riemannian metric g uniquely
admits a Levi-Civita connection ∇g. For this reason the
choice of a pseudo-Riemannian metric naturally induces
a global geometry to a differentiable manifold and there-
fore w.r.t. statistical manifolds justifies the definition of
pseudo-Riemannian statistical manifolds.
Definition (Pseudo-Riemannian statistical manifold).
Let (M, A) be a differentiable statistical manifold and
g a Pseudo-Riemannian metric on KQ(M, A). Then
the tuple (M, g) is termed a Pseudo-Riemannian statis-
tical manifold. Remark: The category of k-differentiable
Pseudo-Riemannia statistical manifolds is denoted by
StatMankR.
3
Generally Pseudo-Riemannian manifolds endow the no-
tation of geodesics with an intuitive meaning as the tra-
jectories of free particles. Thereby the equations of mo-
tion obey the principle of stationary action, whereat the
action functional S(γ) := ∫ b
a
Ldt is defined over the La-
grangian L := 12g(γ˙, γ˙). The properties of the Levi-
Civita connection then allow the transformation of the
local geodesic equation 3.1 to Euler-Lagrange equations,
over the local Lagrangian Lθ :=
∑
i,j
1
2gij γ˙
i
θγ˙
j
θ , such that:
∇gγ˙φ γ˙φ = 0⇐⇒
d
dt
(
∂Lφ
∂γ˙kφ
)
− ∂Lφ
∂γkφ
= 0, ∀k (3.2)
Consequentially the geodesics of Pseudo-Riemannian
manifolds are stationary solutions of the action functional
S(γ), i.e. δS = 0. By regarding the tangent bundle TM
as the configuration space of a moving particle and its el-
ements (q, q˙) ∈ TM as the generalized coordinates, the
Lagrangian equals its kinetic term. With regard to equa-
tion 3.2 the geodesics of (M, g) then coincide with the
trajectories of free particles. This encourages the inter-
pretation of (M, g) as a dynamical system, where the
temporal evolution is determined by the geodesic flow
Φt : TM→ TM with Φt(q, q˙) = (γq,q˙(t), γ˙q,q˙(t)), where
γq,q˙(t) is the locally unique geodesic, that satisfies the
initial conditions γq,q˙(0) = q and γ˙q,q˙(0) = q˙. Then
due to ddtg(q˙, q˙) = g(∇gq˙ q˙, q˙) = 0 the geodesic flow pre-
serves the kinetic term along its trajectories, and there-
fore generalizes Newton’s first law of motion to curvilin-
ear and pseudo-Euclidean spaces. In appreciation of its
origins in the conceptualization of spacetime, a geodesic
γ is therefore termed spacelike if g(q˙, q˙) > 0, lightlike if
g(q˙, q˙) = 0 and timelike if g(q˙, q˙) < 0. Moreover the
Pseudo-Riemannian metric g induces a canonical isomor-
phism between the tangent spaces TqM and their respec-
tive dual spaces T ∗qM, the cotangent spaces, which as-
signs a cotangent vector p ∈ T ∗qM to each tangent vec-
tor q˙ ∈ TqM by p(v) := gq(q˙, v). Then also the choice
of a local frame {∂i} uniquely induces a local coframe
{dqi} by dqi := ∂Ti Gq, such that any p ∈ T ∗qM has a
local representation p = pidqi. As the geodesic flow how-
ever preserves the kinetic term it holds, that ddtp(q˙) =
d
dtg(q˙, q˙) = 0, such that p equals the conjugate momen-
tum of q˙. Consequentially the disjoint union of all cotan-
gent spaces, given by the cotangent bundle T ∗M equals
the phase space of the dynamical system. Finally by the
definition of the Hamiltonian H(q, p) := 12gijpipj with
(gij) = G−1q it follows, that (M, g) uniquely corresponds
to a Hamiltonian system, since (i) q˙i = gijpj = ∂H∂pi and
(ii) p˙i = − ∂∂γi 12gijpipj = −∂H∂qi . This representation al-
lows to reformulate the principle of stationary action in
canonical coordinates (q, p) ∈ T ∗M by the curve integral
S(q) = ∫ b
a
Ldt = 12
∫
q
p. In particular this formulation,
known as Maupertuis’ principle then describes the tra-
jectory of a free particle by its geometric shape instead
of its temporal evolution. Due to this geometric inter-
pretation the action functional of a curve may also be
defined with regard to a given vector field of conjugate
momenta p ∈ Γ(T ∗M), by Sp(q) := 12
∫
q
p. Then for ar-
bitrary smooth curves q : [a, b] → M the action Sp(q) is
completely determined by its boundary values localized
at qa and qb, such that:
Sp(q) = 1
2
∫
q
p = Sp(qb)− Sp(qa)
Although w.r.t. the fundamental theorem of calculus
this insight seems rather trite, it provides a far-reaching
generalisation. Thereby in the very same manner as
the smooth sections of T ∗M constitute the smooth lin-
ear forms over TM, the smooth alternating multilinear
forms over TMk, termed differential k-forms are given by
smooth sections of the outer product Λk(T ∗M). These k-
forms then provide the natural integrands over curves,
surfaces, volumes or higher-dimensional k-manifolds and
therefore may be thought as measures of the flux through
infinitesimal k-parallelotopes. In this sense the smooth
functions over M are 0-forms and the smooth vector
fields over M are 1-forms. In particular however since
for any smooth function f ∈ C∞(M) the differential
df is a smooth vector field, it appears that d by it-
self defines an R-linear mapping d: Ω0(M) → Ω1(M),
where Ωk(M) := Γ(Λk(T ∗M)). This encourages to ex-
tend the notation of a differential to arbitrary k-forms
by the exterior derivative, given by an R-linear mapping
dk : Ω
k(M) → Ωk+1(M), that satisfies (i) dk is an an-
tiderivation for any k ∈ N0, (ii) dk+1 ◦ dk = 0 for any
k ∈ N0 and (iii) d0 is the differential. In more detail (i)
claims, that for any α ∈ Ωk(M) and β ∈ Ωl(M) it fol-
lows, that dk+l(α ∧ β) = dkα ∧ β + (−1)l(α ∧ dlβ). This
provides the property, that infinitesimal changes of the
volume α ∧ β are expressible as the sum of infinitesimal
changes in their orthocomplemented constituent volumes.
Then the additional claim (ii) assures the symmetry of
second derivatives and (iii) the compatibility with the dif-
ferential. In order to provide a measure of length however
the Pseudo-Riemannian metric g is additionally required
to be positive definite, i.e. such that ∀P ∈ M the gp are
positive definite. Then g is termed a Riemannian metric
and a statistical manifold (M, g) a Riemannian statistical
manifold. In this case the Riemannian metric defines an
inner product 〈·, ·〉g : TPM2 → R by (v, w) 7→ gP (v, w)
and therefore induces a norm ‖ · ‖g : TPM → R by
‖v‖g :=
√〈v, v〉g. This allows the definition of the length
functional of a piecewise smooth curve.
Definition (Arc length). Let (M, g) be a Riemannian
statistical manifold and γ : [a, b]→M a piecewise smooth
curve in KQ(M, g). Then the arc length of γ is given by:
L(γ) :=
∫ b
a
‖γ˙(t)‖gdt (3.3)
Analogues to the action functional, the length func-
tional may be written by a Lagrangian, which is given
by LL(γ, γ˙, t) :=
√
g(γ˙, γ˙), such that LL =
√
2L. Then
the Euler-Lagrange equations for the length functional
are equivalent to the Euler-Lagrange equations for action
functional, such that the stationary solutions of the length
and action functional coincide. This property allows to
equip Riemannian statistical manifolds with a distance.
4
Definition (Distance). Let (M, g) be a Riemannian sta-
tistical manifold, then the distance d : M2 → R of P, Q ∈
M is defined by:
d(P, Q) :=

∞ , if P and Q are not
path connected inM
inf L(γ) , where γ : [a, b]→M
with γ(a) = P, γ(b) = Q
(3.4)
Due to its definition the distance d of a Riemannian
statistical manifold for arbitrary P, Q, R ∈ M satis-
fies, that: (i) d(P, P ) = 0, (ii) d(P, Q) = d(Q, R)
and (iii) d(P, Q) + d(Q, R) ≤ d(P, R). In order to
show, that (M, d) is a metric space it therefore suf-
fices to prove, that d(P, Q) > 0 for P 6= Q. Let
(M, g) and (N , g′) be Pseudo-Riemannian manifolds,
and f ∈ C∞(M, N ), then f is an isometry, iff gP (v, w) =
g
′
f(P )(dfP (v), dfw(P )) for all P ∈M and v, w ∈ TPM .
Let (P, A) be a differentiable statistical manifold.
Then a mapping D(· ‖ ·) : P × P → R+ is termed a
divergence over P, iff for all P, Q ∈ P it holds, that
D(P ‖ Q) ≥ 0, with D(P ‖ Q) = 0⇔ P = Q. If
these scalar products are usually induced by derivatives
of locally linear divergences.
Definition (Statistical divergence). Let
(X, P) ∈ ob(Stat)
Then a mapping D(· ‖ ·) : P × P → R+ is termed a (sta-
tistical) divergence over P, iff for all P, Q ∈ P it holds,
that
D(P ‖ Q) ≥ 0, ∀P, Q ∈ P (3.5)
D(P ‖ Q) = 0⇔ P = Q, ∀P, Q ∈ P (3.6)
Definition (Locally linear divergence). Let
(X, Pξ) ∈ ob(StatMank)
and let D be a statistical divergence over (X, P). Then D
is termed locally linear, iff for all P ∈ P the linearisation
of D at P is given by a positive definite matrix Gξ(P ) ,
such that:
D[Pξ ‖ Pξ + dP ] = 1
2
dξTGξ(Pξ)dξ +O(n
3) (3.7)
Example (Kullback-Leibler divergence). Let
(X, P) ∈ ob(Stat)
Then for P, Q ∈ P the Kullback-Leibler divergence
DKL[· ‖ ·] : P × P → R+ is defined by:
DKL[P ‖ Q] :=
∫
X
dµP (x) log
dµP (x)
dµQ(x)
dµ(x) (3.8)
Remark: The Kullback-Leibler divergence measures the
amount of information, which is gained when one revises
ones beliefs from the prior probability distribution P to
the posterior probability distribution Q.
Riemannian statistical manifolds (X, P, D) are identi-
fied with Riemannian manifolds (M, g), whereM is given
by (X, P) and the Riemannian metric g by the linearisa-
tion of D. This identification is well-defined, since (X, P)
is by definition a smooth manifold and the linearisation of
a locally linear divergence for any P ∈ P yields a positive
definite matrix G(P ). Let ξ be a differentiable parametri-
sation of (X, P), then the line element ds2 has a local
representation:
ds2P = 2D[P ‖ P + dP ] = dξTGξ(Pξ)dξ (3.9)
This allows the determination of distances in (X, P) by
the length of continuously differentiable curves.
Lemma 1. Let (X, P, D) be a Riemannian statistical
manifold and P, Q ∈ P. Then the length of continuously
differentiable curves γP,Q : [a, b] → (X, P) with γ(a) =
P and γ(b) = Q has a unique infimum dP,Q, such that
dP,Q ≥ 0 and dP,Q = 0⇔ P = Q.
Proof. Since D is locally linear, it follows that for any
curve γ from P to Q it holds, that:
L(γP,Q) ≥ D[γ(a) ‖ γ(b)] ≥ 0 (3.10)
Therefore the length of all continuously differentiable
curves from P to Q has a unique infimum dP,Q ≥ 0. Let
P = Q, then the continuously differentiable curves con-
necting P andQmay be contracted at P such that dP,Q =
inf L(γP,Q) = lim infQ→P D[P ‖ Q] = D[P ‖ P ] = 0.
Conversely let P 6= Q, then L(γP,Q) ≥ D[P ‖ Q] > 0.
Then for P, Q ∈ P a geodesic from P to Q is given by
a continuous differentiable curve γP,Q : [a, b] → (X, P)
with γP,Q(a) = P and γP,Q(b) = Q, such that γP,Q min-
imizes the length among all continuously differentiable
curves from P to Q. In the purpose to preserve the dis-
tance of the Riemannian structure, the parametrisation
of (X, P, D) requires to preserve the property of a curve
to be a geodesic within the parameter space. These pre-
served geodesics are termed affine geodesics. If a differ-
entiable parametrisation globally preserves the distances,
then it is given by an isometric embedding of (X, P, D)
and termed an affine parametrisation.
Definition (Affine parametrisation). Let (X, P, D) be
a Riemannian statistical manifold. Then a parametrisa-
tion ξ is termed an affine parametrisation for (X, P, D),
iff the geodesics in (X, P, D) are ξ-affine geodesics. Re-
mark: A Riemannian statistical manifolds, given by the
notation (X, Pξ, D) implicates an affine parametrisation
ξ.
The embedding of a smooth statistical manifold (X, Q)
within a Riemannian statistical manifold (X, P, D) nat-
urally induces the Riemannian metric to the submanifold
(X, Q), such that also (X, Q, D) is a Riemannian sta-
tistical manifold. This is of particularly importance for
the approximation of high dimensional statistical models
by lower dimensional submanifolds. For this purpose the
Riemannian metric is fundamental to obtain a projec-
tion from probability distributions in P to their closest
approximation in Q. This projection is a geodesic projec-
tion:
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Definition (Geodesic projection). Let (X, P, D) be a
Riemannian statistical manifold and (X, Q) a smooth
submanifold. Then a mapping pi : P −→ Q is termed
a geodesic projection, iff any point P ∈ P is mapped to a
point pi(P ) ∈ Q, that minimizes the distance d(P, pi(P )).
Remark: By it’s definition d(P, pi(P )) < ∞ iff P and
pi(P ) are path-connected. Therefore geodesic projections
are by convention restricted to the common topological
components of P and Q.
4 Dually flat Structure
In Riemannian manifolds the problem to determine
geodesic projections to submanifolds is generally hard to
solve, since the distance has to be minimized over all con-
tinuously differentiable curves that connect points to the
submanifold. A particular convenient geometry however
arises by a flat Riemannian metric, whereas the flatness
of the metric is related to the direction of curves. The
claim for a further flat structure, which is given by the
dual Riemannian metric allows a generalization of the
Pythagorean theorem and therefore an explicit calcula-
tion rule for geodesic projections by dual affine linear
projections.
Definition (Dual Riemannian metric). Let (M, g) be a
Riemannian manifold, then the Riemannian metric ten-
sor g is given by a family of positive definite matrices
{gP }P∈M . Then metric g∗, with is dual to g is given by
the family of the inverse Riemannian metric tensors, such
that g∗P = g
−1
P , ∀P ∈M .
The dual Riemannian metric g∗ may be regarded as
the Riemannian metric with a locally inverse direction.
In Riemannian statistical manifolds this definition corre-
sponds to the dual divergence.
Definition (Dual divergence). Let
(X, P) ∈ ob(Stat)
and D be a locally linear divergence over (X, P). Then
the dual divergence D∗ w.r.t. D is given by:
D∗[P ‖ Q] = D[Q ‖ P ], ∀P, Q ∈ P (4.1)
In its most simple case the Riemannian metric g, in-
duced by the divergence D equals the dual Riemannian
metric g∗, induced by the dual divergenceD∗. In this case
the Riemannian metric and the divergence are termed
self-dual.
Definition (Self-dual Riemannian metric). Let (M, g)
be a Riemannian manifold, then the Riemannian metric
tensor g is termed self-dual, iff g∗ = g.
4.1 Dual parametrisation and Legendre
transformation
By considering a differentiable statistical manifold
(X, Pξ) and a real valued differentiable convex function
ψ : imgξ → R, the differentiability of ψ may be used to in-
troduce a further differentiable parametrisation of (X, P)
by ξ∗P := ∇ξψ(ξP ). Furthermore since ψ is convex, the
Jacobian determinant is positive for any ξP ∈ domξ and
therefore the transformation ξ → ξ∗ is globally invertible.
This defines a bijective relationship between parameter
vectors ξP ∈ domξ and their respectively normal vec-
tors in the tangent space, given by ξ∗P ∈ domξ∗. Since
ξ is an identifiable parametrisation and the transforma-
tion ξ → ξ∗ is globally invertible, also ξ∗ is an identifiable
parametrisation. This justifies the following definition:
Definition (Dual parametrisation). Let (X, Pξ) be a dif-
ferentiable statistical manifold and ψ : domξ → R a suf-
ficiently differentiable convex function. Then the dual
parametrisation for (X, P) w.r.t. ψ is given by:
ξ∗P = ∇ξψ(ξP ), ∀P ∈ P (4.2)
Due to the convexity of ψ, also the inverse transforma-
tion ξ∗ → ξ may be represented by the partial derivation
of dual function ψ∗ : domξ∗ → R. This yields a transfor-
mation (ξ, ψ)→ (ξ∗, ψ∗), which is defined by a dualistic
relationship between (ξ, ψ) and (ξ∗, ψ∗), such that addi-
tional to equation 4.2 also:
ξP = ∇ξ∗ψ∗(ξ∗P ), ∀P ∈ P (4.3)
This transformation is known as the Legendre transforma-
tion and the function ψ∗ as the Legendre dual function of
ψ.
Lemma 2. Let (X, Pξ) be a differentiable statistical
manifold, ψ : domξ → R a differentiable convex func-
tion and (ξ, ψ) → (ξ∗, ψ∗) a Legendre transformation of
(ξ, ψ), then the Legendre dual function ψ∗ : domξ∗ → R
is given by:
ψ∗(ξ∗P ) = arg max
P
(ξP · ξ∗P − ψ(ξP )) , ∀P ∈ P (4.4)
Proof. By applying the definition of the dual parametri-
sation ξ∗ it has only to be proofed, that the function ψ∗,
given by 4.4 satisfies the conditions of the Legendre dual
function, given by equation 4.3. Let P ∈ P, then:
∇ξ∗ψ∗(ξ∗P )
4.4
= ξP + (∂ξ∗ξP ) · ξ∗P −∇ξψ(ξP ) · (∂ξ∗ξP )
= ξP + (∂ξ∗ξP ) · ∇ξψ(ξP )−∇ξψ(ξP ) · (∂ξ∗ξP )
= ξP + (∇ξψ(ξP )−∇ξψ(ξP )) · (∂ξ∗ξP ) = ξP
4.2 Bregman divergence
The dualistic relationship between dual parametrisa-
tions, given by the Legendre transformation shall be ex-
tended to Riemannian metrices. To this end a family of
locally linear divergences is introduced, that generates a
dualistic relationship structure:
Definition (Bregman divergence). Let (X, Pξ) be a dif-
ferentiable statistical manifold and ψ : domξ → R a dif-
ferentiable convex function. Then for P, Q ∈ P the Breg-
man divergence Dψ w.r.t. the differentiable parametri-
sation ξ is given by:
Dψ[P ‖ Q] = ψ(ξP )−ψ(ξQ)−∇ξψ(ξP ) ·(ξQ−ξP ) (4.5)
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Lemma 3. Let Dψ be a Bregman divergence with regard
to a sufficiently differentiable parametrisation ξ, then Dψ
is locally linear and the Riemannian metric, induced by
Dψ, is given by:
gP = ∇2ξψ(ξP ) (4.6)
Proof. By applying the definition of a differentiable con-
vex function it follows, that Dψ is locally linear and
the linearisation term of the Taylor expansion yields
Gξ(Pξ) = ∇2ξψ(ξP ). Since by the definition of a Rie-
mannian statistical manifold gP = Gξ(Pξ), it follows that
gP = ∇2ξψ(ξP )
Lemma 4. Let Dψ be a Bregman divergence, then the
dual divergence D∗ψ is given by the Bregman divergence of
the Legendre dual function ψ∗, such that:
D∗ψ[P ‖ Q] = Dψ∗ [P ‖ Q] (4.7)
Proof. Let Gξ(Pξ) be the linearisation of Dψ at P ∈ P,
then:
Gξ(Pξ)
= ∇2ξψ(ξP ) = ∇ξξ∗P
= (∇ξ∗)−1ξP = (∇2ξ∗ψ∗)−1(ξ∗P )
= G−1ξ∗ (Pξ∗)
And therefore:
Gξ(Pξ) = G
−1
ξ∗ (Pξ∗), ∀P ∈ P (4.8)
Since Dψ is locally linear Gξ(Pξ) is positive definite
∀P ∈ P. From equation 4.8 it therefore follows, that
also G−1ξ∗ (Pξ∗) is positive definite ∀P ∈ P and since the
inverse matrix of a positive definite matrix is also posi-
tive definite it follows, that Gξ∗(Pξ∗) is a positive definite
∀P ∈ P. Furthermore by the definition of the Legendre
transformation Gξ∗(Pξ∗) is the Hessian matrix of ψ∗(ξ∗P )
and therefore ψ∗ is a convex function of ξ∗P ∈ domξ∗.
Therefore ψ∗satisfies the requirement for the definition of
a Bregman divergence. Let P, Q ∈ P, then:
Dψ∗ [P ‖ Q]
= ψ∗(ξ∗P )− ψ∗(ξ∗Q)−∇ξ∗ψ∗(ξ∗Q)(ξ∗Q − ξ∗P )
= ψ(ξQ)− ψ(ξP )−∇ξψ(ξP )(ξP − ξQ)
def
= Dψ[Q ‖ P ]
def
= D∗ψ[P ‖ Q]
Proposition 5. Let (X, Pξ, Dψ) be a Riemannian sta-
tistical manifold with a Bregman divergence Dψ. Then
the dual Riemannian metric g∗ is induced by the Breg-
man divergence Dψ∗ of the Legendre dual function ψ∗.
Proof. By applying the definition for the dual Rieman-
nian metric for P ∈ P it follows, that::
g∗P
def
= g−1P
def
= G−1ξ (Pξ)
4.8
= G∗ξ(Pξ)
4.6
= ∇2ξ∗ψ∗(ξ∗P )
This is the linearisation of the Bregman divergence Dψ∗ .
4.3 Dually flat statistical manifolds
Definition (Dually flat manifold). Let (M, g) be a Rie-
mannian manifold. Then (M, g) is termed a dually flat
(Riemannian) manifold, iff:
(1) g is a flat Riemannian metric of M
(2) g∗ is a flat Riemannian metric of M
Example (Euclidean space). An example for a dually
flat manifold is given by Euclidean spaces. Let ξ be the
Cartesian coordinates of an Euclidean space E, then ξ
is an affine parametrisation of E and for P, Q ∈ E the
Euclidean metric of E is induced by the Euclidean diver-
genceD[P ‖ Q] = 12 |ξP−ξQ|2. In this case the divergence
is symmetric and therefore the Euclidean metric is self-
dual Since E is flat with regard to the Euclidean metric
E is also flat with regard to the dual Euclidean metric
and therefore E is a dually flat manifold.
Lemma 6. Let (X, Pξ, Dψ) be a Riemannian statis-
tical manifold with a Bregman divergence Dψ. Then
(X, Pξ, Dψ) is a dually flat statistical manifold, iff:
(1) The ξ-affine geodesics are flat with regard to the Rie-
mannian metric, induced by Dψ
(2) The ξ∗-affine geodesics are flat with regard to the Rie-
mannian metric, induced by Dψ∗
Proof. Since the Legendre transformation generally does
not preserve the Riemannian metric, the flatness of
(X, P, Dψ) and (X, P, Dψ∗) are indeed independent
properties. Let the ξ-affine geodesics be flat with regard
to the Riemannian metric g, induced by Dψ, then also
(X, P) is flat w.r.t. g. Let further the ξ∗-affine geodesics
be flat with regard to the Riemannian metric g˜, induced
by Dψ∗ , then by 5 it follows, that g˜ = g∗ and there-
fore g∗ is a flat Riemannian metric of (X, P). Conversely
let (X, Pξ, Dψ) be a dually flat statistical manifold with
a Bregman divergence Dψ. Then by convention ξ is an
affine parametrisation of (X, P, Dψ) and the geodesics
in (X, P, Dψ) are ξ-affine geodesics and flat with re-
gard to the Riemannian metric, induced by Dψ. Fur-
thermore the dual Riemannian metric g∗ induced by D∗ψ
is a flat Riemannian metric of (X, P) and since Dψ is
a Bregman divergence it follows that D∗ψ = Dψ∗ . Then
the dual parametrisation ξ∗is an affine parametrisation of
(X, P, D∗ψ) and the geodesics in (X, P, Dψ) are ξ∗-affine
geodesics and flat with regard to the Riemannian metric,
induced by Dψ∗ .
Definition (Dual geodesic projection). Let (X, P, D) be
a Riemannian statistical manifold with a smooth subman-
ifold (X, Q). Then a mapping pi∗ : P −→ Q is termed
a dual geodesic projection , iff any point P ∈ P is
mapped to a point pi∗(P ) ∈ Q, that minimizes the distance
d(P, pi∗(P )) w.r.t. the dual Riemannian metric, which is
induced by D∗.
In the case of a dually flat statistical manifold, the dual
affine structure induces a correspondence relationship be-
tween the Riemannian metrices, induced by D and D∗.
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Lemma 7. Let (X, Pξ, Dψ) be a Riemannian statistical
manifold with a Bregman divergence Dψ. Then Dψ has
a mixed representation in the parametrisations ξ and ξ∗,
which is given by:
Dψ[P ‖ Q] = ψ(ξP ) + ψ∗(ξ∗Q)− ξP · ξ∗Q (4.9)
Proof. By applying the definition of the dual divergence
and Lemma 4 it follows, that:
Dψ[P ‖ Q] 4.7= Dψ∗ [Q ‖ P ]
The right side of the equation is calculated by the defi-
nition of the Bregman divergence and the Legendre dual
function, such that:
Dψ∗ [Q ‖ P ]
4.5
= ψ∗(ξ∗Q)− ψ∗(ξ∗P )−∇ψ∗(ξ∗P )(ξ∗P − ξ∗Q)
= ψ(ξP ) + ψ
∗(ξ∗Q)− ξP · ξ∗Q
Theorem 8 (Amari Pythagorean Theorem). Let
(X, Pξ, Dψ) be a dually flat statistical manifold, which is
given by a Bregman divergence Dψ and let P, Q, R ∈ P
be an orthogonal triangle in the sense, that the ξ∗-affine
geodesic γ∗P,Q from P to Q is orthogonal to the ξ-affine
geodesic γQ,R from Q to R, then:
Dψ[P ‖ R] = Dψ[P ‖ Q] +Dψ[Q ‖ R] (4.10)
(X, P, D)
P
Q
R
γ∗P,Q
γQ,R
Dψ[P ‖ Q]
Dψ[P ‖ R]
Dψ[Q ‖ R]
Figure 4.1: Pythagorean theorem for dually flat manifolds
Proof. The ξ∗-affine geodesic γ∗P,Q : [0, 1]→ (X, P), with
γ∗P,Q(0) = P and γ
∗
P,Q(1) = Q is parametrized by:
ξ∗P,Q(t) = tξ
∗
Q + (1− t)ξ∗P , t ∈ [0, 1]
and the ξ-affine geodesic γQ,R : [0, 1] → (X, P), with
γQ,R(0) = Q and γQ,R(1) = R by:
ξQ,R(t) = tξR + (1− t)ξQ, t ∈ [0, 1]
Let 〈·, ·〉g denote the local scalar product, which is in-
duced by the Bregman divergence Dψ. By applying the
definition of the Bregman divergence, the local scalar
product at the point Q is given by:
〈 d
dt
γ∗P,Q(t)|t=1,
d
dt
γQ,R(t)|t=0〉g
4.5
= (ξ∗Q − ξ∗P ) · (ξR − ξQ)
4.9
= ξ∗Q · ξR − ξ∗P · ξR + ξ∗P · ξQ − ψ(ξQ)− ψ∗(ξ∗Q)
4.9
= Dψ[P ‖ Q] +Dψ[Q ‖ R]−Dψ[P ‖ R]
Since γ∗P,Q and γQ,R are required to be orthogonal in the
point Q, the left side of the equation equals zero and
therefore it follows, that:
Dψ[P ‖ Q] +Dψ[Q ‖ R]−Dψ[P ‖ R] = 0
Due to the generic asymmetry of Bregman divergences
the generalized Pythagorean theorem has a corresponding
dual theorem, which mutatis mutandis is given by:
D∗ψ[P ‖ R] = D∗ψ[P ‖ Q] +D∗ψ[Q ‖ R] (4.11)
If ψ is chosen, such that Dψ is symmetric, the induced
Riemannian metric of Dψ∗ is identical to that of Dψ,
since:
Dψ[P ‖ Q] = Dψ[Q ‖ P ] = Dψ∗ [P ‖ Q]
In this case the generalized Pythagorean theorem and its
dual corresponding are equivalent and the induced Rie-
mannian metric is self-dual.
Definition (Affine projection). Let (X, Pξ, D) be a Rie-
mannian statistical manifold and (X, Q) a smooth sub-
manifold. Then a projection pi⊥ξ : P → Q is termed an
ξ-affine projection from (X, P, D) to (X, Q, D), iff
for any P ∈ P the ξ-affine geodesics from P to pi⊥ξ (P )
are orthogonal to Q.
Lemma 9. Let (X, Pξ, Dψ) be a dually flat statistical
manifold with a smooth submanifold (X, Q). Then there
exists an ξ-affine projection as well as an ξ∗-affine pro-
jection from (X, P, D) to (X, Q).
Proof. Since (X, Pξ, Dψ) is Riemannian statistical man-
ifold by convention ξ is an affine parametrisation and
therefore by definition any P, Q ∈ P are connected by a
ξ-affine geodesic γP,Q : [0, 1]→ (X, P) with γP,Q(0) = P
and γP,Q(1) = Q. Let’s assume, that for a given P ∈ P
there is no Q ∈ Q, such that γP,Q⊥Q, then due to the
mean value theorem Q is not differentiable with regard to
the affine parametrisation ξ and since ξ is a homeomor-
phism Q is also not differentiable in P. However since
Q is a smooth submanifold this does not hold, such that
there exists a Q ∈ Q with γP,Q⊥Q. The argument is true
for any P ∈ P and therefore proves the existence of an ξ-
affine projection. Since (X, Pξ, Dψ) is dually flat also ξ∗
is an affine parametrisation. Then the argument, given
for the ξ-affine projection mutatis mutandis proves the
existence of an ξ∗-affine projection is argument may anal-
ogous be applied to the dual space, and the also proves
the existence of a dual affine projection.
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Theorem 10 (Amari Projection theorem). Let
(X, Pξ, Dψ) be a dually flat statistical manifold and
(X, Q) a smooth submanifold. Then the geodesic pro-
jection pi : P → Q is an ξ∗-affine projection and the dual
geodesic projection pi∗ : P → Q is an ξ-affine projection.
(X, P, D)
(X, Q)
P
pi∗pi
QˆQˆ∗
Figure 4.2: Projection theorem for dually flat manifolds
Proof. Let P ∈ P, then due to Lemma 9 a dual affine
projection pi⊥ξ∗ may be chosen, such that the dual affine
curve from Pξ∗ to pi⊥ξ∗(P ) is orthogonal to Qξ∗ . Let Q =
pi⊥ξ∗(P ). Then for any sufficiently close R = Q+ dQ ∈ Q
with ξR = ξQˆ + dξ and dξ 6= 0 the triangle P, Q, R ∈
P is orthogonal in Q and Theorem 8 gives the relation
D[P ‖ R] > D[P ‖ Q]. This shows, that Q is a critical
point w.r.t. the divergence D[P ‖ Q]. Conversely since Q
is a smooth submanifold the mean value theorem shows
that for any critical point Q ∈ Q, w.r.t. the divergence
D[P ‖ Q] a dual affine projection from P to Q exists
and therefore in particular for the points Qˆ ∈ Q that
minimizes the divergence. From equation 3.10 we obtain
for the distance that D[P ‖ Qˆ] ≤ d(P, Qˆ). Furthermore
by definition d(P, Qˆ) is the minimal length of a curve
from P to Qˆ, but since there exists a dual affine projection
from P to Qˆ, which has the lengthD[P ‖ Qˆ] it follows that
d(P, Qˆ) = D[P ‖ Qˆ] and therefore the geodesic projection
is a dual affine projection. By applying the dual version of
Theorem 8 this argument mutatis mutandis also holds for
the dual geodesic projection w.r.t. the affine projection.
Corollary 11. Let (X, Pξ, Dψ) be a dually flat statistical
manifold and (X, Q) and (X, S) smooth submanifolds.
Let further be (X, Q) flat w.r.t. Dψ∗ and (X, S) flat
w.r.t. Dψ. Then the geodesic projection pi : P → Q
is uniquely given by an ξ∗-affine projection and the dual
geodesic projection pi∗ : P → S is uniquely given by an
ξ-affine projection.
Proof. By virtue of Theorem 10 it suffices to proof the
uniqueness of the affine projection and the dual affine
projection. Let p ∈ P, then Lemma 9 asserts the existence
of a dual affine projection of P to a point pi(P ) = Qˆ ∈ Q
and since (X, Q) is flat it follows, that Q ⊆ TQQ such
that for any R ∈ Q Theorem 8 shows that:
D[P ‖ R] = D[P ‖ Q] +D[Q ‖ R] ≥ D[P ‖ Q]
(X, P, D)
P
pi
(X, Q)
(X, S)
pi∗
Qˆ
Sˆ∗
Figure 4.3: Unique projections in dually flat manifolds
Therefore Q is the global minimum and pi(P ) is unique.
By the application of the dual version of Theorem 8 to
the submanifold (X, S) the argument mutatis mutandis
also proves, that pi∗(S) = Sˆ ∈ S is unique in (X, S).
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