Abstract. We introduce a novel, robust data-driven regularization strategy called Adaptive Regularized Boosting (AR-Boost), motivated by a desire to reduce overfitting. We replace AdaBoost's hard margin with a regularized soft margin that trades-off between a larger margin, at the expense of misclassification errors. Minimizing this regularized exponential loss results in a boosting algorithm that relaxes the weak learning assumption further: it can use classifiers with error greater than . This enables a natural extension to multiclass boosting, and further reduces overfitting in both the binary and multiclass cases. We derive bounds for training and generalization errors, and relate them to AdaBoost. Finally, we show empirical results on benchmark data that establish the robustness of our approach and improved performance overall.
Introduction
Boosting is a popular method for improving the accuracy of a classifier. In particular, AdaBoost [1] is considered the most popular form of boosting and it has been shown to improve the performance of base learners both theoretically and empirically. The key idea behind AdaBoost is that it constructs a strong classifier using a set of weak classifiers [2, 3] . While AdaBoost is quite powerful, there are two major limitations: (1) if the base classifier has a misclassification error of greater than 0.5, generalization decreases, and (2) it suffers from overfitting with noisy data [4, 5] .
The first limitation can become severe in multiclass classification, where the error rate of random guessing is C−1 C , where C is the number of classes [6] . AdaBoost requires weak classifiers to achieve an error rate less than 0.5, which can be problematic in multiclass classification. The second limitation of overfitting occurs mainly because weak classifiers are unable to capture "correct" patterns inside noisy data. Noise can be introduced into data by two factors -(1) mislabeled data, or (2) limitation of the hypothesis space of the base classifier [7] . During training, AdaBoost concentrates on learning difficult data patterns accurately, and potentially distorts the optimal decision boundary. AdaBoost maximizes the "hard margin", namely the smallest margin of those noisy data patterns and consequently the margin of other data points may decrease significantly. Different regularization strategies such as early stopping, shrinking the contribution of the individual weak classifiers, and soft margins, have been proposed [2, 4, 5, 7, 8, 9, 10] to combat this issue.
AdaBoost's use of a hard margin increases the penalty exponentially for larger negative margins; this further increases error due to outliers. We propose an approach that combines early convergence with a soft margin by introducing a regularization term inside the exponential loss function. In every boosting round, the regularization term vanishes only if the weak classifier chosen at the current stage classifies the observations correctly. We derive a modified version of the AdaBoost algorithm by minimizing this regularized loss function and this leads to Adaptive Regularized Boosting (AR-Boost).
We show that choosing optimal values of a data-driven regularized penalty translates to the selection of optimal weights of the misclassified samples at each boosting iteration. These optimal weights force the weak classifiers to correctly label misclassifications in the previous stage. Consequently, AR-Boost converges faster than AdaBoost, and is also more robust to outliers. Finally, the proposed regularization allows boosting to employ weak classifiers even if their error rate is greater than 0.5. This is especially suited to the multiclass setting, where the permissible error is
. This serves as another significant motivation for the development of this approach.
Many properties that motivate this approach are controlled by the user through tuning a single regularization parameter ρ > 1, and this parameter determines how much differently AR-Boost behaves, compared to AdaBoost. The parameter ρ softens the margin, making our approach more robust to outliers. This is because it does not force classification of outliers according to their (possibly) incorrect labels, and thus does not distort the optimal decision boundary. Instead, it allows a larger margin at the expense of some misclassification error. To better understand this, consider the example presented in Figure 1 . When the data is noisy, AdaBoost will still aim to classify the noisy example into one of the classes; our approach instead avoids this, leading to a more robust decision boundary. This added robustness allows for better generalization (shown in the bottom row of Figure 1 ). In addition to an empirical demonstration of this approach's success, we also derive theoretical bounds on the training and generalization error.
The rest of the paper is organized as follows. After reviewing existing work on boosting in Section 2, we describe binary AR-Boost in Section 3, and provide justification for our choice of regularization. In Section 4, we investigate the theoretical properties of our approach by deriving training and generalization error bounds. We describe the multiclass extension of AR-Boost in Section 5. In Section 6, we investigate the empirical properties of binary and multiclass AR-Boost, and compare their performance to some well-known regularized boosting approaches, and conclude in Section 7. 
Background and Related Work
For training data (x i , y i ), i = 1, . . . , n, we assume that x i ∈ R p , y i ∈ {−1, 1} for binary classification, and y i ∈ {1, . . . , C}, for C-class classification. AdaBoost learns a strong classifier f (x) = sign T t=1 α t h t (x) , by combining weak classifiers in an iterative manner [2] . Here, α t is the weight associated with the weak classifier h t (·). The value of α t is derived by minimizing an exponential loss function: L(y, f (x)) = exp (−yf (x)).
AdaBoost is prone to overfitting and several strategies were developed to address this issue. Mease and Wyner [4] experimentally demonstrated that boosting often suffers from overfitting run for a large number of rounds. Model selection using Akaike or Bayesian information criteria (AIC/BIC) [11, 12] achieved moderate success in addressing overfitting. Hastie et al., [2] proposed -Boost where they regularize by shrinking the contribution of each weak classifier:
More shrinkage (smaller ν) increases training error over AdaBoost for the same number of rounds, but reduces test error.
Jin et al., [7] proposed Weight-Boost, which uses input-dependent regularization that combines the weak classifier with an instance-dependent weight factor:
. This trades-off between the weak classifier at the current iteration and the meta-classifier from previous iterations. The factor exp (−|βf t−1 (x)|) only considers labels provided by h t (x) when the previous meta-classifier f t−1 is not confident on its decision. Xi et al., [13] minimized an L 1 -regularized exponential loss L(y, f (x)) = exp (−yf (x) + β α 1 ), β > 0, which provides sparse solutions and early stopping. Rätsch et al., [5, 9] proposed a weight-decay method, in which they softened the margin by introducing a slack variable ξ =
2 in the exponential loss function L(y, f (x)) = exp (−yf (x) − Cξ), C ≥ 0. They found that the asymptotic margin distribution for AdaBoost with noisy data is very similar to that of SVMs [14] ; analogous to SVMs, "easy" examples do not contribute to the model and only "difficult" patterns with small margins are useful.
AR-Boost for Binary Classification
For any condition π, let δ π = 1, if π holds, and 0 otherwise. AdaBoost minimizes an exponential loss function, L(y, f (x)) = exp (−yf (x)). The misclassification loss, L(y, f (x)) = δ yf (x) < 0 penalizes only the misclassified examples (with yf (x) < 0) with an exact penalty of 1. Other loss functions (see Figure 2 ) attempt to overestimate the discontinuous misclassification loss with continuous/differentiable alternatives. Of these, the squared loss, L(y, f (x)) = (y − f (x)) 2 does not decrease monotonically with increasing margin yf (x). Instead, for yf (x) > 0 it increases quadratically, with increasing influence from observations that are correctly classified with increasing certainty. This significantly reduces the relative influence misclassified examples.
While exponential loss is monotonically decreasing, it penalizes larger misclassified margins exponentially, is exponentially large for these outliers and leads to worse misclassification rates [2] . This motivates the novel loss function,
where λ > 0 and h t (·) is the weak classifier chosen at the current step, t 1 . The additional term in the loss function |y − h t (x)| acts as a regularizer, in Algorithm 1. AR-Boost for Binary Classification
{train weak classifier ht using weights w 
conjunction with the margin term yf (x). This term does not resemble typical norm-based regularizations that control the structure of the hypothesis space, such as 1 or 2 -norms. It behaves like a regularization term because, it controls the hypothesis space by relaxing the weak learning assumption in order to admit hypotheses that have error greater than 1 2 into the boosting process. At iteration t, the proposed loss function is the same as AdaBoost's loss function if the misclassification error is zero. However, the penalty associated with this loss is less than that of AdaBoost's loss if an example is misclassified (Figure 2 ). AdaBoost maximizes the hard margin, γ = yf (x) without allowing any misclassification error, e tr = 1 n n i=1 δ y i f (x i ) < 0 . Inspired by SVMs [14] , our function maximizes a soft margin, γ = yf (x) + λ |y − h t (x)|. Instead of enforcing outliers to be classified correctly, this modification allows for a larger margin at the expense of some misclassification errors,
, and tries to avoid overfitting.
We derive a modified AdaBoost algorithm that we call Adaptive Regularized Boosting (AR-Boost); the general procedure of AR-Boost for binary classification is shown in Algorithm 1. The derivation of the updates is shown in Appendix A. AR-Boost finds the hypothesis weight,
When ρ = 1, AR-Boost is the same as AdaBoost. As mentioned earlier, the WeakLearner is capable of learning with classifiers with an error rate ε t > 0.5. The extent to which this error is tolerated is further discussed in the next section. For all learners, we have α t = λ + εt . This is equivalent to computing α
One additional advantage of this regularized loss function is that the penalty for negative margins can be adjusted after observing the classifier performance. Accordingly, we determine the value of λ or ρ through cross validation, by choosing the parameter for which the average misclassification error, Figure 3 (left), we show AR-Boost's 5-fold cross-validation error for the PIMA Indian Diabetes data set [7] . The best value is ρ = 4, and the corresponding training and test error curves are shown in Figure 3 (right) for this choice of ρ. This behavior is similar to AdaBoost, in that even when the training error has been minimized, the test error continues to decrease.
We derive the multiclass version of AR-Boost in Section 5, which takes advantage of AR-Boost's ability to handle weaker classifiers. Before proceeding, we further analyze AR-Boost's ability to relax the weak-learner assumption.
Relaxing the Weak Learning Assumption of AdaBoost
At the t-th iteration, α t = 
and when ρ = 1, we have that ε t < 0.5; this is the standard weak learning assumption that is used in AdaBoost. As we start increasing the value of ρ > 1, we can see that ρ ρ+1 → 1 and AR-Boost is able to accommodate classifiers with ε t ∈ [0.5, ρ ρ+1 ). Thus, AR-Boost is able to learn with weaker hypotheses than afforded by the standard weak learning assumption; how weak these learners can be is controlled by the choice of ρ. This can be seen in Figure 4 , which shows the AR-Boost objective values, and their minima plotted for various weak-learner errors ε. AR-Boost can handle weaker classifiers than AdaBoost, and assigns them increasingly lower weights α → 0, the weaker they are.
How Does Relaxing the Weak Learning Assumption Help?
Similar to Zhu et al., [6] who illustrate that AdaBoost fails in the multiclass setting, we show how this can also happen in binary classification. We conduct . These curves were plotted for ρ = 6.
an experiment with simple two-class data, where each example x ∈ R 10 , and We use decision stumps (single node decision tree) as weak learners. Figure 5 (top row) demonstrates how AdaBoost sometimes fails in binary classification. Training and test errors remain unchanged over boosting rounds ( Figure 5 top left) . The error ε t and the AdaBoost weights α t for each round t are shown in Figure 5 top center, and right. The value of ε t starts below 1 2 , and after a few iterations, it overshoots 1 2 (α t < 0), then is quickly pushed back down to 1 2 ( Figure 5 top center) . Now, once ε t is equal to 1 2 , the weights of subsequent examples are no longer updated (α t = 0). Thus, no new classifiers are added to f (x), and the overall error rate remains unchanged.
Unlike AdaBoost, AR-Boost relaxes the weak learning assumption further: it can use classifiers with error greater than 1 2 as shown in bottom row of Figure  5 . Here, both training and test error decrease with boosting iterations, which is what we would expect to see from a successful boosting algorithm. AR-Boost can successfully incorporate weak classifiers with error as large as ε t < ρ/(ρ + 1) for binary classification as shown in Algorithm 1. Similar behavior holds for the C-class case, which can incorporate classifiers with error up to ε < ρ(C − 1)/(ρ(C − 1) + 1) as we show below, in Algorithm 2. This limiting value of ε t is not artificial, it follows naturally by minimizing the proposed novel regularized 
Analysis of AR-Boost
We now analyze the behavior of AR-Boost via upper bounds on the training and generalization error and compare these bounds with AdaBoost.
Training Error
We can formally analyze the behavior of the algorithm by deriving an upper bound on the training error. To do so, we first state the following. 
Lemma 1. At the t-th iteration, define the goodness γ t of the current weak learner h t (x) as how much better it does than the worst allowable error:
This Lemma is proved in Appendix C. Now, we can state the theorem formally.
Theorem 1. If the goodness of weak learners at every iteration is bounded by γ t ≥ γ, the training error of AR-Boost, e tr , after T rounds is bounded by
ρ+1 , the training error exponentially decreases.
Proof. After T iterations, the example weights w
can be computed using step 9 of Algorithm 1. By recursively unraveling this step, and recalling that w
The training error is
For all misclassified examples, we can bound the training error by
where we use (5) and the fact that 
Generalization Error
Given a distribution D over X × {±1} and a training sample S drawn i.i.d. from D, Schapire et al., [15] showed that the upper bound on the generalization error of AdaBoost is, with probability 1 − δ, ∀θ > 0,
where d is the Vapnik-Chervonenkis (VC) dimension of the space of base classifiers. This bound depends on the training error e θ tr = Pr S yf (x) ≤ θ and is independent of the number of boosting rounds T .
Schapire et al., explained AdaBoost's ability to avoid overfitting using the margin, m = yf (x), the magnitude of which represents the measure of confidence , that is, the training error decreases exponentially as T → ∞.
on the predictions of the base classifiers. The bound above shows that a large margin on the training set results in a superior bound on the generalization error. Since boosting minimizes the exponential loss L(y, f (x)) = e −yf (x) , the margin is maximized. The result below shows that AR-Boost also behaves similarly to maximize the margin, m = yf (x) + λ|y − h t (x)|, where λ > 0.
Theorem 2.
At every iteration t = 1, . . . , T , let the base learner produce classifiers with training errors ε t . Then, for any θ > 0, we have
Using this, we have that
Using the value of α t , and equations (5) and (10) gives us the result. As before, we immediately note that when ρ = 1, this bound is exactly identical to the bound derived by Schapire et al. [15] . To further analyze this bound, assume that we are able to produce classifiers with ε t ≤ ρ ρ+1 − γ, with some goodness γ > 0. We know from Theorem 1 that the upper bound of training reduces exponentially with T . Then, we can simplify the upper bound in (7) to
Algorithm 2. AR-Boost for multiclass Classification
{train weak classifier Ht using weights w 
AR-Boost for Multiclass Classification
In the C-class classification case, each data point can belong to one of C classes i.e., the label of the i-th data point c i ∈ 1, . . . , C. For this setting, we can recode the output as a C-dimensional vector y i [6, 16] whose entries are such that y
The set of C possible output vectors for a C-class problem is denoted by Υ . Given the training data, we wish to find a
We consider f (x) = T t=1 α t h t (x), where α t ∈ R are coefficients, and h t (x) are basis functions. These functions h t (x) : X → Υ are required to satisfy the symmetric constraint:
= k, such that solving for h t is equivalent to finding the multiclass classifier H t : X → {1, . . . , C}; in turn, H t (x) can generate h t (x) resulting in a one-to-one correspondence.
The proposed multiclass loss function for AR-Boost is L(y, f (x)) = exp (−
, which extends the binary loss function to the multiclass case discussed in Section 3. This loss is the natural generalization of the exponential loss for binary classification proposed by Zhu et al., [6] as Stage-wise Additive Modeling that uses a multiclass Exponential loss function (SAMME). The general procedure of multiclass AR-Boost is shown in Algorithm 2 and the details of the derivation are shown in Appendix B. AR-Boost finds the feature weight, α t = log ρ 1−εt εt + log (C − 1), with ρ > 1. When ρ = 1, the AR-Boost algorithm becomes the SAMME algorithm.
Experimental Results
We compare AR-Boost with AdaBoost and four other regularized boosting algorithms: -boost [2] , L 1 -regularized boost [13] , AdaBoost reg [5] and WeightBoost [7] . We chose 12 data sets (6 binary and 6 multiclass problems) (see Table  1 ) from the UCI machine learning repository [17] that have been previously used in literature [6, 7] . For all the algorithms, the maximum training iterations is set to 100. We also use classification and regression trees (CART) [2] as the baseline algorithm. We compared multiclass AR-Boost discussed in Section 5 to two commonly used algorithms: AdaBoost.MH [18] and SAMME [6] . The parameter ρ was tuned through cross validation. Figure 7 (left) shows the results of binary classification across 6 binary classification tasks. The baseline decision tree has the worst performance and AdaBoost improves upon trees. Using regularization, however, gives different levels of improvement over AdaBoost. Our AR-Boost approach yields further improvements compared to the other regularized boosting methods on all data sets except spambase. On spambase, AR-Boost produces test error of 4.91%, while Weight Decay and WeightBoost give errors of 4.5% and 4.2% respectively. These results demonstrate that performance is significantly improved for smaller data sets (for example, the improvement is nearly 35% for wpbc). This shows that AR-Boost is able to reduce overfitting, significantly at times, and achieves better generalization compared to state-of-the-art regularized boosting methods on binary classification problems. Table 1 ).
Similar results are observed in the multiclass setting (Figure 7, right) . Boosting approaches are generally an order of magnitude better than the baseline; AR-Boost is comparable (in 3 tasks) or better (in 3 tasks) than SAMME, the best of the other methods. The most interesting result is found on the vowel dataset; both AR-Boost and SAMME achieve around 40% test error, which is almost 15% better than AdaBoost.MH. This demonstrates that our approach can seamlessly extend to the multiclass case as well. Again, similar to the binary case, AR-Boost improves robustness to overfitting, especially for smaller data sets (for example, nearly 33% improvement for the thyroid data set).
Finally, we investigate an important property of AR-Boost: robustness to outliers, which is a prime motivation of this approach. In this experiment, we introduced different levels of label noise (10%, 20%, 30%) in the binary classification tasks, and compared AR-Boost to the baseline and AdaBoost. We randomly flip the label to the opposite class for random training examples for the benchmark data. Increasing levels of noise: 10%, 20% and 30% were introduced, with those probabilities of flipping a label. AR-Boost exhibits superior performance (Figure 8 ) at all noise levels. The key result that needs to be emphasized is that at higher noise levels, the difference becomes more pronounced. This suggests that AR-Boost is reasonably robust to increasing noise levels, while performance decreases for other approaches, sometimes drastically. Thus, AR-Boost can learn successfully in various noisy settings, and also with small data sets. These results taken together demonstrate that AR-Boost addresses two limitations in AdaBoost, and other regularized boosting approaches to date, which are also two motivating objectives: robustness to noise, and ability to effectively handle multiclass classification.
Conclusion
We proposed Adaptive Regularized Boosting (AR-Boost) that appends a regularization term to AdaBoost's exponential loss. This is a data-driven regularization method, which softens the hard margin of AdaBoost by assigning a smaller penalty to misclassified observations at each boosting round. Instead of forcing outliers to be labelled correctly, AR-Boost allows a larger margin; while this comes at the cost of some misclassification errors, it improves robustness to noise. Compared to other regularized AdaBoost algorithms, AR-Boost uses weaker classifiers, and thus can be used in the multiclass setting. The upper bound of training and generalization error of AR-Boost illustrate that the error rate decreases exponentially with boosting rounds. Extensive experimental results show that AR-Boost outperforms state-of-the-art regularized AdaBoost algorithms for both binary and multiclass classification. It remains an interesting future direction to understand the use of such an approach in other problems such as semi-supervised learning and active learning.
