Introduction
Active labour market policies (ALMPs) have increasingly been promoted in the Organisation for Economic Co-operation and Development (OECD) countries and transition economies as a principal means of dealing with unemployment. Evaluation of ALMPs is important for future policy making and implementation, but incomplete information in unemployment data is a fundamental problem. Many unemployment spells end for unknown reasons, which leads to an ambiguity regarding the labour market state. In the Swedish Public Employment Service's register, the percentage of exits for unknown reasons is approximately 20 percent. When evaluating ALMPs, assumptions have to be made concerning whether these unemployment spells ended because of work or not. In the agency's performance reports only known exits to employment are presented, which means that the number of exits to employment is underestimated.
Similar data problems exist in several countries, and these countries have employed different methods of dealing with incomplete information in unemployment administrative data. For example, Wilke (2009) constructs bounds for unemployment duration in UK administrative unemployment data to describe the effect of missing information on interval information (length of unemployment) and destination states (employment, unemployment, retired, etc.) . Arntz et al. (2007) conduct a similar exercise with German data. Our interest is in the destination states, and we choose to explore an imputation approach rather than constructing bounds. Bring and Carling (2000) use data from a small survey in 1994 to estimate an imputation model that Statistics Sweden has used to compensate for missing destination states since 1994. This article extends the Bring and Carling (2000) methodology and uses more recent data. We estimate new imputation models based on both survey and register data. We use data from a larger survey conducted in 2005 and 2006 by the Swedish Public Employment Service. We also use data from the Swedish Longitudinal Integration Database for Health Insurance and Labour Market Studies (LISA), which includes information about gainful employment as of November each year. The imputation models are evaluated and the concordance between predicted values and survey/register data is studied. The predicted power of the new models is compared to the predicted power of Bring and Carling's model as well as to random imputation.
We also present the employment rate among dropouts over time based on LISA data. Another contribution is that the new imputation models based on survey data deal with nonresponse. Bring and Carling (2000) used only survey responses in their model and did not account for survey nonresponse. The nonresponse rate in the survey used in Bring and Carling (2000) is 20 percent. This refers both to unit and item nonresponse, since there was only one question in the survey.
Data
Survey data and register data are used to estimate imputation models for dropouts in unemployment data. Both survey data and register data contain measurement error. In register data there is unobserved/misreported information, since not all individual employment biographies are covered by the administrative process. Bound et al. (2001) discuss the causes of measurement errors in survey reports. The longer the recall period, the more difficult the reporting task and the less salient the event the more difficult it is to retrieve the information requested. Socially undesirable events tend to go unreported, while the opposite is true for socially desirable events. See for example Pyy-Martikanen and Rendtel (2009) , who used Finnish linked survey and administrative data to analyse measurement error in survey data.
The Survey
The survey was conducted on twelve different measurement occasions between September 2005 and August 2006. Each measurement occasion includes exits for unknown reasons during one week, where the job seeker does not return to the Public Employment Service within 14 days. An unrestricted random selection of 300 periods of registration were made each measurement week. The total sample is therefore 3,600 periods of registration. We chose to include measurement weeks from as many different periods as possible during one year to take into account any seasonal effects.
The survey can be seen as a stratified sample with measurement weeks as strata. A stratification of a finite population U ¼ 1; : : : ; k; : : : ; N f g means a partition of U in H subsets of the population (Lundström and Särndal 2001) . The number of elements in stratum h is denoted N h and the sample size in stratum h is denoted n h . The probability that a given element is included in the sampling, the inclusion probability, is given by
denote the design weight of element k. Note that it is the period of registration and not the individual that constitutes an element in the survey. The population consists of unique periods of registration, but not of unique individuals, as some people occur in the data set multiple times. The outcome of registration periods for the same individual are probably correlated and the observations cannot be assumed to be independent. This problem is called correlated failure-time modelling or multiple spells modelling and is studied for example in the economic literature (Lancaster 1979; Heckman and Singer 1982) .
The correlation structure is ignored in this article, which might lead to an underestimation of the variability of the imputation model. A very large percentage of registration periods concern unique individuals, however. In fact, 97.4 percent of registration periods that ended with deregistration for unknown reasons during the measurement weeks concern unique persons. Of the periods that constitute the sampling frame in the survey, periods where the individuals have not returned within 14 days, 98.5 percent concern unique individuals. In the sample, 99.8 percent concern unique individuals; three individuals are found twice.
The survey was conducted in the form of computer-aided telephone interviews by the Public Employment Service's interview unit. The interviews were conducted as close to deregistration from the Public Employment Service as possible, in order for the interviewed persons to be able to recall their work situation when they ceased to have contact with the Public Employment Service. Since there is a 14-day wait in order to exclude the return of job seekers to the Public Employment Service, the interviews were conducted within two to three weeks of deregistration.
In the survey, the individuals were asked about their current work situation ("What is your work situation today?"). The response options were the following:
1. Have work (full-time) 2. Have work (part-time) 3. Studying/in training 4. Participating in a labour market programme 5. Have started my own company 6. Long-term sick leave/sick leave/on parental leave 7. Unemployed/seeking work 8. Other
Individuals responding according to option 1, 2, or 5 are defined as having found work. The interviewers did not read out the response options to the question. When the interviewed person had difficulties giving an answer that fitted the response options, the interviewer helped by interpreting the purpose of the question.
Out of the total sample of 3,600 periods, 2,443 responded, giving a response rate of 68 percent. Nonresponse in the survey is thus 32 percent. Older persons, persons born outside Europe, persons with a low level of education, and persons without unemployment insurance are overrepresented in the nonresponse group. Probably, a lower extent of these persons had found work than those who responded in the survey (see, for example, Bennmarker et al. 2007 ).
There is a risk that estimates using data only from respondents will be biased. We therefore impute missing values. There are various methods of imputation; we use regression imputation as described in Lundström and Särndal (2001) . Since both socioeconomic and employment-related explanatory variables can be linked to the individuals that drop out, missing data may be imputed using a logistic regression model that explains which categories of individuals have the greatest probability of having found work. Rubin (1996) recommends that an imputation model contain as many relevant variables as possible and the model used to impute the nonresponse in the survey includes many socioeconomic and employment-related explanatory variables; see Appendix. Variables in Bennmarker et al. (2007) were considered.
We denote by y k whether or not a period of registration k has ended because of work; y k ¼ 1 if period k ended because of work and y k ¼ 0 if period k did not end because of work. We assume that response or register values are obtained for the elements in a set denoted r. Regression imputation gives an imputed value for element k according tô
where z k is the value of the imputation vector for element k by z k ¼ ðz 1k ; : : : ; z jk ; : : : ; z Jk Þ 0 , a column vector with J explanatory variables, where z jk is the value, for element k, of the jth explanatory variable andb
b is a vector of regression coefficients, resulting from the fit of a regression using the data ð y k ; z k Þ available for k [ r and weighted with d k .
Replicates of data containing regression-imputed values tend to have a lower degree of variance than data containing observed values y k . We therefore add a randomly selected residual. Then the imputed value for element k iŝ
where e * k is a randomly selected residual from the data set containing calculated residuals {e k : k [ r}, where
Each missing value is imputed 20 times. The y k values for the respondents are the same in all data sets, while the imputed values are different.
Register Data
In addition to survey data, we also use administrative records on gainful employment for this study when constructing imputation models. The LISA database is used to impute missing information about employment status to obtain complete combined administrative data sets. The administrative records in LISA are limited to the month of November so the combined administrative data sets are also limited to November. Information about gainful employment in LISA is used to impute missing destination states for dropouts in November each year. The LISA database holds annual registers and includes all individuals 16 years of age and older registered in Sweden. It is available in spring the following year. The individuals are classified as employed if they are assumed to have worked for at least four hours during November. The estimation in LISA is model based where the correlation between several variables, for example information about payments from employers, is used for the classification. There are some misclassifications in the data compared to real working hours in November. The risk of misclassification is larger for persons who were working only parts of the year and for persons with a weaker connection to the labour market. Misclassifications are partly due to errors in the model but also due to incomplete information. For the employment rate among dropouts over time we use all available data, which is November data for the years 1992 to 2012. For the years 1992 to 2006, the number of periods each November is approximately 12,000, while for the years 2007 to 2012 the number of periods each November has dropped to approximately 7,000 per year. The sharp decline from 12,000 to 7,000 is due to better administrative routines at the Swedish Public Employment Service. Fewer ended unemployment spells lack employment status. Item nonresponse regarding employment in November not filled in by LISA is about one percent in the beginning of the period but close to two percent for later years.
3. The Employment Rate Figure 1 shows the employment rate among dropouts in November each year according to combined administrative data. For the years 1992 to 2006 the employment rate is close to 50, but from 2007 the employment rate drops to 40 or less. The decline in the employment rate is probably due to the better administrative routines mentioned above. The estimated employment rate is based on the 20 nonresponse imputed replicates of data, that is, 20 separate models are estimated. The different parameter estimates are then combined as described in Rubin (1987) .
Suppose thatQ i is an estimate of a scalar quantity of interest, obtained from a data set i, i ¼ 1; 2; : : : ; m andŴ i is the variance associated withQ i . The overall estimate is the average of the individual estimates from the m complete replicates of data
Assume that W is the within-imputation variance, which is the mean value of the estimates from the m complete replicates of data
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then the total variance is The estimated employment rate among dropouts in the 1994 survey is 44.7 percent (Bring and Carling 2000) . The sample in the 1994 survey was drawn from the population of dropouts in January and February. In the combined administrative data for November 1994, the employment rate is 47.6 percent.
A factor that affects the comparability of survey data and the combined administrative data is that administrative data refers to the month of November while survey data refers to different periods during the year. The employment rate can be different depending on the season. Table 3 The estimated employment rate varies from 43.0 to 56.3 between measurement weeks. The employment rate is lower at the beginning of the autumn and spring semester when the exit rate to education is high, and the employment rate is higher at the beginning of the summer when the exit rate to summer jobs is high.
Imputation Models for Dropouts

The Models
Imputation models for dropouts are estimated on survey data from 2005/2006 and on complete combined administrative November data from 2005/2006 and 2011/2012 . The models are logistic regression models and the dependent variable is whether the person is employed or not. We estimatê
Age, country of birth, functional impairment, education, membership of an unemployment insurance fund, status prior to deregistration, and experience are used as explanatory variables. We want to include as many relevant socioeconomic and employment-related explanatory variables as possible to improve the models' predictive power, but at the same time we want to keep the models as simple as possible to use. Variables used in Bring and Carling (2000) and Bennmarker et al. (2007) have been considered and variables with p-values smaller than 0.05 when estimated on administrative data are used in the final models.
Since survey data includes samples from different periods during a year, it is possible to include month of deregistration as an explanatory variable. Two different models are estimated on survey data; one with (Model 1) and one without (Model 2) month of deregistration.
For survey data we estimate the imputation models on the 20 nonresponse imputed replicates of data, that is, 20 separate models are estimated. The different parameter estimates are then combined as described in Rubin (1987) . Table 4 displays the imputation models based on survey data.
The employment rate is lower for, for example, older persons, persons with a low level of education, persons born outside of Europe, and persons with a functional impairment. Persons being registered as part-time or temporarily employed prior to deregistration have a higher employment rate than persons categorised as unemployed. Persons with many previous transitions to work and members of an unemployment insurance fund also have a higher employment rate. The alternative model (Model 2), where month of deregistration is included, shows that those deregistered in May, June, or July are employed to a higher extent. Table 5 shows imputation models estimated on complete combined administrative data for The interpretation of the estimates is basically the same as for Table 4 . One difference is that the estimate for the intercept and the estimate for individuals 16 -24 years have changed sign compared to the models based on survey data. The standard errors are about half of those from the models based on survey data (Table 4) .
The Predictive Power of the Models
The predictive power of the imputation models can tell us whether or not the models can be used to impute missing values for those who leave the Public Employment Service for unknown reasons. By predictive power we mean the percentage of correct predictions. We compare the predictive power of each model in Table 4 and Table 5 The imputation models estimate a probability between 0 and 1 that the individuals have found work. Imputation then requires a threshold, that is, at which predicted values the imputed value of having found work,ŷ k ¼ 1, or the imputed value of not having found work,ŷ k ¼ 0 should be classified. For each model, we select a threshold so that the imputation produces the employment rate observed in the dataset. For survey data the employment rate is 47. data again have higher predictive power than the models based on survey data. Both models based on administrative data have the same predictive power, 74 percent.
Conclusions and Closing Discussion
Imputation can be used in evaluations using unemployment data as a means of dealing with missing information about destination state after a period of unemployment. It also can be used in the Public Employment Service's performance reports when the number of exits to employment is presented to avoid underestimation. Two imputation models based on survey data and two models based on combined administrative data were investigated. The four models all have similar predictive power. The models based on administrative data have slightly higher predictive power than the models based on survey data.
The two imputation models using 2005/2006 survey data are based on more data and have a higher predictive power than the imputation model suggested in Bring and Carling (2000) , which is estimated on a small 1994 sample. The new imputation models based on survey data from 2005/2006 and multiple imputation deal with nonresponse in a more satisfactory way. According to the new survey, the estimated employment rate among dropouts is 47 percent for 2005 and 2006, which is consistent with administrative November data for the same years.
One difference between survey data and combined administrative data is that administrative data refers to the month of November, while survey data refers to twelve different measurement occasions during 2005 and 2006. We have no information about the predictive power of the investigated imputation models for all dropouts in unemployment data. We therefore cannot say which model is the best. Probably it does not matter a great deal which model is used. One suggestion is to use the imputation model based on the combined administrative data from November 2011/2012, which is the model based on the latest available data.
