INTRODUCTION
The back-propagation neural network (BPNN) trained by the generalized delta rule (Rumelhart, Hinton & Williams, 1986 ) is successfully used in many fields, especially for pattern recognition, due to its learning ability. However, one of its major disadvantages is that it looks like a "black-box" and provides no insight into the physics of its processing (McCormack, 1991) . As a result, it is difficult to understand how it processes. Its performance is affected by many factors, such as the network structure (the numbers of input nodes, output nodes, hidden layers, and hidden nodes), and training parameters (the learning rate, momentum rate, and thresholds of system and pattern errors) which form components of the generalized delta rule. The range of choice of these factors results in a variable performance and, consequently, makes comparisons difficult. It is unclear if and when the optimum solution has been reached.
Although some efforts have been devoted to selecting optimal values (Gorman and Sejnowski, 1988; Dowla Taylor & Anderson, 1990; Fausett, 1994) , such values can only be obtained by a process of trial and error which is often time-consuming and inconsistent. It makes the application of BPNNs difficult. There is a need to find an appropriate method which can efficiently select these factors and understand the BPNN performance. The most important selection of the training parameters of generalized delta rule are the learning rate q and momentum rate CL They may have different values depending upon the problems and the researcher's favourite choice. Usually, determination is arbitrary and their optimum values can only be obtained by a process of trial and error.
In order to investigate this effect, two questions should be answered: (1) how do they affect the training procedure? and (2) how do they affect the BPNN structure? The training procedure can be measured by using the iteration number for convergence. The trained BPNN structure can be measured by its weight pattern in a weight map which displays the distribution of weight values (Dai and MacBeth, 1994a) . In this paper, we will investigate this effect by analyzing a BPNN specially applied to the problem of picking seismic arrivals from local earthquake data. We will introduce the approach for picking seismic arrivals, and analyze the effects of changing the learning parameters. 
SEISMIC ARRIVAL PICKING
Picking seismic arrival from background noise is a typical pattern recognition problem. In order to detect and locate a seismic event, the primary (P) and secondary (S) wave arrivals must be picked and their onset times must be measured. We have developed a BPNN approach to tackle this (Dai and MacBeth, 1995) . This approach includes two phases: the training (learning) phase and the testing (generating) phase. In the training phase, some training dataset should be selected by an analyst using his experience and then be used to train the BPNN. After training, the BPNN is applied to the entire seismogram as a filter by using a sliding window along the entire modulus trace of three-component seismograms ( Figure 1 ). The input of the BPNN is a segment of the modulus. The output of the BPNN then yields a time series which is interrogated for a decision regarding the seismic arrivals.
In such an application, the first task is to select a suitable BPNN structure, then a suitable training dataset, and also it is necessary to select suitable training parameters. In our early paper (Dai and MacBeth, 1995) , we examined some factors which affect the performance. We found that: (1) a three-layer BPNN (with a single hidden layer) is sufficient; (2) there exist optimal numbers of both input nodes and hidden nodes and the input node number seems to have a large effect; (3) the performance is strongly dependent on the training dataset. A small training dataset may result in a poorly trained BPNN, and a large one may result in the learning procedure becoming too long. It seems better to train a BPNN with a small training dataset first, and then to improve its performance by subsequently adding more training dataset. Finally, by using a process of trial and error, we selected a three-layer BPNN which had an input layer, a hidden layer and an output layer ( Figure 2 ). The input layer has 30 nodes corresponding to the segment of the input characteristic function which is chosen to include several complete cycles of a wave in the sliding window, the hidden layer has 10 nodes, and the output layer has two nodes flagging the result, (0,l) for an arrival and (1,O) for pure background noise.
In this approach, the BPNN is applied to pick as many changes from the background noise as possible and discard those which are neither P-nor S-arrivals, so the training data should include the seismic arrival signal and background noise signal. Because both Pand S-arrivals appear to exhibit similar modulus characteristics, the training dataset only includes the Noise segments are extracted prior to the P-arrivals in the same seismograms. Arrows on P-arrival segments indicate arrival onset times used to train the BPNN, all at the eleventh sample. These segments are individually normalized before being input into the BPNN.
modulus segment of the P-arrivals and background noise which was extracted prior to the P-arrivals in the same seismograms. These segments are arranged so that the predicted onset time of every P-arrival lies at the eleventh sample. Finally nine pairs of P-arrivals and background noise segments ( Figure 3 ) are selected for training in the study. With the above BPNN structure and training dataset, this approach is applied to deal with several hundreds of three-component seismograms from a local earthquake network. It can detect 94% P-arrivals and 90% S-arrivals. 75% of the P-arrivals and 67% of the S-arrivals are estimated from their onset times within one sample increment (10 ms).
LEARNING PARAMETERS AND LEARNING CONVERGENCE
To train a BPNN, the first input pattern is presented to an initially randomized BPNN, and the weights (including thresholds of nodes) adjusted in all the connections. Other patterns are then presented in succession, and the weights adjusted from the previously determined values. This process continues until all patterns in the training set are exhausted (an iteration) . The final solution is generally independent of the order in which the example patterns are presented. However, a final check can be performed by looking at the pattern error, E,, the sum of squares of the difference between desired output and BPNN output for each pattern, and system error, E,, the average of all pattern errors, to determine whether the final BPNN solution satisfies all of the patterns presented to it within a certain error.
The generalized delta rule which is used to train BPNNs can be mathematically written as:
where q is the learning rate and ac the momentum rate. Aw, is the change of the weighted connection between nu (nij is defined as the jth node in the ith layer) and ni+] k, oij the output of nij, and 8ik the change in error as a function of the change in the network input to the ni+l k. The quantity (n+l) indicates the (n+l)th step. This equation means the change of weights at the (n+l)th step should be similar to the change of weights undertaken at the nth step. 
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The iteration number for training with different learning rate 7 ranged from 0.1 to 1 .l and momentum rate (II ranged from 0.0 to 1 .O. In each cell, the top number is the number of training iteration, the middle one is the system error ( X 10m5), and the bottom one is the predicted iteration by using eqn (2). NC means nonconvergence. This BPNN is trained with seven pairs of P-arrival and background noise segments.
Efects of Learning Parameters
The convergence speed (iteration number) of the training procedure is obviously dependent on the learning rate 7, and momentum rate CX. Naturally, the higher the learning rate is, the larger the change in the weights. For practical purposes, it should be chosen to be as high as possible. However, if the learning rate is too large, it will lead to unstable oscillation (Pao, 1988) . This oscillation might be filtered out by the momentum term. However selecting them is somewhat difficult as their values depend on the nature of the problem. Here we attempt to obtain a relationship between the learning parameter and the iteration number by analyzing the BPNN used in the above approach.
Relationship between Learning Parameters and Learning Convenience
We use different values of learning rate q and momentum rate a! to train the same BPNN by using seven pairs of Parrival and background noise segments ( Figure 3 ). Table 1 shows the iteration number required in training this BPNN as a function of r, -and (x, but with the same pattern error threshold (0.0001) and system error threshold (0.00001) which are used to terminate the training 1509 procedure. A relationship between the iteration number and 7 and a! can be obtained from this table:
where IN,, is the iteration number at r, = 0.1 and (x = 0.0. In order to verify this equation, we calculate the iteration number by using this equation with the same IN0 ( Table 1 ). The calculated iteration numbers fit well with the real numbers. For example, the maximum relative error is 10% at (x = 0.9 and 7 = 0.9 with an absolute error of 8 iterations. This equation shows that: (1) the iteration number is inversely proportional to CL Note that (x must be less than 1.0, otherwise the learning procedure does not converge.
(2) the iteration number is the reciprocal of the 7, and naturally, q cannot be zero. Due to the nature of the reciprocal function, large 7 cannot reduce the iteration number too much. For example, when r is increased from 0.1 to 0.2, the iteration number is reduced by 50%, but when q is increased from 0.7 to 0.8, the iteration number is reduced by 12.5%.
The iteration number is also related to the system error. It seems that the deviation of iteration number is learning rate q FIGURE 4. The space of 7 and (Y for a BPNN with seven training datasets. A is the stable area where the fitness between real iteration number and the one calculated is accurate and the system error is stable with a relative change of less than 10%; B is the unstable area where the fitness is not accurate and the system error is unstable; and C is the misfit area where the learning does not converge or take too many iterations, and the system error is unstable. The iteration number for training with different learning rate 9 ranged from 0.1 to 1 .l and momentum rate CY ranged from 0.9 to 1 .O for the same BPNN as in Table 1 . Notations are the same as in Table 1 .
proportional to the deviation of the system errors related to that at 7 = 0.1 and ac = 0.0. In the training procedure, we have mainly used the pattern error to terminate the training procedure. The training procedure stops when all training patterns have an error less than 0.0001, but the system error, varying with different learning parameters, does not need to reach its threshold (0.00001). A small system error corresponds to a long learning procedure. It seems that a better fit between the real and calculated data is obtained if the same system error is used to terminate the training procedure.
The above results only limit 7 < 1.1. In order to obtain a complete image of the effect of q and a, we have examined the details of fitness between eqn (2) and the real iteration on the above BPNN when 7 > 1.1 and a! varies between 0.9 and 1.0 at small intervals. Tables 2  and 3 show the results in which, as the q and a! increase, the system error unstably deviates from the system error at a = 0.0 and 7 = 0.1 and the real iteration number also deviates form the calculated one, and as r] increases, the value of a, when the non-convergence occurs is decreased. The iteration number and system error, as the functions of a! and q, can be divided into three areas (Figure 4) : A is the stable area where the fitness between real iteration number and calculated one is accurate and the system error is stable; B is the unstable area where the fitness is not accurate and the system error is unstable; and C is the misfit area where the learning does not converge or take too many iterations, and the system error is unstable.
Analysis about other BPNNS
Although the performance of this BPNN is good, we still seek the possibility to improve its performance by adding new training data. A new BPNN is finally trained by nine pairs of P-arrival and background noise segments ( Figure  3 ) and has an improved performance than the original one (Dai and MacBeth, 1995) .
Here Tables 4-6 shows the iteration numbers required in training this BPNN. These tables also show the prediction from eqn (2) which provides a satisfactory fit. It also shows that the system error is more stable for this BPNN. Figure 5 shows the same features of q and a as Figure 4 . It seems that this better fit corresponds to the improved performance of the later BPNN. We also examine another BPNN which is used to pick seismic arrivals from vertical component seismograms (Dai and MacBeth, 1994b) . In this case the BPNN also has three layers, but with 40 input nodes. To train this BPNN, 10 pairs of P-arrival and background noise segments of absolute values of vertical component recordings are selected (Figure 6 ). Tables 7-9 and Figure 7 show the results. Due to an unstable system error, its fit is not as good as that of the two previous BPNNs.
Discussion
By analyzing three BPNNs, we obtain a general relationship (eqn (2)) between the learning parameters (r and a) and the iteration number. The iteration number depends on two factors: the system error and the learning 
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The iteration number for training with different learning rate q ranged from 0.1 to 1 .l and momentum nine pairs of P-arrival and background noise segments. Notations are the same as in Table 1. rate a! ranged from 0.0 to 1 .O. This BPNN is trained with parameters (q and ac). The fit between the real number and the calculated number is related to the system error change. The system error is affected by the learning parameters, however, it seems that there is no regular rule. Although for a well trained BPNN, it should be stable. The learning parameters have only a minor effect on the fitness when 7 and (x in the stable area are small. In contrast, when the q and a! are large, the effect is also large. The differences increase as 7 increases. For example, on the column CY = 0.1 of Table 1 , although the system errors are the same when q = 0.1 and 7 = 1.1, the real iteration number at 7 = 1.1 is still larger than the calculated one. This reflects the fact that a large deviation can take place in the weight space with a high 7 in the training procedure (Pao, 1988) . During the learning procedure with high 7, the weight changes might rise above the desired weight state and necessitate a research. As a result, the learning procedure requires more iterations to reach this state. Although using the momentum term can reduce this jump, it cannot be totally overcome. Therefore, a large training parameter may not necessarily result in a short learning procedure. The space of 7 and a! can be divided into three areas for the iteration number and system error (Figs 4 and 5 and Figure 7 ). It seems the shape of the areas reflects the BPNN's performance. For a BPNN with good performance, the stable area (A) should be large as in Figure 5 . However, the other two BPNNs have a smaller stable area with lower performance. This may be used to check the performance during training of a BPNN. In addition, when using large 7 and a to train a BPNN, the iteration number should not deviate far from the 
NC NC NC
The iteration number for training with different learning rate q ranged from 0.1 to 1 .l and momentum rate cx ranged from 0.9 to 1 .O for the same BPNN as in Table 4 . Notations are the same as in Table 1 .
predicted value. If this is so, it seems that either the BPNN is not well designed or the training dataset is not well selected. This feature may also be used as a guide to select 7 and a values. The 7 and ac values should be in the stable area (A) and near its boundary where the iteration number is smaller. In order to reduce the iteration number to a value as small as possible, the optimum choice for q is 0.7 and for a! is between 0.8 and 0.9 (must be less than 0.9), or 0.6 and 0.9 for a well designed BPNN.
WEIGHT PATTERN ANALYSIS
The above analysis shows that learning parameters (r and CX) greatly affect the convergent speed of the learning procedure. Here we will examine their effect on the BPNN structure. In order to examine this effect, we introduce a weight map of the BPNN structure which is produced to show the BPNN weight patterns, then analyzes this weight pattern.
Weight Map
The weight map of a BPNN structure shows the magnitudes of each weight connecting to the different layers in the BPNN. Figure 8 shows an example of a weight map of a BPNN trained with nine pairs of training dataset. For this three-layer BPNN, this map includes two plots: (1) the mapping of weights between the input layer and the hidden layer; and (2) the mapping between the hidden layer and the output layer. In each mapping, solid circles are shaded on a grey scale corresponding to a magnitude 
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The iteration number for training with different learning rate 17 ranged from same BPNN as in Table 4 . Notations are the same as in Table 1. 1 .O to 11 .O with an interval of 1 .O and momentum rate (Y ranged from 0.0 to 1 .O for the range indicated by the key, with the top row of circles in map (1) and far right row of circles in map (2) representing the nodal thresholds. This method can be applied to any BPNN application, enabling illumination of the "black-box" approach of BPNN analysis and examination of the BPNN function. For example, this weight map shows that the weight pattern between the input nodes and hidden nodes can be divided into two portions with different patterns at the tenth input nodes. We can expect that for the BPNNs with the same structures, if they have the same weight patterns, they should have the same performance. Visual checking of the weight maps of BPNNs training with different parameters shows that with the same training dataset, they have similar weight patterns. The weight map between the input nodes and hidden nodes can be divided into two portions at the tenth input node. Weights connected to nodes between the first to tenth nodes show a "high contrast" pattern, in which most of the weights have large absolute values. Weights connected to nodes between the eleventh and thirtieth nodes show a "low contrast" pattern in which most of the weights have small absolute values. Although a few weights show some changes as 7 and CY alter, the whole pattern is similar. Therefore, these trained BPNNs with similar weight patterns should have similar performances. 
Weight Pattern Analysis
In order to understand how the trained BPNN picks seismic arrivals, further study is required to view the mechanism by which the trained BPNN performs its classification. Before training, the weights and thresholds in Figure 8 are randomly initialized between -0.5 and +0.5, and after training their values range from -2.12 to +2.02. It appears that the pattern of weights connecting the input layer to the hidden layer is divided into two portions at the tenth sample, corresponding to the P-arrival onset in the input signal in which before the onset the signal energy is low and after the onset the signal energy is high. The first portion between the first and tenth nodes shows a "high contrast" weight pattern in which the absolute values of most weights are large: most weights connected to thefirst and seventh hidden nodes are negative large values, and most weights connected to the fourth hidden node are positive large values. The second portion between the eleventh and thirtieth nodes shows a "low contrast" weight pattern in which the absolute values of most weights are small. The weight pattern between the hidden nodes and the output nodes is related to the pattern between the input node and hidden node. For example, the weights connected to the Jirst and seventh hidden nodes have large negative values when they connect to the noise output node and large positive values when they connect to the P output node, and the weights connected to the fourth hidden node have a large positive value when they connect to the noise node and large negative values when they connect to the P node. It seems the$rst, fourth and seventh hidden nodes are more active in the performance because the weights assigned to them have larger values than others. According to the sigmoidal function of nodes and the input signal which contains all positive values which are normalized between 1 and 0, a negative weight decreases the node output and a positive weight increases the node output. In the case of a background noise segment being fed into the BPNN, because all values are high and the weights are large in the first portion and play the principal role, the weights in the second portion will be neglected, The first and seventh hidden nodes give low output and the fourth hidden node gives high output. So the final output will be (high, low) values for the noise. However, in the case of a P-arrival segment being fed into the BPNN, because of the low values before the P-onset, the weights in the first portion can be neglected. The weights in the second portion play the principal role in the BPNN output which will be (low, high) values according to the training. As the sliding window moves along the seismogram, once the onset of an arrival passes into the input window, the values of the input samples before the onset decrease, and the first portion will lose its effect on the output which attempts to reach the (low, high) state indicating a P-arrival. At the stage of the onset at the eleventh node, the output should reach the peak of the (low, high) state. However, as the onset moves into the position before the tenth nodes, the input values before the 10 nodes increases, so that the first portion will strengthen its effect on the output which attempts to reach the (high, low) state indicating background noise. It is too complex to show the numerical results, however, this simple analysis gives a clear image of the details of BPNN performance under different conditions. It is interesting to note that hidden nodes have different activities according to the values of weights connected to them. It seems that active hidden nodes (e.g. the first, fourth, and seventh nodes) can recognize the main features of an input segment and other hidden nodes may improve the BPNN performance by recognizing the subtle features of the input signal.
Weight Pattern Analysis for Another BPNN
For the BPNN used to pick seismic arrivals from vertical component recordings, a similar weight pattern (Figure 9 ) is obtained, although this BPNN with 40 input nodes was trained by 10 pairs of P-arrival and background noise segments. Before training, the weights and thresholds were randomly initialized between -0.5 and +0.5. After training, the values of weights and thresholds range from -2.41 to 2.26. This pattern also shows that the weights connecting the input layer to the hidden layer are divided into two portions at the twentieth sample, corresponding to the P-arrival onset in the input signal where before the onset the signal energy is low and after the onset the signal energy is high. The first portion between the first and twentieth nodes also shows a "high contrast" weight pattern, but the second portion between the twenty-first and fortieth nodes shows a "low contrast" weight pattern. Comparing with the weight map in Figure 8 , two BPNNs have similar weight patterns, although their structure and the training dataset are quite different. Their similar weight pattern means that they operate in the same way and can do the same work. The significant feature in the two weight maps is that each of them is divided into two portions at the onset of the training P-arrival segments. These two portions have different functions in doing the "picking work". For example, The iteration number for training with different learning rate q ranged from 0.1 to 1 .l and momentum rate 01 ranged from 0.9 to 1 .O for the same BPNN as in Table 7 . Notations are the same as in Table 1 .
the "high contrast" portion has a strong effect on picking P-arrival and the "low contrast" portion has a strong effect on picking background noise. The hidden nodes in this BPNN also have different activities. The first, ji!h, and sixth hidden nodes are active in the performance because the weights connected to them have larger values than others. Comparing two BPNNs, the sequence number of the active hidden nodes are different. The active hidden nodes and their attributes depend on the initial values of weights which are randomly generated.
SUMMARY
In this paper, we have examined the effect of training parameter (q and CX) on the BPNN learning procedure and its performance. The results show that the training parameters mainly affect the convergence of learning procedure and do not affect the structure of the trained BPNNs too greatly, therefore, these BPNNs should have similar performance. As a result, we do not need to put too much effort into selecting their optimum values in each case. This will allow us to devote our attention only to the performance of the trained BPNN and can make a complex problem simple. It is important for the case where a large BPNN and a large training dataset are involved. In order to obtain a quick learning procedure, we need to select the learning parameter to be as large as possible. However the learning procedure might be unstable and the weights of BPNN might be trapped in a local minimum by using too large a value of r] (Rumelhart et al., 1986) . The suggested value for q is 0.7, and a! between 0.8 and 0.9 (less than 0.9) or q = 0.6 and a! = 0.9. This is 
