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Abstract
We study the problem of recovering a hidden community of cardinality K from an n × n
symmetric data matrix A, where for distinct indices i, j, Aij ∼ P if i, j both belong to the
community and Aij ∼ Q otherwise, for two known probability distributions P and Q depending
on n. If P = Bern(p) and Q = Bern(q) with p > q, it reduces to the problem of finding
a densely-connected K-subgraph planted in a large Erdo¨s-Re´nyi graph; if P = N (µ, 1) and
Q = N (0, 1) with µ > 0, it corresponds to the problem of locating a K×K principal submatrix
of elevated means in a large Gaussian random matrix. We focus on two types of asymptotic
recovery guarantees as n → ∞: (1) weak recovery: expected number of classification errors is
o(K); (2) exact recovery: probability of classifying all indices correctly converges to one. Under
mild assumptions on P and Q, and allowing the community size to scale sublinearly with n,
we derive a set of sufficient conditions and a set of necessary conditions for recovery, which are
asymptotically tight with sharp constants. The results hold in particular for the Gaussian case,
and for the case of bounded log likelihood ratio, including the Bernoulli case whenever p
q
and
1−p
1−q
are bounded away from zero and infinity. An important algorithmic implication is that,
whenever exact recovery is information theoretically possible, any algorithm that provides weak
recovery when the community size is concentrated near K can be upgraded to achieve exact
recovery in linear additional time by a simple voting procedure.
1 Introduction
Many modern datasets can be represented as networks with vertices denoting the objects and edges
(sometimes weighted or labeled) encoding their pairwise interactions. An interesting problem is to
identify a group of vertices with atypical interactions. In social network analysis, this group can
be interpreted as a community with higher edge connectivities than the rest of the network; in
microarray experiments, this group may correspond to a set of differentially expressed genes. To
study this problem, we investigate the following probabilistic model considered in [18].
Definition 1 (Hidden Community Model). Let C∗ be drawn uniformly at random from all subsets
of [n] of cardinality K. Given probability measures P and Q on a common measurable space, let
A be an n× n symmetric matrix with zero diagonal where for all 1 ≤ i < j ≤ n, Aij are mutually
independent, and Aij ∼ P if i, j ∈ C∗ and Aij ∼ Q otherwise.
In this paper we assume that we only have access to pairwise information Aij for distinct indices
i and j whose distribution is either P or Q depending on the community membership; no direct
observation about the individual indices is available (hence the zero diagonal of A). Two choices
of P and Q arising in many applications are the following:
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• Bernoulli case: P = Bern(p) and Q = Bern(q) with p 6= q. When p > q, this coincides with
the planted dense subgraph model studied in [32, 7, 12, 21, 33], which is also a special case
of the general stochastic block model [26] with a single community. In this case, the data
matrix A corresponds to the adjacency matrix of a graph, where two vertices are connected
with probability p if both belong to the community C∗, and with probability q otherwise.
Since p > q, the subgraph induced by C∗ is likely to be denser than the rest of the graph.
• Gaussian case: P = N (µ, 1) and Q = N (0, 1) with µ 6= 0. This corresponds to a symmetric
version of the submatrix localization problem studied in [37, 30, 10, 9, 31, 12, 11].1 When
µ > 0, the entries of A with row and column indices in C∗ have positive mean µ except those
on the diagonal, while the rest of the entries have zero mean.
Given the data matrix A, the problem of interest is to accurately recover the underlying com-
munity C∗. The distributions P and Q as well as the community size K depend on the matrix size
n in general. For simplicity we assume that these model parameters are known to the estimator.
The only assumptions on the community size K we impose are that K/n is bounded away from
one, and, to avoid triviality, that K ≥ 2. Of particular interest is the case of K = o(n), where the
community size grows sublinearly.
We focus on the following two types of recovery guarantees.2 Let ξ ∈ {0, 1}n denote the indicator
of the community such that supp(ξ) = C∗. Let ξ̂ = ξ̂(A) ∈ {0, 1}n be an estimator.
Definition 2 (Exact Recovery). Estimator ξ̂ exactly recovers ξ, if, as n→∞, P[ξ 6= ξ̂]→ 0, where
the probability is with respect to the randomness of ξ and A.
Definition 3 (Weak Recovery). Estimator ξ̂ weakly recovers ξ if, as n → ∞, dH(ξ, ξ̂)/K → 0 in
probability, where dH denotes the Hamming distance.
The existence of an estimator satisfying Definition 3 is equivalent to the existence of an estimator
such that E[dH(ξ, ξ̂)] = o(K) (see Appendix A for a proof). Clearly, any estimator achieving exact
recovery also achieves weak recovery; for bounded K, exact and weak recovery are equivalent.
Intuitively, for a fixed network size n, as the community size K decreases, or the distributions P
and Q get closer together, the recovery problem becomes harder. In this paper, we aim to address
the following question: From an information-theoretic perspective, computational considerations
aside, what are the fundamental limits of recovering the community? Specifically, we derive sharp
necessary and sufficient conditions in terms of the model parameters under which the community
can be exactly or weakly recovered. These results serve as benchmarks for evaluating practical
algorithms and aid us in understanding the performance limits of polynomial-time algorithms.
In addition to establishing information limits with sharp constants for general P and Q, we
identify the following algorithmic connection between weak and exact recovery: If exact recovery
is information-theoretically possible and there is an algorithm for weak recovery, then in linear
additional time we can obtain exact recovery based on the weak recovery algorithm. This suggests
that if the information limit of weak recovery can be obtained in polynomial time, then so can
exact recovery; conversely, if there exists a computational barrier that separates the information
1The previously studied submatrix localization model (also known as noisy biclustering) deals with submatrices
whose row and column supports need not coincide and the noise matrix is asymmetric consisting of iid entries
throughout. Here we focus on locating principal submatrices contaminated by a symmetric noise matrix. Additionally,
we assume the diagonal does not carry any information. If instead we assume nonzero diagonal with Aii ∼ N (µ, 1)
if i ∈ C∗ and Aii ∼ N (0, 1) if i /∈ C
∗, the results in this paper carry over with minor modifications explained in
Remark 11.
2Exact and weak recovery are called strong consistency and weak consistency in [34], respectively.
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limit and the performance of polynomial-time algorithms for exact recovery, then weak recovery
also suffers from such a barrier. To establish the connection, we apply a two-step procedure: the
first step uses an estimator capable of weak recovery, even in the presence of a slight mismatch
between |C∗| and K, such as the maximum likelihood estimator (see Lemma 4); the second step
cleans up the residual errors through a local voting procedure for each index. In order to ensure the
first and second step are independent, we use a method which we call successive withholding. The
method of successive withholding is to randomly partition the set of indices into a finite number
of subsets. One at a time, one subset is withheld to produce a reduced set of indices, and an
estimation algorithm is run on the reduced set of indices. The estimate obtained from the reduced
set of indices is used to classify the indices in the withheld subset. The idea is to gain independence:
the outcome of estimation based on the reduced set of indices is independent of the data between
the withheld indices and the reduced set of indices, and the withheld subset is sufficiently small
so that we can still obtain sharp constants. This method is mentioned in [14], and variations of it
have been used in [14], [35], and [34].
1.1 Related Work
Previous work has determined the information limits for exact recovery up to universal constant
factors for some choices of P and Q. For the Bernoulli case, it is shown in [12] that if Kd(q‖p) −
c logK →∞ and Kd(p‖q) ≥ c log n for some large constant c > 0, then exact recovery is achievable
via the maximum likelihood estimator (MLE); conversely, if Kd(q‖p) ≤ c′ logK and Kd(p‖q) ≤
c′ log n for some small constant c′ > 0, then exact recovery is impossible for any algorithms.
Similarly, for the Gaussian case, it is proved in [30] that if Kµ2 ≥ c log n, then exact recovery
is achievable via the MLE; conversely, if Kµ2 ≤ c′ log n, exact recovery is impossible for any
algorithms. To the best of our knowledge, there are only a few special cases where the information
limits with sharp constants are known:
• Bernoulli case with p = 1 and q = 1/2: It is widely known as the planted clique problem
[27]. If K ≥ 2(1 + ǫ) log2 n for any ǫ > 0, exact recovery is achievable via the MLE; if
K ≤ 2(1 − ǫ) log2 n, then exact recovery is impossible. Despite an extensive research effort
polynomial-time algorithms are only known to achieve exact recovery for K ≥ c√n for any
constant c > 0 [3, 19, 16, 6, 18].
• Bernoulli case with p = a log n/n and q = b log n/n for fixed a, b and K = ρn for a fixed
constant 0 < ρ < 1. The recent work [20] finds an explicit threshold ρ∗(a, b), such that
if ρ > ρ∗(a, b), exact recovery is achievable in polynomial-time via semi-definite relaxations
of the MLE with probability tending to one; if ρ < ρ∗(a, b), any estimator fails to exactly
recover the cluster with probability tending to one regardless of the computational costs. This
conclusion is in sharp contrast to the computational barriers observed in the planted clique
problem.
• The paper of Butucea et al. [9] gives sharp results for a Gaussian submatrix recovery problem
similar to the one considered here – see Remark 7 for details.
While this paper focuses on information-theoretic limits, it complements other work investi-
gating computationally efficient recovery procedures, such as convex relaxations [4, 5, 12, 20, 23],
spectral methods [32], and message-passing algorithms [18, 33, 24, 22]. In particular, for both the
Bernoulli and Gaussian cases:
• if K = Θ(n), a linear-time degree-thresholding algorithm achieves the information limit of
weak recovery (see [22, Appendix A] and [24, Appendix A]);
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• ifK = ω(n/ log n), whenever information-theoretically possible, exact recovery can be achieved
in polynomial time using semi-definite programming [23];
• if K ≥ nlogn(1/(8e) + o(1)) for Gaussian case and K ≥ nlogn(ρBP(a/b) + o(1)) for Bernoulli
case,3 exact recovery can be attained in nearly linear time via message passing plus clean
up [22, 24] whenever information-theoretically possible.
However, it is an open problem whether any polynomial time can achieve the respective information
limit of weak recovery for K = o(n), or exact recovery for K ≤ nlogn(1/(8e) − ǫ) in the Gaussian
case and for K ≤ nlogn(ρBP(a/b)− ǫ) in the Bernoulli case, for any fixed ǫ > 0.
The related work [33] studies weak recovery in the sparse regime of p = a/n, q = b/n, and
K = κn. In the iterated limit where first n→∞, and then κ→ 0 and a, b→∞, with λ = κ2(a−b)2(1−κ)b
fixed, it is shown that a local algorithm, namely local belief propagation, achieves weak recovery
in linear time if λe > 1 and conversely, if λe < 1, no local algorithm can achieve weak recovery.
Moreover, it is shown that for any λ > 0, MLE achieves a recovery guarantee similar to weak
recovery in Definition 3. In comparison, the sharp information limit for weak recovery identified in
Corollary 1 below allows p, q and K to vary simultaneously with n as n→∞.
Finally, we briefly compare the results of this paper to those of [1] and [34] on the planted
bisection model (also known as the binary symmetric stochastic block model), where the vertices
are partitioned into two equal-sized communities. First, a necessary and sufficient condition for
weak recovery and a necessary and sufficient condition for exact recovery are obtained in [34]. In
this paper, sufficient and necessary conditions, (7) and (8) in Theorem 1, are presented separately.
These conditions match up except right at the boundary; we do not determine whether recovery
is possible exactly at the boundary. The result for exact recovery in [1] is similar in that regard.
Perhaps future work, based on techniques from [34], can provide a more refined analysis for the
recovery problem at the boundary. Secondly, when recovery is information theoretically possible for
the planted bisection problem, efficient algorithms are shown to exist in [1] and [34]. In contrast,
for detecting or recovering a single community whose size is sublinear in the network size, there can
be a significant gap between what is information theoretically possible and what can be achieved
by existing efficient algorithms (see [3, 8, 31, 21, 33]). We turn instead to the MLE for proof of
optimal achievability. Finally, this paper covers both the Gaussian and Bernoulli case (and other
distributions) in a unified framework without assuming that the community size scales linearly with
the network size.
Notation For any positive integer n, let [n] = {1, . . . , n}. For any set T ⊂ [n], let |T | denote
its cardinality and T c denote its complement. We use standard big O notations, e.g., for any
sequences {an} and {bn}, an = Θ(bn) or an ≍ bn if there is an absolute constant c > 0 such
that 1/c ≤ an/bn ≤ c. Let Binom(n, p) denote the binomial distribution with n trials and success
probability p. Let D(P‖Q) = EP [log dPdQ ] denotes the Kullback-Leibler (KL) divergence between
distributions P and Q. Let Bern(p) denote the Bernoulli distribution with mean p and d(p‖q) =
D(Bern(p)‖Bern(q)) = p log pq + p¯ log p¯q¯ , where p¯ , 1− p. Logarithms are natural and we adopt the
convention 0 log 0 = 0. Let Φ(x) and Q(x) denote the cumulative distribution function (CDF) and
complementary CDF of the standard normal distribution, respectively.
3Here ρBP(a/b) denotes a constant only depending on a/b.
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2 Overview of Main Results
2.1 Background on Maximum Likelihood Estimator and Assumptions
Given the data matrix A, a sufficient statistic for estimating the community C∗ is the log likelihood
ratio (LLR) matrix L ∈ Rn×n, where Lij = log dPdQ(Aij) for i 6= j and Lii = 0. For S, T ⊂ [n],
define
e(S, T ) =
∑
(i<j):(i,j)∈(S×T )∪(T×S)
Lij. (1)
Let ĈML denote the maximum likelihood estimation (MLE) of C
∗, given by:
ĈML = argmax
C⊂[n]
{e(C,C) : |C| = K}, (2)
which minimizes the error probability P{Ĉ 6= C∗} because C∗ is equiprobable by assumption.
Evaluating the MLE requires knowledge of K. Computation of the MLE is NP hard for general
values of n and K because certifying the existence of a clique of a specified size in an undirected
graph, which is known to be an NP complete problem [29], can be reduced to computation of
the MLE. Thus, evaluating the MLE in the worst case is deemed computationally intractable. It
is worth noting that the optimal estimator that minimizes the expected number of misclassified
indices (Hamming loss) is the bit-MAP decoder ξ˜ = (ξ˜i), where ξ˜i , argmaxj∈{0,1} P[ξi = j|L].
Therefore, although the MLE is optimal for exact recovery, it need not be optimal for weak recovery;
nevertheless, we choose to analyze MLE due to its simplicity and it turns out to be asymptotically
optimal for weak recovery as well.
Our results require mild regularity conditions on the size of the hidden community K and on
the pair of distributions, P and Q. Specifically, for K, it is assumed without further comment that
lim sup
n→∞
K/n < 1.
This assumption implies that lognlog(n−K) → 1, so in several asymptotic results log n and log(n −K)
are interchangeable; we give preference to log n. Also, to avoid triviality, it is assumed throughout
that K ≥ 2.
To state the assumption on P and Q we introduce some standard notation associated with
binary hypothesis testing based on independent samples. Throughout the paper we assume the
KL divergences D(P‖Q) and D(Q‖P ) are finite. In particular, P and Q are mutually absolutely
continuous, and the likelihood ratio, dPdQ , satisfies EQ
[
dP
dQ
]
= EP
[
(dPdQ)
−1
]
= 1. Let L = log dPdQ
denote the LLR. The likelihood ratio test for n observations and threshold nθ is to declare P to be
the true distribution if
∑n
k=1 Lk ≥ nθ and to declare Q otherwise. For θ ∈ [−D(Q‖P ),D(P‖Q)],
the standard Chernoff bounds for error probability of this likelihood ratio test are given by:
Q
[
n∑
k=1
Lk ≥ nθ
]
≤ exp(−nEQ(θ)) (3)
P
[
n∑
k=1
Lk ≤ nθ
]
≤ exp(−nEP (θ)), (4)
where the log moment generating functions of L are denoted by ψQ(λ) = logEQ[exp(λL)] and
ψP (λ) = logEP [exp(λL)] = ψQ(λ + 1) and the large deviations exponents are give by Legendre
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transforms of the log moment generating functions:
EQ(θ) = ψ
∗
Q(θ) , sup
λ∈R
λθ − ψQ(λ), EP (θ) = ψ∗P (θ) , sup
λ∈R
λθ − ψP (λ) = EQ(θ)− θ. (5)
In particular, EP and EQ are convex functions. Moreover, since ψ
′
Q(0) = −D(Q‖P ) and ψ′Q(1) =
D(P‖Q), we have EQ(−D(Q‖P )) = EP (D(P‖Q)) = 0 and hence EQ(D(P‖Q)) = D(P‖Q) and
EP (−D(Q‖P )) = D(Q‖P ). Our regularity assumption on the pair P and Q is the following.
Assumption 1. There exists a constant C such that for all n,
ψ′′Q(λ) ≤ Cmin{D(P‖Q),D(Q‖P )}, ∀λ ∈ [−1, 1]. (6)
In general, ψ′′Q(λ) = ψ
′′
P (λ − 1) = varQλ(L), where Qλ is the tilted distribution defined by
dQλ = exp(λL−ψQ(λ))dQ, so the point of Assumption 1 is to require these quantities for λ ∈ [−1, 1]
be bounded by a constant times the divergences. Assumption 1 is the strongest condition imposed
on P and Q in this paper; several of the results hold under weaker assumptions described in
Section 3, which are also weaker than sub-Gaussianity of the LLR.
Assumption 1 is fulfilled in the following cases:
1. Bounded LLR: Lemma 1 in Section 3 shows that Assumption 1 holds if L is bounded by a
constant, which, in particular, holds in the Bernoulli case if both pq and
p¯
q¯ are bounded away
from zero and infinity.
2. Gaussian case: In the Gaussian case P = N (µ, 1), Q = N (0, 1), we have L(x) = µ(x − µ2 ),
D(P‖Q) = D(Q‖P ) = µ2/2, ψQ(λ) = (λ
2−λ)µ2
2 , EQ(θ) =
1
8(µ +
2θ
µ )
2 and EP (θ) = EQ(−θ).
In particular, ψ′′Q(λ) ≡ µ2 so Assumption 1 holds with C = 2 regardless of how µ varies with
n. More generally, for P and Q lying in the same exponential family, Appendix B provides a
simple sufficient condition to verify Assumption 1.
2.2 Weak Recovery
The following theorem is our main result about weak recovery. It gives a sufficient condition and
a matching necessary condition for weak recovery.
Theorem 1. Suppose Assumption 1 holds. If
K ·D(P‖Q)→∞ and lim inf
n→∞
(K − 1)D(P‖Q)
log nK
> 2, (7)
then
P{|ĈML△C∗| ≤ 2Kǫ} ≥ 1− e−Ω(K/ǫ),
where ǫ = 1/
√
KD(P‖Q).
If there exists ξ̂ such that E[dH(ξ, ξ̂)] = o(K), then
K ·D(P‖Q)→∞ and lim inf
n→∞
(K − 1)D(P‖Q)
log nK
≥ 2. (8)
Remark 1. The assumption K ≥ 2, implies K/2 ≤ K − 1 ≤ K, so the first parts of (7) and (8)
would have the same meaning if K were replaced by K − 1. In the special case of bounded LLR,
the factor K − 1 in the second parts of (7) and (8) can be replaced by K. This is because if log dPdQ
is bounded, so is D(P‖Q), and KD(P‖Q)→∞ implies K →∞ and hence also (K − 1)/K → 1.
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Corollary 1 (Weak recovery in Bernoulli case). Suppose the ratios log pq and log
p¯
q¯ are bounded. If
K · d(p‖q)→∞ and lim inf
n→∞
Kd(p‖q)
log nK
> 2, (9)
then weak recovery is possible. If weak recovery is possible, then
K · d(p‖q)→∞ and lim inf
n→∞
Kd(p‖q)
log nK
≥ 2. (10)
Remark 2. Condition (10) is necessary even if p/q →∞, but (9) alone is not sufficient without the
assumption that p/q is bounded. This can be seen by considering the extreme case where K = n/2,
p = 1/n, and q = e−n. In this case, condition (9) is clearly satisfied; however, the subgraph induced
by index in the cluster is an Erdo˝s-Re´nyi random graph with edge probability 1/n which contains
at least a constant fraction of isolated vertices with probability converging to one as n → ∞. It
is not possible to correctly determine whether the isolated vertices are in the cluster, hence the
impossibility of weak recovery.
Corollary 2 (Weak recovery in Gaussian case). If
Kµ2 →∞ and lim inf
n→∞
(K − 1)µ2
log nK
> 4, (11)
then weak recovery is possible. If weak recovery is possible, then
Kµ2 →∞ and lim inf
n→∞
(K − 1)µ2
log nK
≥ 4. (12)
2.3 Exact Recovery
The following theorem states our main result about exact recovery. It gives a sufficient condition
and a matching necessary condition for exact recovery. Since exact recovery implies weak recovery,
conditions from Theorem 1 naturally enter.
Theorem 2. Suppose Assumption 1 holds. If (7) and the following hold:
lim inf
n→∞
KEQ
(
1
K log
n
K
)
log n
> 1. (13)
then the maximum likelihood estimator satisfies P{ĈML = C∗} → 1.
If there exists an estimator Ĉ such that P{Ĉ = C∗} → 1, then (8) and the following hold:
lim inf
n→∞
KEQ
(
1
K log
n
K
)
log n
≥ 1. (14)
Remark 3. In the special case of linear community size, i.e., K = Θ(n), (13) and (14) can be
simplified by replacing EQ
(
1
K log
n
K
)
by the Chernoff index between P and Q [13]:
EP (0) = EQ(0) = sup
0≤λ≤1
− log
∫ (
dP
dQ
)λ
dQ , C(P,Q). (15)
To see this, note that in the definition EQ(θ) in (5) the supremum can be restricted to λ ∈ [0, 1]
and hence EQ(θ) ≤ EQ(θ + δ) ≤ EQ(θ) + δ as long as −D(Q‖P ) ≤ θ ≤ θ + δ ≤ D(P‖Q).
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By (7), δ = 1K log
n
K ≤ D(P‖Q) for all sufficiently large n. Hence, in the case of K = Θ(n),
C(P,Q) ≤ EQ
(
1
K log
n
K
) ≤ C(P,Q) + Θ( 1n), proving the claim. The Chernoff index C(P,Q) gives
the optimal exponent for decay of sum of error probabilities for the binary hypothesis testing
problem in the large-sample limit.
Corollary 3 (Exact recovery in Bernoulli case). Suppose log pq and log
p¯
q¯ are bounded. If (9) holds,
and
lim inf
n→∞
Kd(τ∗‖q)
log n
> 1, (16)
where
τ∗ =
log q¯p¯ +
1
K log
n
K
log pq¯qp¯
, (17)
then exact recovery is possible. If exact recovery is possible, then (10) holds, and
lim inf
n→∞
Kd(τ∗‖q)
log n
≥ 1. (18)
Proof. In the Bernoulli case, EP (θ) = d(α‖p) and EQ(θ) = d(α‖q), where α = (θ+log q¯p¯)/ log pq¯qp¯ .
Remark 4. Consider the Bernoulli case in the regime
K =
ρn
logs−1 n
, p =
a logs n
n
, q =
b logs n
n
,
where s ≥ 1 is fixed, ρ ∈ (0, 1) and a > b > 0. Let I(x, y) , x− y log(ex/y) for x, y > 0. Then the
sharp recovery thresholds are determined by Corollaries 1 and 3 as follows: For any ǫ > 0,
• For s > 1, if ρI(b, a) ≥ (2+ǫ)(s−1) log lognlogn , then weak recovery is possible; if ρI(b, a) ≤
(2−ǫ)(s−1) log logn
logn , then weak recovery is impossible. For s = 1, weak recovery is possible
if and only if ρI(b, a) = ω( 1logn).
• Assume ρ, a, b are fixed constants. Let τ0 = (a− b)/ log(a/b). Then exact recovery is possible
if ρI(b, τ0) > 1; conversely, if ρI(b, τ0) < 1, then exact recovery is impossible, generalizing
the previous results of [20, 2] for linear community size (s = 1). To see this, note that by
definition, τ∗ = (1 + o(1))τ0 logs n/n, and thus d(τ∗‖q) = (1 + o(1))I(b, τ0) logs n/n.
Remark 5. The recent work [28] considered a generalized planted bisection model where Aij ∼
P if i, j are in the same community and Q if otherwise. Their result applies to the following
generalization of the Bernoulli distribution, where P = (p0, . . . , pm) and Q = (q0, . . . , qm) with
pi =
ai logn
n , qi =
bi logn
n , 1 ≤ i ≤ m for some m ≥ 1 and positive constants ai, bi, 1 ≤ i ≤ m. For
this family of distribution the LLR is bounded and hence Theorem 2 gives the sharp condition
for recovering a single hidden community. Specifically, note that ψQ(λ) =
(∑m
i=1 a
λ
i b
λ¯
i − aiλ −
biλ¯ + o(1)
) logn
n . Thus for K = ρn with a fixed ρ, the sharp threshold of exact recovery is given
by ρ sup0<λ<1
(∑m
i=1 aiλ + biλ¯ − aλi bλ¯i
)
> 1. For m = 1 with a1 = a and b1 = b, the optimal λ is
determined by aλbλ¯ = (a − b)/ log(a/b) = τ0, and the sharp threshold of exact recovery simplifies
to ρI(b, τ0) > 1, recovering the result for the Bernoulli case given in Remark 4.
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Corollary 4 (Exact recovery in Gaussian case). If (11) holds and
lim inf
n→∞
Kµ2(√
2 log n+
√
2 logK
)2 > 1, (19)
then exact recovery is possible. If exact recovery is possible, then (12) holds and
lim inf
n→∞
Kµ2(√
2 log n+
√
2 logK
)2 ≥ 1. (20)
See Appendix C for a proof of Corollary 4.
Remark 6. Consider the Gaussian case in the regime
K =
ρn
logs−1 n
, µ2 =
µ20 log
s n
n
,
where s ≥ 1 and ρ ∈ (0, 1) are fixed constants. The critical signal strength that allows weak or
exact recovery is determined by Corollaries 2 and 4 as follows: For any ǫ > 0,
• For s > 1, if µ0 > (2 + ǫ)
√
(s−1) log logn
ρ logn , then weak recovery is possible; conversely, if µ0 <
(2 − ǫ)
√
(s−1) log logn
ρ logn , then weak recovery is impossible. For s = 1, weak recovery is possible
if and only if µ0 = ω(
1√
logn
).
• If µ0 >
√
8+ǫ
ρ , then exact recovery is possible; conversely, If µ0 <
√
8−ǫ
ρ , then exact recovery
is impossible.
Remark 7. Butucea et al. [9] considers the submatrix localization model with an n ×m subma-
trix with an elevated mean in an N ×M large Gaussian random matrix with independent entries,
and gives sufficient conditions and necessary conditions, matching up to constant factors, for exact
recovery, which are analogous to those of Corollary 4. Setting (n,m,N,M) in [9, (2.3)] (sufficient
condition for exact recovery of rectangular submatrix) equal to (K,K,n, n) gives precisely the
sufficient condition of Corollary 4 for exact recovery of a principal submatrix of size K from sym-
metric noise. This coincidence can be understood as follows. The nonsymmetric observations of [9,
(2.3)] in the case of parameters (K,K,n, n) yield twice the available information as the symmetric
observation matrix we consider (diagonal observations excluded) while the amount of information
required to specify a K × K (not necessarily principal) submatrix of an n × n matrix is twice
the information needed to specify a principal one. The proof techniques of [9] are similar to ours,
with the main difference being that we simultaneously investigate conditions for weak and exact
recovery. Finally, the information limits of weak recovery for biclustering are established in [24,
Section 4.1] based on modifications of the arguments in [9].
Remark 8. If K ≤ n1/9, (11) implies (19), and thus (11) alone is sufficient for exact recovery; if
K ≥ n1/9, then (19) implies (11), and (19) alone is sufficient for exact recovery.
The reminder of the paper is organized as follows. Section 3 gives some preliminaries. Section 4
proves Theorem 1, pertaining to weak recovery, and Section 5 proves Theorem 2, pertaining to exact
recovery. Additional results are introduced in Section 5, which highlight alternative sufficient and
necessary conditions for exact recovery involving large deviation probabilities for sums of random
variables, related to the voting procedure mentioned in the introduction.
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3 On the Assumptions on P and Q
This section presents some conditions sufficient for Assumption 1, and some implications of As-
sumption 1.
Lemma 1 (Bounded LLR). If |L| ≤ B for some positive constant B, then Assumption 1 holds
with C = 2e5B .
Proof. First, some background. Let φ(y) = ey − 1− y, which is nonnegative, convex, with φ(0) =
φ′(0) = 0 and φ′′(y) = ey. Thus for |y| ≤ B, e−B ≤ φ′′(y) ≤ eB and hence e−By22 ≤ φ(y) ≤ e
By2
2 .
Now to the proof. We begin by noticing that for all λ ∈ [−1, 1],
ψ′′Q(λ) = varQλ(L) ≤ EQλ[L2] =
EQ[L
2eλL]
EQ[eλL]
≤ e2BEQ[L2].
In turn, using y2 ≤ 2eBφ(y) as shown above and recalling that L = log dPdQ , we have
EQ[L
2] ≤ 2eBEQ[φ(L)] = 2eBD(Q‖P ).
Combining the last two displayed equations yields ψ′′Q(λ) ≤ 2e3BD(Q‖P ) for λ ∈ [−1, 1]. Abbrevi-
ate ψQ by ψ. By a variation of the argument above, we have
ψ′′(λ) = varQλ(L) ≤ EQλ[L2] =
EQ[L
2eλL]
EQ[eλL]
≤ e4BEQ[L2] if λ ∈ [0, 2],
so that ψ′′(λ) ≤ 2e5BD(Q‖P ) for λ ∈ [0, 2]. Let ψ˜ denote the version of ψ that would be obtained
if the roles of P and Q were swapped. Then ψ˜′′(λ) ≤ 2e5BD(P‖Q) for λ ∈ [0, 2]. Since ψ and
ψ˜ are related by reflection about λ = 1/2: ψ(λ) ≡ ψ˜(1 − λ), we have ψ′′(λ) ≤ 2e5BD(P‖Q) for
λ ∈ [−1, 1], completing the proof.
As shown in the proofs, Theorem 1 (weak recovery), and the sufficiency part of Theorem 2
(exact recovery) hold under assumptions somewhat weaker than Assumption 1; only the necessity
part of Theorem 2 relies on Assumption 1. To clarify this subtlety, we introduce two successively
weaker assumptions. We also provide a lemma showing that any of the assumptions imply the
equivalence D(P‖Q) ≍ D(Q‖P ) ≍ C(P,Q).
Assumption 2. For some constant C:
ψP (λ)−D(P‖Q)λ ≤ CD(P‖Q)
2
λ2, λ ∈ [−1, 0] (21)
ψQ(λ) +D(Q‖P )λ ≤ CD(Q‖P )
2
λ2, λ ∈ [−1, 1] (22)
Remark 9. Assumption 2 is weaker than the assumption that L is sub-Gaussian with scale pa-
rameter D(P‖Q) under P and with scale parameter D(Q‖P ) under Q. A sub-Gaussian assumption
would correspond to requiring (21) and (22) to hold for all λ ∈ R.
Assumption 3. For some constant C:
EP ((1− η)D(P‖Q)) ≥ η
2
2C
D(P‖Q), η ∈ [0, 1] (23)
EQ(−(1− η)D(Q‖P )) ≥ η
2
2C
D(Q‖P ), η ∈ [0, 1]. (24)
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Lemma 2. Assumption 1 implies Assumption 2 which implies Assumption 3, with the same con-
stant C throughout. Any of these assumptions implies that:
min{D(P‖Q),D(Q‖P )} ≥ C(P,Q) ≥ 1
2C
max{D(P‖Q),D(Q‖P )}, (25)
and hence also that D(P‖Q) ≍ D(Q‖P ) ≍ C(P,Q).
Proof. Assumption 1⇒ Assumption 2: Condition (21) is implied by Assumption 1 because ψP (0) =
0, and ψ′P (0) = D(P‖Q), so by the integral form of Taylor’s theorem, ψP (λ) −D(P‖Q)λ is λ2/2
times a weighted average of ψ′′P over the interval [λ, 0] for λ ∈ [−1, 0]. Similarly, (22) is implied
by Assumption 1 because ψQ(λ) + D(Q‖P )λ is a weighted average of ψ′′Q over the interval with
endpoints 0 and λ, for λ ∈ [−1, 1].
Assumption 2 ⇒ Assumption 3: Since ψP (−1) = ψQ(1) = 0, either (21) or (22) imply that
C ≥ 2, which is achieved in the Gaussian case. Condition (21) implies
EP ((1 − η)D(P‖Q)) = sup
λ∈R
(λ(1 − η)D(P‖Q) − ψP (λ))
≥ D(P‖Q) sup
λ∈R
(
−λη − Cλ
2
2
)
=
η2
2C
D(P‖Q),
where the supremum is attained at λ = −ηC which belongs to [−1, 0] by the fact C ≥ 2. So (21)
implies (23). The proof that (22) implies (24) is similar.
Assumption 3⇒ (25): Taking η = 1 in (23) and (24) we get C(P,Q) ≥ 12C max{D(P‖Q),D(Q‖P )}.
In the other direction, D(P‖Q) = EQ(D(P‖Q)) ≥ EQ(0) = C(P,Q) and, similarly, D(Q‖P ) ≥
C(P,Q).
Recall the Chernoff upper bounds (3) and (4) on the probability of large deviations, which
hold non-asymptotically for any sample size n and any pair P and Q. To prove the necessary
condition for exact recovery, we need a lower bound with matching exponent. Such a result is
well-known for fixed distributions. Indeed, the sharp asymptotics of large deviation is given by the
Bahadur-Rao theorem (see, e.g., [17, Theorem 3.7.4]); however, this result is not applicable in the
hidden community problem because both P and Q can vary with n. The following lemma provides
a non-asymptotic information-theoretic lower bound (cf. [36, Theorem 11.1] and [15, Eq. (5.21),
p. 167]):
Lemma 3. If −D(Q‖P ) ≤ γ < γ + δ ≤ D(P‖Q), then
exp (−nEQ(γ)) ≥ Q
[
n∑
k=1
Lk > nγ
]
≥ exp
(
− nEQ(γ + δ) + log 2
1− 1
nδ2
sup0≤λ≤1 ψ′′Q(λ)
)
. (26)
Proof. The left inequality in (26) is the Chernoff bound (3); it remains to prove the right inequality.
Let En = {
∑n
k=1 Lk > nγ}. For any Q′, the data processing inequality of KL divergence gives
d(Q′[En]‖Q[En]) ≤ D(Q′n‖Qn) = nD(Q′‖Q).
Using the lower bound for the binary divergence d(p‖q) = −h(p) + p log 1q + (1 − p) log 11−q ≥
− log 2 + p log 1q yields
d(Q′[En]‖Q[En]) ≥ − log 2 +Q′[En] log 1
Q[En]
,
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so that
Q[En] ≥ exp
(−nD(Q′‖Q)− log 2
Q′[En]
)
.
For λ ∈ [0, 1], the tilted distribution Qλ is given by dQλ = exp(λL)dQEQ[exp(λL)] =
PλQ1−λ∫
PλQ1−λ
. Then for any
α ∈ [−D(Q‖P ),D(P‖Q)], there exits a unique λ ∈ [0, 1], such that EQλ[L] = α and EQ(α) =
ψ∗Q(α) = D(Qλ‖Q). Choosing α = γ + δ and Q′ = Qλ, we have
1−Qλ[En] = Qλ
[
n∑
k=1
Lk ≤ nγ
]
= Qλ
[
n∑
k=1
(Lk − EQ′[Lk]) ≤ −nδ
]
≤ varQλ(L1)
nδ2
=
ψ′′Q(λ)
nδ2
.
Consequently,
Q
[
n∑
k=1
Lk > nγ
]
≥ exp
−nEQ(γ + δ) + log 2
1− ψ
′′
Q
(λ)
nδ2
 .
Corollary 5. If Assumption 1 holds and −D(Q‖P ) ≤ γ < γ + δ ≤ D(P‖Q):
exp (−nEQ(γ)) ≥ Q
[
n∑
k=1
Lk > nγ
]
≥ exp
(
− nEQ(γ + δ) + log 2
1− Cmin{D(P‖Q),D(Q‖P )}
nδ2
)
.
4 Weak Recovery for General P/Q Model
Theorem 1 is proved in Section 4.1. Section 4.2 provides a modification of the sufficiency part of
Theorem 1 giving a sufficient condition for weak recovery with random cluster size; it is used in
Section 5 to prove sufficient conditions for exact recovery.
4.1 Proof of Theorem 1
Remark 10. The sufficiency proof only uses (23) while the necessity proof only uses (24). The
sufficiency proof is based on analyzing the MLE via a delicate application of union bound and large
deviation upper bounds (3) and (4). For the necessary part, the proof for the first condition in (8)
uses a genie argument and the theory of binary hypothesis testing, while the proof of the second
condition in (8) is based on mutual information and rate-distortion function.
Sufficiency We let Ĉ denote the MLE, ĈML, for brevity in the proof. Let L = |Ĉ ∩ C∗| and
ǫ = 1/
√
KD(P‖Q). Since K ≥ 2 and (K − 1)D(P‖Q) → ∞ by assumption, we have ǫ = o(1).
Since |Ĉ| = |C∗| = K and hence |Ĉ△C∗| = 2(K − L), it suffices to show that P{L ≤ (1 − ǫ)K} ≤
exp(−Ω(K/ǫ)).
Note that
e(Ĉ, Ĉ)− e(C∗, C∗) = e(Ĉ\C∗, Ĉ\C∗) + e(Ĉ\C∗, Ĉ ∩ C∗)− e(C∗\Ĉ, C∗). (27)
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and |C∗\Ĉ| = |Ĉ\C∗| = K − L. Fix θ ∈ [−D(Q‖P ),D(P‖Q)] whose value will be chosen later.
Then for any 0 ≤ ℓ ≤ K − 1,
{L = ℓ} ⊂ {∃C ⊂ [n] : |C| = K, |C ∩ C∗| = ℓ, e(C,C) ≥ e(C∗, C∗)}
= {∃S ⊂ C∗, T ⊂ (C∗)c : |S| = |T | = K − ℓ, e(S,C∗) ≤ e(T, T ) + e(T,C∗\S)}
⊂ {∃S ⊂ C∗ : |S| = K − ℓ, e(S,C∗) ≤ mθ}
∪ {∃S ⊂ C∗, T ⊂ (C∗)c : |S| = |T | = K − ℓ, e(T, T ) + e(T,C∗\S) ≥ mθ},
where m =
(K
2
) − (ℓ2). Notice that e(S,C∗) has the same distribution as ∑mi=1 Li under measure
P ; e(T, T ) + e(T,C∗\S) has the same distribution as ∑mi=1 Li under measure Q where Li are i.i.d.
copies of log dPdQ . Hence, by the union bound and the large deviation bounds (3) and (4),
P {L = ℓ} ≤
(
K
K − ℓ
)
P
[
m∑
i=1
Li ≤ mθ
]
+
(
n−K
K − ℓ
)(
K
K − ℓ
)
Q
[
m∑
i=1
Li ≥ mθ
]
≤
(
K
K − ℓ
)
exp(−mEP (θ)) +
(
n−K
K − ℓ
)(
K
K − ℓ
)
exp(−mEQ(θ))
≤
(
Ke
K − ℓ
)K−ℓ
exp(−mEP (θ)) +
(
(n−K)Ke2
(K − ℓ)2
)K−ℓ
exp(−mEQ(θ))
where the last inequality holds due to the fact that
(a
b
) ≤ (ea/b)b. Notice that m = (K − ℓ)(K +
ℓ− 1)/2 ≥ (K − ℓ)(K − 1)/2. Thus, for any ℓ ≤ (1− ǫ)K,
P {L = ℓ} ≤ e−(K−ℓ)E1 + e−(K−ℓ)E2 , (28)
where
E1 , (K − 1)EP (θ)/2− log e
ǫ
,
E2 , (K − 1)EQ(θ)/2− log (n −K)e
2
Kǫ2
.
By the assumption (7), we have (K − 1)D(P‖Q)(1 − η) ≥ 2 log nK for some η ∈ (0, 1). Choose
θ = (1− η)D(P‖Q). By the assumption (23), we have
E1 ≥ cη2(K − 1)D(P‖Q)/2 − log e
ǫ
.
Using the fact that EP (θ) = EQ(θ)− θ, we have
E2 ≥ cη2(K − 1)D(P‖Q)/2 − 2 log e
ǫ
+
(K − 1)
2
D(P‖Q)(1 − η)− log n−K
K
≥ cη2(K − 1)D(P‖Q)/2 − 2 log e
ǫ
.
Therefore, in view of ǫ = 1/
√
KD(P‖Q), it follows that E , min{E1, E2} = Ω(KD(P‖Q)) =
Ω(ǫ−2). Hence, in view of (28),
P {L ≤ (1− ǫ)K} =
(1−ǫ)K∑
ℓ=0
P {L = ℓ} ≤
∞∑
ℓ=ǫK
(
e−ℓE1 + e−ℓE2
)
≤ 2 exp(−ǫKE)
1− exp(−E) = exp(−Ω(K/ǫ)).
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Necessity Given i, j ∈ [n], let ξ\i,j denote {ξk : k 6= i, j}. Consider the following binary hypothesis
testing problem for determining ξi. If ξi = 0, a node J is randomly and uniformly chosen from
{j : ξj = 1}, and we observe (A, J, ξ\i,J ); if ξi = 1, a node J is randomly and uniformly chosen from
{j : ξj = 0}, and we observe (A, J, ξ\i,J ). Note that
P
{
J, ξ\i,J , A|ξi = 0
}
P
{
J, ξ\i,J , A|ξi = 1
} = P{ξ\i,J , A|ξi = 0, J}
P
{
ξ\i,J , A|ξi = 1, J
} = P{A|ξi = 0, J, ξ\i,J}
P
{
A|ξi = 1, J, ξ\i,J
} = ∏
k∈[n]\{i,J}:ξk=1
Q(Aik)P (AJk)
P (Aik)Q(AJk)
,
where the first equality holds because P {J |ξi = 0} = P {J |ξi = 1}; the second equality holds because
P
{
ξ\i,J |ξi = 0, J
}
= P
{
ξ\i,J |ξi = 1, J
}
. Let T denote the vector consisting of Aik and AJk for all
k ∈ [n]\{i, J} such that ξk = 1. Then T is a sufficient statistic of (A, J, ξ\i,J ) for testing ξi = 1
and ξi = 0. Note that if ξi = 0, T is distributed as Q
⊗(K−1)P⊗(K−1); if ξi = 1, T is distributed
as P⊗(K−1)Q⊗(K−1). Thus, equivalently, we are testing Q⊗(K−1)P⊗(K−1) versus P⊗(K−1)Q⊗(K−1);
let E denote the optimal average probability of testing error. Then we have the following chain of
inequalities:
E[dH(ξ, ξ̂)] ≥
n∑
i=1
min
ξ̂i(A)
P[ξi 6= ξ̂i] ≥
n∑
i=1
min
ξ̂i(A,J, ξ\i,J )
P[ξi 6= ξ̂i]
= n min
ξ̂1(A,J, ξ\1,J )
P[ξ1 6= ξ̂1] = nE . (29)
By the assumption E[dH(ξ, ξ̂)] = o(K), it follows that E = o(K/n). Since K/n is bounded away
from one, this implies that the sum of Type-I and II probabilities of error pe,0 + pe,1 = o(1), which
is equivalent to TV((P ⊗Q)⊗K−1, (Q ⊗ P )⊗K−1) → 1, where TV(P,Q) , ∫ |dP − dQ|/2 denotes
the total variation distance. Using D(P‖Q) ≥ log 12(1−TV(P,Q)) [38, (2.25)] and the tensorization
property of KL divergence for product distributions, we have (K − 1)(D(P‖Q) +D(Q‖P )) →∞.
By the assumption (24) and the fact that EQ(θ) is non-decreasing in θ ∈ [−D(Q‖P ),D(P‖Q)], it
follows that
D(P‖Q) = EQ(D(P‖Q)) ≥ EQ(−D(Q‖P )/2) ≥ c
4
D(Q‖P ).
Hence, we have (K − 1)D(P‖Q)→∞, which implies KD(P‖Q)→∞.
Next we show the second condition in (8) is necessary. Let H(X) denote the entropy function
of a discrete random variable X and I(X;Y ) denote the mutual information between random
variables X and Y . Let ξ = (ξ1, . . . , ξn) be uniformly drawn from the set {x ∈ {0, 1}n : w(x) = K}
where w(x) =
∑
xi denotes the Hamming weight; therefore ξi’s are individually Bern(K/n). Let
E[dH(ξ, ξ̂)] = ǫnK, where ǫn → 0 by assumption. Consider the following chain of inequalities,
which lower bounds the amount of information required for a distortion level ǫn:
I(A; ξ)
(a)
≥ I(ξ̂; ξ) ≥ min
E[d(ξ˜,ξ)]≤ǫnK
I(ξ˜; ξ) ≥ H(ξ)− max
E[d(ξ˜,ξ)]≤ǫnK
H(ξ˜ ⊕ ξ)
(b)
= log
(
n
K
)
− nh
(
ǫnK
n
)
(c)
≥ K log n
K
(1 + o(1)),
where (a) follows from the data processing inequality, (b) is due to the fact that4 maxE[w(X)]≤pnH(X) =
nh(p) for any p ≤ 1/2 where h(p) , p log 1p + (1 − p) log 11−p is the binary entropy function, and
4To see this, simply note that H(X) ≤
∑n
i=1
H(Xi) ≤ nh(
∑
P {Xi = 1} /n) ≤ nh(p) by Jensen’s inequality, which
is attained with equality when Xi’s are iid Bern(p).
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(c) follows from the bound
(n
K
) ≥ (nk )K , the assumption K/n is bounded away from one, and the
bound h(p) ≤ −p log p+ p for p ∈ [0, 1]. Moreover,
I(A; ξ) = min
Q
D(PA|ξ‖Q|Pξ)
≤ D(PA|ξ‖Q⊗(
n
2)|Pξ)
=
(
K
2
)
D(P‖Q). (30)
Combining the last two displays, we get that lim infn→∞
(K−1)D(P‖Q)
log(n/K) ≥ 2.
Remark 11. The hidden community model (Definition 1) adopted in this paper assumes the data
matrix A has zero diagonal, meaning that we observe no self information about the individual
vertices – only pairwise information. A different assumption used in the literature for the Gaussian
submatrix localization problem is that Aii has distribution P if i ∈ C∗ and distribution Q otherwise.
Theorem 1 holds for that case with the modification that the factorsK−1 in (7) and (8) are replaced
by K + 1. We explain briefly why the modified theorem is true. The proof for the sufficient part
goes through with the definition of e(S, T ) in (1) modified to include diagonal terms indexed by
S∩T : e(S, T ) =∑(i≤j):(i,j)∈(S×T )∪(T×S) Lij. Thenm increases byK−ℓ, resulting in K−1 replaced
by K + 1 in E1 and E2. As for the necessary conditions, the proof of the first part of (8) goes
through with the sufficient statistic T extended to include two more variables, Aii and AJJ , which
has the effect of increasing K by one, so the first part of (8) holds with K replaced by K + 1, but
the first part of (8) has the same meaning whether or not K is replaced by K + 1. The proof of
the second part of (8) goes through with
(K
2
)
replaced by 1 + · · · +K = (K+12 ) in (30), which has
the effect of changing K − 1 to K + 1 in the second part of (8). The necessary conditions and the
sufficient conditions for exact recovery stated in the next section hold without modification for the
model with diagonal elements. In the proof of Lemma 6, the term e(i, C∗) in the definition of F ,
(40), should include the term Lii and the random variable Xi in the proof that P {E1} → 0 should
be changed to Xi = e(i, {1, · · · , i}), and also include the term Lii.
4.2 A Sufficient Condition For Weak Recovery With Random Cluster Size
Theorem 1 invokes the assumption that |C∗| ≡ K and K is known. In the proof of exact recovery,
as we will see, we need to deal with the case where |C∗| is random and unknown. For that reason,
the following lemma gives a sufficient condition for weak recovery with a random cluster size. We
shall continue to use ĈML to denote the estimator defined by (2), although in this context it is not
actually the MLE because |C∗| need not be K. That is, there is a (slight) mismatch between the
problem the estimator was designed for and the problem it is applied to.
Lemma 4 (Sufficient condition for weak recovery with random cluster size). Assume that K →∞,
lim supK/n < 1, and there exists a universal constant C > 0 such that (23) holds. Furthermore,
suppose that
P
{∣∣|C∗| −K∣∣ ≤ K/ logK} ≥ 1− o(1).
If (7) holds, then
P
{
|ĈML△C∗| ≤ 2Kǫ+ 3K/ logK
}
≥ 1− o(1),
where ǫ = 1/
√
min{logK,KD(P‖Q)}.
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Proof. By assumption, with probability converging to 1,
∣∣|C∗| −K∣∣ ≤ K/ logK. In the following,
we assume that |C∗| = K ′ for |K ′ − K| ≤ K/ logK. Let L = |ĈML ∩ C∗|. Then |ĈML△C∗| =
K +K ′ − 2L. To prove the theorem, it suffices to show that P{L ≤ (1 − ǫ)K − |K ′ −K|} = o(1),
where ǫ is defined in the statement of the theorem. Following the proof of Theorem 1 in the fixed
cluster size case, we get that for all 0 ≤ ℓ ≤ K − 1,
{L = ℓ} ⊂ {∃C ⊂ [n] : |C| = K, |C ∩ C∗| = ℓ, e(C,C) ≥ e(C∗, C∗)}
= {∃S ⊂ C∗, T ⊂ (C∗)c : |S| = K ′ − ℓ, |T | = K − ℓ, e(S,C∗) ≤ e(T, T ) + e(T,C∗\S)}
⊂ {∃S ⊂ C∗ : |S| = K ′ − ℓ, e(S,C∗) ≤ mθ}
∪ {∃S ⊂ C∗, T ⊂ (C∗)c : |S| = K ′ − ℓ, |T | = K − ℓ, e(T, T ) + e(T,C∗\S) ≥ mθ},
where θ ∈ [−D(Q‖P ),D(P‖Q)] is chosen later. Notice that e(S,C∗) has the same distribution
as
∑m′
i=1 Li under measure P ; e(T, T ) + e(T,C
∗\S) has the same distribution as ∑mi=1 Li under
measure Q where m′ =
(
K ′
2
)− (ℓ2), m = (K2 )− (ℓ2), and Li are i.i.d. copies of log dPdQ . Hence, by the
union bound and large deviation bounds in (3) and (4),
P {L = ℓ} ≤
(
K ′
K ′ − ℓ
)
P
[
m′∑
i=1
Li ≤ mθ
]
+
(
n−K ′
K − ℓ
)(
K ′
K ′ − ℓ
)
Q
[
m∑
i=1
Li ≥ mθ
]
≤
(
K ′e
K ′ − ℓ
)K ′−ℓ
e−m
′EP (mθ/m
′)) +
(
(n−K ′)e
K − ℓ
)K−ℓ( K ′e
K ′ − ℓ
)K ′−ℓ
e−mEQ(θ).
Notice that for any ℓ ≤ (1− ǫ)K − |K −K ′|, K ′ − ℓ ≥ ǫmax{K ′,K}, K − ℓ ≥ ǫK, and
K
K +K/ logK
≤ K − ℓ
K ′ − ℓ ≤
K − ℓ
K −K/ logK − ℓ ≤
K − (1− ǫ)K
K −K/ logK − (1− ǫ)K .
Since ǫ ≥ 1/√logK and K →∞, it follows that (K − ℓ)/(K ′ − ℓ) = 1 + o(1). Also,
m′ = (K ′ − ℓ)(K ′ + ℓ− 1)/2 ≥ (K ′ − ℓ)(K ′ − 1)/2
m = (K − ℓ)(K + ℓ− 1)/2 ≥ (K − ℓ)(K − 1)/2,
Therefore, m/m′ → 1, and, moreover,
P {L = ℓ} ≤ e−(K−ℓ)(1+o(1))E1 + e−(K−ℓ)(1+o(1))E2 ,
with
E1 = KEP (mθ/m
′)/2− log e
ǫ
,
E2 = KEQ(θ)/2− log (n−K
′)e2
Kǫ2
.
By the assumption (7), we have KD(P‖Q)(1 − η) ≥ 2 log nK for some η ∈ (0, 1). Choose θ = (1 −
η)D(P‖Q). By (23), we have that EP (θ) ≥ cη2KD(P‖Q) and EP (mθ/m′) ≥ (1+o(1))cη2KD(P‖Q).
Thus,
E1 ≥ (1 + o(1))cη2KD(P‖Q)/2 − log e
ǫ
.
Using the fact that EP (θ) = EQ(θ)− θ, we get that
E2 ≥ cη2KD(P‖Q)/2 − 2 log e
ǫ
+
K
2
D(P‖Q)(1 − η)− log n−K
′
K
≥ cKη2D(P‖Q))/2 − 2 log e
ǫ
.
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Since KD(P‖Q) → ∞ by assumption ǫ ≥ 1/√KD(P‖Q), it follows that E = min{E1, E2} =
Ω(KD(P‖Q)). Therefore,5
P
{
L ≤ (1− ǫ)K − |K ′ −K|} ≤ (1−ǫ)K∑
ℓ=0
(
e−(K−ℓ)(1+o(1))E1 + e−(K−ℓ)(1+o(1))E2
)
≤ 2
∞∑
ℓ=ǫK
e−(1+o(1))ℓE = exp(−Ω(
√
K3D(P‖Q))) = o(1),
as was to be proved.
5 Exact Recovery for General P/Q Model
The sufficiency and necessity halves of Theorem 2 are proved in Sections 5.1 and 5.2, respectively.
5.1 The Sufficient Condition and the Voting Procedure
This section proves the sufficiency part of Theorem 2. The proof is based on a two-step procedure
for exact recovery, described as Algorithm 1. The first main step of the algorithm (approximate
recovery) uses an estimator capable of weak recovery, even with a slight mismatch between |C∗|
and K, such as provided by the ML estimator (see Lemma 4). The second main step cleans up the
residual errors through a local voting procedure for each index. In order to make sure the first and
second step are independent of each other, we use the method of successive withholding.
This method of proof highlights (13) as the sufficient condition for when the local voting pro-
cedure succeeds. In fact, it permits us to prove an intermediate result, Theorem 3 below, which
can be used to show that weak recovery plus cleanup in linear additional time can be applied to
yield exact recovery no matter how the weak recovery step is achieved. In particular, [22] and [24]
give conditions for message passing algorithms to achieve weak recovery in (near linear) polynomial
time, and they invoke Theorem 3 to note that, if (13) holds, exact recovery can be achieved with
the addition of the linear time cleanup step.
Algorithm 1 Weak recovery plus cleanup for exact recovery
1: Input: n ∈ N, K > 0, distributions P , Q; observed matrix A; δ ∈ (0, 1) with 1/δ, nδ ∈ N.
2: (Partition): Partition [n] into 1/δ subsets Sk of size nδ.
3: (Approximate Recovery) For each k = 1, . . . , 1/δ, let Ak denote the restriction of A to the
rows and columns with index in [n]\Sk, run an estimator capable of weak recovery with input
(n(1− δ), ⌈K(1 − δ)⌉, P,Q,Ak) and let Ĉk denote the output.
4: (Cleanup) For each k = 1, . . . , 1/δ compute ri =
∑
j∈Ĉk Lij for all i ∈ Sk and return C˜, the set
of K indices in [n] with the largest values of ri.
The following theorem gives sufficient conditions under which the two-step procedure achieves
exact recovery, assuming the first step provides weak recovery.
Theorem 3. Suppose C˜ is produced by Algorithm 1 using estimators for weak recovery Ĉk such
that,
P
{
|Ĉk∆C∗k | ≤ δK for 1 ≤ k ≤ 1/δ
}
→ 1, (31)
5The o(1) terms converge to zero as K
K′
→ 1 and m
m′
→ 1, uniformly in ℓ for 0 ≤ ℓ ≤ (1− ǫ)K − |K −K′|.
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as n → ∞, where C∗k = C∗ ∩ ([n]\Sk). Suppose also that Assumption 1 holds (or the weaker
conditions (22) and (23) hold), (13) holds. Then P{C˜ = C∗} → 1 as n→∞.
The proof of Theorem 3 is given after the following lemma.
Lemma 5. Suppose Assumption 1 holds (or the weaker condition (22) holds) and (13) holds. Let
{Xi} denote a sequence of i.i.d. copies of log dPdQ under measure P . Let {Yi} denote another sequence
of i.i.d copies of log dPdQ under measure Q, which is independent of {Xi}. Then for δ sufficiently
small and γ = 1K log
n
K ,
6
P

K(1−2δ)∑
i=1
Xi +
Kδ∑
i=1
Yi ≤ K(1− δ)γ
 = o(1/K) (32)
P

K(1−δ)∑
i=1
Yi ≥ K(1− δ)γ
 = o(1/(n −K)). (33)
Proof. By the assumption (13), there exists ǫ > 0 sufficiently small such thatKEQ(γ) ≥ (1+ǫ) log n
for all sufficiently large n. We restrict attention to such n. First of all,
P

K(1−δ)∑
i=1
Yi ≥ K(1− δ)γ
 ≤ exp(−K(1− δ)EQ(γ)) ≤ n−(1−δ)(1+ǫ).
Then (33) holds as long as δ < ǫ1+ǫ . To show (32), for any t > 0, the Chernoff bound yields
P

K(1−2δ)∑
i=1
Xi +
Kδ∑
i=1
Yi ≤ K(1− δ)γ
 ≤ exp (K(1− 2δ)(ψP (−t) + γt) +Kδ(ψQ(−t) + tγ)) .
Since EP (γ) = sup−1≤λ≤0 λγ−ψP (λ), choose t ∈ [0, 1] so that ψP (−t)+γt = −EP (γ) = −EQ(γ)+γ.
Since λ 7→ ψQ(λ) is convex with ψQ(0) = ψQ(1) = 0, it follows that
ψQ(−t) ≤ ψQ(−1) ≤ D(Q‖P ) (1 + C/2) , (34)
where the last inequality follows from (22) with λ = −1. Note that (24) is implied by (22). It
follows from (24) that EQ(γ) ≥ EQ(0) ≥ 12CD(Q‖P ). Together with (34), it yields that ψQ(−t) ≤
C(C + 2)EQ(γ). Let C
′ = C(C + 2). Combining the above gives
P

K(1−2δ)∑
i=1
Xi +
Kδ∑
i=1
Yi ≤ K(1− δ)γ
 ≤ exp (−K(1− 2δ)EP (γ) +KδC ′EQ(γ) +Kδγ)
= exp
(−K(1− (C ′ + 2)δ)EP (γ) +Kδ(1 + C ′)γ)
≤ exp (−(1− (C ′ + 2)δ)(logK + ǫ log n) + δ(1 + C ′) log n) ,
where the last inequality follows from the assumption that KEP (γ) = logK − log n +KEQ(γ) ≥
logK + ǫ log n. Therefore, as long as (1− (C ′ + 2)δ)(1 + ǫ/2) > 1 and δ(1 +C ′) ≤ (ǫ/3)/(1 + ǫ/2),
P

K(1−2δ)∑
i=1
Xi +
Kδ∑
i=1
Yi ≤ K(1− δ)γ
 ≤ exp
(
−
(
1
1 + ǫ/2
)(
logK +
2ǫ
3
log n
))
,
so that (32) holds.
6The o in o(1/K) is understood to hold as n→∞. Thus, if K is bounded, o(1/K) means o(1) as n→∞.
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Proof of Theorem 3. Note that the conditions of Lemma 5 are satisfied, so that (32) and (33) hold.
Given (C∗k , Ĉk), each of the random variables ri ∈ Sk for i ∈ [n] is conditionally the sum of
independent random variables, each with either the distribution of X1 or the distribution of Y1
described in Lemma 5. Furthermore, on the event, Ek = {|Ĉk△C∗k | ≤ δK},
|Ĉk ∩C∗k | ≥ |Ĉk| − |Ĉk△C∗k | = ⌈K(1− δ)⌉ − |Ĉk△C∗k | ≥ K(1− 2δ),
One can check by definition and the change of measure that X1 is first-order stochastically greater
than or equal to Y1. Therefore, on the event Ek, for i ∈ C∗, ri is stochastically greater than or equal
to
∑K(1−2δ)
j=1 Xj +
∑Kδ
j=1 Yj. For i ∈ [n]\C∗, ri has the same distribution as
∑K(1−δ)
j=1 Yj. Hence, by
(32) and (33) and the union bound, with probability converging to 1, ri > K(1− δ)γ for all i ∈ C∗
and ri < K(1− δ)γ for all i ∈ [n]\C∗. Therefore, P{C˜ = C∗} → 1 as n→∞.
Proof of Sufficiency Part of Theorem 2. If K is bounded, exact recovery is the same as weak re-
covery, so the sufficiency part of Theorem 2 follows from the sufficiency part of Theorem 1 in that
case. So assume for the remainder of the proof that K →∞.
In view of Theorem 3 it suffices to verify (31) when Ĉk for each k is the MLE for C
∗
k based
on observation of Ak, for δ sufficiently small. The distribution of |C∗k | is obtained by sampling
the indices of the original graph without replacement. Therefore, by a result of Hoeffding [25], the
distribution of |C∗k | is convex order dominated by the distribution that would result by sampling with
replacement, namely, by Binom
(
n(1− δ), Kn
)
. That is, for any convex function Ψ, E [Ψ(|C∗k |)] ≤
E
[
Ψ(Binom(n(1− δ), Kn ))
]
. Therefore, Chernoff bounds for Binom(n(1−δ), Kn )) also hold for |C∗k |.
The Chernoff bounds for X ∼ Binom(n, p) give:
P {X ≥ (1 + η)np} ≤ e−η2np/3, ∀ 0 ≤ η ≤ 1 (35)
P {X ≤ (1− η)np} ≤ e−η2np/2, ∀ 0 ≤ η ≤ 1. (36)
Then,
P
{∣∣|C∗k | − (1− δ)K∣∣ ≥ KlogK
}
≤ P
{∣∣∣∣Binom(n(1− δ), Kn
)
− (1− δ)K
∣∣∣∣ ≥ KlogK
}
≤ e−Ω(K/ log2 K) = o(1).
Since (7) holds and K →∞, it follows that
lim inf
n→∞
⌈(1− δ)K⌉D(P‖Q)
log nK
> 2
for any sufficiently small δ ∈ (0, 1) with 1/δ, nδ ∈ N. Hence, we can apply Lemma 4 with K
replaced by ⌈(1 − δ)K⌉ to get that for any 1 ≤ k ≤ 1/δ,
P
{
|Ĉk∆C∗k | ≤ 2ǫK + 3K/ logK
}
≥ 1− o(1), (37)
where ǫ = 1/
√
min{logK,KD(P‖Q)}. Since δ is a fixed constant, by the union bound over all
1 ≤ k ≤ 1/δ, we have that
P
{
|Ĉk∆C∗k | ≤ 2ǫK + 3K/ logK for 1 ≤ k ≤ 1/δ
}
≥ 1− o(1).
Since ǫ→ 0, the desired (31) holds.
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5.2 The Necessary Condition
The following lemma gives a necessary condition for exact recovery under the general P/Q model
expressed in terms of probabilities for certain large deviations. Later in the section the lemma is
combined with the large deviations lower bound of Lemma 3 to establish the necessary conditions
in Theorem 2. This method parallels the method used in the previous section for establishing the
sufficient condition in Theorem 2.
Lemma 6. Assume that K → ∞ and lim supK/n < 1. Let Li denote i.i.d. copies of log dPdQ . If
there exists an estimator Ĉ such that P{Ĉ = C∗} → 1, then for any Ko →∞ such that Ko = o(K),
there exists a threshold θn depending on n such that for all sufficiently large n,
P
[
K−Ko∑
i=1
Li ≤ (K − 1)θn − (Ko − 1)D(P‖Q) − 6σ
]
≤ 2
Ko
, (38)
Q
[
K−1∑
i=1
Li ≥ (K − 1)θn
]
≤ 1
n−K , (39)
where σ2 = KovarP (L1) and varP (L1) denotes the variance of L1 under measure P .
Proof. Since the planted cluster C∗ is uniformly distributed, the MLE minimizes the error proba-
bility among all estimators. Thus, without loss of generality, we can assume the estimator used Ĉ is
ĈML and the indices are numbered so that C
∗ = [K]. Hence, by assumption, P
{
ĈML = C
∗
}
→ 1.
For each i ∈ C∗ and j /∈ C∗, we have
e (C∗\{i} ∪ {j}, C∗\{i} ∪ {j}) − e(C∗, C∗) = e(j, C∗\{i}) − e(i, C∗)
Let i0 denote the random index such that i0 = argmini∈C∗ e(i, C∗). Let F denote the event that
min
i∈C∗
e(i, C∗) ≤ max
j /∈C∗
e(j, C∗\{i0}), (40)
which implies the existence of j /∈ C∗, such that the set C∗\{i0}∪{j} achieves a likelihood at least
as large as that achieved by C∗. Since if the event F happens, then with probability at least 1/2,
ML estimator fails, it follows that 12P {F} ≤ P {ML fails} = o(1).
Set θ′n to be
θ′n = inf
{
x ∈ R : P
[
K−Ko∑
i=1
Li ≤ (K − 1)x− (Ko − 1)D(P‖Q) − 6σ
]
≥ 2
Ko
}
,
and θ
′′
n to be
θ
′′
n = sup
{
x ∈ R : Q
[
K−1∑
i=1
Li ≥ (K − 1)x
]
≥ 1
n−K
}
.
Define the events
E1 =
{
min
i∈C∗
e(i, C∗) ≤ (K − 1)θ′n
}
, E2 =
{
max
j /∈C∗
e(j, C∗\{i0}) ≥ (K − 1)θ′′n
}
.
We claim that P {E1} = Ω(1) and P {E2} = Ω(1); the proof is deferred to the end. Note that the
random index i0 only depends on the the joint distribution of edges with both two endpoints in
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C∗. Thus e(j, C∗\{i0}) for different j /∈ C∗ are independent and identically distributed, with the
same distribution as
∑K−1
i=1 Li under measure Q. Thus E1 and E2 are independent, so in view of
P {F} = o(1),
P {E1 ∩ E2 ∩ F c} ≥ P {E1 ∩ E2} − P {F} = P {E1}P {E2} − o(1) = Ω(1),
Since
E1 ∩ E2 ∩ F c ⊂ {θ′n > θ
′′
n},
and θ′n, θ
′′
n are deterministic, it follows that θ
′
n > θ
′′
n for sufficiently large n. Set θn = (θ
′
n + θ
′′
n)/2.
Thus θn < θ
′
n and by the definition of θ
′
n, (38) holds. Similarly, we have that θn > θ
′′
n and by the
definition of θ
′′
n, (39) holds.
We are left to show P {E1} = Ω(1) and P {E2} = Ω(1). We first prove that P {E2} = Ω(1). Since
Q
[∑K−1
i=1 Li ≥ x
]
is left-continuous in x, it follows that Q
[∑K−1
i=1 Li ≥ (K − 1)θ
′′
n
]
≥ (n −K)−1.
Therefore,
P {E2} = 1−
∏
j /∈C∗
P
{
e(j, C∗) < (K − 1)θ′′n
}
= 1−
(
1−Q
[
K−1∑
i=1
Li ≥ (K − 1)θ′′n
])n−K
≥ 1− exp
(
−Q
[
K−1∑
i=1
Li ≥ (K − 1)θ′′n
]
(n −K)
)
≥ 1− e−1,
where the first equality holds because e(j, C∗\{i0}) are independent for different j /∈ C∗; the
second equality holds because e(j, C∗\{i0}) has the same distribution as
∑K−1
i=1 Li under mea-
sure Q; the third inequality is due to 1 − x ≤ e−x for x ∈ R; the last inequality holds because
Q
[∑K−1
i=1 Li ≥ (K − 1)θ
′′
n
]
≥ (n−K)−1. So P {E2} = Ω(1) is proved.
Next, we show that P {E1} = Ω(1). The proof is similar to the proof of P {E2} = Ω(1) just
given, but it is complicated by the fact the random variables e(i, C∗) for i ∈ C∗ are not independent.
Since P
[∑K−Ko
i=1 Li ≤ x
]
is right-continuous in x, it follows from the definition that
P
[
K−Ko∑
i=1
Li ≤ (K − 1)θ′n − (Ko − 1)D(P‖Q) − 6σ
]
≥ 2
Ko
. (41)
For all i ∈ C∗, e(i, C∗) has the same distribution as ∑K−1i=1 Li under measure P , but they are not
independent. Let T be the set of the first Ko indices in C
∗, i.e., T = [Ko], where Ko = o(K) and
Ko →∞. Let σ2 = KovarP (L1), where varP (L1) denotes the variance of L1 under measure P , and
let T ′ = {i ∈ T : e(i, T ) ≤ (Ko − 1)D(P‖Q) + 6σ}. Since7
min
i∈C∗
e(i, C∗) ≤ min
i∈T ′
e(i, C∗) ≤ min
i∈T ′
e(i, C∗\T ) + (Ko − 1)D(P‖Q) + 6σ,
it follows that
P {E1} ≥ P
{
min
j∈T ′
e(j, C∗\T ) ≤ (K − 1)θ′n − (Ko − 1)D(P‖Q) − 6σ
}
.
7In case T ′ = ∅ we adopt the convention that the minimum of an empty set of numbers is +∞.
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We show next that P
{|T ′| ≥ Ko2 } → 1 as n → ∞. For i ∈ T, e(i, T ) = Xi + Yi where Xi =
e(i, {1, . . . , i − 1}) and Yi = e(i, {i + 1, . . . ,Ko}). The X’s are mutually independent, and the Y ’s
are also mutually independent, and Xi has the same distribution as
∑i−1
j=1 Lj and Yi has the same
distribution as
∑Ko−i
j=1 Lj , where Lj is distributed under measure P . Then E [Xi] = (i− 1)D(P‖Q)
and var(Xi) ≤ σ2. Thus, by the Chebyshev inequality, P {Xi ≥ (i− 1)D(P‖Q) + 3σ} ≤ 19 for
all i ∈ T . Therefore, |{i : Xi ≤ (i − 1)D(P‖Q) + 3σ}| is stochastically at least as large as
a Binom
(
Ko,
8
9
)
random variable, so that, P
{|{i : Xi ≤ (i− 1)D(P‖Q) + 3σ}| ≥ 3Ko4 } → 1 as
Ko →∞. Similarly, P
{|{i : Yi ≤ (Ko − i)D(P‖Q) + 3σ}| ≥ 3Ko4 }→ 1 as Ko →∞. If at least 3/4
of the X’s are small and at least 3/4 of the Y ’s are small, it follows that at least 1/2 of the e(i, T )’s
for i ∈ T are small. Therefore, as claimed, P{|T ′| ≥ Ko2 }→ 1 as Ko →∞.
The set T ′ is independent of (e(i, C∗\T ) : i ∈ T ) and each of those variables has the same
distribution as
∑K−Ko
j=1 Lj under measure P . Thus,
P {E1}
≥1− E
∏
j∈T ′
P
{
e(j, C∗\T ) ≥ (K − 1)θ′n − (Ko − 1)D(P‖Q) − 6σ
} ∣∣∣∣|T ′| ≥ Ko2
− P{|T ′| < Ko
2
}
≥1− exp
−P
K−Ko∑
j=1
Lj ≤ (K − 1)θ′n − (Ko − 1)D(P‖Q) − 6σ
Ko/2
− o(1)
≥1− e−1 − o(1),
where the last inequality follows from (41). Therefore, P {E1} = Ω(1).
Proof of Necessary Part of Theorem 2. Since the joint condition (8) is necessary for weak recovery,
and hence also for exact recovery, it suffices to prove (14) under the assumption that (8) holds, i.e.,
KD(P‖Q)→∞, KD(P‖Q) ≥ (2− ǫ0) log(n/K) (42)
for any fixed constant ǫ0 ∈ (0, 1) and all sufficiently large n. It follows that
EQ
(
1
K
log
n
K
)
≤ EQ (D(P‖Q)) = D(P‖Q).
Thus if K = O(1), then (42) implies (14). Hence, we assume K →∞ in the following without loss
of generality.
For the sake of argument by contradiction, suppose that (14) does not hold. Then, by going to
a subsequence, we can assume that
lim sup
n→∞
KEQ(γ)
log n
< 1, (43)
where γ = 1K log
n
K . It follows from (42) that γ ≤ 12−ǫ0D(P ||Q).
We shall apply Lemma 6 to argue a contradiction. As a witness to the nonexistence of θn
satisfying (38) and (39) we show that if θn = γ then neither (38) nor (39) holds. By Lemma 2,
D(P‖Q) ≍ D(Q‖P ). Since 0 ≤ γ ≤ 12−ǫ0D(P ||Q), choosing δ > 0 to be a sufficiently small
constant ensures that both γ and γ + δD(Q||P ) lie in [−D(Q||P ),D(P ||Q)]. Then Assumption 1
and Corollary 5 yield:
Q
[
K−1∑
i=1
Li ≥ (K − 1)γ
]
≥ exp
(
−(K − 1)EQ(γ + δD(Q‖P )) + log 2
1− C
(K−1)δ2D(Q‖P )
)
.
22
By the properties of EQ discussed in Remark 3,
EQ (γ + δD(Q‖P )) ≤ EQ(γ) + δD(Q‖P ),
and by Lemma 2,
δD(Q‖P ) ≤ 2δCEQ(0) ≤ 2δCEQ(γ), (44)
so, in view of (43), if δ is sufficiently small,
(K − 1)EQ(γ + δD(Q‖P )) < (1− 2δ) log n
for all sufficiently large n. Also, recall that D(P‖Q) ≍ D(Q‖P ) and hence (42) implies that
KD(Q‖P )→∞. Therefore,
Q
[
K−1∑
i=1
Li ≥ (K − 1)γ
]
≥ n−1+δ
for all sufficiently large n. Thus, (39) does not hold for θn ≡ γ.
Turning to (38) (with θn = γ), we let Ko = K/ logK and
δ′ ,
(Ko − 1)(D(P‖Q) − γ) + 6σ
(K −Ko)D(P‖Q) ,
where σ = varP [L]. Note that varP [L] = ψ
′′
Q(1) ≤ CD(P‖Q) by Assumption 1 and recall that from
(42) we have γ ≤ 12−ǫ0D(P‖Q). Furthermore, since K → ∞ and KD(P‖Q) → ∞ by (42), we
conclude that δ′ = o(1).
Since D(P‖Q) ≍ D(Q‖P ) and 0 ≤ γ ≤ 12−ǫ0D(P‖Q), choosing δ to be a sufficiently small
constant ensures that both γ − δ′D(P‖Q) and γ − (δ′ + δ)D(P‖Q) lie in [−D(Q‖P ),D(P‖Q)].
Hence, applying Corollary 5 yields
P
[
K−Ko∑
i=1
Li ≤ (K − 1)γ − (Ko − 1)D(P‖Q) − 6σ
]
= P
[
K−Ko∑
i=1
Li ≤ (K −Ko)
(
γ − δ′D(P‖Q))]
≥ exp
(
−(K −Ko)EP (γ − (δ
′ + δ)D(P‖Q)) + log 2
1− C
(K−Ko)δ2D(P‖Q)
)
. (45)
Moreover, in view of the fact that EP (·) is decreasing and (23),
EP (γ) ≥ EP (D(P‖Q)/(2 − ǫ0)) ≥ (1− ǫ0)
2D(P‖Q)
2(2 − ǫ0)2C (46)
Let C ′ = (1−ǫ0)
2
2(2−ǫ0)2C . Therefore, similar to the properties of EQ discussed in Remark 3,
EP
(
γ − (δ′ + δ)D(P‖Q)) ≤ EP (γ) + (δ′ + δ)D(P‖Q)
≤ EP (γ)
(
1 + (δ′ + δ)/C ′
)
.
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Since EP (γ) = EQ(γ)− γ, by (43), there exist some ǫ > 0 such that
KEP (γ) ≤ (1− ǫ) log n− log(n/K) = −ǫ log n+ logK ≤ (1− ǫ) logK.
Thus by choosing δ sufficiently small and in view of δ′ = o(1),
(K −Ko)EP
(
γ − (δ′ + δ)D(P‖Q)) ≤ (1− 2ǫ′) logK
for some ǫ′ > 0. Recall that KD(P‖Q)→∞, it readily follows from (45) that
P
[
K−Ko∑
i=1
Li ≤ (K − 1)γ − (Ko − 1)D(P‖Q) − 6σ
]
≥ K−1+ǫ′ .
Thus, with θn = γ, neither (38) nor (39) holds for all sufficiently large n. Therefore, there does not
exist a sequence θn such that both (38) and (39) hold for all sufficiently large n, contradicting the
conclusion of Lemma 6.
Appendices
A Equivalence of Weak Recovery in Expectation and in Probabil-
ity
Lemma 7. There exists an estimator ξ̂ such that dH (ξ,ξ̂)K → 0 in probability if and only if there
exists an estimator ξ̂ such that
E[dH (ξ,ξ̂)]
K → 0.
Proof. One direction is automatic because convergence in L1 implies convergence in probability.
Conversely, suppose dH (ξ,ξ̂)K → 0 in probability for some (sequence of) ξ̂. Then there exists a
deterministic sequence ǫn → 0 such that P{dH(ξ, ξ̂) ≥ ǫnK} ≤ ǫn. Define a new estimator by
ξ˜ = ξ̂1{|ξ̂|≤K+ǫnK} + 0 · 1{|ξ̂|>K+ǫnK},
where 0 denotes the all-zero vector. Since |ξ| = K, by the triangle inequality, we have
E[dH(ξ, ξ˜)] = E
[
dH(ξ, ξ̂)1{|ξ̂|≤K+ǫnK}
]
+KP
{
|ξ̂| > K + ǫnK
}
≤ ǫnK + E
[
dH(ξ, ξ̂)1{dH (ξ,ξ̂)>ǫnK, |ξ̂|≤K+ǫnK}
]
+KP
{
|ξ̂| > K + ǫnK
}
≤ ǫnK + (3K + ǫnK)P
{
dH(ξ, ξ̂) > ǫnK
}
≤ 4ǫnK + ǫ2nK.
Therefore,
E[dH (ξ,ξ˜)]
K → 0.
B Assumption 1 for exponential families of distributions
There is a simple sufficient condition for Assumption 1 to hold in case P and Q are from the
same exponential family of distributions (including Bernoulli, Gaussian, etc). Consider a canonical
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exponential family with the following pdf (with respect to some dominating measure):8
pθ(x) = h(x) exp(θT (x)−A(θ)),
where A is a convex function. Then Eθ[T ] = A
′(θ) and varθ[T ] = A′′(θ). Assume that P and Q
correspond to parameters θ1 and θ0, respectively. It could be that θ0 < θ1 or θ1 < θ0; let I denote
the interval with endpoints θ0 and θ1 and J denote the interval with endpoints θ0± (θ1−θ0). Then
Qλ has parameter λθ1 + λ¯θ0. Furthermore,
L = (θ1 − θ0)T −A(θ1) +A(θ0)
D(P‖Q) = A(θ1)−A(θ0)− (θ1 − θ0)A′(θ0)
C(P,Q) = −min
θ∈I
A(θ)
ψQ(λ) = A(λθ1 + λ¯θ0)− λA(θ0)− λ¯A(θ1)
ψ′′Q(λ) = A
′′(λθ1 + λ¯θ0)(θ1 − θ0)2.
By Taylor’s theorem, D(P‖Q) is (θ0−θ1)22 times a weighted average of A′′ over I:
D(P‖Q) = (θ1 − θ0)
2
2
∫ θ1
θ0
A′′(s)(s− θ0)ds
(θ1 − θ0)2/2
Similarly, D(Q‖P ) is a weighted average of A′′ over I. Therefore, a sufficient condition for As-
sumption 1 is
maxθ∈J A′′(θ)
minθ∈I A′′(θ)
= O(1). (47)
Examples:
1. Gaussian: θ = µ, A(θ) = θ2/2 and A′′(θ) = 1. So (1) holds in the Gaussian case with no
extra assumption.
2. Bernoulli: θ = log pp¯ , A(θ) = log(1+e
θ) and A′′(θ) = e
θ
(1+eθ)2
= p(1−p). We shall show that if
p, q vary such that p, q ∈ (0, 1) with p 6= q, then (47) is equivalent to boundedness of the LLR.
By symmetry between 0 and 1 we can assume without loss of generality that 0 < q < p < 1.
First, if p ≤ 1/2 the LHS of (47) is pp¯qq¯ ≍ pq and if p ∈ [1/2, 1− ǫ] for some fixed ǫ > 0 then the
LHS of (47) has size Θ(1/q) = Θ(p/q). So the claim is true if p is bounded away from one.
If p → 1 and q 6→ 1 then both the LHS of (47) and the LLR are unbounded, so the claim is
again true.
It remains to check the case p, q → 1. The denominator of the LHS of (47) is pp¯ ≍ p¯. The
maximum in the numerator is taken over the interval [θ−1, θ1], where θ−1 = θ0 − [θ1 − θ0] =
log
(
q2p¯
q¯2p
)
. If θ−1 ≤ 0 (i.e. θ0 ≤ θ1/2) then the numerator of the LHS of (47) is 1/4, so (47)
fails to hold, and also, p¯q¯ = O(
√
p¯) so the LLR is unbounded. It thus remains to consider
the case θ1/2 ≤ θ0 ≤ θ1 with θ1 → ∞. The numerator of the LHS of (47) is rr¯ where r is
determined by θ−1 = log rr¯ , or, equivalently,
r
r¯ =
q2p¯
q¯2p
. Hence r¯ ≍ (q¯)2p¯ . The LHS of (47) is
rr¯
pp¯ ≍ r¯p¯ ≍
(
q¯
p¯
)2
while the maximum absolute value of the LLR is Θ(log q¯p¯). Hence, again, (47)
holds if and only if the LLR is bounded. The claim is proved.
8For simplicity we assume T and θ are scaler valued. Vector values would give pθ(x) = h(x) exp(〈θ, T (x)〉 −A(θ))
and the condition (47), with A′′(θ) replaced by (θ1 − θ0)
⊤H(θ)(θ1 − θ0), where H is the Hessian of A, and I and J
becoming line segments, is still sufficient for Assumption 1.
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C Proof of Corollary 4
In the Gaussian case, EQ(θ) =
1
8(µ +
2θ
µ )
2. Throughout this proof, let θ = 1K log
n
K and let f be
the function defined by f(µ) = EQ(θ) =
1
8 (µ +
2θ
µ )
2. Consider the equation f(µ) = lognK . It yields
a quadratic equation in µ2: µ4 − 4 logn+4 logKK µ2 + 4 log
2(n/K)
K2
= 0 which has two solutions namely
µ2± =
2
K
(√
log n±√logK)2. Without loss of generality, we take µ+ > 0 and µ− > 0; the case of
µ+ < 0 and µ− < 0 follows analogously. In summary, the expressions inside the lim inf in both (13)
and (19) are one if µ is replaced by µ+.
For the sufficiency part, suppose µ depends on n such that (11) and (19) hold. By (19), for
ǫ > 0 sufficiently small, µ(1 − ǫ) ≥ µ+ for all sufficiently large n. We can also take ǫ < 1/10. By
(11), lim sup θ
µ2
≤ 14 so uniformly for (1− ǫ)µ ≤ x ≤ µ,
f ′(x) =
1
4
(
x+
2θ
x
)(
1− 2θ
x2
)
≥ 1
4
((1− ǫ)µ)
(
1− 2θ
(1− ǫ)2µ2
)
= Ω(µ).
Also, 2θ
µ2
+
< 1 so f ′(x) ≥ 0 for x ≥ µ+. Hence,
f(µ)
f(µ+)
− 1 ≥ f(µ)− f(µ(1− ǫ))
f(µ+)
=
K
log n
∫ µ
µ(1−ǫ)
f ′(x)dx
= Ω
(
ǫKµ2
log n
)
= Ω(ǫ),
where for the last equality we use µ2 ≥ µ2+ ≥ 2 lognK . Therefore (13) holds, sufficiency follows from
Theorem 2.
For the necessity part, it suffices to show that (12) and (14) imply (20). If K ≤ n1/9 then (12)
alone implies (20), so we can also assume that K ≥ n1/9. It follows that 2θ
µ2
+
=
√
logn−√logK√
logn+
√
logK
≤ 12 .
Therefore, for ǫ ∈ (0, 0.1),
f(µ+(1− ǫ)) ≤ f(µ+)− ǫµ+min{f ′(x) : (1− ǫ)µ+ ≤ x ≤ µ+}
≤ f(µ+)− ǫµ+
4
(1− ǫ)µ+
(
1− 1
2(1 − ǫ)2
)
≤ f(µ+)− Ω(ǫµ2+) ≤
log n
K
(1− Ω(ǫ)).
In view of (14) it follows that µ ≥ µ+(1 − ǫ) for all sufficiently large n. Since ǫ can be arbitrarily
small, (20) follows.
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