In this paper a complementary mild-slope equation ͑CMSE͒ is derived in order to investigate the transformation of progressive waves obliquely propagating over the sloping bottom more realistically. We introduce a new depth function which includes the wave refraction and the influence of the bottom slope ␣, perturbed to the second-order in the integral equation. A new depth-integrated mild-slope equation is derived, by using the above mentioned depth function, to model a time-harmonic motion of small amplitude waves in varying water depth. The simulated results reveal that the proposed model provides a significant improvement in the calculation of the wavenumber and the group velocity at different bottom slopes. With the increasing bottom slope, the discrepancies in the reflection coefficient of Bragg scattering between the analytical solution and the one calculated from the conventional mild-slope equation ͑MSE͒ and the modified MSE ͑MMSE͒ are seen to steadily increase. The group velocity of the waves, when compared with the conventional MSE and MMSE, also shows its dependence on the bottom slope and wave propagating angle. The present model is observed to be quite efficient in taking into account the effect of steeper bottom slope.
I. INTRODUCTION

A. Background information
The combined effects of wave refraction and diffraction on the wave transformation can be described by using the mild-slope equation ͑MSE͒ that was first derived by Berkhoff. 1 Notably, the MSE is a 2-D equation which simplifies the linear scattering of surface waves on varying water depth by averaging their motion over the depth. The MSE can efficiently be employed to predict linear planar wave propagation over a regional area of arbitrary bathmetry. The concept of linearized water wave propagation through irrotational and imcompressible fluid over an uneven bottom with zero pressure at the free surface form the basis of the derivation of the MSE. In brief, as in Berkhoff, 1 the depth averaged MSE is derived from the following integral equation:
where ⌽͑x , y , z , t͒ = f 0 ͑z , h͒͑x , y , t͒ is the velocity potential, f 0 ͑z , h͒ is the depth function, ٌ h = ‫ץ͑‬ / ‫ץ‬x , ‫ץ‬ / ‫ץ‬y͒ is the horizontal gradient operator, h͑x , y͒ is the local water depth, x is the onshore direction, y is the alongshore direction and z is the vertical direction with water depth upward being positive, and t is the time. Now following the method of Smith and Sprinks, 2 and applying Green's second identity to f 0 ͑z͒ and ⌽, we obtain It is important to note that an expression for f 0 ͑z , h͒ which satisfies the bottom boundary condition ͑BBC͒ ⌽ z =0 on the flat bottom boundary, may be obtained from the Laplace equation in the form, f 0 ͑z,h͒ = cosh k͑z + h͒ cosh kh = cosh Q 2 ͑3͒
⌽ tt + g⌽ z = 0 on z = 0
͑4͒
and the BBC as
the following integrated equation can be obtained from ͑2͒:
Under the assumption that the bottom has an uniform mild slope, i.e., ٌ͉ h h͉ / kh = ␣ / kh Ӷ 1. The fourth term f 0 2 ٌ h 2 f 0 in left hand side of ͑6͒ containing ٌ h h, ٌ h 2 h, and ٌ͑ h h͒ 2 is neglected, where ␣ is the average slope of a sloping bottom. Substituting ͑3͒ into ͑6͒ and applying Leibniz's rule, the integral of ͑6͒ yields the transient MSE which may be written in the form
The use of harmonic form of the velocity potential, ͑x , y , t͒ =−ag / e iS , derived from linear wave theory leads to the relation of tt =− 2 , and subsequently ͑7͒ may be rewritten as
This conventional MSE was presented by Berkhoff 1 and others, and ͑7͒ and ͑8͒ are widely used to describe the wave propagation processes. Notably, ͑7͒ is a transient MSE and ͑8͒ is a steady-state MSE, which have been solved by many investigators using various numerical methods. Watanabe and Maruyama 3 solved the above equation by using a second-order finite difference method. Copeland, 4 Madsen and Larson, 5 and Isobe 6 derived an equivalent pair of firstorder equations from ͑7͒ in order to solve it. On the other hand, Li 7 and Hsu and Wen 8 solved ͑7͒ in the form of an evolution equation. In principle, ͑7͒ can also be changed to a parabolic or elliptic form. The first approach is restricted to the case with negligible wave reflection and weak diffraction, but can be solved quickly for open coasts ͑e.g., Kirby and Dalrymple, 9 Li, 10 and others͒. However, when wave reflection and diffraction are important, the method cannot be applied. The second approach used the Gaussian elimination to solve the banded matrix equation for ͑8͒. RCPWAVE model developed by Ebersole et al. 11 is a powerful wave model which does not require large computer memory and the convergence rate is usually good, but the phenomenon of wave reflection is not included. The elliptic MSE solved by a matrix equation requires enormous memory, but the procedure is simple. MIKE 21's EMS ͑elliptic mild-slope͒ ͑DHI 12 ͒ and RIDE ͑Maa et al. 13 ͒ use computer codes to solve the elliptic MSE.
Notably, if the mild bottom assumption is not made and the second-order bottom effects ٌ h h, ٌ h 2 h, and ٌ͑ h h͒ 2 are retained in ͑7͒, the corresponding modified mild-slope equation formulated by Smith and Sprinks 2 takes the form,
where Here the abbreviations q = kh, 1 = tanh kh, 2 = cosh kh, 3 = sinh kh, 4 = cosh 2kh, 5 = sinh 2kh, 6 = sinh 3kh, and = ͑2q + 5 ͒ have been used. Equation ͑9͒ may be regarded as the modified MSE ͑MMSE͒, as it is directly derived from ͑6͒ without further approximations. This equation may be applicable to solve the cases where the bottom profile is rapidly varying and offshore reefs and bars are present on the seabed. The MMSE has been extensively used by several researchers. 8, [14] [15] [16] [17] It has been shown that the higher-order terms of bottom slope ٌ͑ h h͒ 2 and curvature ٌ h 2 h are quite sensitive to water depth variation in the range of intermediate water depth.
Nevertheless, almost all of the MSEs were derived from ͑2͒ or ͑6͒, and used their developed models to simulate wave propagation over an uneven bottom. However, for a successively stepped bottom ͓e.g., Fig. 1͑a͔͒ , as often assumed by the previous researchers, the vanishing of the normal velocity on a step is neither appropriate nor realistic. On the other hand, for a sloping bottom, as may be seen from Fig. 1͑b͒ , a more physical 1-D BBC derived from ͑5͒ may be expressed as
From ͑12͒ it is evident that the flow at the bottom is clearly tangential, and therefore has both horizontal and vertical components on the boundary, and as it turns out to be one of the key assumption in the present investigation. 18 However, the solution was an implicit form and was restricted to short and deep-water waves on an uniform sloping bottom. As far as 3-D solutions are concerned, the most common methods of derivation of an analytical solution for the wave height distribution for the problem of wave propagating over a sloping bottom are based on the conservation of the energy flux on a constant depth. However, neither the effect of the bottom slope could be shown in these approaches, nor the tangential relationships exist between the sloping bottom and the water-particle velocity. Biesel 23 was the first to propose an applausively approximate method that takes into account the influence of the normal incident waves propagating over a sloping bottom, in which he expressed the velocity potential by using a perturbation expansion in the bottom slope ␣. Chu and Mei 24 and Liu and Dingemans 25 proposed multi-scale perturbed solutions for weak nonlinear waves propagating over an uneven bottom, their solutions enable the description of the features of wave shoaling and refraction for wave propagation from deep water to shallow water. However, they did not consider the physical property of the direction of a waterparticle velocity being tangential to the curve surface of a wave ray. Chen et al. 26 systematically investigated Biesel's 23 theoretical model and provided a 2-D planar theoretical solution for oblique wave propagation on a gentle slope to the order of ␣ 3 , which was subsequently examined in laboratory experiments.
More recently, Porter 27 addressed that the MMSE and MSE do not deal adequately with slope discontinuities from the topography which could not produce a continuous flow velocity and surface profile. He presented an alternative form of MSE having the simplicity of the standard form and correcting an inconsistency of jump conditions for any topography. On the other hand, a similar approach was also presented by Kim and Bai. 28 They introduced a variational principle ͑or Hamilton's principle͒ in terms of the stream function theory. In this function, the continuity equation is satisfied, as well as the boundary condition on the sea bed. Both Porter 27 and Kim and Bai's 28 models can improve the jump conditions over the discontinuity of the bottom slope and provide more accurate results when compared with MSE and MMSE. However, we note that both theories use the same depth function which is obtained from linear wave theory of a horizontal bottom. For velocity-potential approach, the depth function is ͑3͒, and for streamline approach, the depth function is f 0 * ͑z , h͒ = sinh k͑z + h͒ / sinh kh. Using Cauchy-Reimann equation, it can be readily proved that f 0 ͑z , h͒ and f 0 * ͑z , h͒ are equivalent. This implies that the solution of the boundary-value problem of Porter 27 and Kim and Bai's 28 models is still based on an uniform water depth ͓O͑␣ 0 ͔͒. The jump conditions over a horizontal bed are not the main object in this paper. The effects of bottom slope and wave propagation angle are the major concern of the present investigation. According to the text book of Dingemans, 29 both Hamilton's principle method and Galerkin method can be shown to result in the same expression of MSE. In summary, there are five important approaches to deal with wave transformations over rapidly varying topography. Recent advances of theories and models concerning MSE used in the study are presented in Table I .
In the present approach, we demonstrate the Galerkin method to obtain a complementary mild-slope equation ͑CMSE͒ for wave refraction, diffraction and reflection by employing the depth function of Chen et al. 26 in the integral equation of ͑6͒. The higher-order MSEs derived by Kirby and Dalrymple, 30 Liu and Dingemans, 25 is a Schrödinger type evolution equation that is incapable of representing propagation and scattering of waves in a correct manner. The main difference between the CMSE and higher-order MSEs lies in the point that the former is a linear extended MSE, but the latter are weakly nonlinear MSEs. The depth function in the present study is derived from Chen et al.'s 26 theory considering the effect of bottom slope, perturbed to the secondorder, and is quite different with Liu and Dingeman's 25 theoretical solutions. The details will be discussed in the following sections. The present CMSE is applied to the waves obliquely propagating over a sloping beach. A numerical calculation has also been performed to simulate the Bragg scattering over a sinusoidal bars superimposed over a sloping bed. The relative importance of additional terms in the CMSE is analyzed and discussed.
II. THE CMSE
Notably, Chen et al.'s
26 analytical solution for the velocity potential forms the basis of the CMSE. We will derive a new form of complementary mild-slope equation. Based on it, we briefly present here a depth function that is appropriate for a sloping bottom. For the case of an uniform slope in the offshore direction, the BBC of ͑5͒ is rewritten as
The velocity potential expanded in the form of a power series is given by
With this assumption a 3-D Laplace equation is solved subject to the BBC of ͑13͒. After some manipulations, a secondorder velocity potential that adequately describes wave propagation over a sloping bottom is given by 
where S = ͐͑k x dx + k y dy͒ − t is the phase function in a varying depth, ͑k x , k y ͒ = ͑k cos , k sin ͒ is the wavenumber vector in x and y directions, respectively. Work of Chen et al. 26 may be referred for a detailed derivation of ͑15͒. Using triangular identity, ͑15͒ may be expressed in a linear form
where the depth function of a sloping bottom of the order O͑␣ 2 ͒ is approximated as
and the shift of the phase function is given by
in which the higher-order depth function f 1 ͑z , h͒ is expressed as
ͬ. ͑19͒
In ͑17͒, we notice that the depth function is a second-order solution including the influence of bottom slope and wave refraction of obliquely incident wave. It is quite different from Kim and Bai's 28 stream function. The stream function and depth function of ͑3͒ are both not applicable to the case of a steep sloping bottom as reviewed in the previous section. Upon substituting ͑17͒ and ͑19͒ into ͑6͒, and replacing f 0 by the higher-order water depth function f as given in ͑17͒, and after some manipulations, the integral equation leads to the CMSE as follows:
If the local slope, ٌ h h, is equal to the average slope, ␣, then ͑20a͒ can be further expressed as 
where 
͑22͒
and
It may be noted that ͑2͒ and ͑4͒-͑6͒ governing propagation of linear water waves in incompressible and irrotational fluid on an uneven bottom with zero pressure at the free surface establish the basic formulation of the CMSE. The specific form of f͑z , h͒, representing the vertical structure of the velocity potential as found by Chen et al. 26 is perturbed to the second-order in the bottom slope parameter ␣.
Equations ͑20͒ include the effects of higher-order of ␣ and the wave angle , so that it can be applied to the case of waves inclinedly propagating over a sloping beach. On the contrary, Porter 27 and Kim and Bai's 28 MSEs are incapable of describing planar waves propagating and scattering with oblique incidence over a sloping bed correctly, because the factors of ␣ and are not considered in their theories. Note that the depth function f reduces to f 0 , for ␣ = 0, and in this case all the additional terms F 3 and F 4 in ͑20a͒ vanish. The equation is consistent with Chamberlain and Porter's 14 MMSE of ͑9͒. Equation ͑20a͒ reduces to the conventional MSE as shown in ͑7͒, when the condition of a mild-slope, i.e., ٌ͉ h h͉ / kh Ӷ 1, is imposed.
III. CHARACTERISTICS OF CMSE
In this section, the relative importance of the additional terms that appear in our theoretical formulation of CMSE is first discussed. Note that, if there is no rapidly varying undulation over a sloping bottom for an impermeable plane beach, the average slope is the same as the local slope, i.e., ␣ = ٌ͉ h h͉. The coefficients of higher-order terms F 2 = F 2 + F 4 cos 2 /2, F 3 and F 4 are plotted as functions of the relative depth kh in Fig. 2 31 Chamberlain and Porter, 14 Chandrasekera and Cheung, 15 and Suh et al. 16 is arrived at if F 3 = F 4 = 0. The conventional form of MSE can be obtained if
The main differences between the present theory and Liu and Dingemans's 25 and others' equations are summarized in Table II The present theory 
Limitations of the theory 1. The 3-D solution doesn't consider the physical property of a direction velocity tangential to the curve surface of a wave ray, i.e., u / w tan ␣. Note: = ka = wave steepness, tion effects are all combined in the computation. It is to be noted that computational efficiency and reliability are the most important elements of the MSE models. From Table II , we notice that the multiple-scale perturbation approach can be extended to the third-order evolution equation of MSE by assuming that the nonlinear parameter is of the same order of magnitude as the modulation parameter ␦. On the other hand, the required amount of computer memory and complicated iterative procedure renders the nonlinear MSE inefficient for real applications to a large coastal area.
To investigate the characteristics of waves propagating over the sloping bottom which is described by the CMSE, we express the complex velocity potential as = a͑x , y , t͒e iS͑x,y,t͒ , where a is the wave amplitude and
the wavenumber vector, r ៝ = xi ៝ + yj ៝ the position vector, and both a and S are real. Using the following relationship for monochromatic waves, i.e., k ៝ = ٌ h S, =−‫ץ‬S / ‫ץ‬t, where is the total angular frequency, the above time-dependent wave equation ͑20a͒ is split into the real and imaginary parts, respectively. The real part presents the total dispersion relation including the linear dispersion relation and the dispersion relation due to bottom slope effect and wave refraction angle. The total dispersion is given by 2 
. ͑24͒
On the other hand, if the angular frequency is fixed and the temporal variation of the wave amplitude is neglected, the real part leads to the Eikonal equation in the form as
Note the phase function shifts from the essential form S
The Eikonal equation indicates that the wave diffraction ٌ͉ h S͉ 2 of the CMSE depends on the additional terms F 2 and F 3 which contain the effects of the local bottom slope and preferred wave direction. Due to the dispersion behavior of ͑24͒, the nontrivial errors are expected in the CMSE, which is different from the linear dispersion relation in the conventional MSE. If the variation of the bottom slope is absent from ͑25͒, the result reduces to
indicates that the effective wavenumber is identical to the diffraction approximation as obtained from the MMSE. It is noted that ͑26͒ has the same depth function f 0 ͑z , h͒ = cosh Q / 2 as in the MSE. If there is no bottom variation at all, ͑26͒ reduces to
which reflects that the refraction approximation is valid for ٌ͉ h h͉ Ӷ kh as in MSE. Figure 3 depicts the difference in the diffraction approximation in the three Eikonal equations for three cases. It reveals that the ratios of the difference between CMSE and MMSE, as well as MSE, increase with the increase of the bottom slope and decrease with the increase of wave propagation angle. The contribution of the bottom slope arises within the region of the relative water depth /10Ͻ kh Ͻ 5. Notably, for the parameter ␣ cos = 0.5, the ratio of the differences of the maximum value becomes 0.4, as kh = 2.0. And for the parameter ␣ cos = 1.0, the ratio of the differences of the maximum value becomes 1.4 for kh = 2.0.
The imaginary part of ͑20a͒, obtained after multiplication by a͑x , y , t͒, gives
shows that the energy transport is directed along ٌ h S = k ៝ which is orthogonal to the local wave crest. Furthermore, from ͑28͒, it becomes clear that the group velocity may be written in the form
For the case of ␣ cos =0, C g = C g , the group velocity ͑or energy transport velocity͒ becomes the same as with MSE. Notably, ͑29͒ takes into accounts the effect of the bottom slope and wave propagation direction on the energy transfer velocity. Figure 4 presents a comparison of the dimensionless energy transport velocity for three bottom slopes combined with incident wave propagation angles. It clearly reveals that the energy propagation has a higher velocity to transmit the wave energy than those of the MMSE and MSE, for kh Ͻ 5.0. This result demonstrates that the group velocity increases as the bottom slope becomes larger. Moreover, the larger the wave propagation angle becomes, the smaller energy transport is. In Table III we provide a summary of characteristics of these three different mild-slope equations. From the comparison in Table III , it may be noted that the conventional MSE is useful in the strict sense, the MMSE, Porter 27 and Kim and Bai's 28 MSEs are suitable for the case of rapid changes of bottom topography and with obliquely incident waves, but the CMSE is applicable to a more accurate sense for an uneven bottom.
IV. NUMERICAL SCHEME
Following the procedure outlined by Li 7 and Hsu and Wen, 8 we introduce a slow coordinate for the time variable, t= t, and assume ͑x , y , t͒ = ͑x , y , t͒e −i t , where is a perturbation parameter of the order of Oٌ͉͑ h h͉ / kh͒. Substituting these expressions into ͑20a͒, we write an evolution equation for the CMSE as follows: 
Mild-slope equations
͑30͒
Using the Liouville transformation proposed by Radder, 32 such that
can be rewritten in the form of a Helmholtz evolution equation with a pseudo wavenumber k c , that is
͑34͒
Here the radiation boundary conditions are used to reduce the reflection of waves back into the computational domain.
For an obliquely incident wave, there are two types of boundary conditions in the simulation of wave transformation: one is a full/partial reflection radiation boundary condition, and the other is a given boundary condition. These conditions are specified along the border of the domain of interest as follows ͑Hsu and Wen 8 ͒:
where ␣ = ͑1−R͒ / ͑1+R͒ is the absorption coefficient; R is the reflection coefficient; the subscript "i" denotes physical quantities specified at the given boundary. The above boundary conditions can be used as ͑1͒ a full reflection with i =0, m = 0, and ␣ = 0, and a partial reflection condition, with i =0, m = 0, and 0 Ͻ ␣ ഛ 1; and ͑2͒ a given boundary condition, with i = given, m = 1 and ␣ = 1. For a given monochromatic deep water wave of height H o and period T, the velocity potential is expressed by linear wave theory:
where S 0 = kx cos o + ky sin o − t is the phase function at the given boundary. The ADI method and iterative procedure were used to solve ͑33͒. In both x and y directions, a tridiagonal matrix is generated by the finite difference equation which can be solved by the Gauss elimination method. For details of the numerical technique one may refer to Li 7 and Hsu and Wen. 8 In the iterative procedure, the wavenumber k is first computed through the dispersion relation given by ͑25͒. The approaching wave angle, , at each grid point is first calculated by means of Snell's law to make an initial guess for the input conditions.
V. RESULTS AND DISCUSSION
Four different numerical cases were selected here in order to investigate the effectiveness of the 2-D models of MSE, MMSE and CMSE and 3-D model proposed by Chen et al. 26 The input conditions for the 2-D waves propagating over a planar beach with different uniform slopes and wave angles, ٌ͉ h h͉cos = ␣ cos , varying from 0.1 to 1.0 are summarized in Table IV . The comparison of the computational results is provided for different combinations of inclinations varying from 0.1 to 1.0 and wave propagating angles = 0°, 30°and = 60°.
Wave breaking and energy dissipation are not included in the present model calculations. All bottom slopes have constant depths in each end, for shallow water h 2 = 0.2 cm, and for deep water h 1 = 0.6 cm. To ensure the dissipation of reflected waves in the computational domain, the given boundary is set at a sufficient distance from the toe of the slope ͑4.0ϫ local wavelength͒. The first case studies the wave transformations of waves propagating obliquely over a sloping bed. Figures 5-7 Figure 6 indicates that the results obtained from the present model have slightly higher values than those of MSE and MMSE for a steeper slope of ␣ = 0.5, but remains close to the results of Chen et al. 26 In Fig. 7 
sults may be obtained for a steep slope. Therefore, from Figs. 5-7, we can see that for larger bottom slope ͑e.g., ␣ = 1.0͒, the CMSE may estimate the higher values of wave heights than those of MMSE and MSE models. Such differences arise from the fact that the MMSE and MSE models neglect the higher-order effects of waves propagation over a sloping bottom and retains the same group velocity ͑see Table II͒ , especially for steep bottom slope problems. It is worthwhile to note that the third-order evolution equations derived by Liu and Dingemans 25 can be implemented to investigate the effects of the bottom slope at that order. For simplicity, only the linear solution is compared, as the nonlinearity of wave transformation is not the major concern of the present paper.
The second numerical computation is tested by Booij's 33 linear ramp to examine the accuracy and valid range of the CMSE. The results are compared with numerical results from the Booij's 33 full linear theory, MSE ͑Hsu and Wen 8 ͒ and MMSE ͑Hsu and Wen 34 ͒. The scattering of planar waves incident normally on a one-third depth profiles is considered by Booij 33 in which the water depth is reduced by a factor of one-third across a plane sloping section, i.e., h 1 / h 2 =1/3 and h͑x͒ = h 2 − ͑h 2 − h 1 ͒x / B for 0 Ͻ x Ͻ B, where B denotes the width of slope. Figure 8 shows the comparison in terms of the reflection coefficient ͉R͉ plotted against the slope ␣ = ͑h 2 − h 1 ͒ / B. The present results show better agreement with the exact linear solution than MSE when ␣ is larger than 0.3. For ␣ Ͼ 1.3 the two curves of MMSE and CMSE differ significantly, otherwise they are both closer to the solution of the linearized equation.
In order to examine the effects of bottom slope on the performance of the Bragg scattering, a third numerical example is undertaken with sinusoidal bars superimposed over a sloping bed. It has been shown by a number of authors that the MSE fails to produce adequate approximations for certain types of rapidly varying topography, such as ripple beds on a sloping bottom. However, it is possible to use the slope or ripple bed perturbations to get more accurate solutions of the problem. With this in mind, MMSE of Chamberlain and Porter 14 second-order. The local bottom slope and curvature terms, ٌ͉ h h͉ and ٌ h 2 h, are also included in the model. As sketched in Fig. 9 , the origin x = 0 is set to coincide with the shoreward edge of the bar strip which has the width L 1 . The shoreline is along x = L 2 , where all propagating waves are absorbed by breaking. The bottom slope is h 0 / L 2 . The sinusoidal bars have the bottom wavelength ᐉ = 100 cm, the amplitude of the bottom undulation b = 10 cm and total width varying from 0 to 600 cm. The incident wave is chosen to have a wavelength just twice that of the bottom wavelength, i.e., 2k / K = 1, where K =2 / ᐉ is the bottom wavenumber. The parameter ͑⍀ 0 L 2 / C g ͒ 0 ͑⍀ 0 = kb / 2 sinh 2kh͒ and relative water depth at the original point are chosen as 2.0 and 0.5, respectively, in order to estimate the Bragg reflection coefficient and compare with the solution of the full potential theory made by Mei et al. 38 and the numerical results of MMSE and MSE. Figure 10 
Therefore, the importance of bottom slope on the Bragg scattering over a sloping bottom is therefore identified by this numerical example. For the limiting case of ␣ = 0, the present CMSE reduces to MMSE. To examine the performance of the model, the fourth case presents two examples for the interaction of small-amplitude monochromatic water waves with steep bottom undulations consisting double sinusoids. All the models, CMSE, HM, MMSE and MSE are used to predict the Bragg reflection coefficient and compared with the experimental data. The doubly-sinusoidal bars consisting of both slowly varying and rapidly-varying components are considered. The bed form is expressed as
where h 0 is the mean water depth and n is the number of bars of wavelength ͑2 / K͒ within the total bed-length L 1 .
The local slope and curvature is estimated using ͑38͒, that is,ٌ h h =−Kb cos Kx + mKb cos mKx to compare with existing experimental data provided by Guazzelli et al. 39 Figure 11 , however, reveals that the CMSE presents more reasonable results than those of HM, MMSE and MSE due to the fact that the dispersion relation in steep bottom undulations has been changed as in ͑25͒. Note that the wavenumber calculated using the mean depth in MMSE and MSE fail to produce adequate approximation at a local depth. The strong interaction of surface waves with the doubly-periodic bottom at multiple locations, for example, the primary Bragg reflection at 2k / K = 1, sub-harmonic resonance at 2k / K = 0.5, and higher-harmonic resonance at 2k / K = 1.5 can be observed in these cases. Figure 12 also points out that the MSE underestimated the sub-harmonic resonance at 2k / K = 0.5. The erroneous results by the MSE is contributed due to the fault that in MSE the effects of the bottom slope and curvature terms has not been incorporated. Overall, addition of bottom slope and curvature terms in MMSE and HM, however, produces better predictions compared to that of the MSE. By perturbing the depth function to the order of ␣, the numerical results from the CMSE has improved considerably and remains in good agreement with the experimental data. The correlation coefficients C R used to measure the predicability of the numerical models with laboratory data are shown in Table VI . From this table, it is thus established that like MMSE, the present model predicts not only the peak of the Bragg resonance well, but it also detects any significant second-order resonance successfully.
From the comparisons of four typical cases, it is found that the present CMSE corrects the shortcomings of the original MSE and MMSE that use a zero-order depth function mostly applicable for a flat bottom. It has been shown that the MSE fail to produce adequate approximations for the wave propagation over a certain types of topography, such as ripple beds over an uneven sloping bottom. This is because the model assumes a mild slope that disregards the bottom slope and curvature terms ٌ͉ h h͉ 2 and ٌ h 2 h. Another approximation which has been proven to be successful for a steep sloping or undulating bottom problems is the successive-application of the matrix model proposed by O'Hare and Davies, 40 in which the slope is sliced by a successively short horizontal steps. In practical applications, this method, however, needs to assemble and solve large linear systems of equations, in which velocity components in the boundary of each individual step are discontinuous and give a physically improper approximation of the flow field over a sloping bottom. In this paper, the analytical solution of Chen et al. 26 for the depth function applicable to a sloping bottom was implemented, which forms the basic formulation of the CMSE. The depth function enables the description of the features of wave shoaling and refraction in the direction of wave propagation from deep to shallow water, to the second-order ␣ 2 . The function is substituted into the integral equation of ͑6͒ to yield a new form of CMSE as shown in ͑20͒. This CMSE may be regarded as a more complete form of the linear MSE, as it is derived without further approximations. Notably, the terms with coefficients F 3 and F 4 neglected in earlier derivations were assessed. An inspection of ͑25͒ implies that the phase function shifts from S = ͐k ៝ · dr ៝ − t to a new effective phase function S = ͐k ៝ · dr ៝ − t in which both k and include the effects of the bottom slope and wave propagation angle. This result primarily explains the cause of failure of the MSE or MMSE in producing an accurate value of Bragg scattering over a sloping bed due to omission of a rapidly varying small-amplitude term over a sloping bottom. In the present theory, the group velocity departs from C g of MSE and MMSE to C g = C g + g / ␣ 2 F 3 ͓see ͑29͔͒. This suggests that the energy transport has a higher velocity to transmit the wave energy than that of the MSE and the MMSE, as presented in Fig. 4 . The differences in the wavenumber and the group velocity between MSE, MMSE and CMSE increase with the increase of the average bottom slope. The influence of wave angle on the group velocity decreases with the increase of incident wave angle. The relative importance of the additional terms F 2 and F 3 in terms of the relative water depth kh for a plane beach is presented in Fig. 2 . It is evident that the effect of 
VI. CONCLUSIONS
In the present study a new form of the complementary mild-slope equation ͑CMSE͒ has been derived, which provides the depth function in more accurate form and is quite suitable for describing wave propagation over a sloping bottom.
It should be noted that the CMSE is still a linear MSE but the high-order depth function is implemented in the integral equation, this enables the description of the features of wave shoaling and refraction in the direction of wave propagation from deep to shallow water, and the process of successive deformation of a wave profile. More recently, some investigations were appeared to provide more accurate results for the case of jump conditions on the sea bed. Porter 27 presented a velocity-potential theory having a simplicity of the standard form and correcting an inconsistency of slope discontinuities. The other approach is proposed by Kim and Bai. 28 They used Hamilton's principle in terms of the stream function theory in which the continuity equation as well as the bottom boundary condition on the sea bed is satisfied exactly. The main difference between their theory and the present model lies in the point that both theories use the same depth function which is obtained from linear wave theory of a horizontal bottom. 24 and Liu and Dingemans 25 proposed similar solutions for weak nonlinear waves propagating over an uneven bottom. As reviewed by Chen et al. 26 and the present approach, we notice that their solutions did not consider the physical property of a direction velocity being tangential to the curve surface of a wave ray, i.e., u / w tan ␣. The 3-D theoretical solutions of wave motion on a sloping bottom are presented in Table II for comparison. Since the physical process of wave refraction was not treated adequately, here we do not insert their 3-D solutions to the integral equation to obtain a general MSE.
Notably, computational efficiency and reliability are the key factors of the mild slope models. The multiple-scale approach of 3-D depth function used by Liu and Dingemans 25 can be integrated as the third-order evolution equation of MSE by assuming that the nonlinear parameter is the same order of magnitude as the modulation parameter ␦. The bottom slope and curvature terms are not included in the equation. The MSE of Liu and Dingemans 25 is a parabolic nonlinear wave equation that describes combined effect of wave refraction and diffraction on an uneven bottom. However, the amount of computer memory and the complicated iterative procedure required renders the nonlinear MSE unfavorable for real practice in a large coastal area.
