Introduction 2 The Sequential Algorithm
The so-called Assignment Problem is of considerable importance in a variety of applications, and can be stated as follows. Let There are, however, a variety of exact solutions to the assignment problem with reduced complexity O[N;NB], (Refs.[l-31). Section 2 briefly describes one such method, Munkres Algorithm [2] , and presents a particular sequential implementation. Performance of the algorithm is examined for the particularly nasty problem of associating lists of random points within the unit square. In Section 3, the algorithm is generalized for concurrent execution, and performance results for runs on the Mark111 hypercube are presented.
The input to the assignment problem is the matrix D ZE { d i j } of dissimilarities from Eq.(3). The first point to note is that the particular assignment which minimizes Eq. (6) 
The steps of Munkres algorithm generally follow those in the constructive proof of P. Hall's theorem on Minimal Representative Sets.
The preceding paragraph provides a hopelessly incomplete hint as to the number theoretic basis for Munkres Algorithm. The particular implementation of Munkres algorithm used in this work is as described in Chapter 14 of Ref. [3] . To be definite, take N A 5 N B , and let the columns of the distance matrix be associated with items from list A. The first step is to subtract the smallest item in each column from all entries in the column. The rest of the algorithm can be viewed as a search for special zero entries (starred zeros Z * ) , and proceeds as follows:
Munkres Algorithm
Step 1 : Setup 1. Find a zero Z in the distance matrix.
If there is no starred zero already in its row
or column, star this zero.
Step 1 Step 2 sets appropriate entries in CC() to one and simply counts the covered columns. Steps 3 and 5 are trivially implemented in terms of the Cover/Zero arrays and the 'Alternating Sequence' for Step 4 is readily constructed from the contents of ZS(), ZR() and ZP().
As an initial exploration of Munkres algorithm, consider the task of associating two lists of random points within a 2D unit square, taking the cost function in Eq. (3) Since the zero searching in Step 3 of the algorithm is required so often, the implementation of this step is done with some care. The search for zeros is done column-by-column, and the code maintains pointers to both the last column searched and the most recently uncovered column (Step 3.3) in order t o reduce the time spent on subsequent re-entries t o thc Step 3 box of Fig.(l) .
The dashed line if Fig.(2) indicates the nominal AT c ( N 3 scaling predicted for Munkres algorithm. By and large, the timing results in Fig.(2) are consistent with this expected behavior. It should be noted, however, that both the nature of this scaling and the coefficient of N 3 are very dependent on the nature of the data sets. Consider, for example, two identical trivial lists with the distance between items given by the absolute value function. For the data sets in Eq.(7), the preliminaries and Step 1 of Munkres algorithm completely solve the association in a time which scales as N 2 . In contrast, the random point association problem is a much greater challenge for the algorithm, as nominal pairings indicated by the initial nearest-neighbor searches of the preliminary step are tediously undone in the creation of the staircase-like sequence of zeros needed for Step 4. As a brief, instructive illustration of nature of this processing, Fig.(3) plots the CPU time Per
Step for the last passes through the outer loop of Fig.(l) for the 150x150 assignment problem (recall that each pass through the outer loop increases the Z* count by one). The processing load per step is seen to be highly non-uniform.
The Concurrent Algorithm
The timing results from Fig.(2) clearly dictate the manner in which the calculations in Munkres algcrithm should be distributes among the nodes of a hypercube for concurrent execution. The zero and minimum element searches for Steps 3 and 5 are the most time consuming and should be done concurrently. In contrast, the essentially bookkeeping tasks associated with Steps 2 and 4 require insignificant CPU time and are most naturally done in lockstep (i.e., all nodes of the hypercube perform the same calculations on the same data at the same time). The details of the concurrent algorithm are as follows. Step LJ 70 
Data Decomposition
The distance matrix {ddj} is distributed across the nodes of the hypercube, with entire columns assigned to individual nodes. (This assumes, effectively, that N c o~s >> " O D E S , which is always the case for assignment problems which are big enough to be 'interesting'.) The cover and zero locator lists defined in Section 2 are duplicated on all nodes.
Task Decomposition
The concurrent implementation of Step 5 is particularly trivial. Each node first finds its own minimum uncovered value, setting this value ho some 'infinite' token if all columns assigned to the node are covered.
A simple loop on communication channels determines the global minimum among the node-by-node minimum values, and each node then modifies the contents of its local portion of the distance matrix according to Steps(5.2,5.3).
The concurrent implementation of Step 3 is just slightly more awkward. On entry to Step 3, each node searches for zeros according to the rules of Section 2, and fills a 3-element status list:
where S is a zero-search status flag, Step 4 for lockstep updates of the zero location lists, using the row-column indices of the node which gave status 1 as the starting point for
Step 4.1. If more than one node returns status 1 (highly unlikely, in practice), only the first such node (lower node number) is used. either of which could be easily done for almost any MIMD architecture. 
as well as the numbers of times the Step 3 box of Fig.(l) is entered during execution of the algorithm. The numbers of entries into the other boxes of Fig.( 1) are independent of the hypercube dimension.
There is an aspect of the timing results in Table 1 which should be noted. Namely, essentially all inefficiencies of the concurrent algorithm are associated with Step 3 for 2 Nodes compared to Step 3 for 1 Node. The times spent in Step 5 are approximately halved for each increase in the dimension of the hypercube. However, the efficiencies associated with the zero searching in Step 3 are rather poorer, particularly for larger numbers of nodes. At a simple, qualitative level, the inefficiencies associated with Step 3 are readily understood. Consider the task of finding a single zero located somewhere inside an N x N matrix. The mean sequential search time is since, on average, half of the entries of the matrix will be examined before the zero is found. Now consider the same zero search on two nodes. The node which has the half of the matrix containing the zero will find it in about half the time of Eq.(ll). However, the other node will always search through all of its N x N/2 items before returning a null status for Eq.(9). Since the node which found the zero must wait for the other node before the (lockstep) modifications of zero 'Total 'Step 3 Table 2 : Concurrent performance For 100 x 100 random points locators and cover tags, the node without the zero determines the actual time spent in Step 3, so that
In the full program, the concurrent bottleneck is not as bad as Eq.(12) would imply. As noted above, the concurrent algorithm can process multiple 'Boring' Z's in a single pass through Step 3. The frequency of such multiple Z's per step can be estimated by noting the decreasing number of times Step 3 is entered with increasing hypercube dimension, as indicated in Table 1 . Moreover, each node maintains a counter of the last column searched during Step 3. On subsequent re-entries, columns prior to this marked column are searched for zeros only if they have had their cover tag changed during the prior Step 3 processing. While each of these algorithm elements does diminish the problems associated with Eq.(12), the fact remains that the search for zero entries in the distributed distance matrix is the least efficient step in concurrent implementations of Munkres algorithm.
The results presented in Table 1 demonstrate that an efficient implementation of Munkres algorithm is certainly feasible. It is next interesting to examine how these efficiencies change as the problem size is varied.
The results shown in Tables 2,3 demonstrate an improvement of concurrent efficiencies with increasing problem size -the expected result. For the 100x100 problem on 8 nodes, the efficiency is only about 50problem is too small for 8 nodes, with only 12 or 13 columns of the distance matrix assigned to individual nodes.
While the performance results in Tables 1-3 are For message passing machines such as the MarkIII, the checkpointing scheme is of little value, as the time spent in individual entries to Step 3 are not enormous compared to the node-to-node communication time. For example, for the 2-node solution of the 300x300 problem, the mean time for a single entry to Step 3 is only about 46 msec, compared to a typical nodeto-node communications time which can be a significant fraction of a millisecond. The time required to perform a single Step 3 calculation ,is not large compared to node-to-node communications. As a (not unexpected) consequence, all attempts to improve the Step 3 efficiencies through various 'Found Anything ?' schemes were completely unsuccessful.
The checkpointing difficulties for a message-passing machine could disappear, of course, on a shared memory machine. If the zero-search status flags for the various nodes could be kept in memory locations readily (i.e., rapidly) accessible to all nodes, the problems of the preceding paragraph might be eliminated. It would be interesting t o determine whether significant improvements on the (already good) efficiencies of the concurrent Munkres algorithm could be achieved on a shared memory machine.
