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Homogeneous linear matrix difference equations of
higher order: Singular case
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Abstract: In this article, we study the singular case of an homogeneous generalized dis-
crete time system with given initial conditions. We consider the matrix pencil singular
and provide necessary and sufficient conditions for existence and uniqueness of solutions
of the initial value problem.
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1 Introduction
Many authors have studied generalized discrete & continouus time systems, see [1-28],
and their applications, see [29-35]. Many of these results have already been extended to
systems of differential & difference equations with fractional operators, see [36-45]. In
this article, our purpose is to study the solutions of a generalized initial value problem of
linear matrix difference equations into the mainstream of matrix pencil theory. Thus, we
consider
AnXk+n +An−1Xk+n−1 + ...+A1Xk+1 +A0Xk = 0m1,1,
with known initial conditions
Xk0 , Xk0+1, ..., Xk0+n−1,
where Ai, i = 0, 1, ..., n ∈ M(m1 × r1;F), (i.e. the algebra of square matrices with ele-
ments in the field F) with Xk ∈ M(m1 × 1;F) and detAn=0 if An is square. In the sequel
we adopt the following notations
Yk,1 = Xk,
Yk,2 = Xk+1,
. . .
Yk,n−1 = Xk+n−2,
Yk,n = Xk+n−1.
and
Yk+1,1 = Xk+1 = Yk,2,
Yk+1,2 = Xk+2 = Yk,3,
. . .
Yk+1,n−1 = Xk+n−1 = Yk,n,
AnYk+1,n = AnXk+n = −An−1Yk,n − ...−A1Yk,2 −A0Yk,1.
1
Let m1n=r and m1n+ r1−m1=m. Then the above system can be written in Matrix form
in the following way
FYk+1 = GYk, (1)
with known initial conditions
Yk0 . (2)
Where
F =


Im1 0m1,m1 ... 0m1,m1 0m1,m1
0m1,m1 Im1 ... 0m1,m1 0m1,m1
...
...
. . .
...
...
0m1,m1 0m1,m1 ... Im1 0m1,m1
0m1,r1 0m1,r1 ... 0m1,r1 An


,
G =


0m1,m1 Im1 . . . 0m1,m1
0m1,m1 0m1,m1 . . . 0m1,m1
...
...
. . .
...
0m1,m1 0m1,m1 . . . Im1
−A0 −A1 . . . −An−1


.
and
Yk =
[
Y Tk,1Y
T
k,2 . . . Y
T
k,m1
]T
.
With dimensions F,G ∈ M(r ×m;F), (i.e. the algebra of matrices with elements in the
field F) with Yk ∈ M(m× 1;F). For the sake of simplicity we set Mm =M(m×m;F)
and Mrm = M(r ×m;F). The matrices F and G can be non-square (when r 6= m) or
square (r = m) and F singular (detF=0).
2 Singular matrix pencils: Mathematical back-
ground and notation
In this section we will give the mathematical background and the notation that is used
throughout the paper
Definition 2.1 Given F,G ∈ Mrm and an indeterminate s ∈ F , the matrix pencil
sF −G is called regular when r = n and det(sF −G) 6= 0. In any other case, the pencil
will be called singular.
Definition 2.2 The pencil sF − G is said to be strictly equivalent to the pencil sF˜ − G˜
if and only if there exist nonsingular P ∈ Mn and Q ∈Mm such as
P (sF −G)Q = sF˜ − G˜.
In this article, we consider the case that the pencil is singular. Unlike the case of the
regular pencils, the characterization of a singular matrix pencil, apart from the set of the
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determinantal divisors requires the definition of additional sets of invariants, the minimal
indices. Let Nr, Nl be right, left null space of a matrix respectively. Then the equations
(sF −G)U(s) = 0m,1
and
V T (s)(sF −G) = 01,m
have solutions in U(s), V (s), which are vectors in the rational vector spaces Nr(sF −G)
and Nl(sF − G) respectively. The binary vectors X(s) and Y
T (s) express dependence
relationships among the colums or rows of sF −G respectively. U(s), V (s) are polynomial
vectors. Let d=dimNr(sF −G) and t=Nl(sF −G). It is known [46-53] that Nr(sF −G),
Nl(sF−G), as rational vector spaces, are spanned by minimal polynomial bases of minimal
degrees
ǫ1 = ǫ2 = ... = ǫg = 0 < ǫg+1 ≤ ... ≤ ǫd
and
ζ1 = ζ2 = ... = ζh = 0 < ζh+1 ≤ ... ≤ ζt
respectively. The set of minimal indices ǫi and ζj are known [46-53] as column minimal
indices (c.m.i.) and row minimal indices (r.m.i) of sF-G respectively. To sum up in the
case of a singular matrix pencil, we have invariants, a set of elementary divisors (e.d.) and
minimal indices, of the following type:
• e.d. of the type (s− a)pj , finite elementary divisors (nz. f.e.d.)
• e.d. of the type sˆq = 1
sq
, infinite elementary divisors (i.e.d.).
• m.c.i. of the type ǫ1 = ǫ2 = ... = ǫg = 0 < ǫg+1 ≤ ... ≤ ǫd, minimal column indices
• m.r.i. of the type ζ1 = ζ2 = ... = ζh = 0 < ζh+1 ≤ ... ≤ ζt, minimal row indices
Definition 2.3. Let B1, B2, . . . , Bn be elements ofMn. The direct sum of them denoted
by B1 ⊕B2 ⊕ . . .⊕Bn is the blockdiag
[
B1 B2 . . . Bn
]
.
The existence of a complete set of invariants for singular pencils implies the existence
of canonical form, known as Kronecker canonical form [46-53] defined by
sFK −QK := sIp − Jp ⊕ sHq − Iq ⊕ sFǫ −Gǫ ⊕ sFζ −Gζ ⊕ 0h,g
where sIp − Jp is uniquely defined by the set of f.e.d.
(s− a1)
p1 , . . . , (s− aν)
pν ,
ν∑
j=1
pj = p
of sF −G and has the form
sIp − Jp := sIp1 − Jp1(a1)⊕ . . .⊕ sIpν − Jpν (aν)
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The q blocks of the second uniquely defined block sHq − Iq correspond to the i.e.d.
sˆq1 , . . . , sˆqσ ,
σ∑
j=1
qj = q
of sF −G and has the form
sHq − Iq := sHq1 − Iq1 ⊕ . . .⊕ sHqσ − Iqσ
Thus, Hq is a nilpotent element of Mn with index q˜ = max{qj : j = 1, 2, . . . , σ}, where
H q˜q = 0q,q,
and Ipj , Jpj (aj), Hqj are defined as
Ipj =


1 0 . . . 0 0
0 1 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 1

 ∈Mpj ,
Jpj (aj) =


aj 1 . . . 0 0
0 aj . . . 0 0
...
...
. . .
...
...
0 0 . . . aj 1
0 0 . . . 0 aj


∈ Mpj
Hqj =


0 1 . . . 0 0
0 0 . . . 0 0
...
...
. . .
...
...
0 0 . . . 0 1
0 0 . . . 0 0


∈Mqj .
For algorithms about the computations of the Jordan matrices see [46-53]. For the rest of
the diagonal blocks of FK and GK , sFǫ−Gǫ and sFζ−Gζ , the matrices Fǫ, Gǫ are defined
as
Fǫ = blockdiag
{
Lǫg+1 , Lǫg+2 , ..., Lǫd
}
Where Lǫ =
[
Iǫ
... 0ǫ,1
]
, for ǫ = ǫg+1, ..., ǫd
Gǫ = blockdiag
{
L¯ǫg+1 , L¯ǫg+2 , ..., L¯ǫd
}
Where L¯ǫ =
[
0ǫ,1
... Iǫ
]
, for ǫ = ǫg+1, ..., ǫd. The matrices Fζ , Gζ are defined as
Fζ = blockdiag
{
Lζh+1 , Lζh+2 , ..., Lζt
}
Where Lζ =
[
Iζ
01,ζ
]
, for ζ = ζh+1, ..., ζt
Gζ = blockdiag
{
L¯ζh+1 , L¯ζh+2 , ..., L¯ζt
}
Where L¯ζ =
[
01,ζ
Iζ
]
, for ζ = ζh+1, ..., ζt.
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3 Main results
Following the given analysis in section 2, there exist non-singular matrices P,Q such that
PFQ = FK , PGQ = GK . (3)
Let
Q =
[
Qp Qq Qǫ Qζ Qg
]
(4)
where Qp ∈Mrp, Qq ∈ Mrq, Qǫ ∈Mrǫ, Qζ ∈Mrζ and Qg ∈ Mrg
Lemma 3.1. System (1) is divided into five subsystems:
Z
p
k+1 = JpZ
p
k (5)
the subsystem
HqZ
q
k+1 = Z
q
k (6)
the subsystem
FǫZ
ǫ
k+1 = GǫZ
ǫ
k (7)
the subsystem
FζZ
ζ
k+1 = GζZ
ζ
k (8)
and the subsystem
0h,g · Z
g
k+1 = 0h,g · Z
g
k (9)
Proof. Consider the transformation
Yk = QZk
By substituting this transformation into (1) we obtain
FQZk+1 = GQZk.
Whereby, multiplying by P and using (3), we arrive at
FKZk+1 = GKZk + PVk.
Moreover, we can write Zk as
Zk =


Z
p
k
Z
q
k
Zǫk
Z
ζ
k
Z
g
k


where Zkp ∈Mp1, Z
k
q ∈ Mq1, Z
k
ǫ ∈Mǫ1, Z
k
ζ ∈Mζ1 and Z
k
g ∈Mh1. Taking into account
the above expressions, we arrive easily at the subsystems (5), (6), (7), (8), and (9).
Solving the system (1) is equivalent to solving subsystems (5), (6), (7), (8), and (9).
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Remark 3.1. The subsystem (5) is a regular type system and its solution is given from,
see [1-28].
Z
p
k = J
k−k0
p Z
p
k0
. (10)
Remark 3.2. The subsystem (6) is a singular type system but its solution is very easy
to compute, see [8-18].
Z
q
k = 0q,1. (11)
Proposition 3.1. The subsystem (7) has infinite solutions and can be taken arbitrary
Zǫk = Ck,1. (12)
Proof. If we set
Zǫk =


Z
ǫg+1
k
Z
ǫg+2
k
...
Zǫdk

 ,
by using the analysis in section 2, system (22) can be written as:
blockdiag
{
Lǫg+1 , ..., Lǫd
}


Z
ǫg+1
k+1
Z
ǫg+2
k+1
...
Zǫdk+1

 = blockdiag
{
L¯ǫg+1 , ..., L¯ǫd
}


Z
ǫg+1
k
Z
ǫg+2
k
...
Zǫdk

 .
Then for the non-zero blocks a typical equation can be written as
LǫiZ
ǫi
k+1 = L¯ǫiZ
ǫi
k , i = g + 1, g + 2, ..., d,
or [
Iǫi
... 0ǫi,1
]
Zǫik+1 =
[
0ǫi,1
... Iǫi
]
Zǫik ,
or 

1 0 . . . 0 0
0 1 . . . 0 0
...
... . . .
...
...
0 0 . . . 1 0




z
ǫi,1
k+1
z
ǫi,2
k+1
...
z
ǫi,ǫi
k+1
z
ǫi,ǫi+1
k+1


=


0 1 . . . 0 0
0 0 . . . 0 0
...
... . . .
...
...
0 0 . . . 0 1




z
ǫi,1
k
z
ǫi,2
k
...
z
ǫi,ǫi
k
z
ǫi,ǫi+1
k


,
or
z
ǫi,1
k+1 = z
ǫi,2
k
z
ǫi,2
k+1 = z
ǫi,3
k
...
z
ǫi,ǫi
k+1 = z
ǫi,ǫi+1
k+1 .
This is of a regular type system of difference equations with ǫi equations and ǫi + 1
unknowns. It is clear from the above analysis that in every one of the d − g subsystems
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one of the coordinates of the solution has to be arbitrary by assigned total. The solution
of the system can be assigned arbitrary
Zǫk = Ck,1
Proposition 3.2. The subsystem (8) has the unique solution
Z
ζ
k = 0ζ,1. (13)
Proof. If we set
Z
ζ
k =


Z
ζh+1
k
Z
ζh+2
k
...
Z
ζt
k

 ,
then the subsystem (8) can be written as:
blockdiag
{
Lζh+1 , ..., Lζt
}


Z
ζh+1
k+1
Z
ζh+2
k+1
...
Z
ζt
k+1

 = blockdiag
{
L¯ζh+1 , ..., L¯ζt
}


Z
ζh+1
k
Z
ζh+2
k
...
Z
ζt
k

 .
Then for the non-zero blocks, a typical equation can be written as
LζjZ
ζj
k+1 = L¯ζjZ
ζj
k , j = h+ 1, h+ 2, ..., t,
or 
 Iζj· · ·
01,ζj

Zζjk+1 =

 01,ζj· · ·
Iζj

Zζjk ,
or 

1 0 . . . 0
0 1 . . . 0
...
... . . .
...
0 0 . . . 1
0 0 . . . 0




z
ζj,1
k+1
z
ζj,2
k+1
...
z
ζj ,ζj
k+1

 =


0 0 . . . 0
1 0 . . . 0
...
... . . .
...
0 0 . . . 0
0 0 . . . 1




z
ζj,1
k
z
ζj,2
k
...
z
ζj ,ζj
k

 ,
or
z
ζj ,1
k+1 = 0
z
ζj,2
k+1 = z
ζj ,1
k
...
z
ζj,ζj
k+1 = z
ζj ,ζj−1
k
0 = z
ζj,ζj
k
.
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We have a system of ζj+1 difference equations and ζj unknowns. Starting from the last
equation we get the solutions
z
ζj ,ζj
k = 0
z
ζj,ζj−1
k = 0
z
ζj,ζj−2
k = 0
...
z
ζj ,1
k = 0
Hence, the system (8) has the following unique solution
Z
ζ
k = 0ζ,1
Remark 3.3.The subsystem (9) has an infinite number of solutions that can be taken
arbitrary
Z
g
k = Ck,2 (14)
We can state the following Theorem
Theorem 3.1. Consider the system (1), with known initial conditions (2) and a sin-
gular matrix pencil sF − G. Then its solution is unique if and only if the c.m.i. are
zero
dimNr(sF −G) = 0 (15)
and
Yk0 ∈ colspanQp (16)
The unique solution is then given from the formula
Yk = QpJ
k−k0
p Z
p
k0
(17)
where Zpk0 is the unique solution of the algebraic system Yk0 = QpZ
p
k0
. In any other case
the system has infinite solutions.
Proof. First we consider that the system has non zero c.m.i and non zero r.m.i. By
using transformation
Yk = QZk
then from (10), (11), (12), (13) and (14) the solutions of the subsystems (5), (6), (7), (8)
and (9) respectively are
Zk =


Z
p
k
Z
q
k
Zǫk
Zδk
Z
g
k

 =


Jk−k0p Z
p
k0
0q,1
Ck,1
0t−h,1
Ck,2

 .
Then by using (4)
Yk = QZk =
[
Qp Qq Qǫ Qζ Qg
]


Jk−k0p Z
p
k0
0q,1
Ck,1
0t−h,1
Ck,2


8
and
Yk = QpJ
k−k0
p Z
p
k0
+QǫCk,1 +QgCk,2
Since Ck,1 and Ck,2 can be taken arbitrary, it is clear that the general singular discrete
time system for every suitable defined initial condition has an infinite number of solutions.
It is clear that the existence of c.m.i. is the reason that the systems (7) and consequently
(9) exist. These systems have always infinite solutions. Thus a necessary condition for the
system to have unique solution is not to have any c.m.i. which is equal to
dimNr(sF −G) = 0.
In this case the Kronecker canonical form of the pencil sF −G has the following form
sFK −QK := sIp − Jp ⊕ sHq − Iq ⊕ sFζ −Gζ
and then the system (1) is divided into the three subsystems (5), (6), (8) with solutions
(10), (11), (13) respectively. Thus
Yk = QZk =
[
Qp Qq Qζ
]

 J
k−k0
p Z
p
k0
0q,1
0t−h,1


and
Yk = QpJ
k−k0
p Z
p
k0
.
The solution that exists if and only if
Yk0 = QpZ
p
k0
,
or
Yk0 ∈ colspanQp.
In this case the system has the unique solution
Yk = QpJ
k−k0
p Z
p
k0
.
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