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ABSTRACT

Unexpected main bearing failure on a wind turbine causes unscheduled maintenance and increased
operation costs (mainly due to crane, parts, labor, and production loss). Unfortunately, historical data
indicates that failure can happen far earlier than the component designed lives (due to manufacturing
problems, for example). For the legacy fleet, which composes the majority of the installed basis,
fatigue has become a major issue. Although bearing fatigue can be expressed with physics-informed
models, they often inherent large uncertainties due to operation and unknown lubricant degradation
mechanism. Apart from the unknown physics of failure, additional uncertainties associated with
the grease that surrounds the bearing can be listed as the lack of fidelity in the observations due
to visual inspections, and quality variation from one batch to the other. As opposed to detailed
laboratory analysis, grease visual inspection can lead to large uncertainties in characterization of
grease condition (although visual inspection can be cost and time effective). Eventually, a main
bearing fatigue model that can quantify the model-form uncertainty (unknown grease degradation
mechanism), observation uncertainty (visual inspections), and input uncertainty (grease quality
variation), becomes a necessity for managing and optimizing maintenance of aging wind turbines.
In this research, we investigate the effect of lubricant state on main bearing fatigue. After we
demonstrate the importance of modeling grease, we propose a novel modeling approach that is
hybrid and designed to merge physics-informed and data-driven layers within deep neural networks.
The result is a cumulative damage model where the physics-informed layers are used to model
the relatively well-understood physics (bearing fatigue damage accumulation) and the data-driven
layers account for the hard to model components (i.e., grease degradation). In addition, we introduce
a trainable classifier tailored for our application, to map continuous grease damage into discrete
visual inspection rankings. Finally, we improve our model to estimate the variation due to lubricant
quality, and provide probabilistic life estimations for the component.
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CHAPTER 1: INTRODUCTION

Unexpected failures of wind turbine drivetrain components impact the levelized cost of energy
through increased operation and maintenance expenses [1]. The ability to model component reliability and predict failures ahead of time helps operators allocating resources for repair, replacement,
and services of wind turbines components. Curiously, even though main bearings are substantially
cheaper than gearboxes and generators, factors such as crane, labor, and loss of production make
main bearings and gearbox replacements almost comparable in cost [2]. To make matters worse, as
highlighted in Figure 1.1, many of the main bearings in three-point mounting have been prematurely
failing before 6 years of service life (as opposed to the much longer design lives of around 20 years)
[3].

Figure 1.1: Field main bearing failure observation for 1.5MW turbines back in 2015. Early failures
due to manufacturing problems were mitigated over time, and as the fleet is aged, dominant failure
mode becomes fatigue for legacy turbines.

As pointed by Hornemann and Crowther [2], main bearings of onshore wind turbines are subjected
to multiple failure modes, among which we can mention wear and micropitting, false brinelling due
to stationary loading, electrostatic discharge, cage and guide ring wear, manufacturing defects and
1

quality problems. Factors that trigger these failure modes include:

• Operating conditions: wind conditions, hazardous weather, etc (load varies from wind park to
wind park, but also from turbine to turbine within the same park).
• Environment: air density, ambient temperature (specially the extreme cases), humidity, dust,
etc.
• Operator: while some tend to push machines to their limit, others are more zealous.
• Maintenance and services practices: lubricant choice, inspection, cleaning, and regreasing
frequency, etc

Nevertheless, for a large portion of the installed fleet, time since commissioning has already passed
the 10 year mark; and therefore, bearing fatigue has become a concern. As early failures are
mitigated over time (e.g., through retrofitting), fleet moves towards fatigue failure (nearing design
curves).
Most of the time, manufacturers provide bearing fatigue models that are mainly used during the
design phase. Besides from the invariant design specifications of the component, these models take
several input conditions into account, as the driver of the fatigue failure, such as wind speed, bearing
temperature, and lubricant state. Independent variables like wind speed and bearing temperature can
be conveniently obtained through supervisory control and data acquisition (SCADA) systems, as 10
minutes averaged values through component’s lifetime. However the lubricant state may require
special attention to gather information about. From a physics perspective, it is understood that
lubricant condition drastically affects bearing fatigue life. Unfortunately, modeling the lubricant
degradation is incredibly difficult.
Building predictive models for bearing distress is key to the economic success of wind farm opera2

tions. Detecting component condition is important; however, it is the forecast of remaining useful
life (prognosis) that defines critical decisions in a wind farm (such as repair versus replacement,
bundling services in wind turbines to save on crane costs, etc.). These decisions are based on
predictive models built using kernels that can be physics-informed, data-driven, or a combination
of both. The steady growth of computational power available contributed to the popularization of
machine learning approaches in prognosis and health management applications. Within the context
of bearing fatigue, studies that leverage machine learning mainly use vibration signals to train their
deep learning models [4, 5, 6]. Unfortunately, for legacy turbine platforms (mostly under 2MW),
vibration data is not always available and modeling is constrained by the SCADA system along with
maintenance and operation records (e.g., grease inspection and regreasing intervals). Under such
circumstances, predictive models used for prognosis are limited by the quality and completeness
of such data. For example, while SCADA systems track operation over long periods of time; only
sensor statistics (not the raw data) are recorded in 10 minute intervals. Grease quality is poorly
tracked, with visual inspection reported occasionally. In addition, large quality variation of the
grease that is used from one machine to the other can drastically challenge accurate estimation of
bearing fatigue life. Hence, a rigorous framework for combining such sources of information is
strongly needed to reduce uncertainty in remaining useful life prediction.

Physics-based Bearing Fatigue Model

We will use bearing fatigue as baseline model for damage accumulation, which is well understood
and widely used in bearing design. For spherical roller bearings operating at different load levels

3

Table 1.1: c1 bearing fatigue life adjustment factor.

Reliability level (%)

90

95

96

97

98

99

c1

1.00

0.62

0.53

0.44

0.33

0.21

and rotational speeds, fatigue damage, aBRG , is governed by [7]:
daBRG
1
=
dt
c1 c2 (t)



P (t)
C

 103
,

ηc (t) = f3 (ν(t), aGRS (t)) , and

P (t) = f1 (VW (t)) ,
ν(t) = f4 (TBRG (t), aGRS (t)) ,

c2 (t) = f2 (P (t), ηc (t), ν(t)) ,
(1.1)

where c1 is a reliability level factor (see Table 1.1); c2 is an adjustment factor; P is the equivalent
dynamic bearing load; C is the design load rating; ηc is the grease contamination factor; ν is the
viscosity; VW is the wind speed; TBRG is the bearing temperature; aGRS is an indicator of grease
degradation; and f1...4 (.) are functions defining the models for different components of the bearing
damage.
Independent variables wind speed and bearing temperature contributes to the variation of P and c2
over time. Figure 1.2a shows how bearing loads are affected by wind speed (i.e., f1 in Eq. (1.1)),
as these results are obtained through high-fidelity multi-body physics simulation [3]. Figure 1.2b
shows how grease related parameters ηc , ν, and c2 are evaluated as a function of temperature, loads,
and grease condition. The implication for our model is that bearing temperature affects viscosity ν,
and therefore, the viscosity ratio. In turn, the contamination factor ηc varies with viscosity ratio.
Consequently, both viscosity and contamination factor influence the life modification factor c2 . In
addition, both viscosity and contamination factor curves change as grease degrades (Figure 1.2b).
We carry out the influence of the grease damage as an interpolation factor (subtracted from one to
agree with the curves given in the Figure 1.2b) to interrogate between curves assigned to the virgin

4

and degraded states of the lubricant:

ν(t) = (1 − aGRS (t))(νvir − νdeg ) + νdeg , ηc (t) = (1 − aGRS (t))(ηc vir − ηc deg ) + ηc deg

(1.2)

(a) Dynamic load, P , as a function of wind
speed [3]).

(b) c2 adjustment factor as a function of contamination ηc , load P , fatigue limit Pu , and viscosity ν [7].

Figure 1.2: Non-linear time-dependent components of the bearing damage model.

5

Machine Specifications

In this study, we chose a 1.5 MW wind turbine with 80 meters hub height, equipped with a main
bearing in the three-point mounting configuration. Design specifications about the wind turbine
(adopted from [8]) and main bearing (adopted from [7]) can be found in Table 1.2.
Table 1.2: Specifications about the wind turbine and main bearing.

Wind turbine
Rated power
Cut-in wind speed
Rated wind speed
Cut-out wind speed
Maximum rotor speed
Hub height

1.5 MW
3.5 m/s
12 m/s
25 m/s
20 rpm
80 m

Main bearing
Designation
Basic dynamic load rating C
Fatigue load limit Pu
Mass
Mean diameter dm

SKF 230/600 CAW33
6,000 kN
750 kN
405 kg
735 mm

Grease Life Model

Grease degradation is a complex phenomenon to model. In this research, we adopted a simplified
model found in [9] to form our baseline ground true data for grease degradation. The model relates
grease life with bearing temperature and a number of adjustment factors:
∗

GRS
LGRS
nm = Lnm KN KB F1 F2 F3 F4 F5 F6

6

(1.3)

(a) Nominal grease service life versus bearing temperature.

(b) Life adjustment factor depending on the dynamic
load.

Figure 1.3: Grease life and F3 adjustment factor.

Table 1.3: Grease modification factors.

Parameter

Value

Accounts for

KN
KB
F1
F2
F4
F5
F6

7.69
0.15
0.8
0.9
1.0
1.0
1.0

Bearing design
Spherical bearing design
Dust and humidity
Shock, vibration, and oscillation
Air flow
Rotating outer ring
Vertical shaft arrangement

Figure 1.3a illustrates how grease service life varies with temperature (adopted from [9]). Most
adjustment factors are given in Table 1.3 (adopted from [9]). F3 is a factor that accounts for dynamic
load variation and it is shown in Figure 1.3b. As stated by Lugt [10], the bearing life is commonly
expressed in terms of L10 life (as a safety factor to account for the variation in grease properties).

7

Figure 1.4: Wind speed and bearing temperature variation of the site over years. Grey dots illustrate
the actual data, while blue lines are the averaged trends.

Operational Input Data

On-site data is extracted from NREL database [11], which includes hourly environmental data
at different altitudes between 2007 and 2013 for more than 100,000 spatial data points across
United States. We picked a certain location in Cooke County, TX, where an actual wind park is
located. It should be noted that the data does not come from actual SCADA systems, however, we
underline that using data from a location where an actual wind park exists would complement the
representation of the input data.
In addition, raw data extracted from the database is preprocessed to imitate a SCADA system.
The data is first augmented to 10 minute resolution, and afterwards expanded to 30 years for
long term prediction capabilities. Furthermore, an analytical relation that utilizes produced power
and rotational speed is used to map the ambient temperature (provided by database) to bearing
temperature. Detailed information about input preprocessing can be found in Appendix A. Figure 1.4
shows the wind speed and bearing temperature recorded every 10 minutes over 7 years for single
turbine.
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Organization of the Dissertation

The remaining of this dissertation is organized as follows. Chapter 2 gives a deep dive literature
review for the methods used for prognostics and health management, development of approaches
throughout the history, novel hybrid methods, and predictive modeling in the context of wind
turbine equipment. Chapter 3 investigates the main bearing component in terms of machine-specific
and fleet reliability using an available physics-based fatigue model. Chapter 4 implements the
physics-informed neural network model where the data-driven nodes that represent uncertain grease
degradation are fused with physics-based reduced-order bearing fatigue damage accumulation
models. Chapter 5 introduces visual grease inspections to calibrate the hybrid physics-informed
neural network model, and improves the proposed approach to account for observation uncertainty.
Chapter 6 tackles the uncertainty inherent from the quality of the lubricant, and provides a probabilistic approach for accurate life estimations. Finally, chapter 7 concludes the dissertation by
summarizing significant remarks, and providing insight on potential future studies.
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CHAPTER 2: LITERATURE REVIEW

Prognosis and Health Management

Prognosis and health management plays an important role in the control of costs associated with
operating large industrial equipment, such as wind turbines and aircraft, which are unique in which
their maintenance represents a significant portion of the total costs of the particular industry segment.
For example, Table 2.1 (adapted from [12]) illustrates the breakdown of the total airline cost [13].
Even though percentages might fluctuate year over year, maintenance, repair and overhaul is likely
to keep being one of the main contributors to cost. Therefore, the ability to perform diagnosis
(identifying the problem) and prognosis (forecasting or predicting what will probably occur in the
future) is critical for companies operating these machines.
With the exciting and vivid market for prognosis and health management in mind, there are

Table 2.1: Total airline cost in 2013.

Item

% Contrib.

Fuel and oil
33.4
Aircraft ownership
10.6
Maintenance and overhaul
9.4
General and administrative
7.3
Flight deck crew
6.8
Reservation, ticketing, sales, and 6.5
promotion
Cabin attendants
6.5
Station and ground
5.1
Airport charges
4.9
Passenger service
4.2
Air navigation charges
4.1
Other
1.2
10

few questions that might puzzle the uninitiated. Firstly, why do not companies perform tests
to detect early life problems before shipping every machine to customers? Unfortunately, this
would be a prohibitively expensive approach. While few components (or at least samples out of a
manufacturing batch) might be tested, it is very rare that companies can afford exhaustive testing.
Secondly, why do not engineers and scientists design components in a way to avoid or radically
mitigate hardware degradation and failure in the first place? In a way, design of industrial equipment
does take hardware degradation and failure into consideration. For the most part, companies adopt
different strategies, but it is fair to say that machines are designed to mitigate problems with known
failure modes. Then, a level of conservatism is added to account for unknowns. Designing for
maintenance and sustainability could easily get even more complicated if we consider the influence
of manufacturing variability, quality control, maintenance, and services levels over time.
In addition, models have to be able to handle highly unstructured data. For example, most wind
turbines are equipped with Supervisory Control And Data Acquisition (SCADA) system [14].
These systems are programmed to record data at regular intervals (e.g., every 10 minutes) and,
due to nature of the system implementation, as opposed to recording raw data, the system usually
records statistics such as mean, maximum, standard deviation, etc. Still in the wind turbine example,
damage of major components (e.g., gearbox and main bearing) is quantified only in few inspections
and tear-down studies. Hence, prognosis models also have to be able to combine multiple sources
of information in order to reduce uncertainty in remaining useful life estimation.
Under the previously discussed limitations, in almost all industrial segments, one would unfortunately find discrepancies between predicted and observed useful lives. Therefore, in prognosis
and health management, much of the work is spent on building credible models for unexpected
failure modes and/or machine degradation rates. These models almost never neglect subject matter
expertise in terms of understanding machine design, manufacturing, and/or operation. Even when
models are purely data-driven, one can argue that the choice of inputs (sometimes referred to as
11

feature selection) can hugely benefit from engineering and domain knowledge.
Prognosis models increasingly aim at predicting machine-specific failure, degradation rates, and/or
remaining useful life; and therefore, they are used in a number of scenarios. One direct application
is predict whether a duty cycle or mission can be executed reliably. Another example of application
is short- and long-term forecast of quantities of interest such as useful life, cumulative damage,
health index, etc. This is done on a machine-by-machine basis as well as across entire fleets of assets
(e.g., wind park or fleet of aircraft). The output of such models are used, for example, to support
decision regarding asset allocation (which machine will perform which mission) and maintenance
planing (e.g., maintenance scheduling and inventory management).

Modeling Approaches for Predictive Maintenance

By now, one should realize that much of the challenge in building prognosis analytics comes from
dealing with data issues including, but not limited to, noisy sensors, outliers, missing and corrupted
data, data forecast, and partial information. Relevant literature is drawn from fields such as statistical
and machine learning and popular methods include probabilistic principal component analysis [15,
16, 17], spatial dynamic panel data model [18, 19], Bayesian temporal tensor factorization [20],
auto-encoder, variational auto-encoder [21, 22], generative adversarial networks [23, 24], among
others.
In many applications, departures and anomalies in the data are used as diagnosis, while drifts
in certain trends can be used as rudimentary prognosis. Obviously, simplified models that feed
from anomaly detection and monitoring of trends can be very convenient and easy to implement.
However, the use of such models for prognosis is often limited by their lack of explainability and
their inability to extrapolate. On top of that, industrial equipment is monitored by remote control
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and operation centers. This way, an excessive number of false alarms and near misses produced
by a poorly performing analytic could reduce the credibility of the approach and, as a result, the
prognosis model becomes invalid.
Therefore, credible models are of utterly importance in prognosis and health management. Unarguably, a very desirable situation happens when physics is well understood to the point that
degradation and failure can be modeled accurately and computational cost of such models are compatible with the application requirements. Even under these circumstances, one should be aware that
purely physics-based models are rarely used. In general, there is at least one element of uncertainty
quantification and model updating that is almost inevitable due to cumulative uncertainties coming
from loads and boundary conditions as well as variations in material properties. For example,
Daigle and Goebel [25] formulated physics-based prognostics as joint state-parameter estimation
problem, in which the state of a system along with parameters describing the damage progression
are estimated. This is followed by a prediction problem, in which the joint state-parameter estimate
(and associated uncertainty) is propagated forward in time to predict end of life and remaining
useful life. They demonstrate their methodology in the estimation of remaining useful life of
centrifugal pump used for liquid oxygen loading located at the Kennedy Space Center. Literature
reporting successful implementation of physics-based prognosis and health management is very
rich. Examples include, but are not limited to, bearings failure [26], Lithium-ion batteries [27, 28],
structures subjected to corrosion-fatigue [29], fatigue of turbine disks [30], powertrain of unmanned
aerial vehicles [31].
One of the benefits of using theory-guided models is that they are based on understanding of degradation mechanisms (using laws of physics, chemistry, etc.). Unfortunately, real-life applications
are inevitably subjected to challenges associated with identification of failure modes, sensitivity of
failure and damage accumulation to operating conditions, robust isolation of hardware degradation
during operation, data problems (noisy sensor readings and missing data, etc.), accuracy and com13

putational cost of physics-based models, interdependence of large system processes, blunt lack of
domain knowledge. Therefore, it is understandable that machine learning methods find home in
prognosis and health management.
With that said, we would like to open the discussion about machine learning methods by re-stating
that they are subjected to the no free lunch theorems [32, 33]. These theorems (established at
the end of the dark ages of machine learning) state that all learning and optimization algorithms
will perform equally well if their performances are checked against all possible learning problems.
Alternatively, we also can state that no single learning algorithm will always outperform all others.
As a consequence, practitioners are never bounded by one particular algorithm. Si et al. [34]
reviewed statistical data driven approaches for prognosis that rely only on available past observed
data and statistical models (regression, Brownian motion with drift, gamma processes, Markovianbased models, stochastic filtering-based models, hazard models, and hidden Markov models). Khan
and Yairi [35] reviewed the application of deep learning in structural health management (simple
autoencoders, denoising autoencoder, variational autoencoders, deep belief networks, restricted
and deep Boltzmann machines, convolutional neural networks, and purely data-driven versions of
recurrent neural networks, including the long short-term memory and gated recurrent units). They
found that most approaches are still application specific (unfortunately, they did not find a clear
way to select, design, or implement a deep learning architecture for structural health management).
They also advise that a trade-off study should be performed when considering complexity and
computational cost. Instead, most acknowledge that algorithms should be seen as tools. A very
short discussion of the different modalities of machine learning in prognosis and health management
is shown in Table 2.2. Besides the modalities discussed, we recognize the substantial work merging
physics and statistical learning methods such as Bayesian networks and Kalman filter [26, 36, 37].
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Table 2.2: Modalities of machine learning and application to prognosis modeling.

Modality

Applicability

Examples

Unsupervised When the data set lacks detected
learning
patterns and/or clearly defined
input-output labeling, algorithms
are used to separate and start identifying hidden patterns in the data.

Prognosis and health management literature
reports successful applications of clustering
in electrical motors [38] and milling machines [39]; self-organizing maps in monitoring
of mechanical structures [40] and pneumatic actuator fault detection [41]; and hidden Markov
models in fault identification of turbofan engines [42] and bearings [43].

Supervised
learning

When the data allows distinction
between inputs and outputs, models
are built to explain the relationship
that maps inputs into outputs. This
is probably the machine learning
modality with most reported examples in prognosis and health management.

Examples include, but are far from being limited to, ensembles of classifiers in remaining
useful life estimation of tungsten filaments [44];
recurrent neural networks for gear prognosis [45]; deep learning for degradation of aircraft engines [46]; and support vector machines
for failure of reactor coolant pumps [47].

Reinforcement When machine learning is modeled
learning
as a multi-agent problem where
data is used to train agents seeking to maximize a reward function [48, 49].

This is a relatively unexplored modality, but examples from the prognosis and health management literature include design of fault-adaptive
control strategies [50] and bridge health monitoring [51].

Physicsinformed
learning

Chao et al. [55] discuss how hybrid physicsinformed and machine learning models can be
used for prognostics of complex safety critical
systems. Viana et al. [56] discuss how to build
hybrid recurrent neural networks for cumulative damage modeling by merging physics-offailure kernels with machine learning for estimation of model inadequacy.

When knowledge about partial differential equations is used to design
and/or train the deep learning models [52, 53, 54].
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Summary of the past 40 years

Researchers have been very active on the field of on modeling and analytics for prognosis and
health management. Here, we provide few samples of papers published over the past 40 years on a
decade basis. This will allow us to contextualize the gains in computer power and development
tools later on.
Sample of papers published between 1980 and 1990:

• 1980 - Nelson [57] discussed maximum likelihood methods to estimate a model for life as a
function of constant stress. Initially, the author provided an illustrative data from a step-stress
test of cable insulation, and then used a Weibull model that describes the stress-life relation
for the case. Then, the author estimated the parameters of the model through maximum
likelihood, and validated the estimations over a different cable’s test data. Inferring from the
validation results, the paper is concluded with the remarks on how to interpret the statistical
findings and the effect of number of samples used to fit the models.
• 1984 - Chow and Willsky [58] published a work on designing robust failure detection systems.
Their proposed method utilizes parity functions in order to generate residuals, which are
exposed to several statistical tests for fault diagnosis and identification. The authors tested
their approach on a numerical example, where they considered a four-dimensional system
operating at a set-point with two actuators and three sensors. The goal was to successfully
detect a sensor failure of a system. The paper pointed out the importance of residual generation
process, which yields to accurate fault identification.
• 1985 - Renwick and Babson [59] studied the benefit of using vibration signals as a predictive maintenance tool. The authors combined discrete frequency vibration data with the
demodulated signal-conditioning technique, which they refer as ‘‘quality information’’. Their
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proposed method is demonstrated on several case studies, such as a loose pedestal bearing
on the pinion drive of finish mill, shearing of coupling bolts on a cooler vent fan motor
shaft, and a bearing fault in a gear reducer. Finally, the authors layout three different level
of instruments to acquire vibration signals on different qualities, and discussed the usage of
each instrument for each case presented in terms of reliability and cost trade-off perspective.
• 1988 - Gertler [60] investigated failure detection, isolation, and identification algorithms
based on reduced order models, residual generation, statistical testing, and sensitivity analysis.
The author discussed the applicability of these methods in problems such as sensor biases,
actuator malfunctions, leaks, and equipment deterioration.

Sample of papers published between 1990 and 2000

• 1993 - Lu and Meeker [61] studied how degradation measures obtained from life cycle
tests (which have either no failures or only a few) can be used to create a time-to-failure
distributions. The authors evaluated approaches such as general path and multivariate normal
models for nonlinear regression of observed degradation. They also suggested using Monte
Carlo simulations in the case where the degradation model does not have a closed-form
expression for time-to-failure distribution. The authors demonstrated the effectiveness of
their approach on a fatigue crack growth example.
• 1996 - Lee [62] implemented a pattern discrimination model based on cerebellar model
articulation component for fault detection and preventive maintenance. The neural network
model is initially trained with desired (or normal) behavior of the machine. Then, the model
is used to detect any deviation from the normal behavior and depending on the magnitude of
deviation, a new confidence level is assigned for reliability of the machine.
• 1996 - Ray and Tangirala [63] presented a stochastic model of fatigue damage, online sensing,
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failure prognosis, decision-making, and life extending control in complex dynamical systems.
The authors described their method in two parts. The first part is the deterministic model
which follows a short crack growth model, and the second part is the stochastic model based
on the extended Kalman filter. They closed the paper with a verification study against
actual fatigue crack data collected from 2024-T3 aluminum alloy panels. With these results,
the authors showed that their method is computationally efficient and suitable for online
application.
• 1999 - DePold and Gass [64] presented a framework based on artificial neural networks
to build gas turbine prognostics and diagnostics. The authors combined neural networks,
Kalman filters, Bayesian and evidence based decision making, along with an expert system
to perform value analysis in making condition-based maintenance recommendations. Their
framework was tested on a case where a crack occurred on a gas turbine engine combustor
with notable prediction accuracy.
• 1999 - Li et al. [65] proposed an adaptive approach to estimate remaining life of rolling
element bearings using a reduced-order model tuned with vibration data. Their methodology
is based on fine-tuning a model inspired in the Paris’ law using recursive least square. The
authors provide both simulation and experimental investigation of the performance of their
approach.

Sample of papers published between 2000 and 2010

• 2001 - Wang and Vachtsevanos [66] used dynamic wavelet neural networks for prognosis.
Their proposed model was able to take the information from diagnosis, predict the remaining useful life of the component dynamically, and also output a maintenance window for
condition-based-maintenance. The authors illustrated their method on an example where
crack propagation on a bearing is tracked through vibration measurements.
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• 2003 - Qiu et al. [67] investigated rolling element bearing prognosis using wavelet filters.
They addressed the problem of weak anomaly signals, which are challenging to identify
in onset of failure. In addition, the authors propose a self organizing map based method
to construct feature space, detect degradation, and assess performance. An experimental
validation is performed with run-to-failure test and vibration data from four bearings.
• 2006 - Jardine et al. [68] reviewed diagnostic and prognostic approaches such as statistical
models, artificial intelligence methods, and model-based techniques. The authors divided and
discussed the condition-based maintenance process in three distinct steps: data acquisition,
data processing, and maintenance decision support. Encouraged by the increasing number
of complex systems with multiple sensors, they also examined the techniques to fuse sensor
data for advanced diagnosis and prognosis of machinery.
• 2008 - Wu and Liu [69] considered using discrete wavelet transform and neural networks
for the problem of internal combustion engine fault diagnosis. While the discrete wavelet
transform is used to extract features from acoustic emission signals, a multi-layer perceptron is
utilized for classification of the fault. The authors verified their framework on an experimental
rig, where a gasoline direct injection engine’s sound emission signals are analyzed and
classified with high accuracy.
• 2009 - Zhang et al. [70] outlined a framework in order to merge physics-of-failure models with
data-driven approaches for prognostics and health management. In their framework, physicsof-failure model is used to define failure criteria and thresholds for the data-driven portion,
and data-driven part is used for the calibration of physics-of-failure model. The authors close
the paper with a futuristic vision where the hybrid approaches will be a cost-effective option
for the prognostics and health management of complex industrial systems.

Sample of papers published between 2010 and 2020
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• 2011 - Sikorska et al. [71] presents an in depth overview for prognostics model selection
for industrial application. The discussion begins with the dissection of basic definitions of
prognostics. Then, the authors underline some key aspects from the implementation point
of view, and present a brief classification to the methods of the time. The paper provides a
comparison of modeling approaches with discussion of advantages, disadvantages, and niche
of applications.
• 2016 - Mosallam et al. [72] presented a data-driven prognostic method based on Bayesian
approaches. The authors described their two-phase framework. While the offline phase
constructs custom health indicators that contain information on the degradation of the system
and builds reference models; the online phase attempts to classify real-time health indicators
to the ones in the reference database to evaluate remaining useful life. Finally, a discrete
Bayesian filter is employed to estimate the state of the degradation. Battery and turbofan
engine degradation data obtained from a NASA repository are utilized to test the introduced
framework, and low mean absolute percentage error is observed in both applications.
• 2018 - Li et al. [73] used deep convolutional neural networks for prognostics of industrial
assets. The method adopted a time window approach for improved feature extraction,
avoiding the need for prior expertise knowledge or signal processing. The authors illustrated
the accuracy of the approach with the remaining useful life estimation of aero-engine units.
Authors also compared their proposed framework against the other state-of-the-art data-driven
approaches, such as long short-term memory, convolutional neural networks, and deep belief
networks.
• 2019 - Kordestani et al. [74] reviewed recent advancements in failure prognosis. Initially,
the authors laid out some fundamental concepts regarding fault diagnosis and prognosis, and
categorized current available and widely used prognosis methods based on their characteristics,
advantages, and disadvantages. Then, authors go over the model building task with approaches
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such as wavelet transform, extended Kalman filter, fuzzy logic, Gaussian process, hidden
Markov modeling, deep learning, and many others. Later in the paper, the authors built a
connection in between these methods and the two of the most popular application fields,
batteries and rotating machinery systems. Authors conclude the manuscript with a rich
discussion on promising research directions.
• 2020 - Yucesan and Viana [75], Dourado and Viana [76], and Nascimento and Viana [77]
introduced a hybrid implementation that combines together physics-based reduced order
models and neural networks for cumulative damage modeling. In their approach, the physicsinformed kernels constrain the neural network outputs while the data-driven kernels quantify
model-form uncertainty. Authors demonstrated their approach with applications in wind
turbine main bearing fatigue as well as corrosion-fatigue and fatigue crack growth of aircraft
fuselage panels. The Python packages that implements their hybrid physics-informed neural
networks and application-specific data are freely available at [78, 79, 80].

Prognosis and health monitoring have found a broad spectrum of applications over the years.
Besides many of the papers already mentioned, we illustrate in Table 2.3 few other publications to
show the rich variety of applications.

Onshore Wind Energy

Wind energy consumption has increased more than 15 times in the last 20 years [104]. Therefore,
concerns regarding availability and reliability of wind turbines are driven by operation and maintenance costs, which impact levelized cost of energy [105, 106]. Interesting, this has propelled the
services over the past few years, as illustrated in Figure 2.1 (Values in this figure are normalized
by the first year expense reported by each company (NextEra: ‘‘Other operation and maintenance
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Table 2.3: Additional examples of applications.

Field

Area

References

Physical
Sciences
& Engineering

Aerospace/Space
Chemical engineering
Civil/Infrastructure

[81, 82]
[83, 84]
[85, 86,
87]
[88, 89,
90, 91]
[92, 93]
[94, 95]
[96]
[97]
[98, 99]
[100,
101]
[102,
103]

Energy/Propulsion

Social Sciences

Materials/Manufacturing
Agriculture
Environmental sciences
Pharmaceutical industry
Medicine
Business

& Humanities

Decision making

Life & Health
Sciences

expenses’’ field in annual financial reports 1 , EDP: ‘‘Supplies and services expenses’’ field in
financial reports 2 , Avangrid: ‘‘Operations and maintenance expenses’’ field in financial reports
3

)). In addition, 2009 and 2019 total revenues are shown for illustration.). The curves confirm

that the service expenses of the operators increased as the sector expand. In order to relate this
expansion with service expenses we also reported the total revenue for the first and the last year for
each company. The growth of service expenses being lower than growth of total revenue indicates
that services has become more efficient (reducing its impact in the levelized cost of energy).
Sheng [107] covers the current status of the prognostics and health management of wind turbines
1

http://www.investor.nexteraenergy.com/reports-and-filings/
quarterly-financial-results/
2

https://www.edp.com/en/investors/investor-information/results-reports#
results
3

https://www.avangrid.com/wps/portal/avangrid/Investors/investors/
financialoperationalreports
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Figure 2.1: Example of major wind turbine operator service expenses.

and possible future opportunities that can advance the field further. Even though maintenance costs
of a wind park are spread over many items; here we will focus on major capital components such as
the blades, pitch bearings, main bearing, gearbox, and generator. Next, we will illustrate few papers
found in the scientific literature that discuss prognosis and health management modeling applied to
these components.

Gearbox

Without a doubt, when it comes to prognosis and health management, the gearbox is the most
studied component of the wind turbine. Teng et al. [108] proposed a method to diagnose the
fault with analysis of frequency spectrum, and then fuse artificial neural networks based shortterm tendency prediction and polynomial fitting-based long-term tendency estimation. Provided
application example shows a safe preparation time for preventive maintenance with an acceptable
error. Prognosis of high-speed shaft bearings is investigated by Saidi et al. [109] through two-step
approach with spectral kurtosis and support vector regression. While indices obtained via spectral
kurtosis are used for fault detection, support vector regression is used to model the degradation
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trend. In a recent study, Qui et al. [110] utilized the SCADA data along with conventional fatigue
life assessment approaches (i.e. Palmgren-Miner’s rule, S-N curves) in order to quantify gearbox
gear fatigue lives. The resultant model is able to present the degradation trends of different gear
components due to variation in the wind speed. The prediction of the remaining useful life of a
gearbox has been studied with current signal analysis by Cheng et al. [111]. The proposed method
makes use of an adaptive neuro-fuzzy inference system to mimic the state transition between
generator and gearbox, and then make predictions via particle filtering. The interested reader can
also find a series of publications by the National Renewable Energy Laboratory addressing gearbox
reliability [112, 113, 114, 115].

Generator

One of the early contributions by Guo et al. [116] on generator fault diagnosis relies on nonlinear
state estimate for generator temperature. Proposed model identifies normal operation space by
using improved memory matrix and flags any deviation from regular operation. The authors show
the performance of their approach on a real wind farm with SCADA system data, and successfully
detect failure on two different turbines before over temperature alert. In the context of generator
bearings, vibration signals are examined with empirical wavelet transform method [117] and sparse
representation and shift-invariant K-means singular value decomposition algorithm [118].

Main bearing

Early studies handled main bearing prognosis using only SCADA data to build a model to eventually
output the remaining useful life of the component. Butler et al. [119] considered variables such as
main shaft rotational speed, hydraulic brake temperature, hydraulic brake pressure, and blade pitch
position as well as a compensation for ambient temperature. As a result, they managed to provide a
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failure indication with a 30 day lead time. Watanabe and Uchida [120] estimate wind turbine rear
bearing fatigue using standard bearing life calculations found in ISO 281. Their model showed
good agreement with failures observed in Japan. While collected field data indicated L10 =12.7
years, the model predicted L10 =12 years. Authors also showed how their model could be used to
quantify life extension through curtailment. The analytics can be improved with vibration data.
Zimroz et al. [121] propose a method that uses vibration signals and is independent of operational
conditions which makes it more effective than conventional diagnostic approaches. The authors
approximate the load susceptibility characteristics of the component with a linear regression model
to isolate the effect of operating conditions, and test their approach on two case studies, where first
case study investigates the change in operating conditions, and the second one is replacement of a
failed bearing with a new one under same operating conditions. Walker and Coble [122] propose a
combined adaptive sampling and order tracking approach to investigate vibration sensor data for
fault detection. In their case study, they were able to detect the bearing fault of one of the machines
and confirmed the failure in post-mortem examinations.

Blades and pitch bearings

In an early work, Kusiak and Verma [123] utilized a data-driven approach to analyze and predict
blade pitch angle faults based on figures such as blade angle implausibility and blade angle
asymmetry. The authors tested different algorithms and found that, in their applications, the
Gaussian process model performed best for fault detection. Chen et al. [124] proposed to use
an adaptive neuro-fuzzy inference system in order to tackle pitch fault prognosis. The proposed
approach used a-priori knowledge to increase confidence in results. The authors showcase their
model on a wind farm with 26 wind turbines, and were able to detect pitch faults 21 days ahead
of time. Godwin and Matthews [125] analyzed SCADA data for the purpose of classifying and
detecting wind turbine pitch faults. They used repeated incremental pruning to provide human25

readable rules based on data, and ended up with a classification accuracy of 85.50%. The authors
refined these rules according to a domain expert’s feedback, and improved the accuracy to 87.05%,
reducing pitch fault alarms by 42.12%. Dervilis et al. [126] used machine learning tools to diagnose
wind turbine blade damage. By analyzing high frequency vibration responses, proposed method
was able to detect the initiation of a crack, as well as the potential location on an experimental rig.
Regan et al. [127] also studied blade damage detection with machine learning. After selecting a
set of features based on acoustic-based damage detection, the authors used Logistic regression and
support vector machine for decision making via binary classification. The method performance
is evaluated in a laboratory environment, where support vector machine proved to have over 98%
accuracy for blade damage detection.

Consumables

Consumables such as the lubricants also play an important role in overall machine reliability.
Therefore, tracking lubricant condition is vital. Zhu et al. [128] proposed a methodology for
estimating the remaining useful life of lubricant using viscosity and a dielectric constant sensor
output and integrating these parameters as an observation function by particle filtering technique to
predict the remaining useful life of the lubricant. Their proposed model was validated by laboratory
experiments. Results of the conducted case study show that the single observation on dielectric
constant sensor gives the best accuracy on the life prediction. Iyer et al. [129] proposed a method
for the early detection of lubrication anomalies in oil-lubricated bearings. Authors investigated
two types of anomalies: lack of lubricant and presence of contamination. In their study, they used
acoustic emissions and vibration signals. Through experiments, they showed that these techniques
not only detect the anomaly, but also provide an insight on the level of the anomaly.
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CHAPTER 3: ONSHORE WIND TURBINE MAIN BEARING
RELIABILITY AND ITS IMPLICATIONS IN FLEET MANAGEMENT

Design curve shown in Figure 1.1 is a rough approximation of fatigue failures for given wind farms,
that relies on the assumption of the L10 (time where 10% of the fleet expected to fail, also one of
the unreliability levels given in Table 1.1) is 20 years as a design practice. In this chapter, we gather
available physics-based models from the literature and manufacturers to build a comprehensive
cumulative damage model for main bearing L10 fatigue life.

Physics-informed Cumulative Damage Model

We begin our research with a pure physics-based model for main bearing fatigue damage accumulation. We adopt the bearing fatigue model detailed in Physics-based Bearing Fatigue Model section,
and implement the grease model defined in Grease Life Model section. Eventually our cumulative
damage model takes the form of Figure 3.1.
First we look at how different outputs of the cumulative damage models vary over time for a
given wind speed and bearing temperature time history. Figure 3.2 and Figure 3.3 show these time
histories for both the main bearing and the grease models. Figure 3.2a shows how the variation in
wind speed is translated into rotational speed and dynamic load ratio. Along with the two fatigue life
adjustment factors, c1 and c2 , these are the inputs needed for the main bearing fatigue cumulative
damage model. Figure 3.2b shows the cascaded variation in c2 due to grease degradation (illustrated
in Figure 3.3) and the consequent time history for main bearing cumulative damage. Spikes in the c2
can be explained by the regreasing operation. When running this model, we simulated full regreasing
(resetting properties back to virgin grease and grease damage back to zero) whenever grease fails.
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Figure 3.1: Pure physics based bearing fatigue model.

As shown in Figure 3.2b in this rather nominal case, it would take 13 years for the main bearing to
fail due to fatigue. Figure 3.3a shows how the variation in main bearing temperature (dynamic load
ratio illustrated in Figure 3.2a) is ultimately translated into grease damage. Figure 3.3b illustrates
how grease damage modulates grease degradation factors interpolation factor, and ultimately the
viscosity ratio and contamination factors. Again, we simulated full regreasing (resetting properties
back to virgin grease and grease damage back to zero) whenever grease damage reached 1.0.

Main Bearing Fatigue and Weibull Versus Failure Observations

We also ran the main bearing fatigue cumulative model with different c1 levels (as prescribed in
Table 1.1) so that we get full unreliability over time curves. Figure 3.4 shows how the bearing
damage models for five different turbines compare against observed failure data and a Weibull
model. The five turbines represent the nominal condition and four variations where wind speed and
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(a) Time series for inputs of the bearing cumulative
damage model.

(b) Time series for bearing life modification factor,
c2 , and bearing cumulative damage.

Figure 3.2: Bearing model input/output time histories. Data is represented in gray, trend is plotted
in blue (monthly moving average to highlight any seasonality), and forecasted trend is plotted in
red (monthly moving average to highlight any seasonality).

temperature were multiplied by a factor (bumping up and knocking down the amplitudes across
time). This is a simple way to create an envelope that would account for variation in environmental
conditions. For the mildest (0.9 factor for both wind speed and temperature) and most aggressive
(1.1 factor for both wind speed and temperature) turbines, we also turned off the grease degradation
model. Then we used slight and severe contamination for the mildest and most aggressive turbines,
respectively. This is so that we bound the simulations of the grease degradation and understand the
contribution this component gives to the overall bearing damage model (dashed lines). As expected,
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(b) Time series for grease cumulative damage
model.

(a) Time series for grease degradation parameters.

Figure 3.3: Grease model input/output time histories. Data is represented in gray, trend is plotted in
blue (monthly moving average to highlight any seasonality), and forecasted trend is plotted in red
(monthly moving average to highlight any seasonality).

high temperature and wind speed levels drive unreliability up. Obviously, wind speed contributes
much more to the increase in unreliability than main bearing temperature (as the former not only
affects bearing fatigue directly, but also grease degradation through F3 ).
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Figure 3.4: Unreliability plot for observed failures, main bearing fatigue cumulative damage and
Weibull models. Dashed red line: W T GC with grease degradation model turned off and assumed
very severe contamination throughout. Dashed greed line: W T GA with grease degradation model
turned off and assumed slight contamination throughout.

Work Scope Optimization

The developed physics-informed cumulative damage models captures the fact that grease condition
plays a role on the rate fatigue manifests in main bearings. Regreasing is an attractive maintenance
approach for main bearing life extension due to relatively reduced cost. Figure 3.5a shows how
full regreasing at regular intervals can dramatically change the L10 main bearing fatigue life time
histories (simulations considered nominal wind speed and bearing temperature). In a way, Figure
3.5a illustrates extreme neglectful maintenance with no regreasing or even regreasing yearly, and
extremely careful maintenance (full regreasing every week). Figure 3.5b shows the L10 main
bearing life versus different regreasing intervals. The L10 main bearing fatigue life exhibits a
nonlinear behavior that can be highly desirable, depending on the perspective. A small decrease in
regreasing interval can have a huge benefit in L10 life when regreasing is done more than once a
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year.

(a) L10 main bearing fatigue damage over
time for different regreasing intervals for
nominal conditions.

(b) Bearing fatigue life as a function of regreasing interval. Notice the steepness for
intervals shorter than one year.

Figure 3.5: Effect of regreasing frequency on bearing fatigue life.

Data such as the one provided in Figure 3.5b enable maintenance engineers and plant managers to
decide the best maintenance approach for a specific wind turbine (through trade-off studies between
maintenance costs and life extension). For example, with the simple cost model detailed in section
III. E, we can plot the L10 main bearing fatigue life against the unit cost per year for different
regreasing intervals on a turbine-by-turbine basis, as shown in Figure 3.6. If the goal is to make
the L10 fatigue life to reach 20 years, then each turbine will have an optimum regreasing interval
(depending on how that turbine operates). Thus, Figure 3.6a shows that W T GN would need full
regrease every 5 months. Figure 3.6b shows that W T GC can’t reach L10 of 20 years even with
monthly regreasing. As a matter of fact, there is only marginal improvement between regreasing
once per quarter and once a month. Finally, Figure 3.6c shows that turbine W T GA needs full
regreasing every two months.
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(a) W T GN (nominal conditions).

(b) W T GC (the most aggressive environmental conditions).

(c) W T GA (the least aggressive environmental conditions).

Figure 3.6: L10 main bearing fatigue life versus yearly unit cost for different regreasing policies.
Regreasing intervals coded as, A: 1 month, B: 2 months, C: 3 months, D: 4 months, E: 5 months, F:
1 year, G: never regreased.

This rational can be extended to entire farms. In that case, maintenance engineers and plant
managers can optimize maintenance strategies on a turbine-by-turbine basis. For example, the
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objective can be to extend L10 main bearing fatigue life to 20 years across the farm. With the data
available, we built two synthetic farms with 100 turbines each, assuming that wind and temperature
conditions vary from turbine-to-turbine according to multiplying factors. For simplicity, let us say
that the turbines of each farm are ranked by wind speed (from lowest to highest levels) and that
the wind speed multiplying factors are the same for both farms. The two farms differ in terms
of the temperature multipliers, as shown in Figure 3.7a. In reality, companies in the wind energy
sector would have access to historical and near real time SCADA data on a turbine by turbine
basis across all farms of the fleet. The artifice depicted here serves only the purpose of generating
illustrative results for this dissertation. With that said, Figure 3.7b shows the regreasing intervals
and achieved L10 main bearing fatigue lives for each turbine. Since both farms are exposed to
the same wind conditions, the regreasing policy tends to be similar (deviation is explained by
differences in temperature).

(a) Multiplying factors for the synthetic farms.

(b) Regreasing and fatigue life per turbine.

Figure 3.7: Optimized regreasing intervals across turbines for two farms with target L10 of 20 years.
Each farm has 100 turbines.
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CHAPTER 4: A PHYSICS-INFORMED NEURAL NETWORK FOR
WIND TURBINE MAIN BEARING FATIGUE

It is challenging to build a purely physics-informed model for bearing fatigue life since grease
degradation is extremely complex. In this chapter, we build a recurrent neural network that tracks
bearing fatigue damage, aBRG (t), and grease damage, aGRS (t), simultaneously through a hybrid
model. The bearing fatigue damage increment ∆aBRG (t) implements Eq. 1.1 (and therefore is
physics-informed). The grease damage increment represents the degradation of viscosity and
increase in contamination. There are attempts to build physics-informed models for grease life as
one presented in Grease Life Model section, but it is not clear how they relate to field conditions.
Here, we implement the grease damage increment ∆aGRS (t) through a multilayer perceptron.
The framework we present here is suitable for problems described by ordinary differential equations
(as one provided in Eq. 1.1). For simplicity, we will detail the formulation and illustrate case studies
of systems described by the following initial value problem
da
= f (x(t), a),
dt

(4.1)

such that f (.) describes the damage increment rate, x(t) are the time-dependent inputs, a is the
damage metric, and the initial condition defined by x(0) = x0 and a(0) = a0 is known.
We can use recurrent neural networks [130, 131, 132] to model cumulative damage. As illustrated
in Figure 4.1a, recurrent neural networks repeatedly apply transformations to given states in a
sequence such that
at = f (xt , at−1 ),
where t ∈ [0, . . . , T ] represent the time discretization.
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(4.2)

(a) Basic idea.

(b) LSTM vs Euler cells.

Figure 4.1: Recurrent neural network and cumulative damage.

Figure 4.1b allows for a comparison between the popular long short-term memory [133, 134] cell
and the specialized recurrent neural network cell design that can perform numerical integration of
Eq. (4.1) by using the Euler method. Rigorously speaking, there are only two major constraints
when implementing f (.) within the Euler cell. Firstly, the computational cost should ideally stay
within the linear algebra typically found in deep learning. Secondly, the gradients of the cell
output with respect to the trainable parameters should be available so that backpropagation can be
performed. For the cases in which the gradients can not be implemented directly, we do not favor
the implementation through finite differences and alike, as these tend to have undesirable errors and
do not scale well with dimensionality. Alternatively, we recommend implementation considering
automatic differentiation (an accessible review on automatic differentiation is found in [135]). The
interested reader can also find a discussion on how to extend this idea to Runge-Kutta integration
in [136].
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With that, we propose the repeating recurrent neural network cell illustrated in Figure 4.2 to model
the bearing and grease cumulative damage. This recurrent neural network cell takes wind speed
(VW (t)) and the bearing temperature (TBRG (t)) as input variables. The cell will be recurrently used,
as in Figure 4.1a, updating both the grease and bearing damages from previous time step (aGRS (t−1)
and aBRG (t − 1), respectively). While VW (t) is mapped to equivalent dynamic bearing load (P (t))
(see Figure 1.2a), bearing temperature (TBRG (t)) and cumulative grease damage from previous
time step (aGRS (t − 1)) are used to calculate grease damage parameters κ(t) and ηc (t) (as in Figure
1.2b). Combined with Pt , these parameters are incorporated to evaluate inverse life adjustment
factor 1/c2 (t) (see Figure 1.2b), which is then multiplied with non-adjusted bearing fatigue damage
increment (n(t)/N (t)) for bearing fatigue damage increment (∆aBRG (t)) calculation (where n(t)
is the number of cycles passed for each time step, and N (t) is the RPM of the turbine). The datadriven portion of the hybrid model is given by prediction of grease damage increment (∆aGRS (t))
via multi-layer perceptron using P (t), TBRG (t), and aGRS (t − 1) as inputs (further discussed in
Physics-informed Neural Network Design section). In this scheme, while we maintain a physics
portion with bearing fatigue accumulation, we compensate the missing physics knowledge within
the grease model with the help of neural networks. The training of this recurrent neural network
aims at calibrating the multi-layer perceptron using grease damage observations and let it learn
the damage accumulation on grease. Our implementation allows for optimization of parameters
within the physics-informed layers (in case these are inaccurate or unknown). We recognize that
calibrating these physical parameters might require acquisition of data that supports such task.
In this study, we focus on compensating the unknown grease degradation phenomenon through
data-driven layers.
One might be tempted to ask why using the cell shown on bottom in Figure 4.1b instead of
architectures such as the long-short term memory shown in top Figure 4.1b? Why should one use
hybrid model mixing physics-informed and data-driven layers? The answer has to do with the
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Figure 4.2: Hybrid physics-informed neural networks model for bearing fatigue damage accumulation along with grease degradation.

specific application of the cumulative damage models. In this research, as in many other applications
in prognosis, the input conditions (loads, temperatures, etc.) are fully observed (throughout the
entire time series). However, damage is only partially observed. As we will discuss next, grease
damage is assessed through grease sample analysis done in specialized laboratories in regular
intervals. Bearing fatigue is rarely quantified and, for the most part, only time of failure is known.
Figure 4.3a shows the typical data collected for training the cumulative damage model. In fairness,
this represents only one specific wind turbine; and likely, there would be load history and inspection
data available for few wind turbines. Figure 4.3b illustrates the typical data collected for prediction
using the trained cumulative damage model. Again, load history is available throughout the useful
life and the initial value for the states is either known or assumed. The cumulative damage model is
then used to estimate the damage over time. Given the extremely few observations of damage, we
argue that using purely data-driven architectures is unlikely to lead to accurate models. Architectures
such as long short-term memory and other purely data-driven architectures might still be useful in
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cases where there is full observation of the states. This can happen when damage is continuously
monitored through dedicated health monitoring sensors (e.g., comparative vacuum monitoring
[137], fiber Bragg grating sensors [138], etc.). However, this is not the case (as techniques such as
these are rarely used in main bearing monitoring) nor the focus of this research effort.

(b) Prediction

(a) Training.

Figure 4.3: Typical use-case of recurrent neural network for cumulative damage model.

Grease Samples

The bearing fatigue model needs information about the viscosity and contamination of grease over
time. One way to obtain these grease parameters is through periodic sampling and laboratory
analysis. With the process repeated periodically, the parameters used in bearing fatigue estimation
could be updated, allowing for accurate lifing of the component.
Here, we create grease sample analysis results synthetically using the model described in the
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appendix. In order to make the study more interesting, the effect of grease state on grease related
parameters like viscosity and contamination is described by a quadratic relationship (see Figure
4.4):
aGRS =

1
(LGRS )2

,

(4.3)

where aGRS is the grease damage that directly relates to damage in terms of viscosity (i.e. loss of
viscosity) and damage in contamination (i.e., increase in contamination), and LGRS is the life of
grease (see Eq. 1.3 shown in the Grease Life Model section).

Figure 4.4: Quadratic relationship between grease life and damage.

Equations 1.2 and 4.3 are rather arbitrary and they are only used here as a way to generate grease
sample data for this study. As mentioned before, wind farm operators and service providers
could obtain data for viscosity and contamination through grease sample analysis. We could have
separated the grease damage in terms of viscosity, aν , and damage in contamination, aηc . However,
in this study we simplified and make aGRS = aν = aηc . In reality, the damage accumulation
rates can vary depending on the grease parameter of interest. We build our grease sample data by
assuming that grease analysis is conducted at the end of every month continuously for a period
of six months. The sampling procedure essentially assess the level of degradation of grease. By
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this logic, we collect aGRS values for each turbine at the end of each month for six months. We
also assume that full regreasing of main bearing occurs every 6 months. In terms of modeling,
regreasing basically resets the grease damage back to zero (i.e., aGRS = 0 after regreasing).

Physics-informed Neural Network Design

We considered the following information is available:

• for every turbine in the fleet: wind speed and main bearing temperature from SCADA (inputs
for the model as described in Figure 4.2), and
• for part of the fleet: grease damage metric, aGRS , observed every month for six months
straight.

With that information, we proceed to build a hybrid physics-informed neural network model
for bearing fatigue. In this model, the grease degradation increment, ∆aGRS , is a multi-layer
perceptron and the bearing damage accumulation is physics-informed. The inputs of the multilayer perceptron models are scaled between zero and one to avoid the disparity in the order of
magnitude of inputs interfering in the fitting of the neural networks. Table 4.1 details the multi-layer
perceptron architectures tested in this work. For the most part of this chapter, we decided to use
MLP#1 architecture to illustrate the ability to fit a neural network with a large number of trainable
parameters. Nevertheless, we also included the study on the effect of different architectures on the
overall model performance in section 4.
The constructed multi-layer perceptron takes three inputs (wind speed, bearing temperature, and current predicted âGRS ) and provides one output (∆aGRS ). Interestingly, ∆aGRS is never observed.
Instead, the cumulative damage aGRS is observed through grease sample laboratory analysis.
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Table 4.1: Multi-layer perceptron (MLP) architectures for grease degradation increment, ∆aGRS .

Layer

MLP#1

MLP#2

MLP#3

MLP#4

Dense #1
Dense #2
Dense #3
Dense #4
Dense #5

40 / sigmoid
20 / elu
10 / elu
5 / elu
1 / sigmoid

20 / tanh
10 / elu
5 / tanh
1 / sigmoid

20 / tanh
10 / elu
5 / elu
1 / sigmoid

10 / tanh
5 / elu
1 / sigmoid

Parameters

1,251

351

351

101

Layer

MLP#5

MLP#6

MLP#7

MLP#8

Dense #1
Dense #2
Dense #3

10 / elu
5 / elu
1 / sigmoid

10 / tanh
5 / tanh
1 / sigmoid

5 / elu
1 / sigmoid

2 / elu
1 / sigmoid

Parameters

101

101

26

11

This imposes a challenge for the fitting of the model and the fact we use physics-informed
kernels helps addressing it. Here, we used the mean squared error as the loss function while
optimizing the trainable parameters of the recurrent neural network. Since we have the aGRS
observation only at grease inspection, we write the loss function to only account for the prediction
error at these data points:

Loss =

NT X
NO
1 X
(aGRSij − âGRSij )2
NT NO j=1 i=1

(4.4)

where NT is the number of turbines within the training set, NO is the number of observations for a
single turbine, aGRSij is the ith observation of grease damage (from sample results) for j th turbine,
and âGRSij is the predicted grease damage for the ith grease sample of the j th turbine.
Training large number of parameters within deep neural networks can be challenging, especially
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Figure 4.5: Plane approximation to actual data. In this illustration, aGRS = 0.5.

when the output is highly nonlinear. Therefore, we promote the initialization of multi-layer
perceptron parameters prior to recurrent neural networks training in an effort to improve optimization
convergence. Here, we initialize the grease damage increment model with a linear plane:

∆aGRS = α0 + α1 × TBRG + α2 × VW + α3 × aGRS ,

(4.5)

where ∆aGRS is the grease damage increment, TBRG is the main bearing temperature, VW is the
wind speed, and aGRS is predicted cumulative grease damage.
The coefficients, αi , are determined through engineering intuition-based judgement. For instance,
we should expect increasing ∆aGRS with increasing bearing temperature, which constrains α1 to be
positive. Within these logical limitations, αi can be randomly perturbed. Figure 4.5 illustrates the
linear plane approximation. In this figure, we see how the output grease damage increment ∆aGRS
is changed with wind speed and bearing temperature (note that the third input variable aGRS is
fixed at 0.5 for the sake of three dimensional illustration). While the orange surface represents the
actual (but unknown) input-output relationship, the blue surface is the linear plane used for network
initialization.
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We first train our multi-layer perceptron model with the plane approximation. In order to achieve
that, we used the RMSprop1 optimizer set with learning rate 0.01 and 500 epochs. We used the
mean square error as the loss function. The second stage of the training process is fine tuning
the recurrent neural network using the masked mean square error given in Eq. (4.4) as the loss
function. Again, we used RMSprop, but this time set with learning rate 0.0005 and 50 epochs.
Overall algorithm flowchart for data collection, training, and predicting is as shown in Figure 4.6.

Figure 4.6: Algorithm block diagram for the entire training and prediction approach.

In the following section, we show how the recurrent neural network performs when initialized with
10 different randomly generated αi coefficients (all constrained by engineering judgment of how
inputs affect the output).

Results and Discussion

In our data set, we have a set of 10 turbines, for which we have 10-minute average operational data
(wind speed and bearing temperature) as well as monthly grease damage data. We also have a set of
1

www.tensorflow.org/api_docs/python/tf/keras/optimizers/RMSprop

44

4 validation turbines, for which we only have 10-minute average operational data. Figure 4.7 present
the variation of aGRS , wind speed, and bearing temperature versus time for two wind turbines
within the set (turbines #2 and #9). In these figures, blue lines in wind speed and temperature
plots show the trend of the data, from which we can observe the seasonality. These help visualizing
the diversity in our training set and also help understand how severity in operation (through wind
speed and bearing temperature) impact the damage accumulation rate.
We generated 10 random planes (as one exemplified in Figure 4.5) to initialize the trainable
parameters of our neural network. Here, we named these initializations as case #1 to case #10.
After that, we compared the performances of these planes against the actual (but unknown) value of
∆aGRS , as shown in Figure 4.8. As we expected, predictions are far away from accurate (although,
in cases such as #1, they are at least aligned with the actual values). Figure 4.8 provides a good
understanding of how the initial approximations may vary from one another. While case #1 in
the Figure 4.8a is an example of relatively good initial approximation, case #9 shown in Figure
4.8b is a poor initialization for the input-output relationship. We recognize that the better the
understanding about the relationship between inputs and output, the better the initialization of the
trainable parameters can be. Nevertheless, even the simplistic approach defined by Eq. 4.5 is still
useful as a way to initialize the trainable parameters.
After initializing the weights, the multi-layer perceptron is integrated into the recurrent neural
network. Then, observed grease damage aGRS , wind speed, and main bearing temperature are
used to train the model. Figure 4.9 summarizes the collected observations of grease damage, aGRS
throughout the set of 10 turbines used to train our physics-informed neural network. As mentioned
before, grease damage is collected monthly over a six-month period. The dashed lines illustrates the
actual aGRS trends (which is never fully observed). aGRS does not evolve at the same rate across
the turbines in the training set due to difference in the operating conditions (wind speed and main
bearing temperature).
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Figure 4.10 shows the change in the loss function during the training phase. After only a few epochs,
all cases can converge to a value, which could indicate the ability of rapid learning of the model.
However, it is clear that some cases lead to smaller values of the loss function (highlighting the
importance of proper initialization of the neural network hyper-parameters). The computational
cost for each training process is approximately 8 minutes for 10 wind turbines. Note that
prediction takes approximately 6 minutes per turbine, since we forecast up to 30 years.
Figure 4.11 illustrates the prediction capability of recurrent neural network before training, after
training, and with validation turbines for two different cases. Given the simplistic initialization of
the multi-layer perceptron, we should expect inaccurate estimations without training. Blue data
points in Figure 4.11 show the inaccuracy of the model before it is trained. After we train the model,
we expect that predictions improve when compared to the predictions before training. Although that
is true in general; the results greatly vary with the planes used for initialization of the multi-layer
perceptron. As shown by the red points in Figure. 4.11, while case #1 has predicted values very
close to the actual ones; this is not true for case #9. The black data points in Figure 4.11 show the
results for the four turbines set aside for validation. Overall, it is safe to say the model can learn the
aGRS propagation depending on the initialization of the multi-layer perceptron.
Figure 4.12 presents all the 10 cases of initialization of trainable parameters (following Eq. 4.5).
The results are very good for 4 out of 10 cases (#1, #2, #3, and #10), fairly well for another 3
cases (#4, #5, and #7), and poor for the remaining 3 cases (#6, #8, and #9). It can be inferred
from Figure 4.12a that the model tends to overestimate the damage in the almost all cases. This
tendency provides a slight degree of conservatism to the model (which might be tolerable for
this application). We believe this behavior is related to the configuration and initialization of
the multi-layer perceptrons. Figure 4.12b highlights the prediction errors for the top 5 best cases
of parameter initializations (i.e., cases #1, #2, #3, #7, and #10). We can conclude that the
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parameter initialization strategy is effective2 .
We then used the physics-informed neural network model (Figure 4.2) to estimate grease damage
accumulation and main bearing fatigue damage. Figure 4.13 illustrates the results of three best and
one mediocre training case from previous simulations (cases #1, #3, #10, and #7, respectively).
Figure 4.13a shows the prediction results of the recurrent neural network predictions and actual
grease damage over time. Grease damage, aGRS , gets reset back down to zero (regardless of
the current damage level) since the bearing is fully regreased every 6 months. As expected, the
models tend to be conservative and the model coming out of case #7 performs poorly indeed. The
conservatism in aGRS estimation is reflected on the bearing fatigue damage accumulation. Figure
4.13b illustrates the actual and predicted main bearing fatigue damage accumulation (predictions
coming from the same cases previously discussed). There are also two additional curves that work
as bounds for bearing fatigue estimation. The solid-red and solid-green lines show results when
fully degraded and non-damaged (virgin) grease curves are used throughout the predictions. It is
then clear that the accelerated grease damage accumulation shortens the bearing fatigue life as well.
The grease damage models that are only slightly conservative (such as case #1, #3, and #10)
predict bearing fatigue failure a few months earlier than when it actually happens (out of roughly
16 years of total life).
Up until now, we demonstrated that initializing the multi-layer perceptron with a linear plane
approximation we propose can help the optimization of the network hyper-parameters. Next, we
used cross-validation to help with two important tasks: assessing model accuracy and selecting
best model in a set [139]. We considered only the best initial guess for each architecture shown in
Table 4.1. In order to keep the computational cost low, we used leave-one-out cross-validation. In
2

As a matter of fact, we also tried optimizing the recurrent neural networks with randomly assigned initial parameters.
The task proved to be extremely hard and we had no success even after trying several combinations of learning rates
and number of epochs.

47

this part of the study, we used the multi-layer perceptron architectures detailed in Table 4.1 We
fixed our initial plane approximation to case #3, for the sake of providing consistency across all
multi-layer perceptron models, and this way, isolating the influence of the architectural difference.
Figure 4.14 illustrates the results of the cross-validation study. Figure 4.14a shows how the
cross-validation predictions compare against the actual grease damage for the different multi-layer
architectures. There is only marginal differences between the performance of each architecture.
Figure 4.14b illustrates the cross-validation errors against the actual grease damage. All models
tend to underestimate small values of grease damage and overestimate the large ones (which is a
tolerable/desirable feature for this application).
In addition, when we compare root mean square errors for validation and cross-validation in Figure
4.15. Given that cumulative damage varies from 0 to 1, the fact that the root mean square errors vary
between roughly 0.01 and 0.018 reinforces that the discrepancy in among different architectures
is insignificant. Nevertheless, as expected, one could use the root mean square error out of cross
validation to select one of the architectures (agreement between ranking from validation and cross
validation).
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(b) Turbine #9 aGRS variation.

(a) Turbine #2 aGRS variation.

(c) Turbine #2 wind speed variation.

(d) Turbine #9 wind speed variation.

(f) Turbine #9 bearing temperature variation.

(e) Turbine #2 bearing temperature variation.

Figure 4.7: Two sample turbine time series within the training set.
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(a) Case #1.

(b) Case #9.

Figure 4.8: Outputs of randomly generated plane representations against actual output values.

Figure 4.9: All turbines aGRS propagation and observations.

50

Figure 4.10: Loss function variation per epoch for all cases.

(a) Case #1.

(b) Case #9.

Figure 4.11: Recurrent neural network predictions before and after training, and validation turbines.
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(a) All 10 cases.

(b) Top 5 cases.

Figure 4.12: Box plot for prediction errors, computed as aGRS − âGRS , where aGRS and âGRS are
the observed and predicted grease damage, respectively.

52

(a) Grease damage, aGRS .

(b) Bearing damage, aBRG .

Figure 4.13: Predicted and actual damage over time.

(a) Cross-validation predictions vs. actual grease
damage.

(b) Cross-validation errors vs. actual grease damage.

Figure 4.14: Cross-validation results. The cross-validation error at the ith training point is computed
as eXV,i = âGRSXV,i − aGRSi , where âGRSXV,i is the cross-validation prediction at the ith training
point.
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Figure 4.15: Root mean square errors (RMSE) of cross-validation vs. validation.
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CHAPTER 5: HYBRID PHYSICS-INFORMED NEURAL NETWORKS
FOR MAIN BEARING PROGNOSIS WITH VISUAL GREASE
INSPECTION

Lubricant condition impacts main bearing fatigue, as per adjustment factors in Eq. (1.1). Often,
grease suppliers provide life curves for lubricants they sell (see Grease Life Model for a detailed
example of such models). Unfortunately, multiple safety factors are used alongside these life curves,
which increases conservatism (and applicability) associated with these models.
Operators have the option to install sensors for better tracking the lubricant condition for each
machine. Unfortunately, sensors dedicated to monitor grease condition in each turbine individually
can be costly for wind park operators. Alternatively, periodic and detailed laboratory analysis can be
used as a monitoring mechanism. Data about lubricant in terms of viscosity level and several other
indexes of grease degradation and particle contamination can be monitored over time. Drawbacks of
these laboratory tests are cost and time (both in terms of cost and time associated with the laboratory
analysis as well as the extended time needed for careful collection of grease samples), as well as
difficulties associated with reliably collecting and analyzing grease samples (it is hard to collect a
representative sample while avoiding problems associated with extra grease contamination, region
of the bearing that sample comes from, sample-to-sample variation, etc.).
Under such limitations, wind park operators often choose regreasing in fixed time intervals and
visually monitor grease main bearing condition (associated with routine maintenance of turbines). In
visual inspection, trained technicians assess the state of the lubricants based on visual characteristics
of the lubricant and then assign a discrete rank to the grease condition. These visual hints may
vary from the color to texture, and even to particle contamination that are visual to the naked eye.
A potential ranking system is illustrated in Figure 5.1. A discrete scale from 1 to 5 is adopted,
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Figure 5.1: Example of visual inspection ranking system.

where 1 indicates pristine grease, and 5 is contaminated and highly degraded grease. As opposed to
detailed laboratory analysis, visual inspection campaigns are affordable and allow instant monitoring.
However, visual inspection involves large uncertainties due to human error factor (both in terms of
technician bias and technician-to-technician variation).
In this chapter, we propose using physics coupled with machine learning to use grease visual
inspection in modeling of bearing fatigue. The challenges introduced by grease inspection are: (i)
variability in technician readings, (ii) inconsistency and conservatism of inspection, and (iii) limited
number of available observations.

Handling Grease Visual Inspection with a Stacked Recurrent Neural Network

We use the physics-informed neural networks model introduced in chapter 4 and visualized in
Figure 4.2. However this baseline model can only be calibrated with the exact grease damage value
that comes from a detailed laboratory analysis.
As we debated in detail in the beginning of the chapter 5, with visual inspection, we only have
discrete ranks from R = 1 to R = 5 for grease state (with 1 meaning pristine and 5 meaning
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maximum acceptable degraded grease). We also know that the actual grease damage state is a
continuous variable. Pristine grease has damage aGRS = 0.0, which increases monotonically over
time. This grease damage metric can be normalized such that the maximum allowable value is
aGRS = 1.0. Hence, grease damage relates but is not necessarily equivalent to the visual inspection
ranking.
We model the mapping between the continuous grease damage into a discrete ranking as a classification problem. This way, we extend the model detailed in chapter 4 by implementing a stacked
recurrent neural network in which the base physics-informed neural network cell is stacked with a
classifier. Figure 5.2 illustrates the resulting model.
There are many options for implementing the classifier in Figure 5.2. As shown in Appendix C,
many off-the-shelf classifiers perform poorly in our application. We attribute this poor performance
to the noisy nature of grease visual inspection (noisy labeled data in machine learning terminology)
on top of the fact that grease rankings are ordinal (e.g., R = 1 precedes R = 2). In order to overcome
limitations of these classifiers, in this dissertation, we introduce a novel ordinal classifier that
we call discrete ordinal classifier (DOrC).
DOrC consists of multiple sequences of switches, depicted in Figure 5.3a. The first switch takes the
continuous scale damage and activated with a unit output, if the scale satisfies the threshold that
specific switch. The output of these switches sharply transition from 0 to 1 as they are activated.
The output of a switch is multiplied by the damage and passed to the next switch. The DOrC
output (which is the estimated rank) is the sum of the output of all switches. Depending on the
target ranking system, a constant b can shift the final output to the desired lower bound. The final
input-output relation resembles a staircase, as illustrated by Figure 5.3b. This design preserves
the sense of order of ranks and is also able to generate non-linear relations without assuming any
pre-specific form (e.g. quadratic, cubic, etc.). Furthermore, in our application, the DOrC thresholds
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Figure 5.2: Hybrid physics-informed neural network model

are optimized during the training of the stacked model.

Grease Damage and Visual Inspections

We recognize that in real world applications, grease damage might not be fully observed (unless
detailed and accurate laboratory analysis is performed). In fact, in this dissertation, we advocate that
modern machine learning can allow us to still use grease visual inspection while developing models
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(a) Discrete ordinal classifier (DOrC) graph representation

(b) DOrC input-output examples with 4 switches

Figure 5.3: Physics-informed neural network model for bearing fatigue damage and grease damage
accumulation.

for bearing fatigue. However, in order to fully test our hybrid physics-informed neural network
approach, we will use the manufacturer [9] grease lifing curves to build a model for grease damage
(as detailed in Grease Life Model section). We illustrate two different mappings between actual
grease damage and visual inspection ranking. This allows us to study aspects such as conservatism
level and variability in the ranking system -- not practical without synthetic data. In addition, we
assume that main bearings are fully regreased every six months. Again, only the synthetic visual
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(a) Baseline inspection.

(b) Conservative inspection.

Figure 5.4: Mapping between grease damage and visual inspection ranks. Bars show the probability
associated with ranks.

inspections are used in the training of our proposed models. This synthetic data is generated by
taking the grease degradation model elaborated in Grease Life Model section as a baseline, and
sampling from this ground true data using the distributions given in Figure 5.4.
Ranking levels between 1 and 5 are assigned at inspection depending on actual (but unknown)
grease damage. We established two scenarios to illustrate conservatism and variability in grease
visual inspections, as depicted in Figure 5.4. Figure 5.4a illustrates ‘‘baseline inspection,’’ where
the diagonal crosses approximately the 50th percentile of each distribution. This distribution is not
symmetric and tends to be above 45◦ line, modeling minor conservatism. Figure 5.4b illustrates
‘‘conservative inspection’’ since the distribution is heavily skewed towards higher ranks.
We assume that grease visual inspection campaigns are conducted on 10 out of 120 turbines of
the wind park. The grease of these turbines is visually inspected monthly over a period of six
months. For illustration only, the actual (but unknown) grease damage for the observed turbines
is given in Figure 5.5a. This data is never used by our models, but only used to generate visual
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inspection samples. In this figure, we also illustrate a shaded region that represent the degradation
of entire fleet. Based on this illustration we show that the training turbines uniformly represent the
distribution of the farm. Figure 5.5b illustrates examples of the inspection rankings for one turbine.
Even though grease damage increases monotonically, the visual inspections may not, illustrating
the challenge associated with the variability in visual inspection.

(a) Actual (but unknown) grease damage. Gray is
the fleet, colored lines are individual turbines.

(b) Grease damage and visual inspection for one of
the turbines among the training set.

Figure 5.5: Grease damage propagation and visual inspection example for the 10 turbines used in
the training of the physics-informed neural network.

Physics-informed Neural Networks Configuration

We consider that wind speed and main bearing temperature from SCADA systems of every turbine
across the farm, and visual grease inspections at every month for six months straight for 10 turbines
within the park is available. We proceed to construct our hybrid model for bearing fatigue. In this
framework, bearing fatigue is physics-based, grease damage increment, ∆aGRS,t , is data-driven
multi-layer perceptron, and the classification of grease damage to visual rankings is carried out
through our custom designed discrete ordinal classifier (DOrC). The architecture of the ∆aGRS,t
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multi-layer perceptron is chosen as the MLP#1 from the Table 4.1. In chapter 4, an empirical
study on the different architectures to model grease degradation is presented. Depending on
computational cost associated with application, we even encourage the interested reader to pursue
neural architecture search [140, 141, 142] for optimization of the data-driven portions of the model.
The inputs for this multi-layer perceptron models are scaled between zero and one so that the order
of magnitudes of each input do not dominate one another.
Given that the visual grease inspections provide discrete ranks between 1 and 5, DOrC is designed
with four switches. We implement the DOrC switches as sigmoid functions:

switchi (x) =

1
,
1 + exp(α(λi − x))

(5.1)

where i ∈ [1 . . . 4], λ is the set of trainable hyperparameters (acting as thresholds between ranks),
and α = −50 is chosen to make the function steep enough to maintain a binary transition (while
smooth enough to avoid discontinuities during training of the deep neural network). This way, by
adjusting each threshold, the classifier maps continuous damage index into discrete rankings. Even
though we let thresholds to be learned by the model, we imposed the following bounds to constraint
the parameters during the training:

λ1 ∈ [0.0, 0.3] ,

λ2 ∈ [0.2, 0.5] ,

λ3 ∈ [0.4, 0.8] ,

and λ4 ∈ [0.8, 2.0] .

(5.2)

The optimization of the resulting network hyperparameters (1,251 from the multi-layer perceptron
-- see Table 4.1 -- and 4 DOrC thresholds) uses the mean squared error as loss function:

Loss =

2
1 X X  GRS
GRS
,
Rij − R̂ij
NO j i

(5.3)

GRS
GRS
where Rij
is the ith observed grease visual inspection ranking for turbine j, R̂ij
respective
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rank predicted by our hybrid model, and NO is the total number of observations.
The hyperparameter optimization of these recurrent neural networks can be a daunting task. Initial
parameters away from optimal would most likely induce divergence or long time of training
procedure. In order to overcome this issue, we initialize the multi-layer perceptron parameters with
the strategy summarized in the chapter 4. After weights are initialized, we used RMSprop set with
learning rate 0.0005 and 2500 epochs.

Results and Discussion

We start by analyzing the training of the proposed physics-informed neural network model. The
training data (wind speed, bearing temperature, and rankings out of grease visual inspection for 10
turbines) is used to simultaneously optimize the 1,251 multi-layer perceptron hyperparameters and
the 4 DOrC thresholds. The computational cost for each training process is approximately 7 hours
for 10 wind turbines. The prediction takes approximately 8 minutes per turbine, since we forecast
up to 30 years.
Table 5.1 shows the confusion matrices out of the predictions at the test turbines (which are
selected from the same farm other than training turbines) when the model is trained with either the
baseline or conservative inspection data. Given that the training of the neural network uses the
mean square error as loss function, in both cases, the networks will result in unbiased predictors.
However, these are predictions of rankings out of grease visual inspection. Unfortunately, as
we previously discussed, grease visual inspection is prone to large bias and variance. Should we
compare the predicted and actual grease damage, we would see the manifestation of such uncertainty
in predictions.
The data used in this research allows us to compare the estimated grease damage (out of our
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Predicted

Table 5.1: Confusion matrices obtained on the test turbine set (predicted ranks versus ranks given
by visual inspection).

5
4
3
2
1

Baseline
visual inspection
1 2 3 4 5
0 0 0 0 0
1 3 3 3 2
0 2 4 0 0
5 1 0 0 0
28 8 0 0 0

Conservative
visual inspection
1 2 3 4 5
0 1 2 2 1
0 2 0 2 0
1 8 5 4 1
6 20 5 0 0
0 0 0 0 0

proposed recurrent neural network cell) with actual grease damage. In fact, one of the benefits of
our stacked physics-informed neural network is that, the trained model can be used to estimate
grease damage, as opposed to only estimating the rankings (even though actual grease damage was
never observed and our model was trained with only grease visual inspection). Figure 5.6 presents
the prediction results at the training set. As expected, the comparison with Figure 5.5a reveals
that the conservatism in grease visual inspection rankings is translated into conservatism in grease
damage estimation.
Figure 5.7 illustrates how the predicted grease damage compares with actual (but unknown) grease
damage across the entire wind park. The model trained with the baseline inspection results is
significantly less conservative than the one trained with the conservative inspection results. In our
opinion, most practitioners expect that visual inspection rankings are noisy and bias in such data
contaminates the resulting models. While the less contaminated the data is the better the resulting
models are; our proposed approach shows promising results even under such limited data.
We proceed using our physics-informed neural network model to estimate both grease degradation
and main bearing fatigue damage. Figure 5.8 illustrates the results for one turbine of the park
that was not in the training set. Figure 5.8a shows the estimated and actual grease damage over
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(a) Baseline inspection

(b) Conservative inspection

Figure 5.6: Grease damage predictions for the 10 turbines used in the training our physics-informed
neural networks.

Figure 5.7: Grease damage predictions vs. actual grease damage for the wind park (120 turbines).

time. The damage is reset back to zero every six months as we assume regreasing in fixed time
intervals. The conservatism in grease visual inspection used to train the models is reflected in grease
damage predictions. Figure 5.8b presents the estimated and actual bearing fatigue damage over
time. Even though there are different degrees of conservatism in grease damage estimation, the
bearing fatigue damage estimation is in relatively good agreement. Bearing fatigue damage is only
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(a) Grease damage propagation of a sample turbine
outside training set.

(b) Bearing fatigue damage propagation of a sample
turbine outside training set.

Figure 5.8: Grease and bearing fatigue damage predictions for one turbine.

marginally overestimated, despite conservatism in grease models. The reason for such behavior
is the regreasing policy. Thus far, we assumed that bearings are fully regreased every six months.
Therefore, discrepancies in grease damage do not accumulate for long enough to largely influence
bearing fatigue damage estimation.
Figure 5.9 summarizes the study of bearing fatigue estimation with the time-to-failure for the wind
park (i.e., time needed for fatigue damage to reach 1.0). As expected, the degree of conservatism is
related to the grease visual inspection rankings. Nevertheless, the other important observation is
that expected useful lives are very long (easily surpassing the anecdotal 20 year limit). Given that
our physics-informed neural network model predicts both grease degradation and fatigue damage,
we can use it for optimizing maintenance costs (trade-off with the useful life).
We illustrate the use of our physics-informed neural network model so that we find the optimum
regreasing time on a turbine-by-turbine basis such that bearing fatigue life stays near 20 years.
These model-based regreasing intervals take into consideration the wind speed, bearing temperature,
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Figure 5.9: Predicted against actual bearing fatigue life in years across wind park.

and degradation dynamics particular to a given turbine. Therefore, regreasing intervals are expected
to be different across the wind park. From a practical perspective, we keep the optimized regreasing
intervals discretely between 3 and 18 months. Figure 5.10a shows a scatter plot of regreasing
interval versus predicted bearing fatigue life across the 120 turbines of the wind park. Interestingly,
while for most turbines predicted fatigue life is near the 20 year target; the regreasing intervals vary
dramatically across the park. This result is driven by the differences in input conditions (wind speed
and bearing temperature). Figure 5.10b shows the comparison of the bearing unreliability over time
for the model-based optimized results against the two reference fixed intervals (3 and 18 months).
While solid lines are obtained with model predictions, dashed lines are the actual unreliability levels.
Adopting fixed regreasing intervals is sub-optimum and bounded by the red (18 months) and green
(3 months) curves. We can also acknowledge these red and green curves as a representation of farm
operating with pristine grease versus operation under bad grease condition. Therefore, the gap in
between can be perceived as the influence of grease damage on the bearing fatigue, from a farm
level time-to-failure perspective. On the other hand, our model was able to optimize regreasing
intervals given the target useful life.
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(b) Fleet unreliability over time. Solid lines represent the baseline model prediction, and the dashed
lines are the actual fleet behavior.

(a) Predicted fatigue life of each turbine across the
park when assigned optimized regreasing interval
(each dot is a turbine).

Figure 5.10: Turbine-specific regreasing interval optimization. Recall that we limit the intervals
between 3 and 18 months.

Finally, Figure 5.11 illustrates how input conditions drive regreasing intervals. Figure 5.11a shows
the distribution of grease damage at the time of regreasing for two turbines when regreasing is
obtained with the model-based optimization. For some turbines regreasing is required even when
grease is not close to failure, and others can be left to operate with bad grease. When turbine is
regreased every 3 months, the grease damage is considerably low. On the other hand, when turbine
is regreased every 18 months, the grease damage is considerably high. This difference in regreasing
interval compensates for the differences in input conditions (wind speed and bearing temperature)
such that useful life is expected to be around 20 years for both turbines. Figure 5.11b provides a
perspective in terms of bearing temperature for the turbines of the farm with expected life around
20 years (vertical dotted line of Figure 5.10a). Main bearings operating under high temperatures
require frequent regreasing, while main bearings exposed to mild temperatures can go up to 18
months without regreasing.
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(b) Bearing temperature distribution of the turbines
that assigned different regreasing intervals after optimization.

(a) Grease damage distribution right before regreasing for two turbines.

Figure 5.11: Investigation of grease damage and bearing temperature that yield to optimization
results.
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CHAPTER 6: A HYBRID MODEL CONSIDERING UNCERTAINTY IN
GREASE QUALITY

Grease Quality Variation

In a wind farm, the quality of the lubricant used in each wind turbine’s main bearing can change
drastically (even if the grease is from the same manufacturer). This batch-to-batch variation is very
difficult to keep track of in practical terms, and may lead to large uncertainties in bearing fatigue
life estimation. In this chapter we will focus on quantifying the uncertainty due to grease quality
variation.
As we model the grease degradation, we consider the grease damage index aGRS is the quantification
of the lubricant state, that is accumulated as a function of wind speed (or loads), bearing temperature,
and the damage index value at the previous time stamp (for nonlinear degradation):

aGRS (t) = f (VW (t), TBRG (t), aGRS (t − 1)).

(6.1)

Further details about this model can be found in chapter 4 and Figure 4.2. In essence, the model is
a variation of the formulation provided in [9], which is based on grease test data under different
operating conditions and considering different bearing design features. For the sake of illustration,
Figure 1.3 shows the spread in grease service life as a function of bearing temperature. For any
operating temperature, the distribution in service life is a manifestation of the inherent variation in
grease quality.
Figures 6.1a through 6.1e illustrate how the spread in grease quality interacts with operating
conditions and affects grease degradation. As expected, the more aggressive the operating conditions,
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the higher the damage accumulation rate. Here we assume that once a turbine is loaded with a
grease, it operates with that lubricant until the machine is regreased, which happens regularly every
6 months. As a consequence, every time the turbine is regreased it receives a grease behavior
of which falls in the distribution shown in Figure 1.3a (effectively, a random sample from that
distribution). Figures 6.1b through 6.1f show the variation in the fatigue life as a result of the
uncertainty in grease quality for the 3 representative turbines.
We hypothesize that every time a turbine is greased, it actually receives a random sample of grease
from the distribution illustrated in Figure 1.3a. Therefore, it is virtually impossible to assign ahead
of time a grease sample to a specific turbine. In other words, we assume that the case in which the
most aggressive turbine receives a poor grease sample is practically possible (and operators can not
avoid it). Figure 6.2 illustrates realizations of grease damage accumulation for 10 different turbines.
For the sake of illustration, the curves shown in Figure 6.2a and Figure 6.2b are obtained using
exactly the same operating conditions. The color code is used to mark a specific turbine so that we
can visualize the effect of grease quality in grease damage accumulation.

Modeling Grease Quality Uncertainty by Tracking Quantiles

Now that we know how crucial to quantify grease quality variation, we can propose a solution
strategy from the modeling point of view. Even though our hybrid physics-informed neural networks
model proposed in previous chapters performs very well to quantify model-form and observation
uncertainty, it is not sufficient when it comes to input uncertainty. One reason for that the inability
to distinguish load variation and lubricant quality variation. However, we can still make use of our
hybrid model to learn the median behavior of the grease, and then the as the next step we can infer
the ratio for each quantile grease quality sampled within the given training set.
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(a) Grease damage / Mild turbine.

(b) Bearing damage / Mild turbine.

(c) Grease damage / Medium turbine.

(d) Bearing damage / Medium turbine.

(e) Grease damage / Aggressive turbine.

(f) Bearing damage / Aggressive turbine.

Figure 6.1: Impact of variation in the grease quality in the grease and bearing damage accumulation
for three representative turbines. The ‘‘mild’’, ‘‘medium’’, and ‘‘aggressive’’ turbine denomination
is based on operating conditions.
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(a) Realization #1.

(b) Realization #2.

Figure 6.2: Grease damage accumulation for different samples of grease for 10 turbines. Individual
turbines are color-coded to highlight the impact of grease quality in grease damage accumulation.

So far in this dissertation, we used mean squared error (MSE) as our loss function to train our hybrid
model (Figure 4.2). The benefit of MSE is convergence to the mean of sampled data, regardless
of the distribution. On the contrary, this benefit can become a disadvantage when we are dealing
with non-symmetrically distributed data. The remedy for these kind of data is using mean absolute
error (MAE) as the loss function. As opposed to MSE, MAE tends to favor median instead of mean.
Therefore, MAE can be utilized as loss if we aim to estimate the 50th percentile The formulation
for MAE as loss is given as:

Loss =

NT X
NO
1 X
|aGRSij − âGRSij |
NT NO j=1 i=1

(6.2)

where NT is the number of turbines within the training set, NO is the number of observations for a
single turbine, aGRSij is the ith observation of grease damage (from sample results) for j th turbine,
and âGRSij is the predicted grease damage for the ith grease sample of the j th turbine.
For this model we used the MLP#1 architecture from Table 4.1 to represent grease damage increment.
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The model is trained with grease samples analyzed by detailed laboratory analysis (continuous
damage scale) obtained by the end of every month for six months duration. Note that we will
investigate the effect of the number of sampled turbines later in this chapter. For this training we
used RMSprop, with a learning rate 0.0005 and 200 epochs.
After training our model to learn the median behavior of grease quality (i.e. 50th percentile), for
every single machine in our sampled fleet, we can use the discrepancy in between observations and
estimated median to calculate a multiplication factor (i.e. quantile ratio) that will provide a mapping
from the median to a quantile. Since we recognize that in a realization, turbines are equipped with
a grease with certain quality, if we solve for a ratio for a single turbine, that ratio should provide
a single sample from the grease quality distribution. Extending this procedure across the entire
training set, we can have a distribution of quantile ratios.
We can also express the calculation of the quantile ratio as a simple optimization problem, where we
find the multiplication factor that will minimize the MSE of observed grease damage and estimated
median grease damage at observation time stamp. For every turbine in the training set we find C by
solving the following optimization problem:
NO
1 X
min
(aGRSi − C × âGRSi )2 ,
C
NO i=1

(6.3)

s.t. C > 0
where C is the quantile ratio for the given turbine, NO is the number of observations for a single
turbine, aGRSi is the ith observation of grease damage (from sample results), and âGRSi is the
predicted median grease damage for the ith grease sample.
One should notice that in a given realization as the number of turbines sampled are increased, more
sample points we get to rebuild grease quality distribution. In addition to the validation of our
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modeling strategies, we will investigate the effect of number of sampled turbines on the model
accuracy in the next section.

Results and Discussion

Firstly, we train our hybrid physics-informed neural networks model (Figure 4.2) with MAE loss
(as explained in Modeling Grease Quality Uncertainty by Tracking Quantiles section), using grease
samples obtained from 100 turbines every month for six months duration. We used 100 turbines to
validate our modeling approaches. In addition, we obtained samples for four different realizations
to study the effect of different variations across the farm on our model.
In Figure 6.3 we demonstrate the performance of our median predictions on different turbines.
Figure 6.3a is an example where grease quality used is better than median grease. Our model
can successfully predict the median even though the observations indicate low grease damage. In
Figure 6.3b, we observe a turbine with average loads equipped with a grease that has very poor
quality. This is a good example to illustrate the high accuracy of our model on predicting the
median, even for an extreme machine. Figure 6.3c provides a turbine with very low loads but with
poor grease condition, and the median prediction is almost perfect.
In Table 6.1 we also report the root mean squared error (RMSE) for median predictions obtained for
four different realizations. One should recall that the grease damage scale continuously goes from 0
(pristine grease) to 1 (allowable damage). Therefore, we can interpret the values from Table 6.1 as
percentage errors on grease damage prediction of our model. Overall, it is safe to state that given
grease samples from 100 turbines, our model can learn the median behavior for grease quality.
As the next step, we extract the quantile ratio distribution for all realizations using the technique
detailed in this section. Figures 6.4a through 6.4d depict the true empirical cumulative distribution
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(b) A sample turbine with average loads equipped
with a grease whose quality is extremely poorer than
median.

(a) A sample turbine with average loads equipped
with a grease whose quality is better than median.

(c) A sample turbine with mild loads equipped with
a grease whose quality is poorer than median.

Figure 6.3: Performance of median predictor is illustrated for three different turbines for a realization.

function of the quantile ratios for given realization, along with the prediction of our method. For
the realizations given in Figures 6.4a and 6.4b, we can clearly see a major agreement of the true
distribution with the predicted distribution. In Figures 6.4c and 6.4d also provide a high accuracy
estimations, however they also indicate it is possible to marginally overestimate or underestimate
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Table 6.1: RMSE of the median grease damage predictions for the model trained with samples from
100 turbines, with multiple realizations of the grease quality.

Grease quality realizations

#1

#2

#3

#4

RMSE

0.02087

0.03523

0.03158

0.05182

the distribution, depending on the realization.
So far, we have demonstrated that if we provide enough data points, we can accurately predict the
median behavior, and then rebuild the distribution for the quantile ratio. Now we will investigate
the sensitivity of our approach to the number of sampled turbines. In Figure 6.5 we showcase our
median predictor model trained with 10, 20, 50, and 100 turbines on two different turbines that are
not within our training set. From Figure 6.5a we can clearly infer that as the number of turbines
increased, the accuracy of median prediction is increased as expected. However, if we take a look
at a turbine with mild loading conditions as shown in Figure 6.5b, we observe that all the models
are on point regardless of the sampled data used to train those models. We should note that from
a maintenance point of view, high accuracy damage estimation for aggressive turbines are more
important.
In Table 6.2 we again report the root mean squared error for median predictions obtained for four
different realizations, this time for models trained with different number of sampled turbines. Even
though the best performance is obtained with the most number of turbines (0.02087 RMSE for
Realization # 1 of model trained with 100 turbines), and the worst performance is observed with the
least number of turbines (0.16697 RMSE for Realization # 3 of model trained with 10 turbines),
this does not necessarily prove that it is not possible to get accurate models with low number of
sampled turbines. Naturally, an important parameter in a realization is how the quality is distributed
with the loading conditions of each turbine (i.e. aggressive turbine getting poor quality grease, or
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(a) Grease quality realization #1.

(b) Grease quality realization #2.

(c) Grease quality realization #3.

(d) Grease quality realization #4.

Figure 6.4: Empirical cumulative distribution of the quantile ratios predicted with models trained
with samples from 100 turbines and using 4 different grease quality realization.

vice versa), and unfortunately there is no practical way to know and keep track of this. Therefore,
intuition is to have as much samples as possible to increase the reliability of the model.
We also illustrate how the sampled turbine count affects the quantile ratio distribution prediction.
Figure 6.6 shows the evolution of the prediction of the empirical cumulative distribution function
with the number of sampled data points for a single realization. As expected, more data points we
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(a) A validation turbine with aggressive loading
conditions.

(b) A validation turbine with mild loading conditions.

Figure 6.5: Estimating median with models trained with different number of sampled turbines. Note
that same realization is used for the same model across turbines.

Table 6.2: RMSE of the median grease damage predictions for the model trained with different
number of sampled turbines, with multiple realization of the grease quality. Recall that grease
quality realizations are different for each model (i.e. Realization #1 of the model trained with 10
turbines is different than the Realization #1 of the 100 turbine model).

Sampled turbines

Realization #1

Realization #2

Realization #3

Realization #4

10
20
50
100

0.03830
0.02456
0.05108
0.02087

0.02541
0.02238
0.02473
0.03523

0.16697
0.02292
0.02240
0.03158

0.03100
0.06272
0.04027
0.05182

have to train our model, better we can rebuild the true distribution for the quantile ratio.
Finally, we combine our median predictor and quantile ratio distribution to estimate the 95%
confidence interval of the grease damage propagation for a single validation turbine. In Figure 6.7,
we show two realizations for each model trained with different number of turbines. The bottom
row of Figure 6.7 illustrates the predictions of models trained with the realization that provided
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Figure 6.6: Empirical cumulative distribution of the quantile ratios predicted with models trained
with different number of sampled turbines and using the best grease quality realization for each
case.

lowest RMSE in Table 6.2. We observe that almost all models can accurately estimate the median,
however the confidence interval predictions for 10 and 20 turbine models are visibly poorer than
50 and 100 turbine models. The top row of Figure 6.7 illustrates the predictions of models trained
with the realization that provided highest RMSE in Table 6.2. Bad realizations yield to poor median
predictions. It also applies to confidence interval predictions. One exception is the model trained
with 100 turbines, which provides decent approximation to true confidence intervals. Therefore, we
can confidently state that even with a bad distribution of grease quality across the farm, sampling
enough number of turbines can provide better uncertainty quantification for grease quality variation.
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Figure 6.7: Grease damage prediction evolution with the number of training turbines (per columns
of the subplot). Shown predictions are for a single turbine that is not in the training set. Black lines
show true median and 95% confidence interval behaviors, and colored lines are predictions for
median and 95% confidence intervals. We also illustrate one bad and one good realization for each
model (per rows).
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CHAPTER 7: CONCLUSION

In this research effort, we proposed a hybrid physics-informed machine learning approach to model
wind turbine main bearing fatigue prognosis. We first studied how much of the main bearing
failure observations can be explained by an asset-specific physics-based model. These components
can become a major contributor to operation and maintenance due to costs associated with crane,
labor, and production loss. Therefore, the ability to model and explain at least part of the observed
failures would enable companies in the wind energy sector to optimize resource allocation and fleet
management (ultimately impacting the levelized cost of energy cost). We built a physics-informed
cumulative damage model for main bearing fatigue that considered:

• Design: through bearing parameters such as basic dynamic load rating and fatigue load limit
as well as the models for rotational speed and equivalent dynamic main bearing load versus
wind speed,
• Operation: through wind speed and temperature time histories (on a turbine-by-turbine basis),
and
• Maintenance: through grease degradation and regreasing intervals.

With this physics-informed cumulative damage model for main bearing fatigue, we have studied
the effect of wind speed, main bearing temperature, and lubricant contamination and we learned
that within the ranges we considered the contribution to bearing fatigue coming from lubricant
contamination is much larger than contribution coming from wind speed, the contribution to bearing
fatigue coming from wind speed is much larger than contribution coming from main bearing
temperature, and main bearing temperature is the main driver for grease degradation (in our model).
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We also investigated how bearing fatigue and a simple Weibull model explain failure observations,
and we learned that while the Weibull captures the majority of the failure observations (which
obviously is in accordance with literature), while fatigue life is able to explain a significant portion
as well. In addition, we studied the effect of maintenance in main bearing life extension, and we
learned that our model can help deriving wind turbine specific regreasing intervals that will impact
L10 reliability levels.
After proving the crucial effect of grease degradation on main bearing fatigue, we proceeded to build
a comprehensive model that encapsulates both bearing fatigue and grease damage accumulation.
We modeled wind turbine main bearing fatigue damage accumulation through recurrent neural
networks. Our approach is hybrid and fuses physics-informed kernels with data-driven layers.
Specifically, we modeled bearing fatigue damage through equations commonly used in design
for bearing reliability and grease damage increment through a multi-layer perceptron. Then, we
presented a series of numerical studies to evaluate the performance of the proposed framework.
This way, the data-driven layer compensates for the limited understanding of the physics when it
comes to grease degradation.
With the help of the numerical simulation results, we learned that:

• initialization of the weights of multi-layer perceptron is crucial: a set of initial weights that is
far away from optimum would not lead to accurate predictions,
• the dependency of initial weights can be overcome through engineering judgement-based
weight initialization,
• provided a plausible initial point, artificial neural networks can capture the grease degradation
trend with a small error (after training with only few observation points),
• the predictions for grease damage are slightly conservative; however, that trend is revealed
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while performing cross-validation analysis, and
• for this particular problem and data set, different levels of multilayer perceptron complexity
do not seem to affect the model performance significantly as shown with a cross-validation
study (as in a long term bearing fatigue prediction, deviation is about less than a month).

In order to provide a practical aspect, and a challenge that can be encountered on field, we improved
our model to be calibrated with visual grease inspections that contaminated with observation
uncertainty. The proposed hybrid model is stacked with a novel classifier that maps grease damage
into the grease ranking, and is able to be tuned with discrete grease state rankings. With this
proposed framework, we addressed two main challenges in wind turbine bearing fatigue estimation.
Firstly, we provide an estimation for grease degradation with the physics-informed recurrent neural
network cell, that is equivalent to performing model-form uncertainty quantification. Secondly,
we address the tuning of the neural network hyperparameters with discrete grease ranking coming
from visual inspection. To illustrate the performance of our framework, we considered a case
study in which (a) a wind park of 120 turbines, out of which 10 were inspected every month for
6 months, and (b) rankings out of grease visual inspections had different levels of uncertainty.
Results showed that our hybrid physics-informed neural network can simultaneously learn the
grease damage accumulation and the classification. We confirmed that conservatism in ranking
system leads to conservatism in the hybrid physics-informed neural network. Nevertheless, under
mildly conservative ranking, we can use the resulting model to optimize regreasing intervals for a
desired useful life target. With that, operators will be able to trade-off maintenance and operations
cost with overly exceeding bearing life.
Finally, we investigated the batch quality variation of the grease. Large deviations in the quality
distribution yields to large uncertainties in the estimations of bearing fatigue life. We proposed
to tackle this issue by quantifying the grease quality uncertainty through a two step approach. In
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the first step, we utilized our hybrid physics-informed neural networks model to learn the median
of the grease quality distribution, by modifying the loss function used in the training. As the
second step, we formed an optimization scheme to calculate the ratio that can be used to map the
median grease quality curve for a given machine to a certain quantile curve. Through a series of
numerical experiments, we verified that our approach can accurately predict the median behavior
and reconstruct the empirical cumulative distribution function for the quantile ratio. We also
demonstrated the sensitivity of our model to number of sampled turbines, and concluded that more
data points yield to better uncertainty quantification, even though low number of sampled turbines
might provide decent results depending on the realization sampled.
Before closing our dissertation, we would like to point towards some of the potential future works
that can be studied as an extension of this research:

• The loads model we used in our framework is a reduced-order approximation that consider
nominal operation. However, in reality, extreme loads (caused by actions such as emergency
stops, yaw misalignment, shut-downs, and start-ups) may have major effect on bearing fatigue
damage accumulation. Increasing the fidelity of the loads model by accounting for extremes
can highly benefit the accuracy of our model.
• It is also possible to improve our model’s robustness to simultaneous multiple sources of
uncertainties that we studied individually, such as visual grease inspections and grease quality
variation.
• In our hybrid physics-informed neural networks framework, we tend to keep the physics part
for the bearing fatigue degradation portion. However, it is possible to calibrate individual
parameters such as material properties embedded within the fatigue life formulation. In
addition, potentially we can have periodic bearing damage inspections (possibly less frequent),
to calibrate data-driven parts of the hybrid model.
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• Even though we conducted some fleet reliability optimization studies using our hybrid model,
we believe it can be benefited much more in that sense. For example, additional life extension
strategies such as curtailment, fleet recommissioning, repair/replacement, and inspection
optimization can be carried out using accurate remaining useful life predictions obtained from
our hybrid model.
• Across our research, we have considered a single type of wind turbine and bearing. It is an
interesting idea to transfer our model (that has been calibrated for a 1.5MW wind turbine) to
make predictions for other types of wind turbines (higher power rating, larger blades, taller
hub height).
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APPENDIX A: INPUT DATA PREPROCESSING
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In wind turbines, supervisory control and data acquisition (SCADA) systems are usually available
on board. SCADA systems record data from sensors and control system every 10 minutes. In this
study, we assume wind speed and main bearing temperature are provided through SCADA system
for every turbine of the fleet. However, the data we can extract from NREL database [11] is wind
speed and ambient temperature at 80 meters altitude recorded every hour. In order to represent
SCADA data, we bootstrapped data obtained from NREL database. Each day is represented by
eight bins of three hours segments and each bin aggregates a week worth of data. In other words,
each bin has 21 data points coming from the same 3 hours of the day across a week. We then sample
at random (with replacement) from this pool to fill in the extra 5 points per hour needed within each
bin. This process is repeated with a sliding weekly window throughout the year so that seasonality
is preserved. While the NREL database covers 7 years, some of our simulations needed data for up
to 30 years. To overcome this limitation and also to provide a mechanism for forecasting damage
accumulation. Again, we bootstrapped from the previously augmented data binning it at every ten
minutes by time of the day and day of the year across the seven years. We calculated the mean and
standard deviation of each bin and assuming normal distribution, we sampled data points for the
same time stamp of the forecasted year. Entire bootstrapping scheme is illustrated in Figure A.1.
As we mentioned before, the NREL database provides ambient temperature, however our model
requires main bearing temperature. In order to preprocess the temperature data, we used the model
proposed by Cambron et al. [143]. In essence, the main bearing temperature is described by a
recursive model as a function of previous bearing temperature, nacelle temperature, angular velocity,
and generated power.
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(a) Collecting data into bins categorized by time intervals of days.

(b) Randomly filling out missing data points in between hours from bins.

Figure A.1: Data bootstrapping framework.
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APPENDIX B: CONVENTIONAL RECURRENT NEURAL NETWORKS
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Table B.1: Long short-term memory (LSTM) network designs.

Design

Layers

Neurons

Parameters

Shallow LSTM
Deep LSTM

1
3

8
8

360
1,448

In this appendix, we compare our hybrid physics-informed neural network approach against a pure
data-driven model: long short-term memory (LSTM) recurrent neural network cell (see Figure 4.1b
and [133]). We chose two different complexity levels for LSTM cells. One is a single layer
architecture, that we call ‘‘shallow LSTM’’, and the other one consists of multiple layers, we call
‘‘deep LSTM’’. Table B.1 summarizes the architectural details for these models. The reason behind
we picked these two configurations is to have two LSTM models that will provide fair comparison,
one shallow network with fewer number of parameters to be trained and the other deep network
with more parameters than our proposed hybrid model (1,251 from multi-layer perceptron and
4 from Discrete Ordinal Classifier). Another interesting approach here can be applying neural
architecture search that might provide the optimum configuration best fits to the problem. We
encourage interested readers to compare the physics-informed neural networks model to other fully
data-driven models for this application.
We trained both models with the same optimization settings and data used to train our hybrid
model discussed in Physics-informed Neural Networks Configuration section. Table B.2 present the
confusion matrices after training of both models. At face value, these LSTM models exhibit good
performance in predicting the noisy visual inspection rankings (the network depth does not make
any difference in the prediction performance). However, we suspect these models tend to fit the
data by disregarding the ordinal nature of the problem. In fact, Figure B.1 illustrates this point with
a time history prediction of LSTM models against our physics-informed neural network approach
for a single turbine within the training set. Unfortunately, the LSTM models perform poorly to
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Predicted

Table B.2: Confusion matrices obtained on the testing set (predicted ranks versus ranks given by
visual inspection).

5
4
3
2
1

Shallow LSTM
Baseline visual inspection
1
2 3 4 5
1
1 1 0 1
6
4 2 1 0
12 3 3 1 1
13 6 1 1 0
2
0 0 0 0

Deep LSTM
Baseline visual inspection
1 2 3 4 5
1 1 1 0 1
6 4 2 1 0
12 3 3 1 1
13 6 1 1 0
2 0 0 0 0

approximate time history prediction of grease visual inspection ranks. Without the injected physics,
the LSTM models are not robust to the variability in the data and predictions tend to go up and
down (as opposed to monotonically increase). On the other hand, the hybrid approach we proposed
with the physics-informed recurrent network stacked with the DOrC classifier performs well in
prediction and preserves the ranking evolution over time, reflecting damage accumulation.

Figure B.1: Prediction from recurrent neural networks versus observed rank for one of the turbines
in the training set.
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APPENDIX C: COMPARISON OF CLASSIFIERS USED IN THE
STACKED RECURRENT NEURAL NETWORK
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In chapter 5, we proposed the novel Discrete Ordinal Classifier (DOrC) in order to map grease
damage scale to visual grease inspections. Here, we show a comparison between DOrC and other
two popular classification methods. One of the simplest methods to encode discrete variables is
called ‘‘one-hot’’ encoding. Output classes are encoded as a binary vector, such that for each output
time step the ground true vector becomes 1 for the class that is active, and 0 for all the other classes
that are inactive. For the 1-5 discrete scale we have for visual grease rankings, for example if the
visual ranking is 4, the output vector becomes:

RGRS = 4

one−hot

−−−−−→
encoding

{0 0 0 1 0}.

(C.1)

The other popular approach we tested is the ordinal encoding [144]. The binary encoding is applied;
however, each output is encoded as a vector whose length is one less than the number of classes.
For a class to be activated, all the prior elements have to be 1 (up to the class of interest). For
instance, for our 1-5 discrete scale, if the visual ranking is 4, the output vector becomes:

RGRS = 4

ordinal

−−−−−→
encoding

{1 1 1 0}.

(C.2)

Figure C.1 shows the performance of the resulting trained model with each classification method.
Baseline visual inspection campaign data is used for training of all models. One-hot encoding yields
to very poor performance for this application, mostly because the encoding does not provide an
ordinal sense. The ordinal encoding performs better than the one-hot encoding. Unfortunately,
predictions tend to surprisingly underestimate grease damage, even though ranking data used
for training is slightly conservative. DOrC outperforms both conventional methods yielding the
expected conservative predictions.
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Figure C.1: Performance comparison of DOrC against one-hot and ordinal encoding.
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