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ABSTRACT
We show that for fields that are of characteristic 0 or algebraically closed of characteristic
greater than 5, that certain classes of Leibniz algebras are 2-recognizeable. These classes
are solvable, strongly solvable and supersolvable. These same results hold in Lie algebras
and in general for groups.
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I. PRELIMINARIES
A property of algebras is called n-recognizeable if whenever all the n generated sub-
algebras of algebra L have the property, then L also has the property. An analogous
definition holds for classes of groups. In Lie algebras, nilpotency is 2-recognizeable due
to Engel’s theorem and the same holds for Leibniz algebras. For Lie algebras, solvability,
strong solvability and supersolvability are 2-recognizeable when they are taken over a field
of characteristic 0 or an algebraically closed field of characteristic greater than 5. These
results are shown in [7] and [12] using different methods. The purpose of this work is to
extend these results to Leibniz algebras. Corresponding results in group theory are shown
in [8] and [9].
The definition of Leibniz algebra can be given in terms of the left multiplications being
derivations. A theme in this work is that assumptions will be given in terms of the left
multiplications. Thus, that nilpotency is 2-recognizeable in Leibniz algebras follows from
all left multiplications being nilpotent, Engel’s theorem. This result, shown in several
places, can be cast as in Jacobson’s refinement to Engel’s theorem for Lie algebras, see [6],
a result that we use.
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For the supersolvable case, we need the Leibniz algebra version of a Lie algebra result
due to Barnes and Newell [2]. This result is a characterization of supersolvability in terms
of conditions on the left multiplications and strong solvability. Barnes has extended his
Lie algebra result to Leibniz algebras [4], where his conditions are on both left and right
multiplications as well as strong solvability. Following the theme in this paper, we will
obtain a result where the conditions are only on left multiplications and strong solvability,
the latter of which also can be given in terms of left multiplications. Another generalization
of Lie algebras, Malcev algebras, also has this type of result [10], [13].
Let L be a Leibniz algebra and x ∈ L. We denote left and right multiplication of L by
x as Lx and Rx. Let Leib(L) be the span of the squares of the elements of L. It is an
ideal in L [3]. If S is a subset of L, then Z lL(S) and ZL(S) will denote the left centralizer
and centralizer of S in L. If S is an ideal, then both these centralizers are also ideals in L.
Φ(L) will denote the Frattini ideal of L. Results on Frattini ideals of Leibniz algebras are
found in [5].
II. SOLVABLE ALGEBRAS
We first consider solvability for Leibniz algebras. The result is field dependent. For
many fields, solvability is 2-recognizeable in Leibniz algebras. In fact, the result in this
case is the same as the Lie algebra result [12].
Theorem 1. Solvability is 2-recognizeable for Leibniz algebras over a field of characteristic
0 and over algebraically closed fields of characteristic greater than 5.
Proof. Let L be a minimal counterexample. Simple Leibniz algebras are Lie algebras and
there are no Lie algebra counterexamples [12]. Thus L is not simple. If N is a proper ideal
of L, then the hypothesis holds in N and L/N . Hence both are solvable and the result
holds. 
III. STRONGLY SOLVABLE ALGEBRAS
A Lie algebra whose derived algebra is nilpotent is called strongly solvable. Strong solv-
ability for Lie algebras is 2-recognizeable in the class of solvable Lie algebras, for algebras of
characteristic 0 and for algebras over an algebraically closed field of characteristic greater
than 5 as has been shown by several methods [7] and [12]. In this section we extend these
results to Leibniz algebras. As in Lie theory, we show the result in the class of solvable
Leibniz algebras and extend it to the other cases using Theorem 1. The method used in [12]
for the Lie cases is to show that the algebra is strongly solvable if and only if en(x, y) = 0 for
all x and y and almost all n where en(x, y) = L
n
xy(x). To cope with the lack of symmetry
for Leibniz algebras, we also consider fn(x, y) = L
n
xy(y).
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Theorem 2. Let L be a solvable Leibniz algebra. Then L is strongly solvable if and only
if en(x, y) = 0 and fn(x, y) = 0 for almost all n and all x, y ∈ L.
We show two preliminary results first.
Lemma 1. Suppose that L is generated by x and y. Suppose that en(x, y) = fn(x, y) = 0
for almost all n. Then Lxy is nilpotent acting on L.
Proof. Let u ∈ L. Then u is a linear combination of elements of the form z = zs(. . . (z2z1) . . .)
where each zj = x or y. Since Lxy is a derivation,
Ltxy(z) =
∑
Lisxy(zs)(L
is−1
xy (zs−1) . . . (L
i2
xy(z2)L
i1
xy(z1)) . . .) where is + . . .+ i1 = t.
For t = (n − 1)s + 1, at least one of the terms is 0. Since L is finite dimensional, L has
a basis made up of terms of the form z and Lxy to a power takes each to 0. Thus Lxy is
nilpotent on L. 
For x ∈ L, let L0(x) and L1(x) be the Fitting 0 and 1 component of Lx acting on L.
A solvable Leibniz algebra is called primitive if it has a unique minimal ideal A which is
its own left centralizer and is complemented. In Lie algebras, all complements of A are
conjugate. If L is Leibniz but not Lie, it is shown in [3] that the complement is unique. In
our situation, there is a short, natural proof of this result which follows.
Lemma 2. Let L be a solvable, primitive, Leibniz algebra, which is not a Lie algebra, such
that L is not strongly solvable but all proper subalgebras and quotients of L are strongly
solvable. Let A be the unique minimal ideal of L. Then the complement of A in L is unique.
Proof. Let B be a complement of A in L and b ∈ B ∩L2. Under the conditions L1(b) ⊂ A,
hence L0(b) is a supplement of A in L. If L0(b) = L for all such b, then L
2 is nilpotent, a
contradiction. Hence B = L0(b) for some b. If C is another complement to A in L, then
C = L0(c) for some c ∈ C ∩ L
2. Then c = b + a for some a ∈ A and b ∈ B ∩ L2. Since
a ∈ A = Leib(L), Lb = Lc. Hence B = L0(b) = L0(c) = C. 
Proof of Theorem 2. If L2 is nilpotent, then the condition clearly holds. For the converse,
suppose that L is a minimal counterexample. Let A be a minimal ideal of L. The hypothesis
holds in L/A, hence (L/A)2 is nilpotent and each Lxy to some power takes L to A. If B is
another minimal ideal of L, then L2 = (L/A ∩ B)2 is nilpotent, a contradiction. Hence A
is the unique minimal ideal in L. Furthermore, if A ∈ Φ(L) , then (L/A)2 nilpotent, gives
that L2 is nilpotent, a contradiction. Hence Φ(L) = 0 and A is complemented in L by a
subalgebra B [5]. Thus L is primitive. Since A is unique, A is its own left centralizer. We
may assume that L is not a Lie algebra for the result is known in that case [12]. Then
A = Leib(L) [5] . Then B is the unique complement of A. 
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The set S = {xy|x, y ∈ L}∪L(2) is a Lie set whose span is L2 where L(2) = [L2, L2]. We
will show that Ls is nilpotent on L for all s in S. Then, using [6], L
2 is nilpotent. Note
that Ls is nilpotent for all s ∈ L
(2) since this ideal of L is nilpotent by induction on L2.
Let U be the subalgebra generated by x, y ∈ L. If U = L, then Lxy is nilpotent on L by
the lemma. If U +A 6= L, then by induction U2 ⊂ (U +A)2 is nilpotent. Then a power of
Lxy takes L to A and a further power takes L to 0. Hence Lxy is nilpotent on L.
Suppose that L = A+U . Since we have taken care of the case that U = L and A∩U is an
ideal of L, U is a complement of A in L. Let a ∈ A, a 6= 0 and take V to be the subalgebra
generated by x and y+a. Since x, y = (y+a)−a ∈ V +A, it follows that L = A+U = A+V .
Then V ∩ A = 0 or A since V ∩ A is an ideal of L contained in the minimal ideal A. If
V ∩A = 0, then using Lemma 2, U = V since U is the unique complement of A in L. Since
y and y+ a are in V = U , a is also, a contradiction. Hence V = L. By the lemma, Lx(y+a)
acts nilpotently on L. For each s in the Lie set T = (x(y + a)) ∪ L(2) has Ls nilpotent on
L. Since xy = x(y+ a)− xa is in the span of T , it follows that Lxy is nilpotent on L. Now
every s in the original Lie set S has Ls acting nilpotently on L. Hence L
2 acts nilpotently
on L and L2 is nilpotent.
Corollary 1. In solvable Leibniz algebras, strong solvability is 2-recognizeable.
Proof. Let x and y be in L. The subalgebra, H, generated by x and y, has H2 nilpotent.
Thus Lxy acts nilpotently on H. Hence en(x, y) and fn(x, y) are 0 when n ≥ dim H.
Therefore the conditions of the theorem are satisfied and L2 is nilpotent. 
This corollary can be extended to larger classes. For if the base field has characteristic
0 or if it is algebraically closed, then solvability of all two generated subalgebras yields
solvability of the algebra. Therefore, if all two generated subalgebras have nilpotent derived
algebra, then all two generated subalgebra are solvable and L is solvable. Therefore, for
the fields considered, if all two generated subalgebras are strongly solvable then the algebra
is solvable and the above corollary gives that the algebra is strongly solvable.
Theorem 3. For Leibniz algebras over a field of characteristic 0 or an algebraically closed
field of characteristic greater than 5, then strong solvability is 2-recognizeable.
IV. SUPERSOLVABLE ALGEBRAS
Let a ∈ L. Suppose that La has the minimum polynomial m(x) = pi1(x)
d1 . . . pik(x)
dk
where pii(x) is linear for 1 ≤ s and nonlinear for i > s. Then pii(x) = (x − ci)
di for
i ≤ s. Let L∗ci for i ≤ s and L
∗
pii
for i > s be components in the primary decomposition
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of La acting on L and let L
∗
0(a) = L
∗
c1
⊕
. . .
⊕
L∗cs and L
∗
1(a) = L
∗
pis+1
⊕
. . .
⊕
L∗pit and
let m1(x) = (x − c1) . . . (x − cs). Both L
∗
0(a) and L
∗
1(a) are invariant under La by the
general theory of linear transformations. We also see that m1(La) acts nilpotently on
L∗0(a) since m1(La)
di = (La − c1I)
d1 . . . (La − csI)
dsy = 0 for y ∈ L∗ci since the terms
on the right hand side of the equation commute. Hence m1(La)
max(di) = 0 on L∗0(a).
Also gcd(m1(x), pii(x)
di) = 1 = m1(x)u(x) + pii(x)v(x) for some u(x), v(x). Let v ∈ L
∗
pii
Then v = Iv = (m1(La)u(La) + pii(La)
div(La))v = m1(La)u(La)v. If m1(La)v = 0 , then
Iv = v = 0. Hence v = 0. Therefore m1(La) is non-singular on each L
∗
pii
for i > s and
m1(La) is non-singular on L
∗
i (a). Let x ∈ L
∗
ci
and y ∈ L∗cj . Then, using the Leibniz identity
for derivations, La−((ci+cj)I)
di+dj (xy) =
∑di+dj
k=0
(
di+dj
k
)
(La−ciI)
kx(La−cjI)
di+dj−ky = 0
giving that xy ∈ Lci+cj . Therefore L
∗
0 is a subalgebra. We record this result as
Lemma 3. L∗0(a) is a subalgebra of L for all a ∈ L.
Lemma 4. Let A be an ideal of L such that dim(A) = 1. Then L2 ⊆ CL(A).
Proof. Let x, y ∈ L and a ∈ A with xa = αxa. Since A is a minimal ideal of L, then either
ax = −αxa or ax = 0 for all x ∈ L. Then (xy)a = x(ya) − y(xa) = x(αya) − y(αxa) =
αxαya− αyαxa = 0 or (xy)a = 0. Therefore L
2A = 0. Similarly, a(xy) = (ax)y + x(ay) =
(−αxa)y + x(−αya) = αxαya − αyαxa = 0 or a(xy) = 0. Therefore AL
2 = 0. Thus
L2 ⊆ CL(A) 
Lemma 5. L2 is nilpotent if L is supersolvable.
Proof. Induct on the dimension of L. Let A be a minimal ideal of L. Then L2 ⊆ CL(A)
by Lemma 4. Now let A ⊆ L2. By induction, (L/A)2 is nilpotent because (L/A) is
supersolvable. But (L/A)2 = (L2+A)/A. So there exists a k such that ((L2+A)/A)k = 0.
Therefore (L2+A)k ⊆ A for some k. Thus (L2)k+1 ⊆ (L2+A)k+1 = (L2+A)(L2 +A)k ⊆
(L2 +A)A = 0. Thus L2 is nilpotent. 
Theorem 4. L is supersolvable if and only if L2 is nilpotent and L∗0(a) = L for all a ∈ L.
Proof. Suppose L is supersolvable. Then L2 is nilpotent by Lemma 5. Let v1, . . . , vn be
a basis for L such that 〈v1, . . . , vs〉 is an ideal in L for each s. Then the characteristic
polynomial for La is the product of linear factors and the result holds.
Suppose the conditions hold for L. Use induction on the dimension of L. It is sufficient
to show that each minimal ideal has dimension one. Let A be a minimal ideal of L. Then
AL2 + L2A E M and is in both L2 and A. Either AL2 + L2A = 0 or AL2 + L2A = A.
If AL2 + L2A = A, then A=AL2 + L2A = (AL2 + L2A)L2 + L2(AL2 + L2A). Repeating
the process shows that the term never becomes 0. This contradicts the fact that L2 is
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nilpotent. Hence AL2+L2A = 0 and AL2 = 0 = L2A. Since 0 = (xy)a = x(ya)− y(xa), it
follows that LxLy = LyLx on A. Since A is a minimal ideal of L, either Rx = −Lx for all
x ∈ L or Rx = 0 for all x ∈ L when Rx acts on A. Hence all Rx, Ly commute on A. That
is RxLy = −LxLy = −LyLx = LyRx or RxLy = 0 = LyRx and RxRy = LxLy = LyLx =
RyRx on A. Since L
∗
0(a) = L,La can be triangularized on A as can Ra since Ra = −La
or Ra = 0. Since all La, Ra can be triangularized on A and they commute, they can be
simultaneously triangularized on A. Hence there is a common eigenvalue z where A = 〈z〉.
Thus dim(A) = 1 and induction on L/A yields L supersolvable. 
Corollary 2. Supersolvability is 2-recognizeable in the class of solvable Leibniz algebras.
Proof. Suppose that all two generated subalgebras are supersolvable. Then they are
strongly solvable and thus so is L. Let a ∈ L. For any b in L, let H be the subalge-
bra generated by a and b. Then a satisfies the condition in the last theorem in H. This
extends to L, L∗0(a) = L. Hence L is supersolvable. 
As in the last section, we get the usual extension.
Theorem 5. For fields of characteristic 0 or algebraically closed of characteristic greater
than 5, supersolvability is 2-recognizeable.
We mention a result that is in a different direction. It is the Leibniz algebra version of a
result that holds in Lie and Malcev algebras as well as group theory and is useful in these
structures.
Theorem 6. Let Φ(L) be the Frattini ideal of L and B be an ideal contained in Φ(L). If
L/B is supersolvable, then L is supersolvable.
Proof. Let x ∈ L. Since L/B = L¯ is supersolvable, L¯2 is nilpotent by Lemma 5. Hence
L2/(L2 ∩ B) is nilpotent and L2 is nilpotent. Since B is an ideal in Φ(L), L∗1(x) ⊆ B for
all x ∈ B. Since L¯ is supersolvable, L∗1(x) ⊆ B ⊆ Φ(L). Hence L
∗
0(x) + Φ(L) = L for all
x ∈ L. L∗0(x) is a subalgebra of L by Lemma 3, which forces L
∗
0(x) = L. Therefore L is
supersolvable by Theorem 4. 
V. A 3-RECOGNIZEABLE CLASS
The class of abelian by nilpotent Lie algebras is not 2-recognizeable as an example is
provided in [12]. The example is the split extension of a Heisenberg Lie algebra, L, spanned
by x, y and z with [x, y] = z, and a one dimensional space spanned by a semi-simple
derivation D of L with D(x) = x, D(y) = y and D(z) = 2z.
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This class of Lie algebras is 3-recognizeable. The same result holds in Leibniz algebras
as in Lie algebras, define dk(x, y, z) = (L
k
z(x))(L
k
z (y)).
Let L be a Leibniz algebra such that dk(x, y, z) = 0 for all x, y, z ∈ L and almost all k.
Then (L1(z))(L1(z)) = 0 and L1(z) is an abelian ideal in L.
Theorem 7. Over an infinite field, the following are equivalent:
(1) L is abelian by nilpotent
(2) dk(x, y, z) = 0 for all x, y, z ∈ L and all k > dim L.
Proof. (1) clearly implies (2). Assume (2). Let L be a Leibniz algebra such that dk(x, y, z) =
0 for all x, y, z ∈ L and almost all k. Let H be a Cartan subalgebra of L. Then H is the
Fitting null component, L0(z) of Lz for some z ∈ H [ 3, Theorem 6.5] and H is nilpotent.
Furthermore, the condition gives that (L1(z))(L1(z)) = 0 and L1(z) is an abelian ideal in
L. Hence the result holds. 
Theorem 8. The class of abelian by nilpotent Leibniz algebras over an infinite field is
3-recognizeable.
Proof. Suppose that all three generated subalgebras of L are abelian by nilpotent and let H
be generated by x, y and z. Condition (2) of Theorem 7 holds for this x, y and z. Therefore
condition (2) holds in general in L and L is abelian by nilpotent. 
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