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Time-reversed quantum trajectory analysis of micromaser correlation properties and
fluctuation relations
J. D. Cresser
Department of Physics and Astronomy, University of Glasgow, Glasgow, G12 8QQ UK and
Department of Physics and Astronomy, Macquarie University, 2109 NSW, Australia∗
The micromaser is examined with the aim of understanding certain of its properties based on
a time-reversed quantum trajectory analysis. The background theory of master equations derived
from a repeated interaction model perspective is briefly reviewed and extended by taking into
account the more general renewal process description of the sequence of interactions of the system
with incoming ancilla, and results compared with other recent (and not so recent) approaches
that use this generalisation. The results are then specialised to the micromaser, and a quantum
trajectory unravelling of the micromaser dynamics is formulated that enables time-reversed quantum
trajectories, defined according to the Crooks approach, to, first, be shown to arise naturally in the
analysis of micromaser and atomic beam correlations, and second used in the formulation of a
fluctuation relation for the probabilities of trajectories and their time-reversed counterparts.
I. INTRODUCTION
The one-atom maser, or micromaser, has been an im-
portant tool in the experimental [1, 2] and theoretical
[3, 4] study of the fundamental properties of cavity quan-
tum electrodynamics for over three decades. It is a decep-
tively simple device: a single quantized mode of a high-Q
(∼ 1010) cavity driven by excited two-level atoms pass-
ing through the cavity at a rate R sufficiently low that
at no time is there more than one atom in the cavity.
The two atomic levels are Rydberg states that, in free
space, are very long lived, but within the cavity, they
couple strongly to the cavity microwave field. This field
is, in turn, coupled to an external thermal bath kept at
a temperature near absolute zero.
Recently, analogues of the micromaser beyond its orig-
inal quantum optical setting have been realised e.g., for
a nanomechanical resonator coupled to a superconduct-
ing single-electron transistors [5, 6]. Also recently, there
have been a number of theoretical developments in the
theory of open quantum systems which are of immediate
relevance to the theory of micromaser. The first such is
the growing interest in repeated interaction, or collisional
models of open quantum systems, of which it can be ar-
gued the micromaser is a very early example. A second
development is in the context of quantum thermodynam-
ics where detailed fluctuation relations for heat exchange
and entropy production have been formulated which re-
late the probabilities of a quantum process conditioned
on the outcomes of sequences of random quantum jumps
(i.e., a quantum trajectory) proceeding forward in time
to its time-reversed dual quantum trajectory.
The aim of the work to be presented here is to address
these two developments in the context of micromaser the-
ory. The first is motivated by the fact that recently pro-
posed collisional models [7–9], and in particular [10], that
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make use of renewal theory to describe the random spac-
ing between successive collisions, can lead to somewhat
different dynamical equations, i.e., master equations, for
a general system, and hence also for the micromaser. The
derivation of one such class of equations, an extension of
that done in [11, 12] is presented in Section III, and the
origin of the differences are discussed there. The second
is motivated by the fact that certain correlation prop-
erties of the micromaser cavity field and its associated
post-interaction atomic beam, which have been shown to
be expressible in a natural way in terms of time-reversed
quantum trajectories, are shown in Section VIA to be an
example of time-reversal defined in a specific sense due
to Crooks[13]. This is then followed, in Section VII, by
an investigation into the micromaser treated as a non-
equilibrium thermodynamic system, leading to a discus-
sion of how time-reversed quantum trajectories can be
defined in this case, this in turn enabling a derivation
of a detailed fluctuation relation[14] for the entropy flow
between the cavity field reservoir and the atomic beam
incident on the cavity.
Conclusions and acknowledgements then close out the
paper.
II. BACKGROUND
A. Relation to collisional models
The micromaser cavity-field is an open quantum sys-
tem and as such its dynamics are given by tracing over
the atomic beam and thermal bath to yield a master
equation for the reduced density operator ρ for the cav-
ity field. The original derivation of the master equa-
tion by Filipowicz et al [3] was recast in the operations-
effects language of open quantum systems by [15] and
in terms of a quantum field description of the atomic
beam in [11, 12]. But it is clear from the structure of
the model that the micromaser is an early example of
a collisional or repeated interaction model that has re-
2ceived significant attention of late [9, 10, 16–30]. The
atomic beam here plays the role, in collisional models,
of a stream of elementary ancillas or ‘units’ that interact
with (i.e., collide with) the system S, then move on, mak-
ing way for the next incoming unit. Such models have
proved to be a promising tool to analyze the dynamics
of quantum Markovian and non-Markovian systems in
that the master equation for the reduced system can be
obtained in many cases without any of the approxima-
tions (such as the Born-Markov-secular approximations)
usually needed for typical microscopic derivations. As
such, the micromaser expressed in the repeated interac-
tion picture has attracted interest from the point of view
of a rigorous mathematical analysis [31].
B. The role of quantum trajectory methods
One feature of the model is that the atoms, after pass-
ing through the cavity, will become entangled with the
cavity field state. Moreover, these atoms are available for
detection – the state of the atoms, i.e., whether excited
or not, can be measured by field-ionization techniques,
and consequently information on the cavity field can be
extracted from the atomic beam measurements. This in-
spired, very early on, Meystre and Wright [32] to carry
out numerical simulations of the micromaser dynamics
based on such measurements, which they described as
‘quantum trajectories’, a terminology (along with the
notion of ‘unravelling’) later introduced by Alsing and
Carmichael [33] in the development of the wave function
Monte-Carlo or quantum trajectory method [34–36], one
of the now central theoretical tools used to analyse the
properties of open quantum systems.
The distinction between the earlier work of Meystre
and Wright and the later developments of quantum tra-
jectory theory is that in the latter, the trajectories are
generated by the intrinsic probabilistic dynamics of the
system whereas for the micromaser, these probabilities
are imposed externally by the arrival statistics of the
atoms in the beam. In the standard model, these ar-
rival statistics are taken to be Poissonian, but were later
generalised using a renewal process model in [11, 12], this
leading to a non-Markovian master equation for the cav-
ity field. A general quantum trajectory analysis taking
into account decay of the cavity field can be found in
[12, 37, 38].
But the quantum trajectory method applied to the mi-
cromaser yields more than simulations of cavity dynam-
ics. The atoms in the emergent atomic beam will also
be correlated (and indeed entangled if the mean time be-
tween atomic arrivals is much less than the decay time
of the cavity field [39]). In the limit of a cavity field
reservoir at zero temperature, it has been shown by a
quantum trajectory based analysis that measurements of
atomic beam correlations lead directly to the cavity field
intensity correlation function (i.e., g(2)(τ)), [12, 40], (a
result also obtained by non-trajectory methods in [41]),
and by a suitable quantum interference scheme, leads to
the cavity field correlation function, g(1)(τ) and hence the
cavity field spectrum [42] (also obtainable via measuring
the decay of introduced coherence [43–45]).
These results come about because of a naturally emerg-
ing ‘dual’ relationship between the quantum trajectories
that contribute to g(2)(τ) (and g(1)(τ)) and those that
contribute to the atomic beam correlation function: they
are time-reversed conjugates, and can be understood as
an example of conjugate time-reversed trajectories de-
fined in the sense of Crooks [13], a connection that is
elaborated on further below.
The natural role of quantum trajectories in the analy-
sis of the micromaser is seen to play a further role when
the thermodynamic properties of the micromaser are ex-
amined.
C. Thermodynamic properties of the micromaser
In its normal mode of operation [3], the atoms in the
incident atomic beam are all wholly in their excited state
which can be interpreted as corresponding to an infinite
negative temperature. But if the atoms incident on the
cavity are drawn from a thermodynamic source at a fi-
nite temperature Ta, the atoms will be in a mixed state
with Boltzmann probabilities for the ground and excited
states. The micromaser then assumes the character of a
thermodynamic device operating between the two reser-
voirs at different temperatures, that of the atomic source,
Ta and that of the cavity field reservoir, Tc. The micro-
maser interpreted in this fashion has been investigated
from a thermodynamic perspective in a recent paper [46]
which is based explicitly on a collisional or repeated in-
teraction interpretation of the micromaser. This work,
as far as the micromaser is concerned, limits itself to
a particular set of thermodynamic issues, but as shown
here, the micromaser also provides a natural setting via
a quantum trajectory treatment for the analysis of fluc-
tuation theorems of Crooks [14].
III. IMPULSIVE COLLISIONAL MODELS
The collisional model for open quantum systems, of
which the micromaser is an early example, involves the
system of interest S undergoing interaction with a succes-
sion of ancilla, and between such interactions, the system
evolves unitarily according to its own intrinsic Hamil-
tonian, unless the system itself is coupled to an exter-
nal reservoir in which case a more general non-unitary
evolution will occur. In the simplest case, these ancilla
are independent, and are all prepared in the same state,
and in the extreme instance, the interaction time is suffi-
ciently short on the time scale of evolution of the system
that this interaction is effectively impulsive, and can be
modelled as an instantaneous change in the state of the
system.
3The result of the system-ancilla interaction is deter-
mined by the detailed nature of the system, the ancilla,
and their interaction, but in general can be expressed,
for a collision initiated at time t as
ρ(t+ τint) = Tra
[
U(τint)ρ(t)⊗ ρaU †(τint)
]
. (1)
which, on putting ρa =
∑
n pn|n〉〈n| and with√
pn〈m|U(τint)|n〉 = Lmn(τint), these being operators on
the Hilbert space of the system, Eq. (1) can be written
ρ(t+ τint)− ρ(t)
=
∑
mn
(
Lmn(τint)ρ(t)L
†
mn(τint)
− 12{L†mn(τint)Lmn(τint), ρ(t)}
)
. (2)
which is of Lindblad form. We can write this as
ρ(t+ τint) = (1 + Fa(τint))ρ(t) (3)
so that the quantum map Fa(τint) represents the change
in the state of S as a consequence of the interaction of S
with the ancilla over the interval τint.
In the limit of zero interaction time, which limit will
also require the interaction strength to become infinite,
this can be written, with ǫ infinitesimal, as
ρ(t+ ǫ) = (1 + Fa)ρ(t− ǫ). (4)
Between these collisions, the system will evolve freely.
The system could be assumed to be isolated or open but
here we are interested in the models in which the system
is weakly coupled to a thermal reservoir, in which case
the system evolution will be described by a Lindblad evo-
lution
ρ(tn + τ) = e
LSτρ(tn + ǫ) (5)
where LS is the Lindblad superoperator appropriate for
the system reservoir interaction.
Now assume that the system is initially prepared in
a state ρ(0), and that a steady stream of ancilla inter-
act with the system in the manner described by Eq. (5),
with the first ancilla interacting at time t1 > 0, and sub-
sequent ancilla arriving at times t2, t3 . . .. The state of
the system at a time t, ρc(t), with the subscript c indicat-
ing conditioned on collisions occurring at times t1, t2, . . .,
will then be
ρc(t) =e
LStθ(t1 − t) + eLS(t−t1)(1 + Fa)eLSt1ρ(0)θ(t2 − t)θ(t − t1)
+ eLS(t−t2)(1 + Fa)eLS(t2−t1)(1 + Fa)eLSt1ρ(0)θ(t3 − t)θ(t− t2) + . . . (6)
where θ(t) is the unit step function. Taking the derivative
with respect to time and using θ′(t) = δ(t) we find that
ρ(t) is given by the following differential equation
ρ˙c(t) = LSρc(t) + I(t)Faρc(t− ǫ) (7)
where appears the quantity
I(t) =
∑
n
δ(t− tn) (8)
sometimes referred to as generalised shot noise [47].
The arrival times t1, t2, . . . will in general be random,
so that I(t) will itself be a stochastic process. The aim
then is to derive the master equation for the density oper-
ator for the system averaged over all realizations of I(t).
Thus we are seeking ρ(t) = 〈〈ρc(t)〉〉, for which we need
to specify the statistical properties of I(t).
A. Renewal process master equation
A particularly useful approach to arriving at a model
for the stochastic properties of I(t) is to treat the arrival
times as a renewal process [48] in which is specified a
waiting time distribution w(τ), such that w(τ)dτ is the
probability that the next collision will occur in the time
interval (τ, τ + dτ) after the previous. The simplest case
of a renewal process is a Poissonian beam with mean
arrival rate R, for which the waiting time distribution is
exponential:
w(τ) = R−1e−Rτ . (9)
In this case, averaging over the arrival times can be read-
ily shown to yield the Markovian master equation
ρ˙ = LSρ+RFaρ = Lρ (10)
where L = LS +RFa is a Lindblad operator.
For other choices of w(τ), the analysis relies on results
of the theory of renewal processes, and is somewhat more
involved. It has been applied in the case of the micro-
maser in [11, 12], and recently in the general analysis of
the class of collisional models formulated in terms of re-
newal processes in [7–10, 49]. Amongst other results, the
master equation turns out to be non-Markovian. This
has been demonstrated in the case of the micromaser in
[11, 12] and again recently, though leading to slightly
4different results, in [7, 10] for reasons explained below.
Here, a variation on these derivations alternative to, and
more straightforward than, the derivation presented in
[12], that makes explicit use of the stationary statistics
of the shot noise I(t) is presented.
The solution to the conditional master equation Eq. (7)
can be written as a Dyson series and the average taken
over all realisations of I(t) to yield the corresponding ex-
pansion for the system density operator ρ(t) = 〈〈ρc(t)〉〉,
ρ(t) =eLStρ(0) +
∞∑
n=1
∫ t
0
dτn
∫ τn−ǫ
0
dτn−1 . . .
∫ τ2−ǫ
0
dτ1〈〈I(τn)I(τn−1) . . . I(τ2)I(τ1)〉〉
× eLS(t−τn)FaeLS(τn−τn−1)Fa . . . eLS(τ2−τ1)FaeLSτ1ρ(0) (11)
where the initial time t = 0 will, in general, lie
between successive arrivals. In this expression there
appears the multitime shot noise correlation function
〈〈I(τn) . . . I(τ1)〉〉. If the stream of ancilla is assumed
to have been initiated in the infinite past, then I(t) will
be a stationary stochastic process and as such will be a
function of time differences only. Further, the ranges of
integration always involve an infinitesimal offset, so that
the correlation function is only required for times satis-
fying the strict inequality tn > tn−1 > . . . > t2 > t1. In
that case, a singular value of the correlation function for
equal time arguments will not contribute, and it can be
shown [47, 50] that, on averaging over the collision times,
the correlation function is given by
〈〈I(τn)I(τn−1) . . . I(τ2)I(τ1)〉〉
= Rng(τn − τn−1)g(τn−1 − τn−2) . . . g(τ2 − τ1)
tn > tn−1 > . . . > t1 (12)
where g(τ) = R−2〈〈I(t)I(t + τ)〉〉 is a normalized ‘in-
tensity’ correlation function for the incident ancilla, a
function of time differences only, as expected for a sta-
tionary process. In this expression R = 〈〈I(t)〉〉 is the
mean collision rate and is given by
R−1 =
∫ ∞
0
τw(τ)dτ (13)
while g(t), the normalised intensity correlation function,
also known as the renewal density [47, 48], or sprinkling
distribution, satisfies the integral equation
Rg(t) = w(t) +R
∫ t
0
w(τ)g(t − τ)ds. (14)
Eq. (12) can be substituted into Eq. (11) from which, as
shown in A, can be derived the master equation for ρ(t)
[11, 12]
ρ˙ = LSρ(t) +RFa
∫ t
0
eLS(t−τ)K(t − τ)ρ(τ)dτ (15)
which, by virtue of the appearance of a memory ker-
nel K(t), describes a generally non-Markovian evolution.
The Laplace transform of the memory kernel K(t) is
K˜(s) = (1− (g˜(s)− s−1)RFa)−1 . (16)
For Poissonian statistics, g(t) = 1, the memory Kernel
becomes a delta function, K(t) = δ(t) and the master
equation reduces to the standard result Eq. (10).
The master equation derived above can be contrasted
with that found in, e.g., [10], (and in particular in the
supplement [51]) where an analysis is made on the ba-
sis of slightly different assumptions concerning the im-
plementation of the renewal process description of the
interaction times. These concern the choice of the ex-
clusive probability densities for jumps corresponding to
the action of (1 +Fa) at times t1, t2 . . ., the difference in
outcome lying in the early t dependence of ρ(t) on the
initial state ρ(0). A comparison can be made by taking
the Laplace transform of Eq. (15) and rearranging terms,
so that this equation can be cast in the form
ρ˙ =LSρ+RF
∫ t
0
eLS(t−τ)k(t− τ)ρ(τ)dτ
−RFaeLSt(g(t)− 1)ρ(0) (17)
where k˜(s) = sg˜(s). For sufficiently large t, g(t)→ 1, so
the term on the right hand side depending on the initial
state ρ(0) will become negligible and we are left with
the result derived in [51] (which was incorrectly stated
as being the result found in [12]),
ρ˙ = LSρ+RF
∫ t
0
eLS(t−τ)k(t− τ)ρ(τ)dτ. (18)
The reason for this is best understood by considering the
quantum trajectory unravelling of ρ(t).
B. Quantum trajectory unravelling
The appearance of a non-Markovian master equation
belies the fact that the dynamics possesses a straightfor-
ward quantum trajectory unravelling. This is because the
non-Markovianity has its origins in an externally imposed
5source of noise, in contrast to non-Markovianity that
arises in systems coupled to a quantum reservoir, where
a ‘back-flow’ of information produced by the system-
reservoir dynamics is the underlying cause of the non-
Markov behaviour.
The required unravelling can be obtained by first sub-
stituting Eq. (12) into Eq. (11), doing so yielding a series
expansion which, in spite of appearances, is in fact not a
possible quantum jump unravelling as Fa is not a jump
operator (the trace of its output is zero). But after some
reorganisation of terms, as shown in B, the required ex-
pansion expressed in terms of the jump operator 1 + Fa
can be arrived at
ρ(t) =eLStp0(t)ρ(0) +
∞∑
n=1
∫ t
0
dtn
∫ tn
0
dtn−1 . . .
∫ t2
0
dt1pf(t− tn)w(tn − tn−1) . . . w(t2 − t1)p1(t1)
× eLS(t−tn)(1 + Fa)eLS(tn−tn−1)(1 + Fa) . . . (1 + Fa)eLSt1ρ(0) (19)
where
pf (t− tn) = 1−
∫ t−tn
0
w(τ)dτ (20)
is the probability that there is no collision in the time
interval (tn, t) after the final collision at time tn,
p1(t1)dt = pf (t1)Rdt1 (21)
known as the residual time probability distribution, is the
probability that no collision occurs in the time interval
(0, t1), and a collision, the first after t = 0, occurs in the
interval (t1, t1 + dt1), and
p0(t) = 1−
∫ t
0
p1(τ)dτ (22)
is the probability that there are no collisions in the time
interval (0, t). That the probabilities p0(t) and p1(t) take
the form that they do is a consequence of the shot noise
I(t) being stationary. Starting the evolution at an arbi-
trary initial time t = 0 entails introducing the residual
time probability for the arrival of the first ancilla after
t = 0, given as above by p1(t) [48].
Any unravelling into an ensemble of quantum trajec-
tories can then be carried out by simulating the ancilla
interaction times according to the set of probabilities
p0(t), p1(t), w(t) and pf (t).
The above result was derived starting from the form
Eq. (12) for the shot noise correlation. An alternate pro-
cedure is to construct the exclusive probability for a se-
quence of collisions, here given by the product in Eq. (19),
pf (t − tn)w(tn − tn−1) . . . w(t2 − t1)p1(t1). The master
equation of [51], Eq. (18), can then be shown to arise if we
set p1(t) = w(t), i.e., the waiting time distribution p1(t)
for the arrival of the first ancilla after the initial time
t = 0 is replaced by the intercollision waiting time distri-
bution w(t). Thus this master equation corresponds to a
different modeling of the statistics of the arrival times –
one in which the the initial system state is set at a time
immediately after a collision – but which only has an im-
pact for short times, after which Eq. (17) reduces to Eq.
(18).
C. Relaxation to steady state
The steady state solution to the general master equa-
tion Eq. (15), achieved when ρ˙ = 0, plays an essential
role in determining the time-reversal quantum trajec-
tory properties of the system, required in the discus-
sion later in Section V of fluctuation relations. This
steady state is most easily determined by working with
the Laplace transform of Eq. (15), and using ρ(∞) =
ρss = lims→0 sρ˜(s) is given by the solution of
LSρss +RFag˜(−LS)(−LS)ρss = 0. (23)
For Poissonian statistics (g = 1) the above reduces to
LSρss +RFaρss = 0. (24)
As an example of the steady state solution for non-
Poissonian statistics, we can consider the case of
g(t) = Ae−Γt + 1 (25)
which is the renewal density (intensity correlation) for
super-bunched (for A > 1) ancilla interactions. In this
case, in the limit of Γ→ 0, the steady state can be readily
shown to be
ρss = (1 +A)
−1(ρA +Aρeq) (26)
where ρeq is the equilibrium state for the cavity in the
absence of any ancilla, while ρ is the steady state solution
to
LSρA +ARFaρA = 0 (27)
i.e., the steady state for the system with a Poissonian
interaction rate AR. This result is easy to understand:
excitations by the ancilla will occur in Poissonian bursts
at an enhanced rate AR, separated by quiescent intervals
in which the cavity will relax to its equilibrium state.
6IV. THE MICROMASER
The micromaser is an early example of a collisional or
repeated interaction model that has recently been ana-
lyzed from the perspective of its thermodynamic proper-
ties [46]. For the micromaser, the system is a single-mode
cavity field of frequency ωS which interacts with a suc-
cession of qubits (highly excited Rydberg atoms) with
a transition frequency ωa near or on resonance with the
cavity field frequency. These atoms are typically, but not
necessarily, prepared in a fully inverted state. Between
qubit interactions, the cavity is weakly damped by cou-
pling to its thermal environment of temperature Tc. The
system Hamiltonian is then HS = ωSa
†a while the effect
of the coupling to the external environment is described
by the usual Lindblad form
LSρ =− iωS
[
a†a, ρ
]
+ (n¯+ 1)γ
(
aρa† − 12
{
a†a, ρ
})
+ n¯γ
(
a†ρa− 12
{
aa†, ρ
})
(28)
where n¯ =
(
e~ωa/kTc − 1)−1.
The ancilla are qubits with Hamiltonian Ha =
1
2ωaσz
that interact with the cavity field for a brief period τint,
this interaction being described by the Jaynes-Cummings
interaction V = Ω
(
σ−a
† + σ+a
)
. The prepared state of
the qubits will be assumed to be diagonal in their energy
basis ρa = p|e〉〈e| + (1 − p)|g〉〈g|. In the original model
for the micromaser, the qubits were assumed to be fully
inverted, p = 1, but in general they will be taken to have
exited from a thermal reservoir of temperature Ta, so
that p =
(
e~ωa/kTa + 1
)−1
.
Assuming exact resonance between the qubit and the
cavity field, ωa = ωS = ω, the interaction of the nth
qubit with the cavity is described by Eq. (5) where, in the
impulsive limit τint → 0 and Ω→∞ with θ = Ωτint held
fixed, we find that the Lindbald operators, from Eq. (2),
Lmn =
√
pm〈m| exp(−iV τ)|n〉, m,n = e, g associated
with the interaction of the cavity field with an incident
atom are
Lee =
√
p cos(θ
√
N + 1) Lge =
√
p
sin(θ
√
N)√
N
a†
Lgg =
√
1− p cos(θ
√
N) Leg =
√
1− p sin(θ
√
N + 1)√
N + 1
a.
(29)
In terms of these operators (1 + Fa)ρ is
(1 + Fa) ρ =LeeρL†ee + LgeρL†ge
+ LggρL
†
gg + LegρL
†
eg (30)
The operators Lmn
√
dt are the Kraus operators corre-
sponding to measurements made on the qubits exiting the
cavity. Thus. for instance, LeeρL
†
ee is a mapping of the
state of the cavity conditioned on an incident qubit in its
excited state being measured to be in its excited state on
exiting the cavity, while LegρL
†
eg is a mapping of the cav-
ity state conditioned on an incident qubit in its ground
state being measured to be in its excited state, with a
photon thereby having been absorbed from the cavity
field. These ‘quantum jumps’ will occur with a probabil-
ity Tra[LmnρL
†
mn]dt in the time interval (t, t+ dt).
Any realisation of the measurements implied by these
operators will require either a measurement of the qubit
state (whether excited or ground) prior to interacting
with the cavity field, followed by a measurement after
the interaction ceases, or by assuming that there are in
fact two distinguishable beams, one of excited atoms, the
other of ground state atoms, the first arriving at a rate
pR, the second at a rate (1 − p)R, which each beam
subject to separate measurements after interaction has
ceased.
A. Micromaser master equation
It is typically the case that an exponential waiting time
distribution is assumed for the incident atoms, in which
case the master equation reduces to the form Eq. (10),
and is given by
ρ˙ =LSρ+ LeeρL†ee − 12
{
L†eeLee, ρ
}
+ LgeρL
†
ge − 12
{
L†geLge, ρ
}
+ LggρL
†
gg − 12
{
L†ggLgg, ρ
}
+ LegρL
†
eg − 12
{
L†egLeg, ρ
}
(31)
a result first obtained, for p = 1, i.e., where the incident
atoms are all fully excited, by [3, 4].
B. Weak coupling limit
In the above master equation, the coupling to the
atomic beam reservoir is not assumed weak, in contrast
to the usual weak coupling assumption made in deriving
Markov master equations. The weak coupling limit of
θ ≪ 1 is nevertheless revealing. Provided the mean pho-
ton numbers in the cavity are not too high, this becomes,
with n¯a = pθ
2 = (e~ω/kTa − 1)−1
ρ˙ =− iω [a†a, ρ]+ (n¯+ 1)γ (aρa† − 12 {a†a, ρ})
+ n¯γ
(
a†ρa− 12
{
aa†, ρ
})
+ n¯aR
(
a†ρa− 12
{
aa†, ρ
})
+ (n¯a + 1)R
(
aρa† − 12
{
a†a, ρ
})
(32)
indicating the beam acts as a thermal reservoir at the
temperature Ta of the beam atoms, and has been com-
monly used in this fashion, see e.g., [52–54].
This result holds true even in the case of non-
exponential waiting times. In that case, since Fa ∼ θ2,
the Laplace transform of the memory kernel K˜(s), Eq.
7(16) can be replaced by unity, so that K(t) ∼ δ(t) and
the non-Markovian master equation reduces to Eq. (10)
from which Eq. (32) follows again.
C. Steady State
The steady state of the cavity field ρss = ρ(∞) will be
given by Eq. (24). It is diagonal in the number basis,
ρss =
∞∑
n=0
Pss(n)|n〉〈n| (33)
where the probability of finding n photons in the cavity
at steady state, Pss(n), is given by
Pss(n) = Pss(0)
n∏
m=1
pR sin2
(√
mθ
)
/m+ γn¯
(1− p)R sin2 (√mθ)/m+ γ(n¯+ 1)
(34)
and with Pss(0) determined by the requirement that
∞∑
n=0
Pss(n) = 1.
D. Quantum trajectory analysis
The master equation for the micromaser is of Lindblad
form, and so is amenable to standard quantum trajectory
analysis [12, 37, 55].
Introducing the operators C−1 and D−1
C−1 =
√
(n¯+ 1)γa
D−1 =
√
(1 − p)R sin
(
θ
√
N + 1
)
√
N + 1
a
(35)
which represent a loss of a photon from the cavity to the
reservoir, or absorbed by an atom respectively, and
C1 =
√
pR
sin
(
θ
√
N
)
√
N
a†
D1 =
√
n¯γa†
(36)
which represent a gain of a photon from the cavity reser-
voir, or from an atom respectively, and finally, for con-
venience, a further pair of operators associated with the
atom passing through the cavity without giving up or
absorbing a photon are defined by
C0 =
√
pR cos
(
θ
√
N + 1
)
D0 =
√
(1− p)R cos (θ√N), (37)
we can write the master equation as
ρ˙ =− iω [a†a, ρ]+ 1∑
i=−1
[
CiρC
†
i − 12
{
C†iCi, ρ
}
+DiρD
†
i − 12
{
D†iDi, ρ
}]
. (38)
The dynamics of the micromaser can then be unravelled
in terms of the jump operators Ji and Ki defined by
Jiρ = CiρC†i and Kiρ = DiρD†i (39)
with the jumps for i = ±1 representing the gain or loss
of a single photon from the cavity field, and i = 0 rep-
resenting no change in the cavity field photon number.
Between jumps the system evolution is determined by
the non-Hermitean Hamiltonian
Hc = ωa
†a− 12 i
∑
i
[
C†iCi +D
†
iDi
]
(40)
with the between-jumps evolution given by the superop-
erator Lc:
Lcρ = −i
[
Hcρ− ρH†c
]
. (41)
A Dyson series decomposition of the full dynamics then
reads
ρ(t) = ρ(0)c (t)P
(0)(t)+
∞∑
n=1
∑
Li1
∑
Li2
. . .
∑
Lin
∫ t
0
dtn
∫ tn
0
dtn−1 . . .
∫ t2
0
dt1
× P (n)(t;Li1 , t1, . . . ,Lin , tn)ρ(n)c (t;Li1 , t1, . . . ,Lin , tn)
(42)
where the state of the cavity field at time t conditioned on the sequence of jumps Li ∈ {Ji,Ki} occurring at times
t1, t2, . . . , tn is
ρ(n)c (t;Li1 , t1, . . . ,Lin , tn) =
eLc(t−tn)LineLc(tn−tn−1)Lin−1 . . .Li1eLct1ρ(0)
Tr[eLc(t−tn)LineLc(tn−tn−1)Lin−1 . . .Li1eLct1ρ(0)]
. (43)
A quantum trajectory γ can then be defined as a sequence of states
γ ≡ {ρ(0)c (t), ρ(1)c (t;Li1 , t1), ρ(2)c (t;Li2 , t2,Li1 , t1), . . .}
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the jump operators Li. Such a trajectory occurs with a
probability P (n)[γ](dt)n and is given by the trace of the
final state of the sequence, i.e.
P (n)[γ] = P (n)(t;Li1 , t1, . . . ,Lin , tn)
= Tr[eLc(t−tn)LineLc(tn−tn−1)Lin−1 . . .Li1eLct1ρ(0)].
(44)
If the initial state ρ(0) is a pure state, ρ(0) =
|ψ(0)〉〈ψ(0)|, and since the jump operators map pure
states into pure states, the quantum trajectory can be
written as a sequence of pure states, |ψ(n)c (t)〉, with the
probability of a trajectory occurring then given by the
norm 〈ψ(n)c (t)|ψ(n)c (t)〉.
V. TIME REVERSED QUANTUM
TRAJECTORIES
Time reversed quantum trajectories have gained sig-
nificant attention in recent times in the context of un-
derstanding fluctuation theorems of statistical mechanics
in a quantum setting. The original classical fluctuation
theorems [14, 56] relate the probabilities to observe par-
ticular classical microscopic trajectories related by time
reversal and typically take the form
pF (x)
pR(−x) = exp [a(x− b)] (45)
where x can be, for instance, entropy produced or energy
(heat) transported, pF (x) is the probability of amount x
being transported in the ‘forward’ direction, and pR(−x)
is the probability transported in the ‘backward’ direc-
tion. These theorems have been extended into the quan-
tum regime, [54, 57–59] with the role of the microscopic
classical trajectories played by quantum trajectories.
The essential idea in constructing a time-reversed
quantum trajectory lies in associating with any trajec-
tory in the forward time direction, a conjugate trajec-
tory in the time reversed direction. It serves to refine
the notion of a quantum trajectory at this point, which
is to assume that the initial state of the the forward pro-
cess is an eigenstate of some observable, which in the
case of the micromaser will invariably be an eigenstate
of the photon number operator N , |n〉 say. A series
of k quantum jumps Li interleaved with no-jump non-
Hermitean evolution generated by Lc is then projected
onto the final state |m〉 at time t. If we adopt the nota-
tion γnm ≡ {n, 0;L1, t1; . . .Lk−1, tk−1;Lk, tk;m, t} (with
time increasing from left to right, opposite to how it oc-
curs in the expression Eq. (44)) to represent such a quan-
tum trajectory then the time reversed quantum trajec-
tory γ˜ is then taken to start at the time reversed state
|m˜〉 = Θ|m〉 where Θ is the time reversal operator, and
end at time t in the time reversed state |n˜〉:
γ˜m˜n˜ = {m˜, 0; L˜k; t−tk; . . . ; L˜2, t−t2; L˜1, t−t1; n˜, t} (46)
where the x˜ indicate that the time reversed counterparts
of x are to be inserted. These conjugate trajectories will
then occur with the conditional probability P [γnm], i.e.,
conditioned on the initial state being |m〉 for the forward
trajectory, and P˜ [γ˜m˜n˜] the conditional probability for the
backward trajectory.
For the micromaser, the cavity field HamiltonianHS =
ωa†a is time reversal invariant, so we can set Θ|m〉 =
|m˜〉 = |m〉, and since from Eq. (40), ΘiHcΘ† = −iH†c ,
we have
L˜cρ = i
[
Hcρ− ρH†c
]
(47)
which leaves the task of determining the form for the
time reversed jump operators L˜i.
The notion of a time-reversed quantum trajectory is
not unique, this arising through the different approaches
to defining the time reversed jump operators [57]. The
various possibilities that have been proposed can be
shown to be closely related to one another [60] and in par-
ticular to one introduced by Crooks[13], which is based,
for systems that have reached steady state, on imposing
a time symmetric condition on the probabilities for a for-
ward and its time-reversed trajectory. If a trajectory γ
specified by a sequence of jumps in the forward direc-
tion, starting in the steady state occurs with probability
P [γ], then a time reversed dual trajectory γ˜ is then that
trajectory involving a sequence of jumps in the reversed
direction for which the steady state probability P˜ [γ˜] of
observing γ˜ is the same as observing the trajectory γ in
the original process: P˜ [γ˜] = P [γ] [13]. Crooks shows that
this leads to the following prescription for constructing
the time reversed (dual) jump operators
L˜i = Θρ1/2ss L†iρ−1/2ss Θ−1 (48)
where ρss is the steady state density operator, as given
by Eq. (34) for the micromaser cavity field. The above
expression is that which was originally derived by Crooks,
though without the pre and post factors Θ . . .Θ−1.
This idea is developed further below for application to
the micromaser, but first it is shown how the condition
arises in a natural fashion under certain circumstances
relating cavity field and atomic beam correlation func-
tions.
VI. DUAL QUANTUM TRAJECTORIES FOR
THE MICROMASER
In the case of the micromaser the notion of a dual
trajectory has a direct physical interpretation in that in-
stance in which the atoms in the incoming atomic beam
are fully excited, p = 1, and the cavity field reservoir is
at zero temperature. In that case, the master equation
Eq. (38) reduces to
ρ˙ = −iω [a†a, ρ]+ 1∑
i=−1
[
CiρC
†
i − 12
{
C†iCi, ρ
}]
(49)
9with the steady state given by ρss =
∑
n Pss(n)|n〉〈n|,
with Pss(n) from Eq. (34) with n¯ = 0 and p = 1:
Pss(n) = Pss(0)
(
R
γ
)n n∏
m=1
sin2
(√
mθ
)
m
(50)
with
C−1 =
√
γa, C1 =
√
R
sin
(
θ
√
N
)
√
N
a†. (51)
The steady state is time reversal invariant, ΘρssΘ
−1 =
ρss, so that Pss(n) = 〈n|ρss|n〉 = 〈n˜|ρss|n˜〉 = P˜ss(n).
For the micromaser, the relevant probability will be the
probability of measuring m photons in the cavity at time
t = 0 (when the cavity field is already at steady state)
and n photons in the cavity at a time t later for a par-
ticular quantum trajectory γ. This probability, Pnm[γ]
is given by
Pnm[γ] =
∣∣∣〈n|e−iHc(t−tk)Cike−iHc(tk−tn−1)Cin−1 . . . Ci1e−iHct1 |m〉∣∣∣2 Pss(m)
=
∣∣∣〈n|ρ−1/2ss e−iHc(t−tk)ICikI . . . ICi1Ie−iHct1ρ1/2ss |m〉∣∣∣2 Pss(n) (52)
where the unit operator I has been introduced between neighbouring operator factors. We now proceed by inserting
ρ
1/2
ss ρ
−1/2
ss = I and making use of [Hc, ρss] = 0 to yield
Pnm[γ] =
∣∣∣〈n|Ie−iHc(t−tk)Iρ−1/2ss Cikρ1/2ss I . . . Iρ−1/2ss Ci1ρ1/2ss Ie−iHct1I|m〉∣∣∣2 Pss(n). (53)
Substituting the decomposition of the unit operator in
terms of the time reversal operator Θ, Θ−1Θ = I, using
ΘiH†cΘ
−1 = −iHc and making the substitution from the
Crooks definition, Eq. (48), C˜†i = Θρ
−1/2
ss Ciρ
1/2
ss Θ−1 then
yields
Pnm[γ] =
∣∣∣〈n|Θ−1eiH†c (t−tk)C˜†ik . . . C˜†i1eiH†c t1Θ|m〉∣∣∣2 Pss(n)
(54)
In terms of the time reversed states |m˜〉 = Θ|m〉, and
using 〈β|Θ−1AΘ|α〉 = 〈α˜|A†|β˜〉 this then is
Pnm[γ] =
∣∣∣〈m˜|e−iHct1C˜i1 . . . C˜ike−iHc(t−tk)|n˜〉∣∣∣2 P˜ss(n).
(55)
Since the cavity field Hamiltonian HS = ωa
†a is time
reversal invariant we can set for the eigenstates |n〉,
Θ|n〉 = |n˜〉 = |n〉. Further by making the substitutions
tl → t− tk−l to reverse the time order, we have the fol-
lowing probability for the time reversed trajectory γ˜:
Pmn[γ˜] =
∣∣∣〈m|e−iHc(t−tk)C˜i1 . . . C˜ike−iHct1 |n〉∣∣∣2 Pss(n)
(56)
which is the same probability as the forward trajectory
γ, Pnm[γ].
Using Eq. (50), it readily follows that C˜i = C−i: the
jump operator that adds a photon to the cavity field C1
through the de-excitation of an atom, is mapped into a
jump operator that removes a photon from the field, C−1,
through loss to the cavity reservoir, and vice versa, while
C0 is left unchanged. Thus we have
Pmn[γ˜] =
∣∣∣〈m|e−iHc(t−tk)C−i1 . . . C−ike−iHct1 |n〉∣∣∣2 Pss(n)
= Pnm[γ] (57)
a result made use of below.
A. Field and atomic beam correlation
The significance of this result lies in the fact that the
cavity field intensity correlation function, g(2)(t), given
by
g(2)(t) =
〈a†(0)a†(t)a(t)a(0)〉
〈a†a〉2
=
Nex
〈a†a〉2
∞∑
m,n=0
sin2(θ
√
n+ 1)mP (n, t;m, 0) (58)
and the correlation function for the detection of ground
state atoms emerging from the cavity, g1(t)
g1(t) =
〈C†1(0)C†1(t)C1(t)C1(0)〉
〈C†1C1〉2
=
Nex
〈a†a〉2
∞∑
m,n=0
sin2(θ
√
n+ 1)mP (m, t;n, 0) (59)
depend on the total probability P (m, t;n, 0) of observ-
ing m photons in the cavity at time t given that n were
observed at time 0 as a generalised sum over the probabil-
ities Pnm[γ] for all the quantum trajectories connecting
the initial state |m〉 to the final state |n〉:
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P (n, t;m, 0) =
∑
γ
Pnm[γ]
=
∞∑
k=0
1∑
i1=−1
1∑
i2=−1
. . .
1∑
ik=−1
∫ t
0
dtk
∫ tk
0
dtk−1 . . .
∫ t2
0
dt1
×
∣∣∣〈n|e−iHc(t−tk)Cike−iHc(tk−tn−1)Cin−1 . . . Ci1e−iHct1 |m〉∣∣∣2 Pss(m)
=
∞∑
k=0
1∑
i1=−1
1∑
i2=−1
. . .
1∑
ik=−1
∫ t
0
dtk
∫ tk
0
dtk−1 . . .
∫ t2
0
dt1
×
∣∣∣〈m|e−iHc(t−tk)C−i1e−iHc(tk−tk−1)C−i2 . . . C−ike−iHct1 |n〉∣∣∣2 Pss(n)
(60)
where we have used Pnm[γ] = Pmn[γ˜], to arrive at the last line, and where the k = 0 contribution to the sum is to be
identified with that due to the no-jump trajectory.
If we now make a change of summation index −il → ik−l+1 we get
P (n, t;m, 0) =
∞∑
k=0
1∑
i1=−1
1∑
i2=−1
. . .
1∑
ik=−1
∫ t
0
dtk
∫ tk
0
dtk−1 . . .
∫ t2
0
dt1
∣∣∣〈m|e−iHc(t−tk)Cike−iHc(tk−tk−1)Cik−1 . . . Ci1e−iHct1 |n〉∣∣∣2 Pss(n)
=P (m, t;n, 0)
(61)
and hence the equality of the two correlation functions,
g(2)(t) = g1(t) [12, 40, 41] this equality coming about
since for each trajectory γ contributing to one correlation
function, the dual time reversed trajectory γ˜ contributes
with equal probability to the other correlation function.
More succinctly, this result amounts to showing that
since, by the quantum regression theorem we have
〈a†(0)a†(t)a(t)a(0)〉 = TrS
[J−1eLtJ−1ρss] (62)
then, on using the above procedure we get
〈a†(0)a†(t)a(t)a(0)〉 ∝TrS
[
J˜−1eL˜tJ˜−1ρss
]
(63)
=TrS
[J1eLtJ1ρss] (64)
the last term here being proportional to g1(t).
This essentially means that the intensity correlations
of the cavity field are encoded in the correlation proper-
ties of the atomic beam emerging from the cavity. This
same connection between correlation properties of the
emergent atomic beam and the cavity field can also be
shown to extend to field correlations and a homodyne-
like experiment performed on the emergent atomic beam
[42], i.e., the cavity field spectrum [43–45, 61] can also be
measured by studies of atomic beam correlations.
B. More general cases
If the same approach is adopted in the general case of
p 6= 1, n¯ 6= 0, for which the steady state is now given by
the more complex expression Eq. (34), we find that the
dual of J−1 is no longer readily identifiable as represent-
ing a measurement on the atomic beam, and the above
method will fail. Whether or not a relationship can be
found by other means, or even exists, remains an open
question.
If the incident beam is not Poissonian, then the above
relationship also appears not to hold. For instance, if
the case of a super-bunched beam, with g(t) as given by
Eq. (25), for which the steady state is given by Eq. (26),
the dual relationship between the jump operators C1 and
C−1 ceases to hold, so the above procedure for construct-
ing time-reversed quantum trajectories will break down.
VII. A FLUCTUATION RELATION FOR THE
MICROMASER
A detailed quantum fluctuation theorem involves relat-
ing the probability P [γ] to observe a quantum trajectory
γ in the forward time direction to the probability P˜ [γ˜] of
its time-reversed conjugate γ˜ [54]. Such a theorem pro-
vides a measure of the irreversibility of the dynamics for
a given trajectory. But in contrast to the previous result,
where the notion of a time reversed trajectory emerged as
a natural part of the calculation, there arises the matter
of defining the time-reversed quantum jump operators in
order to derive a detailed fluctuation theorems, in the
form of the ratio Eq. (45).
The Crooks approach is not without its difficulties as
found for instance in application to driven quantum sys-
tems, or systems for which there is no steady state fixed
point [62]. Problems of a different nature arise here,
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traced to the fact that the cavity field is coupled to two
reservoirs. If the dual operators are defined with respect
to the steady state ρss, no meaningful fluctuation rela-
tion arises. This difficulty has been discussed in [60], and
the argument can be made that the time-reversed jump
operators ought to be those that satisfy the Crooks condi-
tion (that the forward and reversed trajectories have the
same probability at steady state) for each jump operator
in the presence of its associated reservoir only. Thus, for
the jump operators associated with the coupling of the
cavity field to the thermal reservoir, we will require that
the duals to the jump operators C−1 =
√
γ(n¯+ 1)a and
D1 =
√
γn¯a† be given by
C˜−1 = Θρ
1/2
ss C
†
−1ρ
−1/2
ss Θ
†
∣∣
R=0
= D1 = e
−~ω/2kTcC†−1
(65)
and
D˜1 = Θρ
1/2
ss D
†
1ρ
−1/2
ss Θ
†
∣∣
R=0
= C−1 = e
~ω/2kTcD†1. (66)
where ρss|R=0 = (1 − e~ω/kTc)e−N~ω/kTc is cavity field
steady state in the absence of an atomic beam reservoir.
For the jump operators associated with an atom pass-
ing through the cavity, C1 =
√
pR[sin(θ
√
N)/
√
N ]a† and
D−1 =
√
(1− p)R[sin(θ√N + 1)/√N + 1]a we find
C˜1 = Θρ
1/2
ss C
†
1ρ
−1/2
ss Θ
−1
∣∣
γ=0
= D−1 = e
~ω/2kTaC†1 (67)
and
D˜−1 = Θρ
1/2
ss D
†
−1ρ
−1/2
ss Θ
−1
∣∣
γ=0
= C1 = e
−~ω/2kTaD†−1
(68)
where, from Eq. (34), ρss
∣∣
γ=0
= (1 − e~ω/kTa)e−N~ω/kTa
is the cavity field steady state in the presence of the
atomic beam only. the remaining operators C0 and D0
are unaffected.
With these results at hand it is now straightforward
to determine the ratio of the forward and backward tra-
jectory probabilities. Thus we wish to compare the two
conditional probabilities P [γmn] for the forward trajec-
tory γmn and P [γ˜nm] for the time reversed dual trajec-
tory γ˜nm (i.e., excluding boundary terms [60] depending
on the probabilities of the initial states of the forward
and reverse processes):
P [γmn]
P [γ˜nm]
=
∣∣〈n|e−iHc(t−tk)Lik . . . Li1e−iHct1 |m〉∣∣2∣∣∣〈m|e−iHc(t−tk)L˜ik . . . L˜i1e−iHct1 |n〉∣∣∣2 (69)
where Li ∈ {Ci, Di}. Each pairing in the numerator
and denominator of the operator C1 and its dual D−1
will contribute a factor e−~ω/kTa , D1 and its dual C−1
a factor e−~ω/kTc and so on. As the number states are
eigenstates of Hc, and the jump operators map number
states into number states, the remaining factors in the
numerator and denominator cancel exactly and we are
left with
P [γ˜nm] = exp[(∆Ea(γ)/kTa +∆Ec(γ)/kTc)]P [γmn]
(70)
where ∆Ea(γ) and ∆Ec(γ) are the total energies gained
by the cavity field through cavity reservoir and the
atomic beam induced quantum jumps, respectively in the
forward process.
This result is independent of the Rabi factors so holds
true irrespective of the strength of the coupling of the
field to the atoms, i.e., it is not a weak system-reservoir
interaction result. It is also independent of the initial
and final states, a general result not specific to the mi-
cromaser [60], and as such is dependent solely on the
history of quantum jumps, so the subscripts m and n
can be suppressed. Finally, there is no dependence on
the atomic arrival times t1, t2 . . .. Thus the above result
will remain true even if the arrival times are described
by a more general process (e.g., a renewal process) as
it is meaningful to unravel the system dynamics as an
ensemble of quantum trajectories in spite of the master
equation being non-Markovian, as discussed in Section
III B.
The ratios −∆Ec/Tc and −∆Ea/Ta can be recognized
as the entropy flows ∆Sc and ∆Sa from the cavity reser-
voir and atomic beam respectively, so that we have
P [γ˜] = e−(∆Sa(γ)+∆Sc(γ))/kP [γ] (71)
or equivalently
P [γ] = e−(∆Sa(γ˜)+∆Sc(γ˜))/kP [γ˜] (72)
an example of a general set of quantum trajectory derived
fluctuation theorems [54, 57–60].
It should be made clear that the time reversed trajec-
tories are explicitly constructed for comparison with the
forward trajectories, but both represent possible physi-
cally realisable forward trajectories. Thus the compari-
son of the probability of the two trajectories embodied
in Eq. (71) is a comparison of two forward trajectories,
with one having a reversed sequence of quantum jumps.
So this final result tells us that the trajectory for which
the total entropy change ∆Sa+∆Sc is greater than zero
will be exponentially more likely than its reversed coun-
terpart, an outcome consistent with the second law.
VIII. SUMMARY AND CONCLUSIONS
The micromaser, an early example of a collisional or
repeated interaction model of an open quantum system,
has been investigated here with attention paid to an un-
derstanding of its properties based on a time-reversed
quantum trajectory analysis. The master equation for
a general impulsive repeated interaction model was red-
erived in the general setting of a renewal process describ-
ing the interaction time statistics. The approach devel-
oped makes it possible to show the impact of the under-
lying assumption of stationary statistics of these interac-
tion times, edifying the differences between this approach
and those of other researchers, most recently [7, 10], that
yield somewhat different master equations, and showing
that they are asymptotically in agreement.
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This work then provided a background in which the
notion of time-reversed quantum trajectories (TRQT)
could be formulated for the micromaser. The Crooks pre-
scription [13] for constructing TRQTs is then shown to
arise in a natural fashion (i.e., no put in ‘by hand’) when
analysing the relationship between micromaser field cor-
relation properties and those of the atomic beam, a rela-
tionship that breaks down if the incident atomic beam is
not Poissonian.
Attention was then given to using the Crooks approach
to define a class of TRQTs suitable for investigating ther-
modynamic quantum trajectory fluctuation relations for
the micromaser in the sense of introduced by [54]. How-
ever, in this case, it is now necessary to define what
is meant by a time-reversed quantum trajectory. In
other words, in contrast to the previous instance, a time-
reversed quantum trajectory has to be constructed ‘by
hand’. The fact that the micromaser is a system inter-
acting with two reservoirs also implies that further care
be taken in constructing the TRQTs [60]. The results
show that neither the strong coupling of the micromaser
field to the atoms, nor non-Poissonian arrival statistics
has any impact on the fluctuation relation, which is of
the generally expected form.
Further work can focus on the detailed thermodynamic
properties of the micromaser, in particular with respect
to the action of the atomic beam, an the circumstances
under which it can be considered a work reservoir or a
thermal reservoir [46]. And of course, a natural extension
of this work would be to those cases in which the atomic
beam possesses coherence, or to the phaseonium model
of [63].
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Appendix A: Derivation of non-Markovian master
equation
Introducing the auxiliary quantity
σ(t) =R−1〈〈I(t)ρc(t)〉〉
=eLStρ(0) +R
∫ t
0
dτeLS(t−τ)g(t− τ)Faσ(τ)
(A1)
enables Eq. (11) to be written in terms of σ(t) as
ρ˙(t) = LSρ(t) +RFaσ (A2)
Taking the Laplace transform of Eq. (A2) yields, with
s¯ = s− LS
s¯ρ˜(s)− ρ(0) = RFaσ˜(s) (A3)
while for Eq. (A1) we get
σ˜(s) = (1−Rg˜(s¯)Fa)−1 s¯−1ρ(0). (A4)
Combining Eq. (A3) and (A4) by eliminating ρ(0) then
gives σ˜(s) = K˜(s¯)ρ˜(s) where
K˜(s) = (1− (g˜(s)− s−1)RFa)−1 . (A5)
Substituting this into Eq. (A3) and inverting the Laplace
transform then gives the required master equation
dρ
dt
= LSρ+RFa
∫ t
0
eLS(t−τ)K(t− τ)ρ(τ)dτ. (A6)
Appendix B: Expansion of non-Markovian master
equation
The Laplace transform density operator ρ˜(s) can be
written
ρ˜(s) =
(
s¯−RFaK˜(s¯)
)−1
ρ(0) (B1)
which on substituting for K˜, Eq. (A5) leads to
ρ˜(s) =
(
1 + s¯−1RFa (1− g˜(s¯)RFa)−1
)
s¯−1ρ(0). (B2)
From the defining equation for g(t), Eq. (14), we have
Rg˜(s) =
w˜(s)
1− w˜(s) (B3)
which can be used to reduce the expression for ρ˜(s) to
ρ˜(s) = s¯−1
(
1−R1− w˜(s¯)
s¯
)
ρ(0)
+
1− w˜(s¯)
s¯
(1+Fa) (1− w˜(s¯)(1 + Fa))−1R1− w˜(s¯)
s¯
ρ(0).
(B4)
Inverting the Laplace transform then gives
14
ρ(t) =eLSt
(
1−
∫ t
0
dτR
(
1−
∫ τ
0
dτ ′w(τ ′)
))
ρ(0)
+
∞∑
n=1
∫ t
0
dtn
∫ tn
0
dtn−1 . . .
∫ t2
0
dt1
×
(
1−
∫ t−tn
0
dτw(τ)
)
w(tn − tn−1) . . . w(t2 − t1)R
(
1−
∫ t1
0
dτ ′w(τ ′)
)
× eLS(t−tn)(1 + Fa)eLS(tn−tn−1)(1 + Fa) . . . (1 + Fa)eLSt1ρ(0). (B5)
The interpretation of this expansion is given in Section IIIA.
