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Pilot Beam Pattern Design for Channel Estimation
in Massive MIMO Systems
Song Noh, Michael D. Zoltowski, Youngchul Sung†, and David J. Love
Abstract—In this paper, the problem of pilot beam pattern
design for channel estimation in massive multiple-input multiple-
output systems with a large number of transmit antennas at
the base station is considered, and a new algorithm for pilot
beam pattern design for optimal channel estimation is proposed
under the assumption that the channel is a stationary Gauss-
Markov random process. The proposed algorithm designs the
pilot beam pattern sequentially by exploiting the properties of
Kalman filtering and the associated prediction error covariance
matrices and also the channel statistics such as spatial and
temporal channel correlation. The resulting design generates a
sequentially-optimal sequence of pilot beam patterns with low
complexity for a given set of system parameters. Numerical results
show the effectiveness of the proposed algorithm.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) systems with large-
scale transmit antenna arrays, so called massive MIMO sys-
tems, is one of the key technologies for future wireless commu-
nications. The large size of the transmit antenna array relative
to the number of receive terminals can average out thermal
noise, fast channel fading, and some interference, based on the
law of large numbers [2], [3]. Massive MIMO provides high
data rates and energy efficiency with simple signal processing
because the propagation channels to terminal stations served by
a base station equipped with massive MIMO are asymptotically
orthogonal due to the increased beam resolution [4], [5].
However, in practice, such benefits may be limited by channel
estimation accuracy [6]. This is especially true when full fre-
quency reuse across neighboring cells is adopted; in this case,
pilot contamination [2], [6]–[8] leads to imperfect channel
estimation which, in turn, yields severely degraded system
performance. Furthermore, in contrast to the conventional
MIMO system employing a small number of antennas, the
overhead required for channel estimation for massive MIMO
can be overwhelming and thereby severely limit the above
mentioned benefits of massive MIMO. Since the available
training resources are limited by either the channel coherence
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interval or the amount of interference induced by neighboring
cells, fast and reliable channel estimation with reduced training
overhead is critical to massive MIMO systems.
To tackle the challenge of channel estimation, much of the
prior work focused on time-division duplex (TDD) operation
assumed channel reciprocity [2], [3], [9], and reciprocity
calibration [4] under the assumption of time-invariant channels
within the coherence time. More recently, Wiener prediction
has been employed to mitigate the impact of channel aging
over time under the assumption of time-varying channels [10].
However, in most wireless systems, frequency-division duplex
(FDD) operation is employed, and in this case the problem of
channel estimation becomes more challenging because MIMO
channel sounding requires substantial overhead (such as feed-
back and/or dedicated times for channel sounding) that scales
with the number of antennas. Such overhead can limit the
performance improvement that is expected in massive MIMO
systems. There has been some work on channel estimation and
channel state information (CSI) feedback techniques for FDD
massive MIMO systems, based on compressive sensing [11],
limited feedback [12], [13], and projected channels [14]. Also,
to improve channel estimation performance, the problem of
pilot beam design was investigated for massive MIMO systems
under the assumption of closed-loop training [15], [16].
In this paper, we consider the problem of pilot beam design
for downlink channel estimation in FDD massive MIMO
systems, for the case where the number of symbol times
for channel sounding within a channel coherence time is
typically much less than the number of antennas. To design
efficient pilot beam patterns, we here exploit channel statistics
for massive MIMO systems derived from dynamic channel
modelling [17]–[19] and analytical channel spatial correlation
models [20]–[23]. Since the gain of beamforming in practical
wireless systems is obtained mainly in slowly fading channels,
we focus on slowly fading and exploit the correlated time-
variations in the channel by adopting the widely-used Gauss-
Markov channel model [24]. Under this model, the channel
estimation performance can be enhanced through the use of op-
timal Kalman filtering and prediction that exploits the current
and all previously received pilot signals, thereby shortening
the required time for accurate channel estimation. Our model
also incorporates spatial channel correlation that depends on
both the antenna geometry and the scattering environment;
experimental investigations and analytical studies have con-
firmed that this information is typically available in (massive)
MIMO systems [4], [5], [20]–[23] and is locally1 time-wise
1It means that for a short period of time, the correlation characteristics do
not change much.
2stationary [25]. By exploiting both the channel dynamics and
the spatial correlation, we develop a low-complexity pilot beam
pattern design procedure that provides a sequence of optimal
pilot beam patterns that sequentially minimize the channel
estimation mean square error (MSE) at each training instant
based on a greedy approach. (The definition of sequential
optimality will be provided soon.) The key idea underlying the
proposed method is the joint use of spatio-temporal channel
correlation and signal-to-noise ratio (SNR) combined with the
exploitation of the structure of the error covariance matrices
generated with optimal Kalman filtering under the Gauss-
Markov model, to derive a sequence of optimal pilot beam
patterns for each training period.
This paper is organized as follows: The system model and
background are described in Section II. Section III describes
the proposed pilot beam pattern design method. Practical issues
of implementing the proposed method are discussed in Section
IV. Numerical results are provided in Section V, followed by
conclusions in Section VI.
Notation Vectors and matrices are written in boldface with
matrices in capitals. All vectors are column vectors. For a
matrix A, AT , AH , and A∗ indicate the transpose, Hermitian
transpose, and complex conjugate of A, respectively. tr(A)
and var(A) denote the trace of A and the variance operator,
respectively. vec(A) denotes the column vector obtained by
stacking the elements of A columnwise. [A]i,j denotes the el-
ement of A at the i-th row, and j-th column. diag(a1, · · · , an)
denotes a diagonal matrix with diagonal elements a1, · · · , an,
whereas diag(A) is the column vector containing the diagonal
elements of a matrix A. For a vector a, we use ‖a‖1 for 1-
norm and ‖a‖2 for 2-norm. For two matrices A and B, A⊗B
denotes the Kronecker product, and A  B means that B−A
is positive semi-definite. E{x} represents the expectation of
x. In stands for the identity matrix of size n, and 1 denotes
a column vector with all one elements. R+ denotes the set of
non-negative real numbers. ι =
√−1 is used for the imaginary
number so that i and j may be used as indices.
II. SYSTEM MODEL
A. System Setup
We consider a massive MIMO system with Nt transmit
antennas and Nr received antennas (Nt ≫ Nr), where the
channel is given by an Nr × Nt MIMO system with flat
Rayleigh fading under the narrowband assumption [26] (which
easily extends to the case of wideband frequency-selective
channel when the system adopts OFDM transmission [27]).
The received signal at the k-th symbol time is given by
yk = Hks
∗
k +wk, k = 1, 2, . . . (1)
where sk is the Nt×1 transmitted symbol vector at time k, Hk
is the Nr × Nt MIMO channel matrix at time k, and wk is
the zero-mean independent and identically distributed (i.i.d.)
complex Gaussian noise vector at time k with covariance
matrix σ2wINr , as shown in Fig. 1. (Here, we used the complex
conjugate on sk to keep the notation consistent with (7).)
1) MIMO Channel Correlation Model: For channel corre-
lation, we consider the general Kronecker model that captures
the transmit and receive antenna correlation [21], [22]. The
transmit and receive channel covariance matrices reflect the
geometry of the propagation paths and remain almost un-
changed (locally time-wise) when compared to the rapidly-
varying instant channel realization, since the array response
to the scattering environments changes slowly compared to
the user’s location [25], [28]. Thus, the channel covariance
matrices are assumed to be fixed over the considered time
period for channel estimation, and the considered Kronecker
channel model is given by
Hk = R
1/2
r H˜k(R
1/2
t )
T , (2)
where {H˜k ∈ CNr×Nt , k = 1, 2, · · · } is an ergodic sequence
of random matrices with independent zero-mean Gaussian
elements with some variance, and Rt ∈ CNt×Nt and Rr ∈
CNr×Nr are deterministic transmit and receive correlation
matrices, respectively, i.e., Rt = 1NrE{HHk Hk} and Rr =
1
Nt
E{HkHHk } so that tr(E{HkHHk }) = NtNr. (Case studies
for some channel models are discussed in [29].)
In the downlink training, the channel covariance matrices
can be estimated by subspace estimation methods even without
the knowledge of instantaneous channel state information [30]–
[32], and there also exist methods that estimate the downlink
channel covariance matrix using uplink training in FDD sys-
tems using techniques such as frequency calibration matrix
[33], log-periodic array [34], or duplex array approach [35].
Furthermore, under some circumstances the channel covariance
matrices Rt and Rr are approximately known a priori. For
example, under the virtual channel condition [20], the use of
uniform linear arrays (ULAs) at the transmitter and the receiver
makes Rt and Rr approximately Toeplitz. By extending the
one-ring model introduced by Jakes [27], the spatial correlation
in the flat-fading case can be determined by the physical
environment such as angle spread (AS), angle of arrival (AoA),
and antenna geometry [21]. That is, in the case of a ULA with
the AoA θ and the antenna spacing λD, the channel covariance
matrix is given by
[Rt]i,j =
1
2∆
∫ θ+∆
θ−∆
e−ι2πD(i−j) sin(α)dα, (3)
where λ is the wavelength and ∆ is the AS. (This result can
be extended to two-dimensional or planar arrays [23].) When
the number of transmit antennas grows large, the eigenspace
of Rt is closely approximated by a unitary Discrete Fourier
Transform (DFT) matrix with the support of AoA distribution.
Hereafter, we shall assume that the transmitter and the receiver
have the knowledge of the channel covariance matrices. The
assumption of known Rt will be revisited in Section IV.
2) Channel Variation in Time and Slotted Transmission
Structure: For channel variation in time, we adopt a state-
space model, i.e., the channel dynamic is given by the first-
order stationary Gauss-Markov process [17]–[19], [36]
hk+1 = ahk +
√
1− a2bk (4)
that satisfies the Lyapunov equation
Rh = a
2Rh + (1 − a2)Rb, (5)
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Fig. 1. Massive MIMO system model where λ is the eigenvalues of the
prediction covariance matrix Pk|k−1
and Rh = E{hkhHk } = Rb = E{bkbHk } for all k [25],
where hk := vec(Hk), bk is a zero-mean and temporally in-
dependent plant Gaussian vector, and a ∈ (0, 1] is the temporal
fading coefficient.2 (It is easy to verify that {hk, k = 1, 2, · · · }
is a stationary process under this assumption.) The temporal
fading correlation coefficient a can be estimated [36]–[39],
and we assume that a is known. Then, under the Kronecker
channel model (2) we have
Rh = Rt ⊗Rr. (6)
We assume slotted transmission with M consecutive sym-
bols as one slot which is comprised of a training period of Mp
symbols and a data transmission period of Md symbols so that
M = Mp +Md.
B. Channel Estimation
We consider the minimum mean square error (MMSE)
approach for channel estimation [40] based on the current
and all previous observations during training periods, i.e.,
hˆk|k := E{hk|y(k)p } where y(k)p denotes all received signals
during the pilot transmission up to symbol time k, given by
y(k)p = {yk′ |k′ ≤ k, k′ ∈ Ip},
where Ip := {k = lM +m|l = 0, 1, 2, · · · ,m = 1, · · · ,Mp}.
At each training symbol time, a pilot beam vector (or beam
pattern) sk of size Nt, k ∈ Ip, is transmitted for channel
estimation. During the data transmission period, on the other
hand, the base station sends unknown data with transmit
beamforming based on the estimated channel.3
Note that the received signal model (1) can be rewritten as
yk = S
H
k hk +wk, (7)
where Sk := sk⊗INr is an NtNr×Nr matrix. Then, we have
a state-space model obtained from (4) and (7) and the optimal
2For Jakes’ model, a = J0(2pifDTs) [27], where J0(·) is the zeroth-order
Bessel function, Ts is the transmit symbol interval, and fD is the maximum
Doppler frequency shift.
3Transmit beamforming in FDD requires feedback information for channel
state information (CSI) from the receiver. Thus, the quantized version of the
downlink channel or the index of the quantized version of the channel chosen
from a receiver can be fed back to the base station [41]. In addition, a quantized
(or analog) version of the received training signal yk ∈ CNr can be fed back
to enable channel estimation at the base station [1]. The focus of the paper
is not feedback quantization but optimal design of the pilot beam pattern for
channel estimation.
channel estimation is given by the Kalman filter for this state-
space model [42]. During the training period, the Kalman filter
performs a measurement update step for channel estimation at
each symbol time, where the Kalman channel estimate and the
related error covariance matrices are given by [42]
hˆk|k = hˆk|k−1 +Kk(yk − SHk hˆk|k−1) (8)
Pk|k−1 = a
2Pk−1|k−1 + (1 − a2)Rh, (9)
Pk|k = Pk|k−1 −KkSHk Pk|k−1, (10)
where Kk = Pk|k−1Sk(SHk Pk|k−1Sk + σ2wINr )−1, hˆ1|0 = 0,
and P1|0 = Rh. Here, Pk|k and Pk|k−1 are the estimation and
prediction error covariance matrices, respectively, defined as
Pk|k′ = E
{
(hk− hˆk|k′)(hk− hˆk|k′)H |y(k
′)
p
}
, where hˆk|k′ :=
E
{
hk|y(k
′)
p
}
. During the data transmission period, the channel
is predicted based on the last channel estimate of the previous
training period as [42]
hˆlM+Mp+m|lM+Mp = a
mhˆlM+Mp+m|lM+Mp (11)
PlM+Mp+m|lM+Mp = a
2mPlM+Mp |lM+Mp + (1− a2m)Rh,
where m = 1, . . . ,Md. During the data transmission period,
the predicted channel can be used for transmit beamforming;
for example, eigen-beamforming [2], [43] based on the pre-
dicted channel can be applied for maximum rate transmission.
In the simple case of multiple-input single-output (MISO)
transmission, maximal ratio transmit beamforming based on
the current channel estimate can be applied, and the transmit
signal vector in this case is given by sk =
hˆk|lM+Mp
‖hˆk|lM+Mp‖2
dk,
where dk is the data symbol at symbol time k, k = lM +
Mp+m. From (7) and ∆hk := hk − hˆk|lM+Mp , the received
signal model can be rewritten as
yk = s
H
k hˆk|lM+Mp + s
H
k ∆hk + wk (12)
The second term in (12) denotes the additional noise resulting
from imperfect channel estimation. By using the deterministic
approximation of 1Nt |sHk ∆hk|2 − 1Nt sHk Pk|lM+Mpsk
a.s.−→
Nt→∞
0
[9], the received SNR with the estimated channel is defined as
Received SNR =
|sHk hˆk|lM+Mp |2
sHk Pk|lM+Mpsk + σ
2
w
. (13)
III. THE PROPOSED PILOT BEAM PATTERN DESIGN
In this section, we present our proposed pilot beam pattern
design methods that minimize the channel estimation MSE
associated with optimal Kalman filtering explained in the
previous section. The channel estimation MSE is directly
related to the effective SNR [44] and thus such pilot beam
pattern design can be leveraged to improve the training-based
channel capacity.
A. Greedy Sequential Design
We notice from (11) that the channel estimation error during
the data transmission period depends only on a, Rh and the
4estimation error covariance matrix PlM+Mp|lM+Mp at the last
pilot symbol time. a and Rh are given, but the estimation
MSE at the last pilot symbol time, tr(PlM+Mp|lM+Mp), can
be minimized by properly designing the pilot beam pattern
sequence {sk|k = l′M + m, l′ ≤ l, m = 1, . . . ,Mp}.
Here, since PlM+Mp|lM+Mp is a function of S := {sj|j =
l′M + m,m = 1, · · · ,Mp, j ≤ lM + Mp}, S should be
jointly optimized to minimize the MSE at time k = lM+Mp.
However, this joint optimization is too complicated because
the impact of S on PlM+Mp|lM+Mp is intertwined over time.4
Furthermore, optimal channel estimation at k = lM +Mp for
some l is not the only optimization goal since the MSE at
k = l′M +Mp for each and every l′ should be optimized for
the l′-th data transmission period. Therefore, we first adopt
a greedy sequential optimization approach to design the pilot
beam pattern sequence, which is formally stated as follows.
Problem 1: For each pilot symbol time k starting from 1,
given sj for all pilot symbol time j < k, design sk such that
min
sk
tr
(
Pk|k
) (14)
s.t. ‖Sk‖2F = Nr‖sk‖22 = Nrρp. (15)
The solution to Problem 1 is given by the following proposi-
tion.
Proposition 1: Given all previous pilot signals sj (j < k),
i) in the MISO case, the pilot beam pattern sk at time k
minimizing tr(Pk|k) is given by a scaled dominant eigenvector
of the error covariance matrix Pk|k′ of the Kalman prediction
for time k [1], and
ii) in the MIMO case, if the Kalman prediction error
covariance matrix Pk|k′ for time k is decomposed as
Pk|k′ = (U⊗V)diag(Λ1, · · · ,ΛNt)(U ⊗V)H , (16)
where U ∈ CNt×Nt and V ∈ CNr×Nr are unitary matrices,
and Λi ∈ RNr×Nr+ is a diagonal matrix with nonnegative real
elements,5 then a locally optimal pilot beam pattern sk at time
k for minimizing tr(Pk|k) is given by a scaled version of a
column vector of the unitary matrix U in (16).
Proof: See Appendix A.
Interestingly, it can be shown in the MISO case that the
pilot beam pattern sk obtained from (33) is equivalent to the
first principal component direction of Pk|k−1 given by
argmax‖sk‖22=ρp var
(
sHk (hk − hˆk|k)
)
. (17)
As seen in the proof, in the MIMO case, it is not easy to
obtain a globally optimal solution, but the obtained locally
optimal solution yields a nice property that can be exploited
to derive an efficient pilot beam pattern design algorithm. Note
that to obtain the (sequentially) optimal sk, we need to perform
4The difficulty in applying standard dynamic programming (DP) [45] to the
problem is that the contribution of sk at time k to the cost function is not
localized at time k. It affects the so-called branch metric at time k and all the
following branch metrics.
5This assumption will be verified shortly in Proposition 2.
the eigen-decomposition (ED) of Pk|k′ at each pilot symbol
time k, and this can be computationally expensive since Nt
is large for massive MIMO systems. However, due to the
following proposition regarding the eigen-space of the Kalman
prediction error covariance matrix associated with Proposition
1, we can eliminate such heavy complexity burden when
designing a sequentially optimal pilot beam pattern sequence.
Proposition 2: The Kalman filtering error covariance matrix
Pk|k and the Kalman prediction error covariance matrix Pk|k′
generated by sequentially optimal sk given by Proposition 1
are simultaneously diagonalizable with Rh for any k and k′(<
k), under the assumption of P1|0 = Rh = Rt ⊗Rr.6
Proof: Proof is by induction. Let Rt = UΣUH and Rr =
VΓVH be the ED of Rt and Rr, respectively. Then, P1|0 =
(U⊗V)Λ(1)(U ⊗V)H , where Λ(1) = Σ⊗ Γ.
For any pilot symbol time k = lM +m (m = 1, . . . ,Mp),
suppose that the Kalman prediction matrix for time k is given
by Pk|k−1 = (U⊗V)Λ(k)(U⊗V)H , whereU ∈ CNt×Nt and
V ∈ CNr×Nr are unitary matrices, and Λ(k) ∈ RNtNr×NtNr
is a diagonal matrix given as
Λ(k) = diag(Λ(k)1 , · · · ,Λ(k)Nt ). (18)
By Proposition 1, sk is given by a scaled version of a column
vector uik of U, i.e., sk =
√
ρpuik with
ik := argmax
i
tr
{
(ρpΛ
(k)
i + σ
2
wINr )
−1ρp(Λ
(k)
i )
2
}
. (19)
Then, from the measurement update (10), Pk|k is given by
Pk|k = (U⊗V)
{
Λ(k) − (eikeTik)⊗[
ρpΛ
(k)
ik
(
ρpΛ
(k)
ik
+ σ2wINr
)−1
Λ
(k)
ik
]}
(U⊗V)H
=: (U⊗V)Λ¯(k)(U⊗V)H , (20)
where Λ¯(k) is a diagonal matrix with nonnegative elements.
(See Appendix B for details.) Thus, Pk|k and Pk|k−1 are
simultaneously diagonalizable. Since Rh = Rt ⊗ Rr =
(U⊗V)Λ(1)(U⊗V)H , Pk+1|k from the prediction step (9)
is also simultaneously diagonalizable with Rh since Pk|k is
simultaneously diagonalizable with Rh.
Now consider a symbol time k during the first data trans-
mission period. In this case, the prediction error covariance
matrix is given by
PMp+m|Mp
= a2mPMp|Mp + (1− a2m)Rh (21)
= (U⊗V)(Λ(1) − a2m(Λ(1) − Λ¯(Mp)))(U ⊗V)H ,
where m = 1, . . . ,Md and Λ¯
(Mp) is defined in (20). Thus, any
prediction error covariance matrix during the first data period
is simultaneously diagonalizable with Pk|k for k ≤Mp. Since
this Kalman recursion repeats, we have the claim. 
6Such an initial parameter is a typical value for the Kalman filter, and there
will be no loss [45].
5Note that the assumption (16) is valid under the Kronecker
channel correlation model together with the pilot beam pattern
selection proposed in Proposition 1. Proposition 2 states that
all Kalman error covariance matrices under the sequentially
optimal pilot beam pattern design have the same set of eigen-
vectors as Rh. This has an important practical implication:
in each pilot transmission period, the base station transmits
a pilot beam pattern at time k chosen from a fixed set of
orthogonal beam patterns, i.e., the transmit eigenvectors ofRh,
according to some order depending on {Λ(k)i , i = 1, · · · , Nt}(defined in (18)). Note that (20) shows how a sequentially
optimal pilot beam pattern at time k reduces the channel
estimation error by changing the eigenvalue distribution from
Λ(k) to Λ¯(k) with the measurement update step (only the ik-th
subblock is updated as Λ¯(k)ik = σ
2
w(ρpΛ
(k)
ik
+ σ2wINr)
−1Λ
(k)
ik
),
and (21) shows how the eigenvalues of the channel prediction
error covariance matrix change (from Λ¯(k) to Λ(k+m)) during
the pure prediction period. Exploiting these facts, we propose
an efficient algorithm to obtain the sequence of sequentially
optimal pilot beam patterns to minimize the channel estimation
MSE at each symbol time. The algorithm is summarized in
Algorithm 1.
Algorithm 1 Sequentially Optimal Pilot Beam Pattern Design
Require: Perform the ED of Rt = UΣUH and Rr =
VΓVH , and Rh = Rt ⊗Rr. Store λ(1) = diag(Σ ⊗ Γ),
and U = [u1, · · · ,uNt ].
λ = λ(1) and partition λ = [λT1 , · · · ,λTNt ]T
while l = 0, 1, · · · do
for m = 1 to M do
k = lM +m
if m ≤Mp then
ik = argmaxi
∑Nr
j=1
ρpλ
2
ij
ρpλij+σ2w
(See (19) and (39).)
sk =
√
ρpuik
λik ← σ2wλik ./(ρpλik + σ2w1) (Step *)
end if
λ← a2λ+ (1− a2)λ(1) (Step **)
end for
end while
(Here, ./ denotes the element-wise division and λij is the j-th
element of λi. Step * incorporates the measurement update
step (20) and Step ** incorporates the prediction step (21).)
In Algorithm 1, the Kalman filtering error covariance matrix
tr(Pk|k) is minimized at each time k with the hope that such
a sequence minimizes the channel estimation MSE at the end
of the pilot period of a slot. Since the important estimation
measure is the estimation error at the end of the pilot period
of each slot (which affects the channel estimation quality for
the data transmission period under the time-varying channel
assumption, as seen in (11)), we consider a modification
to Algorithm 1 to design a pilot beam pattern sequence,
targeting at the estimation error only at lM +Mp for the l-th
transmission block.
Problem 2: For each pilot symbol time k = lM+m starting
from 1, given si for all pilot symbol time i < k, design sk
such that
min
sk
tr
(
PlM+Mp |k
) (23)
s.t. ‖Sk‖2F = Nr‖sk‖22 = Nrρp, (24)
where lM + Mp is the end of the pilot period to which k
belongs.
Since we have
PlM+Mp |k = a
2(Mp−k)Pk|k + (1− a2(Mp−k))Rh, (25)
the solution to Problem 2 is given by minimizing tr(Pk|k) and
Algorithm 1 can be used for this purpose too.
B. Pilot Power Allocation
In the pilot beam pattern design in Section III-A, we
considered equal pilot power for each pilot symbol time. We
relax the equal-power constraint here and consider the pilot
beam pattern design problem again.
pi1 p
i
2 p
i
|Ki|
p¯i
ki1 k
i
2
ki
|Ki|−1
ki
|Ki|
Mp
(a)
(b)
Fig. 2. The use of the i-th transmit eigenvector ui as the pilot beam in a
slot where kij ∈ Ki and p¯i = Mp − ‖pi‖1: (a) ui is not used and (b) ui is
used.
First, we will derive a necessary condition of an optimal
pilot beam sequence that is useful for further pilot design. (This
condition is given in Proposition 3.) To do so, let us first define
some notations. For 1 ≤ i ≤ Nt, let Ki = {k|sk = √ρkui} =
{ki1, ki2, · · · , ki|Ki|} ⊂ {lM + 1, . . . , lM + Mp} be the time
index set in the l-th slot for which the i-th transmit eigenvector
ui (obtained from Rt = UΣUH and U = [u1, · · · ,uNt ]) is
used as the pilot beam pattern. Note that some eigenvectors
may not be used as the pilot beam pattern depending on the
channel statistics. Under the assumption that the transmitter
has total power Mpρp for the pilot transmission period, we
denote by ρkij the pilot signal power for the use of the i-th
transmit eigenvector at time kij ∈ Ki and define a pilot interval
vector pi =
[
pi1, p
i
2, · · · , pi|Ki|
]T
as shown in Fig. 2. The
following proposition provides a property regarding optimal
pilot power allocation.
Proposition 3: An optimal pilot beam pattern sequence
minimizing tr(PlM+Mp |lM+Mp) in the l-th slot should satisfy
the condition that all the pilot power for a transmit eigen-
direction is allocated to the last use of the eigen-direction in
the slot. That is, one transmit eigen-direction should not appear
more than once in the pilot period of each slot.
Proof: See Appendix C.
Now consider the problem of joint design of beam patten
index selection and power allocation. As seen in Section III
6tr(PlM+Mp|lM+Mp) =
∑
i:|Ki|=1
tr(Λ¯(lM+Mp)i ) +
∑
i:|Ki|=0
tr(Λ¯(lM+Mp)i )
=
∑
i:|Ki|=1
tr
(
a
2(lM+Mp−k
i) σ
2
wΛ
(ki)
i
ρkiΛ
(ki)
i + σ
2
wINr
+ (1− a2(lM+Mp−ki))Λ(1)i
)
+
∑
i:|Ki|=0
tr(Λ¯(lM+Mp)i )
∝
∑
i:|Ki|=1
tr
(
a2(lM+Mp−k
i)σ2wΛ
(ki)
i
ρkiΛ
(ki)
i + σ
2
wINr
)
, (22)
where Λ(k
i)
i = a
2(ki−lM−1)
Λ
(lM+1)
i + (1− a2(k
i−lM−1))Λ
(1)
i .
the pilot beam pattern sequence design is a difficult problem
even with fixed pilot power. In the case of pilot beam pattern
sequence design with power control, we have a more compli-
cated situation. Our approach to this complicated joint design
problem is to separate the beam pattern index selection and the
power allocation, although it is suboptimal. We again use the
sequential beam pattern index selection based on (19) together
with Proposition 3, but now we do not know the allocated pilot
power beforehand. To circumvent this difficulty, we exploit the
property of the argument in (19). Note that the argument in (19)
is an increasing7 function of Λ(k)i for any positive ρp. Hence,
if we choose Λ(k)i′ s.t. Λ
(k)
i′  Λ(k)i for all i 6= i′, this index i′
is optimal. Note that for this selection method, we do not need
the knowledge of the current pilot power ρk at time k (ρp in
the case of (19)). However, there may not be such an index
and hence, we replace this majorization criterion with a simple
trace criterion since all the elements Λ(k)i are non-negative.(Having the maximum trace is at least a necessary condition
for being the majorizing index.) Based on this, we propose to
choose the beam pattern index at time k to minimize tr(Pk|k)
(or equivalently tr(PlM+Mp|k) as follows. First, consider time
k = lM +1 under the assumption that the pilot sequence and
power is already determined for the previous slots. We choose
i1 := argmaxi tr(Λ
(1)
i ). With the first index selected, consider
k = lM+2. Now, applying the condition of Proposition 3, we
choose i2 := argmaxi/∈{i1} tr(Λ
(2)
i ). This is possible without
knowing ρlM+1 since only Λ(2)i1 is affected by ρlM+1 and i1
is not considered from k ≥ lM + 2. Then, we proceed to
k = lM + 3. In this way, we can choose i1, · · · , iMp without
knowing ρlM+1, · · · , ρlM+Mp based on the trace criterion and
Proposition 3. For a selected index i, Ki = {ki1} and for an
unselected index i, Ki = ∅. Then, we have
∑Nt
i=1 |Ki| ≤Mp.(Let us use ki for ki1.) Once i1, · · · , iMp are determined, the
optimization goal tr(PlM+Mp|lM+Mp) is given by (22).
Based on (22), the pilot power optimization problem is
formulated as
min
ρ
∑
i:|Ki|=1
tr
(
a2(lM+Mp−k
i)σ2wΛ
(ki)
i
ρkiΛ
(ki)
i + σ
2
wINr
)
(26)
s.t. ‖ρ‖1 = Mpρp, ρki ≥ 0, (27)
where ρ = [ρlM+1, . . . , ρlM+Mp ]T . The problem (26) can be
7A real-valued function φ defined on some set H of n × n Hermitian
matrices is increasing on H if A  B⇒ φ(A) ≤ φ(B), whenever A,B ∈
H [46, Ch. 16].
solved by water-filling power allocation [47] (see Appendix E
for details), and the corresponding algorithm is summarized
in Algorithm 2. In the MIMO case, ρ needs to be solved
numerically from (61), whereas in the MISO case we have
a closed-form solution given by
ρki =
(
alM+Mp−k
i σw√
ν
− σ
2
w
λ
(ki)
i
)+
, (28)
where (·)+ = max(·, 0) and ν is evaluated from the power
constraint (27).
In high and low SNR regimes, the optimal power allocation
can be approximated by simpler forms:
Case 1) High SNR: ρkiλ(k
i)
ij ≫ σ2w
ρki =
Mpρp(1 − a)
1− aMp a
Mp−k
i
, (29)
where λ(k
i)
ij is the j-th diagonal element of Λ
(ki)
i .
Case 2) Low SNR: ρkiλ(k
i)
ij ≪ σ2w
ρki′ = Mpρp (30)
i′ = argmaxi:|Ki|=1 tr
(
a2(lM+Mp−k
i)Λ
(ki)
i
)
.
In the special case of static channels, i.e., a = 1, the
proposed power allocation strategy covers the result of Kotecha
and Sayeed [48], which considers the MMSE channel estima-
tion with power control for quasi-static channels.
C. Block-fading Channel Model
In this subsection, we consider a block Gauss-Markov fading
channel model under which the channel is constant for each
slot, i.e., hk = hl for k = lM +m (m = 1, 2, · · · ,M), but
varies continuously across slots according to hl+1 = ahl +√
1− a2bl. We assume that the base station equipped with
Nt antennas serves a single-antenna terminal for simplicity [2];
each coherence time block of M symbols is composed of a
training period of Mp symbols and a data transmission period
of Md symbols; and Mp < Nt. By stacking Mp symbols
during the l-th training period, we have the received signal
yl ∈ CMp , given by
yl = S
H
l hl +wl, (31)
where yl = [ylM+1, . . . , ylM+Mp ]T and Sl =
[slM+1 · · · slM+Mp ]. We further assume that SHl Sl = ρpIMp
7Algorithm 2 Sequential Pilot Beam Pattern Design with Power
Allocation
Require: Perform the ED of Rt = UΣUH and Rr =
VΓVH where Rh = Rt ⊗Rr. Store λ(1) = diag(Σ⊗Γ),
and U = [u1, · · · ,uNt ].
λ = λ(1) and partition λ = [λT1 , · · · ,λTNt ]T
while l = 0, 1, · · · do
Ki = ∅ for 1 ≤ i ≤ Nt
for m = 1 to Mp do
k = lM +m
ik = argmaxi:not used in this slot
∑
j λij , where λij is
the j-th element of λi, i.e.,
∑
j λij = tr(Λi).
Set Kik = k
λ← a2λ+ (1− a2)λ(1)
end for
Obtain the power allocation ρ by solving (26).
for i = 1 to Nt do
if |Ki| = 1 then
ski =
√
ρkiuik
end if
end for
for m = 1 to M do
Perform Kalman measurement update and prediction
with the obtained {sk} to track the correct error co-
variance matrix.
end for
end while
Note that in the first for-loop, the measurement update step
is not implemented since we do not choose the used eigen-
direction index again and thus we only need the prediction
steps to select the eigen-direction indices.
[44], [49]. The following proposition provides a property of
optimal Sl under the block-fading channel model.
Proposition 4: Given all previous pilot signals Sl′ (l′ < l),
the pilot beam signal Sl at the l-th training period minimizing
tr(Pl|l) is given by the scaled version of the Mp dominant
eigenvectors of the Kalman prediction error covariance matrix
Pl|l−1 for the l-th training period.
Proof: See Appendix D.
As in the symbolwise Gauss-Markov channel model, all
Kalman prediction error covariance matrices that are used for
the orthogonal pilot beam pattern design have the same set of
eigenvectors of Rh, i.e., Rh, Pl|l and Pl|l′ are simultaneously
diagonalizable. (Proof is omitted since it can be shown simi-
larly as in Proposition 2.) Thus, the proposed algorithm in the
previous section can easily be extended to the block-fading
Gauss-Markov channel model. Previously, it was proposed by
some other researchers that the Mp dominant eigenvectors of
Rh are used for the Mp pilot symbol times for every slot
under the block i.i.d. fading model [48]. However, in our
proposed method, we use for the Mp pilot beam patterns in
the l-th slot the Mp dominant eigenvectors of Pl|l′ instead of
Rh to incorporate channel dynamics and to track the most
efficient Mp eigen-directions over time. Note that the full set
of eigenvectors is the same for Rh and Pl|l′ and that Rh does
not change over time under the considered stationary Gauss-
Markov channel model. This tracking feature of the proposed
method yields a significant gain over the previous method in
time-varying channels when the channel dynamic is known, as
seen in Section V.
IV. DISCUSSION: PRACTICAL IMPLEMENTATION AND
MULTI-USER SCENARIO
In this section, we make some comments relative to practical
implementation of our proposed pilot design and channel
estimation scheme in real-world massive MIMO systems.
First, consider the type and amount of feedback necessary
for a massive MIMO system. One approach is to have the
mobile station estimate the full channel state vector and feed
that back to the base station. For a massive MIMO system,
this approach requires a large amount of feedback and may
be difficult to implement in practice. Alternatively, the mobile
station may simply feed back the received signal yk ∈ CNr at
each time instant, i.e., have the mobile station effectively trans-
mit back the inner product between the current beamforming
vector and the current channel state vector plus noise, and use
that information to form an estimate of the channel at the base
station [1]. The latter method is more effective in terms of the
amount of feedback and does not require any modifications to
the algorithm proposed in this paper.
Second, consider the estimation of the channel fading coeffi-
cient a in the channel time-varying model (4). Since a depends
on the mobile speed of the receiver, it can be estimated by
using the uplink received signal directly [36]–[39]. (A simple
correction due to the uplink and downlink carrier frequency
difference in FDD systems should be applied.) This problem
falls into the general area of system identification of state-
space models. Especially, blind techniques based on subspace
approaches can be applied here. Interested readers are referred
to [39, Section 2].
Next, throughout the paper, we assume that the downlink
channel covariance matrix Rh is known to the system. If Rh
is estimated at the receiver (mobile station) and fed back to
the base station through some control channel, the feedback
overhead may be significant. Fortunately, there exist methods
that can circumvent this difficulty. One way is to estimate
the downlink channel covariance matrix Rh from the uplink
channel covariance matrix [33]–[35].8 The downlink Rh can
be estimated from the uplink channel covariance matrix even
though they are a bit separated in the frequency domain in the
FDD case. Interested readers are referred to [33]–[35].
Furthermore, we here propose even a simpler method to
obtain Rh based on the one ring model and the Toeplitz
distribution theorem for 1-dimensional or 2-dimenional large
uniform arrays. Consider a 1-dimensional large uniform array
with Nt antenna elements for simplicity. Each element of
the array performs spatial-sampling of the signal. Thus, if
we view these spatial samples as discrete-time samples, the
8Note that in the MISO downlink case, the uplink is SIMO. In the time-
domain duplex (TDD) case, the uplink and downlink channel covariance
matrices are the same.
8conventional (discrete-time) frequency domain corresponds
to the virtual angle domain.9 For the one-ring model with
a uniform array under a far-field assumption, the channel
covariance matrix Rh is Toeplitz [23]. It is known that when
the size of a Toeplitz covariance matrix is large, the Toeplitz
matrix can be eigen-decomposed by a DFT matrix, which is
known as the Toeplitz distribution theorem [23], [50], [51],
i.e., Rh ≈ FDFH where F is a DFT matrix and D is a
diagonal matrix that contains the virtual angular power spectral
values. (This is why the eigen-decomposition of a Toeplitz
covariance matrix is also called the spectral decomposition.)
For a one-ring model with angle-of-arrival (AoA) and angle-
dispersion (∆), the elements of D are non-zero only for the
angle spectrum (AoA−∆, AoA+∆). Thus, when AoA and
∆ are given, Rh can be constructed from the corresponding
columns of F and the angular power spectral values. Note that
the k-th column of F is given by
1√
N
[1, eι1ξk2π/N , eι2ξk2π/N , · · · , eι(N−1)ξk2π/N ]H . (32)
This is simply the steering vector for the physical angle
θk = sin
−1(ξkλ/d). Under the model, the channel is given
by a random linear combination of column vectors or steer-
ing vectors with the form (32) looking at the angle range
(AoA − ∆, AoA + ∆). (Channel estimation in the previous
sections is nothing but estimation of these random linear
combination coefficients.) The AoA can be estimated from
the uplink signal model (there are numerous practical AoA
or DoA estimation algorithms) and ∆ can be pre-measured or
predetermined for each carrier frequency by reflecting the typ-
ical scattering environment. The angular power spectrum can
also be estimated based on one of typical spectral estimation
methods [52]. Here, the angular power spectrum is estimated
by using the uplink signal and a correction similar to those in
[33]–[35] can be applied to obtain a downlink counterpart.
Simulations will be presented towards the end of the next
section in which the pilot beam patterns are approximated by
DFT vectors without much loss in performance.
In summary, the proposed pilot design and channel estima-
tion method can be run in the following practical way:
1) first estimate the AoA based on the uplink signal and
selects the columns of F corresponding to (AoA −
∆, AoA +∆);
2) estimate the angular power profile for (AoA −
∆, AoA +∆) from the uplink channel response [52],
and finally obtain a downlink power profile via cor-
rection [33]–[35]. This downlink angular power profile
gives λ(1) in Algorithm 1;
3) estimate the mobile speed of the terminal (i.e., a) based
on the uplink by using one of system identification
algorithms [36]–[39]; and
4) finally run one of the algorithms in the previous sec-
tions. (By reciprocity, the AoA and the terminal velocity
are the same for the up and down links.)
9The virtual angle ξ is related to the physical angle θ by ξ = d
λ
sin(θ),
where d is the antenna spacing and λ is the carrier wavelength. When d/λ =
1/2, −π
2
≤ θ ≤ π
2
corresponds to − 1
2
≤ ξ ≤ 1
2
.
Finally, consider the multi-user case. Note that the system
model (1) is for a single-user MIMO channel. However, many
of current real-world wireless communication systems as those
in 3GPP support user-dedicated pilot and control channels in
addition to a common pilot and control channel for effective
channel estimation for each user. Thus, the proposed method
can be applied to these dedicated pilot channels. Furthermore,
the proposed method can well be combined with the re-
cently proposed joint spatial division and multiplexing (JSDM)
framework for multiuser massive MIMO systems [23]. In the
JSDM, the multiple users (MU) in a sector are partitioned into
groups each of which has approximately the same channel
covariance matrix. (Each set of the partition can be viewed
as a virtual subsector.) Here, if the groups or subsectors are
sufficiently well separated in the AoA domain, the dominant
eigenvectors of the channel covariance matrices become lin-
early independent for different groups. To serve MU-MIMO
in the same time-frequency slot, we can choose the users that
have non-overlapping supports of their AoA distribution as in
[23]. Then, the optimal pilot beam patterns become different
and orthogonal among non-overlapping groups. In this case,
the system model (1) can be regarded as the signal model for
a scheduled user in one of the non-overlapping subsectors of
the overall multi-user downlink.
V. NUMERICAL RESULTS
In this section, we provide some numerical results to evalu-
ate the performance of the proposed algorithms. We considered
Nt ∈ {32, 250} transmit antennas and Nr ∈ {1, 2} receive
antennas for our massive MIMO systems. We adopted 2.5GHz
carrier frequency and 100µs symbol duration with a typical
mobile speed range from v = 3km/h (a = 0.9999) to
30km/h (a = 0.9995). For all considered pilot design meth-
ods, we used Kalman filtering and prediction for the channel
estimator. To evaluate the channel estimation performance, we
computed the normalized mean square error (NMSE), given by
1
tr(Rh)
tr(Pk|k). The pilot symbol SNR was defined as ρp/σ2w,
the data symbol SNR was defined as ρd/σ2w, and the two SNR
values were the same throughout the simulation. The noise
variance σ2w was determined according to the SNR value with
ρp = ρd = 1, and the received SNR is defined as (13), which
incorporates the effect of beamforming gain and imperfect
channel estimation. The channel estimation performance for
each of the considered methods was averaged over 1, 000
Monte Carlo runs.
First, we considered the exponential correlation model for
channel spatial correlation, given by [Rt]i,j = r2|i−j|t and
[Rr]i,j = r
2|i−j|
r , where rt and rr are the transmit and
receive correlation coefficients between two adjacent antenna
elements, respectively (rt = rr = r for simplicity). Since the
phase of r is irrelevant to the eigenvalues of Rh, we assume
without loss of generality that the phase of r is fixed to be zero
(i.e., r ∈ R). Fig. 3 shows the channel estimation performance
of several pilot pattern design methods [49] for the exponential
channel correlation model with r = 0.6, Nt = 32, and Nr = 2.
The performance of the Mp dominant eigenvectors of Rh as
the Mp pilot beam patterns for every pilot period is also shown.
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Fig. 3. NMSE and a lower bound on achievable rate versus time index k:
M = 10, Mp = 4, σ2w = 10
−1.5
, Nt = 32, Nr = 2, r = 0.6, and
v = 3km/h (The dotted rectangles denote pilot transmission periods.)
It is seen that the proposed algorithm tracks the channel state
fast due to the ability of the proposed method’s tracking the
spectral distribution of the channel MSE. Thus, the proposed
method converges more quickly. The use of orthogonal or
random beam patterns (which span the overall space) yields
reasonable performance with slightly increased convergence
time compared to the proposed method. In the case of the fixed
Mp dominant eigenvectors of Rh for the pilot beam pattern
in every pilot period, one can only minimize the channel MSE
along the fixed Mp eigen-directions, and the coverage of only
Mp fixed eigen-directions in the space is not enough for very
large Nt when Mp is small. Hence, the channel estimation
MSE performance of the fixed pilot beam pattern method is
saturated quickly. By replacing the channel estimation error
plus noise with independent additive Gaussian noise during
the data transmission phase [44], we showed the training-based
lower bound on achievable data rate in Fig. 3. The proposed
method also guarantees a good (average) lower bound on
achievable rate due to precise channel estimation.
Next, we considered the (more realistic) one-ring channel
model which well models typical cellular configurations [21],
[23]. The channel spatial correlation with a ULA is given
by (3) and depends on AoA θ and AS ∆, and this model
can be extended to the 2-dimensional array case (See [21]
for details.) Indeed, we considered a transmitter employing
a 10 × 25 uniform planar array (UPA) on half-wavelength
lattice, D = 12 with Nr = 1. In order to compute the
vertical and horizontal channel covariance matrices RV ,RH ,
we assume that the transmit antenna is located at an elevation
of h = 60m, the scattering ring of the receiver has radius
r = 30m, and the distance from the transmitter is s = 100m.
The path loss between the transmitter and the receiver is given
by (1 + ( sd0 )
α)−1, where the path loss exponent is set as
α = 3.8 and the reference distance is set as d0 = 30m.
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Fig. 5. NMSE versus time index k where M = 15, Mp = 10, and v =
3km/h
Then, the parameters for the channel covariance matrices RV
and RH are given by ∆V = 12
(
arctan( s+rh )− arctan( s−rh )
)
,
θV =
1
2
(
arctan( s+rh ) + arctan(
s−r
h )
)
, ∆H = arctan(
r
s ),
and θH = π6 . Finally, the channel covariance matrix is given by
Rh = RH ⊗RV [23]. Fig. 4 shows the empirical cumulative
distribution function (CDF) of the eigenvalues of Rh obtained
in the above, and exhibits rank-deficiency in the spatial channel
covariance matrices due to local scattering around the receiver.
Note that 70 % to 80% of the eigenvalues are zero.
Fig. 5 shows the performance of the two proposed algo-
rithms for the considered one-ring channel model: one with
fixed pilot power and the other with pilot power design. It
is seen that proper power allocation can enhance the channel
estimation performance especially both in low SNR and initial
tracking periods, but the performance gain is small and the
two methods yield almost the same performance at the steady
state. Thus, simpler Algorithm 1 with fixed pilot power can be
used without much performance loss.
Fig. 6 shows the channel estimation performance of sev-
eral pilot pattern design methods for the considered one-
ring model. It is seen that the proposed method (Algorithm
1) significantly outperforms other pilot design methods both
in the transient and steady-state behaviors. Especially, the
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Fig. 6. NMSE and received SNR versus time index k where M = 5, Mp = 1, σ2w = 10−1.5, and v = 3km/h
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Fig. 7. BER performance where M = 5, Mp = 1, and v = 3km/h
proposed method yields a received SNR loss of approximately
3dB compared to the perfect channel state information case
during the transient tracking phase. Orthogonal and random
pilot beam patterns are ineffective since they span all the
Nt-dimensional space and such patterns cannot capture the
dominant channel uncertainty in space at each pilot symbol
time [1]. The fixed Mp eigen-direction method outperforms the
random or orthogonal pilot design methods in the beginning.
This is because the estimated channel from the fixed Mp eigen-
direction pilot design is a linear combination of the fixed Mp
eigen-directions, and the use of this channel estimate as the
beamforming direction yields a rough channel matching in the
begining. However, as time goes, the channel estimation in the
limited subspace is not enough for accurate channel estimation,
and this yields the performance saturation. To assess the actual
system performance loss due to channel estimation error, we
investigated the bit error rate (BER) performance. Fig. 7
shows the BER performance based on the estimated channel
corresponding to Fig. 6 for the same setup. It is seen that
the proposed method significantly outperforms other methods.
Note that the channel MSE performance directly affects on the
BER performance.
We also investigated the performance variation due to the
mobile speed. Fig. 8 shows the steady-state performance of
several pilot beam pattern design methods and the correspond-
ing Kalman filtering channel estimation channel as the mobile
velocity v varies from 0km/h to 30km/h. Note that the
proposed design yields much better performance in the case
of fast-fading when compared to the other design methods.
Finally, we evaluated the proposed design in the considered
one-ring model using the Rt estimation method based on
the DFT matrix and the Toeplitz distribution theorem (TDT)
presented in Section IV. Fig. 9 shows the received SNR
performance. (Here, we used the block-fading channel Gauss-
Markov model in Section III-C since this case was not covered
so far, but the performance is not much different from the same
for the symbol fading case.) We assumed that AoA and ∆
are known. It is seen that the DFT/TDT-based method yields
almost the same performance as the proposed algorithm with
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(a) Channel estimation (b) Received SNR
Fig. 8. NMSE and SNR versus the terminal velocity v where M = 2, Mp = 1, and σ2w = 10−1.5
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Fig. 9. Received SNR versus slot index l where M = 5, Mp = 2, σ2w =
10−1, and v = 3km/h
perfectly known Rh! Thus, the simple practical estimation
of Rh based on the DFT and the TDT seems to work well.
Here, to overcome the drawback of the method of using the
fixed Mp dominant eigenvectors of Rh, we also considered a
modified method that initially chooses Lp (> Mp) dominant
eigenvectors of 250 × 250 Rh and uses Mp patterns out of
the chosen Lp patterns in a round-robin manner. Lp = 50 was
used for Fig. 9. Note that up to the first 5 slots the modified
method almost tracks the proposed method. This means that
roughly 10 eigen-directions out of Lp = 50 are most significant
and contain most of the channel power. Hence, if Lp were 10,
the performance of the modified method should be very good
and be comparable to that of the proposed method. However,
the problem here is that one does not know the number
of dominant eigen-directions containing most of the channel
power a priori with a proper threshold level. One can view
that the proposed algorithm exploits both the most significant
eigen-direction and the channel power of each direction over
time.
VI. CONCLUSIONS
We have considered the problem of pilot beam pattern
design for massive MIMO systems, and proposed a new
method for pilot beam pattern design for massive MIMO
systems, based on the stationary Gauss-Markov channel model,
by exploiting channel statistics such as temporal and spa-
tial channel correlation that can be used for better system
performance. The proposed method yields a greedy (i.e.,
sequentially optimal) sequence of pilot beam patterns with
low computational complexity by exploiting the properties of
the Kalman filtering and prediction error covariance matrices.
Furthermore, we have considered the joint design problem of
pilot beam pattern and pilot beam power and the extension
of the proposed method to the case of the block Gauss-
Markov channel model. Numerical results have validated the
effectiveness of the proposed algorithm, and it is shown that the
proposed pilot design method significantly outperforms other
pilot design methods especially under the realistic one-ring
channel correlation model.
APPENDIX
A. Proof of Proposition 1
See [1] for the MISO case. We here prove the MIMO case.
Case 1) k 6= lM + 1: From (10), argminsk tr(Pk|k) can
be written as
argmax
sk
tr
(
Pk|k−1Sk(S
H
k Pk|k−1Sk + σ
2
wINr)
−1SHk Pk|k−1
)
.
(33)
Since tr(ABC) = tr(BCA) and Sk = sk ⊗ INr , the cost
function in (33) can be rewritten as
J = tr
((
(sk ⊗ INr )HPk|k−1(sk ⊗ INr) + σ2wINr
)−1
(sk ⊗ INr )HP2k|k−1(sk ⊗ INr)
)
. (34)
Since the Kalman prediction error covariance matrix Pk|k−1 =
(U ⊗ V)Λ(U ⊗ V)H by the assumption, where Λ =
diag(Λ1, · · · ,ΛNt), U ∈ CNt×Nt and V ∈ CNr×Nr , and
since the columns of U = [u1, · · · ,uNt ] span CNt , we have
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sk =
∑Nt
i=1 ciui, where
∑
i |ci|2 = ρp, and (34) can be
rewritten as
J = tr
{([
UHsk ⊗VH
]H
Λ
[
UHsk ⊗VH
]
+ σ2wINr
)−1
(
UHsk ⊗VH
)H
Λ2
(
UHsk ⊗VH
)}
= tr
{([
(
∑
iciei)⊗VH
]H
Λ
[
(
∑
iciei)⊗VH
]
+ σ2wINr
)−1
(
(
∑
iciei)⊗VH
)H
Λ2
(
(
∑
iciei)⊗VH
)} (35)
= tr
{(∑
i|ci|2Λi + σ2wINr
)−1(∑
i|ci|2Λ2i
)}
, (36)
where ei is the i-th unit vector, and the last step (36) holds
because (
ei ⊗VH
)H
Λp
(
ej ⊗VH
)
= δijVΛ
p
iV
H , (37)
where p ∈ {1, 2} and δij is the Kronecker delta. The cost
function (36) can be rewritten as
J(c1, · · · , cNt) =
Nr∑
j=1
∑
m |cm|2λ2mj∑
n |cn|2λnj + σ2w
, (38)
where Λi = diag(λi1, · · · , λiNr ). The Lagrangian of the
optimization of (38) is given by
L =
Nr∑
j=1
∑
m |cm|2λ2mj∑
n |cn|2λnj + σ2w
+ ν
(∑
m
|cm|2 − ρp
)
,
where ν is a Lagrange dual variable. The Karush-Kuhn-Tucker
(KKT) conditions of the optimization of (38) are given by
0 =
∂L
∂c∗i
=
∑
j
ciλ2ij(
∑
n |cn|
2λnj + σ2w)− ciλij(
∑
m |cm|
2λ2mj)
(
∑
n |cn|
2λnj + σ2w)
2
+ νci.
It is easy to verify that ci′ = ρpeιθ for some i′ ∈
{1, 2, · · · , Nt} and ci = 0 for all i 6= i′ with ν =
−∑j λ2i′jσ2w(ρpλ2i′j)2 satisfies the KKT conditions. Since (38) is not
convex in terms of {ci}, the solution to the KKT conditions
is not unique. However, all such solutions with only one non-
zero ci are stationary points of the optimization, i.e., each of
them is a local optimum. Among such solutions the best one
is given by ci =
√
ρp for i = ik and ci = 0 for all i 6= ik,
where
ik := argmax
i
tr
{(
ρpΛi + σ
2
wINr
)−1(
ρpΛ
2
i
)}
= argmax
i
Nr∑
j=1
ρpλ
2
ij
ρpλij + σ2w
, (39)
and sk =
√
ρpuik is a locally optimal solution to minimizing
tr(Pk|k).
Case 2) k = lM + 1: In this case, we have Md prediction
steps without a measurement update step before the first
pilot symbol time k in the l-th slot. In this case, still the
measurement update form (10) at k is valid with Pk|k−1
replaced by the error covariance matrix Pk|(l−1)M+Mp of the
Kalman prediction for time k based on all the previous pilot
beam patterns. Hence, the proof in Case 1) is applicable to
this case just with Pk|k−1 replaced by Pk|(l−1)M+Mp . 
B. Derivation of Pk|k
Pk|k
= Pk|k−1 −Pk|k−1Sk(SHk Pk|k−1Sk + σ2wINr )−1SHk Pk|k−1
= (U⊗V)Λ(k)(U⊗V)H − (U⊗V)Λ(k)(√ρpeik ⊗VH)[
(
√
ρpeik ⊗VH)HΛ(k)(
√
ρpeik ⊗VH) + σ2wINr
]−1
(
√
ρpeik ⊗VH)HΛ(k)(U⊗V)H (40)
(a)
= (U⊗V)Λ(k)(U⊗V)H − (U⊗V)Λ(k)(√ρpeik ⊗VH)[
V
(
ρpΛ
(k)
ik
+ σ2wINr
)−1
V
H
]
(
√
ρpeik ⊗VH)H
Λ
(k)(U⊗V)H
(b)
= (U⊗V)Λ(k)(U⊗V)H − (U⊗V)Λ(k)[
ρp(eike
T
ik
)⊗ (ρpΛ(k)ik + σ2wINr)−1
]
Λ
(k)(U⊗V)H
(c)
= (U⊗V)Λ(k)(U⊗V)H − (U⊗V)
{
(eike
T
ik
)⊗[
ρpΛ
(k)
ik
(
ρpΛ
(k)
ik
+ σ2wINr
)−1
Λ
(k)
ik
]}
(U⊗V)H
= (U⊗V)
{
Λ
(k) − (eikeTik )⊗[
ρpΛ
(k)
ik
(
ρpΛ
(k)
ik
+ σ2wINr
)−1
Λ
(k)
ik
]}
(U⊗V)H ,
where the equality (a) follows because[(√
ρpeik ⊗VH
)H
Λ(k)
(√
ρpeik ⊗VH
)
+ σ2wINr
]−1
= V
(
ρpΛ
(k)
ik
+ σ2wINr
)−1
VH , (41)
and the equality (b) follows because (A1A2) ⊗ (B1B2) =
(A1 ⊗B1)(A2 ⊗B2). The equality (c) holds because
Λ(k)
[
ρp(eike
T
ik)⊗
(
ρpΛ
(k)
ik
+ σ2wINr
)−1]
Λ(k)
= (eike
T
ik
)⊗
[
ρpΛ
(k)
ik
(
ρpΛ
(k)
ik
+ σ2wINr
)−1
Λ
(k)
ik
]
.
C. Proof of Proposition 3
For the l-th pilot transmission period with k = lM +m, let
ρ = [ρlM+1, . . . , ρlM+Mp ]
T be a power allocation vector with
the pilot beam pattern sequence determined by {Ki, 1 ≤ i ≤
Nt}. The channel estimation MSE at time lM +Mp is given
by
tr(PlM+Mp|lM+Mp) =
Nt∑
i=1
tr(Λ¯(lM+Mp)i )
=
Nt∑
i=1
tr
(
a2(p¯i−1)Λ¯
(ki|Ki|
)
i + (1− a2(p¯i−1))Λ(1)i
)
, (42)
where Λ¯(k)i ∈ RNr×Nr is the i-th diagonal sub-block of Λ¯(k)
defined (20). (p¯i = Mp + 1, ki|Ki| = lM when |Ki| = 0.)(42) holds because ui only affects the i-th subblock of the
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eigenvalue matrix and the MSE for the i-th block at the end
of the pilot period is given by channel prediction from the last
pilot use of ui at time ki|Ki|. Combining Kalman prediction
and measurement update steps, we have for each kij ∈ Ki
tr(Λ¯
(kij)
i )
= tr

 σ2w
(
a2p
i
j Λ¯
(kij−1)
i + (1− a2p
i
j )Λ
(1)
i
)
ρki
j
(
a
2pi
j Λ¯
(ki
j−1)
i + (1− a2p
i
j )Λ
(1)
i
)
+ σ2wINr

 (43)
= f
(
Λ¯
(kij−1)
i,0
) (44)
where f
(
Λ¯
(kij−1)
i,ǫ
)
and Λ¯(k
i
j−1)
i,ǫ are defined in (46, 47). (Here,
we have slight abuse of notation. A/B means B−1A for two
matrices A and B.) Proof is by an iterative argument. We start
from j = |Ki| and j − 1 = |Ki| − 1 for the original Ki. By
Lemma 1 and Remark 1, (43) is reduced by updating ρ˜ki
j
=
ρki
j
+ ρki
j−1
and ρ˜ki
j−1
= 0, when we consider the two power
values for j − 1 and j. With this improvement, we construct
a new K′i = {ki1, · · · , kij−2, ki|Ki|} with |K′i| = |Ki| − 1 and
a new power allocation [ρki1 , · · · , ρki|Ki|−2 , ρki|Ki|−1 + ρki|Ki| ]
T
for K′i. Then, we apply the same argument to the last two
power terms of the newly constructed K′i. In this way, (43)
is minimized by allocating all the power for the i-th eigen-
direction to ki|Ki| for the original Ki. Since (42) is a monotone
increasing function of tr(Λ¯(k
i
j)
i ), we have the claim. 
Lemma 1: Given any ρki
j−1
, ρki
j
∈ R+, set ρ˜ki
j−1
= ρki
j−1
−
ǫ and ρ˜ki
j
= ρki
j
+ ǫ for any ǫ ∈ [0, ρki
j−1
]. Then, the following
holds:
f
(
Λ¯
(kij−1)
i,0
)− f(Λ¯(kij−1)i,ǫ ) ≥ 0, (45)
where
f
(
Λ¯
(kij−1)
i,ǫ
)
= tr

 σ2w
(
a2p
i
j Λ¯
(kij−1)
i,ǫ + (1− a2p
i
j )Λ
(1)
i
)
ρ˜ki
j
(
a
2pi
j Λ¯
(ki
j−1)
i,ǫ + (1− a2p
i
j )Λ
(1)
i
)
+ σ2wINr


(46)
Λ¯
(kij−1)
i,ǫ =
σ2wΛ
(kij−1)
i
ρ˜ki
j−1
Λ
(ki
j−1
)
i + σ
2
wINr
(47)
Λ
(kij−1)
i = a
2pij−1 Λ¯
(kij−2)
i + (1− a2p
i
j−1)Λ
(1)
i (48)
k
i
0 = lM, k
i
j ∈ Ki, and 2 ≤ j ≤ |Ki|. (49)
Proof: For notational simplicity, we omit the upper index
i of kij and pij when there is no ambiguity. Define D˜ :=
a2pj Λ¯
(kj−1)
i,ǫ + (1 − a2pj )Λ(1)i and D := a2pj Λ¯(kj−1)i + (1 −
a2pj )Λ
(1)
i with Λ¯
(kj−1)
i := Λ¯
(kj−1)
i,ǫ |ǫ=0. Then, (45) can be
rewritten as
tr
(
σ2wD
ρkjD+ σ
2
wINr
− σ
2
wD˜
ρ˜kj D˜+ σ
2
wINr
)
= tr
(
σ2w
(
ǫDD˜+ σ2w(D− D˜)
)
(ρkjD+ σ
2
wINr )(ρ˜kjD˜+ σ
2
wINr )
)
. (50)
Note that the denominator of the right-hand side (RHS) in
(50) is obviously positive definite and the numerator is also
positive semi-definite because each term on the RHS in (51)
is positive semi-definite because
ǫDD˜+ σ2w(D− D˜)
= ǫ(1− a2pj )2(Λ(1)i )2 + ǫ
a2pj (1 − a2pj )σ2wΛ(kj−1)i
(ρkjD+ σ
2
wINr )(ρ˜kj D˜+ σ
2
wINr)[
(2ρkj−1 − ǫ)Λ(1)i Λ(kj−1)i +
σ2w
(
Λ
(1)
i + a
2pj−1 (Λ
(1)
i − Λ¯(kj−2)i )
)]
. (51)
Note that Λ(1)i  Λ¯(k)i for all k. (Remember that the channel
is stationary and the measurement update only improves the
channel estimation quality.) Hence, we have the claim. 
Remark 1: In case that we control ρkj−1 , ρkj ∈ R+,
f
(
Λ¯
(kj−1)
i,ǫ
)
is minimized when ǫ = ǫ′ := ρkj−1 . This can
easily be shown by f
(
Λ¯
(kj−1)
i,ǫ
) − f(Λ¯(kj−1)i,ǫ′ ) ≥ 0. One can
write a similar equation to (50). Although the detail is not
shown here, in this case the corresponding denominator is
positive definite and the corresponding numerator includes
obviously positive semi-definite term and the term
(ρkj−1 − ǫ)(1 − a2pj )
[
Λ
(1)
i
(
(1− a2(pj−1+pj))Λ(1)i +
a2(pj−1+pj)Λ¯
(kj)
i
)
+ a2(pj−1+pj)(Λ
(1)
i − Λ¯(kj)i )Λ¯(kj−1)i,ǫ
]
,
which is positive semi-definite.
D. Proof of Proposition 4
From (10) and (34), argminSl tr(Pl|l) can be written as
argmax
Sl
tr
(
[SHl Pl|l−1Sl + σ
2
wIMp ]
−1SHl P
2
l|l−1Sl
)
. (52)
For orthogonal pilot signals, the objective function (52) can be
rewritten as
tr
(
[SHl (Pl|l−1 + σ
2
w/ρpINt)Sl]
−1SHl P
2
l|l−1Sl
)
. (53)
Define Pl,σw := Pl|l−1 + σ2w/ρpINt = P
1/2
l,σw
P
H/2
l,σw
and F :=
P
H/2
l,σw
Sl. Then, (53) can be rewritten as
tr
(
(FHF)−1FHP
−1/2
l,σw
P2l|l−1P
−H/2
l,σw
F
)
= tr
(
(FHF)−H/2FHP
−1/2
l,σw
P2l|l−1P
−H/2
l,σw
F(FHF)−1/2
)
(54)
= tr
(
BHP
−1/2
l,σw
P2l|l−1P
−H/2
l,σw
B
)
, (55)
where B := F(FHF)−1/2. The equality (54) holds by the
positive definiteness of FHF and tr(ABC) = tr(BCA).
Because BHB = IMp , the optimal B that maximizes (55) is
given by the Mp dominant eigenvectors ofP−1/2l,σw P
2
l|l−1P
−H/2
l,σw
by Ky-Fan [53]. Let the ED of Pl|l−1 be Pl|l−1 = UΛ(l)UH ,
where the diagonal matrix Λ(l) contains the eigenvalues of
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Pl|l−1 in a decreasing order. Then, P
−1/2
l,σw
P2l|l−1P
−H/2
l,σw
is
given by
P
−1/2
l,σw
P2l|l−1P
−H/2
l,σw
= U
(
(Λ(l))2
Λ(l) + σ2w/ρpINt
)
UH , (56)
from Pl,σw = U(Λ(l) + σ2w/ρpINt)UH . Since g(x) =
x2
x+σ2 , x ≥ 0 is a monotone increasing function of x, B =
U(:, 1 : Mp), which is achieved by Sl =
√
ρpU(:, 1 : Mp). 
E. Power Allocation
The problem of (26) can be solved by the standard convex
optimization method. The Lagrangian of the problem is given
by
L(ρ, ξ, ν) =
∑
i:|Ki|=1
Nr∑
j=1
a2(lM+Mp−k
i)σ2wλ
(ki)
ij
ρkiλ
(ki)
ij + σ
2
w
−
∑
i:|Ki|=1
ξkiρki + ν

 ∑
i:|Ki|=1
ρki −Mpρp

 ,
where ξki and ν are the Lagrange multipliers associated to
the constraints, and λ(k
i)
i = diag(Λ
(ki)
i ) for ki ∈ Ki. The
Karush-Kuhn-Tucker (KKT) conditions are then written as
ρki ≥ 0,
∑
i:|Ki|=1
ρki = Mpρp, (57)
ξki ≥ 0, ξkiρki = 0, (58)
∂L(ρ, ξ, ν)
∂ρki
= −
Nr∑
j=1
a2(lM+Mp−k
i)σ2w
(
λ
(ki)
ij
)2
(
ρkiλ
(ki)
ij + σ
2
w
)2 − ξki + ν = 0.
From the above conditions, we have
Nr∑
j=1
a2(lM+Mp−k
i)σ2w
(
λ
(ki)
ij
)2
(
ρkiλ
(ki)
ij + σ
2
w
)2 ≤ ν, (59)

ν − Nr∑
j=1
a2(lM+Mp−k
i)σ2w
(
λ
(ki)
ij
)2
(
ρkiλ
(ki)
ij + σ
2
w
)2

 ρki = 0. (60)
If a
2(lM+Mp−k
i)
σ2w
∑Nr
j=1
(
λ
(ki)
ij
)2
> ν, (59) holds only if ρki > 0,
and by (60) this implies that
ν =
Nr∑
j=1
a2(lM+Mp−k
i)σ2w
(
λ
(ki)
ij
)2(
ρkiλ
(ki)
ij + σ
2
w
)2 . (61)
If a
2(lM+Mp−k
i)
σ2w
∑Nr
j=1
(
λ
(ki)
ij
)2 ≤ ν, then ρki = 0 because we
have
ν ≥
a2(lM+Mp−k
i)
σ2w
Nr∑
j=1
(
λ
(ki)
ij
)2
>
Nr∑
j=1
a2(lM+Mp−k
i)σ2w
(
λ
(ki)
ij
)2
(
ρkiλ
(ki)
ij + σ
2
w
)2 .
(60) holds only if ρki = 0.
When Nr = 1, the optimal power allocation is determined
from (61) as
ρki =
(
alM+Mp−k
i σw√
ν
− σ
2
w
λ
(ki)
i
)+
, (62)
where Ki = {ki} and ν is determined by the power constraint
(57), given by
√
ν = σw
1− aMp
1− a

Mpρp + σ2w ∑
i:|Ki|=1
1
λ
(ki)
i


−1
. (63)
F. Suboptimal Power Allocation
Consider the high SNR case first, i.e., ρkiλ
(ki)
ij ≫ σ2w, where
λ
(ki)
i = diag(Λ
(ki)
i ). The cost function (26) can be written as
∑
i:|Ki|=1
tr
(
a2(lM+Mp−k
i)σ2wΛ
(ki)
i
ρkiΛ
(ki)
i + σ
2
wINr
)
≃
∑
i:|Ki|=1
tr
(
a2(lM+Mp−k
i)σ2wINr
ρkiINr
)
= Nrσ
2
w
∑
i:|Ki|=1
a2(lM+Mp−k
i)
ρki
,
⇒ min
ρ
∑
i:|Ki|=1
a2(lM+Mp−k
i)
ρki
.
This can be solved and the solution is given by (29).
In the low SNR
(
ρkiλ
(ki)
ij ≪ σ2w
)
, the cost function (26)
can be written as
∑
i:|Ki|=1
tr
(
a2(lM+Mp−k
i)σ2wΛ
(ki)
i
ρkiΛ
(ki)
i + σ
2
wINr
)
=
∑
i:|Ki|=1
a
2(lM+Mp−k
i)
σ
2
wtr
(
INr +
Λ
(ki)
i − σ2wINr
ρkiΛ
(ki)
i + σ
2
wINr
−
ρkiΛ
(ki)
i
ρkiΛ
(ki)
i + σ
2
wINr
)
≃
∑
i:|Ki|=1
a
2(lM+Mp−k
i)tr
(
Λ
(ki)
i − ρkiΛ(k
i)
i
)
,
⇒ max
ρ
∑
i:|Ki|=1
ρkia
2(lM+Mp−k
i)tr
(
Λ
(ki)
i
)
.
This can be solved and the solution is given by (30).
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