Contractive multipliers from Hardy space to weighted Hardy space by Ball, Joseph A. & Bolotnikov, Vladimir
ar
X
iv
:1
20
9.
36
90
v1
  [
ma
th.
CA
]  
17
 Se
p 2
01
2
CONTRACTIVE MULTIPLIERS FROM HARDY SPACE TO
WEIGHTED HARDY SPACE
JOSEPH A. BALL AND VLADIMIR BOLOTNIKOV
Abstract. It is shown how any contractive multiplier from the Hardy space
to a weighted Hardy space H2
β
can be factored as a fixed factor composed with
the classical Schur multiplier (contractive multiplier between Hardy spaces).
The result is applied to get results on interpolation for a Hardy-to-weighted-
Hardy contractive multiplier class.
1. Introduction
Given a sequence β = {βj}j≥0 of positive numbers such that β0 = 1 and
lim inf β
1
j
j ≥ 1, the weighted Hardy space H2β is defined as the set of all functions
analytic on the open unit disk D and with finite norm ‖f‖H2
β
given by
‖f‖2H2
β
=
∞∑
j=0
βj|fj |2 if f(z) =
∞∑
j=0
fjz
j .
Polynomials are dense in H2β and the monomials {zk}k≥0 form an orthogonal set
uniquely defining the weight sequence β by βj = ‖zj‖2 for j ≥ 0. The space
H2β can be alternatively characterized as the reproducing kernel Hilbert space with
reproducing kernel
kβ(z, ζ) =
∞∑
j=0
zjζ
j
βj
. (1.1)
For a Hilbert (coefficient) space Y, we denote by H2β(Y) the reproducing kernel
Hilbert space with reproducing kernel kβ(z, ζ)IY which can be characterized ex-
plicitly as follows:
H2β(Y) =
f(z) =∑
k≥0
fkz
k : ‖f‖2H2
β
(Y) :=
∑
k≥0
βk · ‖fk‖2Y <∞
 . (1.2)
We will write 1 rather than β if βj = 1 for all j ≥ 0. Observe that H21(Y) is
the classical vector Hardy space H2(Y) of the unit disk (with reproducing kernel
k1(z, ζ) = (1 − zζ)−1 · IY); the choice βj = j!(n−1)!(j+n−1)! yield the standard weighted
Bergman space A2n(Y) (n ≥ 1) and in particular, the classical Bergman space A22(Y)
in case n = 2. A general reference for such spaces and the associated weighted shift
operators is the article of Shields [11].
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For U and Y any pair of Hilbert spaces, we use the notation L(U ,Y) to denote
the space of bounded, linear operators from U to Y, shortening L(X ,X ) to L(X ).
Definition 1.1. An L(U ,Y)-valued function S defined on D is called a contractive
multiplier from H2α(U) to H2β(Y), denoted as S ∈ Sα→β(U ,Y), if the multiplication
operator MS : f → Sf is a contraction from H2α(U) to H2β(Y).
The latter means that the operator I −MSM∗S (with MS considered as acting
from the Hardy space H2α(U) into H2β(Y)) is positive semidefinite; this in turn is
equivalent to the kernel
KS(z, ζ) := kβ(z, ζ)IY − S(z)S(ζ)∗ · kα(z, ζ) (1.3)
being positive on D×D, denoted symbolically as KS(z, ζ)  0. In case β = α = 1,
the set of contractive multipliers from H2(U) to H2(Y) is the classical Schur class
S(U ,Y) of functions analytic on D whose values are contractive operators from U to
Y. Our main focus here will be on the intermediate case where α = 1, and we will
write Sβ(U ,Y) (rather than S1→β(U ,Y)) for the set of all contractive multipliers
from H2(U) to H2β(Y).
In Section 2 below, for the case where the sequence β is non-increasing, we show
that elements of Sβ(U ,Y) can be factored as S(z) = Ψβ(z)S(z) where Ψβ is a fixed
factor, and where S is in a classical Schur class (see Theorem 2.1 below). This
enables us to obtain a complete solution of a general (left-tangential with operator
argument) interpolation problem in the class Sβ(U ,Y) by reducing the problem to a
well understood interpolation problem for the function S in the classical Schur class
(see Theorems 3.6 and 3.8 below). In Section 4 we give an example to illustrate
how the results do not generalize to the more general Schur class Sα→β in case
α 6= 1.
There has been much interest of late in so-called Bergman inner functions, i.e.,
functions which map the coefficient space U isometrically onto a shift-invariant sub-
space L for the shift operator Sβ : f(z) 7→ zf(z) on H2β(U) (see [4, 7, 8]), especially
for the case where βj =
j!(n−1)!
(j+n−1)! yields one of the standard weighted Bergman
spaces. It is known that Bergman inner functions are contractive multipliers from
the Hardy space H2 to the Bergman space H2β. Hence there is a potential for the
results of this paper to apply to Bergman inner functions as well.
2. The Hardy-to-weighted Hardy contractive multiplier class
Let us assume now that the weighted sequence β = {βj}j≥0 is non-increasing
and introduce the positive sequence γ = {γj}j≥0 by
γ0 = 1, γj =
(
β−1j − β−1j−1
)−1
=
βjβj−1
βj−1 − βj (j ≥ 1). (2.1)
Since the sequence γ is positive, the kernel
k˜β(z, ζ) := (1 − zζ) · kβ(z, ζ) =
∞∑
j=0
γ−1j z
jζ
j
= kγ(z, ζ) (2.2)
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is positive (and analytic in z and conjugate analytic in ζ for z, ζ in D). We then
define the operator-valued function Ψβ : D→ L(ℓ2(Y),Y) by
Ψβ(z) : {yj}j≥0 7→ y0 +
∞∑
j=1
√
β−1j − β−1j−1 · yjzj =
∞∑
j=0
yj√
γj
zj. (2.3)
The multiplication operator MΨβ is an isometry from ℓ2(Y) onto the weighted
Hardy space H2γ(Y) (in fact, Ψβ is a weighted Z-transform). It is convenient to
represent Ψβ(z) and the elements y = {yj}j≥0 in ℓ2(Y) in the matrix form
Ψβ(z) =
[
IY
z√
γ1
IY
z2√
γ2
IY . . .
]
, y =
y0y1
...
 ∈ ℓ2(Y).
It is readily seen from (2.2) that
Ψβ(z)Ψβ(ζ)
∗ = k˜β(z, ζ) · IY = (1− zζ) · kβ(z, ζ) · IY . (2.4)
Theorem 2.1. Let the weight sequence β be non-increasing. The function S is in
the class Sβ(U ,Y) if and only if there is an S in the Schur class S(U , ℓ2(Y)) so that
S(z) = Ψβ(z)S(z). (2.5)
Proof. Suppose first that S has the form (2.5) with S in S(U , ℓ2(Y)). Then we
compute, making use of (2.4), that
kβ(z, ζ) · IY − S(z)S(ζ)
∗
1− zζ¯ = kβ(z, ζ) · IY −
Ψβ(z)S(z)S(ζ)
∗Ψβ(ζ)∗
(1− zζ¯)
= Ψβ(z)
[
I − S(z)S(ζ)∗
1− zζ¯
]
Ψβ(ζ)
∗  0,
and it follows that S ∈ Sβ(U ,Y) by the criterion that the kernel in (1.3) be positive.
Conversely, suppose that S is in the class Sβ(U ,Y). It then follows that the
kernel (1.3) is positive. From (2.4) we see that
KS(z, ζ) =
Ψβ(z)Ψβ(ζ)
∗ − S(z)S(ζ)∗
1− zζ¯ ,
and hence the right-hand side is a positive kernel. It then follows from the theorem
of Leech [9, p. 107] that there is an S in the Schur class S(U , ℓ2(Y)) so that
S = ΨβS, i.e., (2.5) holds. 
The representation formula (2.5) makes it possible to reduce certain questions
concerning the generalized Schur class S1→β to well-understood questions concern-
ing the classical Schur class S. In the next section we demonstrate how this principle
can be applied in the context of interpolation.
3. Multiplier interpolation problems
In this section we study a Nevanlinna-Pick type interpolation problem in the
class Sβ(U ,Y). To formulate the problem we need several definitions.
A pair (E, T ) consisting of operators T ∈ L(X ) and E ∈ L(X ,Y) is called
an output pair. An output pair (E, T ) is called β-output-stable if the associated
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β-observability operator
Oβ,E,T : x 7→ E kβ(z, T )x =
∞∑
j=0
(β−1j ET
jx) zj (3.1)
maps X into H2β(Y) and is bounded. If (E, T ) is β-output stable, then the β-
observability gramian
Gβ,E,T := (Oβ,E,T )∗Oβ,E,T
is bounded on X and can be represented via the series
Gβ,E,T =
∞∑
k=0
β−1j · T ∗kE∗ET k (3.2)
converging in the strong operator topology. Observe that in case β = 1, the
observability operator (3.1) amounts to the well-known observability operator
O1,E,T : x 7→ E(I − zT )−1x
and the 1-output stability means that O1,E,T is bounded as an operator from X to
H2(Y).
For a β-output stable pair (E, T ), we define the tangential functional calculus
f 7→ (E∗f)∧L(T ∗) on H2β(Y) by
(E∗f)∧L(T ∗) =
∞∑
j=0
T ∗jE∗fj if f(z) =
∞∑
j=0
fjz
j ∈ H2β(Y). (3.3)
The computation〈 ∞∑
j=0
T ∗jE∗fj , x
〉
X
=
∞∑
j=0
〈
fj, ET
jx
〉
Y
=
∞∑
j=0
βj ·
〈
fj , β
−1
j ET
jx
〉
Y = 〈f, Oβ,E,Tx〉H2β(Y)
shows that the β-output stability of (E, T ) is exactly what is needed to verify that
the infinite series in the definition (3.3) of (E∗f)∧L(T ∗) converges in the weak topol-
ogy on X . The same computation shows that tangential evaluation with operator
argument amounts to the adjoint of Oβ,E,T :
(E∗f)∧L(T ∗) = O∗β,E,Tf for f ∈ H2β(Y). (3.4)
The evaluation map extends to multipliers S ∈ Sβ(U ,Y) by
(E∗S)∧L(T ∗) = O∗β,E,TMS |U . (3.5)
The objective of this section is to study the interpolation problem IP whose data
set consists of three operators
T ∈ L(X ), E ∈ L(X ,Y), N ∈ L(X ,U) (3.6)
such that the pair (E, T ) is β-output stable and the pair (N, T ) is 1-output stable.
IP: Given operators (3.6), find all contractive multipliers S ∈ Sβ(U ,Y) such that
(E∗S)∧L(T ∗) := O∗β,E,TMS |U = N∗. (3.7)
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Example 3.1. By way of motivation of problem IP, we note that if we take the
data set (T,E,N) of the form
T =
z1IY 0. . .
0 zkIY
 , E = [IY . . . IY] , N = [V ∗1 . . . V ∗k ]
for some z1, . . . , zk ∈ D and V1, . . . , Vk ∈ L(U ,Y), then it follows from (3.3) that
(E∗S)∧L(T ∗) =
S(z1)...
S(zk)
 ,
so that condition (3.7) transcribes to Nevanlinna-Pick interpolation conditions
S(zi) = Vi for i = 1, . . . , k. (3.8)
The stability assumption for the pair (E, T ) is needed to define the expression
on the left side of (3.7). We next show that the stability assumption for the pair
(N, T ) is not restrictive.
Proposition 3.2. Let us assume that the pair (E, T ) is β-output stable and that
there is a function S ∈ Sβ(U ,Y) satisfying condition (3.7). Then the pair (N, T )
is 1-output stable and the following equality holds:
O∗β,E,TMS = O∗1,N,T : H2(U)→ X . (3.9)
Furthermore, the observability gramian
G1,N,T := O∗1,N,TO1,N,T =
∞∑
j=0
T ∗jN∗NT j (3.10)
satisfies the Stein identity
G1,N,T − T ∗G1,N,TT = N∗N. (3.11)
Proof. Let S be a function in S ∈ Sβ(U ,Y) subject to (3.7). Then for a function
h(z) =
∞∑
j=0
hjz
j ∈ H2(U), we have (MSh)(z) =
∞∑
ℓ=0
 k∑
j=0
Sjhℓ−j
 zℓ. Hence, as a
consequence of (3.4) we have
O∗β,E,TMSh = (E∗(Sh))∧L (T ∗) =
∞∑
ℓ=0
T ∗ℓE∗
 ℓ∑
j=0
Sjhℓ−j
 ,
where the latter series converges weakly since the pair (E, T ) is β-output stable
and since Sh ∈ H2β(Y). If we regularize the series by replacing Sj by rjSj and
replacing hi by r
ihi, we even get that the double series in (3.12), after taking the
inner product against a fixed vector x ∈ X , converges absolutely. We may then
rearrange the series to have the form
〈O∗β,E,TMSrhr, x〉 =
∞∑
j,k=0
〈rj+k(T ∗)j+kE∗Sjhk, x〉.
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We may then invoke Abel’s theorem to take the limit as r ↑ 1 (justified by the facts
that (E, T ) is β-output stable and that Sh ∈ H2β(Y)—see [10, page 175]) to get
O∗β,E,TMSh = (E∗Sh)∧L(T ∗) =
∞∑
j,k=0
(T ∗)j+kE∗Sjhk. (3.12)
On the other hand, due to (3.7),
O∗
1,N,Th =(N
∗h)∧L(T ∗) =
∞∑
k=0
T ∗kN∗hk =
∞∑
k=0
T ∗kO∗β,E,TShk
=
∞∑
k=0
T ∗k
 ∞∑
j=0
T ∗jE∗Sj
 hk = ∞∑
j,k=0
(T ∗)j+kE∗Sjhk
where all the series converge weakly, since that in (3.12) does. Since h was picked
arbitrarily in H2(U), the last equality and (3.12) imply (3.9). Therefore, the oper-
ator O∗
1,N,T : H
2(U)→ X is bounded and hence the pair (N, T ) is 1-output stable.
Therefore, the series in (3.10) converges strongly and (as is well known) satisfies
the Stein identity (3.11). 
We shall have need of the auxiliary observation operator described in the follow-
ing lemma.
Lemma 3.3. Let us assume that the weight sequence β is non-increasing and that
the pair (E, T ) is β-output stable. Then the operator
O˜β,E,T : x 7→
{
1√
γj
ET jx
}
j≥0
(3.13)
(where γj’s are defined from β as in (2.1)) maps X into ℓ2(Y). Furthermore, the
pair (O˜β,E,T , T ) is 1-output stable and the following relations hold:
O˜∗β,E,T O˜β,E,T = Gβ,E,T − T ∗Gβ,E,TT and G1,O˜β,E,T ,T = Gβ,E,T . (3.14)
Proof. Making use of the power series representation (3.2) for Gβ,E,T and the for-
mulas (2.1) for γj , we get
Gβ,E,T − T ∗Gβ,E,TT =
∞∑
k=0
β−1k · T ∗kE∗ET k −
∞∑
k=1
β−1k−1 · T ∗kE∗ET k
= E∗E +
∞∑
k=1
(
β−1k − β−1k−1
)
T ∗kE∗ET k
=
∞∑
k=0
γ−1k · T ∗kE∗ET k = Gγ,E,T (3.15)
from which we conclude that the series on the right side of (3.15) converges strongly.
Then we see from (3.13) that
‖O˜β,E,Tx‖2ℓ2(Y) = 〈Gγ,E,Tx, x〉X <∞,
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We conclude that O˜β,E,Tx belongs to ℓ2(Y) for any x ∈ X and that O˜∗β,E,T O˜β,E,T =
Gγ,E,T . Substituting this last relation into (3.15) gives the first relation in (3.14).
Finally, from (2.1) we see that
j∑
k=0
γ−1k = β
−1
j for all j ≥ 0. We therefore have
G
1,O˜β,E,T ,T :=
∞∑
j=0
T ∗kO˜∗β,E,T O˜β,E,TT k =
∞∑
j=0
T ∗kGγ,E,TT k
=
∞∑
j=0
∞∑
k=0
γ−1k · T ∗(k+j)E∗ET k+j =
∞∑
j=0
j∑
k=0
γ−1k · T ∗jE∗ET j
=
∞∑
j=0
β−1j · T ∗jE∗ET j = Gβ,E,T ,
and the second equality in (3.14) follows. This in turn implies in particular that
the pair (O˜β,E,T , T ) is 1-output stable. 
We next show how the auxiliary observation operator constructed in Lemma 3.3
can be used to reduce the problem IP to a well understood problem for a classical
Schur-class function.
Lemma 3.4. Let β be a non-increasing weight sequence and let (E, T ) be a β-
output stable pair. Suppose that S ∈ Sβ(U ,Y) is presented in the form S = ΨβS
with S ∈ S(U , ℓ2(Y)) as in Lemma 2.1. Then
(E∗S)∧L (T ∗) = (E∗(ΨβS))
∧L
(T ∗) =
(
(O˜β,E,T )∗S
)∧L
(T ∗). (3.16)
Proof. Write out S(z) : U → ℓ2(Y) as a column
S(z) =
S1(z)S2(z)
...
 where Sj(z) = ∞∑
k=0
Sj,kz
k with Sj,k ∈ L(U ,Y).
Then S(z) = Ψβ(z)S(z) is given explicitly as
Ψβ(z)S(z) =
∞∑
j=0
γ
− 1
2
j Sj(z)z
j =
∞∑
j=0
∞∑
k=0
γ
− 1
2
j Sj,kz
j+k =
∞∑
ℓ=0
ℓ∑
k=0
γ
− 1
2
k Sk,ℓ−kz
ℓ
where the rearrangement of the infinite series can be justified much as in the proof
of Proposition 3.2. We conclude that
(E∗(ΨβS))
∧L
(T ∗) =
∞∑
ℓ=0
ℓ∑
k=0
γ
− 1
2
k T
∗ℓE∗Sk,ℓ−k. (3.17)
On the other hand,(
O˜β,E,T
)∗
S(z) =
∞∑
j=0
γ
− 1
2
j T
∗jE∗Sj(z) =
∞∑
j=0
∞∑
k=0
γ
− 1
2
j T
∗jE∗Sj,kzk
and hence(
(O˜β,E,T )∗S
)∧L
(T ∗) =
∞∑
j=0
∞∑
k=0
γ
− 1
2
j T
∗j+kE∗Sj,k =
∞∑
ℓ=0
ℓ∑
k=0
γ
− 1
2
k T
∗ℓE∗Sk,ℓ−k.
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Comparison of the latter equality and (3.17) now gives (3.16). 
The following consequence of Lemma 3.4 is immediate.
Corollary 3.5. A function S belongs to the class Sβ(U ,Y) and satisfies interpola-
tion condition (3.7) if and only if it is of the form (2.5) with a Schur-class function
S ∈ S(U , ℓ2(Y)) subject to interpolation condition
((O˜β,E,T )∗S)∧L(T ∗) = N∗. (3.18)
Applying the known theory for the left-tangential interpolation problem with
operator argument for the classical Schur class now leads to the following result.
Theorem 3.6. The problem IP with the data set (3.6) and the associated observ-
ability gramians Gβ,E,T and G1,N,T given in (3.2), (3.10) has a solution if and only
if the associated Pick matrix
P := Gβ,E,T − G1,N,T (3.19)
is positive semidefinite.
Proof. By Corollary 3.5, solutions S of IP exist if and only if the problem (3.18)
has a solution S in the Schur class S(U , ℓ2(Y)). Since the pairs (Oβ,E,T , T ) and
(N, T ) are both 1-output stable, by the general theory of left-tangential operator-
argument Schur-class interpolation (see e.g. Theorem 4.4 in [1]), we know that the
latter holds if and only if the associated Pick matrix is positive semidefinite:
P :=
∞∑
j=0
T ∗j
[
(O˜β,E,T )∗O˜β,E,T −N∗N
]
T j ≥ 0. (3.20)
It is readily seen from (3.2) and (3.10) that P = Gβ,E,T −G1,N,T is as in (3.19). 
Example 2.1 continued: In the case of the Nevanlinna-Pick problem from Ex-
ample 3.1, we have Gβ,E,T = [kβ(zi, zj)IY ]ki,j=1 and G1,N,T =
[
k1(zi, zj)ViV
∗
j
]k
i,j=1
and we conclude from Theorem 3.6 that there is a contractive multiplier S ∈
Sβ(U ,Y) satisfying the interpolation conditions (3.8) if and only if the following
block-operator is positive semidefinite:
P =
[
kβ(zi, zj)IY −
ViV
∗
j
1− zizj
]k
i,j=1
≥ 0.
Remark 3.7. Let Sβ denote the shift operator on H
2
β(Y) defined as Sβ : f(z)→
zf(z). It follows that ‖Sβ‖ = sup
j≥0
βj+1
βj
and thus Sβ is a contraction if and only
if the weight sequence β is non-increasing. Reproducing kernel calculations show
that its adjoint S∗β is given by
S∗βf =
∞∑
k=0
βk+1
βk
· fk+1zk if f(z) =
∞∑
k=0
fkz
k. (3.21)
If T ∈ L(X ) is strongly stable and the pair (E, T ) is β-output stable, then the
range space RanOβ,E,T with lifted norm is an Sβ-invariant (closed) subspace of
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H2β(Y). Indeed, making use of power series expansion (3.1) and of (3.21) we get
S∗βOβ,E,Tx = S∗β
∞∑
k=0
β−1k (ET
kx)zk =
∞∑
k=0
β−1k (ET
k+1x)zk = Oβ,E,TTx
from which the desired invariance follows. For a strongly stable T ∈ L(X ) and
operators E ∈ L(Y,X ) and N ∈ L(X ,U) so that the pairs (E, T ) and (N, T ) are
respectively, β-stable and 1-stable, define two subspaces
M1 = RanOβ,E,T ⊂ H2β(Y) and M2 = RanO1,N,T ⊂ H2(U)
which are invariant under S∗β and S
∗
1
respectively. Let us define the operator Φ :
M1 →M2 by
Φ : Oβ,E,Tx→ O1,N,Tx for all x ∈ X . (3.22)
From the formulation (3.9) of the interpolation condition (3.7), it is clear that a
necessary condition for the problem IP to have a solution is that ‖Φ‖ ≤ 1, or
equivalently, that
P := Gβ,E,T − G1,N,T ≥ 0. (3.23)
Furthermore, the computation (where y = Oβ,E,Tx ∈ M1)
ΦS∗βy = ΦS
∗
βOβ,E,Tx = ΦOβ,E,TTx
= O1,N,TTx = S∗1O1,N,Tx = S∗1ΦOβ,E,Tx = S∗1Φy
shows that Φ intertwines S∗β and S
∗
1
. Since Sβ is a contraction and S1 is an
isometry, it follows from the Treil-Volberg commutant lifting result [12] that Φ
can be extended to an operator R : H2β(Y) → H2 such that ‖R‖ = ‖Φ‖ ≤ 1
and RS∗β = S
∗
1
Φ. Its adjoint R∗ necessarily is the operator of multiplication by a
function S ∈ Sβ(U ,Y). In this way we see that the condition (3.23) is necessary
and sufficient for the existence of solutions of the problem IP, i.e., we arrive at an
alternative proof of Theorem 3.6. One of the contributions of the present paper is
to obtain an explicit description of the set of all solutions of the problem. IP.
It is known how to parametrize solutions of a left-tangential operator-argument
interpolation problem for Schur-class functions; the description is more transparent
in the case where P(= P ) is invertible. Let J be the operator given by
J =
[
Iℓ2(Y) 0
0 −IU
]
and let Θ(z) =
[
A(z) B(z)
C(z) D(z)
]
(3.24)
be an L(ℓ2(Y) ⊕ U)-valued function such that for all z, ζ ∈ D,
J −Θ(z)JΘ(ζ)∗
1− zζ =
[
O˜β,E,T
N
]
(I − zT )−1P−1(I − ζT ∗)−1
[
O˜∗β,E,T N∗
]
. (3.25)
The function Θ is determined by equality (3.25) uniquely up to a constant J-unitary
factor on the right. One possible choice of Θ satisfying (3.25) is
Θ(z) =
[
D1
D2
]
+ z
[
O˜β,E,T
N
]
(I − zT )−1R
where the operator  RD1
D2
 : ℓ2(Y)⊕ U →
 Xℓ2(Y)
U

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is an injective solution to the J-Cholesky factorization problem RD1
D2
J [R∗ D∗1 D∗2] = [P−1 00 J
]
−
 TO˜β,E,T
N
P−1 [T ∗ O˜∗β,E,T N∗] .
Such a solution exists due to the identity
P − T ∗PT = O˜∗β,E,T O˜β,E,T −N∗N (3.26)
which in turn, follows from (3.19), (3.11) and (3.14). If spec(T ) ∩ T 6= T (which is
the case if, e.g., dimX < ∞), then a function Θ satisfying (3.25) can be taken in
the form
Θ(z) =I + (z − µ)
[
O˜β,E,T
N
]
(I − zT )−1P−1
× (µI − T ∗)−1
[
O˜∗β,E,T −N∗
]
, (3.27)
where µ is an arbitrary point in T \ spec(T ∗). For Θ of the form (3.27), the
verification of identity (3.25) is straightforward and relies on the Stein identity
(3.26) only.
Theorem 3.8. Let us assume that the data set (3.6) of the problem IP is such
that the operator P defined in (3.19) is strictly positive definite. Let Θ = [ A BC D ] be
a function satisfying (3.25) and let Ψβ be given as in (2.3). Then all solutions S
of problem IP are parametrized by the formula
S = Ψβ(AE +B)(CE +D)−1. (3.28)
where E is a free parameter from the Schur class S(U , ℓ2(Y)).
Proof. Since the pair (E, T ) is β-output stable, it follows from Lemma 3.3 that
the pair (O˜β,E,T , T ) is 1-output stable. By the theory for left-tangential operator-
argument interpolation in the Schur class (see e.g. [1]), it is known that in case
the operator (3.20) (which is the same as P ) is strictly positive definite, then all
functions S ∈ S(U , ℓ2(Y)) satisfying condition (3.18) are given by the formula
S = (AE +B)(CE +D)−1
where E is a free parameter from the Schur class S(U , ℓ2(Y)). The Theorem now
follows as a consequence of Lemma 3.4. 
Remark 3.9. If Θ is taken in the form (3.27) and the free parameter function
E ∈ S(U , ℓ2(Y)) is taken to have the form E(z) =
[ E0(z)
E1(z)
...
]
where each E is in
the Schur class S(U ,Y) subject to ∑∞j=0 Ej(z)∗Ej(z) ≤ IU for z ∈ D, then the
parametrization formula (3.28) can be written more explicitly as
S(z) =
 ∞∑
j=0
zjEj(z)√
γj
+ (z − µ)Ekβ(z, T )P−1(µI − T ∗)−1RE(z)

× (1 + (z − µ)N(I − zT )−1P−1(µI − T ∗)−1RE(z))−1 , (3.29)
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where γj ’s are given as in (2.1) and where we have set for short
RE(z) :=
∞∑
j=0
1√
γj
T ∗jE∗Ej(z)−N∗.
To derive (3.29), it is enough to observe that
Ψβ(z)E(z) =
∞∑
j=0
zjEj(z)√
γj
, O˜∗β,E,TE(z) =
∞∑
j=0
1√
γj
T ∗jE∗Ej(z),
and that on account of (2.3), (3.13), and (2.2),
Ψβ(z)O˜β,E,T (z) =
∞∑
j=0
γ−1j ET
jzj = E kγ(z, T ) = Ekβ(z, T ) · (I − zT ),
so that
Ψβ(z)O˜β,E,T (z)(I − zT )−1 = Ekβ(z, T ).
Substituting (3.27) into (3.28) and taking into account the latter expressions we
arrive at (3.29).
If we choose E0 to be an arbitrary function in S(U ,Y) and Ej ≡ 0 for j ≥ 1, we
get a family of solutions to the problem IP given by the formula
S(z) =
(E0(z) + (z − µ)Ekβ(z, T )P−1(µI − T ∗)−1 (E∗E0(z)−N∗))
× (1 + (z − µ)N(I − zT )−1P−1(µI − T ∗)−1 (E∗E0(z)−N∗))−1 .
We now illustrate Theorem 3.8 and Remark 3.9 by a simple example.
Example 3.10. For a fixed integer n ≥ 1, let β =
{
j!(n−1)!
(n+j−1)!
}
j≥0
and let us write
kn (rather than kβ) for the associated kernel (1.1). We thus have
kn(z, ζ) =
∞∑
j=0
(
n+ j − 1
j
)
zjζ
j
=
1
(1− zζ)n
and the associated reproducing kernel Hilbert spaceH2β coincides with the standard
weighted Bergman space A2n. Let us find a contractive multiplier S from H
2 to A2n
satisfying a single interpolation condition:
S(3/4) = 4/3. (3.30)
We have T = 3/4, E = 1, N = 4/3 and consequently,
Pn := Gn,E,T − G1,N,T =
(
16
7
)n
− 256
63
> 0 for every n ≥ 2.
Therefore, the problem (3.30) has solutions for every n ≥ 2, which can be described
in terms of the linear fractional transformation (3.28) with free parameter
E(z) = {Ek(z)}k≥0 such that
∞∑
k=0
|E(z)|2 ≤ 1 for all z ∈ D.
The numbers γj defined in (2.1) take the form
γj =
1(
n+j−1
j
)− (n+j−2
j−1
) = 1(
n+j−2
j
)
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and the kernel k˜β = k˜n given by (2.2) becomes simply
k˜β(z, ζ) = k˜n(z, ζ) = (1 − zζ)−(n−1) = kn−1(z, ζ).
We can choose µ = 1 in formula (3.29) to get
S(z) =
∞∑
k=0
√(
n+ k − 2
k
)(
zk +
4(z − 1)
(1− 34z)n
P−1n
(
3
4
)k)
Ek(z)− 16(z − 1)
3(1− 34z)n
P−1n
16(z − 1)
3(1− 34z)
P−1n
∞∑
k=0
√(
n+ k − 2
k
)(
3
4
)k
Ek(z)− 64(z − 1)
9(1− 34z)
P−1n + 1
.
To get a particular solution S of the problem (3.30) we may let E = 0 to arrive at
S(z) =
7n(1− z)
(1− 34z)(3 · 16n−1 + 4 · 7n−1 −
(
9
4 · 16n−1 + 163 · 7n−1
)
z)
.
Remark 3.11. In case the Pick operator (3.19) is positive semidefinite but not in-
vertible, the solution set of the problem IP can be still parametrized by a Redheffer-
type formula
S = Ψβ ·
(
D˜ + C˜E(I − A˜E)−1B˜
)
(3.31)
where E and
[
A˜ B˜
C˜ D˜
]
are Schur-class functions with the coefficient spaces depend-
ing on the degeneracy of the Pick operator P . Parametrization (3.31) follows from
the factorization result in Lemma 2.1 and known results on the degenerate inter-
polation problem (3.18) for Schur-class functions (see [5, 6]).
4. Contractive multipliers between H2α and H
2
β in case α 6= 1
It is natural to consider contractive multipliers between two weighted Hardy
spaces H2α(U) and H2β(Y) for given non-increasing weight sequences α and β (let
us denote this class by Sα→β(U ,Y)). The analog of Theorem 2.1 is the following.
Theorem 4.1. Let the weight sequences α and β be non-increasing and let Ψα and
Ψβ be the associated operator-valued functions defined as in (2.3). The function S
is a contractive multiplier from H2α(U) to H2β(Y) if and only if there is an S in the
Schur class S(ℓ2(U), ℓ2(Y)) so that
S(z)Ψα(z) = Ψβ(z)S(z). (4.1)
We now consider the interpolation problem IP with interpolation condition (3.7)
but now with solution S sought in the contractive multiplier class Sα→β(U ,Y). One
can easily see that the interpolation condition (3.7) can equivalently be expressed
in the form
O∗β,E,TMS = O∗α,N,T : H2α(U)→ X (4.2)
where now we view MS as a multiplication operator from H
2
α(U) to H2β(Y), i.e.,
the analogue of (3.9) holds. It is then easily seen that the condition
P := Gβ,E,T − Gα,N,T ≥ 0. (4.3)
is a necessary condition for the existence of a solution S of the interpolation condi-
tion (3.7) in the class Sα→β(U ,Y). However, unlike the situation for the case α = 1
where the factorization (4.1) can be used to reduce the interpolation problem to
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a solvable interpolation problem for a classical Schur-class function, the condition
(4.3) in general is not sufficient for the existence of Sα→β(U ,Y) solutions, as shown
by the following example. We note also that the Treil-Volberg result [12] does
not cover this case since the shift Sα is a nonisometric contraction, and hence not
expansive.
Example 4.2. Let kn(z, ζ) = (1−zζ)−n be the reproducing kernel of the standard
weighted Bergman space A2n. We want to solve the two-point interpolation problem
S(±1/
√
2) = ±
√
26
15
in the class of contractive multipliers from A22 to A
2
3, i.e., for functions S for which
the associated kernel
KS(z, ζ) = k3(z, ζ)− k2(z, ζ)S(z)S(ζ)
is positive on D× D. The necessary condition (4.3) is satisfied:
P =
[
KS(
1√
2
, 1√
2
) KS(
1√
2
,− 1√
2
)
KS(− 1√2 , 1√2 ) KS(− 1√2 ,− 1√2 )
]
=
16
15
·
[
1 1
1 1
]
≥ 0.
Assume such a function exists. Then the kernel KS(
1√
2
, 1√
2
) KS(
1√
2
,− 1√
2
) KS(
1√
2
, ζ)
KS(− 1√2 , 1√2 ) KS(− 1√2 ,− 1√2 ) KS(− 1√2 , ζ)
KS(z,
1√
2
) KS(z,− 1√2 ) KS(z, ζ)

is positive and, since its 2 × 2 principal submatrix is singular, we conclude that
KS(z,
1√
2
) ≡ KS(z,− 1√2 ), i.e., that
k3
(
z,
1√
2
)
−
√
26
15
k2
(
z,
1√
2
)
S(z) = k3
(
z,− 1√
2
)
+
√
26
15
k2
(
z,− 1√
2
)
S(z).
Solving the latter equality for S gives
S(z) =
√
15
13
· z(z
2 + 6)
4− z4 .
Let us show that this S is not a contractive multiplier from A22 to A
2
3. If it were,
then, since
KS
(
z,
1√
2
)
=
(
1− z√
2
)−3
−
(
1− z√
2
)−2
·
√
15
13
·
√
26
15
· z(z
2 + 6)
4− z4 =
4
4− z4 ,
the kernel
(z, ζ) 7→
[
KS(
1√
2
, 1√
2
) KS(
1√
2
, ζ)
KS(z,
1√
2
) KS(z, ζ)
]
=
[
16
15
4
4−ζ4
4
4−z4 KS(z, ζ)
]
would be positive semidefinite as well as the kernel
K˜(z, ζ) = KS(z, ζ)− 15
(4− z4)(4− ζ4)
.
Therefore, the kernel[
K˜(0, 0) K˜(0, ζ)
K˜(z, 0) K˜(z, ζ)
]
=
[
1
16
1−4ζ4
4−ζ4
1−4z4
4−z4 K˜(z, ζ)
]
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was positive, as well as the kernel
K̂(z, ζ) = K˜(z, ζ)− 16(1− 4z
4)(1− 4ζ4)
(4− z4)(4 − ζ4)
which is not the case since K̂(0.1, 0.1) = −0.93276.
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