Abstract. We consider multiple Geronimus transformations and show that they lead to discrete (non-diagonal) Sobolev type inner products. Moreover, it is shown that every discrete Sobolev inner product can be obtained as a multiple Geronimus transformation. A connection with Geronimus spectral transformations for matrix orthogonal polynomials is also considered.
Introduction
In this paper we basically study one of the classical problems in the theory of orthogonal polynomials that goes back to the work of Fejér [16] and Shohat [26] . It can be stated as follows. Given a nontrivial probability measure µ supported on an interval of the real line, consider the corresponding sequence of monic orthogonal polynomials {P n (t)} n≥0 . Then the problem is to find out when the sequence {Q n } n≥0 of monic polynomials (1.1) Q n (t) := P n (t) + A
[n]
1 P n−1 (t) + · · · + A [n] N 0, and P −i = 0, for i = 1, . . . , N, is a family of monic orthogonal polynomials? This problem was not fully understood up until now and in the present paper we give the most thorough answer by demonstrating that in the general situation such families {Q n (t)} n≥0 could lead to Sobolev type orthogonal polynomials, which were introduced in a general framework in the early nineties see [22] and [1] . Nevertheless, few years after the Shohat publication a complete answer to the particular case of the problem, when Q n (t) := P n (t) + A
1 P n−1 (t), was given by Geronimus in [17] , providing a way to generate new families of orthogonal polynomials. Since even nowadays it is not so easy to get access to [17] and it is only accessible in Russian, the paper by Geronimus remained unnoticed until the work on discrete-time Toda and Volterra lattices by Spiridonov and Zhedanov [27] , [28] , where they called the new family of orthogonal polynomials {Q n (t)} n≥0 the Geronimus transformation of {P n (t)} n≥0 (see also [30] ). Later on, a more general framework to the Geronimus transformation and its inverse, the Christoffel transformation, was given in [7] , [29] . In this framework both the transformations are called Darboux transformations because they are related to UL-and LU-factorization of Jacobi matrices and are discrete analogs of the famous Bäcklund-Darboux transformations from the theory of integrable systems.
To get a basic idea about [7] , [29] , let us consider a linear functional σ on the linear space P of polynomials with real coefficients. Next, we denote by σ, p the image of p ∈ P by the linear functional σ. We define the moments of such a linear functional by σ n := σ, t n . In addition, for polynomials p and φ, we can introduce new linear functionals as follows (see [29] ) φσ(t), p(t) = φ, σ(t)p(t) and (t − a) −1 σ, φ(t) = σ, φ(t) − φ(a) t − a .
The canonical Geronimus transformation of the linear functional σ corresponding to the Geronimus transformation of orthogonal polynomials can be defined as the linear functionalσ such that (1.2)σ = (t − a) −1 σ +σ 0 δ(t − a).
Notice that the constantσ 0 is an arbitrary real number. In the particular case σ, f = I f dµ 0 where µ 0 is a nontrivial probability measure and a = 0 in ( where tdµ = dµ 0 . Unfortunately, this approach doesn't allow us to deal with our main problem in the full generality and we have to go on. In order to move to the next level of understanding of the problem in question and, so, the Geronimus transformation we need to reconsider everything in the context of symmetric bilinear forms [6] , [12] , [13] .
To this end, let us recall that a symmetric bilinear form B is a mapping B : P × P → R which is linear in each of its arguments and satisfies
B( f, g) = B(g, f ).
As a consequence, we can associate with every symmetric bilinear form a Gram matrix B(t i , t j )
. If a bilinear form is given by B( f, g) = σ, f g , then the corresponding Gram matrix is a Hankel matrix. A symmetric bilinear form is said to be quasi-definite (resp. positive definite) if the leading principal submatrices of the Gram matrix are nonsingular (resp. with determinant greater than zero). In this case the symmetric bilinear form generates a sequence of orthogonal polynomials. Indeed these polynomials can be written as follows
The interest of considering symmetric bilinear forms in general is that the associated Gram matrix does not have the structure of a Hankel matrix that appears when you deal with symmetric bilinear forms associated with linear functionals. Thus it allows us to consider some different kinds of orthogonality like the discrete Sobolev one which has focused the attention of many authors (see [13] , [15] to name a few). In this framework, it is quite natural to define the Geronimus transformation as follows (see [12] , [17] ). Let us consider a symmetric bilinear form defined on the linear space of polynomials P, associated with a nontrivial probability measure µ 0 supported on an infinite subset I of the real line
The Geronimus transformation of (·, ·) 0 is the symmetric bilinear form [·, ·] 1 defined as follows
Moreover, in [12] the definition of the Geronimus transformation was extended to the case of the polynomial h(t) = t 2 and the corresponding orthogonal polynomials and band matrices were studied there. In this case the transformation is called the double Geronimus transformation and it is associated with the family
In this paper we start with an arbitrary polynomial h of degree deg h = N. Then following [12] we define a multiple Geronimus transformation as follows
Now we are in a position to pose the following natural question: what can be said about the symmetric bilinear form [·, ·] h and related orthogonal polynomials, which turn out to be of the form (1.1). This problem is also motivated by Durán in [13] , where general results are given for symmetric bilinear forms such that the operator h is symmetric with respect to the bilinear form, i.e. B(h f, g) = B( f, gh). Note that our Proposition 2 is a specific case of the Lemma 3 given in [13] . In a word, the main idea of the present paper is to show that [·, ·] h is a discrete Sobolev inner product and to explain the structure of band matrices generated by the recurrence relations for Sobolev type orthogonal polynomials. At the same time, taking into account [14] our results can be considered as results for a special case of matrix orthogonal polynomials. Briefly speaking, in [14] it was shown that Sobolev type orthogonal polynomials are strongly related to matrix orthogonal polynomials. The structure of the paper is as follows. In Section 2 some basic background and notations are presented. Section 3 deals with an extension of the Geronimus transformation where we obtain the symmetric bilinear forms such that the operator of multiplication by a polynomial is a symmetric operator with an extra condition. In Section 4 we study the corresponding sequences of monic orthogonal polynomials. Section 5 is focused on an interpretation of the matrix of the above multiplication operator based on a Darboux transformation with parameters. Finally, in Section 6 we establish a connection between such factorizations and block Jacobi matrices associated with matrix orthogonal polynomials deduced from the Sobolev type orthogonal polynomials. Thus we get that multiple Geronimus transformations in the scalar case yield Geronimus spectral transformations for the this special case of matrix orthogonal polynomials.
Preliminaries
Here we give some basic notations and facts. Let us start by considering a symmetric bilinear form
where µ 0 is a nontrivial probability measure supported on an infinite subset I of the real line. In general, if we assume that (·, ·) 0 is quasi-definite, then we know that the corresponding sequence of monic orthogonal polynomials {P n (t)} n≥0 satisfies a three term recurrence relation
where D n and C n are real numbers with C n 0. Using a matrix notation, the above expression reads
where
is a monic Jacobi matrix and P = (P 0 , P 1 , · · · ) T If we assume that (·, ·) 0 is a positive definite bilinear form then there is a sequence of orthonormal polynomials {P n } n≥0 such that
With the above sequence of orthonormal polynomials we can associate a tridiagonal symmetric Jacobi matrix of the formĴ
In what follows we will need the n-th reproducing kernel K n (t, y) associated with the monic orthogonal polynomial sequence {P n (t)} n≥0 which is defined by the following formula
At the same time, there is an explicit expression for K n (x, y), which is the so-called Christoffel-Darboux formula
, for x y. We will also use the following notation for the partial derivatives of K n (x, y)
3. An extension of the Geronimus transformation to the multiple case Let h(t) be a monic polynomial of deg h = N. Let us define a symmetric bilinear form [·, ·] h on the linear space P of all polynomials with real coefficients in the following way
Clearly, this definition does not determine the bilinear form [·, ·] h uniquely. However, the elements of the following symmetric matrix
can be chosen arbitrarily. It should be noted that the operator of multiplication by h is symmetric with respect to the inner product [·, ·] h . If we assume that the underlying symmetric bilinear form is quasidefinite then the corresponding sequence of monic orthogonal polynomials {P * n (t)} n≥0 satisfies the relation
where c
[n] n+N = 1, and c [n] n−N > 0 for n ≥ N. Thus, we can associate with the sequence {P * n (t)} n≥0 a 2N + 1 band matrix of the form
Before dealing with the properties of the symmetric bilinear form [·, ·] h , we will choose an appropriate basis in the linear space P. Indeed, let us consider the following basis
This allows us to express every polynomial f as follows
Moreover, if we fix k and define the following linear operator
Let α 1 , . . . , α p , be the zeros of h(t) and β 1 · · · β p be their corresponding multiplicities, i.e.
For each α i , the polynomial h(t) can be represented in the form
According to the Leibniz product rule for derivatives
Thus,
If f is a polynomial then using its representation in terms of the basis defined above we get
As a consequence, for i = 1, . . . , p, one has
Introducing the following matrices
we see that formula (3.4) for i = 1, . . . , p, i.e.
can be gathered as follows
By the definition, the above system of linear equations (3.5) has at least a solution [a 0,0 , a 0,1 · · · a 0,N−1 ] T . Let us assume that there is another one which we denote by [a
T . Then we define the
We now define the polynomial c(t) = u(t) − v(t).
Notice that deg c ≤ N − 1 but, on the other hand,
This implies that α i is a zero of multiplicity at least β i for c(t) and since it is true for every
. Therefore the solution of (3.5) is unique and, as a consequence, A is a nonsingular matrix. In particular, if the zeros of h(t) are simple then (3.5) takes the form
In other words, the corresponding matrix A is a Vandermonde matrix. 
T and the symmetric matrix S has the following form
Proof. To compute [ f, g] h for the given polynomials f and g let us observe that the polynomial
is divisible by h due to the construction. Now, we have
In a matrix form the above expression reads
Next, using (3.5) we get (3.7).
If we assume that h(t) = t N , then we have the following result that appears in [12] for N = 2.
Corollary 1.
If µ is a nontrivial probability measure with finite moments of all nonnegative orders then
. . .
where M is a symmetric matrix such that
Since the values s i. j in (3.2) are arbitrary, we can take them in such a way that the matrix S is diagonal, i.e.
In this case (3.8) reduces to the following
which is a diagonal discrete Sobolev inner product. In other words, we see that N-th iterated Geronimus transformation of (·, ·) 0 generates discrete Sobolev inner products.
Orthogonal polynomials associated to the multiple Geronimus transformation
Next, assuming that the bilinear form [·, ·] h is quasi-definite, we will represent the monic polynomials {P * n (t)} n≥0 orthogonal with respect to [·, ·] h , in terms of the sequence {P n (t)} n≥0 of monic orthogonal polynomials with respect to (·, ·) 0 . Notice that from the orthogonality of P * n (t), for the elements of the basis B h we get
which basically means that
n−N P n−N (t). At the same time, we also have that
which can be rewritten as
The latter relation is equivalent to the following system of linear equations
Since P * n (t) is a monic polynomial of degree n, we know that (4.2) has at least one solution. If we suppose that it has two different solutions, then there are two monic polynomials of degree n that satisfy the orthogonality condition. But this contradicts the uniqueness of the sequence {P * n (t)} n≥0 . Moreover, the uniqueness also gives that
Further, according to Cramer's rule, the polynomials P * n (t) can be presented as follows
Let us stress that the above analysis was done for n ≥ N. However, it is clear that for n ≤ N the polynomial P * n has the following form
0 P 0 (t), where we put P m (t) = 0 for m < 0. So if we use similar arguments as above we have that for n ≤ N it is true that
As a last remark, let us notice that if n < N then d * n is the determinant of a matrix of size n × n, which does depend on n, while in the other cases d * n is the determinant of a matrix of size N × N. Thus, we can deduce the following. 
where d * n is defined by (4.3) and
If we assume that µ is a nontrivial probability measure such that hdµ = dµ 0 , then [ f, g] µ = I f gdµ is a positive definite bilinear form and we can state the following corollary:
Corollary 2. If {R n (t)} n≥0 is the sequence of monic polynomials orthogonal with respect to [·, ·] µ , then the sequence of polynomials {P * n (t)} n≥0 satisfies the following connection formula h(t)P
n−N R n−N (t), as well as
Notice that h(t)P n (t) can be written as
In other words, we have that
Combining this with (4.1) immediately yields
n−N R n−N (t), where
At the same time, we have that
According to (4.4), we get that c
and c
[n] n−N 0. Finally, taking into account that the representation of hP * n in terms of the sequence {R n } n≥0 is unique, we conclude that (4.5) holds.
Example 1. Let us assume that h(t) = t
N , dµ 0 = t α+N e −t dt, and let define (·, ·) 0 as
We know that the sequence of monic orthogonal polynomials associated with the above bilinear form are the Laguerre polynomials {L α+N n } n≥0 with parameter α + N. Let us now take dµ = t α e −t dt. Then
As a straightforward consequence, the sequence of polynomials orthogonal with respect to (4.6) can be written asL
The above bilinear form with their orthogonal polynomials are very well known in the literature. Indeed, the diagonal case was introduced in [20] . Let us notice that, in particular, if M k, j = 0 for (k, j) (0, 0) we get the so called Laguerre-Krall orthogonal polynomials.
The previous corollary shows a connection formula between the polynomials {P * n (t)} n≥0 and the polynomials {R n (t)} n≥0 , we now focus on finding necessary and sufficient conditions for the existence of the sequence of polynomials {P * n (t)} n≥0 . To this end, let us notice that in the case when P * n exists it can be represented as follows
In order to get some information out of this relation, note that (3.7) can be rewritten in the following manner
Using the orthogonality [P * n , R k ] h = 0, k = 0, . . . , n − 1, and substituting the latter formula to (4.7) we arrive at the following
In particular, for 1 ≤ q ≤ p and 1 ≤ k ≤ β q − 1, we have
If we define the vector
Now we are in a position to state the following result. 
has a unique solution.
As a next step, a natural question can be posed: when the bilinear form [·, ·] h is positive definite? It is clear that if we suppose that the matrix S given by (3.7) is a positive semidefinite matrix and µ is a positive measure, then [·, ·] h is also positive definite (for some non-regular cases see [10] , [11] ). Indeed, for any polynomial q(t) we have that
Alternatively, in order to analyze the positivity of [P * n , P * n ] h , we need to consider two cases: when n = m+Nk and n < N.
But taking into account that m + N(k − 1) = n − N, the above expression becomes
Case 2 if n < N then we have
As a summary we can state 
for n < N with n odd, (4.13)
Matrix representation of the multiple Geronimus transformation
Let us assume that [·, ·] h is a positive definite bilinear form. We define the following symmetric matrix
, where the corresponding orthonormal polynomials {P * n (t)} n≥0 are related to the monic ones in the following wayP *
For the classical Geronimus transformation (i.e. h(t) = t) there are two important facts concerning the matrix factorizations [12] , [29] (1) J * can be decomposed as J * = CC T with C a lower triangular matrix (Cholesky factorization). Next, it is natural to ask if it is possible to extend these two results to the generalized Geronimus transformations analyzed in the previous sections. The answer to this question can be given by mimicking the idea of [12] . Namely, from (4.1) we know that the polynomials P * n (t) can be written in terms of the monic orthogonal polynomials P ( n t), which are orthogonal with respect to (·, ·) 0 . From this we get
Notice that (P * n , P * m ) 0 is zero for |n − m| ≥ N and, therefore, the matrix
is a (2N + 1) × (2N + 1) diagonal matrix. 
Proof. According to the definition of J * we have
It is easy to see that this can be written in the following manner
If we set
then we get the desired result. Also, notice that
Hence the diagonal entries of C can be given in terms of the coefficients A [k] n as follows
From the above relation we can see that (h * m ) 2 is a combination of the free parameters given by the matrix S (see (3.2) ).
Let L mon be the matrix associated with the recurrence formula given in (4.1), that is
It is clear that the relation (4.1) reads as P * = L mon P, where P * = (P * 0 (t), P * 1 (t) · · · ) T and P = (P 0 (t), P 1 (t) · · · ) T . On the other hand, we have
Thus we can associate with the above relation the following matrix
Here hP = U mon P * where P and P * are the vectors defined as above. Finally, we can state the following.
Proposition 6. If h(t) =
as well as 3.3) ).
Proof. As we have done hP = U mon P * = U mon L mon P,
From this relation and due to the uniqueness of coefficients in recurrence relations we obtain (5.5). To prove (5.6), notice that
Since we have hP * = J This result together with Proposition 6 give us the understanding of the structure of band matrices associated with the recurrence relations generated by Sobolev orthogonal polynomials. [14] ).
Using the previous notation, Theorem 2 can be seen as a result for matrix orthogonal polynomials due to [14] . Indeed, the matrix h(J mon ) generates matrix polynomials 
and p n are monic polynomials orthogonal with respect to the measure dµ 0 . At the same time, the matrix J * mon corresponds to Sobolev type orthogonal polynomials which, in turn, yield a sequence of matrix orthogonal polynomials with respect to the measure [14] (6.2) dM(h −1 (t)) + Lδ(t), where δ(t) is the Dirac delta at t = 0, dM has the following form 
and L is the matrix .
In other words, we see that, according to (6.1), the matrix measure (6.2) is actually a simple matrix Geronimus transformation of the matrix measure dM 0 . Indeed, introducing y = h −1 (t) we see that the spectral transformation dM 0 (y) = ydM(y) → dM(y) + Lδ(y)
corresponds to one step of the block LR-algorithm based on the block UL-factorization h(J mon ) = U mon L mon → J * mon = L mon U mon . Thus, a multiple Geronimus transformation is a simple Geronimus transformation for matrix inner products. So, all our findings can be considered from the point of view of Darboux transformations for matrix orthogonal polynomials, which will be carefully analyzed in a forthcoming paper.
