Abstract-In recent years ， deep networks has achieved outstanding performance in computer vision, especially in the field of face recognition. In terms of the performance for a face recognition model based on deep network, there are two main closely related factors: 1) the structure of the deep neural network, and 2) the number and quality of training data. In real applications, illumination change is one of the most important factors that significantly affect the performance of face recognition algorithms. As for deep network models, only if there is sufficient training data that has various illumination intensity could they achieve expected performance. However, such kind of training data is hard to collect in the real world. In this paper, focusing on the illumination change challenge, we propose a deep network model which takes both visible light image and near-infrared image into account to perform face recognition. Near-infrared image, as we know, is much less sensitive to illuminations. Visible light face image contains abundant texture information which is very useful for face recognition. Thus, we design an adaptive score fusion strategy which hardly has information loss and the nearest neighbor algorithm to conduct the final classification. The experimental results demonstrate that the model is very effective in real-world scenarios and perform much better in terms of illumination change than other state-of-the-art models. The code and resources of this paper are available at http://www.yongxu.org/lunwen.html.
I. INTRODUCTION
Biometrics is one of the most important branches of pattern recognition [1] [2] [3] . Face recognition is one of the most attractive biometric techniques. Nevertheless, face recognition in real applications is still a challenging task [4] . The main reason is that the face is a non-rigid object, and it often has different appearance owing to various facial expression, different ages, different angles and more importantly, different illumination intensity. In recent years, deep learning has become more and more prevalent in computer vision. AlexNet [5] which is designed by Alex Krizhevsky got the champion of ILSVRC-2012 competition and outperformed the second place nearly 10 percents. From then on, researchers realized the powerful analysis ability of deep convolution network. Simonyan [6] proposed a very deep convolutional network, which is called VGG net, and get the second place of ILSVRC-2014 competition. VGGnet could be divided into several blocks and each block contains several convolutional layers which have identical kernel size and channel number. GoogleNet [7] is specially designed for the ILSVRC-2014 competition by google team. It applies a structure called inception to preserve locally compact connection, while the global structure is sparse. GoogleNet won the first place of the ILSVRC-2014 competition whose top-5 error rate is less than 7%. VGGnet and GoogleNet are very deep and have 19 and 22 layers respectively. On account of the great success of VGG and GoogleNet, researchers began to apply different methods to increase the depth of network. However, a degradation problem is exposed: when the network depth increases, accuracy gets saturated and then degrades rapidly. Such degradation, unexpectedly, is not related with overfitting. In order to solve such problem, He [8] designs a shotcut structure which is illustrated in Figure 1 . This structure combines the input x and F(x) as the final output, so F(x) is considered as the residual. The network piled up by this structure is called residual network. Residual network could have the depth of 152 layers and the top-5 error is less than 4% on imagenet database.
Face recognition could be considered as a special classification task and the deep network is pretty suitable for face recognition. Deep neural networks have powerful feature extraction ability, and can obtain competitive extractor by using massive training sets. For some public face data sets, such as Labeled Faces in the Wild Home (LFW) [9] , the accuracy of deep networks can even reach 99.8%. However, face M A N U S C R I P T
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recognition is far from perfect in engineering applications. For the LFW database, the face image is relatively easier for recognizing, it only contains part of the scenes, postures. However, in real word applications, as we pointed out earlier, the condition is more complicate, the appearance of face images may suffer from various facial expressions, different angles and varying illuminations. Compared with other factors, illumination change has the greatest influence on face recognition. Figure 2 shows that face images obtained under different environmental illuminations are much different. These differences eventually lead to a negative impact on the face recognition system. For deep learning algorithms in engineering applications, massive training data is necessary. Baidu researchers proposed to demonstrate the importance of enough training data for deep networks [10] . They used mobile phone cameras to collect a number of face images, and used a trained deep learning model to test the verification task, reaching an accuracy of 85% when the false alarm rate is 0.0001. After adding new training data (Chinese celebrities collected from web sites) to train the model they achieved an accuracy of 92.5% when the false alarm rate is still 0.0001. This example tells us that more training data is necessary and helpful for deep networks and can lead to better performance.
If we want to solve the illumination change problem using deep networks, there must be enormous training data that have various illumination intensity. However, it is very tough to collect such kind of dataset in real word. In this paper, we design a deep network system using both visible light image and near-infrared image. Besides conventional recognition tasks of visible light face images, recognition of near-infrared face images also attracts the attention of many researchers. As we know, near-infrared face images are usually less sensitive to illumination change. Compared to near-infrared images, visible light face images could reflect more details of the faces. Therefore, we apply both visible light image and near-infrared image in order to solve the illumination change problem and at the same time, preserve the advantage of visible light images. First of all, we use public visible light face data resources from the internet to train a deep network model, which is referred to as the first model. Then we use a number of near-infrared face images to re-train the obtained deep network model. After re-training is completed, we use the ultimate deep network model as feature extractor of near-infrared face images and refer to it as the second model. After that, we exploit the cosine distance between the test sample and training samples to get the class score and apply an adaptive score fusion strategy and nearest neighbor algorithm to conduct the final classification.
Here, we need to point out that we use two different devices to obtain face images: a visible light camera and a near-infrared camera. Therefore, our system can simultaneously collects two kinds of face images, near-infrared face images and visible light face images. The first model and second model are respectively applied to visible light face images and near-infrared face images to extract features. Then the cosine distance will be calculated to get the class score. Here the score could be considered as the correlation intensity that between the test sample and training samples. Because these two kinds of images are respectively beneficial to capture light-invariant features and texture features of face, we finally combine the score to conduct the final classification. The score fusion strategy combines the two separate models into a union one. According to the result of the experimental analysis, our model has a good performance in practical application scenes.
II. RELATED WORKS
Face recognition has been a prevalent research for many years. There are many classical algorithms for face recognition. Here we can simply classify these methods into three categories: 1) Local feature method, subspace-based methods and more sparse representation methods. Local feature methods are mainly proposed to solve varying facial expression problem. As we know, the face is a non-rigid object, and the change of facial expressions and other factors will lead to changes in facial features. But researchers have found that some local features of face images do not change severely. Therefore, local features have been exploited for face recognition. For example, Gabor [11] , LBP [12] , SIFT [13] features all show promising performance in face recognition.
2) The basic idea of subspace-based methods is to exploit a transform factor to map the high dimensional face image to a low-dimensional feature space. PCA [14] is one of the most classical subspace-based methods. On the basis of PCA, 2DPCA [15] is proposed to improve the robustness of PCA. LPP (Local Preserve Projection) [16] is an unsupervised method and could make the feature vector preserve the relationship of original neighbors. LDA [17] applies Fisher discriminate function to guarantee that in the feature space, samples within a class will have close relationship and different classes have weak correlation. So the property of the feature space is dependent on the methods that formulate the transform factor. The advantages of the subspace-based algorithms are that on one hand they can remove redundant information of the original images, and on the other hand they can reduce the time complexity because the dimension of feature space is much less than that of the original image space. 3) Sparse representation has attracted much attention of researchers in the field of signal processing, image processing, computer vision, and pattern recognition. Before deep networks become famous, sparse representation has been considered as one of the most effective methods for face recognition. SRC (sparse representation based classification) [18] first assumes that the test sample can be sufficiently represented by the training samples. Specifically, SRC exploits the linear combination of training samples to represent the test sample and M A N U S C R I P T
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computes sparse representation coefficients of the linear representation system, and then calculates the reconstruction residuals of each class employing the sparse representation coefficients and training samples. The test sample will be classified as a member of the class which leads to the minimum reconstruction residual. Xu [19] proposed a two-step sparse representation based classification method. Xu firstly chooses the k nearest neighbors in the first step, then uses these neighbors to represent the test sample in the second step. Deng [20] proposed an extended sparse representation method (ESRM) for improving the robustness of SRC by eliminating the variations in face recognition, such as disguise, occlusion, and expression. The quintessence of sparse representation methods is the sparsity. It means most coefficients of the training samples are 0, which is advantageous for preserving useful training samples. Compared with the conventional face recognition methods, face recognition models based on deep network can always achieve better performance. As we know, deep networks can simulate the human brain's thinking process. The memory and conception for objects in our brain is not stored in a single place, instead, it is distributed stored in a vast network of neurons. This is consistent with the deep network whose forward calculation is the process of abstraction. Figure 3 illustrates the comparison of face recognition based on deep networks and our brain. Here we need to point out that the widely used deep learning method often adopts the weight-sharing network structure, so it can greatly reduce the complexity of the network architecture and the number of weights.
At present, some academic and commercial institutions have designed different deep networks for face recognition, such as FaceNet [21] (Google), VGGNet [22] (oxford research group), Here we need to point out that face recognition in DeepFace are a two-step process. It firstly exploits deep network to extract the face feature and then performs classification. Moreover, DeepFace applies an integrated neural network to conduct face alignment in the preprocessing stage. DeepID is on the basis of DeepFace, and it uses plenty of patches of face images to train different deep networks and finally combines the output of these networks as the feature of face image. In the classification, DeepID applies Joint Bayesian classifier in order to make the classification more robust. However, these models heavily depend on the quality and quantity of the training data. For illumination change problems, as we pointed out earlier, there is not enough training data with varying illuminations intensity. So the deep network model will not perform well. Table 1 illustrates the performance of different methods with weak illumination change, while Table 2 illustrates that with strong illumination change. Comparing these two tables, we can conclude that both conventional methods and deep network are not competent for varying illuminations problem. Therefore, we design a model which could make use of near-infrared images to handle varying illuminations because near-infrared images are less sensitive to illumination change.
III. NETWORK ARCHITECTURE AND MODEL TRAINING
A. Network architecture Table 3 shows the reported performance of different models on the LWF database. In this paper, we choose VGG Net [22] as the deep learning network architecture. It is because that in the engineering applications, VGG Net can achieve reasonable balance between the accuracy and time efficiency. DeepID applies a multi-model feature fusion algorithm, which uses 200 deep network models to extract features of a face image. As we know, the forward processes of 200 deep networks are very time consuming because there are enormous convolution operations, so DeepID is really not suitable for engineering applications and M A N U S C R I P T
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we do not choose it. The complete network architecture of VGG is shown in Figure 6 . We can see that except for the fully connected layer, there are 5 blocks in the VGG Net model. Each block consists of several convolutional layers followed by additional nonlinear operations, such as ReLU operation and local response normalization. The kernel size and channel number in one block are identical. The last layer of each block is always a pooling layer. So the feature map size of convolutional layers in one block is smaller than that of the previous block. Focusing on the first four blocks, we can find that the channel number is doubled after a pooling layer. More channels will effectively compensate for the information loss caused by the pooling layer. After 5 blocks, there are 3 fully connected layers. The convolution operation is mainly used to extract local features of face images, while the full join operation can extract global features of the whole face image. Moreover, the main purpose of using the ReLU operation is to eliminate overfitting and perform the local normalization operation on the convoluted features. Network-specific parameters are shown in Table 4 .
B. Training and Databases
The training process is composed of two phrases that result in two separate models to handle different kinds of face images. Firstly, we apply CelebFaces Attributes Dataset (CelebA) of the Chinese University of Hong Kong to train the VGG net and refer to the training results as the first model. Next, we preserve the parameter of the first model and fine-tune the model using the CASIA NIR dataset and PolyU NIR Face Database. The training result is referred to as the second model. The CelebA dataset [25] contains 202599 face images captured from 10177 identities, and contains rich posture and background variations, Figure 4 illustrates some examples of CelebA dataset. The first model is aimed at extracting features from visible light image. The CASIA NIR database contains 2490 NIR face images of 197 peoples and the PolyU NIR Face Database includes 35000 NIR Face images of 350 peoples. More information is shown in [26] [27] . The second model is effective in handling near-infrared images owing to the fine-tuning step.
In order to verify whether the proposed face recognition method which exploits both visible light image and near-infrared image is effective to illumination changing problems, we need a set of visible light and near-infrared face images to perform verification experiments. At present, most public databases contain only visible light or near-infrared face images, and only a few public databases contain both of them. This paper uses the HIT LAB2 face dataset [28] and SunWin Face database to verify our method. These two databases both contain near-infrared and visible light face images under changeable conditions as Figure 5 shows. 
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C. Score-fusion There are three fusion strategies: pixel-based fusion, feature level fusion and score-level-based fusion. Simultaneously using visible light and near-infrared face images can make the extracted face feature more comprehensive. Empirically, for face recognition, the score based fusion strategy is better than the feature based fusion strategy. The reason is that the feature-based fusion will cause information loss. The strategy based on score fusion avoids this defect, so the score fusion strategy can always obtain better experimental results [29] . Therefore, this paper applies the score fusion strategy to conduct the final classification.
In our face recognition system, the first model and the second model will respectively process the visible light image and near-infrared image and extract feature from both images. Then we apply the cosine distance to calculate the score of both features between test sample and training samples, Here the score could be considered as the correlation intensity that between the test sample and training sample. After that, we use the weighted combination strategy to perform score fusion [30] , as shown in (1).
where i = ,
As presented in (3), the adaptive strategy will assign a higher weight to the higher score and a lower weight to the lower one. After score fusion, we apply the nearest neighbor algorithm to perform classification and the test sample is labeled as the corresponding training sample with the maximum find score. In (1), a higher score contains more information and acts as the main component, while the lower one acts as a secondary factor.
When i N is much greater than i V , the illumination usually changes much. Under this condition, if visible light face image are captured with dark illumination, it is reasonable to regard the features of the visible image as secondary factors, and the near-infrared light feature as the primary factor. Figure 6 shows the score fusion strategy in detail.
IV. EXPERIMENT Table 5 shows the accuracy of some face recognition models on the LWF and YTF database. The LFW Database contains more than 13,000 face images collected from the internet. Each face has been assigned with a single class label. YouTube Face Database YTF [31] contains 3,425 videos of 1,595 different people. All the videos were downloaded from YouTube website. Each person has 2.15 videos on average. The shortest video has 48 frames, while the longest video has 6,070 frames. The average length of a video is 181.3 frames.
From the experimental results in Table 5 we can see that the face recognition algorithm based on the deep network is Numfilts  0  input  data  --1  conv  conv1l  3  64  2  conv  conv12  64  64  3  pool  pool l  --4  conv  conv21  64  128  5  conv  con22  128  128  6  pool  Pool2  --7  conv  Conv31  128  256  8  conv  Conv32  256  256  9  conv  Conv33  256  256  10  pool  Pool3  --11  conv  Conv41  256  512  12  conv  Conv42  512  512  13  conv  Conv43  512  512  14 pool Pool4 --M A N U S C R I P T 15  conv  Conv51  512  512  16  conv  Conv52  512  512  17  conv  Conv53  512  512  18  pool  Pool5  --19  Full_connection  Fc1  512  4096  20  Full connection  Fc2  4096  4096  21  Full connection  Fc3  4096  10177  22 softmax softmax -- Figure 6 : Deep VGG Net structure significantly better than the traditional methods. On the LFW database, the VGG Net model can reach an accuracy of 98.95%. For some commonly used face recognition algorithms, such as LBP, the accuracy is only 85.17%, far below than that of the deep network model. For the verification set YTF [31] , we can get the similarity conclusion. However, the performance of both Local Binary Pattern (LBP) [32] method and Fisher Vector Faces (FVF) [33] [34] method decline greatly comparing to the LFW database. The reason is that the images in the YTF database are taken from the video, which are more complex in attitudes, expressions and other factors. However, we can see that the accuracy of VGG Net on the YTF data set is only 1% less than the LFW database, this means the robustness of the deep network model to these changes is very powerful. Therefore, we choose VGG Net as our basic model. However, deep network is not perfect in real word applications. It is sensitive to illumination change because collecting vase training data that has varying illuminations is very difficult. Table 6 shows the comparing results of VGG Net between strong illumination change and weak illumination change. We can see that the accuracy of VGG Net significantly decline if the illumination change is strong on both Sun Win database and HIT database.
A C C E P T E D ACCEPTED MANUSCRIPT
In order to solve this problem, we design a model that applies the near-infrared image as the auxiliary image to eliminate the effect of illumination change. We use HIT LAB2 and SunWin Face database to test the performance of our model. In the test phase, five face images of a person were randomly selected as training data, then the VGGNet model was used to extract the features and cosine distance is used as a measure of similarity of Table 7 is the experimental results of the HIT LAB2 database. We can see clearly that when the lighting change is weak, the face recognition accuracy of VGGNet can reach 98.74%. But when the illumination changes drastically, the accuracy declines to 89.80%. In the case of little change of illumination, the accuracy of our method based on deep learning and score fusion can reach 99.56%. In terms of our model without score fusion, although the accuracy is slightly lower than VGG Net in weak light change condition, our model is significantly higher than VGG Net under the condition of strong illumination change. When we apply score fusion, our model can outperform VGG Net under both illumination conditions. We further test our method via the Sunwin Face database. The experimental results are shown in Table 8 . The conclusion is similar to that on HIT LAB2. Our model can achieve a better recognition result for drastic illumination change. Moreover, according to Table 7 and Table 8 , we can also demonstrate the significance of score fusion. On both database, our model applying the score fusion could achieve better performance than that without score fusion. Score fusion strategy could make full use of feature from both visible light image and near-infrared image, so it is reasonable for better performance. 
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