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Abstract. Tiling is a loop transformation that the compiler uses to create auto-
matically blocked algorithms in order to improve the beneﬁts of the memory hi-
erarchy and reduce the communication overhead between processors. Motivated
by existing results, this paper presents a conceptually simple approachto ﬁnding
tilings with a minimal amountof communicationbetweentiles. Thedevelopment
of all results is based primarily on the inequality of arithmetic and geometric
means, except for Lemma 8 whose proof relies on the concept of extremal rays
of convex cones. The key insight is that a tiling that is communication-minimal
must inducethe sameamountof communicationthrough all facesof a tile, which
restricts the search space for optimal tilings to those tiling matrices whose rows
are all extremal rays in a cone. For nested loops with several special forms of
dependences,closed-form optimal tilings are derived. In the general case, a pro-
cedure is given that alwaysreturns optimal tilings. A detailed comparison of this
work with some existing results is provided.
1 Introduction
Prior studies have shown that blocked algorithms can improve the performance of par-
allel computers with a memory hierarchy [5, 6]. A block is a subarray of data and
usuallyexhibitsa highdegree of data reuse, allowingbetter register, cache and memory
hierarchy performance.
Tilingisalooptransformationthatthecompileruses toautomaticallycreate blocked
algorithms[7, 17]. Tilingdivides the iterationspace intoblocks or tilesof the same size
and shape and traverses the tiles to cover the entire iteration space. To improve cache
localityof a loop nest, the compiler can ﬁnd tiles so that a tileis small enoughfor cache
tocapture the available temporal reuse, improvingthe beneﬁts of the memory hierarchy
[3, 9, 13, 18],
Tiling is also a good paradigm for parallel computers with distributed memory. In
these multicomputers, the relatively high communication startup cost makes frequent
communication very expensive. Tiling can be used to reduce the communication over-
head between processors [2, 10, 11, 12]; loopiterationsare grouped intotiles, and com-
municationtakes place pereach tileinsteadofper each iteration,sothat communication
overhead is reduced.
This paper is restricted to perfectly nested loops withconstant dependences, known
as uniform dependence algorithms. They have the characteristic that data dependences
between their computations can be represented by a ﬁnite set of integer vectors, known
as dependence or distance vectors. The iteration space of a loop nest is a discrete
bounded Cartesian space deﬁned by the loop limits of the program. For the purposes
of this paper, knowing the dependence information in a program sufﬁces. So an
￿ -deep
￿
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￿ outer doall loops and
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￿ is the row rank of
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[1].
The inner
￿ loops, having a dependence matrix with full row rank, can be tiled in the
normal manner.
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A recent paper described an inspiring approach to ﬁnding tilings that minimise the
communication volume of a tile when the computation volume or size of a tile is ﬁxed
[2]. That approach ﬁnds optimal tilings by ﬁrst determining a tile’s shape and then
scalingall itssidesbythesame constantfactortoobtaina tileofan appropriatesize. The
major results of that work were summarised in [2, Lemma 9 and Theorem 10], which
are technicallyinvolvedand do not seem tolead to an intuitivegeometric interpretation.
Thispaper recasts andextends that workandprovides newinsightsintotheproblem
of ﬁndingcommunication-minimaltilings.Usinga different formulationforﬁndingop-
timal tilings, we are able to develop all results in the paper in a conceptually simpler
framework, based on the inequalityof arithmetic and geometric means and the concept
of extremal rays of convex cones. That inequality is the basis for establishing Theo-
rem 2 and Lemma 6 in the paper, the keystones on which all other results rest. One
important new result is that a tiling that is communication-minimal must induce the
same amount of communication (not the same surface area as in [13]) on all faces of a
tile. This is the deep reason why the search space for optimal tilings can be restricted
to a ﬁnite set of matrices whose rows are all extremal rays in a cone. By dividing pro-
grams into individual cases in terms of their dependence structures, we ﬁnd optimal
tilings progressively so that each case is solved based on the preceding one. For pro-
grams with several special forms of data dependences, closed-form optimal tilings are
given. For programs in the general case, a procedure is given that always returns opti-
mal tilings. Frequently, the simplest interpretation of an algebraic result is in terms of
a geometric setting. Where appropriate, some geometric insightsbehind optimal tilings
are explained.
The plan of the paper is as follows. Section 2 introduces the terminologyand nota-
tionsused inthe paper. Section 3 discusses quicklytilingas a looptransformation. Sec-
tion 4 characterises thecomputationandcommunicationvolumesofa tile.InSection 5,
the problem of ﬁndingcommunication-minimal tilingsis formulatedas a combinatorial
problem. Several concepts from higher mathematics and convex cones are introduced.
We derive optimal tilings by distinguishing programs according to their data depen-
dence structures. We ﬁrst present closed-form optimal tilingsfor programs withseveral
special forms of data dependences. We then discuss the general case when
￿
is an arbi-
trary full row matrix. Section 6 contains a procedure for ﬁnding optimal tilings. Based
on the framework developed in this paper, Section 7 compares and contrasts this work
with the related work. Section 8 concludes the paper by describing some future work.
22 Notation and Terminology
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and
￿ denote the set of integers and rationals, respectively. All relational operators
on two vectors are component-wise. The symbol
￿ denotes the identity matrix. The
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￿
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ceiling of
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￿ for the ﬂoor of
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is used, and this notation is abused to indicate that a column vector
￿ is a column of a
matrix
￿ , i.e.,
￿
￿
￿ .
3 Iteration Space Tiling
This section discusses tiling as a loop transformation introduced in [7, 18, 19]. Tiling
decomposes an
￿ -dimensional loop nest into a
￿
￿ -dimensional loop nest where the
outer
￿ tile loopsstep between tilesand the inner
￿ element loops step the pointswithin
a tile. Figure 1(a) shows a
￿
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￿ parallelogram tiling of the double loop in Example 1,
where the tiled program is as follows:
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Geometrically, tiling divides an
￿ -dimensional iteration space into
￿ -dimensional par-
allelepiped tiles of the same size and shape. Since all tiles are identical by translation,
a tiling transformation can be deﬁned either by the normal vectors to its
￿ faces or by
the edge vectors of its
￿ edges emitting from the tile origin. Let
￿ be the tiling matrix
whose rows are the normal vectors of the
￿ faces of a tile, and
￿ be the clustering ma-
trix whose columns are the
￿ edge vectors of a tile. Figure 1(b) shows the
￿ and
￿ for
the parallelogram tilingshown in Figure 1(a).
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Figure1. A parallelogram tiling of the double loop in Example 1.
A tilingtransformation is deﬁned as a one-to-one mapping from
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3￿ is non-singularso that a tile has a bounded number of points.
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must be in-
tegral so that all tiles containthe same number of integer points(identicalby translation
in
￿
￿
￿
).
￿ must also satisfya so-calledatomictileconstraint.Each tileis an atomic unit
of work to be scheduled on a processor. Once a tile is scheduled, it runs to completion
without preemption. A tile is executed only if all dependence constraints for that tile
have been satisﬁed, implying that there must not exist any cyclic dependences on the
outer
￿ tile loops. In [7],
￿
￿
￿
￿
was given as a sufﬁcient conditionfor enforcing the
atomic tile constraint; it also preserves the dependences of the original program [20].
4 Computation and Communication Volumes
This section discusses how to calculate the computation volume and communication
volume induced by a tile, providing the basis for formulating the problem of ﬁnding
communication-minimal tilingsin the followingsection.
The number of integer points or iterations contained in a tile is called its computa-
tion volume. If
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The communicationvolume of a tile is deﬁned as the number of dependences going
into(orequivalently,leavingfrom) thetile; it represents theamount ofdata that must be
communicated beforea tilecan beinitiatedinaprocessor. In[2,13],thecommunication
volumeisapproximatedasfollows(Figure 2).If
￿
isadependence vector, theamount of
incoming messages induced by
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As a ﬁnal remark, a dependence thattouchesthe intersectionofseveral faces contributes
multiple times in (1). As an example, in Figure 2, the dependence whose sink is the
origin is counted twice, once trough each of the two faces. In practice, the tile size is
sufﬁciently larger than the magnitudes of dependence vectors. So the formula given in
(1) is a good approximation of the communication volume of a tile.
5 Communication-Minimal Tilings
Given thecomputationvolume ofa tileas a designparameter
￿ ,thissectionﬁnds tilings
that yield the smallest communication volume for a tile. Formally, we provide optimal
solutions to the followingoptimisationproblem:
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Figure2. Approximation of the amount of communicationinduced by
￿
through the face
#
$ . The
solid box depicts the tile at the origin. The dashedbox depicts the parallelogram subtended by
￿
and
!
" , whose volume is
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￿)=8, which measures the 8 dependences
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crossing the face
#
$ , of which the one in the dashedarrow has its sink outside the tile.
Here,
￿
￿
￿
￿
enforces the atomic tile constraint, and the problem formulation itself
implies that
￿ is non-singular. Section 6 discusses how to ensure that
￿
.
￿
is integral.
It is clear that we can simplify (2) by making the objective functionlinear:
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The optimal solutionsto both formulations satisfy
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Note that an optimal tilingwill be parameterised by the computation volume
￿ , and
therefore represents a family of optimal solutionsfor different computation volumes.
At the ﬁrst glance, the problem of ﬁnding optimal tilings is a difﬁcult combina-
torial problem. In this section, we show to solve this problem based primarily on the
inequality of arithmetic and geometric means. In fact, this inequality is the basis for
establishingTheorem 2 and Lemma 6, the key results on which all the others rest.
Lemma1. (The Inequality of the Arithmetic and Geometric Means) For any non-
negative numbers
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The sign of equality holds if and only if
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We shall also make use of several basic concepts from convex cones [14, p. 87]. A
nonempty set
￿ in Euclidean space is called a convex cone if
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￿
￿
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￿
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A cone that is polyhedral is the intersection of ﬁnitely many linear half spaces:
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for some matrix
￿
. A convex cone is polyhedral if and only if it is ﬁnitely generated.
Therefore, a convex cone can be represented in two different forms.
Since all dependence vectors are lexicographicallypositive, the dependence cone is
a pointed cone with the origin as its apex. Informally, the extremal rays in a pointed
cone are just the edges of the cone.
5Two cones are frequently used in the literature on tiling. All dependence vectors in
the dependence matrix
￿
generate a cone called the dependence cone [21]:
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Let
￿ be a row vector in
￿ . Then all feasible vectors
￿ are contained in a cone called
the tiling cone in this paper:
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cones are related to each other in the followingway:
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Techniques forconstructingthe extremal raysofthe tilingcone fromthefaces ofthe
dependence cone were described in [2, 13]. For every set of
￿
￿
￿ linearlyindependent
dependence vectors
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￿
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￿
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￿
in
￿
, compute the normal to the hyperplane spanned
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￿
￿ vectors. One solution is
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￿
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￿
￿
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then
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￿
￿
￿
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￿
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does not deﬁne a face for the dependence cone.
Example2. Consider the dependence matrix:
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both the dependence cone and the tilingcone deﬁned as follows:
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￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
*
￿
￿
￿
￿
cone
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Note that
￿
￿
and
￿
* are the normals to the two faces of the dependence cone.
￿
￿
￿
￿
￿
￿
￿
￿
$
￿
$
￿
"
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
$
￿
$
￿
"
￿
"
Figure3. Dependenceand tiling cones for Example 2.
In the rest of this section, we focus on ﬁnding optimal solutions to (2). We distin-
guish programs in terms of their dependence structures. We ﬁrst describe closed-form
optimal tilings for programs with several special forms of dependence matrices. We
then address the problem of ﬁnding optimal tilingsin the general case.
65.1
￿ Is the Identity Matrix (
￿
￿
￿ )
If
￿
is the identitymatrix, the optimisationproblem (2) becomes:
Minimise
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
The optimal solution is found analytically based on the inequality of arithmetic and
geometric means. The solutionto thissimpliest case providesthe foundationforﬁnding
optimal solutionsin three other special cases discussed shortly.
Theorem2. If
￿
is the identity matrix, the optimal tilingis:
￿
￿
diag
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
(4)
which has the smallest communicationvolume
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
Proof. This is a good example to use Dijkstra’s proof style [4].
￿
￿
￿
￿
￿
￿
￿
￿ Constraint
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ The Hadamard inequality
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ Deﬁnitionof the Euclidean norm;
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿ For nonnegative integers
￿
￿
￿
￿
￿
￿
￿
￿
￿ ,
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ Lemma 1
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
In the Hadamard inequality, the sign of equality holds if and only if
￿
￿
￿
￿
￿
￿
￿
￿
￿ are an
orthogonalbasis. Since
￿
￿
￿
, the rows of
￿ are mutuallyorthogonal if and only if
￿
is a diagonal matrix (up to row permutations):
￿
￿
diag
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
If
￿ is diagonal, the second “
￿
” in the above proof steps can be replaced with “=”. So,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
7By Lemma 1, the sign of equality holds if and only if
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . This
means that (4) is the optimal solution. Thus, the tiling given in (4) is optimal and it has
the minimal communication volume
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
In this special case, both the dependence cone
￿
￿
￿
￿
￿ and the tiling cone
￿
￿
￿
￿
￿
are the ﬁrst orthant in the Euclidean space, a special form of a pointed cone. Note that
￿
￿
￿
.
￿
￿
diag
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿. In the optimal tiling, the iteration space is tiled with
rectangles ofsize
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ withtheedges ofa tileparallel tothenatural axes, i.e.,
the edges of the ﬁrst orthant cone. This is illustrated in Figure 4 for a two-dimensional
iteration space.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Figure4. Optimal tiling when
￿
￿
￿
￿
￿
￿
￿ is the identity matrix (
￿
￿
￿ ).
5.2
￿ Is a Full Rank Square Matrix (
￿
￿
￿
￿
￿
￿
￿
)
Theorem3. If
￿
is a full rank square matrix, the optimal tilingis:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
(5)
which has the smallest communicationvolume
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
Proof. If
￿
is a full rank square matrix, so is
￿
￿
. If we let
￿
￿
￿
￿
￿
, which implies
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿, the optimisationproblem (2) is reduced to:
Minimise
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
We are back to the case we solved before when the dependence matrix
￿
is the identity
matrix. By Theorem 2, the optimal solutionto this problem is:
￿
￿
￿
diag
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Since
￿
￿
￿
￿
￿
, we conclude that the tiling given in (5) is the optimal solutionto (2)
and attains the smallest communication volume
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
8In this special case, we have
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Refer to Figure 3. The dependence cone has
￿ faces with the columns of
￿
as its
￿
edges. Also, the tiling cone has
￿ faces with the rows of
￿
.
￿
as its
￿ edges. In the
optimal tiling, the iteration space is tiled with parallelepipeds of size
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ with its edges parallel to the columns of
￿
. Figure 5(a) illustrates
the optimal tilingfor a two-dimensional iteration space by depicting the shape and size
of the tile at the origin.
￿
￿
(a) For
￿
￿
￿
￿
$
￿
￿
"
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
"
￿
$
￿
"
!
$
!
"
￿
￿
(b) For Example 3
Figure5. Optimal tiling when
￿
￿
￿
￿
￿
￿
￿ is a full rank squarematrix (
￿
￿
￿ ).
Example3. By Theorem 3, the optimal tilingfor Example 2 is:
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
This is illustratedin Figure 5(b) when
￿
￿
￿
.
5.3
￿ Contains an
￿
￿
￿ Diagonal Submatrix
This section considers the case when
￿
is nonnegative and contains an
￿
￿
￿ diagonal
submatrix. Without loss of generality, we assume that
￿
has the form
￿
￿
￿
￿
￿
￿
￿
￿
￿
such that
￿
￿
￿
￿
￿
￿
￿
￿
is diagonal. Let
￿
￿
￿
diag
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
That is,
￿
￿
is the diagonal matrix whose
￿-th diagonal element is the sum of the
￿-th row
of
￿
. Note that
￿
￿
 
￿
since
￿
￿
 
￿
.
9Theorem4. If
￿
￿
￿
￿
￿
￿
￿
￿
￿
as deﬁned above, the optimal tilingis:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
(6)
which has the smallest communicationvolume
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
Proof. When
￿
￿
￿
￿
￿
￿
￿
￿
￿
, the optimisationproblem (2) can be rewritten as follows:
Minimise
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
can be decomposed into
￿
￿
￿
￿
￿
and
￿
￿
￿
￿
￿
. Since
￿
￿
 
￿
is diagonal,
￿
￿
￿
￿
￿
implies
￿
￿
￿
. Since
￿
￿
is nonnegative,
￿
￿
￿
implies
￿
￿
￿
￿
￿
. By notingfurther that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ ,
we can simplify the above problem to:
Minimise
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
which is equivalent to:
Minimise
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
This is because both
￿
￿
￿
and
￿
￿
￿
￿
￿
are equivalent when
￿
￿
 
￿
is diagonal, We
are back tothe case we solved before when thedependence matrix
￿
isa square matrix.
By Theorem 3, the tiling given in (6) is optimal and has the smallest communication
volume as indicated.
In this special case, we have
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
When
￿
￿
￿
￿
￿
￿
￿
￿
￿
, the dependence cone and tiling cone are the ﬁrst orthant
(Section 5.1). The optimaltilingconsistsofdividingtheiterationspace usingrectangles
of size
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , withthe edges of a tile parallel to the natural
axes. The dependence vectors in
￿
￿
completely determinethe shape of a tile–the tiling
is rectangular, while those in
￿
￿
contribute only to determining the aspect ratios of a
tile – the larger the sum of the
￿-th entries of all dependence vectors, the longer of the
side of the tile along the
￿-th dimension.
Example4. Consider a double loop with the dependence matrix:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
10We ﬁnd that
￿
￿
￿
￿
￿
￿
￿
￿
￿
An application of Theorem 4 yields the optimal tiling:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
5.4
￿ Contains All
￿ Extremal Rays of the Dependence Cone
In this special case, the dependence cone
￿
￿
￿
￿
￿ has exactly
￿ extremal rays and the
columns of
￿
can always be permuted so that
￿
￿
￿
￿
￿
￿
￿
￿
￿
, where
￿
￿
￿
￿
￿
￿
￿
￿
is
non-singular and its columns are the
￿ extremal rays of the dependence cone. Using
the notations in (3), we have
￿
￿
￿
￿
￿
and
￿
￿
￿
￿
.
￿
￿
￿
￿ . By the deﬁnition of
￿
￿
,
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
is nonnegative and contains the identity as a diagonal
submatrix. This will enable us to reduce this case to the one solved in Section 5.3.
Example5. Consider a triple loop with the dependence matrix:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
The last columnis a positivelinearcombinationofthe ﬁrst three:
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
*
￿
￿
￿
￿.
Thus, the dependence cone, as shown in Figure 6, has three edges
￿
￿
,
￿
* and
￿
￿
, and
three faces are identiﬁed by their normals
￿
*
￿
￿
￿
,
￿
￿
￿
￿
* and
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
$
￿
"
Figure6. The dependencecone for Example 5.
This special case is identiﬁed for two reasons. First, it provides insights into ﬁnd-
ing optimal tilings in the general case (to be discussed next). Second, the closed-form
optimal tilingfor a two-dimensional iteration space can be found more efﬁciently than
if the approach for the general case is used. This is because if
￿
￿
￿
￿
*
￿
￿
, we can ﬁnd
￿
￿
in
￿
￿
￿
￿ time. In fact, the two columns in
￿
￿
can be chosen as the vectors with the
largest and smallest ratios
￿
￿ among all columns
￿
￿
￿
￿ in
￿
[11].
11Theorem5. Let
￿
￿
￿
￿
￿
￿
￿
￿
￿
be as deﬁned above. Let
￿
￿
be the diagonal matrix
whose
￿-th diagonalelement is the sum of the
￿-th row of
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
. Then the optimal
tilingis:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
.
￿
￿ (7)
which has the smallest communicationvolume
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ .
Proof. When
￿
￿
￿
￿
￿
￿
￿
￿
￿
, the optimisationproblem (2) to be solved is as follows:
Minimise
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Letting
￿
￿
￿
￿
￿
￿
, we have
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
. So we can reduce the above problem to:
Minimise
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
Because
￿
￿
are the extremal rays of the dependence cone,
￿
.
￿
￿
￿
￿
must be a nonnega-
tive matrix.Thus, we are back tothe case we solvedbefore whenthedependence matrix
￿
contains a diagonal matrix. By Theorem 4, the optimal solutionfor
￿
￿
is:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
A further use of the fact
￿
￿
￿
￿
￿
￿
concludes the proof of this theorem.
Example6. Continuingthe example in Example 5, we ﬁnd that
￿
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
We use Theorem 5 to derive the followingoptimal tiling:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
In this special case, we have
￿
￿
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
In the optimal tiling, the iteration space is tiled with parallelepipeds whose
￿ edges are
parallel to the
￿ extremal rays of the dependence cone. In more detail, the dependence
vectors in
￿
￿
completely determine the shape of a tile, and the remaining dependence
vectors (i.e., those in
￿
￿
) have effects only on the aspect ratios of a tile.
125.5
￿ Has Full Row Rank
In all four special cases discussed above, the dependence cone always has
￿ rays, and
the
￿ rays can alwaysbe deﬁned by
￿ columnsofthe dependence matrix
￿
. Inaddition,
the optimal tiling in each case is unique and enjoys a closed-form expression. In each
case, the optimal tiling consists of tiling the iteration space with the
￿ edges of a tile
parallel to the
￿ edges of the dependence cone.
In the general case, however, the dependence cone can have more than
￿ rays (or
edges), in which case, the dependence cone cannot be generated by any
￿ columns of
￿
. As a result, several optimal tilingsmay exist.
Example7. Consider the dependence matrix:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
The dependence cone, shown in Figure 7, has four edges, which are deﬁned by the ﬁrst
four dependence vectors. Thus, the dependence cone cannot be generated by any three
dependence vectors. In other words,
￿
does not contain three extremal rays generating
the dependence cone. So Theorem 4 cannot be used here.
￿
￿
￿
￿
￿
￿
￿
￿
$
￿
"
￿
￿
Figure7. The dependencecone for Example 7.
This section discusses how to ﬁnd optimal tilingsin the general case. The problem was
solved in [2]. But, our solutionis developed in a different and simpler framework based
on Lemma 1, providingnew insightsinto the problem of tilingnested loops in general.
As an important new result, Lemma 6 shows that a tiling that is optimal must induce
thesame amount of communication onall faces ofa tile.Lemma 7 reduces the problem
of ﬁnding an optimal tiling to one of ﬁnding a matrix with the largest determinant (in
absolutevalue). Lemma 8 furtherrestricts the search space for optimal tilingsto a ﬁnite
set of matrices whose rows are all extremal rays in the tilingcone. Finally, these results
are summarised in Theorem 9. This section also provides the geometric interpretation
behind an optimal tiling.
Let
￿ be a tilingvector in the tilingcone
￿
￿
￿
￿
￿. We deﬁne:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
If
￿
￿ is the
￿-th row ofa tilingmatrix
￿ ,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ represents the communication volume
going throughthe face
￿
￿.
The following lemma is proved using the inequality of arithmetic and geometric
means.
13Lemma6. Assume that
￿
has full row rank. If
￿ is an optimal tiling,then all faces of
a tile sustain the same amount of communication, i.e.,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿.
Proof. We construct a tiling
￿
￿
from
￿ as follows:
￿
￿
￿
diag
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
It is clear that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , and
￿
￿
￿
￿
￿
if and only if
￿
￿
￿
￿
.
￿
and
￿
￿
yield the followingcommunication volumes for a tile, respectively:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
By Lemma 1,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ and the sign of equality holds if and only if
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿. This means that if
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ does not hold, then
￿ is
not optimal.
Let
￿
be the set of all tiling matrices, which are up to row permutations and multi-
plications by positive scalars, such that each tiling matrix induces the same amount of
communication on all faces of a tile.
￿
can be constructed as follows:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
. . .
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
(8)
If two tilingmatrices are such that one is a row permutationof the other, both represent
exactly the same tilingto the iterationspace. So we include only one of the two in
￿
. If
two tiling matrices
￿
￿
and
￿
* are identical up to scaling, it is again only necessary to
include one of the two in
￿
. This is because that, as will be shown in Lemma 7 below,
an optimal tiling must have the form of (9), implying that the same
￿ in (9) results
regardless of whether
￿
￿
or
￿
* is used as
￿ in (9).
Next, the problem of ﬁnding an optimal tiling is reduced to one of ﬁnding a matrix
in
￿
with the largest determinant in absolute value.
Lemma7. Assume that
￿
has full row rank. An optimal tiling
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
/
0
￿
1
￿
￿
￿
￿
(9)
has the largest
￿
￿
￿
￿
￿
￿
￿
￿, yielding the smallest communication volume
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿.
Proof. By Lemma 6 and by deﬁnition of
￿
, all optimal tilings are contained in the set:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Note that
￿ induces the communication volume
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ for a
tile. Hence,
￿ is optimal if and only if it has the largest
￿
￿
￿
￿
￿
￿
￿
￿.
There are inﬁnite many matrices in
￿
. The following lemma shows that the search
space for optimal tilings can be restricted to a ﬁnite set of matrices whose rows are all
extremal rays in the tilingcone.
14Lemma8. Assume that
￿
has full row rank. Let
￿
￿
￿
such that some rows of
￿
are not extremal rays in the tiling cone. Let
￿
￿
￿
￿
such that the rows of
￿
￿
are all
extremal rays in the tilingcone. Then
￿
￿
￿
￿
￿
￿
￿
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
￿.
Proof. Since the rows of
￿
￿
are all extremal rays in the tiling cone
￿
￿
￿
￿
￿, there must
exist an
￿
￿
￿ non-singular nonnegative matrix
￿ such that
￿
￿
￿
￿
￿
. Let
￿
￿ (
￿
￿
￿)
be the
￿-th row of
￿ (
￿
￿
). From the constructions of
￿ and
￿
￿
, we have
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ and
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . Since
￿
￿
￿
￿
￿
, an algebraic
manipulation shows that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿. Hence, all entries
￿
￿
￿
￿ of
￿
must satisfy
￿
￿
￿
￿
￿
￿
￿
￿ . It sufﬁces to prove that
￿
￿
￿
￿
￿
￿
￿
￿
2
￿ . According to the
Hadamard inequality,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ and the sign of equality holds
if and only if
￿
￿
￿
￿
￿
￿
￿
￿
￿ are mutually orthogonal. Since
￿
￿
￿
￿
￿
￿
￿
￿ ,
￿
￿
￿
￿
￿
￿
￿
￿
￿ are
mutually orthogonal if and only if
￿ is a permutation of the identity matrix, in which
case,
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . But this implies that the rows of
￿
￿
￿
￿
￿
are all extremal rays
of the tiling cone, contradicting the assumption that some rows of
￿ are not extremal
rays. Hence,
￿
￿
￿
￿
￿
￿
￿
￿
2
￿ , implyingthat
￿
￿
￿
￿
￿
￿
￿
￿
2
￿
￿
￿
￿
￿
￿
￿
￿
￿.
Let
￿ be the set of all extremal rays in the tiling cone
￿
￿
￿
￿
￿. Let
￿
￿
be the subset
of
￿
in (8) and be deﬁned as follows:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
. . .
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
(10)
￿ contains a ﬁnitenumber of rays. So
￿
￿
contains a ﬁnite number of matrices, given by
￿
￿
￿
￿
￿
￿ . Accordingto(3),every tilingmatrix
￿ in
￿
￿
satisﬁes theatomic tileconstraint
￿
￿
￿
￿
.
Theorem9. Assume that
￿
has full row rank. An optimal tiling
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
/
0
￿
1
￿
￿
￿
￿
￿
has the largest
￿
￿
￿
￿
￿
￿
￿
￿, yielding the smallest communication volume
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿.
Proof. Lemmata 6, 7 and 8.
Example8. ContinuingExample 7, we ﬁnd the four rays in the tilingcone
￿
￿
￿
￿
￿:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
from which we construct the four matrices contained in
￿
￿
(up to row permutations):
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
15We ﬁnd that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿ and
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ . By
Theorem 9, there are two optimal tilings:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
*
Let us now explain the geometric intuition behind an optimal tiling when the de-
pendence cone has more than
￿ edges. In an optimal tiling
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
.
￿
the columns of
￿
.
￿
generates a cone such that
￿ has the largest
￿
￿
￿
￿
￿
￿
￿
￿. This cone
contains the dependence cone with its
￿ faces coincident with some
￿ faces of the
dependence cone. The iteration space is tiled with parallelepipeds whose
￿ edges are
parallel to the
￿ edges of this cone. The shape of a tile is completely determined by the
dependence vectors of
￿
that deﬁne
￿ and the other dependence vectors have effects
only on the aspect ratios of a tile. Take the optimal tiling
￿
￿
for example:
￿
.
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Figure 8 depicts the cone generated by the columns of
￿
.
￿
￿ ; each of its three faces
coincides with the identically-shaded face of the dependence cone in Figure 7:
￿
￿
￿
￿
￿
￿
￿
￿
$
￿
"
￿
￿
columnsof
%
￿
$
$
columnsof
￿
Figure8. The cone generated by the columns of
%
￿
$
$ for Example 8.
6 A Procedure for Finding Optimal Tilings
This section put all results in the paper together as a procedure for ﬁnding optimal
tilings. Due to Section 1, we assume that the dependence matrix has full row rank.
Procedure 1 (Constructionof Optimal Tilings)
Input: The dependence matrix
￿
￿
￿
￿
￿
￿
￿
with full row rank (
￿
￿
￿ )
Output: All optimal solutions
￿ to (2)
161. If
￿
is the identity matrix,
￿ is (4).
2. If
￿
is a square matrix,
￿ is (5).
3. If
￿
is nonnegative and contains an
￿
￿
￿ diagonal submatrix,
￿ is (6).
4. If
￿
￿
￿
￿
*
￿
￿
, ﬁnd in
￿
￿
￿
￿ time twolinearlyindependent rays for the dependence
cone as discussed in Section 5.4. Then,
￿ is (7).
5. Otherwise, the followingsteps are performed:
(a) Construct the set
￿ of all extremal rays for the tilingcone
￿
￿
￿
￿
￿ as discussed
in Section 5.
(b) Construct the set
￿
￿
as deﬁned in (10).
(c) Generate all optimal tilings
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ , where
￿
￿
￿
￿
, such that
￿
has the largest determinant
￿
￿
￿
￿
￿
￿
￿
￿.
If
￿ is an optimal tiling, this procedure does not guarantee that
￿
.
￿
is integral.
Note that
￿
.
￿
is integral if
￿
.
￿
is integral and
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ is an integer. In general,
let
￿ be the smallest positive integer such that
￿
￿
.
￿
is integral. In order for
￿
.
￿
to be
integral, we must choose a computation volume from the followingset:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ is an positive integer
￿
Consider the optimal tilings in Example 7. Both
￿
.
￿
￿ and
￿
.
￿
* are integral. To make
￿
.
￿
￿ and
￿
.
￿
* integral,
￿ must take values from the set:
￿
￿
￿
￿
￿
￿
￿ is an positive integer
￿
Given an arbitrary computationvolume
￿ , how to best approximate an optimal tiling
￿
with a tiling
￿ so that
￿
.
￿
is integral is beyond the scope of this paper.
7 Related Work
This section reviews some existing results on tiling with particular emphasis on those
aiming at ﬁnding communication-minimal tilings(in the sense of this paper).
Pioneering studies on tiling are perhaps those of Irigion and Triolet [7] and Wolfe
[16, 17]. Irigionand Triolet formallydeﬁned tilingas a looptransformationthat divides
the iteration space using hyperplanes into parallelepiped tiles and traverses the tiles
to cover the iteration space. They also introduced the three important constraints on a
tiling:
￿ must be non-singular,
￿
.
￿
must be integral and
￿
￿
￿
￿
must be true. Wolfe
demonstrated the feasibility of generating blocked algorithms throughstrip mining and
loopinterchanging[17]. This consists of tilingthe iterationspace withrectangles using
a diagonal tilingmatrix:
￿
￿
diag
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
and is not optimal in general. Since a tiling matrix
￿ must satisfy
￿
￿
￿
￿
, this
simple approach usuallybreaks downwhen the dependence matrix
￿
containsnegative
entries. To alleviate this problem, Wolfe [17] proposed to ﬁrst restructure (e.g. using
the wavefront transformation) a loop nest and then tile the restructured program. In the
extreme case along thisline, Wolfand Lam [15] proceeded toﬁrst transforma loopnest
into a fully permutable loop nest – a loop nest whose dependence matrix
￿
￿
￿
, and
then settled with a rectangular tiling of the restructured program. A rectangular tiling
is always feasible for a set of fully permutable loops. Wolf and Lam’s approach applies
to loops with iteration vectors, but was not developed to ﬁnd communication-minimal
tilings.
17Next, we consider three recent papers on ﬁnding tilings with a minimal amount of
communication. Schreiber and Dongarra were perhaps the ﬁrst investigating compiler
techniques for ﬁndingcommunication-minimal tilings[13]. In their two-stepapproach,
they ﬁrst determined the shape of a tile by minimising the ratio of the computation
volume of a tile to the surface area of a tile and then attempted to adjust the aspect
ratios of a tile in order to minimise the amount of local memory and communication
inducedbya tile.Schreiberand Dongarraformulatedtheproblemofﬁndingtheoptimal
shape of a tile as follows:
Maximise
￿
￿
￿
￿
￿
￿
￿
￿
Subject to The rows of
￿ all have unity Euclidean norm
￿
￿
￿
￿
Essentially, the problem is to ﬁnd a matrix
￿ that has the largest determinant, subject
to
￿
￿
￿
￿
. Unfortunately, the search space
￿
￿
￿
￿
￿ contains an inﬁnite number of
tiling matrices to be considered. In a heuristics-based procedure, they ﬁrst calculated
the tiling matrices whose rows are extremal rays of the tiling cone
￿
￿
￿
￿
￿ and then
applied an orthogonalisationprocess in an attempt tomaximise their determinants. This
method does not yield communication-minimal tilings. For the dependence matrix in
Example 2,
￿
￿
￿
￿
￿ contains two (normalised) extremal rays
￿
￿
￿
￿
￿ and
￿
￿
￿
￿
￿
￿
*
￿
￿
￿. So
there is only one tilingmatrix:
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
whose determinant is
*
￿
￿ . Using the orthogonalisation process in [13, Section 3], the
two tilingmatrices with orthogonal rows are found:
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
both of which have unity determinant. Scaling these two matrices to obtain the tilings
with the computation volume
￿ yields:
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
*
￿
￿
￿
￿
￿
￿
Bothtilingsarenotoptimal.It canbechecked that
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ and
￿
￿
￿
￿
￿
￿
￿
*
￿
￿
￿
￿
￿
￿
￿ , while the optimal tiling given in Example 3 has the communication volume
￿
￿
￿
￿
￿ .
There is a simple reason why Schreiber and Dongarra failed to ﬁnd optimal tilings.
By normalising the rows of every tiling matrix, they explicitly restricted their search
for optimal tilingsto those each of which induces the same surface area on all all faces
of a tile. As shown in Lemma 6, a tiling that is optimal must induce the same amount
of communication not the same surface area on all faces of the tile. By further using
Lemma 8, the problem of ﬁndingoptimal tilings
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿ shouldbe formu-
lated as follows:
Maximise
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
(as in (10))
￿
￿
￿
￿
18which can be solved analytically since
￿
￿
contains only a ﬁnite number of elements.
Ramanujam and Sadayappan [11] required a tiling
￿ to be a lower triangular uni-
modular matrix. Thus, they solved a simpliﬁed version of (2):
Minimise
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
Since
￿ is unimodular,
￿
￿
￿
￿
￿
￿
￿
￿
￿ can be removed from the objective function, rendering
the problem a form of integer programming. The optimal solution found is scaled to
obtain a tile of an appropriate size. In general, the optimality of this method is not
guaranteed. For the dependence matrix in Example 4, the optimal solutionto the above
problem is the identitymatrix. So the optimal tiling with the computation volume
￿ is:
￿
￿
￿
￿
￿
￿
￿
￿
￿
which yields the communication volume
￿
￿
￿ , larger than the communication volume
￿
￿
￿
￿
￿ induced by the optimal tilingin Example 4.
The work in this paper drew its inspiration mainly from a recent work by Boulet,
et al [2]. They found optimal tilingsin two steps. In the ﬁrst step, the optimal solutions
are found to:
Minimise
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
Subject to
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
￿
In the second step, the solutions are scaled to obtain the tiles with an appropriate size.
Our problem formulation (2) is similar but with a linear objective function. The ad-
vantage is that the optimal solutions can be found analytically based primarily on the
inequalityof arithmetic and geometric means. It is expected that this conceptually sim-
pler framework can provide new insights into tackling other problems in tiling nested
loops. The other aspects of this work in relation to that work was already discussed at
the beginning of the paper.
Finally, several researchers have studiedtilinginthe context of compilingprograms
for distributed memory machines, possibly with user-speciﬁed data decomposition di-
rectives [8, 10, 12].
8 Conclusion
Inspired by the work [2] and building on the work [13], this paper described a differ-
ent but simpler approach to ﬁnding optimal tilings of iteration spaces with a minimal
amount ofcommunicationthroughthefaces ofa tile.The keyobservationis that a tiling
that is optimal must induce the same amount of communication on all faces of a tile,
whichreduces the search space for optimal tilingstoa set of a ﬁnitenumber of matrices
whose rows are extremal rays in the tiling cone. For nested loops with several special
forms of dependences, closed-form optimal tilings were provided. In the general case,
a procedure was given that is guaranteed to always ﬁnd optimal tilings. Where appro-
priate, the geometric insights behind optimal tilings were explained. Several existing
results were compared and contrasted in detail.
The problem of ﬁnding optimal tilings is a difﬁcult non-linear combinatorial prob-
lem. Butthedevelopmentsofalmost all resultsinthepaper were conductedina concep-
tuallysimple framework, based primarilyon the inequalityof arithmetic and geometric
means and several basic concepts from convex cones. Motivated by the insights pro-
vided by this framework, we intend to pursue several related problems, including, for
example, tilingof general nested loops for parallelism and locality.
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