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We show that, under the effect of an external magnetic field, a photogalvanic effect and the gen-
eration of second harmonic wave can be induced in inversion-symmetric and time reversal invariant
Dirac semimetals and it is linear with the magnetic field. The mechanisms responsible of these
non linear optical responses is the magnetochiral effect and the chiral magnetic effect. What makes
possible that these two effects give rise to the discussed non linear optical effects is the presence of
band bending effects in the dispersion relation in real Dirac semimetals. Some observable conse-
quences of this phenomenon are the appearance of a dc current on the surface of the system when
it is irradiated with linearly polarized light or a rotation of the polarization plane of the reflected
second harmonic wave.
I. INTRODUCTION
When a Weyl semimetal is placed under the effect of
a magnetic field B, the zeroth Landau level, character-
istic of massless Dirac systems, splits up in two sectors
of states with opposite chirality separated in momentum
space. When an electric field E parallel to B is applied
at the same time, this chirality valance breaks down, and
the system becomes chiral. This is the origin of the chiral
anomaly in Weyl semimetals1. It is now clear, as it can
be seen employing semiclassical arguments for instance,
that the chiral anomaly is a consequence of topologically
non-trivial geometrical structures (the Berry curvature
Ω and the orbital magnetic moment m2) appearing in
Weyl and Dirac semimetals. The chiral anomaly is an
observable phenomenon that leaves its imprint (in a di-
rect and indirect way) in several transport and optical
observables.
In the case of Dirac semimetals, like Cd3As2
3–6 or
Na3Bi
7, time reversal symmetry imposes that two sectors
of states with opposite chirality lie around the same point
in the Brillouin Zone, each sector belonging to a Karmers
partner. However, under the effect of electric and mag-
netic fields, the relative equilibrium between chiral states
belonging to the same Kramers partner breaks down as
in Weyl semimetals, and some consequences of the chiral
anomaly that can be observed in Weyl semimetals appear
in Dirac semimetals as well, like the B2 dependent neg-
ative magnetoresistance1,8. Other observables however,
do not appear in Dirac semimetals. Inversion symme-
try breaking9 can partially lift the constraint of having
states of opposite chirality at the same point of the Bril-
louin Zone as it happens in TaAs10–12 or TaP13,14. Time
reversal symmetry still forbids some manifestations of the
chiral anomaly, like a quantum anomalous Hall current,
but the breakdown of inversion symmetry now allows
transport and/or optical effects related to the topolog-
ical structures of the band structure that appear due to
the lack of inversion symmetry15.
From the perspective of Optics, from one side, it is
known from long ago that chiral systems display (mag-
netic) optical activity, i.e., a difference in the response
(b)(a)
b
FIG. 1: (Color online) Bandstructure for Dirac semimetals.
(a) represents the two-band model used in the text. The sep-
aration between nodes, the band bending, and the curvature
in the dispersion relation is apparent. (b) represents the ap-
proximate linear dispersion relation around each Weyl node.
The bands corresponding to the two Kramers partners are
superimposed.
of the system to left- and right-polarized light propor-
tional to the magnetic field. Also, the magnetic optical
activity appears in non-chiral systems under the effect
of an external magnetic field, appearing a similar differ-
ence between light polarizations. Then it is natural to
expect a new response when a magnetic field is applied
on a chiral system. This response, called magnetochiral
effect, consists in a component of the dielectric tensor of
the form εij ∼ (B · k)δij and it was firstly discussed in
the context of chiral molecular systems16–18.
From other side, natural optical activity, a phe-
nomenon similar to the magnetic optical activity but
with the momentum of the light playing the role of the
magnetic field, (εij ∼ ijlkl) has been predicted to oc-
cur in Weyl semimetals19,20 (but not in Dirac semimet-
als), appearing to be the same manifestation as the chiral
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2magnetic effect21, when time dependent electromagnetic
fields are considered. Since the natural optical activity
is equivalent to the chiral magnetic effect in virtue of
the Faraday’s Law19, it is hard to justify a term of the
form B · k in the dielectric tensor, at least in the linear
regime. However, it has been recently proposed that a
term similar to the magnetochiral effect should occur in
Weyl semimetals in magneto-transport, where the sepa-
ration between Weyl nodes b plays the role of the mo-
mentum vector22. From a naive perspective of the chiral
anomaly in linearly dispersing Weyl systems, this term
should not appear, since b acts as a chiral constant vec-
tor, and the chiral anomaly states that this vector can
be almost gauged away with an appropriate chiral trans-
formation, disappearing from the Weyl Hamiltonian but
entering in the effective electromagnetic response of the
system in the form of an axionic term23–25
∆S = e
2
8pi2
∫
d3xdt(b · x)E ·B, (1)
that gives rise to the previously mentioned quantum
anomalous Hall current JH ∼ b × E. The reason for
this apparent discrepancy is that the model of fermions
with (infinitely) linear dispersion relation is too restric-
tive, and band bending effects can enter in the observ-
ables associated to the topological structures. Also, the
Onsager reciprocity relation allows for this effect since
under time reversal symmetry, bothB and b change their
signs so the scalar product remains the same26.
Contrary to the B2 dependent negative magnetoresis-
tance, that is quadratic in Ω, the (linear in E and B)
magnetochiral effect is linear in Ω and m, implying that
it only appears in Weyl semimetals with broken time re-
versal symmetry.
We can then ask ourselves if the magnetochiral effect
appears in non-linear optical responses in Dirac semimet-
als, since it is expected that part of these responses are
quadratic in Ω (and m), implying that the contribution
from Krarmers partners add up instead of cancelling.
In the following sections we will use kinetic methods
to compute the second order non-linear optical response
(photogalvanic effect and second harmonic generation)
of inversion-symmetric Dirac semimetals under the effect
of a magnetic field, showing that these responses are is
indeed a non zero and are proportional to the product
B · b.
Besides, obtaining a non vanishing second non-linear
optical response in inversion and time reversal symmet-
ric systems in bulk is valuable by its own right, even if
these responses depend on the application of an external
magnetic field, because the magnetic field is even under
inversion, and it is not enough to trigger such responses.
The paper is organized as follows: In section II we
highlight the important features of the model used an
how it is related to the well known Weyl Hamiltonian. In
section III the derivation of the kinetic equations for the
non linear terms and the current is presented. In section
IV we describe the photogalvanic effect depending on the
type of irradiating light while in section V we do the same
for the second harmonic generation. We finally discuss
these results in section VI.
II. THE MODEL
In the case of dealing with Dirac semimetals, the two
Kramers partners must be taken into account. Also, if in-
version symmetry is required, the two Kramers partners
are superimposed to each other. We thus consider the fol-
lowing two-band Hamiltonian in the continuum22,27–29:
H(k) = svσ⊥ · k⊥ + sσ3(m− βk23), (2)
that generalizes the Hamiltonian for linearly dispersing
states of chirality χ = ±1: H = ∑s sχvσ · (k−χb). The
index s = ±1 stands for the two Kramers partners in T
symmetric Dirac semimetals. Throughout the paper we
will set ~ = c = 1 for simplicity. It is not hard to recover
them in the final expressions.
For each value of s, the spectrum described by (2) when
m · β > 0 consists in two bands touching at two Weyl
points placed at bχ = (0⊥, χb3), with b3 =
√
m/β.
Expanding around these two Weyl nodes we have (v3 =
2
√
mβ):
H(bχ+δk) = svσ⊥ ·δk⊥−sσ3
(
χv3δk3 +
v3
2b3
δk23
)
. (3)
The bandstructure around these two Weyl points de-
scribes two massless linearly dispersing fermions with op-
posite chirality (isotropic when v3 = v), when we can
drop the quadratic term in δk3 in (3). The difference be-
tween the spectrum obtained by the model (2) and the
purely linear spectrum can be seen in Fig. 1. If we want
to recover a linear spectrum with a finite v3, in prac-
tice we have to consider that b3 should be much larger
than any other energy/momentum scale, like the Fermi
level µ. This implies that we can recover the results that
one would obtain with the linear model in the results
obtained here by taking the limit b3 → ∞. The advan-
tage of the model (2) over the linear model is that we
are able to explore situations where b3 is not large, or
the Fermi level is above (or below) the Van Hove point
at |m| (−|m|). In real Dirac semimetals like alkali-doped
Cd3As2, the Fermi wavenumber kF and the momentum
b3 might be of the same order (or even larger) depending
on the induced doping3.
III. NON LINEAR MAGNETO-OPTICS IN
KINETIC THEORY
In this section we will adapt the semiclassical theory of
non-linear magnetooptics to the model at hands15,30–33.
Without loss of generality, we will assume that the Fermi
level µ crosses the conduction band. We will consider the
3photogalvanic effect (PGE) and second harmonic gener-
ation (SHG) in a Dirac semimetal for homogeneous and
static magnetic fields B, and homogeneous and time de-
pendent electric fields:
E(t) = E1 cos(ωt) +E2 sin(ωt), (4)
or, in complex notation
E(t) = Ee−iωt + E∗eiωt, (5)
with E = (E1 + iE2)/2, and E∗ the complex conjugate
of E.
The equations of motion for k˙ and x˙ are2:
Dk˙ = eE + ev ×B + e2(E ·B)Ω, (6a)
Dx˙ = v − eΩ×E + e(v ·Ω)B, (6b)
where v = ∂(k)∂k is the group velocity with the dispersion
relation modified by the orbital magnetic moment m(k):
(k) = 0(k)−em(k) ·B. The coefficient D = 1+eΩ ·B
is the volume element of the phase space. The vector
Ω(k) is the Berry curvature of the considered band.
We have to solve the time dependent Boltzmann equa-
tion for the non-equilibrium distribution function f(t,k)
adopting the relaxation time approximation:
∂f(t,k)
∂t
+ k˙ · ∂f(t,k)
∂k
= −1
τ
(f(t,k)− f0(k)) . (7)
The parameter τ is the transport time, and f0(k) =
f0(0(k)) is the equilibrium Fermi-Dirac distribution in
absence of any external field. Since we are interested
in non linear terms, quadratic in the electric field E,
we will recursively solve the equation (7) assuming that
f(t,k) ' f0+f1+f2, with f1 ∼ O(E) and f2 ∼ O(E2)34.
We have to substitute this ansatz in (7) and obtain the
kinetic equations for f1 and f2 retaining the correspond-
ing powers of the electric field.
Finally, it is important to keep in mind that we are
interested in the effect of the magnetic field B on the
quasiparticle current to linear order, so we will solve the
resulting kinetic equations up to first order in B by using
the Jones-Zener method35. Higher orders in the magnetic
fields can be systematically computed using this method.
A. Kinetic equation for f1
If we multiply the equation (7) by D and keep linear
orders in the electric field, we have
τD
∂f1
∂t
+Df1 + τDk˙ · ∂f1
∂k
= −τDk˙ · v0 ∂f0
∂k
, (8)
after using that ∂f0∂k = v0
∂f0
∂k
.
To linear order in B, the product τDk˙ · ∂/∂k reads
τDk˙ · ∂
∂k
= τe(v0 ×B) · ∂
∂k
+
+ τeE · ∂
∂k
+ τe2(E ·B)Ω · ∂
∂k
. (9)
the first term in (9) is order O(E0) while the two last
terms are O(E). It means that, to order O(E), only the
first term of the right hand side has to be kept in eq.(8).
In the case of the term τDk˙ · v0, we have
τDk˙ · v0 = τeE · v0 + τe2(E ·B)Ω · v0. (10)
Here it is important to note that both terms are order
O(E).
Since f1 is O(E), the form of the electric field (4) sug-
gests to write f1 as f1(t,k) = f1(k)e
−iωt + f∗1 (k)e
iωt
(f∗1 being the complex conjugate of f1). Substituting the
expressions (9) and (10) in (8), and expanding 1/D to
linear order in B, we get
α1f1 + τe(v ×B) · ∂f1
∂k
= −τe∂f0
∂k
E · v0 +
+ τe2
∂f0
∂k
(B ·Ω)E · v0 − τe2 ∂f0
∂k
(E ·B)Ω · v0,(11)
with the phase factor α1 = 1− iωτ .
Now we take advantage of the choice B||b, and that
the model is axisymmetric along the direction b:
τe(v0 ×B) · ∂
∂k
= −τeB v
2
k
∂
∂θ
, (12)
where θ is the polar angle defined in the plane perpen-
dicular to B.
Dividing the equation (11) by the phase factor α1,
defining the operator Θˆ1 = − τα1 eB v
2
k
∂θ, and noticing
that the operator Θˆ1 is linear in the magnetic field, we
can formally write f1(k) as the result of applying the in-
tegral operator (1 + Θˆ1)
−1 to the right hand side of (11).
Writing this integral operator as an infinite series of Θˆ1
and to linear order in the magnetic field we get:
f1 = − τ
α1
e
∂f0
∂k
E · v0 + τ
2
α21
e2(v0 ×B) · ∂(v0 · E)
∂k
−
− τ
α1
e2
∂f0
∂k
(E ·B)Ω · v0 + τ
α1
e2
∂f0
∂k
(B ·Ω)E · v0 ≡
≡ ∆(0,0) · E + ∆(1,0) · E + ∆(1,1) · E. (13)
In equation (13), the vectors ∆(m,n) represent the parts
of the distribution f1 that are powers of B
m and Ωn.
The part corresponding to f∗1 is obtained by computing
the complex conjugate of f1. The same expression has
been recently obtained in the static limit (ω → 0) in the
context of the imprint of the magnetochiral effect in the
magnetotrasport in WSM22.
4B. Kinetic equation for f20
As we have mentioned before, the distribution function
f2 depends quadratically of the electric field. Since we
are using complex notation, by using (5), one gets two
contributions to f2: a term f20 coming from the product
of E and its complex conjugate E∗, that does not depend
on time, and a component f2 coming from the product
E · E (and its complex conjugate E∗ · E∗) that depends
on time as e2iωt. Both terms have different physical con-
sequences, as it is well known.
To linear order in B, the kinetic equation for f20 reads
f20 + τe(v0 ×B) · ∂f20
∂k
= −τeE∗ · ∂f1
∂k
+
+ τe2(B ·Ω)E∗ · ∂f1
∂k
− τe2(E∗ ·B)Ω · ∂f1
∂k
+
+ c.c. (14)
As we did for f1, we can define the operator Θˆ0 =
−τeB v2k ∂θ and write f20 as powers series of the operator
(1 + Θˆ0)
−1 applied to the right hand side of (14). To
linear order in B, we have, in terms of f1:
f20 = −τeE∗ · ∂f1
∂k
+ τe2(B ·Ω)E∗ · ∂f1
∂k
−
− τe2(E∗ ·B)Ω · ∂f1
∂k
+
+ τ2e2(v0 ×B) · ∂
∂k
(
E∗ · ∂f1
∂k
)
+ c.c. (15)
Now, we have to insert in (15) the expression (13) for f1,
keeping the linear terms in B.
C. Kinetic equation for f2
To linear order in B, the kinetic equation for f2 reads
α2f2 + τ(v0 ×B) · ∂f2
∂k
= −τeE · ∂f1
∂k
+
+ τe2(B ·Ω)E · ∂f1
∂k
− τe2(E ·B)Ω · ∂f1
∂k
+
+ c.c. (16)
in this case, we have defined the phase factor α2 = 1 −
2iωτ . The solution is similar to (15) with the appropriate
changes:
f2 = − τ
α2
eE · ∂f1
∂k
+
τ
α2
e2(B ·Ω)E · ∂f1
∂k
−
− τ
α2
e2(E ·B)Ω · ∂f1
∂k
+
+
τ2
α22
e2(v0 ×B) · ∂
∂k
(
E · ∂f1
∂k
)
+ c.c. (17)
D. Quasiparticle current in the local limit
After computing all the relevant components of the
non-equilibrium distribution function f , one then plugs
it and velocity x˙ defined in eq.(6b) into the quasiparticle
current J = e
∫
(dk)f(t,k)Dx˙ to get ((dk) ≡ d3k8pi3 ):
J = e
∫
(dk)(f1 + f2)(v0 − eΩ×E −
− e (∂m ·B)
∂k
+ e(v0 ·Ω)B). (18)
For the part of the current linear in the electric field, we
have
J (1) = e
∫
(dk)f1(v0 − e (∂m ·B)
∂k
+
+ e(v0 ·Ω)B), (19)
while, by simple inspection, we see that the second order
non linear current J (2) will receive two contributions.
The first comes from the the combination of f1 and the
anomalous velocity term:
J (2,1) = −e2
∫
(dk)f1Ω×E, (20)
while the second contribution comes from f2 and the re-
maining terms of x˙,
J (2,2) = e
∫
(dk)f2(v0− e∂(m ·B)
∂k
+ e(v0 ·Ω)B). (21)
Since Ωs = sΩ, and ms = sm with s = ±1 labeling the
two Kramers partners, for time reversal invariant Dirac
semimetals, only the terms of J that do not depend on
Ω and m, or are quadratic in Ω and m or proportional
to the product Ω · m will survive when summing the
currents for both partners: J =
∑
s Js.
IV. PHOTOGALVANIC EFFECT IN DIRAC
SEMIMETALS
To linear order in the magnetic field, it is apparent by
inspection that the only terms that do not depend on Ω
or m or are quadratic in them are
J
(2,1)
1 = −2e2
∫
(dk)(∆(1,1) · E)Ω× E∗ + c.c, (22)
which is quadratic in powers of the Berry curvature Ω
and
J
(2,2)
2 = −τe2
∫
(dk)v0E∗ · ∂
∂k
(∆(0,0) · E)−
− τe2
∫
(dk)v0E∗ · ∂
∂k
(∆(1,0) · E) +
+ τ2e3
∫
(dk)v0(v0 ×B) · ∂
∂k
(E∗ · ∂
∂k
(∆(0,0) · E)) +
+ c.c. (23)
5which is the part of the current that does not depend
on Ω or m. Remarkably, despite the complexity of the
expression (23), for inversion symmetric systems like the
ones considered here, this contribution vanishes36. It can
be seen in two steps: first we can integrate eq.(23) by
parts and neglect surface terms. Then, it is enough to
notice that, for inversion-symmetric systems, the velocity
v0 and the derivative ∂k change sign under inversion.
It means that the only photogalvanic current comes
from the contribution (after using the definition of ∆(1,1)
in (13))
JPGE1 = −2e4
τ
α1
∫
(dk)
∂f0
∂k
[(Ω ·B)(E · v0)−
− (B · E)(Ω · v0)]Ω× E∗ + c.c., (24)
or, in components,
JPGEa = −2e4
τ
α1
abc
∫
(dk)
∂f0
∂k
ΩbΩr ·
·[Brv0d −Bdv0r ]E∗c Ed + c.c. (25)
If we assume zero temperature and choose the magnetic
field to be parallel to b, the integral in k can be performed
obtaining, in the regime µ vb3,
JPGEa =
(
e4B3b3τv
30pi2α1µb23
)
abcΛbdE∗c Ed + c.c., (26)
where we have defined the diagonal matrix Λbd =
diag(−1,−1, 2). One sees that the effect is proportional
to B3b3 (for the electromagnetic configuration chosen),
implying that it is the magnetochiral effect what is be-
hind of the appearance of a magneto-photogalvanic cur-
rent in inversion symmetric Dirac semimetals. It might
seem not apparent that the dependence B3b3 is equiva-
lent to write the scalar product B · b. It was shown in
ref.22 that this is indeed the case.
Alternatively, we can choose the magnetic field to be
perpendicular to b: B ⊥ b. In this case, the magnetochi-
ral effect is zero, but there is still a contribution to the
current (24):
JPGE =
(
11e4τv
30pi2α1µb23
)
(B⊥ · E)b× E∗ + c.c. (27)
This part of the current is now proportional to the prod-
uct B · E coming from the chiral magnetic effect term
in the equation of motion (6b). It is interesting to note
that the product b× E∗ is similar in form to the natural
optical activity in dielectrics: εij ∼ k×E∗ that has been
discussed in time reversal breaking Weyl semimetals19,20.
As we discussed in the previous sections, we can obtain
from (26) and (27) the result that one would get if the
model of linearly dispersing Weyl fermions were used.
Taking the limit of b3 very large, one obtains that J
PGE
is zero in this limit, concluding that the photoinduced ac
currents (26) and (27) is a consequence of the presence
of curvature effects in the bandstructure.
A. Linear PGE at wave incidence θi and
polarization angle α
Here we will consider the PGE under the influence of
a plane wave linearly polarized of polarization α at inci-
dence angle θi, and the magnetic field B parallel to b. As
we have discussed previously, in this situation the PGE
current comes from the magnetochiral effect. The plane
of incidence is chosen to be y = 0. Linearly polarized
waves are real so E = E∗. We will consider the following
form for the electric field:
E = E0
2
 cos θi cosαsinα
sin θi cosα
 . (28)
E0 is the intensity of the electric field. Inserting this
expression in (26), we obtain
JLPGE =
τe4B3vE
2
0
40pi2µb3(1 + ω2τ2)
 − sin θi sin 2αsin 2θi cos2 α
0
 . (29)
Under the effect of a linearly polarized electromagnetic
wave, an in-plane dc current (29) is generated for these
samples where the vector b is normal to the surface. The
direction of the current can be controlled by the polar-
ization of the incident wave. The angular dependence
of the components of JLPGE with the polarization an-
gle are plotted in Fig.2b. A typical experimental setup
employed37 to measure such photocurrents is plotted in
Fig.2a.
When the magnetic field is perpendicular to b, the cur-
rent (27) gives (we have chosen B = B1xˆ for simplicity)
JLPGE⊥ =
11τe4B1vE
2
0
30pi2µb3(1 + ω2τ2)
 − cos θi sin 2α2 cos2 θi cos2 α
0
 .(30)
The dependence with the polarization angle α is the same
as in (29), but changes the dependence with the incidence
angle αi.
B. Circular PGE at wave incidence θi
In this case, the electric field reads
E = E0
2
 cos θiλi
sin θi
 . (31)
The parameter λ = ±1 determines if the wave is right
or left handed polarized. Inserting this expression now
in (26) (again, with B||b), taking care of the complex
conjugate part, one gets
JCPGE = − τe
4B3vE
2
0
60pi2µb3(1 + ω2τ2)
 2λωτ sin θi−3 sin 2θi
2λωτ cos θi
 . (32)
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FIG. 2: (Color online)(a) Prototypical experimental setup employed to measure the surface current generated by linearly
polarized light. A second amperemeter can be used to simultaneously measure the other component of the current. (b)
Angular dependence of the components of the induced current JLPGE as a function of the polarization angle α of the incident
light.
The most salient consequence of this current is that when
the incidence angle is normal to the surface (θi = 0), a
transverse current along the z direction appears. The
direction of the current depends on the chirality λ of the
plane wave. When B ⊥ b, we have
JCPGE⊥ = −
11τe4B1vE
2
0
60pi2µb3(1 + ω2τ2)
 λωτ cos θi− cos2 θi
0
 . (33)
Now the difference with the case B||b is more pro-
nounced. At normal incidence (θi = 0), the photoinduced
current (33) is perpendicular to b, instead of parallel.
V. SECOND HARMONIC GENERATION IN
DIRAC SEMIMETALS
Doing the appropriate changes, the SHG current
JSHG(2ω) can be read from (24):
JSHG1 (2ω) = −2e4
τ
α1
∫
(dk)
∂f0
∂k
[(Ω ·B)(E · v0)−
− (B · E)(Ω · v0)]Ω× E + c.c. (34)
or, in components, after integrating in k (B||b),
JSGHa (2ω) =
(
e4B3b3τv
30pi2α1µb23
)
abcΛbdEcEd + c.c., (35)
We se immediately that, because the matrix Λbd differs
from the identity matrix, the SHG response in inversion
symmetric Dirac semimetals does not vanish when the
applied magnetic field has a component parallel to the
vector b. It is important to remember that this expres-
sion has been obtained under the assumption of axial
symmetry around b.
When B ⊥ b,
JSHG(2ω) =
(
11e4τv
30pi2α1µb23
)
(B⊥ · E)b× E + c.c. (36)
As it happens with the PGE linear in the magnetic
field B current in the previous section, the SHG current
(35) vanishes for the linear Weyl model.
A. Linear SHG at wave incidence θi and
polarization angle α
Since the electric field E is real, E = E∗, the expres-
sions for the LSHG current are the same as the LPGE:
JLSHG =
τe4B3vE
2
0
40pi2µb3(1 + ω2τ2)
 − sin θi sin 2αsin 2θi cos2 α
0
 ,(37a)
JLSHG⊥ =
11τe4B1vE
2
0
30pi2µb3(1 + ω2τ2)
 − cos θi sin 2α2 cos2 θi cos2 α
0
 .(37b)
The physical meaning is different. They mean that a
second harmonic wave will be generated. The precise
polarization of this wave can be computed following the
reference38.
B. Circular SHG at wave incidence θi
The electric field we consider is the same as in the pre-
vious section for the CPGE: a circularly polarized plane
7wave of incidence angle θi and :
E = E0
2
 cos θiλi
sin θi
 . (38)
The circularly polarized SHG current is, after using (35),
JCSHG =
τe4B3vE
2
0
40pi2µb3(1 + ω2τ2)
 2λωτ sin θi− sin 2θi
0
 . (39)
Again, one needs to solve the Maxwell equations in an in-
terface between vacuum and a Dirac semimetal to com-
pute the non linear Fresnel coefficients38. We content
ourselves with the computation of the expression (39).
When (B ⊥ b), the circular SHG current turns out to be
the same as (33).
VI. DISCUSSION
Here we have computed second non-linear optical re-
sponses induced by an external magnetic field B in
inversion-symmetric and time reversal invariant Dirac
semimetals, like Cd3As2 and Na3Bi. The effects respon-
sible of these phenomena are the so-called magnetochiral
effect and a version of the chiral magnetic effect. How-
ever inversion-symmetric systems in bulk might display
second non-linear optical responses due to the lack of in-
version symmetry at the surface. Moreover, such surface
second responses might depend on the externally applied
magnetic field as well39. We have to add this unknown
optical responses to the ones described in the present
work if we want to correctly characterize the SHG wave.
However, in the materials mentioned above, the Weyl
nodes lie on a high symmetry axis, so tuning adequately
the magnetic field, the two effects mentioned above can
leave different fingerprints on the photoinduced current,
being possible to disentangle them from the effects in-
duced by the presence of the surface.
In the case of the photogalvanic effect, the present the-
ory predicts induced dc photocurrents to appear at the
surface of a Dirac semimetal when irradiated with lin-
early polarized light and the magnetic field is collinear
with the vector b (and this vector pointing perpendic-
ularly to the surface). As we have mentioned earlier,
dc photocurrents are allowed in systems that lack inver-
sion symmetry, due to Berry phase effects, however we
have to stress that here they appear for linearly polarized
light as well, and it is a bulk effect. The benchmarks of
these photocurrents are the angular dependence with the
magnetic field relative to the vector b, and that the di-
rection of this photocurrent depends on the angle of the
linear polarization. When circularly polarized light and
at normal incidence is used and B is perpendicular to
b, the generated dc photocurrent is perpendicular to the
surface, and the direction of the current depends on the
handedness of the wave. In this case, we have to keep
in mind that all the non-linear currents have been com-
puted for homogeneous electric fields within the bulk.
We also have to notice that the system, although dis-
playing topological features, is still a metal, so the elec-
tromagnetic field is attenuated when passing through the
system. It means that the assumption of homogeneous
electric fields at finite ω is not even approximate, and the
computation of the induced current has to be done self
consistently with the electric field profile. This implies
that the lack in inversion in the profile of the electric field
might in turn induce inversion symmetry breaking effects
in inversion-symmetric systems, in the same way the sur-
face modifies the optical activity in the linear regime40.
These effects are beyond the scope of the present analy-
sis. Alternatively, one can think in thin film samples of
Dirac semimetals, but in this case, it is known that the
quantum confinement induced in these geometries can
again induce inversion symmetry breaking effects41. It
would be interesting to perform a proper computation
taking into account this spatial dependence. We leave it
for future research.
In this work, we have considered the effect of the mag-
netic field through the semiclassical equations of motion,
taking into account the effect of the orbital magnetic mo-
ment of the wavepacket on the dispersion relation ε(k).
In addition, the magnetic field can also modify the dis-
persion relation through a Zeeman coupling J · B that
takes into account the specific angular momentum of the
atomic orbitals that compose the relevant Bloch state. It
has been discussed recently42 that the inclusion of this
Zeeman term might lift the degeneracy of the Weyl nodes
for each Kramers partner in a non trivial way, depend-
ing on the direction of the magnetic field. In our case,
since we study optical effects linear in the magnetic field,
we are assuming relatively small fields, so we expect the
effects of the Zeeman term to be weak enough, and the
results presented here to be valid.
Finally, we have focused only in non linear optical re-
sponses depending linearly on the magnetic field. It is
expected that quadratic (and higher) dependence inB to
appear in the current associated to f2. In this case, these
quadratic terms are expected to appear directly when the
linear model for Dirac semimetals is considered31, since
they are quadratic in Ω or m, being the terms depending
on b sub-leading. Also, the use of semiclassical kinetic
methods might reduce the range of frequencies where this
theory is applicable to frequencies ω < 2µ, thus limiting
in principle the experimental conditions to observe these
effects. In the reference31 it has been pointed out that
similar results to the ones from the semiclassical kinetic
theory are obtained when a quantum treatment includ-
ing interband processes is used. This means that the
results obtained in the present work will be obtained us-
ing these methods as well, and the range of qualitative
applicability should be larger. Cd3As2 has been experi-
mentally probed in ARPES experiments up to Fermi en-
ergies around 200 meV6. This means that the present
theory is accurate for irradiated light with frequencies
8corresponding to (mid/near) infrared frequencies.
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Appendix A: Computation of J
(2,1)
a
In order to compute the momentum integral in (26)
we need expressions for the velocity v0a and the Berry
curvature Ωa. The Hamiltonian (2) can be written as
H(k) = σ · d(k). We will exploit the fact that compo-
nents of the vector d only depend on the same component
of k: da(k) = da(ka). Employing this generic form for
the Hamiltonian, we can write, for the conduction band
described by the eigenstate |+〉 (k = |d|):
v0a =
∂k
∂ka
=
(
∂da
∂ka
)
da
k
, (A1)
and
Ωa = iεabc〈∂b + |∂c+〉 = − 1
2ε3k
(
∂da
∂ka
)2
da. (A2)
We then use these expressions in
J (2,1)a = −2e4
τ
α1
abc
∫
(dk)
∂f0
∂k
ΩbΩr ·
·[Brv0d −Bdv0r ]E∗c Ed + c.c, (A3)
assuming zero temperature, ∂f0∂k = −δ(µ − k). Since
the Hamiltonian H(k) is not isotropic, we use cylindrical
coordinates:k1 = k cos θ, k2 = k sin θ, and k3, so (dk) =
1
8pi3 dk3dkkdθ. Since k =
√
v2k2 + d23(k3), we can write
the integral with the Dirac delta as
1
8pi3
∫
dk3dkkdθδ(µ− k)(...) =
+
1
8pi3
∫
dk3dθdkk
µ
v2k+
δ(k − k+)Θ(k+)(...),(A4)
with k+ =
√
µ2
v2 − d23(k3). Then the current reads, for
the magnetic configuration B = (0, 0, B3):
J (2,1)a = −e4
τµB3
4pi3α1v2
abc
∫
dk3dθdkδ(k − k+)Θ(k+)
Ωb · [Ω3v0d − δd3Ωrv0r ]E∗c Ed + c.c. (A5)
The set of components that give non zero contributions
after integrating over θ are (b = 1, d = 1), (b = 2, d = 2),
and (b = 3, d = 3). By symmetry, the integral for (b =
1, d = 1) will be the same as for (b = 2, d = 2):
J (2,1)a = −e4
τµB3
4pi3α1v2
a1c
∫
dk3dθdkδ(k − k+)Θ(k+)
Ω1Ω3v
0
1E∗c E1 + c.c, (A6)
while for (b = 3, d = 3) we have
J (2,1)a = e
4 τµB3
4pi3α1v2
a3c
∫
dk3dθdkδ(k − k+)Θ(k+)
Ω3 · [Ω1v01 + Ω2v02 ]E∗c E3 + c.c. (A7)
Now the integrals can be easily done by using the defini-
tions of Ωa and v
0
a, and substituting k by k+ and k by
µ. The step function Θ(k+) gives the integration limits
for k3: Θ(k+) implies that the integral is limited by the
condition µ
2
v2 −d23(k3) = 0, so we write k3 as a function of
µ. Using the definition of m and β in terms of b3 and v
in the Hamiltonian (2), the integration limits come from
the solution of the algebraic equation(
1− k
2
3
b23
)2
=
4µ2
v2b23
≡ δ2, (A8)
with solutions
k3 = ±b3
√
1± δ. (A9)
We then have two regions: 0 < δ < 1, where we have
four solutions to this equation. This region corresponds
to the situation when the Fermi level µ lies below the
Van Hove point, and we have two independent cones.
The integral in k3 is split into two parts, with integra-
tion limits −√1 + δ, −√1− δ, and √1 + δ, √1 + δ. The
second region corresponds to δ > 1. Here we have only
two solutions, and this region corresponds to Fermi levels
above the Van Hove point where there is a single Fermi
surface. The integration limits are −√1 + δ and √1 + δ.
We will focus on the first region, that allows to compare
with the result obtained with the model of linear Weyl
fermions (µ/b3  1).
The integral in (A5) reads, after integrating in k:∫
dk3dθΩ1Ω3v
0
1 =
=
∫
dxdθ
4v(1− x2)(δ2 − (1− x2)2) cos2 θ
δ7b23
,(A10)
where we have defined x = k3/b3 and used that δ =
2µ/vb3. The integral limits for x are the ones described
above for the first region of parameters. Now the inte-
grals in θ and x are trivial. We can expand the result in
powers of δ, perform the same steps for (A7) obtaining
the desired result, equation (26). Also this integral can
be performed in the opposite limit, δ  1, well above the
Van Hove point, where the Fermi surface is simply con-
nected and the notion of chiral states is not well defined,
9and obtain
JPGEa '
(
8e4B3b3τv
45pi2α1µb33
)(
vb3
2µ
) 3
2
abcΛbdE∗c Ed +
+ c.c. (A11)
We can repeat the same steps for a magnetic field per-
pendicular to b (for instance, having only B1). The ex-
pression (A5) reads in this case
J (2,1)a = −e4
τµB1
4pi3α1v2
abc
∫
dk3dθdkδ(k − k+)Θ(k+)
Ωb · [Ω1v0d − δd1Ωrv0r ]E∗c Ed + c.c. (A12)
Now, only the values of (b, d) that gives a non-vanishing
contribution are only (b = 3, d = 1), obtaining, in the
limit µ b3:
J (2,1)a = −
(
11e4vτ
30pi2α1µb3
)
a3cB1E1E∗c + c.c. (A13)
If one alternatively choose the magnetic field to have only
a B2 component, the result is:
J (2,1)a =
(
11e4vτ
30pi2α1µb3
)
a3cB2E2E∗c + c.c. (A14)
From these two expressions, and remembering that b =
b3zˆ in the particular model used, one can conclude that
the generic form of the current J (2,1) is
J (2,1) ∝ (B⊥ · E)b× E∗, (A15)
when B ⊥ b.
Appendix B: Linear conductivity
Although not of primary importance in the present
work, we compute in this appendix the linear conduc-
tivity up to first order in the magnetic field. This will
eventually needed when computing the effect of the non-
linear terms on the transmitted wave, since the Maxwell
equations for the transmitted and reflected second har-
monic wave depends on the electromagnetic field for the
transmitted fundamental harmonic38.
The terms of the current linear in the electric field, and
up to linear order in the magnetic field B that survive
to the sum over Kramers partners are:
J
(1)
1 (ω) = −
τ
α1
e2
∫
(dk)
∂f0
∂k
v0(v0 · E) +
+
τ2
α21
e3
∫
(dk)
∂f0
∂k
v0(v0 ×B) · ∂(v0 · E)
∂k
. (B1)
The first term corresponds to the standard linear conduc-
tivity in absence of the magnetic field, while the second,
linear in B, gives the classical Hall current:
J (1)a (ω) =
(
e2τµ2
3pi2α1v
)
δabEb +
+
(
e3τ2vµ
6pi2α21
)
abcBcEb. (B2)
This expression is obtained in the limit µ  vb3, and
is the same result that one obtains if the model of lin-
ear Weyl fermions is used. These expressions have sub-
leading terms that depend on b3. Also, one can easily
compute these expressions in the opposite limit µ vb3
as it is done in ref.22. We will not do that here.
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