Abstract-We study the following problem: two agents Alice and Bob are connected to each other by independent discrete memoryless channels. They wish to generate common randomness, i.e., agree on a common random variable, by communicating interactively over the two channels. Assuming that Alice and Bob are allowed access to independent external random sources at rates (in bits per step of communication) of H A and H B , respectively, we show that they can generate common randomness at a rate of maxfmin[H A + H (W j Q); I (P ; V )] + min[H B + H (V j P ); I (Q; W )]g bits per step, by exploiting the noise on the two channels. Here, V is the channel from Alice to Bob, and W is the channel from Bob to Alice. The maximum is over all probability distributions P and Q on the input alphabets of V and W , respectively. We also prove a strong converse which establishes the above rate as the highest attainable in this situation.
sources. Typically, this exchange must take place over noisy channels. However, in this situation, it is conceivable that they could generate additional common randomness by somehow exploiting the noise on those channels. In fact, intuition suggests that the agents should be able to generate common randomness even in the absence of any external random sources, simply by communicating over the noisy channels and making use of the randomness in the channel outputs. It is then naturally of interest to determine the maximum rate, in bits per step of communication, at which common randomness could be extracted from channel noise in this way.
In this paper, we answer the above question for the case of two agents Alice and Bob connected to each other in both directions by independent discrete memoryless channels (DMC's). To illustrate the problem, consider the simple case where the channel from Alice to Bob is binary symmetric with crossover probability , and that from Bob to Alice is a noiseless binary channel. Suppose the following communication takes place between them: Alice transmits in successive steps; and in step , , Bob echoes the bit he received in step back to Alice. Then, after steps, both Alice and Bob know the value of a random variable uniformly distributed over a set of size , i.e., they have generated bits of "common randomness." Note that this common randomness is derived from the noise on the channel from Alice to Bob at a rate of bits per step, which can be made arbitrarily close to by making large enough. It is not hard to see that in the absence of external sources no rate higher than 1 bit/step can be achieved here. Thus the common randomness "capacity" of this pair of channels is 1 bit/step, even without external sources.
In the general case of arbitrary discrete memoryless channels both ways, the situation is more complicated; it may not be possible to guarantee perfect agreement between Alice and Bob, or to generate random variables with perfectly uniform distributions. Therefore, we will only require that Alice and Bob generate random variables that agree with high probability, and have distributions close to uniform on some common set. The question of interest, then, is how fast the size of this set can grow with the number of steps of communication. The common randomness capacity measures the maximum achievable rate of this growth.
The precise formulation of the problem appears in Section II-B. The main result, stated in Section II-C, is the determination of the common randomness capacity for an arbitrary pair of channels when no external sources of randomness are available to either agent. We also consider the case where 0018-9448/98$10.00 © 1998 IEEE both agents have access to independent i.i.d. (independent and identically distrbuted) sources of randomness, which they can sample once for each step of communication (this constrains the rate at which they receive external randomness). While this problem appears to be more general, we will show in Section II-D that it can actually be reduced to the problem with no external sources.
For the simple special case of a DMC with perfect instantaneous feedback, the common randomness capacity was obtained by Ahlswede and Dueck in [3] , as an auxiliary result in the proof of their identification theorem. They considered two situations, one where no external randomness is available, and another where the agent at the transmitting end of the DMC has unlimited randomness (in both situations, the agent at the receiving end of the DMC is essentially "passive" since he cannot control the inputs to the feedback channel in any way). In fact, in all the identification problems studied in [3] and [4] , it turns out that the (second-order) identification capacity equals the (first-order) common randomness capacity. These results were an important motivation for our study of the common randomness capacity in the general case, where both agents can play an "active" role and both channels are allowed to be noisy.
Another area in which common randomness has an obvious significance is cryptography: if two agents share a random key about which an eavesdropper has no information, they can use it to achieve secure communication between them, through encryption of messages. In this context, the problem is one of secret sharing, i.e., generating common randomness at two terminals without giving information about it to an eavesdropper. This has recently been addressed by Maurer ([9] , [10] ), and Ahlswede and Csiszár [2] .
In the "channel-type" model introduced in [2] , the two terminals are connected by a DMC with one input and two outputs. One terminal governs the input, while the outputs are seen by the other terminal and the wiretapper, respectively. There is also a noiseless public two-way channel of unlimited capacity connecting the two terminals. Both terminals have access to independent and unlimited sources of randomness, to begin with. The authors proved bounds on the maximum rate at which the two terminals could generate a shared secret key, under various restrictions on the use of the public channel.
We remark that our results are not applicable in a cryptographic context, since no secrecy constraints are imposed on the process of generating common randomness, i.e., the random outputs generated by the two agents need not be kept secret from any eavesdroppers. However, the results proved here are not implied by those of [2] , because both channels here are allowed to be noisy and constrained in capacity, and no restrictions are imposed on the allowed use of these two channels.
II. STATEMENT OF PROBLEM AND RESULT

A. Preliminaries
A discrete memoryless channel (DMC) with input alphabet , output alphabet , and transition probability function will be denoted by , or just if no confusion can result.
will denote the set of all probability distributions on the set , and will denote the set of all -types, i.e., iff is an integer for all .
will denote the set of all DMC's with input alphabet and output alphabet . The notation for all standard information-theoretic quantities is that of [6] .
All logarithms and exponentials will be to the base two. Throughout, will denote the set of integers .
B. Definition of a Protocol
We will now formulate precisely the problem of generating common randomness over noisy channels in the absence of external sources. Later, in Section II-D, we will show how external sources can be incorporated into this framework.
Let the DMC from Alice to Bob be , and that from Bob to Alice be . To generate common randomness, Alice and Bob communicate with each other for a certain number of steps. In each step, Alice transmits a symbol to Bob across and, simultaneously, Bob transmits a symbol to Alice across . These symbols are determined by an agreed-upon strategy, as functions only of all the past receptions available to the respective senders.
Formally, an -step strategy is a pair , with and Here, , and, for and . Let and denote the symbols transmitted by Alice and Bob, respectively, in the th step, , and let these be received as and , respectively. Then, , , and, for , and . Note that (1) The term on the right-hand side is to be understood as . After steps, each agent separately decides whether the attempt to generate common randomness was successful or not, and in the former case computes a random output. Alice's decision is based only on , and Bob's is based only on . Their random outputs take values in the common finite set . Formally, Alice computes and Bob computes , where and . Here, is a symbol indicating failure to generate common randomness.
The quadruple defines an protocol for generating common randomness. Of course, the "amount" of randomness generated by the protocol, and the extent to which it is "common," are determined by the joint distribution of and . Ideally, we would like to have for each (2) with as large as possible. If (2) were true, and would be equal with probability , and uniformly distributed over . (There would be no "failure" events of positive probability.)
In general, it is not possible to satisfy (2) except in the trivial case . Therefore, we will have to settle for approximate equality and uniformity of and . To this end, we make the following definition:
is an protocol if
This definition is of interest only for in . For, if , we can satisfy (3) with arbitrarily large (for any ) simply by taking and to be for all , thus making the problem trivial.
To motivate the above definition, note that (3) implies (4) so that, if is small, both agents compute the same random output with high probability. In particular, the probability that either agent declares failure to generate common randomness is small. Further, since , Fano's inequality gives
From (5) and (6) 
Thus if is small, each agent generates a random output whose distribution is close to uniform on . For future reference note also that, by (5) and (7) (8)
C. Main Result
Fix
. For each , define to be the largest such that there exists an protocol. The main result proved here is the following: 
Then, (10) is obviously equivalent to the statement that any rate not exceeding is achievable. A "weak" converse to (10) would merely assert that rates above are not achievable. In the Appendix, we outline the simple proof of the following statement which implies the weak converse:
(13) However, (11) says much more than (13); in the usual terminology, (11) is a "strong" converse to (10) . Together, (10) and (11) justify the interpretation of as the common randomness capacity of the given pair of channels (in the absence of external sources). We will prove (10) in Section III and (11) in Section IV.
D. Incorporating External Random Sources
We will now address the following question: In the above framework, suppose Alice and Bob do have access to external sources of randomness at certain rates. What would the common randomness capacity then be, as a function of these rates and the characteristics of the channels?
While this problem appears to be more general, we will show that it is not really so. Suppose Alice and Bob have independent i.i. Clearly, to any protocol in the problem with external sources over and , there corresponds an protocol in the problem without external sources over and (an extra step is required at the beginning just to provide to Alice and to Bob); and to any protocol in the latter problem, there corresponds an protocol in the former. Therefore, by Theorem 2.1, for any It only remains to observe that reduces to (14). In fact, the capacity remains the same even if and are revealed to Alice and Bob right at the start of anstep protocol. The proof of this only requires some simple modifications to the proof of the converse in Section IV.
E. Examples
Let and Let and be the Shannon capacities of and . 1) Suppose for all , and for all (this holds, e.g., for all symmetric channels). Then, the maximum in (14) is attained by the and that achieve the Shannon capacities of and , respectively, and the common randomness capacity reduces to In fact, this is always an upper bound on the capacity. In particular, consider the case where and are both binary-symmetric channels, with crossover probabilities and , respectively. Then, assuming , the common randomness capacity equals where is the binary entropy function. Note that this is iff or . In the first case, the two channels do not provide any randomness (zero entropy), although they allow for perfect agreement between the two agents (high capacity). In the second case, the situation is reversed; a transmission by either agent provides a totally random bit to the other (high entropy), but the randomness generated this way cannot be reliably communicated back to the sender (zero capacity).
On the other hand, the capacity attains its maximum value of whenever the entropies and capacities balance each other, i.e., when It is somewhat surprising that it is possible to generate common randomness at a rate of 1 bit/step in all these cases.
In the binary-symmetric case, a much simpler proof of Theorem 2.1 is given in [12] . This proof can easily be extended to the case where and are symmetric DMC's. at sufficiently large rates, then there is nothing to be gained from channel noise (they can simply exchange their source outputs, using the usual channel coding techniques, in order to generate common randomness at the optimal rate). Note, however, that the proof of the strong converse is nontrivial even in this extreme case!
III. PROOF OF THE DIRECT PART
We will now prove that Alice and Bob can generate common randomness at rates arbitrarily close to , i.e., for any , we will prove the existence of a sequence of protocols satisfying (12) . This suffices to prove the direct part of Theorem 2.1.
Actually, to prove that rate is achievable, it is sufficient to exhibit a protocol for each , such that and For, given any satisfying , Alice and Bob could execute the protocol and fill the remaining steps arbitrarily, without affecting the rate achieved. (Essentially, this is because .) We will therefore restrict attention to protocols with steps, in all that follows. But, first, we state some results that will be needed in the proof. 
A. Preliminary Results
B. Block Codes and Equipartitions of Their Decoding Regions
Let and be the distributions achieving the maximum in (9) . Assume that and are such that both and are positive. The degenerate cases where one of these terms is zero can be handled with obvious modifications, and will therefore not be considered. The sequence of protocols to be described will achieve the rate . The protocol with steps requires two block codes of blocklength (one for each channel), and equipartitions of their decoding regions w.r.t. the corresponding codewords. We will describe these now. Let 
C. Outline of the Protocol
The protocol proceeds in rounds, indexed . In each round, Alice and Bob send each other sequences of length , so that the total number of steps is . We will describe these rounds recursively.
In round , Alice and Bob transmit the sequences and , respectively. Alice defines to be the such that the sequence she received from Bob falls in . Similarly, Bob defines to be the such that the sequence he received from Alice falls in . This completes round . Now let . Assume that Alice and Bob have computed and , respectively, based on the sequences they received in round . Then, in round , Alice transmits the codeword and Bob transmits the codeword . (The indices are written in parentheses, rather than as subscripts, for typographical convenience.)
Based on the sequences they receive from each other, Alice and Bob try to guess the index of the codeword sent by the other, and also decide the index of the codeword to transmit in the next round. This is done as follows: Alice finds the such that the sequence she received falls in . 
D. Analysis
We will now prove that the sequence of protocols just described does achieve the rate . The minimum in (24) equals For convenience, let denote the right-hand side of (1), i.e., the probability that under the strategy . If , then let
We will also need some notation for various empirical distributions induced by an pair. Let 1)
.
. Finally, let and . The key idea in the proof is the following lemma, which helps identify a suitable high-probability subset of "jointly typical"
sequences. 
where the inequality is by condition c) in the definition of , (27), and (28).
We will now show that many of the decision regions must intersect significantly with . More precisely, let
We will prove that . To this end, note that from which the desired bound on follows.
If , then , so that is nonempty. But this means that 1)
2) s.t.
3) s.t.
The right inequalities in 1), 2), and 3) are by (29), (30), and (31), respectively. Together with the bound just proved, these inequalities yield three of the desired terms in the minimum occurring in (24) For the fourth term, note that (33) where the second step is by the Cauchy-Schwarz inequality. Now if The second inequality is by (32). Substituting back in (33), and using the fact that , we get This completes the proof.
APPENDIX
Proof of the Weak Converse
We will now sketch the proof of (13). Let be any protocol. Let 
where (36) is because is a function of , and (37) is because is independent of given , and is independent of given . By (34), (35) and (38) (39)
3)
The left inequalities in 1), 2), and 3) are by (6) , (7), and (8), respectively. The right inequalities hold because is a function of and is a function of . Combining these with (34), (35), (38), and (39), we have
The weak converse follows from this. 
By (41), (42), and (43), the probability that violates any of the conditions in the definition of is at most , where .
