Abstract
Introduction
Without prior knowledge of the modulation scheme of the primary user signal, there exists an absolute "SNR wall" below which every detector will fail to be robust, no matter how long the detector can observe the channel [1] . The conflict between increasing spectrum scarcity and underutilized spectrum promotes the emergence of Dynamic Spectrum Access (DSA). Cognitive radio (CR) [2] is proposed recently as a possible solution for DSA which aims to alleviate spectrum scarcity problem via opportunistic spectrum sharing. The basic idea of CR is to dynamically sense electromagnetic environments, reliably detect the presence of licensed primary radios and opportunistically use the underutilized band for transmissions without causing harmful interference to the authorized signals [3] .
Spectrum sensing is a basic functionality for CR, as it discovers the "spectrum hole" provided that cognitive users do not create harmful interference to the licensed users, however, there are some important factors to affect the performance of spectrum sensing in CR [4] . In the power detector it is assumed that the noise power level is known exactly. So it is possible to detect a very weak signal since the detector is able to detect a small increase in power. However, we have no prior knowledge of the noise power so we call this lack of knowledge to be noise uncertainty. In particular, uncertainty (background noise, interference and fading of primary signal) is a great challenge for spectrum sensing. It ubiquitously exists in practice, for example, the estimated noise power is -100dBm, and the actual power might fluctuate to -102dBm or -98dBm, where the detection performance of the traditional detectors such as matched filter, energy detector, and cyclostationarity based detector will deteriorate deeply under the same threshold [5] . The noise uncertainty leads to a "SNR wall" below which a detector fails to be robust, no matter how long it can observe the channel [1, 5] . Furthermore, the electromagnetic environments are usually complex and the SNR might be very low (even negative) accounting for channel characteristics from multipath and fading, which makes the detection extremely difficult. In addition, the prior knowledge of primary users' signals in CR is usually not available, which requires blind detection algorithms to be independent of complete prior knowledge of primary signals. On the other hand, the sensing time should be limited to within a short time. When the primary signal is ready to operate, the cognitive user must vacate the band immediately to avoid interference.
Classical detection algorithms on spectrum sensing include matched filter [6] , energy detector [6, 7] , covariance-based detector [8] , and cyclostationarity based detector [9, 10] . Matched filter is optimal in detection of known signal, whereas it requires perfect prior knowledge of primary signals, accurate noise estimation and time synchronization. Energy detector and covariance based detection are blind detection Journal of Convergence Information Technology Volume 5, Number 2, April 2010 without knowing prior knowledge of the primary signal, but they both perform poorly in low SNR and sensitive to noise uncertainty [7] . In particular, it is ineffective for energy detector to distinguish between signals and noise in more than 1dB noise power fluctuation under a fixed threshold as reported in [10] . Cyclostationary approaches get widely studied recently which achieve much better performance than energy detector but have considerable computation complexity [4] . A common limitation of these detectors is their sensitivity to noise uncertainty [1] . While noise uncertainty can be alleviated by on-line calibration, it cannot be completely eliminated [5] . In [10] , it is shown that the SNR wall problem might be overcome by macroscale features under the assumption of prior knowledge of channel characteristics and infinite sample size. However, these assumptions usually do not hold in practice. We are thus motivated to develop a detection scheme that is intrinsically robust to noise uncertainty. Information entropy is first proposed by Shannon in 1948 as a measure of information for discrete random variables [11] and has become a foundation for information theory. Differential entropy is often studied for the continuous random variables, but it essentially contains no information meaning any more [12] . The differential entropy based detection is studied in [13, 14] , where the random signal is modeled as an autoregressive process and the linear predication error powers are estimated to construct for the test statistic. In that paper, the detector is compared with F-test and shows great performance improvement, but still performs poorly under noise uncertainty. The idea to use entropy for spectrum sensing in CR is presented in [15, 16] , where the information entropy is estimated directly from the output sequence of a matched filter in time domain. The entropy-based sensing is based on the fact that the entropy of a stochastic signal is maximized if the signal is Gaussian. If the received signal contains the primary user's digitally modulated signal, the entropy is reduced. However, the adaptability of the scheme is limited by the assumptions of perfect knowledge of primary signal and synchronization, which usually do not hold in practice.
In this paper, we investigate entropy-based detection to counteract noise uncertainty in the frequency domain. Fourier Transform (FT) is first applied to the observed signal with the spectrum magnitude which is regarded as a random variable. The probability space is then partitioned into fixed dimensions and the Shannon entropy is finally calculated as the information measure of primary signal for test statistic. We demonstrate the entropy is a constant independent of noise power under fixed dimensions probability space and the proposed scheme is thus strongly robust against noise uncertainty. Simulation results verify its robustness against noise uncertainty, and further show that the proposed scheme outperforms conventional energy detector, cyclostationary detector, and differential entropy-based detector in [12, 13] . In addition, the proposed scheme is also effective to signal classification due to that different signals carry different information.
The rest of the paper is organized as follows. Section 2 presents system models and briefly reviews related work. In section 3, we introduce the frequencydomain entropy-based method and interpret how to counteract noise uncertainty. Section 4 presents the performance evaluation by simulation and Section 5 concludes the paper.
Prior Works
In this section, we first introduce the detection model and then present a brief review of traditional entropy based detection algorithms.
System model
We consider a frequency band of width BW with central frequency f c
. When the primary user is active, the general discrete-time signal model at the cognitive receiver can be expressed as where s(n) are samples of the primary signal of interest, w(n) represents samples of background noise, and N is sample size. We assume that noise is Gaussian white noise (WGN) with zero mean and variance 
Information entropy-based detection
From the aspect of probability theory, a discrete random variable Y can be represented by a probability space (Ω, Γ, Ρ), consisting of a set Ω (the sample space), a σ-algebra Γ of subsets Ω (events, or states), and a measure P on (Ω, Γ) such that P(Ω)=1 (the probability measure). If we consider a set of possible state values y i (i=1, 2,…, L) and corresponding Signal Spectrum Sensing Robust to Noise Uncertainty Zhongbao Chen, Fuliang Bao, Zhigang Fang
where p i is the probability of state y i
The uncertainty measurement (known as selfinformation) of i-th events (states) is defined as , L is the total number of countable states i.e. dimension of the probability space.
(y ) log ( ( ))
where p(y i ) denotes the probability of state y i
The information entropy quantifies, in the sense of an expected value, the information contained in a message as
. Substituting I(y , b is the base of the logarithm used.
) into the above expression, the information entropy can be explicitly written as (4) From (4) we can know that only the probability values of possible states contribute to entropy value, which implies information entropy is independent of the specific value of random variable Y. Hence, an important property is obtained that information entropy is invariable to translation and scalability of Y. For a constant a, we have
H(a+Y)=H(Y), H(aY)=H(Y)
(5) Information entropy is used for spectrum sensing in [15] , [16] , where the entropy is calculated from the output sequence of matched filter in time domain under the assumption that the waveform of primary signal is known and matched filter is implemented with perfect synchronization. However, the adaptability of the scheme is limited in [15, 16] by the assumptions of perfect knowledge of primary signal and synchronization, which usually do not hold in practice.
Signal in time domain usually behaves strong correlation, so it is hard to choose a proper sampling rate to eliminate inter-sample correlation without accurate prior knowledge of primary signal, which implies that one dimensional PDF cannot characterize the stochastic process. Therefore direct estimation of entropy from the observed data without pre-matched filtering will result in poor performance.
Differential entropy based detection
The differential entropy h(Y) of a continuous random variable Y is defined as The differential entropy can be approximated by Shannon entropy plus log value of the bin length Δ. This also means that differential entropy is not a limit of the Shannon entropy for n → ∞. It turns out that, unlike the Shannon entropy, the differential entropy is not in general a good measure of uncertainty or information. For example, the differential entropy might be negative; also it is not invariant under continuous coordinate transformations.
Δ→0.
Differential entropy has been used for random signal detection in the application of radar signal by Q. T. Zhang [13, 14] , where the random process is modeled as m order AR (auto regressive) process, namely, AR(1),AR(2),..AR(m) with probabilities α 1 , α 2 , ..., α m
The test statistic is expressed as (7) where 2 i σ denotes the variance of the linear prediction-error of i-th order, m is order of AR process.
We can see that the test statistic is a monotonically increasing function of noise power, which implies that the differential entropy based-detection is sensitive to noise uncertainty.
Entropy-based Detection in Frequency Domain

Frequency-domain entropy
Without loss of any information, we have the following hypotheses as discrete Fourier transform (DFT) applied to (2) 
where K is the length of the DFT equal to sample size N, , , X S W denote the complex spectrum of the observed data, primary signal, and noise respectively. Let , , r i X X X denote the spectrum magnitude, real part and imaginary part of signal spectrum X , respectively.
Frequency-domain representation of the received signal usually has lower inter-sample correlation than the time-domain signal. For example, the spectrum magnitudes of a carrier-modulated primary signal at least contain a sinewave component. When the sinewave has amplitude A 0 with an integral number of cycles over N input samples, the output spectrum peak of the sinewave is M p =A 0 N/2. Therefore, we can use a discrete univariate random variable to represent the spectrum magnitude rather than a continuous random variable, which indicates that the information entropy in frequency domain could get better approximation from one dimensional PDF than in time domain
Information entropy is a measure of the average uncertainty associated with a random variable, and can be used as a test statistic in detection. The detection problem is formularized as two hypotheses: H To estimate the entropy, we should firstly estimate the probability in each state. Approaches to estimate PDF include histogram method [17] , model-based methods [18] , and kernel-based methods [19] . However, PDF estimation is not the focus of this paper so we use the basic histogram method to demonstrate the superiority of the proposed method. The random variable Y for which we want to estimate the PDF represents the spectrum magnitude X of the measured signal. The number of states of the random variable equals to the bin number L (dimension of the probability space). Let k respectively. where L is the number of bins.
The estimated entropy can thus be written as
where and is the total number of occurrences in the i-th bin.
Spectrum statistics of WGN
For the WGN with zero mean and variance 
Now we can conclude that spectrum magnitude of WGN always follows Rayleigh distribution, the fluctuation of noise power just affects the Rayleigh distribution parameters of the spectrum magnitude.
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Robust to noise uncertainty
There are two alternatives for entropy estimation: One method is to fix bin width Δ to be a constant and change the number of bins L according to the noise power; while the other method is to fix bin number L to be a constant and change the bin width Δ according to the spectrum magnitude. By comparing the two entropy estimation methods, if the probability space is partitioned into fixed dimensions with equal states number L, the probability in each bin has little shift and the noise entropy keeps almost invariant. So we choose the latter method for its robustness to noise uncertainty. Some propositions are defined here:
Proposition 1. With probability space partitioned into fixed dimensions, the information entropy of the Gaussian white noise is a constant, thus the frequencydomain entropy-based detection is robust to arbitrary noise uncertainty.
Proof: Theoretically, the maximum of a Rayleigh random variable is infinite. 
For a given sample size N, the frequency entropy of WGN is only related to the number of bins L and independent of the noise variance. Therefore the estimated entropy will be a constant with a fixed bin number L, which implies the fluctuation of noise power has no influence on the estimated entropy. Now it is proved that the frequency-domain entropy based detector is robust to arbitrary noise uncertainty, which conforms to entropy invariability property to scalability and transition as we have discussed in section 2.2.
Figure 1. Estimated entropy of Gaussian white noise
with fixed bin and fixed bin width Figure 1 shows the estimated entropy of Gaussian noise with fixed bin number and fixed bin width in about -15 dB uncertainty range. Each result is obtained by 500 runs Monte Carlo simulation. We observe that the estimated entropy with fixed bin number is a constant, while the entropy with fixed bin width is proportional to noise power, which verifies proposition 1 that the entropy with fixed dimension of probability space is greatly robust against noise uncertainty.
With the probability space partitioned into equal discrete states, namely, the equal number of bins L for histogram, the corresponding statistic can be expressed as
where λ is the threshold determined by false alarm probability, k i is the number of occurrences in i-th bin, N is the total number of spectrum data. When the primary signal is in operation, the PDF in H 1 trends to be more intensive than that in H 0 ; according to entropy convex property, the entropy decreases and the operation "≤"is thus used to determine hypothesis H 1 .
Since we usually do not have prior knowledge of the primary signal, it is difficult to get the analytical expression of the PDF in H 1 From Eq. (25), we know that the test statistic is , and numerical simulations are usually needed to calculate probabilities of detection and false alarm. related to bin number L and sample size N, which will affect the final detection performance. For the choice of bin number, some theoreticians have attempted to determine an optimal number of bins [20] but there is no "best" number of bins, and different bin widths reveal different features of the data. Since the detection is essentially based on the relative entropy value ΔH=H (X|H 1 ) -H (X|H 0 ), the absolute error will not affect test statistic. But we require the minimum number L should satisfy an acceptable error of the statistic description of observed data. In addition, since the proposed detector requires DFT operation, computation workload and its impacts on total processing time need to be considered in practice.
Simulation Results
To evaluate the detection performance of the proposed scheme, Monte Carlo experiments have been carried out with each result 10000 runs. We consider the signal model in (1) with random signal (experiencing fading) in Gaussian white noise. We assume the primary signal is with carrier frequency 40 KHz, the bandwidth 12 KHz, and the sampling frequency is 100 KHz. The probability space is partitioned into equal states number in both hypotheses with bin number L=15 and the statistic is finally calculated by (25). Main parameters are set according to the requirement for DTV spectrum sensing from IEEE 802.22 group [21] : the false alarm probability is no greater than 0.1 for better spectrum utilization and the sensing period is restricted to be less than 0.2s.
Performance under noise uncertainty
Noise uncertainty is ubiquitous in any practical communication system and robustness to noise uncertainty is a fundamental performance metric for a detector. Therefore, we first evaluate the influence of noise uncertainty on the proposed detection scheme. Figure 2 plots the curves of probabilities of detection and false alarm of the proposed scheme with and without noise uncertainty under the same primary signal, where the accurate noise power is assumed to90dBm, the noise uncertainty is ±5dB, sensing time t 0
As expected, the false alarm ratios with and without noise uncertanity are always a constant (equal to 0.08), because the entropy of the background noise is independent of noise power when probability space is partitioned into fixed dimensions (see Proposition 1).
Moreover, the detection performance is the same under the same SNR, which verifies the robustness of the proposed scheme. In particular, when there is +5dB noise uncertainty, the detection probability of the proposed scheme degrades 5 dB at lower SNR regine while the probabilities of detection and false alarm of energy detector are both equal to 1 as reported in [9] . On the other hand, when there is -5dB noise uncertainty, the detection probability of the proposed scheme improves about 5dB while the probabilities of detection and false alarm of energy detector are both equal to zero [9] . =0.05s (5000 sample size). The primary signal is assumed to experience deep fading that the magnitudes follow Rayleigh distribution with normalized parameter is 1 and phase follows uniform distribution. 
Performance comparison
Next, we compare the detection performance under constant false alarm ratio (CFAR) of the proposed scheme with conventional detectors. Since the proposed scheme is robust to noise uncertainty, we assume there is no noise uncertainty in the following simulations; the other setting is the same as in Figure 2 . Figure 3 shows the performance of the proposed scheme and differential entropy based detection in [14, 15] . It is seen that the proposed scheme is superior to differential entropy-based detector in terms of required SNR. In particular, when the detection probability is equal to 0.9 under constant P f
Comparison experiments are also carried out for the proposed scheme, cyclostationary detector and the energy detector. The single cycle cyclostationary detector is used, which has the best performance among cyclostationary feature based approaches [10] .Considering the high computation complexity, the length of time window used for estimating frequency =0.08, the SNR of the proposed scheme is -18dB, as compared to -13 dB for differential entropy-based detector, with about 5dB performance improvement achieved by the proposed scheme.
Signal Spectrum Sensing Robust to Noise Uncertainty Zhongbao Chen, Fuliang Bao, Zhigang Fang segments is 256, hamming window is used for smoothing and the decimation factor is 1. The curves of probabilities of detection and false alarm in different SNR are shown in Figure 4 . We observe that when detection probability P d =0.9 under false alarm ratio P f =0.08, the proposed scheme achieves 4dB and 6dB performance improvement compared to cyclostationary detection and energy detection respectively. 
Impact of modulation mode
Energy detector only measures the energy (power) and cannot distinguish different signals apart under the same power [3] . We investigate the signal classification ability of the proposed scheme. Figure 5 shows the estimated entropy for three different modulated digital signals: 2 amplitude shift keying signal (2ASK), 2 frequency shift keying signal (2FSK), and 2 phase shift keying (2PSK). 
Impact of sensing time
Under the same sampling frequency f s , sensing time t 0 reflects sample size N as t 0 =Nf s . The experiments are carried out with sensing time to be 0.18s, 0.15s, 0.10s, corresponding to sample size N = 18000, 15000, 10000. We plot the receiver operation characteristic (ROC) curves in both AWGN and Rayleigh fading channel in figure 6 , where SNR = -25dB, the primary signal is DSB modulated signal. The ROC of energy detector in AWGN is also depicted for comparison. The figure suggests that better detection performance can be achieved when the sensing time is longer. When sensing time t 0 =0.18s, the detection probability of the proposed scheme equals to 0.95 under P f =0.1 in AWGN, which implies that a single sensing node can satisfy system requirements: P d ≥0.9 under P f ≤0.1. However, the performance degrades in fading circumstances, the detection probability P d =0.58 under P f =0.1, t 0 =0.18s. Despite of degraded performance in fading circumstances, the worst performance by entropy detection under sensing time t 0 =0.10s still has better performance than energy detection under much longer sensing time t 0 So far, we have investigated the detection performance in several aspects. For a better understanding of the superior performance of the proposed scheme, we give a comparison for the proposed scheme and other classical detection algorithms as shown in Table 1 . We compare the performance from fundamental factors such as CFAR detection performance, computation complexity, dependence of a prior knowledge, from which it is evident that the proposed scheme generally outperforms the other detection algorithms for spectrum sensing in cognitive radio.
=0.18s. This indicates that system sensing time is reduced about 65% by the proposed method compared to energy detector for the same detection performance. 
Conclusions
A blind frequency-domain entropy-based spectrum sensing scheme for CR is proposed, which is shown to improve detection performance with respect to energy detector and even cyclostationary detector. The entropy of the measured signal is estimated in frequency domain with probability space partitioned into fixed dimensions. We analytically proved that the proposed scheme is robust against noise uncertainty and verified the robustness by simulation. Furthermore, through Monte Carlo experiments, we further demonstrated that the proposed frequency-domain entropy-based detector outperforms differential entropy detector, energy detectors and cyclostationary detectors with as great as 5dB, 6dB and 4dB performance improvement, respectively. The proposed method can be used for signal classification due to different information contained by different signals. In addition, the sensing time can be reduced 65% by the proposed scheme compared to energy detector under the same detection performance. In summary, the proposed signal detection scheme behaves robustly to noise uncertainty, achieves significant performance improvement, and requires smaller sample size, compared to some stateof-the-art methods based on different modulated signals in very low SNR regions.
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