In this paper, we present a technique to recognize the position of sensors on the human body. Automatic on-body device localization ensures correctness and accuracy of measurements in health and medical monitoring systems. In addition, it provides opportunities to improve the performance and usability of ubiquitous devices. Our technique uses accelerometers to capture motion data to estimate the location of the device on the user's body, using mixed supervised and unsupervised time series analysis methods. We have evaluated our technique with extensive experiments on 25 subjects. On average, our technique achieves 89% accuracy in estimating the location of devices on the body. In order to study the feasibility of classification of left limbs from right limbs (e.g., left arm vs. right arm), we performed an analysis, based on which no meaningful classification was observed. Personalized ultraviolet monitoring and wireless transmission power control comprise two immediate applications of our on-body device localization approach. Such applications, along with their corresponding feasibility studies, are discussed.
Introduction
Wearable embedded system technology has resulted in utilization of body-wearable sensor networks for remote health and activity monitoring. Therefore, body-wearable sensor networks enable a personalized approach to health and wellness. Such networks will provide promising applications in medical systems to enhance people's quality of life, to facilitate independent living, and even to save the lives of people bearing the risk of sudden attacks (e.g., cardiac failure).
Pedometers and smart phones with motion sensors are among devices that are used to continuously monitor life characteristics such as the daily activity and exercise. With the production of ultra low power sensor interfaces such as Sensium [1] , it is expected that smart band-aids become widely used for health and medical monitoring applications. Smart band-aids can be used for monitoring several metrics such as the daily energy expenditure, body temperature, skin moisture, heart rate, and other human vital signs. The proliferation of these wearable devices results in higher diversity of their usage. In addition, being non-intrusive in daily activities requires these devices to be adaptable to individual users' habits.
Continuous monitoring of the human body is becoming pervasive with the advent of wearable devices capable of processing and storing large amounts of an individual's health data (e.g., [2, 3] ). A number of systems make a connection between mobile sensing devices and existing home appliances; [4] aims at increasing the user's activity levels by disabling the TV remote unless enough activity points have been recorded through the on-body accelerometers.
✩ Authors in alphabetical order. can automatically adapt to users and their environment. Automatic device localization allows the smart phones to rapidly and autonomously adapt to users needs. Different placements of the device on the body can be interpreted as the users desire for an application or a major change in the environment. For example, as soon as the user mounts the smart phone on her upper arm, the smart phone should activate its gym/music mode. This paper, builds on the work in [18] by taking an end-to-end view of our proposed on-body sensor localization technique. Our technique automatically discovers the on-body location of medical monitoring devices using acceleration data. Accelerometer is one of the most widely used types of motion sensors, which is used for a variety of applications such as device orientation detection, game controlling, shock protection, and activity discovery. Given that accelerometers are relatively cheap and consume low energy, nowadays they are embedded in most of the high-end portable systems. Our developed technique allows both on-line and off-line discovery of the device location on the body. Our technique consists of two main phases: unsupervised activity discovery and supervised location estimation. We investigate two applications of our location discovery approach in body-wearable sensor networks. In the first application, a personalized ultraviolet monitor is envisioned to use the inferred location to improve its accuracy, i.e., to differentiate one body location from another and make more informed recommendations, accordingly. The second application utilizes the discovered location to provide more energy-efficient on-body wireless communications without sacrificing the reliability; data transfer, at unnecessarily high transmission power levels, not only diminishes the lifetime of the body-wearable sensor networks, but also incurs excessive interference.
In the remaining parts of the paper, we first review the related work. Afterward, the description of the technique is presented. In the next section, we detail the experimental results followed by the aforementioned feasibility studies to justify that on-body sensor localization is worth implementing for such applications. Finally, the last section provides the concluding remarks.
Related work
The problem of localization on the human body has been addressed by only a few number of researchers before. The most well known study is conducted by Kunze in [19, 20] . While these studies address the problem of localizing devices on the body, the results of their classification is limited to four exact locations (wrist, breast pocket, trousers pocket, and right eye). As denoted by the authors, the locations that have been chosen represent typical location of appliances and accessories. In contrast, our approach is designed to discover device location on any region on the body. As a result, not is it only applicable in accessories and wearable systems (with higher diversity in discovering the location), but also it can be leveraged in smart band-aids and electronic implants.
A number of studies in mobile and smart phone area have also addressed simplistic device localization problem, where, for example, it is desired to detect whether a cellphone is on the table or in the pocket [21] .
Accelerometer data has also been used in other studies to improve the utility of portable devices. For example, the study by Lester et al. [12] uses motion data to determine if two portable devices are carried by the same person.
Supervised techniques for activity detection using on-body sensors have been studied widely in the last decade [22] . All of these studies leverage body-fixed sensors and predefined models for activities. In the recent years, a few studies have addressed unsupervised classification of human activities [23] [24] [25] . We use the unsupervised most frequent activity detection technique proposed in [25] as part of our approach for on-body device localization.
Overall approach
The essential idea behind the on-body localization is to analyze the acceleration data when the user is performing a specific activity. On the other hand, requiring the subjects to perform a specific activity will degrade the practicality of the solution and makes it user dependent. The study by Welker et al. [26] shows that on average people take 8265 steps per day (performing only normal daily activities). Such a large number of the steps clearly shows that walking is the most frequent and consistent activity people perform throughout the day (excluding non active states such as sleeping and sitting). Hence, the walking activity could be used as an identifier for our device localization technique. However, since the location, placement, and orientation of the accelerometer on the body is not known a priori (and may change in each use), the projection of the body movement patterns on the sensor is not predictable. Hence, it is impossible to define a generic model for detecting the walking activity which is valid for all placements and locations of the accelerometer. Because of the same reason, all of the studies in activity detection assume that the location of the accelerometer is known and is restricted to one or a few places. In this study, we use an unsupervised activity discovery method to discover time intervals that include walking patterns in long time series data. An important advantage of unsupervised techniques is that these methods derive the activity models during the run-time and, hence, they do not require predefined activity models and patterns in the setup phase [24] .
Our unsupervised technique discovers walking activity occurrences based on their frequency and consistency during long time intervals. Once the time series subsequences representing walking activity are discovered, they are analyzed with a supervised classification technique. We use a support vector machine (SVM) to estimate the location of the device based on the frequency and time domain properties of the time series subsequences that represent the walking activity. In the following, we discuss each phase of the technique separately. 
Most frequent activity discovery
Discovering most frequent activities has been in the interest of the research community in the recent years. Motif detection in time series data is a technique to discover the frequent subsequences in a longer time series [27] . A recent study by us [24] has extended the motif discovery mechanism to multi-dimensional time series data for discovering the most frequent activities in wearable systems. However, as the study by Chiu et al. [27] suggests, motif discovery is computationally intensive and is not suitable for embedded computing and applications with a huge amount of data. Hence, in this paper, we use an approach similar to the method presented in [25] for discovering the most frequent activity (walking) in 3-dimensional accelerometer data. Our approach for most frequent activity discovery consists of two steps. In the first step, each dimension of the accelerometer data is analyzed separately to discover frequent patterns. In contrast to [24] , we use a binning approach to classify similar patterns in single dimensional accelerometer data. In the second step, classified patterns are grouped together with a clustering approach to form the activities. Next, we describe each step of the frequent activity discovery method.
Activity primitive discovery in single-dimensional time series
Numerous approaches have been used to discover similar patterns in a time series data. Although using motif discovery results in accurate classification of patterns, it is computationally intensive and sensitive to noise in the data. Here, we classify patterns in single dimensional accelerometer data based on the total movement that is resulted from the activity in the corresponding axis. We define an activity primitive to be a subsequence between two consecutive stable regions (or default sensor value) in the accelerometer time series data. Such subsequences are mostly observed as bell shape patterns (with local minimum or maximum points) or linear slopes between two stable values in human actions, which depending on the speed and nature of the activity have different length and frequency. The acceleration data can be converted to displacement information, using the following equation on a subsequence of length m (a 1 a 2 ..a m ).
where D is the calibration constant factor, which depends on the placement of the sensor and other parameters such as the frequency of data sampling. Although the location of the sensor in not known in our application, since displacement information is used to compare patterns in the same accelerometer, it is constant for all patterns and can be eliminated from the calculations. Fig. 1(a) depicts three accelerometers and several activity primitives classified in them (labeled by alphabets).
Algorithm 1 presents the method for extracting primitives of activity subsequences projected on single-dimensional time series. The algorithm extracts the patterns from the time series, classifies them based on the physical attribute of the data and according to the discretization cardinality, and assigns a symbol to them. It also assigns a starting time to each symbol. There are a variety of methods in literature regarding effective discretization, especially in time series. Here, in order to discretize the calculated Tdisplacement and assign symbols to it, we consider using the probability distribution of the calculated displacements and assigning symbols to primitives such that primitives are classified fairly considering the variation of displacement in the application runtime.
Note that in contrast to motif discovery method used in [24] for detecting recurrent patterns in time series, this algorithm leverages domain specific attributes of data (here, being the motion sensing data, which is used frequently in wearable systems). Regardless of the method used to discover recurrent activity patterns in the single-dimensional time series, the output of this phase is passed to the multi-dimensional activity and abnormality detection algorithm, which is described in the next section. 
end while

Activity in multi-dimensional time series
By using 3-dimensional accelerometers, activity motions are projected on one, two, or three dimensions of the accelerometer. Since the original orientation and placement of the accelerometer is unknown, all dimensions should be considered together in order to discover recurrent activity. If only a subset of dimensions is used for counting the occurrence of activities, activities with similar projection will be classified together and over counted. As a result, we first use a graph clustering approach to construct activity structures in multi-dimensional data. This step basically groups several activity primitives from different dimensions together according to their temporal characteristics.
In order to construct the multi-dimensional activity structures, we first convert the list of discovered activity primitives into a weighted directed graph, so that a graph clustering mechanism can be applied to construct the model of activities in multi-dimensional data. In the proposed graph, each vertex represents an activity primitive, and the weight on the vertices represents the number of occurrences of the primitive in the corresponding time series. The weight on each directed edge in the graph is calculated by the following equation:
The coincidence(i, j) denotes the number of times there is temporal overlap between occurrences of primitives i and j. As a result, e(i, j) will be at most 1, when all the occurrences of primitive j have overlap with occurrences of primitive i, and it is at least 0, when there is no overlap between occurrences of primitives i and j.
Afterward, a graph clustering approach is used to construct multi-dimensional activities structure from the primitive coincidence graph. Algorithm 2 presents our method for constructing the activity structures from the coincidence graph. This method is similar to the clustering mechanisms proposed in [28] . Clustering the primitives starts with sorting the list of vertices based on the number of occurrences of the primitives. Then, the most frequent primitive is selected as a candidate core for activity structure, and the graph is searched for primitives with high occurrence correlation with the candidate core primitive. If there are several primitives with equal frequency, the one with the larger number of highly correlated neighbors is selected as the core primitive. The threshold for the correlation is set to 1 − β, where β is the abnormality frequency constant. Upon construction of an activity by clustering correlated primitives, selected primitives are removed from the graph, and the algorithm continues for discovering new activity structures by selecting a new core activity primitive. Fig. 1(c) illustrates the results of applying the algorithm to the coincidence graph in Fig. 1 (b) (the weights in the graph are omitted to make the figure readable). As it is denoted in the figure, the activity structure extracted contains primitives E, D, G, O, and N (G is the activity core primitive, due to its frequent number of occurrences). Note that the effective construction of activity structures highly depends on the frequency of primitives, and in a real world application the frequency and coincidences are significantly higher (β will be set to less than 0.1 in real world applications). The depicted graph is formed from a set of short time series and is selected to be small to better illustrate the logic behind the algorithm.
For detailed description and evaluation of unsupervised multi-dimensional activity detection algorithm, we refer the reader to [24] . However, it should be noted here that the execution overhead of this method is linearly correlated to the Algorithm 2 Activity structure construction from the primitive coincidence graph Add v k to activity S i 6: for all neighbors of v k , if e (j,k) > 1 − β do 7: Add v j to activity S i 8: remove v j from the graph 9: end for 10 :
Update the sorted list of vertices 12: end for 13 : return S = {S 1 , ..., S i−1 } Table 3 The intuition behind the six major extracted features. Letters in parenthesis represent the features in execution overhead of single dimensional motif discovery algorithm. The computational intensity of algorithms for motif discovery can be reduced by introducing assumptions about the input signals such as the minimum and maximum length of subsequences and the frequency of activities.
Location discovery via SVM
Once the walking interval is discovered via the unsupervised method, the walking subsequence is analyzed to discover the location of the accelerometer on the body. We extract several frequency and time domain features from the walking subsequences. Frequency domain features are analyzed to evaluate the impact of each step on the accelerometer. In each step, the energy of the impact between the foot and the floor is distributed in the body. The closer the sensor is to the foot (the origin of the strike in each step), the stronger is the energy sensed by the accelerometer. Time domain features are evaluated to analyze the motion range of the sensor in all three directions (we are using tri-axial accelerometer). It is clear that some limbs (e.g., forearms) move more freely than other limbs (e.g., chest).
In addition to analyzing the walking patterns, the time series subsequences representing general activity (non-walking) were also analyzed. In this regard, we designed an algorithm to count the number of times the orientation of the device (body part) changes over time. The algorithm first approximates the orientation of the sensor in each 10 s interval, via calculating the DC value of the Fourier transform. Then, the total number of orientation variations is calculated for a long time series by comparing the consecutive approximate orientations. Table 3 and Fig. 2 summarize six features extracted from walking and non-walking subsequences and the intuition behind using them for location classification. Fig. 2 (a) depicts a time series representing multiple walking steps in a 3 s interval (captured on the forearm). The power spectrum depicted in Fig. 2(b) is the sum of the frequency power spectrum of the three dimensions. As illustrated, feature A is the maximum amplitude among all the dimensions. are the ratio of the maximum amplitudes in different axes. D and F represent the maximum energy (which is at 1.85 Hz) and the overall energy captured by the accelerometer, respectively. Note that although Table 3 consists of merely 6 features, our SVM uses 17 features, which also includes variations of those 6 features.
It is noteworthy that for each placement of a sensor on the body, the relation between coordinate systems of the sensor and the subject's body varies. Hence, no assumption can be made during the feature extraction regarding the initial orientation of the sensor. As shown in Table 3 , these features either represent an accumulation value calculated over all the directions or depict the maximum of a property among the three dimensions. Fig. 3 illustrates the variation of features A (maximum amplitude), D (maximum energy), and F (sum of the energy) for a subject, when the accelerometer is mounted on different regions on his body. While as a result of strides variation, the features span over the normalized y axis, it is clear that different body locations exhibit different ranges for each feature. In the next section, we evaluate the performance of SVM in classifying the location of the sensors into six different regions depicted in Fig. 5 . Each of these regions has semi-independent movements during human activities. We performed a b several experiments to evaluate the effect of dividing each of these six regions into smaller areas. However, due to the motion characteristics of the human body, no meaningful statistical difference was observed between the features of the detailed areas. Hence, we conducted the rest of our experiments based on these six areas on the body. In the next section, we present the experimental evaluation of our classification technique for the six regions depicted in Fig. 5 .
Experimental results
We used the acceleration logging device from Gulf Coast Data Concepts to conduct our experiments [29] . The ±6 g gain tri-axial accelerometer used in the device, does not saturate during normal activities. We set the sampling rate to 160 Hz. The device is suitable for long intervals of data collection because it has 1 GB of memory. In addition, the size of the device is relatively small (1 in. × 3.5 in. × .75 in.) and does not interfere with the normal activities of the subjects.
25 subjects (20 males, age between 18 and 35) participated in our study; each subject wore 10 sensors on 10 different parts of his/her body, according to the sample setup shown in Fig. 5 . No instruction was given to the users regarding the exact placement and the orientation of the sensors and users were allowed to place the devices anywhere in the requested body areas. Subjects were allowed to choose to attach the sensors to the skin or to put them on their clothes. Each subject had sensors on for 30 min, during which he/she was asked to perform a sample set of his/her own daily activities in the university environment. We required the users to include a number of walking intervals in their activities. The collected time series data was divided into 3 min subsequences. The total of 2500 time series samples were collected in this phase. Walking interval discovery: For each sample, the walking intervals were discovered via the unsupervised technique for the most frequent activity detection. 96% of the time series samples were detected to include walking periods. This rate is high due to the fact that subjects were asked to include walking periods in their activity. The walking discovery algorithm had a consistent accuracy in detecting walking occurrences in the time series. On average 93% of all walking strides were discovered and classified correctly (versus 84% reported by Kunze et al. [20] ). In discovering the walking occurrences, the highest accuracy was in the foot area with 95% accuracy and the lowest was in hand area (89%) due to the high variation in the motion patterns. Fig. 4 depicts an example of data collected from a sensor placed on a subject's arm. On average, a 2% false positive rate was observed, which denotes the number of non-walking activity occurrences that were labeled as walking (compared to a 4% rate reported by Kunze et al. [20] ). Since we were interested in finding relatively longer walking time intervals, the effect of false positives was eliminated as these occurrences were sparsely distributed in the time series data.
Sensor location detection: In the first experiment, we trained and tested the localization SVM for each participant separately. Of the 100 time series samples collected from each subject, 20 samples were used for training and the remaining 80 for the testing. As expected, the classification result was near perfect, since the motion characteristics for each subject is consistent during his/her activity. The minimum, mean, and maximum overall classification precision for 25 subjects were 88%, 94%, and 100%, respectively. However, having training data from each user is not a valid assumption in real life scenarios, where the algorithm is supposed to work on off-the-shelf devices for unknown users. Hence in the second experiment, we trained the system using 500 randomly selected samples out of 2500 time series. The average classification accuracy in this scenario was 89%. Table 5 presents the classification precision and recall rate for each region separately. Note that direct comparison to the results of sensor localization in [20] is not possible since the set of locations in [20] is more limited and different from ours. However, the average classification accuracy reported by authors in [20] is in the same range reported here (∼90%) and confirms the applicability of localization methods in improving the utilization of wearable (our study) or portable devices [20] . Table 4 presents the details of false classifications for each area on the body. Head has the least classification accuracy, because it generally mimics the motion characteristics of the upper extremities. Classification of the shin area is performed perfectly, since the impact of each step on the shin area is significantly higher than other locations.
Finally, we performed analysis to study the feasibility of classification of left limbs from right limbs. No meaningful classification was observed using the SVM. This is due to the fact that the sensors were mounted on different sides of the limbs by different users, and hence the accelerometer coordinate system changed in each experiment.
In an attempt to find asymmetries between left limbs and right limbs, among the six investigated areas on the body, we decided to quantify the mobility of the upper arms during the walking activity. Once the walking interval is discovered by our unsupervised method, we extract a sequence of 100 gait cycles. In order to detect starting indices of each gait cycle, for each sample point in the combined acceleration signal, we find the length of the longest interval in which the sample point has the largest value comparing to its subsequent points. We discovered that the start point of each gait cycle remains maximum for a relatively long time, although it might not be the global maximum of the period. By means of this idea, the starting indices of each gait were found in an accurate fashion. We applied this algorithm to the combined time-normalized accelerometer signal, i.e., the square root of the sum of the squared acceleration components along the x, y and z axes produced by the sensors attached to the left and right upper arms, in order to detect cycles of gait.
For each gait cycle, arm's activity based on x, y and z accelerations were calculated and compared for both sides; In order to estimate arm usage, arm's activity was compared to a defined threshold. If the activity is smaller than a threshold, the arm is considered as motionless; otherwise, it is considered as 'in use'. If the difference between the left arm's activity and the right arm's activity is positive and the latter is larger than the threshold, usage is classified as a left arm usage. If such difference is negative and the right arm's activity is greater than the threshold, the usage is classified as a right arm usage. The flowchart in Fig. 6 provides an overview of the asymmetry-detection process.
To define the threshold, we extract an episode of rest data, e.g., when the user does not move his/her arms. The mean value for activity during the rest for left and right arm is used to define the threshold. Also, it should be noted that the starting indices of each gait cycle can be found by employing many different methods, such as locating the zeros of the signal and computing the signal energy.
The cycles where activity is greater than the threshold, are estimated as a percentage of the total cycles and were defined as usage percentage. Table 6 presents the percentage of the left arm usage and right arm usage in 100 gait cycles. During walking, the arms show a cyclic movement, where the right and the left arms are used equally (almost 50%-50%). Although both arms were, on average, used equally during walking, it should not be inferred that this is the case in each gait cycle. For example, external work (carrying a load) may impact this similarity.
In conclusion, an activity like walking provides unique measurements all over the user's body, except for left-right limbs.
Applications and feasibility studies
In light of the promising granularity of the proposed location discovery technique, a great deal of health monitoring applications can take advantage of this method. In fact, our technique will enable such applications to yield higher accuracy, achieve a longer battery lifetime and become adaptable to a certain degree, and even in some cases to function correctly. In this section, we introduce two active projects at the UCLA Wireless Health Institute benefitting from the proposed technique.
The fact that the human skin at different body sites is not equally sensitive to the ultraviolet radiation, suggested us to make the third prototype of our personalized ultraviolet monitor [31] adaptable to different body areas. In the context of body-wearable networks, recent studies show that the effect of human body is more influential than the surrounding environmental effect, especially when there is no line-of-sight path in the propagation channel. Transmission power control methods alleviate a large number of problems associated with extending the wireless system's battery life without compromising the reliability and data communication rate. Hence, in order to build energy-efficient body-wearable 
Table 6
Right arm usage and left arm usage while walking for 100 gait cycles. medical monitoring devices, it is imperative to model the wireless channel for different parts of human body and adapt the transmission power, accordingly.
Personalized ultraviolet monitoring
Recently, our group has discovered an interesting application for wireless sensor technology, where we conceived, developed and tested two prototypes of a wireless personalized ultraviolet monitoring device [31] . The device is able to measure and monitor the ultraviolet radiation in a medically meaningful way.
The worldwide escalating rate of skin cancer is attributed to significant increase in the amount of ultraviolet light that reaches the Earth's surface. In contrast to infrared radiation, which merely causes molecules within an object to vibrate, ultraviolet radiation possesses sufficient energy to damage the DNA carried by skin cells. Our personalized ultraviolet monitor is a band-aid-sized battery-operated device that can wirelessly communicate the UV index (a standard measure for the strength of ultraviolet radiation) data to the user's cell phone on which the software of the system runs. The system informs the users about their maximum recommended sun exposure time by calculating the UV index. Furthermore, given that the damage caused by ultraviolet radiation is accumulated over days, the system is able to keep a record of the amount of ultraviolet radiation received over a certain course of time, from a single day to a month. In our design, we have developed a model to determine the UV index with high accuracy. The maximum recommended sun exposure time is also derived by taking the user's skin type and sun protection factor (SPF) of the applied sunscreen into consideration.
According to experimental studies, energy densities (total energy per unit area obtained by integrating irradiance with respect to time of exposure) in the range of 20 to 100 J/cm 2 induce skin pigmentation and sunburn. In this regard, one of the key questions is to what extent the on-body location of the personalized ultraviolet monitor will matter.
Not coincidentally, the head, face and neck are where the majority of skin cancers occur due to the fact that such areas are frequently exposed to ultraviolet radiation [32] . Another main reason stems from the variations in the thickness of the skin on different parts of the body. The thicker the skin, the more layers of cells in them, and the longer it takes a sunburn to occur. It should be noted that multiple sunburns can further lead to skin cancer.
A number of investigators have sought various parameters for predicting and measuring ultraviolet sensitivity; various anatomical sites may afford different degrees of protection against the harmful effects of ultraviolet radiation. In one of such studies, investigators confirmed significant differences in erythema index at different anatomical sites. Erythema index represents the blood content of the inner layer of the skin caused by the pathological reddening of the skin, e.g., as a result of a sunburn. Using highly quantitative and reproducible methods, researchers in [33] found that the erythema index is quite variable, according to the anatomical body sites. In particular, they found that the chest and the thigh have the lowest erythema index, whereas the forehead, cheek, and neck are, by a factor of 2 ∼ 3, more sensitive to sunburn (see Fig. 7 and Table 7 ).
The personalized ultraviolet monitor can easily exploit the proposed on-body device localization technique at the expense of adding a 3-d accelerometer. Accordingly, the third prototype will be able to, periodically and autonomously, adapt itself to the new body site to which it is attached. We anticipate that more conclusive interpretations will result from this new location-aware prototype, e.g., the risk of skin cancer as a function of body site among other factors and how differently various anatomical sites will respond to the ultraviolet radiation. In order to find the solar exposure on different parts of the body, we conducted an experiment on two male subjects (heights 173 and 180 cm), where we attached flat UV sensors of type ML8511 to fifteen different locations on their body. The experiment took place on the roof of an eight-story building on a typical sunny day in Los Angeles at an altitude of 300 m during the solar noon (the moment when the sun appears the highest in the sky). The subjects were asked to stand in an upright position with theirs arms hanging down by their sides. The two subjects, initially heading toward north, were asked to turn their body 90°counterclockwise. We recorded the outputs of sensors for all four directions. As anticipated, solar UV exposure varies from one anatomical site to another. The horizontal sites on an upright person, including the shoulders, receive up to 70% of ambient UV radiation, while vertical sites receive noticeably less UV radiation. Table 8 compares the mean fraction of ambient UV radiation received at anatomical sites for our two subjects.
Transmission power control for on-body wireless communications
In another project, we target body-wearable sensor networks, in which the sensor nodes are strategically placed on the human body and wireless communications are conducted among nodes on the surface or in the vicinity of the body. We account for the impact of the human body on the wireless propagation channel and, accordingly, adjust the transmission power level to reduce the energy consumption of each individual sensor node. Examples of the systems benefiting from our power control methods are the personalized ultraviolet monitoring and the smart shoe systems. The former was introduced in Section 5.1 and the latter is intended to perform gait analysis and to assess the risk of fall.
The human body includes liquid, bone and flesh, which, in a selective manner, absorb, reflect or scatter wireless signals. Hence, the nodes used in body-wearable sensor networks need to cope with lossy radio transmissions around the human body. Recent findings indicate that in the range 2-6 GHz, no energy can pass through the body. Rather, radio waves transmitted from an antenna diffract around the body and can reflect from arms and shoulders. Generally, attenuation rate and multipath effects increase at higher frequencies, therefore, a 2.4 GHz signal weakens faster than a sub-GHz signal, e.g., 433, 868, and 915 MHz carrier frequencies.
As part of the aforesaid project, we have studied the issues confronting 2.4 GHz wireless communications around the human's body. Automatic on-body localization enables transmitters to control the communication power according to the anticipated channel quality. Human body causes large signal attenuation which has a remarkable effect on wireless link reliability. We conducted measurements so as to find spatial impacts on the correlation between transmission power and Receive Signal Strength Indicator (RSSI). RSSI is a useful link metric that represents the signal power averaged over 8 symbol periods of each incoming packet. We have evaluated the effect of human body by attaching transmitting sensor nodes to six different body positions namely, the head, upper arm (left and right), the forearm (left and right), the waist, the thigh (left and right), and the shin (left and right). The receiver node was taped to the subject's waist. It should be noted that the selection of body positions for this experiment is in accordance with the granularity of our device localization technique (refer to Fig. 5) .
We have used Digi's XBee RF Modules [34] to conduct our experiments. The XBee modules have been engineered to meet IEEE 802.15.4 standards and support the unique needs of low data rate, simple connectivity, and low-power sensor networks. They operate at the ISM 2.4 GHz frequency band, with a maximum nominal data rate of 250 kbps. Furthermore, XBee modules provide an RSSI measurement tagged to a specific packet. As for the transmission power, XBee modules can be configured to operate using five different transmission power levels ranging from 0 to 4. The levels 0 to 4, respectively correspond to power outputs of −10, −6, −4, −2 and, 0 dBm.
Although a chip antenna demonstrates limited reliability and lower transmission range than a whip antenna, on account of its small form factor, we decided to use XBee modules equipped with chip antennas in both the transmitting and the receiving nodes. As a matter of fact, using a chip antenna has helped us to improve the repeatability and reproducibility of our experiments as well. With respect to radiation patterns, both antennas, albeit not perfectly, exhibit omnidirectional radiation patterns. The experiments were repeated with three different pairs of nodes in the same environmental conditions to achieve statistical confidence. Measurements were performed on two male subjects on an open field to prevent radio wave reflections from the environment. The subjects were asked to fully extend their arms horizontally while performing the experiments pertaining to upper arms and forearms. In each experiment, the transmitting node sends 1000 packets at five different power levels and the recipient logs the packet's sequence number and the RSSI reading. More details regarding the experimental setup are listed in Table 9 .
As shown in Fig. 8 , the average RSSI values gradually increase with the transmission power level. At the transmission power level of −10 dBm, in experiments where we attached the transmitter nodes to the shin, head, and forearm, the resulting packet drop rate was dramatically high (more than 50%). As a result of such a high packet drop rate, we inevitably report the RSSI value as −100 dBm, which is lower than the receiver's sensitivity level. Expectedly, the experiment concerning the waist yields the best RSSI values, since the receiver is in the transmitter's line of sight. Indeed, the physical distance between the transmitter and the receiver in this case is only 10 cm. This is why the data success ratio was always 100% even when the XBee modules operate at the lowest transmission power level.
On the basis of our experimental results as well as similar studies such as [35, 36] , RSSI values higher than −80 dBm are indicative of reliable communications. In fact, choosing such a conservative threshold of −80 dBm always allowed for communications with packet drop rates less than 5%. Thereby, when we attach the nodes to the thigh, shin, and waist, as Fig. 8 suggests, there is enough room to reduce the transmit power level without compromising the reliability of communications. For instance, transmission power reduction for data communications between the thigh and the waist will bring about up to 50% energy savings.
The shins and generally the lower part of legs turned out to be very favorable locations for on-body wireless communications. This is because, the legs are relatively close to the ground, where reflections increase the total received power with major contributions from the multipath components rather than the direct received signal, which in turn leads to less steep changes in the RSSI values. One of the most common applications for body-wearable sensor networks placed on the lower part of the human body is athlete's performance monitoring. Dealing with sensor displacement (and misplacement) in performance monitoring systems and generally, in on-body activity recognition systems has always been a matter of concern. In healthcare and medical applications, body-wearable sensor networks are expected to perform longterm monitoring, thus it is sensible for such systems to communicate their data at a lower transmission power. Performing transmission power control has several other advantages such as: reducing inter-network interference and thus improving the spatial reuse of wireless resources, increasing security as a packet with lower transmission power is not easy to intercept, and reducing the average contention at the MAC layer. Based on our experiments, the body location to which the node is attached significantly affects the radio propagation channel. The aforesaid advantages motivated the basic idea of integrating our on-body device localization technique into the process of dynamic transmission power control. To this end, we will derive different radio channel parameters and analyze them for different parts of the human body. Similar to the previous subsection, the energy consumption of the required accelerometer must be taken into consideration when estimating the battery lifetime of a certain body-wearable device.
Conclusion and future work
In the last few years, accelerometer-based entertainment and health monitoring applications have been receiving growing attention in the research and commercial communities. Surprisingly, delicate accelerometers are also being used to monitor animals, offering insight into a wide range of biological questions. However, the effect of accelerometer (and other sensors) placement on different parts of the body, despite its apparent significance, has received little consideration. While this error may be minimized through various techniques, additional error may occur as a result of sensor replacement.
We presented a technique for discovering the location of sensors on the human body, using acceleration data captured during daily activities. Our technique first leverages unsupervised activity discovery to detect time intervals, in which the user is walking. Then it uses a support vector machine (SVM) to analyze the patterns and estimate the position of the device on the body. We have presented extensive experimental results, which have been performed on a diverse set of participants. In our study, we were able to classify the shin area flawlessly, as the impact of each step on the shin is significantly higher than other locations. We also found that head has the least classification accuracy, since it generally mimics the motion characteristics of the upper extremities. Our experimental results demonstrate the significant difference that accelerometer placement can cause on the measurements used in ubiquitous entertainment and health applications. Ignoring these factors will lead to unfair physical activity gaming or erroneous medical monitoring. Despite our extensive experiments and corresponding analysis, there are still lots of open research problems worth further consideration.
Potential applications benefitting from our proposed on-body location discovery technique, namely ultraviolet monitoring and transmission power control for body-wearable sensor networks, were discussed and examined from the feasibility point of view. In the latter, we account for the impact of the human body on the wireless propagation channel and, accordingly, adjust the transmission power level to reduce the energy consumption of each individual sensor node. As part of the former project, we investigated the solar UV exposure on different parts of the body; we conducted an experiment on two male subjects and we found that more than 70% of ambient UV radiation is received by subjects' shoulders.
Recently, there exist dozens of ubiquitous mobile applications intended for tracking of daily physical activity. The problem with almost all these applications is that they do not take into consideration the dramatic effect that the accelerometer placement has on the measurement. It has shown that different users prefer to attach the sensors in different parts of their bodies in physical activity games that involve walking. The question is how different positions affect the accelerometer output and bias these games or other ubiquitous physical activity applications. Such bias should be taken into account in application design to enhance the user's experience. Furthermore, accelerometers give indirect and sometimes misleading indications of physical activity intensity. Unfortunately, many applications report only raw accelerometer values or simple derivatives, such as the number of steps. We are currently developing a set of applications for smart phones to enhance the adaptability and location sensitivity of these devices. In addition, we are investigating the use of acoustic sensors (to sense heartbeat sound) to improve the granularity of the location discovery.
More recently, scientists have utilized accelerometers to profile and identify users; for example, the use of gait analysis is less intrusive for implementing biometric authentications as opposed to other techniques such as voice, fingerprint or iris analysis. Kale et al. [37] and Gafurov et al. [38] used gait recognition to detect whether a device is being used by the owner. These biometrics and location-based approaches are complementary to our work. Likewise, Chang et al. [39] used accelerometers in television remote controls to identify individuals.
Gait related studies [40] [41] [42] have shown that there are gender differences in human gait; females walk with lesser step width and more pelvic movement, while males move their shoulders more often. In our current experiments, in light of the gender imbalance among our participants, we were unable to articulate this problem. Modern gait analysis generally takes gender into account. A related study successfully examined gender recognition based on [40] . We anticipate that our future experiments, which involve accelerometer readings based on acceleration logging devices, should be able to detect differences in hip and shoulder movements, hence, identifying the sex of a user. A related study shows that accelerometer data while standing can to some extent describe how balanced the user walks [43] .
We also proposed a method, which quantifies the arm's mobility during physical activity; our method provides insight to detect symmetry between the motions of right and left limbs. We plan to examine gait patterns to determine the presence of asymmetry and other alterations as they occur during running.
Our technique depends on the assumption that users are capable of walking, which may not hold for some users. It remains as future work to determine whether we can extend the technique for a person who is not able to walk. Studies have shown running gait can become different between left and right sides of the body. Asymmetry may not be distinguishable during initial stages of exercise, but it may arise with the development of muscle fatigue and/or changes in exercise intensity [44, 45] . As a matter of fact, the development of leg muscle fatigue [46] and changes in running vigorousness are known to alter running gait [47] .
