Introduction
Collaboration among scientists has become more the norm in modern science than an exception (Ziman, 2000) . It is defined by Sonnenwald (2007) as follows: "Scientific collaboration can be defined as interaction taking place within a social context among two or more scientists that facilitates the sharing of meaning and completion of tasks with respect to a mutually shared, superordinate goal" (p. 645). Increases in the expense of equipment push research towards more collective modes of action, because research budgets are limited in most of the countries worldwide. According to Schneider and Sørensen (2015) research systems of smaller countries, such as Switzerland, Denmark, the Netherlands, and Sweden, can be described as efficient, because they achieve a high publication output per capita by means of frequent transnational collaborations. Furthermore, many real-life problems (e.g.
climate change) which are intended to be explained and solved by researchers cannot be handled by the "lonely seeker after truth" but only by cooperating scientists from various disciplines and institutions (Bidault & Hildebrand, 2014; Milojević, 2014) .
This study deals with a question in the context of scientific collaborations which has been scarcely addressed before. Previous studies have shown that papers written in collaboration (i.e. having more than one co-author with different affiliations and/or from different countries) receive more citations (on average) than papers which are not based on collaboration activities (see the overview of studies in section 2). However, it is not clear whether the citation advantage is especially related to citation specific factors (e.g. selfcitations from more than one author of a paper) or the higher quality of the papers (i.e.
profiting from the expert knowledge of many researchers). This study thus tests whether the citation advantage of papers written in collaboration is associated with the higher quality of the papers or not. Here two comprehensive databases are used in which not only field-normalized citation scores for every publication but also assessments of the papers' quality are available.
The quality assessments used in this study are based on the F1000Prime postpublication peer review system of papers from the biomedical area (http://f1000.com/prime).
In other words, the F1000Prime dataset is used as an alternative source to assess the quality of papers (besides citation scores). Peer assessments of papers have a long tradition in science;
they started in the 17 th century (Bornmann, 2011) and are formally rooted in the norm "organized skepticism" formulated by Merton (1973) in the ethos of science. According to this norm scientific claims must be exposed to critical scrutiny by peers before being formally accepted. However, the results of many peer review studies have shown that peer assessments are affected by several biases (e.g. national or gender biases) and a low inter-reviewer reliability (Bornmann, 2011; Weller, 2002) . Reviewers have different epistemic views, norms, ideologies, and agendas leading to a low inter-reviewer reliability. Although these and other weaknesses of peer assessments are known since many years, they are still assumed as the best possible method to assess the quality of papers in science (Bence & Oppenheim, 2004) .
According to Martin and Irvine (1983) , quality assessments undertaken by peers can be differentiated from quality assessments on the basis of citation counts by the fact that citations are able to measure one part of quality, namely impact. The other parts are importance and accuracy of research.
2 Literature overview and purpose of the study
In scientometrics, numerous papers have been published on collaborations in science.
Most of these (empirical) studies deal with collaborations measured by co-authorships. For example, Bornmann, Stefaner, de Moya Anegón, and Mutz (2015) published a web application with visualizations of collaborations in science based on co-authorship data (see www.excellence-networks.net). Other forms of measurable collaborations are jointly submitted grant proposals and co-patent applications (Cimenler, Reeves, & Skvoretz, 2014) which are seldom studied in scientometrics. The most important advantage of measuring collaboration by co-authorships is that one focuses on a definite output (i.e. publications) whose quality can be measured (e.g. in terms of citation counts as one part of quality, see above). Further advantages are "verifiability, stability over time, data availability and ease of measurement" (Bozeman, Fay, & Slade, 2013, p. 2) . However, when using co-authorships as proxies of collaboration one should have in mind that co-authorships might either reflect only one part of or overestimate collaboration activities between scientists: it will frequently be the case that a lot of activities involving colleagues (e.g. discussions and joint analyses) are running within a research project, which do not always result in co-authorships. The phenomenon that scientists make substantial contributions, but are not mentioned as coauthors on the paper, is described as ghost-authorship. On the other side, authorship can be in the form of honorary authorship in which a scientist is mentioned who does not play any significant role in the work (e.g. a senior academic puts his/her name on a junior colleague's paper) (Bidault & Hildebrand, 2014) .
In the Snowball Metrics Recipe Book, Colledge (2014) defines how collaboration can be measured by co-authorships. The author differentiates between national and international co-authorships and publications which have both national and international co-authorships.
Many studies in the field of scientometrics have dealt with the extent of these forms of collaboration in science. Overviews can be found in Katz and Martin (1997) , Bozeman et al. (2013) as well as Bidault and Hildebrand (2014) . The numbers reported in the empirical studies let Bozeman et al. (2013) come to the conclusion that "there is abundant evidence that research collaboration has become the norm in every field of scientific and technical research" (Larivière et al., 2015 (Larivière et al., , pp. 1330 (Larivière et al., -1331 .
The study of Waltman, Tijssen, and van Eck (2011) focusses on geographical distances between authors of the same publication. Their study is based on a similar comprehensive WoS data set as the study of Larivière et al. (2015) . Waltman, Tijssen, et al. (2011) "Citation impact is typically greater when research groups collaborate, and the benefit strengthens when co-authorship is international" (p. 559). A similar conclusion has been formulated by Sonnenwald (2007) : "Numerous bibliometric studies have illustrated that coauthored papers in all disciplines investigated tend to be published in higher-impact journals, cited more frequently, and cited for longer periods of time" (p. 668).
A third group of studies in the area of scientific collaborations investigated collaborations by using social network techniques. A review of corresponding studies can be found in Kumar (2015) . For example, Bornmann, Wagner, and Leydesdorff (2015) generated co-authorship networks among authors of highly cited papers for 1995, 2000, 2005, and 2010 to view changes in the participation of BRICS countries (Brazil, Russia, India, China, and South Africa) in global science. Typically, these studies focus on the investigation of collaborations between certain groups of authors (e.g. in a specific discipline) or certain countries.
This study investigates an aspect of collaboration which has been scarcely targeted up to now. Although many studies have shown that the citation impact of papers increases with increasing collaborations (e.g. more co-authors), it is not clear whether this relationship is rather associated with the higher quality of publications or by other factors (e.g. their better visibility). Sonnenwald (2007) describes both perspectives as follows: "Co-authors contribute different types of knowledge and collaborative work may foster more rigorous review of papers, thus increasing the quality of the final publication. Moreover, coauthors can increase the visibility of a paper when they share information about it in conference and workshop presentations, discuss it informally with colleagues, and distribute preprints to colleagues" (p.
668). Thus, this study investigates whether the quality of papers (measured by assessments of experts in the F1000Prime peer review system) has an effect on the relationship between collaboration activities and citation impact. Does the citation advantage of papers written in collaboration level off if the quality of the papers is controlled for in a regression model? In order to find an answer on this question, two comprehensive datasets are used with normalized citation scores (in-house database based on the WoS) and assessments of experts (F1000Prime).
The author of this study has already used the extensive F1000Prime dataset for the investigation of different research topics: Bornmann (2015a) investigates the reliability and predictive validity of the experts' ratings in the F1000Prime peer review system. Bornmann (2014c Bornmann ( , 2015b used the data to investigate whether alternative metrics (altmetrics, see Bornmann, 2014a ) are able to measure the societal impact of papers. Two further papers were also published in the area of altmetrics: Bornmann and Haunschild (2015) and Haunschild and Bornmann (2015) present altmetric statistics for papers in the F1000Prime system.
Methods

Datasets used
F1000Prime is a post-publication peer review system of papers from medical and biological journals (see http://f1000.com/prime). The system is an information service for the biomedical community which has been available from the Science Navigation Group since 2002. Papers for F1000Prime are selected by a peer-nominated global "Faculty" of leading scientists and clinicians who rate the papers and explain their importance. Since the so called Faculty members can select any paper of interest (i.e. the papers are not systematically selected and rated), only a restricted set of papers from the medical and biological journals is included in F1000Prime (Kreiman & Maunsell, 2011; Wouters & Costas, 2012) . However, "the great majority [of Faculty members] pick papers published within the past month, including advance online papers, meaning that users can be made aware of important papers rapidly" (Wets, Weedon, & Velterop, 2003, p. 254) . The papers included in F1000Prime are rated by the Faculty members as "Good", "Very good", or "Exceptional" which is equivalent to scores of 1, 2, or 3, respectively. In many cases a paper is not evaluated by one Faculty member alone but by several.
In January 2014, F1000Prime provided the author of this study with data on all ratings made and the bibliographic information for the corresponding papers in their system (n=149,227 records). The dataset contains a total of 104,633 different DOIs which, with a few exceptions, are all individual papers (not all DOIs refer to a specific paper). This sharp reduction from records to DOIs is due to the fact that the F1000Prime dataset was generated on the level of ratings and not publications (many publications have received more than one rating). Since the dataset does not contain any citation impact scores or other bibliometric data, it was matched with a bibliometric in-house database at the Max Planck Society (MPG), which is administered by the Max Planck Digital Library (MPDL) and is based on the WoS.
To enable a citation window of at least three years for every publication (Glänzel, 2008) , only publications with publication years smaller than 2013 are considered in this study.
In order to measure the extent of collaboration, three measures are used on the level of single publications: (1) The number of authors measures the extent of collaborations in total.
One can expect that all scientists who substantially contributed to a paper are mentioned as co-authors (see above). However, collaborations measured by co-authorships also reflect collaborations between scientists of the same institution (i.e. without consideration of any geographical parameters). (2) Thus, the number of affiliations used as a measure of collaboration restricts the collaborative activities to those of more than one organizational units (nationally or internationally). (3) International collaboration is measured by the number of countries given on a paper: the more countries are involved in the publication of a paper, the more internationally the research was arranged.
The number of affiliations and the number of countries in the dataset of this paper do not consider multiple mentions: for example, if a paper has five authors with three from Germany and two from Switzerland, the number of countries is equal to two.
The consideration of only those papers published before 2013 with (1) at least two ratings of Faculty members and (2) bibliometric data available in the in-house database reduces the F1000Prime dataset (n=94,641 papers, see above) to n=16,557 papers for this study. These papers were published between 1996 and 2012.
Statistics used
The program Stata is used for the statistical analyses in this study (StataCorp., 2015) .
Since the variables used in this study do not follow the normal distribution (tested with the skewness/ kurtosis tests for normality), spearman rank-order correlation coefficients are calculated (Sheskin, 2007) . The coefficients are interpreted against the backdrop of guidelines published by Cohen (1988) and Kraemer et al. (2003) .
In order to inspect the relationship between collaboration activities and ratings of the Faculty members or normalized citation scores, respectively, several (multiple) linear regression models are performed. These models show how the dependent variable (e.g. the normalized citation score) is related to one (e.g. the number of authors) or two independent variables (e.g. the number of authors and the members' ratings). Thus, the linear regression model stipulates that the dependent variable can be written as
where x 1 and x 2 are two independent variables and β 0 , β 1 , and β 2 are the regression parameters. Error ε i is assumed to follow a normal distribution with mean 0 and constant variance σ 2 .
Regression models show how much variance of the dependent variables can be explained by the independent variables. Further, it can be investigated how an increase in collaboration activities is related to citation impact scores if the quality of the papers is controlled for (i.e. the members' ratings are fixed at their mean value). An important assumption of regression models is that the residuals -the deviations of the dependent variable values from the fitted model function -are normally distributed (see equation 1).
Also, the skewness/ kurtosis tests for normality are used to test this for every model. Since the results of all tests show that there are concerns about the distribution of the residuals, robust regressions are run. A robust regression uses a sandwich estimator to estimate the standard errors. That means the variance-covariance matrix of the standard errors is estimated in a way that does not assume normality. This yields different t-values for testing the significance of parameter estimates (e.g. the explained variance, R 2 ) (Acock, 2014) . In order to inspect the effect of the use of the sandwich estimator on the results, both the results of the classical linear regression models and the robust regression models are presented in the following.
The consideration of independent variables in the regression models (such as the number of authors or affiliations) initially involves some questionable assumptions (Bornmann & Williams, 2013) . For example, one assumes that the more authors a paper has, the higher its citation impact. It is probably more reasonable to assume that, after a certain point, additional authors produce less and less additional citation impact. To address such diminishing returns, squared terms for independent variables are added to the regression models. Squared terms allow for the possibility that the independent variables may have a negative effect on the dependent variable (Acock, 2014; Berry & Feldman, 1985) . The squared terms are considered in the regression models if the inclusion is theoretically plausible and the resulting coefficients are negative and statistically significant.
Subsequent to the regression model estimations, predicted values are calculated using the margins command in Stata (Bornmann & Williams, 2013; Williams, 2012; Williams & Bornmann, 2014) . Predicted values are useful in investigating the substantive and practical significance of findings besides the sign and statistical significance of model parameters.
Predicted values are visualized in order to inspect the relationship between dependent and independent variables. Further, the relationship between the dependent and independent variables is visualized while controlling for another independent variable.
Results
Correlation analyses
In a first step of analysis, all variables considered in this study are correlated in order to provide a first impression of the relationship between the variables. Note. * Since citation scores are not available for three publications, the analyses are based on a reduced dataset.
A similar weak relationship is reported by Wouters et al. (2015) Also, Table 1 shows the correlations for the normalized citation scores: in contrast to the ratings of the Faculty members, these scores correlate on a medium or typical level not only with the Faculty members' ratings, but also with the numbers of authors and affiliations.
The correlation with the number of countries is on a lower level.
Regression models with Faculty members' ratings as dependent variable
In a second step of analysis, the relationship between the variables is investigated in more detail on the base of regression models. Before we come to the specific issue of this study in the next section (the relationship between citation impact and collaboration activitywith quality being controlled for), the relationship between expert ratings and collaboration activities is studied in this section. The idea behind this analysis is that Faculty members' ratings can only be used as a proxy for quality in this study if they are themselves not related to collaboration activities. If they were related to quality, the expected citation impact advantage of papers written in collaboration would not be a specific impact related phenomenon, but a general feature of quality indicators. In other words, quality could be generally dependent on collaboration activities (because it profits from the impact of many).
Further, the relationship between collaboration and citation impact can only be validly measured with quality being controlled for (in the next section), if the indicator used for measuring the quality is itself not related to collaboration activities. Otherwise the interpretation of the results becomes difficult.
With regression models the proportion of variance in Faculty members' ratings can be explained by the number of authors, number of affiliations, and number of countries. Further, the analyses can reveal which quality scores (median ratings of the Faculty members) are expected at different levels of collaboration activities. Table 2 shows the key figures of the dependent and independent variables included in the models. Three models are calculated with median ratings as the dependent variable and number of authors, number of affiliations, or number of countries as independent variable. As expected, the median values in Table 2 show, that the papers have on average more authors than affiliations and more affiliations than countries. The results of the regression models are shown in Table 3 . The results reveal that the number of authors, number of affiliations, and number of countries can only explain less than 1% of the variance in the Faculty members' ratings. The coefficients in the table point out that effects of the collaboration activities on the ratings exist, but these effects are very small.
According to the guidelines of Acock (2014) the standardized beta coefficients in Table 3 point to a weak correlation between the dependent and independent variables. 
Regression models with normalised citation scores as dependent variable
In a third step of the analysis, the normalized citation scores are considered as dependent variable in the regression models with the Faculty members' ratings as well as the number of authors, number of affiliations, and number of countries included as independent variables. These models are intended to show whether the relationship between collaboration activities and citation scores changes if the quality of the papers is controlled for (in terms of the members' ratings). Table 4 shows the key figures of the dependent and independent variables which are included in six regression models. The median normalized citation score equals 3.44, which reveals a very high citation impact of the papers in the dataset compared to similar papers in the same subject category and publication year. Note. * Since citation scores were not available for three publications, the analyses are based on a reduced dataset.
The results of the regression analyses are shown in Table 5 . For the number of authors, the number of affiliations, and the number of countries, two models are estimated: one model considers the median ratings of the Faculty members and the other does not. The table reports standardized beta coefficients where all variables have a mean of 0 and a standard deviation of 1. As the coefficients show, the number of authors and number of affiliations have a moderate effect on citation scores -independent of the inclusion or exclusion of the median Faculty members' ratings. Thus, the effect of quality (measured by the members' ratings) is small. This changes in the model with the number of countries, where the number of countries and the median ratings have a similar weak effect on citation scores. Note. * p<0.01. § Since the squared number of countries is not statistically significant, it is excluded from the model. $ The R 2 for the classical regression model is reported on the left side and the R 2 for the robust regression model on the right side. Table 5 respectively, and adjusted predictions of Faculty members' ratings which showed R 2 of less than 1%, here the number of authors, the number of affiliations, and the number of countries can explain a significantly higher proportion of variance (between 4.2% and 7.7%). That means there is a specific effect of these variables on citation scores, which is scarcely visible in another proxy of quality, namely F1000Prime expert ratings. Figure 2 shows the adjusted predictions resulting from the regression models including and excluding Faculty members' ratings. As the results in the figure show, the adjusted predictions are similarly distributed independent of whether the ratings are included in the models or not (besides the number of authors, the number of affiliations, and the number of countries). The results can be interpreted as follows: in the models including members'
ratings, the quality of the papers is controlled for (the median ratings are fixed at their mean value of 1.63). If the (linear) relationship between collaboration activities and citation scores were quality based, this relationship should change (diminish) with the papers' quality being controlled for. Since such a change is scarcely visible in Figure 2 , the increase in citation impact with increasing collaboration activities seems to be related to citation-specific factors (such as self-citations) and seems not to be based on quality. 
Models excluding members' ratings Models including members' ratings
Discussion
Most of the studies investigating collaboration in science come to the conclusion that this is an increasing phenomenon: "Global collaboration continues to grow as a share of all scientific cooperation, measured as co-authorships of peer-reviewed, published papers. The percent of all scientific papers that are internationally coauthored has more than doubled in 20 years, and they account for all the growth in output among the scientifically advanced countries" (Wagner, Park, & Leydesdorff, 2015) . In general, scientists profit from collaboration in research projects. According to Adams (2012) "knowledge is better transferred and combined by collaboration" (p. 335).
In a first step of the analysis in this study, the relationship between collaboration activities and Faculty members' ratings is investigated. Two reasons lead to this investigation subsequent to the investigation of the main question: (1) If there were a substantial correlation, this would be a sign that quality in science is generally related to the number of researchers involved. Thus, not only citation impact -as a proxy of quality -would be affected by collaboration activities, but also other indicators of quality (e.g. expert assessments). (2) For the investigation of the relationship between collaboration and citation impact with quality being controlled for, a quality indicator is needed which is itself independent of collaboration activities. If it were dependent, the interpretation of the correlation coefficients between collaboration activities and citation impact would be difficult.
Controlling for the members' ratings variable would also lead to controlling for collaboration activities in the regression model.
The results of the regression models show that the correlation between collaboration activities and Faculty members' ratings is weak. Thus, this indicator of quality is scarcely affected by the number of authors, the number of affiliations, and the number of countries given on a paper. From this one can infer that indicators of quality are not generally affected by collaborations or the quality of a paper does not depend on the number of scientists involved. Further, the Faculty members' ratings can be used as a relatively "unaffected" measure of quality (with regard to collaborations) in the main analysis of this study.
The main analysis focuses on the relationship between the number of authors, number of affiliations, and number of countries on a paper and its normalized citation score. The relationship is tested twice, with and without control for quality (measured by members' ratings). If the quality of a paper profited from a larger group of contributors, we could expect different results: With control for quality, the correlation between collaboration and citation impact should diminish as against the results without the control. As the results of the regression models show, the correlations between number of authors, number of affiliations, and number of countries on a paper and its normalized citation score are similarindependent of whether the Faculty members' ratings are included in the models or not. Thus, the increasing citation impact with collaboration activities seems to be rather citation specific and less quality related. More authors seem to mean more self-citations and a greater dissemination of papers to colleagues (Ronda-Pupo & Katz, 2015) .
The possible lower relevance of quality for the citation impact advantage of papers written in collaboration is not only an interesting result in itself, but also has implications for the normalization of citation counts. Advanced bibliometrics does not use bare citation counts, but normalizes the citation counts of a paper with respect to its publication year and subject category (Bornmann, 2014b) . This is the general practice in advanced bibliometrics because one can expect more citations for papers published in some subject categories (e.g. biomedicine) than in others (e.g. mathematics). Furthermore, one can expect fewer citations for papers published recently than for papers published long ago. The normalization based on both factors is only reasonable because both factors are not related to quality. If they were related to quality, the normalization would change the quality level of a paper from bare citation counts to normalized impact scores: the quality level would increase or decrease with the normalization of citation counts. Since this study shows that the number of authors, number of affiliations, and number of countries have an effect on citations which is scarcely quality related, these factors reflecting collaboration activities should also be considered in the normalization process of citation counts. It is primarily the citation practice which changes with the number of authors, affiliations, and countries but scarcely the quality of the papers.
What are the limitations of this study? (1) The first limitation concerns the main result of this study: the citation advantage of papers written in collaboration is scarcely related to their quality. Although this result suggests an effect of citation-specific factors (e.g. increased self-citations) on the citations of papers written in collaboration, it is not completely clear whether these factors are really essential here. Since the author of this paper does not have the necessary data at hand (e.g. the number of self-citations for the papers in the MPG in-house database or the size of authors' dissemination networks), future studies should investigate which citation-specific factors are significantly related to the citation advantage of papers written in collaboration. (2) Another limitation is the focus of this study on the biomedical area. Thus, the results are valid for this area and it is not clear whether they can be generalized. Therefore, it is desirable that the study is repeated in other areas (in a similar form). (3) This study uses Faculty members' ratings as an indicator for quality. However, these ratings are only proxies for quality, which might be biased (see above). The results of studies on the reliability of reviewers' recommendations in journal peer review processes show that reviewers frequently come to different conclusions on one and the same manuscript (Bornmann, Mutz, & Daniel, 2011) . In order to increase the reliability of the quality assessments in this study, only papers with more than one members' ratings are included and the median is calculated over the different ratings per paper. Although this study is based on manuscripts with at least two scores by different Faculty members (to increase the reliability of the scores), the low inter-reviewer reliability revealed by Bornmann (2015a) also question the link between quality and F1000Prime scores.
Wardle (2010) concludes on the basis of empirical results: "If … the F1000 process is unable to identify those publications that subsequently have the greatest impact while highlighting many that do not, it cannot be reliably used as a means of post-publication quality evaluation at the individual, departmental, or institutional levels" (p. 14). Further weaknesses of the F1000Prime scores are that they depend on the Impact Factor (Garfield, 2006 ) of the journals, in which the papers have been published (Li & Thelwall, 2012) , and are geographically biased (Wardle, 2010) . In other words, the validity of the results in this study is restricted by the limitations of the F1000Prime dataset: It is not clear whether the quality of papers is reliable measured by Faculty members' scores.
Despite these weaknesses of the F1000Prime data, it is a unique dataset -with reviewer scores for a great many publications -for which alternative datasets scarcely exist.
In the interpretation of empirical results based on the F1000Prime dataset the weaknesses should always be considered.
Conclusions
In recent years, the relationship of collaboration among scientists and the citation impact of papers have been frequently investigated. Most of the studies show that the two variables are closely related: increased collaboration activity (measured in terms of coauthorships) leads to increased citation impact. However, it is not clear whether the increased citation impact is especially associated with the higher quality of papers, which profit from more than one scientist giving expert input, or other factors. Thus, the current study addresses this question by using two comprehensive datasets based on publications (in the biomedical area) including quality assessments by experts (F1000Prime dataset) and citation data for the publications (data from an in-house database based on WoS). The matched dataset enables the investigation of the relationship between collaboration activities (measured in terms of number of authors, number of affiliations, and number of countries) and citation impact with the publications' quality (measured by the assessments of Faculty members) being controlled for.
Robust regression models are calculated in this study to investigate the relationship between number of authors, number of affiliations, and number of countries, respectively, and citation impact -controlling for the papers' quality (measured by F1000Prime expert ratings).
The results point out that the effect of collaboration activities on citation impact is largely independent of the papers' quality. The citation advantage is apparently scarcely quality-related; citation specific factors (e.g. self-citations) seem to be important here. Thus, the results question the use of collaboration activities as a research performance indicator which is mainly based on the assumption that collaborations increase the quality of research per se.
The problem is that research quality is conventionally measured by citation impact which is not only triggered by quality but also by self-citations and the authors' network activities (and possible other factors). Despite the limitations of the study which are especially related to the datasets used, the results of this study are an interesting contribution to the discussion concerning the relationship between collaboration in science and citation impact.
