ABSTRACT We review models for analyzing multivariate data of mixed (heterogeneous) domains such as binary, categorical, ordinal, counts, continuous, and/or skewed continuous, and methods for modeling various graphs including multiplex, multilevel, and multilayer networks. Data are modeled with Markov random fields which encode Markov property between nodes: two nodes are not connected with an edge if and only if random variables associated with these nodes are conditionally independent, given the other variables. Inferring dependence structure through graphical models (both directed and undirected) is essential for discovering multivariate interaction among high-dimensional data, which could potentially be associated with several diseases. Networks are modeled with exponential random graph models which encode Markov property between edges: two edges are conditionally dependent, given the rest of the network, if they have a common vertex. Studying and understanding multilayer and/or multilevel representations of various phenomena, including social and natural phenomena, could lead to predictive models of these phenomena. Modeling data of heterogeneous domains and multilevel and/or multilayer networks pose challenges which are reviewed. Addressing these challenges within a unified framework stresses open problems and points out new directions for research.
I. INTRODUCTION
This paper aims to review two seemingly different topics (1) methods and models for analyzing multivariate data of mixed domains such as binary, categorical, ordinal, counts, continuous, and/or skewed continuous, and (2) methods for modeling various graphs including multiplex, multilevel, and multilayer networks. Both topics are analyzed within a unified framework. Mixed data are omnipresent. For instance, expression levels of microRNA or messenger RNA could be modeled as continuous variables, mutations as binary variables, and copy number aberrations could be modeled as ordinal variables. Inferring dependence structure by using undirected graphs is the first step in understanding multivariate interaction among high-dimensional genomic markers that could be, for example, associated with various diseases including the cancer. Multiplex, multilevel, and multilayer networks are everywhere: social relations among individuals, interactions between proteins, ecological networks, brain connectome and many other interactions can be represented using such networks. Studying and understanding multilayer and/or multilevel representations of various phenomena, including social and natural phenomena, could lead to predictive models of these phenomena.
Here both data and networks are treated as realizations of random variables, data described with multivariate distributions coming from mixed domains and networks showing complex multivariate (multiplex, multilevel, and multilayer) structures. Analyzing data and networks within a common framework can only be achieved by synergistically reviewing various approaches from statistics, machine learning, social science, and network science. The central theme to be reviewed in this article comes in two flavors: (1) probabilistic graphical models over data of mixed domains such as binary, categorical, ordinal, counts, continuous, and/or skewed continuous, and (2) exponential random graph models FIGURE 1. The article addresses fundamental scientific questions regarding the descriptions of complex (multiplex, multilevel, multilayer) network structures and multivariate data originating from various domains. Plot c: different types of omics data (rows) versus computational tools used for genomic or immunogenomics analyses (columns). These data sets which consist of mixed variables belonging to different domains (plot a), could be described with joint multivariate density for mixed variables (plot b). Plot d shows data, collected using smartphone, wearable devices, electronic health record, etc., which are organized as several separate networks (work network in which ties are work colleagues, social network or friendship network, and medical network, in which medical data is structured as a network). These networks could be analyzed as a multilayer/multilevel network (plot e) with both social structure described with exponential random graph model and data structure described with Markov random field (plot f).
of networks with complex structure (multilayer/multilevel networks).
Regarding the first theme, two problems will be addressed: undirected graphical models over heterogeneous domains, Section IV-A, and block-recursive graphical models over heterogeneous domains, Section IV-B. The first problem concerns the question on how a Markov random field of a joint distribution consisting of any combination of commonly used distributions can be constructed. Section IV reviews graphical models over heterogeneous domains, considering, for example, variables that are continuous, ordinal, categorical and count-valued. The second problem considers graphical models for which the node set (the set of random variables) can be expressed as a union of subsets. The delineation of the overall node set into subsets is natural in many settings. For instance, one group could be cause-variables, while another groups could be effect-variables. In order to describe this setting (cause-effect variables) suppose that the undirected edges are purely between vertices within a single group (subset). Suppose further that any directed edge points from a vertex in a subset with a lower index to that in a subset with a higher index, that is, from a vertex in the subset V i to a vertex in the subset V j with i < j. Such structures with both undirected and directed edges are called block-recursive graphs. The Section IV-B provides answer to the second problem, construction of joint distributions over heterogeneous domains for block-recursive graphs.
Regarding the second theme, Section V describes exponential random graph models for multilevel networks. Multilevel networks contain both different kinds of relations and distinct types of nodes, which are defined at different multiple levels with ties between nodes, both within and across levels. Moreover, hierarchical structures, which are often observed in social and natural systems, have typically a multilevel form. In Section V, we also stress that the problem of combining both graphical models over heterogeneous domains with exponential random graph models is important challenge yet to be addressed in full details for both single-level and multilevel networks.
Contributions -This article summarizes immense complexity of analyzing both heterogeneous data and multilayer/multilevel networks with particular emphasis on probabilistic graphical models and exponential random graph models. Our main contributions include an overview of graphical models for analyzing multivariate data of heterogeneous domains such as binary, categorical, ordinal, counts, continuous, and/or skewed continuous and an overview of exponential random graph models for multilevel and/or multilayer networks. We provide simple illustrative examples as well as open problems and directions for further research. Two classes of models -Markov random fields (MRFs) and exponential random graph (ERG) models -share common features although they are distinct as MRFs encode Markov property between nodes, while ERG models encode Markov property between edges. The article addresses fundamental scientific questions regarding the descriptions of complex (multiplex, multilevel, multilayer) network structures and multivariate data originating from various domains. Figure 1c provides an overview of how different types of omics data (rows) are used by computational tools for genomic analyses (columns). These data sets consist of variables belonging to different domains ( Figure 1a ) and are modeled with joint multivariate density for heterogeneous variables (Figure 1b) . Data sets shown on Figure 1d are organized as several separate networks, which in turn, are analyzed as a multilayer/multilevel network ( Figure 1e ) with both social structure described with exponential random graph models and data structure described with Markov random fields (Figure 1f) .
A. PROBABILISTIC GRAPHICAL MODELS: LITERATURE OVERVIEW
Graphical models is a class of statistical models that have been broadly applied in a various scientific fields ranging from physics to medicine, and from computer science to sociology. For some recent reviews on graphical models, we refer the readers to [1] - [5] .
Graphical models associated with distributions over one type of variable are well-known and used in many applications. For example, Ising and Potts models are used for a modeling discrete variables and Gaussian Markov Random Fields for modeling real-valued data. A corollary of the Hammersley-Clifford theorem [6] states that for multivariate Gaussian distribution, inverse covariance matrix determines the graph structure: its zeros indicate absent edges in the graphical model. This corollary has been used in two classes of efficient algorithms for estimating the Gaussian Markov random field: global methods estimate the whole graph by directly estimating the inverse covariance matrix using a penalized likelihood [7] - [9] and node-wise methods estimate the neighborhood of each node separately by solving a set of sparse regression problems using the Lasso [10] . For the Ising model [11] , Ravikumar et al. [12] proposed a node-wise estimation method based on l 1 -regularized neighborhood regression. This method was further extended in [13] , in which the regularization parameter is selected using the extended Bayesian information criterion [14] . For general multivariate discrete distributions, Loh and Wainwright [15] proposed an approach based on the estimation of the inverses of generalized covariance matrices.
As a result of recent high-throughput genomic technologies, detail high-resolution molecular information has been collected across the entire genomic landscape. This has triggered a research area for integrating and jointly analyzing various 'omics' data, including genomic, epigenomic, and proteomic data. Omics data integration has generated two challenges [3] : (1) high dimensional data: the number of features is larger than the number of observations, and (2) mixed data: data contains variables from different domains (for example, discrete, continuous, categorical, and skewed continuous).
Despite the ubiquity of mixed data there are few methods to estimate mixed graphical models. Some authors suggested transforming all variables into Gaussian variables and then using some of the well-known methods to estimate the Gaussian graphical models. For example, mixed variables are modeled through a latent Gaussian MRF by using integrated nested Laplace approximations [16] and binary and ordered categorical variables are modeled using a thresholded latent Gaussian variable [17] . Liu et al. [18] introduced a nonparametric generalization of (undirected) graphical models based on multivariate Gaussian distributions to a high dimensional Gaussian copula with nonparametric marginal by changing the variables by smooth functions. The proposed algorithm estimates the marginal transformation functions non-parametrically and applies graphical lasso algorithm on the transformed data to estimate the underlying graphical structure. Liu et al. [19] and Xue and Zou [20] independently exploited the connection of non-parametric rank based correlation estimators such with the covariance matrix of the Gaussian copula model to directly estimate the transformed precision matrix. This has clearly extended the scope of graphical models to general continuous data but they are not suitable for binary variables and, therefore, cannot handle mixed type of variables.
Until recently the only parametric model for mixed variables was the conditional Gaussian model that consists of Gaussian and categorical nodes [6] . For this model, however, the number of parameters grows exponentially with the number of variables, which implies its unsuitability for high-dimensional problems arising in many modern applications. Edwards [21] generalized the conditional Gaussian distribution model to the hierarchical interaction model. Edwards et al. [22] proposed an algorithm based for the multivariate discrete case to fit high-dimensional mixed graphical models. Recently, Lee and Hastie [23] , Fellinghauer et al. [24] , and Cheng et al. [25] have studied the mixed graphical model. In particular, Cheng et al. [25] devised an algorithm to simultaneously fit both logistic regressions for the discrete part and Gaussian regressions for the continuous part.
In a series of paper [26] - [29] a novel class of mixed exponential graphical model, in which each node can be a member from a different exponential family distribution, has been proposed. Yang et al. [26] , [27] considered a class of multivariate mixed graphical models that are derived from univariate exponential family distributions by using the node-wise conditional exponential family of distributions. Chen et al. [28] introduced pairwise graphical model such that a node distribution, conditioned on the other nodes, could have distinct forms including Gaussian, Bernoulli, Poisson and exponential distributions. Tansey et al. [29] considered vector-space Markov random fields for which each variable can belong to an arbitrary vector space. Haslbeck and Waldorp [30] extended the generalized covariance approach proposed by Loh and Wainwright [15] for discrete random variables to the class of mixed joint distributions over random variables from the exponential family introduced by Yang et al. [26] .
Lederer [31] introduced a framework, called exponential trace models, for undirected graphical models that generalizes Gaussian graphical models to a wide range of continuous, discrete, and combinations of different types of data, although no efficient algorithms for computing the parameter and/or graph structure (data dependencies) are provided. Fan et al. [32] proposed a latent Gaussian copula model for binary and mixed data. Yang et al. [33] proposed a semi-parametric model, which does not need to specify the parametric conditional distribution for each node. The model provides a flexible modeling framework for which the estimation and inference methods are easier to implement, do not need to distinguish whether the node satisfies the Gaussian distribution or the Bernoulli distribution, are more efficient than the nonparametric approach in [24] and are more convenient for modeling the count data than the latent Gaussian copula approach [32] . More recently, following the semiparametric approaches proposed in [19] and [20] , Fan et al. [32] propose a two-step procedure for estimating latent graphical models for data with continuous and binary variables. A latent Gaussian graphical modeling approach to characterize the underlying dependence relationships between variables of mixed types is introduced in [34] . Bhadra et al. [35] improved Bayesian approach to Gaussian graphical models by considering Gaussian scale mixtures. This framework could model not-normal continuous data and mixed continuous and discrete data, as well as could infer a ''sparse conditional sign independence structure [35] .'' Remark 1. While this article focuses on graphical models over heterogeneous domains and graphical models for multilevel networks, several interesting research areas will be not covered here, since they are beyond the scope of the paper. For example, we do not cover dynamic graphical models for multivariate time series, and therefore, we refer the reader to [36] - [39] . Another topic is network-based time series analysis, see for example [40] - [44] and references therein.
B. EXPONENTIAL RANDOM GRAPH MODELS: LITERATURE OVERVIEW
Networks have recently emerged as a popular research topic. In contrast to estimating the graph structure describing structural relations (conditional independence) in the data, here the central challenge is the estimation of the probability distribution given a graph realization. Multilayer networks have been introduced recently in [45] and [46] triggering enormous research activities. In sociology, multilevel networks describe ''distinct types of nodes defined at different multiple levels with ties between all nodes, both within and across levels [47] ." Reviews of statistical models for networks include [48] - [53] .
Statistical analyses of social networks have a long history [54] , starting with the work of Moreno and Jennings [55] . In the Erdös-Rényi model [56] , a graph is chosen uniformly at random from the collection of all graphs defined on a fixed vertex set with a fixed number of edges. Holland and Leinhardt [57] considered directed graphs by parameterizing structural effects for reciprocity, activity (out-degree), and popularity (in-degree). Frank and Strauss [58] proposed Markov random graph models, which are based on conditional independence among networks ties, by incorporating stars and triangles. Strauss and Ikeda [59] suggested a pseudo-likelihood estimation for Markov random graph models. Wasserman and Pattison [61] introduced p * models, which were further generalized to multivariate networks [61] and valued networks [62] . Nodal attributes were introduced in social selection [63] and social influence models [64] . Models based on social circuit dependence are introduced in [66] and [67] . Wang et al. [67] generalized exponential random graph models (ERGMs) to multilevel networks, see also [68] . Slaughter and Koehly [69] suggested a hierarchical Bayesian approach for extending exponential random graph models to multilevel network data. Exponential random graphs have also recently been studied for mono-layered networks, stochastic block models [70] and multiplex networks [71] , [72] .
Exponential random graph models are prone to degeneracy which is caused by the model placing most of the probability mass function on a small region of the support. This results in a non-robust behavior: the set of parameters where the degeneracy does not happen is very small. The degeneracy has been addressed with so-called curved exponential family models [73] . The non-robustness of ERG models has also been addressed by considering models with modified statistics as, for example, alternating star or alternating triangle statistics [65] . For an ERG model for which sufficient statists are edges, 2-stars, and triangles, Schweinberger [74] has shown that if a certain relation between the model parameters holds, then the model has a stable behavior implying that the generated graphs are not completely full or completely empty. Although modified statistics stabilize the model fitting, leading to improved modeling of small-scale to medium-sized networks, they are, however, difficult to interpret. Recent theoretical advances for addressing the problem of degeneracy can be found in [75] - [77] .
For real data applications, exact computation of the quantity Z (θ ) in Eq. (2a) is infeasible. Snijders [78] suggested the use of stochastic approximation [79] , see also [80] . A plethora of different estimation approaches have been developed in the context of ERG models, see [82] , the survey article [51] , the book [81] , and the references therein. Recent studies on the inference of ERG models with the Bayesian approach include [83] - [87] . Wang and Atchadé [84] studied a class of approximate Markov chain Monte Carlo sampling from the posterior distribution of ERG models and developed a Metropolis-Hastings kernel for sampling large sparse graphs from ERG models. Bayesian model selection for ERG models has been explored in [88] - [91] .
Remark 2. Another topic which is relevant for social networks, but however, is beyond the scope of the paper, is status theory. The status theory has been proposed recently for directed social networks [92] . Social status is defined as a position or a rank of an actor in a social community and is modeled with signed networks. It has been reported that several social networks (Enron email social network, advisor-advisee social network, as well as Epinions and Wikipedia datasets) satisfy status theory [92] - [94] .
Signed networks can be considered to conveniently describe the simultaneous existence of cooperative and antagonistic interactions in social networks, see [95] - [97] .
II. PROBLEM STATEMENT A. GRAPHICAL MODELS OVER HETEROGENEOUS DOMAINS
In probabilistic graphical models, graphs reflect the conditional dependence structure between random variables. In what follows the terminology ''distribution'' will be used loosely: in discrete case, p(·) denotes a probability mass function, while in continuous case, p(·) denotes a density with respect to Lebesgue measure. Consider a n-variate random vector X = (X 1 , . . . , X n ) and assume that G = (V , E) is an undirected graph: the vertex set V = {1, . . . , n} corresponds to the n random variables X 1 , . . . , X n . Therefore, a vertex s ∈ V is associated with a random variable X s for s = 1, . . . , n; we further assume that the variable X s takes values in a space X s . Assume that the graph G has multilayer/multilevel structure (for full definitions of these networks, we refer the reader to the Section III-B), for which the node set V can be expressed as union of d subsets V i , called also layers or
If the vector of random variables (X 1 , . . . , X n ), where each variable X i belongs to a vector space X i , form a Markov random field with respect to G, then (for strictly positive density) the joint distribution (Gibbs measure) of the model can be written as:
where x = (x 1 , . . . , x n ), Z (θ) is a normalizing constant, known as the partition function, p(x) is a density of a particular field configuration, C is the set of cliques of G, and
} C∈C is the set of clique-wise sufficient statistics. Note that φ C only depends on variables corresponding to the clique C ∈ C. We stress that the equation (1a) encodes the Markov property between nodes in the graph: two nodes i ∈ V and j ∈ V are not connected with an edge if and only if X i and X j are conditionally independent given the other variables. In Eq. (1b) the set of cliques C is written as a union of subsets C i that contain only cliques with nodes in V i , subsets C i,j that contain only cliques with nodes in V i and V j , and so on, subset C 1,...,d that contains only cliques with nodes in V 1 , . . . V d . Section IV shows how equations (1a) and (1b) could be employed to address undirected graphical models over heterogeneous domains and block-recursive graphical models over heterogeneous domains.
B. EXPONENTIAL RANDOM GRAPH MODELS FOR MULTILEVEL NETWORKS
Exponential random graph (ERG) models aim to statistically analyze networks. In sociology, a dyad is a pair of actors maintaining a sociologically meaningful relationship. Consider a multilevel network G = (V , E) with n nodes, for which the node set V can be expressed as union of d levels,
, and assume that a network variable X can be seen as a collection of tie variables (X iα,jβ ) defined on each pair (iα, jβ) of the network for which the vertex i is in the level α: i ∈ V α and the vertex j is in the level β: j ∈ V β . Section V-C addresses the problem regarding ERG models for multilevel networks. These models have the following form:
where x is a network instance, the sum is taken over all network configurations Q, Q is a network configuration, φ Q (x) = X iα,jβ ∈Q x iα,jβ is the network statistic for Q, θ Q is the parameter, and Z (θ) is the normalizing constant. When only counts of k-stars and triangles are included in the network statistics, the resulting ERG model is Markovian: if two edges do not share a vertex, they are conditionally independent, given the rest of the network.
C. EXAMPLES
We provide now simple examples to motivate the concepts which will be addressed in this article.
Example 1: This example describes the first problem related to the topic probabilistic graphical models over heterogeneous data. Suppose Z = (Z 1 , . . . , Z 5 ) is a random vector and let G = (V , E) with V = {1, 2, 3, 4, 5} be an undirected graph over five nodes corresponding to the variables Z i , i = 1, . . . , 5, see Figure 2a . For this example, the cliques are C 1 = {1, 2, 3}, C 2 = {2, 3, 5}, C 3 = {1, 4}, and C 4 = {4, 5}. Consider for each clique C ∈ C a cliquecompatibility function φ C (z C ) that maps configurations z C = {z s , s ∈ V } to R + such that φ C only depends on the variables corresponding to the clique C. For strictly positive probability distributions, the distribution of Z factorizes according to G and can be represented as a product of clique functions:
where {θ C }, C ∈ C are weights over the sufficient statistics. Equation ( 
where C X and C Y are sets of cliques for the graphs (4) Example 2: This example describes the second problem related to the topic probabilistic graphical models over heterogeneous data. The delineation of the overall set of variables into two groups is natural in many settings. For instance, the variables in X could be cause variables, while Y could be effect variables. In order to describe this setting (causeeffect variables) suppose the edges in E XY are directed from nodes in V X to V Y . Thus, the overall graph structure has both undirected edges E X and E Y among nodes solely in X and Y respectively, as well as directed edges E XY , from nodes in X to Y , as shown in Fig. 2c . The joint distribution in this case can be written as
where θ C 1 is a parameter and θ C 4 (x) is a (covariate) function of x. Example 3: (ERG models for two-level network) This example describes the problem related to the topic exponential random graph models for multilevel networks. Graph from Figure 2b can also be represented as a two-level network, see Figure 3 , in which the macro-level network is labeled as G X = (V X = {1, 2, 3}, E X = {12, 13, 23}), the micro-level network as G Y = (V Y = {4, 5}, E Y = {45}), and the meso-level bipartite network is labeled as
and Z = [Z ij ] be 0-1 matrices of random tie variables for the the graphs G X , G Y , and G Z , respectively, and let x, y, and z VOLUME 6, 2018 be realizations of X , Y , and Z , respectively. ERG model for this network reads
where φ Q (x), φ Q (y), and φ Q (z) are network statistics for micro-level (X ), macro-level (Y ) and meso-level (Z ) networks, respectively. Moreover, φ A (x, z) and φ Q (y, z) are network statistics for configurations involving links (ties) from both X and Z networks, and links (ties) from both Y and Z networks, respectively. Finally, φ Q (x, y, z) is statistic for configurations involving ties from all three networks, describing structural effects associated across both micro and macro levels simultaneously. Note that, for example, φ Q (x, z) and φ Q (x, y, z) can be expressed as
Although formally equations (2a) and (2b) are equivalent, nevertheless, the concept of two-level networks assumes that the node set contains entities defined at different levels: for example, scientists and research laboratories, inhabitants and cities, actors and movies, organizational members and organizational units, organizations and societal sectors, and so on. Such two-level (or even more general multilevel) networks can be conceptualized as distinct types of vertices defined at different levels with ties between both within and across levels.
III. PRELIMINARIES A. EXPONENTIAL FAMILY OF DISTRIBUTIONS
The concept of exponential families is attributed to Pitman and Wishart [98] , Darmois [99] , and Koopman [100] . The exponential family of distributions includes many of the most common distributions such as normal, exponential, categorical, gamma, beta, Dirichlet, Bernoulli, Poisson, and many others. A distribution is said to belong to exponential family if the probability density (or mass) function can be expressed as
for given functions B( 
Therefore, the cumulant function can be viewed as the logarithm of a normalization factor. In all examples provided in this article, the measure ν is either Lebesgue measure, in which case ν(dx) = dx and the integral in Eq. (7) can be calculated using calculus, or counting measure, in which case the integral reduces to a summation. We should note that h(x) can always be absorbed in the measure ν. Example 4: A normal probability density function with unknown mean and variance
can be written in exponential form by defining
Graph is a pair G = (V , E) of two sets V and E. The elements of the set V are called vertices (nodes, actors), while the elements of the set E are pairs of elements of V . For undirected graphs, the elements of E are unordered pairs, implying that the edge (x, y) is identical to the edge (y, x), and are called edges, links or ties. For directed graphs, the elements of E are ordered pairs of V and are called arrows or directed edges. In this case, we write (x → y) to point out the direction. Multiplex networks -A multiplex network is a concept developed in sociology and is modeled as a multigraph. A multiplex network is defined as a d
where V is the set of nodes and for each α ∈ {1, 2, . . . , d}, E α is the set of edges describing the presence or absence of edges of type α between pairs of nodes. Since a multiplex network is uniquely defined with the node set V and the edge sets E 1 , . . . , E d , we write G(V , E 1 , . . . , E d ) to denote the multiplex. The graph (V , E α ) is also called plex.
Multilevel networks [47] -A multilevel network is a graph G = (V , E) for which V = ∪ d α=1 V α and E is the set of edges. In general, V α = V β for α = β; each V α represents a distinct type of nodes. Multilevel networks can be described with subgraphs (V α , E α ) called levels, where
Multilayer networks [46] -A multilayer network has a set of nodes V , d aspects, and for each aspect a there is a set of elementary layers L a . A set of layers in a multilayer network is defined as a Cartesian product
Multilayer nodes are ordered pairs (i, α) where i ∈ V is an ordinary node (an element of the set V ) and
We write (iα, jβ) for a undirected edge of a multilayer network, where i, j ∈ V are nodes and
Note that we assume the following convention: if i and j are elements of the same note set, then we write (i, j) for a undirected edge between nodes i and j; however, if i and α are from different sets (for example i is a node and α is a layer) we write (i, α) for a node (ordered pair) of a multilayer network. For a given layer α, we define
-the node set associated with the layer α. An adjacency matrix (a four-tensor) [a iα,jβ ] of the multilayer is defined as a iα,jβ = 1 if (i, α) ∈ V α and (j, β) ∈ V β ; otherwise 0. In the special case when a network is represented with an adjacency matrix such that a iα,jβ = 0 when both α = β and i = j, the network is also called multiplex network. This definition implies that a multiplex network is graph which has layers (not plexes). In what follows, we will not consider multilayer approach of multiplex networks. Since V M = ∪ α V α , we see that a multilayer network can be represented as a multilevel network. The sets V α are also called levels of the multilevel network. Example 5: Let us illustrate the concept of multilayer networks with a simple example borrowed from [46] . Let V = {1, 2, 3, 4} assume that the network has 2 aspects with L 1 = {A, B} and L 2 = {X , Y }. Then, the network has 4 layers: (A, X ), (A, Y ), (B, X ), and (B, Y ). Suppose now that the node set is defined as
Then the multilayer network G M = (V M , E M ) can be represented as a four level network for which the four levels are 
C. PROBABILITY DISTRIBUTIONS ON GRAPHS
In a graphical model, each vertex a ∈ V , where V = {1, . . . , n}, is associated with a random variable X a taking values in some space X a , which, depending on applications, may either be continuous or discrete. Elements of X a are denoted with lowercase letters; therefore, when the random variable X a takes the value x a ∈ X a , we write {X a = x a }. a sequence (a 1 , a 2 , . . . , a k ) such that (a i → a i+1 let p a (x a |x π(a) ) denote a nonnegative function over (x a , x π (a) ) such that p s (x s |x π(s) )dx s = 1. A directed graphical model is defined as a set of probability distributions for which the following relation holds:
where x = (x 1 , x 2 , . . . , x n ). It can be verified [11] that p a (x a |x π(a) ) is the conditional probability of {X a = x a } given {X π(a) = x π(a) } for the distribution p(·) defined by the factorization (9) . Undirected Graphical Models [11] -An undirected graphical model or Markov random field (MRF) is a set of probability distributions representing the structure of some graph G. There are two equivalent ways of defining a Markov random field: (i) in terms of Markov properties and (ii) in terms of the factorization property.
Definition (Global Markov property) A random vector X is Markov with respect to G if X A ⊥ X B |X W whenever W is a cutset that yields two disjoint subsets A and B.
For undirected graphs, the probability distribution factorizes according to functions defined on the cliques of a graph. Recall, a clique c is a fully connected subset of the vertex set V , that is, c ⊆ V such that every two distinct vertices are adjacent, (s, t) ∈ E for all s, t ∈ c. Let C be the set of all cliques. Further, let c : (⊗ s∈C X s ) → R + be a compatibility function associated associate with a clique c∈ C. Note that the compatibility functions c are local quantities, defined only for elements x c within the clique. By the Hammersley-Clifford Theorem [6] , for strictly positive probability distributions, the global Markov property is equivalent to the Markov factorization property.
Definition (Markov factorization property). The distribution of X factorizes according to G if it can be represented as a product of clique functions
where x = (x 1 , x 2 , . . . , x n ).
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Because we focus on strictly positive distributions, we can represent (10) in terms of an exponential family associated with the cliques c ∈ C in G
where the functions φ c (x c ) = log ψ c (x c ) are suficient statistic functions specified by the exponential family member at hand, θ c are parameters associated with these functions and A(θ) is the log-normalizing constant
The set C is often defined as the set of all maximal cliques, that is, the set of cliques that are not properly contained within any other clique. However, there may be computational benefits when dealing with non-maximal cliques and, as a consequence, the set C is also defined as the set of all cliques. A special case of the undirected graphical models is when the joint distribution has cliques of size at most two (also called pairwise MRFs). Typically, the sufficient statistics {φ c (x c )} c∈C are specified in accordance with the random variables encoded in the graph. For example, the Gaussian MRF and the Ising model correspond to linear and quadratic sufficient statistics over continuous real-valued data and over binary data, respectively. Example 6: (Ising Model [11] ) The Ising model is an example of a graphical model in exponential form, for which it is assumed that the random variable X s associated with node s is Bernoulli. The model reads:
where θ st ∈ R and θ s ∈ R are parameters (so called, strength of edge (s, t) and potential of the node s, respectively).
Example 7: (Gaussian MRF [11] ) Let G be an undirected graph G with vertex set V = {1, . . . , n}. A Gaussian Markov random field consists of a multivariate Gaussian random vector (X 1 , . . . , X n ) that respects the Markov properties of G and can be rewritten as an exponential family:
where θ is an n-vector of parameters associated with the sufficient statistics x = (x 1 , . . . , x n ), and ∈ R n×n is a symmetric matrix of parameters associated with the sufficient statistics xx T . The matrix has the property that st = 0 if (s, t) / ∈ E.
IV. GRAPHICAL MODELS OVER HETEROGENEOUS DOMAINS A. UNDIRECTED GRAPHICAL MODELS OVER HETEROGENEOUS DOMAINS
A key question for Eq. (1a) regarding model specification is how to select the class of sufficient statistics φ over various types of variables. A general solution to this problem for the class of univariate family of distributions proposed recently in [26] assumes that: (i) the distribution of variable X r is given by an arbitrary univariate exponential distribution:
with sufficient statistics B(·), base measure C(·), and lognormalization constant D(θ); and (ii) the node-conditional distribution of the variable X r conditioned on the rest of the variables, X \r , is given by an arbitrary univariate exponential family that depends on the node r ∈ V :
where functions B r (·) and C r (·) are those specified with equation (12), which in general could be distinct for each variable X r , and E r (·) is an arbitrary function of the variables X 1 , . . . , X r−1 , X r+1 , . . . , X n . Then, a unique joint MRF distribution, consistent with (13) over the random vector X that is Markov with respect to a graph G = (V , E) with clique-set C of size at most k, has the form [26] :
where θ = {θ s , θ st , . . . , θ t 1 t 2 ...t k } is a set of parameters, N (r) is the set of neighbors of node r, and A(θ) is the log-normalization constant. Example 8: For example 1, assume that to each vertex s in graph G we associate the random variable Z s taking values in the space Z s . For each variable Z s we assume that the node distribution conditioned on the rest of the variables Z i , I = s, is an univariate exponential family distribution with sufficient statistics B s (z s ) and base measure C s (z s ). These node-conditional distributions are consistent with the joint MRF distribution over the random vector Z if and only if the joint MRF distribution has the following form:
where 
where for i = 1, 2, 3,
The model (14) can be extended to multivariate variables [29] . Let X = (X 1 , X 2 , . . . , X n ) be a n-dimensional random vector, defined over (heterogeneous) domains X = ⊗{X r } n r=1 , where each variable X r belongs to a vector space X r . We assume that X r is a multivariate variable described with m r -dimensional vector with domain X r ⊆ R m r . The nodes may have heterogeneous domains. Suppose that a suitable statistical model for variables X r ∈ X r is an exponential family distribution , base measure C r (x r ) and log normalization constant A r (θ). Further assume that the conditional distribution of each variable X r given the remaining n − 1 variables, X \r , follows this exponential family distribution on the domain X r which is specified by an m r -dimensional node-potential B r (X r ) and scalar base measure C r (X r ). Then, a random vector X is defined as a MRF if, for x = {x 1 , . . . , x n } ∈ X , it follows the joint distribution over the random vector X with respect to a graph G = (V , E) with clique-set C, and with factors of size at most k:
Here θ = {θ ri , θ t 1 i 1 ;...;t k i k } is their natural parameter and A(θ) is the (finite-valued) log-partition function. This framework provides a general class of MRFs known as vector-space MRFs [29] , for which variables could belong to different vector space domains. Multivariate distributions such as the multinomial and Dirichlet distributions can be integrated in this framework. Moreover, univariate distributions with vector-space parameters such as gamma and Gaussian distributions can also incorporated into vector-space MRFs.
B. BLOCK-RECURSIVE GRAPHICAL MODELS OVER HETEROGENEOUS DOMAINS
Consider two random vectors X and Y , the former representing covariate variables X = (X 1 , . . . , X q ) associated with the response variables Y = (Y 1 , . . . , Y n ). Assume further that G = (V , E) is an undirected graph over n nodes corresponding to the n response variables. Let C be a set of cliques of the graph G and let {φ c (y c , x)} c∈C be a set of clique-wise sufficient statistics. Conditional random field (CRF) is a set of distributions over the response variables Y conditioned on the covariate variables X , which for strictly positive distributions, can be written as:
Consider the univariate exponential family class of distributions:
with sufficient statistics B(z), base measure C(z), and log-normalization constant D(θ).
Assume further that the node-conditional distribution of response variables Y s , conditioned on the rest of the response variables Y \s and the covariate variables X , is given by an univariate exponential family:
where the functions B s (·), C s (·) are specified by the univariate exponential family p(z) and E s (y \s , x). Then assuming that the multivariate conditional distribution p(y|)x factors over response-variable-cliques of size at most k, the corresponding conditional random field distribution has the form [26] :
where A(θ(x)) is the log-normalization constant. Assume now that a heterogeneous set of variables is partitioned into two groups: Figure 4 shows these two groups; note that each group could be heterogeneous. Suppose that within each group, the corresponding probability distributions can be modeled with undirected graphs. Let G Y = (V Y , E Y ) be a undirected graph with nodes V Y associated with variables in Y , and set of cliques C Y . Let G X = (V X , E X ) be a undirected graph with nodes V X associated with variables in X , and set of cliques C X . Suppose that edges form V X to V Y are directed; this edge set is denoted by E XY . Thus, the overall graph structure has both undirected edges E X and E Y among nodes in X and Y respectively, as well as directed VOLUME 6, 2018 FIGURE 4. A heterogeneous set of variables is partitioned into two groups X and Y . Within each group, the corresponding probability distributions is modeled with undirected graphs, while edges form X to Y are directed.
edges E XY , from nodes in X to Y . For any response node s ∈ V Y , we denote the set of response-specific neighbors in G Y by N Y (s), and denote covariate-specific neighbors in
, where the two distributions p(y|x) and p(x), are specified with (18) and (14), respectively. 
where (21) Noting that covariate functions can be set arbitrarily, it can be seen that the two distributions (16) and (19) have almost similar forms when we set the covariate functions θ 4 (x 1 ), θ 5 (x 2 , x 3 ), and θ 45 (x 1 , x 2 , x 3 ) as
In this case, the distributions (19) and (16) (16) and more generally all MRFs belong to the class of multivariate exponential family distributions. On the other hand, A Y |X (θ(x)) in (19) depends on x and hence even when the covariate functions are simple linear forms, these are not exponential family distributions.
FIGURE 5.
Block-recursive graphs. The node set V is partitioned into an ordered set of disjoint exhaustive sets V 1 , . . . , V d . Undirected edges are purely between nodes within a single subset. Directed edge points from a vertex in a set with a lower index to a vertex in a set with a higher index.
We now address the problem of constructing blockrecursive graphical models over heterogeneous domains, called block directed MRFs [26] . Let X = (X 1 , . . . , X n ) denote the set of random variables; let G = (V , E) be a mixed graph (with both undirected and directed edges) over n nodes corresponding to the n variables X i , i = 1, . . . , n, see Figure 5 . Suppose that V can be partitioned into an ordered set of disjoint exhaustive sets V 1 , . . . , V d , so that V i ∩V j = ∅, ∀i = j and ∪ d j=1 V j = V . Assume that undirected edges are purely between nodes within a single subset: for any undirected edge (s, t) ∈ E, s, t ∈ V i , for some i ∈ [d]. Suppose further that directed edge points from a vertex in a set with a lower index to a vertex in a set with a higher index, that is, for any directed edge (s, t) ∈ E, s ∈ V i , t ∈ V j , with i < j. These mixed graphs with ordered blocks, directed edges between nodes in different blocks, and undirected edges within blocks, have been referred to as block-recursive or chain graphs [6] . The mixed graph G = (V , E) induces a directed acyclic graph (DAG) over the subsets
, since there can be no directed cycles due to the ordering constraint on the directed edges.
Graphical models associated with block-recursive graphs are defined as follows [26] .
, we define the set of ''parent'' subsets
If a subset V i has no parents, then π(i) = ∅. We will overload notation, and use π(t) to denote the set of parent nodes of any node t ∈ V :
For any subset of nodes C ⊂ V , we also let π(C) = ∩ s∈C π(s). Block Directed Markov Random Fields are defined as:
where p(x V i |x π(i) ) is specified with (18) 
Then, the joint distribution, p(x, y, z) over these variables is given by p(x, y, z) = p(x)p(y|x)p(z|, x, y).
For pairwise graphical models, this distribution is denoted by directed edges extending from nodes in X to nodes in Z and Y and from nodes in Y to nodes in Z . We can write the form of this joint distribution as: log p(x, y, z) = log p(x) + log p(y|x) + log p(z|x, y) (22) where p(x) is an Ising MRF, p(y|x) is a Gaussian conditional random field, and p(z|x, y) follows a Poisson conditional random field. We stress that the model (22) is normalizable if each of the Ising MRF, Gaussian conditional random field and Poisson Conditional random field are normalizable.
C. DISCUSSION AND FUTURE DIRECTIONS
Semiparametric exponential family graphical models -A new class of semiparametric exponential family graphical models for the analysis of high dimensional mixed data is proposed in [33] . Let G = (V , E) be an undirected graph with node set V = {1, 2, . . . , n} and edge set E. The semiparametric exponential family graphical model specifies the joint distribution of X = (X 1 , . . . , X n ) such that for each j ∈ V , the conditional distribution of X j given X \j is of the form
where η j (·) = α j + k =j β jk x k is the canonical parameter, f j (·) is an unknown base measure function and b j (·, ·) is the log-partition function. By the Hammersley-Clifford theorem, β jk = 0 if and only if X j and X k are conditionally independent given {X l : l = j, k}. Therefore, (j, k) ∈ E if and only if β jk = 0. The graph G thus characterizes the conditional independence relationship among the high dimensional distribution of X . The model is a general semiparametric model, which can be used to handle mixed data. Moreover, node-wise conditional distributions are semiparametric generalized linear models with unspecified base measure functions. Therefore, since it is unnecessary to specify the type of each node, the method is more convenient to apply in practice. How the models developed in [33] can be extended to more general framework described in Sections IV-A and IV-B is an open problem.
Learning mixed MRF -Learning the network structure of heterogeneous data via pairwise exponential MRFs has been recently proposed in [103] . Approximated maximum likelihood approach has been extended by deriving a tractable upper bound on the (intractable) log-partition function of the pairwise exponential MRF. The problem has been converted to a method called group graphical lasso for pairwise exponential MRFs, which is a generalization of the well-known graphical lasso [104] . By developing an algorithm based on the alternating direction method of multipliers [105] , a network structure is inferred in a scalable way.
MRF for multilayer networks -Data can be represented as a multilayer network, which will be illustrated with human development data 1 . However, in order to do this, we need a slightly more general definition of a multilayer network. Let V be a set of nodes; let {di 1 , . . . , di L } be the set of dimensions (called aspects in [46] ) and let {at i1 , at i2 . . . , at im i } be the set of all attributes (called elementary layers in [46] ) of the dimension di i . A multilayer network is defined as a graph
Note that when m i = m for all i, the last equation reduces to (8) . For human development data V is the set of all countries. Data of each country is organized in L = 13 dimensions: (1) human development index, (2) demography, (3) education, (4) environmental sustainability, (5) gender, (6) health, (7) human security, (8) income/composition of resources, (9) inequality, (10) mobility and communication, (11) poverty, (12) trade and financial flows, and (13) work, employment and vulnerability. Each dimension has several attributes (for example, human development index has one attribute, demography has 9 attributes, education has 13 attributes, and so on).
Reciprocal graphical models -reciprocal graphical models (RGMs) [106] include both undirected and directed edges. Hierarchical reciprocal graphical models have been developed in [107] for inferring gene networks from heterogeneous data. These models could provide crucial improvement in modeling biological data, since directed cycles can also be incorporated in the model. However, so far, they have been developed only for Gaussian distributions. The open problem is how to encompass non-Gaussian data and mixed data over different domains. Therefore, the question on how RGMs can be efficiently extended to exponential family graphical models [26] , [27] , [29] discussed in the Sections IV-A and IV-B remains to be addressed.
V. EXPONENTIAL RANDOM GRAPH MODELS FOR MULTILEVEL NETWORKS A. BASICS OF EXPONENTIAL RANDOM GRAPH MODELS
Let G ≡ G(V , E) be a simple graph 2 , for which V is a set of nodes and E a set of edges, with n = |V | and m = |E|. The graph G could, however, be defined in terms of the nodes and the corresponding measurements on pairs of nodes, G ≡ G(V , X ), where X is an n×n square matrix. For example, X could be an adjacency matrix with 0 and 1 elements.
Given a network G = (V , X ) and its observables (measurable properties of the network) such as, for example, the number of edges, the degree sequence, and so on, the goal is specify an ensemble model of the network, that is, the set of all possible graphs G, and a probability distribution over this ensemble G, such that the network G is an element of the ensemble. Let X = [X ij ] be a 0-1 matrix of random tie variables, and let x be a realization of X . Further, suppose that the observables are:
. . , o * r are measured observables for the network G. An exponential random graph (ERG) model is a probability distribution defined as:
where {o i (G) ≡ o i (x)} are the values of the observables {o i } for a graph G (or equivalently, its realization x), while θ = (θ 1 , θ 2 , . . . , θ r ) are ensemble parameters. The parameters and observables are said to be conjugated implying that measured observables, o * i , are equal to the corresponding average values within the ensemble, that is:
is a normalizing constant to ensure a proper distribution, and H (G) ≡ H (x) is graph Hamiltonian. Z (θ ) is also called the partition function and since G∈G p(G) = 1, it follows that the partition function can be expressed as:
When the probability distribution p(G) over G is given, one can calculate estimates of other quantities of interest. For example, the expectation value of the quantity o j can be expressed as
2 A simple graph has at most one link between any pair of nodes and does not have self-loops connecting nodes to themselves.
where F = ln Z is called the free energy.
B. EXAMPLES
Example 11: (Erdös-Rényi random graph) Assume that edge variables are independent. Then, in this case, the ERG model (24) reduces to a Bernoulli distribution. The graph is known as a random graph or Erdös-Rényi random graph. The model has a single network statistics, the number of edges in the network i j x ij , and a single parameter θ. The ERG model has a Hamiltonian which reads as
where θ is the ensemble parameter. The resulting partition function is
From this expression, it follows that the free energy equals:
while the average number of edges is
From the last expression it easy to compute the ensemble parameter θ as
In a random graph with n vertices, every pair of nodes is connected with a given probability p. Consequently, the total number of edges is a random variable with the expectation value m = n 2 p, which agrees with the previous value for m , when p = ln e θ 1+e θ . Example 12: (Reciprocity model) Real networks are often directed and reciprocity expressed as the tendency of vertices in a directed network to be mutually linked (mutual dyads) is a fundamental problem. Graph Hamiltonian for reciprocity model, proposed by Holland and Leinhardt [57] , reads:
x ij x ji .
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The partition function and its free energy are given by
Therefore, the expected numbers of all edges and reciprocated edges are
Example 13: (Two-star model) Two-star model assumes that the Hamiltonian of undirected graph is a linear combination of two scaler observables: the number of edges and the number of two-stars. Therefore, the Hamiltonian of the two-star model is given by
where θ 1 and θ 2 are two ensemble parameters. Nonperturbative analytic solution of the two-star model has been recently suggested in [101] . Example 14: (Strauss's model) Strauss model, proposed as a model of clustered networks, is specified with two observables: the number of edges and the number of triangles. Consequently, the graph Hamiltonian is given by
x ij x jk x ki , where θ 1 and θ 2 are two ensemble parameters. When θ 2 < 0, the model supports the formation of triangles. A mean-field solution of Strauss's model, proposed in [102] , has been confirmed to high accuracy with Monte Carlo simulations. The solution, however, indicates that the model does not support clustering structures similar to those found in real-world networks.
Example 15: (p 1 model) Consider a real network which is model with a directed graph. Let X = [X ij ] be a 0-1 matrix of random tie variables and let x be a realization of X . The Holland-Leinhardt p 1 class of models assumes the following graph Hamiltonian [57] 
where the model parameters are: θ, α i , β j , and ρ. The p 1 model is an extension of reciprocity model with 2n variables: the activity of a node i defined as j x ij and popularity of a node j defined as i x ij .
Example 16: (Markov graphs) We now consider Markov random graphs for which it is assumed that two tie variables are conditionally independent if they do not share a node. Markov graphs were introduced by Frank and Strauss [59] and here we follow closely their work. First, they introduced the notion of a dependence graph. Let X = (X 1 , . . . , X r ) be a sequence of r discrete random variables and let R = {1, . . . , r} be the index set. Dependence graph D = (V D , E D ) of the sequence X consists of a vertex set V D = R and edge set E D that defines conditional dependencies present among the pairs of random variables in X . In another words, E D consists of all pairs {i, j} (all 2-subsets of R) such that X i and X j are dependent conditional on the rest of X . For example, for a sequence of independent random variables, E D = ∅, and for a Markov sequence (X 1 , . . . , X r ), E D = {{1, 2}, {2, 3}, . . . , {r − 1, r}}.
Let G be an undirected graph. As discussed in the Section V-A, we consider elements of the adjacency matrix of G, X = [X ij ], to be binary random variables. Since G is undirected, the adjacency matrix is symmetric and there exist n(n − 1)/2 random variables, where n is the number of vertices in the graph. The dependence graph We are now in position to define Markov graphs: a graph G is a Markov graph, if corresponding dependence graph D of G contains no edge between two vertices (a, b) and (c, d) such that a = b = c = d [58] . In another words, non-incident edges in G are conditionally independent (recall, two edges are called incident, if they share a vertex). Frank and Strauss [59] shown that for general Markov graphs G the cliques of D correspond to triangles and k-stars of G. Figure 6 shows the dependence graph D for a Markov graph of order n = 4. Therefore, the model sufficient statistics corresponding to triangles and stars in G, see Figure 7 . To calculate number of parameters, one should notice first that the number of distinct triangles is n 3 , while the number of distinct k-stars equals n n−1 k for k = 2, . . . , n − 1 and n 2 for k = 1. Thus, the model has
The model can be further simplified by assuming that isomorphic graphs have the same distribution p(x) (this assumption is called condition for homogeneity), which, in this case, reduces as follows
where T (x) and S k (x) are the number of triangles and the number of k-stars in G, respectively. In the last equation (26), τ, θ with θ = (θ 1 , . . . , θ n−1 ) are model parameters. However, the model (26) still has too many parameters: the model can be further simplified by restricting the number of star parameters, for example, to less than four. Although the model (26) can represent many different types of networks, for some parameter values, however, the model shows degeneracy, as already discussed in the Section I-B.
C. EXPONENTIAL RANDOM GRAPH MODELS FOR MULTILEVEL NETWORKS
Wasserman and Pattison [60] proposed ERG models, also called p * models, as a generalization of the Markov graphs [58] by replacing the triangles and star statistics in (26) by arbitrary statistics. For both directed and undirected graphs, the ERG models have the following form:
where x is a network instance, Q defines the network configuration which includes tie variables that are conditionally dependent given the rest of the network, φ Q (x) = x X ij ∈Q x ij is the network statistic for the corresponding network configuration Q, θ Q is the parameter associated with φ Q (x), and Z (θ ) is a normalizing constant. Equation (27) models a single social network relation, with parameters reflecting different structural features. Social network relationships are, however, often multivariate. Pattison and Wasserman [61] suggested a generalization of the p * family to multivariate relations. Consider a social network G consisting of n social actors and assume that there exists a set of r social relations that indicate how these actors are related to each other. Assume that the network is directed so that E α is a set of ordered pairs of nodes specifying the presence or absence of relational ties of type α between pairs of actors. Further, let R = {1, 2, . . . , r} be the set of relation types. Therefore, a social relation can be represented by a n × n matrix, X α , where (X α ) ij = 1, if (i, j) ∈ E α , otherwise 0. Any observed multivariate network may be considered as a realization x = [x ijα ] of a random three-way binary array
The dependence structure for G, that is, for random variables {X ijα } is determined by the dependence graph D = (V D , E D ) of the random array X . As discuss in the previous section for Markov graphs, D is a graph whose vertex set and edge set are defined as
X klβ are conditionally dependent .
The Hammersley-Clifford theorem indicates that a probability model for G depends on the cliques of the corresponding dependence graph D. Therefore, the multivariate ERG model is given by
where Z (θ) is a normalizing constant; D = (V D , E D ) is the dependence graph for G (the summation is over all cliques of D); and φ θ (x) = (i,j,α)∈A x ijα is the sufficient statistic corresponding to the parameter θ A . Some forms of dependencies arising in multivariate arrays describing different types of social networks are discussed in [61] . Model (28) could also be extended to multilevel networks. Let G = (V , E) be a multilevel network for which
Recall, a multilevel network is described with subgraphs (V α , E α ) called levels, where
Assume that the network variable X can be seen as a set of tie variables (X iα,jβ ) defined on each dyad (iα, jβ) of the network for which i ∈ V α and j ∈ V β . The generalization of (28) leads to the following ERG model for multilevel graphs:
where x is a network instance, Q indicates the network configurations which are described by the dependence structures of tie variables, φ Q (x) = X iα,jβ ∈Q x iα,jβ is the network statistic for a particular configuration Q, θ Q is the set of the parameters associated with Q, and Z (θ ) is a normalizing constant.
D. DISCUSSION AND FUTURE DIRECTIONS
Generalizations of multilevel ERG models -Research of multilevel ERG models and their extensions is still very much in its infancy. Slaughter and Koehly [69] used hierarchical Bayesian approach to develop and extend existing multilevel ERG models. Wang et al. [108] integrated existing multilevel ERG models with social selection models [63] . Despite recent progress, a number of open problems are left to be addressed. For example, the development of multilevel ERG modes for longitudinal data is an open problem. Equation (29) is an extension of two-level ERG model developed in [67] to arbitrary number of levels. Model assessment, including goodness-of-fit, degeneracy, and model selection, should be addressed for both two-level and arbitrary level ERG models. Desmarais and Cranmer [109] proposed a generalized ERG model for edges taking continuous values. How this can be extended for multilevel networks is yet another open problem. Finally, the concept of multilayer networks [46] has been also extended to multilayer social networks [110] which will open a new direction of study social networks. Empirical applications of multilevel ERG models [53] -Empirical applications of multilevel ERG models have attracted an increased interest recently, see, for example, [47] , [68] . Hollway and Koskinen [111] study bilateral and multilateral fisheries agreements among countries, Zappa and Lomi [112] examine advice relations within multi-unit organizations, Zappa and Robins [113] propose a multilevel re-conceptualization of organizational learning, and Brennecke and Rank [114] examine the multilevel structure in a German high tech company.
ERG models for large social networks -ERG models for large social networks have recently been addressed by several authors [115] - [120] . Chandrasekhar and Jackson [115] proposed a generalization of the class of ERG models called statistical ERG models for which by reducing the dimensionality, computationally practical techniques for consistent estimation of statistical ERG modes are provided. Moreover, they identified a class of models, called subgraph generated models, which are based on subgraphs' formation and showed that for sufficiently sparse models, the parameter estimates are consistent and asymptotically normally distributed. He and Zheng [116] suggested a computational approach for large dense graphs by approximating the normalizing constant using graph limits [75] . Schmid and Desmarais [118] proposed a method of statistical inference for ERG models which provides both parameter estimates and accurate estimates of model uncertainty. The method called bootstrapped maximum pseudo-likelihood estimation is 5th faster than Monte Carlo maximum likelihood. Mele [119] proposed an empirical model of network formation, for which under mild assumptions, the process of network formation is a potential game and converges to an ERG model, generating directed dense networks. The model is further studied in [120] by suggesting a variational method which is asymptotically exact, thereby extending results regarding the large deviations and graph limits by allowing covariates in the ERG model. Finally, we stress that the flexibility of the ERG models, in capturing various network generative processes, has triggered their applications -in addition to sociology -in several disciplines, including economics [121] , political science [122] , [123] , ecology [124] , [125] , and neuroscience [126] , [127] .
Graphs with edge and node attributes -The multivariate ERG model (28) could be extended (generalized) for graphs with edge and node attributesas. Consider a social network consisting of n social actors and assume that a collection of social relations (called also edge attributes) specifies different relations between actors. Assume further that an actor could be associated with attributes. Let V = {1, 2, . . . , n} be the set of actors, R = {1, 2, . . . , d edge } be the set of edge attributes (relation types between actors), and let N = {1, 2, . . . , d node } be the set of node attributes. We define a graph G α = (V , E α ) as E α = {(i, j) : i, j ∈ V and (i, j) has attribute α} Let G 1 = (V 1 , E 1 ) with V 1 = N and G 2 = (V 2 , E 2 ) with V 2 = R. Considering only simple undirected graphs (although everything can be extended to directed graphs as well), E i is defined as the set of unordered pairs (u, v) of distinct vertices in V i , for i = 1, 2. Assume node (edge) attributes are considered as random variables, the graph G 1 (G 2 ) specifies the dependence structure between the node (edge) attributes. Thus, for example, a link in G 2 between the relations α and β exists, (α, β) ∈ E 2 , if the relations α and β are conditionally dependent. In another words, both graphs G 1 and G 2 encode the Markov property between nodes in the graph: two nodes (for G 1 nodes are node attributes, for G 2 nodes are edge attributes) are not connected with an edge if and only random variables associated with these two nodes are conditionally independent given the other variables.
Discussion of ERG models for multivariate social data in the Section V-C assumes that the set of node attributes is empty and the social relations are independent random variables. In this case, as discussed in the Section V-C, a multivariate network may be described as a realization x = [x ijα ] of a random third-order binary array X = [X ijα ]. In another words, each possible triple (i, j, α) is modeled over the set of entities and relations as a binary random variable x ijα ∈ {0, 1} that indicates its existence. All possible triples in V × V × R can be grouped naturally in a third-order tensor X ∈ {0, 1} n×n×d edge , whose entries are set such that
Assume now that the set of node attributes is empty. Let edge attributes be conditionally dependent and assume that the graph G 2 is properly defined. We model conditional dependency of edge attributes with one additional variable; thus, we model each possible quadruple (i, α, j, β) as a binary random variable x iαjβ . All possible quadruples in V × R × V × R can be grouped in a fourth-order tensor, whose entries are set such that:
In the special case when attributes are conditionally independent, Eq. (31) reduces to Eq. (30). The element (i, α, j, β) of a 4-order tensor X is denoted by x iαjβ , where i, j ∈ V and α, β ∈ R. x iαjβ = 1 means existence of one of these relations: α = β, i j ∈ E α or αβ ∈ E 2 , i = j or αβ ∈ E 2 , ij ∈ E α , ij ∈ E β . Fibers/slices are one-/twodimension sections of a tensor, defined by fixing all but one index/two indices, respectively. Thus, for example, consider three slices (matrices) denoted by X (ij) For different i and j in general these matrices are different. In special case when i = j, the matrix M (ii) describes how attributes in which the node i is involved, are related to each other for the node i.
• X (αβ) ≡ [x :α:β ] = [x ij ] (for α = const and β = const) is n × n matrix describing how the nodes in which attributes α and β are involved, are related to each other. In the special case when α = β, the matrix X (α) ≡ X (αα) described the relations of the nodes within the single attribute α.
• X (jβ) ≡ [x ::jβ ] = [x iα ] (for j = const and β = const) is n × d edge matrix describing nodes that are involved in relations β are related to the attributes in which the node j is involved. We stress that the model Eq. (31) combines both graphical (Markov random field) models and exponential random graph models. Assuming that edge attributes are random variables over heterogeneous domains, one can used models developed in Section IV to describe the structure of the social relations. Therefore, the random variables X (ij) can be modeled with Markov random fields, the random variables X (αβ) with exponential random graph models, and random variables X (jβ) with a mixture of both MRFs and ERG models.
The model Eq. (31) could also be extended to include node attributes. Let D = [d iq ] be n × d node matrix defined as d iq = 1 if and only if the node i has the attribute q, otherwise 0. We model conditional dependency of node and edge attributes with six-tuples in V × V A × E A × V × V A × E A grouped in a six-order tensor such that
The problem of how to combine both graphical models over heterogeneous domains with exponential random graph models remains to be addressed in full details for both single-level and multilevel networks.
