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We study the contribution of advection by thermal velocity fluctuations to the effective diffusion 
coefficient in a mixture of two identical fluids. We find good agreement between a simple fluctuating 
hydrodynamics theory and particle and finite-volume simulations. The enhancement of the diffusive 
transport depends on the system size L and grows as lnðL=L0Þ in quasi-two-dimensional systems, while in 
three dimensions it scales as L-1 - L-1 , where L0 is a reference length. Our results demonstrate that0 
fluctuations play an important role in the hydrodynamics of small-scale systems. 
DOI: 10.1103/PhysRevLett.106.204501 PACS numbers: 47.51.+a, 05.40.-a 
Thermal fluctuations in nonequilibrium systems in 
which a constant (temperature, concentration, velocity) 
gradient is imposed externally exhibit remarkable behavior 
compared to equilibrium systems [1]. The solution of the 
linearized equations of fluctuating hydrodynamics shows 
that concentration and density fluctuations exhibit long-
ranged correlations in the presence of a macroscopic 
concentration gradient rc [1–3]. The enhancement of 
large-scale (small wave number) concentration fluctua­
tions is dramatic during the early stages of diffusive mixing 
between initially phase-separated fluids. These giant fluc­
tuations [4–6] during free diffusive mixing have been 
measured using light scattering and shadowgraphy tech­
niques [4,5,7], finding good but imperfect agreement with 
theoretical predictions. 
The giant fluctuation phenomenon arises because of the 
appearance of long-ranged correlations between concen­
tration and velocity fluctuations in the presence of a con­
centration gradient. It has been predicted that these 
correlations give rise to fluctuation-renormalized transport 
coefficients [3,8]; however, the predicted enhancement of 
transport at hydrodynamic scales has not yet been compu­
tationally observed. In particular, it is important to under­
stand how the effective transport coefficients depend on the 
length scale of observation. 
In this Letter we consider diffusion in a mixture of 
identical but labeled (as components 1 and 2) fluids [9] 
enclosed in a box of size Lx X Ly X Lz, in the absence of 
gravity. Periodic boundary conditions are applied in the x 
(horizontal) and z (depth) directions, while the top and 
bottom boundaries are impermeable constant-temperature 
walls. A concentration gradient rcp ¼ ðcT - cBÞ=Ly is 
imposed along the y axes by enforcing a constant concen­
tration cT at the top wall and cB at the bottom wall. 
Because the fluids are identical, concentration is passively 
transported by thermal fluctuations. 
Since species are not changed in particle collisions, the 
diffusive transport of concentration c ¼ p1=p can only 
occur via advective motion of the particles, where p de­
notes the mass density. The mass flux for a given species is 
therefore equal to the momentum density for particles of 
that species. At steady state the particles of a given spe­
cies have a nonzero macroscopic momentum density 
pj1 ¼ p1vp1 ¼ - p cÞ, where x is the mass diffusionxðr p
coefficient [10]. The local fluctuations around the macro­
scopic mean, p1 ¼ pp1 þ op1 and v1 ¼ vp1 þ ov1, can 
also make a nontrivial contribution to the average mass 
flux if they are correlated, 
hj1i ¼ hp1v1i ¼ - p r p (1)xð cÞ þ hðop1Þðov1Þi: 
At mesoscopic scales the hydrodynamic behavior of 
fluids can be described with the Landau-Lifshitz Navier-
Stokes (LLNS) equations of fluctuating hydrodynamics 
[1,11]. The incompressible isothermal LLNS equations 
for a mixture of two identical fluids are 
2@tv ¼ -r1 - v · rv þ vr v þ r · ðAvW Þ; (2) 
2 f@tc ¼ -v · rc þ xr c þ r · ðAcW Þ (3) 
where Y is the viscosity and v ¼ Y=p, and the pressure 1 
enforces r · v ¼ 0. The stochastic fluxes are white-noise frandom Gaussian tensor W and vector W fields, with 
amplitudes A2 ¼ 2YkBT=p2 and A2 ¼ 2mxcð1 - cÞ=pv c 
determined from the fluctuation-dissipation principle, 
where m is the fluid particle mass. 
In addition to the deterministic Fickian contribution, the 
diffusive flux in (3) includes advection by the fluctuating 
velocities v ¼ ov, 
-v · rðocÞ þ xr2ðocÞ ¼ r · ½-ðocÞðovÞ þ xrðocÞ]; 
which is a quadratic function of the fluctuations. To leading 
order, the advective contribution to the average diffusive 
mass flux is approximated using the solution of the line­
arized equations, -hðocÞðovÞi = ð�xÞrcp. The effective 
diffusion coefficient xeff ¼ x þ �x thus includes an en­
hancement �x due to thermal velocity fluctuations, in 
addition to the bare diffusion coefficient x. 
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The solution to the linearized form of (2) and (3) in the 
Fourier domain [3,12] shows that the concentration fluctu­
ations and the fluctuations of velocity parallel to the gra­
dient develop long-ranged correlations, 
? kBT S c;vk ¼ hðc ovk Þi ¼ - (4)ocÞð c ðsin2eÞrc;ppðv þ xÞk2 
where e is the angle between k and rcp, sin2e ¼ k2 =k2, a? 
hat denotes the Fourier transform, and star denotes the 
complex conjugate. The power-law divergence for small 
k indicates long-ranged correlations between oc and ovk, 
and is the cause of both the giant fluctuation phenomenon 
and the diffusion enhancement. As seen from (1), the 
actual correlation that determines the diffusion enhance­
ment is S ¼ hðc ovk Þ?i =  pSc;vk ocÞð c ð1Þ .ð1Þ p1;vk 
We verify the predictions of fluctuating hydrodynamics 
by using the direct simulation Monte Carlo (DSMC) par­
ticle algorithm [13]. Previous careful measurements of 
transport coefficients in DSMC have been limited to 
quasi-one-dimensional simulations [14]. The effect we 
are exploring here does not appear in one dimension as it 
arises because of the presence of vortical modes in the 
fluctuating velocities. We have performed DSMC calcula­
tions for an ideal hard-sphere gas with molecular diameter 
( ¼ 1 and molecular mass m ¼ 1, at an equilibrium den­
sity of p0 ¼ 0:06, with the temperature kept at kBT0 ¼ 
T0 ¼ 1 via thermal collisions with the top and bottom 
walls. Each DSMC particle represents a single hard sphere 
so the mean free path is A ¼ 3:75 and the mean free 
collision time is 7 ¼ 2:35. The DSMC time step was 
chosen to be t ¼ 7=2, and the collision cell size is either 
xc ¼ A or xc ¼ 2A. A uniform concentration gradient 
along the vertical (y) direction is implemented by ran­
domly selecting the species of particles to be one with 
probability cT ðBÞ if they collide with the top (bottom) 
wall. Hydrodynamic quantities such as velocity and con­
centration are calculated from the particle data by using a 
grid of Nx X Ny X Nz sampling or hydrodynamic cells, 
each of volume V ¼ x y z, and a discrete Fourier 
transform is used to obtain static structure factors. 
To compare the prediction (4) to results from particle 
simulations, we have converted the continuum static struc­
ture factor Sc;vk ðkÞ into a discrete structure factor Sc;vk ðKÞ 
for finite-volume averages of the continuum fields, where 
the wave numbers K 2 Z3 index the discrete set of wave 
vectors compatible with periodicity [12]. In Fig. 1 we com­
pare the theoretical prediction for p ðKÞ to DSMC re­Sc;vk 
sults for the discrete structure factor S . Similar resultsð1Þ p1;vk 
are obtained for two different sizes of the DSMC collision 
cells [12], xc ¼ 2A and xc ¼ A, verifying that the details 
of the microscopic collision dynamics do not affect the 
mesoscopic hydrodynamic behavior. 
It is expected that compressibility effects would 
affect S . In order to construct a theoretical prediction,ð1Þ p1;vk 
however, one must not only include the effect of 
compressibility but also replace the ‘‘one-fluid’’ approxi­
mation with a corresponding ‘‘two-fluid’’ compressible 
hydrodynamic theory [10]. As Fig. 1 demonstrates, the 
incompressible isothermal theory for p can be usedSc;vk 
as a proxy for S ð1Þ in order to construct theoretical p1;vk 
predictions for the diffusion enhancement. 
The mass flux due to advection by the fluctuating veloc-R 
ities hðocÞðovkÞi = ð21Þ-3 k Sc;vk dk can be approxi­
ð21Þ3pðx þ vÞ 
mated using (4), giving an estimate of the diffusion 
enhancement [3,12] 




Because of the k-2-like behavior, the integral over all k 
above diverges unless one imposes [3] a lower bound, 
kmin � 21=L in the absence of gravity, and a phenomeno­
logical cutoff kmax � 1=Lmol for the upper bound, where 
Lmol is an ad hoc ‘‘molecular’’ length scale. 
For a quasi-two-dimensional system, Lz « Lx « Ly, 
we can replace the integral over kz with 21=Lz and inte­
grate over all ky. This leads to an average total diffusive 
flux that grows logarithmically with the width Lx for a 
fixed height Ly [12], 
ð2DÞ kBT Lx x = x þ ln ; (6)eff 41pðx þ vÞLz L0 
where L0 > 2Lmol is the reference width at which the 
‘‘bare’’ diffusion coefficient is measured. Within the phe­
nomenological perturbative theory L0 is an arbitrary 
(mesoscopic) length scale, and simply defines x ¼ 
xeff ðLx ¼ L0Þ. For comparison between the particle simu­
lations and the theory we use L0 ¼ 16A. When the system 
width becomes comparable to the height, boundaries will 
FIG. 1 (color online). Discrete structure factor S ð1Þ from p1;v
quasi-two-dimensional DSMC runs with L ¼ 64A, L ¼k 512A,x y 
and L ¼ 2A, for several wave numbers k ¼ K X 21=L (see 
legend), compared to the discrete equivalent of the continuum 
prediction (4) (solid lines of the same color). Note that for a fixed 
k we expect the structure factor to decay as k-4 . 
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intervene and for Lx » Ly the effective diffusion coeffi­
cient must become a constant, which is predicted to be a 
logarithmically growing function of Ly in two dimensions. 
The same coefficient in front of lnLx as in (6) is obtained 
when the integral over kx is replaced by a discrete sum over 
the wave numbers consistent with periodicity, kx ¼ 
Kxð21=LxÞ, Kx 2 Z [12]. 
In three dimensions, Lx ¼ Lz ¼ L « Ly, xeff con­
verges as L ! 1 to the macroscopic diffusion coefficient,   
akBT 1 1ð3DÞ x = x þ - ; (7)eff pðx þ vÞ L0 L
but for a finite system the effective diffusion coefficient is 
reduced by an amount L-1 due to the truncation of the 
velocity fluctuations by the confining walls. Calculating 
the exact value of a requires performing a sum over Kx and 
Kz instead of integrals over kx and kz, as we have done 
numerically [12]. The numerical results suggest that, as in 
ð3DÞ
two dimensions, the difference in xeff between two sys-
Figure 2(a) shows how xeff and x0 change as the width 
of the system Lx is increased while keeping the height Ly 
fixed for two different quasi-two-dimensional DSMC sys­
tems. For system A, the DSMC collision cells are cubes of 
side xc ¼ 7:5 ¼ 2A, while each sampling cell contains 
2 X 2 X 1 collision cells, or Np ¼ 101 particles on aver­
age. The height of the box is Ly ¼ 256A ¼ 960 and the 
imposed concentrations at the walls are cB ¼ 0:25 and 
cT ¼ 0:75. For system B, the sampling cells are twice as 
large, 4 X 4 X 1 collision cells each, and the system height 
is Ly ¼ 512A ¼ 1920. We obtain similar results using a 
factor of 2 smaller collision cells (not shown). For the 
quasi-two-dimensional systems, the thickness is Lz ¼ 
7:5 ¼ 2A and there is only one DSMC collision cell along 
the z direction. Figure 2(a) shows that xeff grows like lnLx, 
with a slope that is well predicted by Eq. (6). For widths 
larger than about 8 mean free paths, x0 becomes constant 
and rather similar to the Chapman-Enskog kinetic theory 
tems attains a finite value as Lmol ! 0, justifying (7) for 
ðL0; LÞ » Lmol. 
In particle simulations, we calculate the effective diffu- 3.75 
3.725
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sion coefficient xeff from the momentum density of one of 
the species (denoted either with a subscript or with a 
parenthesis superscript) along the vertical direction, 
cpT - cpBð1Þhjðk 1Þi ¼ hp1vk i ¼ p0xeff = p0xeff ðrcpÞ; (8)Ly - y 
where we measure cpT and cpB in the top and bottom layer of 
sampling cells (whose centers are a distance Ly - y from 
each other) to empirically account for the small concen­
tration slip in DSMC. Numerical experiments have verified 
that hjð1Þi matches the flux obtained from counting the k 
average number of color flips at the top or bottom walls. 
Furthermore, the results verify that hjð1Þi is linear in the k 
gradient rcp, and that cpTðBÞ are essentially independent of 
the system dimensions. 
The traditional definition of a ‘‘renormalized’’ diffusion 
coefficient [8] as the macroscopic limit of xeff only works 
in three dimensions and is not very useful for confined 
systems. Instead, for each sampling cell, we define a 
locally renormalized diffusion coefficient x0 via 
ð1Þ ð1Þ hp1ihv k =p1i ¼  p cÞ; (9)k i ¼ hp1ihj x0ðr p
where we have accounted for the fact that the macroscopic 
concentration gradient may depend on y. In fact, such a 
dependence is observed in the particle simulations, and we 
have approximated the local concentration gradient d pc=dy 
by a numerical derivative of a polynomial of degree 5 fit to 
cpðyÞ. We have empirically observed that x0 is independent 
of y, except for a boundary layer close to the top and 
bottom walls [12]. This is an important finding, since (9) 
is a constitutive model that is assumed to hold not just at 
the macroscale but also at the mesoscale, notably, x0 is an 
input parameter for fluctuating hydrodynamics finite-
volume solvers [15]. 
FIG. 2 (color online). (a) The effective xeff and the renormal­
ized x0 diffusion coefficients as a function of the width of the 
system L in two dimensions. Numerical results for system Ax 
(DSMC and SPDE) and system B (DSMC) are shown with 
symbols (see legend). The error bars for all of the simulation 
data are comparable to or smaller than the size of the symbols. 
The theoretical predictions [12] are evaluated numerically and 
shown with lines. (b) Same as (a) but in three dimensions. 
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prediction. Note that x0 is not a fundamental material 
constant and in fact depends on the shape of the sampling 
cells, notably, it grows as the sampling cell size is enlarged. 
In Fig. 2(b) we show results from three dimensional 
DSMC simulations, in which the system width (x) and 
depth (z) directions are equivalent, Lz ¼ Lx ¼ L, and the 
rest of the parameters are as for system A. Similar behavior 
is seen as in two dimensions, except that now the effective 
diffusion grows as -L-1 and saturates to a constant value 
for large L, assuming that Ly » L. 
The predictions of the simplified fluctuating hydrody­
namic theory, Eqs. (6) and (7), are shown in Figs. 2 and are 
seen to be in very good agreement with the particle simu­
lations for intermediate Lx. However, recall that the incom­
pressible isothermal theory assumed that Ly is essentially 
infinite and thus in two dimensions xeff grows unbounded 
in the macroscopic limit. Yet when Lx » Ly, xeff must 
saturate to a constant value, and the particle data shown in 
Fig. 2(a) show measurable deviations from the simple 
theory for Lx * Ly =2. One can extend the theoretical 
calculations to account for the hard wall boundary condi­
tions in the y direction [1], however, such a calculation is 
nontrivial. Instead, we have used the finite-volume solver 
developed in Ref. [15] to solve the LLNS nonlinear system 
of stochastic partial differential equations (SPDEs) for the 
same system dimensions as in the particle simulations. To 
minimize the effect of nonlinearities in the SPDE solver, 
we artificially reduce the amplitude of the noise by some 
factor E « 1, but then scale all correlations by E-2 [12]. 
The results, shown in Fig. 2, are in excellent agreement 
with the particle simulations for the larger system sizes. 
In finite-volume solvers, the spacing of the computa­
tional grid plays the equivalent of the cutoff length Lmol, 
and therefore xeff depends on the grid spacing. We have 
added a constant to the effective diffusion coefficient ob­
tained from SPDE runs so as to match xeff from the particle 
simulations for Lx ¼ L0 ¼ 16A. This correction essen­
tially renormalizes x0 based on the size of the finite-
volume hydrodynamic cells. One can think of x0 as the 
physical-space equivalent of the wave-number-dependent 
diffusion coefficient xðk; !  ¼ 0Þ commonly used in linear 
response theories [8,9]. Theoretical predictions [12] for x0 
indicate that x0 only includes ‘‘subgrid’’ contributions, 
from wave numbers larger than 21= x. Thus x0 stops 
increasing once the system becomes substantially larger 
than the size of the sampling cell. The bare diffusion 
coefficient x in the theory and SPDE calculations is ad­
justed so that for Lx ¼ L0 ¼ 16A the effective diffusion is 
the same as that measured in the particle simulations. 
Previously studied corrections to the bare or molecular 
transport coefficients due to the tail of the velocity auto-
correlation function (VACF) [2], hydrodynamic interac­
tions with periodic images of a given particle [16], and 
the contribution due to advection by thermal velocity fluc­
tuations [3,8] studied here, are all the same physical phe­
nomenon simply calculated through different theoretical 
approaches, all of which are equivalent because of linearity 
[12]. In three dimensions, simple estimates indicate that the 
contribution of fluctuations to the macroscopic diffusion 
coefficient are small compared to molecular effects for 
gases but can be significant for liquids [12]. However, the 
logarithmic divergence in (6) means that x » x for 
sufficiently large (quasi) two-dimensional systems, requir­
ing the inclusion of higher order corrections in the theory. 
At present, reaching the system width Lx where x x is 
difficult with DSMC simulations, but it may be accessible 
to finite-volume SPDE solvers or experiments [6]. 
Our results conclusively demonstrate that the advection 
by thermal velocity fluctuations affects the mean transport 
in nonequilibrium finite systems. Theoretical modeling of 
finite systems at the nano- or microscale thus requires 
including nonlinear hydrodynamic fluctuations. The ad­
vantage of fluctuating hydrodynamics is that it is simple, 
and it can take into account the proper boundary conditions 
and exact geometry, especially if a numerical SPDE solver 
is used. Furthermore, other effects such as gravity, tem­
perature variations, or time dependence, can easily be 
included. However, a proper fully nonlinear theory has 
yet to be developed, and requires detailed understanding 
of the role of the necessary large wave number cutoffs 
(regularizations). Future work should verify the predictions 
of fluctuating hydrodynamics for the effect of fluctuations 
on diffusive transport in spatially nonuniform systems. 
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