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Abstract
Let D be a set of positive integers. We study the maximum density µ(D) of
integral sequences in which the separation between any two terms does not fall
in D. The sets D considered in this article are mainly of the form {1, j, k}.
The closely related function κ(D), the parameter involved in the “lonely runner
conjecture,” is also investigated. Exact values of κ(D) and µ(D) are found
for many families of D = {1, j, k}. In particular, we prove that the boundary
conditions in some earlier results of Haralambis (1977) are sharp. Consequently,
our results declaim two recent conjectures of Carraher et al. (2016).
Keywords: Density of sequences, lonely runner conjecture, distance graphs,
fractional coloring
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1. Introduction
Let D be a set of positive integers called a D-set. A sequence S of non-
negative integers is called a D-sequence if |x− y| 6∈ D for any x, y ∈ S. Denote
|S ∩ {0, 1, 2, · · · , n}| as S[n]. The upper density δ(S) and the lower density
δ(S) of S are defined, respectively, by δ(S) = limn→∞S[n]/(n+ 1) and δ(S) =
limn→∞S[n]/(n+1).We say S has a density if δ(S) = δ(S), and we denote this
common value as δ(S). The parameter of interest is the density of D, denoted
by µ(D), and defined as
µ(D) := sup { δ(S) : S is a D-sequence}.
The parameter µ(D) is closely related to another parameter of D involved
in the so called “lonely runner conjecture”. For a real number x, let ||x|| denote
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the minimum distance from x to an integer, that is ||x|| = min{⌈x⌉−x, x−⌊x⌋}.
For any real t, denote by ||tD|| the smallest value ||td|| among all d ∈ D. The
kappa value of D, denoted by κ(D), is the supremum of ||tD|| among all real t.
That is,
κ(D) := sup{||tD|| : t ∈ R}.
Wills [37] conjectured that κ(D) > 1/(|D|+1) is true for all finite sets D. This
conjecture was named the lonely runner conjecture by Bienia et al. [2]. Suppose
m runners run laps on a circular track of unit circumference. Each runner
maintains a constant speed, and the speeds of all the runners are distinct. A
runner is called lonely if the distance on the circular track between him and every
other runner is at least 1/m. Equivalently, Wills’ conjecture asserts that for each
runner, there exists some time t when he becomes lonely. The conjecture has
been proved true for |D| 6 6 (cf. [1, 3, 13, 14]), and remains open for |D| > 7.
The problem of determining µ(D) was initially posed by Motzkin in an
unpublished problem collection (cf. [4]). In 1975, Cantor and Gordon [4] proved
that
µ(D) > κ(D), (1)
the fundamental connection between these two concepts, by showing that a
“good time”, that is a t ∈ R such that ||tD|| is maximized, can be used to create
a D-sequence (cf. Algorithm 1). It was also proved that, for any finite D-set,
µ(D) exists and this maximal density is rational and achieved by a periodic
sequences with period length at most 2max(D). Using extremal walks in finite
digraphs, Carraher et al. [5] proved a similar result with periodic sequence
of length at most (max(D)2max(D)). And finally, for D = {a, b}, Cantor and
Gordon [4] showed that κ(D) = µ(D) = ⌊a+b2 ⌋/(a+ b).
For D-sets with more than two elements, µ(D) and κ(D) have been investi-
gated intensively (cf. [5–12, 19, 20, 28, 31, 32, 38, 39]). Readers are referred to
the survey [28]. For three-element D-sets, if D = {a, b, a+ b}, Liu and Zhu [31]
showed that κ(D) = µ(D), and determined the exact value.
Theorem A. [31] Suppose D = {a, b, a+ b} with gcd(a, b) = 1. Then
µ(D) = κ(D) = max
{
⌊ 2b+a3 ⌋
2b+ a
,
⌊ 2a+b3 ⌋
2a+ b
}
.
This confirmed a conjecture of Rabinowiz and Proulz [33], who had shown one
direction of the equality in Theorem A in their study of the asymptotic be-
havior of the channel assignment problem. The same inequality had also been
discovered independently by Gupta [19].
For the family of sets D = {1, j, k}, the values of µ(D) were initially studied
by Haralambis [20]. By considering different parities of j, the author established
the following two results:
Theorem B. [20] If D = {1, j, k}, where 1 < j < k and j is odd, then µ(D) =
1/2 if k is odd. Otherwise, µ(D) = k2(k+j) , provided that k > j(j − 1)/2.
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Theorem C. [20] If D = {1, j, k}, where 1 < j < k, j is even, and k =
n(j + 1) + k where 0 6 k 6 j, then µ(D) = j2(j+1) if k = 1 or j. Otherwise,
µ(D) =
nj/2 + [k/2]
k + 1
,
provided that n > (j − k− 2)/2 when k is even, and n > (2j − k − 3)/2 when k
is odd.
Recently, Carraher et al. [5], using a local discharging method, determined
the values of µ({1, j, k}) for many j and k. Among their results, the following
conjectures were posed:
Conjecture 1. (Conjecture 26. [5]) Let D = {1, j, k} where j is odd, j > 3,
and k is even. Then µ(D) = k2(k+j) , provided that k > 3j.
Conjecture 2. (Conjecture 29. [5]) Let D = {1, j, k}, where both j and k are
even, and k > j. Then µ(D) = jk+j .
It was proved in [5] that Conjecture 1 is true when j = 3, 5, 7. Furthermore,
Theorem B implies that it also holds for k > j(j − 1)/2.
In Section 3 of this article, we show that Conjecture 1 is not always true by
establishing the following two theorems:
Theorem 1. Let D = {1, j, k} with j = 4n+ 1, k even, and k 6 j(j − 1)/2. If
k = m(j + 1) + k with k as described below, then
κ(D) = µ(D) =
{
n
2n+1 if k = 2n, 2n+ 2
k−2m
2(k+1) if max{0, 2(n−m)} 6 k 6 2(n− 1).
Theorem 2. Let D = {1, j, k} with j = 4n+ 3, k even, and k 6 j(j − 1)/2. If
k = m(j + 1) + k with k as described below, then
κ(D) = µ(D) =


n
2n+1 if k = 2(n−m) and m 6 2n
k−2m
2(k+1) if max{0, 2(n−m+ 1)} 6 k 6 2n
2n+1
4n+4 if k = 2(n+ 1).
These results determine the values of µ(D) for some families of the set D in
Conjecture 1 with 3j 6 k 6 j(j − 1)/2. Our results reveal that the boundary
condition k > j(j−1)/2 required in Theorem B is sharp (i.e., the best possible).
For Conjecture 2, one direction of the equality was established in [5], while
Theorem C implies that the other direction is not always true. In Section 4 of
this article, we prove the following theorem:
Theorem 3. Let D = {1, j, k}, where j is even, k = m(j + 1) + 3, and 1 6
m 6 j − 3. Then
µ(D) = κ(D) =
j(m+ 1)
2(j + k)
.
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This result shows that the boundary conditions in Theorem C are also sharp
and provides more counterexamples to Conjecture 2.
For general 3-element D-sets, Gupta [19] extended Theorem B to a similar
formula for D = {i, j, k} when j is odd. The author also proved a lower bound
of µ(D) when j is even for most values of k, and showed that the bound is sharp
for some cases. When i = 1, these results recover exactly Theorems B and C,
thus leaving the same D-sets undetermined.
After proving Theorems 1 to 3 in Sections 3 and 4, in Section 5 we dis-
cuss computational aspects of the problem. We also give optimal periodic D-
sequences for most of the D-sets proved in this article.
2. Distance graphs and Haralambis’ Lemma
The parameters κ(D) and µ(D) are closely related to coloring parameters
of distance graphs (cf. [28]). Let D be a set of positive integers. The distance
graph generated by D, denoted as G(Z, D), has the integers Z as the vertex set.
Two vertices are adjacent whenever the absolute value of their difference falls
in D. Introduced by Eggleton, Erdo˝s, and Skilton [15] in 1985, distance graphs
have been studied intensively (cf. [6, 7, 15–17, 21–31, 34–36, 38–41]).
The fractional chromatic number of a graph G, denoted by χf (G), is the
minimum ratiom/n (m,n ∈ Z+) of an (m/n)-coloring, where an (m/n)-coloring
is a function on V (G) to n-element subsets of [m] = {1, 2, · · · ,m} such that if
uv ∈ E(G) then f(u) ∩ f(v) = Ø. Chang et al. [7] proved that, for any set of
positive integers D, χf (D) = 1/µ(D). Combining this with (1), we have
1
µ(D)
= χf (D) 6
1
κ(D)
. (2)
Viewing the problem of determining µ(D) through the lens of fractional
chromatic number can sometimes help to solve open problems or yield simple
proofs (cf. [6, 7, 27, 29–31]). It is also clear from this point of view that µ(D) =
µ(nD), where nD = {nd : d ∈ D}, by considering the fact that G(Z, nD) is just
n disjoint, isomorphic copies of G(Z, D).
The following result, due to Haralambis [20], is one of the few tools for
bounding µ(D) from above.
Lemma 1. [20] Let D be a set of positive integers, and let α ∈ (0, 1]. If
for every D-sequence S with 0 ∈ S there exists a positive integer n such that
S[n]/(n+ 1) 6 α, then µ(D) 6 α.
We shall frequently use the following equivalent definition of κ(D) (cf. [20]).
For positive integersm and x, denote ||x||m = min{x (mod m),m−x (modm)}.
Let D be a set of positive integers and t a positive integer, then let ||tD||m =
min{||td||m : d ∈ D}. With this notation,
κ(D) = max
{
||tD||m
m
: gcd(m, t) = 1
}
.
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Let n be a positive integer. It can be seen from the definition that κ(nD) =
κ(D). This, together with the fact discussed above that µ(D) = µ(nD), allows
us to assume gcd(D) = 1, unless mentioned otherwise. In addition, it can be seen
that if D is a singleton or contains only odd numbers, then µ(D) = κ(D) = 1/2
(cf. [4]).
3. D = {1, j, k} and j is odd
We begin with a result that partially confirms Conjecture 1.
Theorem 4. Let D = {1, j,mj} with j odd, j > 3. Then µ(D) = κ(D) = 1/2
if m is odd; and µ(D) = κ(D) = m2(m+1) if m is even.
Proof. We only need to show the case whenm is even. Note, µ(D) 6 µ({j,mj}) =
µ({1,m}) = κ({1,m}) = m2(m+1) . It is enough to show that there exists some
t with ||tD||mj+j > mj/2. One can see that t = (mj + j − 1)/2 fulfills this
requirement.
In the remainder of this section we show that Conjecture 1 does not always
hold. Theorems 1 and 2 make use of the following lemma.
For integers a 6 b, denote {a, a+ 1, . . . , b} as [a, b].
Lemma 2. Let D = {1, j, k} with j < k, j odd and k even, and let S be
a D-sequence. If |[q(j + 1), q(j + 1) + j] ∩ S| = (j + 1)/2 for some q with
(q + 1)(j + 1) 6 j + k − 1, then S[j + k − 1] 6 k/2.
Proof. Partition the elements of S into blocks of length j + 1:
Bi = S ∩ ([0, j] + i(j + 1))
for i > 0. Since 1 ∈ D, |Bi| 6 (j + 1)/2 for all i. Let q be the smallest
such that |Bq| = (j + 1)/2, which implies |Bt| < (j + 1)/2 if t < q, and
{0, 2, . . . , j − 1}+ (q(j + 1)+ p) ⊂ S for some p ∈ {0, 1}. Note that Bq consists
of only even numbers when p = 0 or only odd numbers when p = 1.
Let Bei = {x ∈ Bi : x ≡ p (mod 2)} and ei = |B
e
i |, and let B
o
i = {x ∈
Bi : x 6≡ p (mod 2)} and oi = |B
o
i |. Because q is the smallest such that |Bq| =
(j + 1)/2, we know eq = (j + 1)/2 and eq−1 < (j + 1)/2.
Case 1: Let p = 0. We proceed on the following two steps.
Step I. If q = 0, then let λ = e0 = (j+1)/2 and move to Step II. Otherwise,
since j is odd and eq = (j + 1)/2, it must be that oq = oq−1 = 0. Let |Bq−1| =
eq−1 = (j + 1)/2− lq−1 for some 1 6 lq−1 6 (j + 1)/2. Now oq−2 6 lq−1, since
each number x ∈ Boq−2 corresponds to x+j 6∈ B
e
q−1. Let |Bq−2| = (j+1)/2−lq−2,
which implies eq−2 > (j + 1)/2− lq−2 − lq−1.
By repeating similar arguments we can assume that |Bi| = (j +1)/2− li for
0 6 i 6 q − 1 and that each ei > (j + 1)/2−
∑q−1
n=i ln. Letting
∑q−1
n=0 ln = l we
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have eo > (j + 1)/2− l and
S[j + k − 1] 6
q∑
i=0
|Bi|+
j + k + 1− (q + 1)(j + 1)
2
=
(q + 1)(j + 1)
2
− l +
j + k + 1− (q + 1)(j + 1)
2
=
k
2
+
j + 1
2
− l.
Hence, the result follows if l > (j + 1)/2. If not, let λ = (j + 1)/2− l. We can
assume that e0 > λ > 1. To prove our lemma, it suffices to show that
|S ∩ [(q + 1)(j + 1), j + k − 1]| 6
j + k + 1− (q + 1)(j + 1)
2
− λ.
Step II. Let k = m(j+1)+k for some 0 6 k 6 j. Partition S∩ [0, j+k−1],
backwards instead of forwards:
B′i = S ∩ ([k − 1, k + j − 1] + i(j + 1))
for 0 6 i 6 m. Let e′i = |{x ∈ B
′
i : x ≡ p (mod 2)}| and o
′
i = |{x ∈ B
′
i : x 6≡ p
(mod 2)}|. Note that B′m = S ∩ [k − 1, k + j − 1].
Since e0 > λ and k ∈ D, e
′
m 6 (j+1)/2−λ. Thus let |B
′
m| = (j+1)/2−λm
for some 0 6 λm 6 λ with o
′
m > λ− λm.
By similar arguments we can assume that |B′i| = (j + 1)/2 − λi and that
o′i > λ−
∑m
t=i λt for q 6 i 6 m. Considering that B
′
q = S∩ [q(j+1)+k−1, (q+
1)(j+1)+ k− 2] and that oq−1 = oq = 0 by hypothesis, it must be that o
′
q = 0.
Thus
∑m
i=q λi > λ. Noting that if k 6 1, then λq = 0, and if k > 2, then the
excluded numbers counted by λq all are greater than or equal to (q+ 1)(j + 1),
we obtain
|S ∩ [(q + 1)(j + 1), j + k − 1]| =
j + k + 1− (q + 1)(j + 1)
2
−
m∑
i=q
λi
6
j + k + 1− (q + 1)(j + 1)
2
− λ.
Case 2: Let p = 1.
Step I. This step is very similar to the first case. The only difference is that
since Bq contains all odd numbers, it might be that (q − 1)(j + 1) ∈ Bq−1 and
similarly each oi 6 li+1+1. Thus, letting |Bi| = (j+1)/2− li and l =
∑q−1
n=0 ln,
we conclude that eo > (j + 1)/2− l − 1 = (j − 1)/2− l.
Since (q + 1)(j + 1)− 1 ∈ Bq, we know (q + 1)(j + 1) 6∈ S. Thus |S ∩ [(q +
1)(j + 1), j + k − 1]| 6 (j + k − 1− (q + 1)(j + 1))/2 and therefore
S[j + k − 1] 6
(q + 1)(j + 1)
2
− l +
j + k − 1− (q + 1)(j + 1)
2
=
k
2
+
j − 1
2
− l.
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Let λ = (j − 1)/2− l. To complete the proof it suffices to show that
|S ∩ [(q + 1)(j + 1), j + k − 1]| 6
j + k − 1− (q + 1)(j + 1)
2
− λ.
Step II. This step follows Case 1.
We now prove Theorems 1 and 2 in the Introduction, and restate them below.
Theorem 1. Let D = {1, j, k} with j = 4n+ 1, k even, and k 6 j(j − 1)/2.
If k = m(j + 1) + k with k as described below, then
κ(D) = µ(D) =
{
n
2n+1 if k = 2n, 2n+ 2
k−2m
2(k+1) if max{0, 2(n−m)} 6 k 6 2(n− 1).
Proof. Case 1: k = 2n or k = 2n+ 2. Since k ≡ ±1 (mod 2n+ 1) and j ≡ −1
(mod 2n+1), one can easily check that ||nD||2n+1 > n. Thus κ(D) > n/(2n+1).
It remains to show µ(D) 6 n/(2n+1). We proceed by considering two subcases.
Case 1.1: k = 2n. Then k = (2m+1)(2n+1)− 1, where 1 6 m 6 2n− 1 since
k 6 j(j − 1). If S[j] 6 2n for every D-sequence S with 0 ∈ S, then the results
follows by Lemma 1. Thus assume there exists a D-sequence S with 0 ∈ S and
S[j] = 2n+ 1. This implies {0, 2, . . . , j − 1} ⊂ S. By Lemma 1 it is enough to
show that S[k+ j − 1] 6 2mn+ 3n− 1. Because m 6 2n− 1, Lemma 2 implies
S[j + k − 1] 6 2mn+ 3n− 1.
Case 1.2: k = 2n+2. Then k = (2m+1)(2n+1)+1, where 0 6 m 6 2n−1. Let
S be a D-sequence with 0 ∈ S. If S[j] 6 2n, by Lemma 1 the result follows. So
we assume S[j] > 2n+1, which implies {0, 2, . . . , j− 1} ⊂ S. Since m 6 2n− 1,
by Lemma 2, we have S[j + k − 1] 6 2mn + 3n. Again, the result follows by
Lemma 1.
Case 2: max{0, 2(n−m)} 6 k 6 2(n− 1). Since (k/2−m)k = (k/2−m)(k +
1)− (k/2−m) and with the assumption on k it can be verified that
(2n− 1)(k + 1) + (k/2−m) 6 (4n+ 1)(k/2−m) 6 2n(k + 1)− (k/2−m).
This implies ||(k/2−m)D||k+1 > k/2−m and thus κ(D) > (k/2−m)/(k+1).
Next, we claim that µ(D) 6 k−2m2(k+1) . The assumption k 6 j(j − 1)/2 yields
thatm 6 2n−1. Let S be aD-sequence with 0 ∈ S. If |S∩[i(j+1), i(j+1)+j]| =
(j + 1)/2 for any 0 6 i 6 (m− 1), then by Lemma 2, S[j + k − 1] 6 k/2. This
implies S[j + k − 1]/(j + k) 6 k−2m2(k+1) . By Lemma 1 the result follows.
Thus, assume |S ∩ [i(j+1), i(j+1)+ j]| 6 (j − 1)/2 for all 0 6 i 6 (m− 1).
Summing up, S[m(j+1)−1] 6 m[(j−1)/2]. Hence, S[k] 6 m[(j−1)/2]+k/2 =
(k − 2m)/2. Again, the result follows by Lemma 1.
Note, Theorem 1 implies that the boundary condition k > j(j − 1)/2 in
Theorem B is sharp. When k = j(j − 1)/2 = 8n2+2n (that is, m = 2n− 1 and
k = 2n+2), Theorem B and Theorem 1 produce the same value of µ(D), while
this is not the case when k 6= j(j − 1)/2.
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Theorem 2. Let D = {1, j, k} with j = 4n+ 3, k even, and k 6 j(j − 1)/2.
If k = m(j + 1) + k with k as described below, then
κ(D) = µ(D) =


n
2n+1 if k = 2(n−m) and m 6 2n
k−2m
2(k+1) if max{0, 2(n−m+ 1)} 6 k 6 2n
2n+1
4n+4 if k = 2(n+ 1).
Proof. Case 1: Let k = 2(n−m). Then k = 2m(2n+ 1) + 2n, where m 6 2n.
First we claim κ(D) > n/(2n + 1). By hypotheses, we have ||k||2n+1 =
||j||2n+1 = 1, so ||nD||2n+1 = n, and κ(D) > n/(2n+ 1).
Next we prove µ(D) 6 n/(2n+1). By inequality (2), it is sufficient to show
that χf (D) > (2n+1)/n by exhibiting a cycle of length 2n+1 as a subgraph in
G(Z, D) since χf (C2n+1) = (2n+ 1)/n. As m 6 2n, the following vertices form
a cycle of length 2n+ 1 in G(Z, D): {0, j, 2j, . . . ,mj,mj + 1,mj + 2, . . . ,mj +
2n−m = k}.
Case 2: k = 2(n + 1). Then k = m(4n + 4) + (2n + 2), where m 6 2n as
k 6 j(j − 1)/2.
Since k ≡ 2n + 2 (mod 4n + 4) and j ≡ −1 (mod 4n + 4), one can easily
check that ||(2n+ 1)D||4n+4 > 2n+ 1. Thus κ(D) > (2n+ 1)/(4n+ 4).
Next we show µ(D) 6 (2n+1)/(4n+4). Let S be a D-sequence with 0 ∈ S.
If S[j] 6 2n + 1, by Lemma 1 the result follows. Thus assume S[j] > 2n + 2,
which implies that {0, 2, . . . , j − 1} ⊂ S. Because m 6 2n, by Lemma 2, we
have S[j + k − 1] 6 2nm+ 2m+ n+ 1 6 2nm+m+ 3n+ 1. The result follows
by Lemma 1.
Case 3: max{2(n−m+ 1), 0} 6 k 6 2n.
Since (k/2−m)k = (k/2−m)(k+1)− (k/2−m) and with the assumptions
on k it can be verified that
(2n)(k + 1) + (k/2−m) 6 (4n+ 3)(k/2−m) 6 (2n+ 1)(k + 1)− (k/2−m),
we obtain ||(k/2−m)D||k+1 > k/2−m. Thus κ(D) > (k/2−m)/(k + 1).
The proof that µ(D) 6 k−2m2(k+1) is similar to Theorem 1 Case 2. The assump-
tion k 6 j(j − 1) yields that m 6 2n. Let S be a D-sequence with 0 ∈ S. If
|S ∩ [i(j + 1), i(j + 1) + 1]| = (j + 1)/2 for some 0 6 i 6 (m − 1), then by
Lemma 2, S[j + k − 1] 6 k/2, which implies S[j + k − 1]/(j + k) 6 k−2m2(k+1) .
Thus assume |S∩ [i(j+1), i(j+1)+j]| 6 (j−1)/2 for every 0 6 i 6 (m−1).
Summing up, S[m(j+1)−1] 6 m[(j−1)/2]. Hence, S[k] 6 m[(j−1)/2]+k/2 =
(k − 2m)/2. By Lemma 1, the result follows.
Similar to Theorem 1, Theorem 2 implies that the assumption k > j(j−1)/2
in Theorem B is sharp.
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4. D = {1, j, k} and j is even
Theorem C applies to most D-sets in this family, in the sense that for a given
even integer j there are only a finite number of integers k such that D = {1, j, k}
is not covered by Theorem C. But the restrictions of Theorem C on k are not
simple bounds, so those k for which µ(D) is still unknown are not all consecutive.
Considering the case when k is a multiple of j, direct calculation shows that
Theorem C determines the values of µ(D) when k is an odd multiple of j.
Next we determine the value of µ(D) when k = mj and m is even. First,
we get the upper bound for µ(D), µ({1, j,mj}) 6 µ({j,mj}) = m2(m+1) . To
establish the lower bound for κ(D) the “good time” t approach used in the
proof of Theorem 4 no longer works. Instead, we find the kappa value by using
the following lemma which holds for general three-element D-sets.
Lemma 3. Let D = {i, j, k}, where gcd(D) = 1 and gcd(i, j) = d. If id +
j
d =
2x+ 1 and d > 2x, then κ(D) = x2x+1 .
Proof. First note that x2x+1 =
(i+j−d)/2
i+j = κ({i, j}) as proved in [4]. So it
remains to show that κ(D) > x2x+1 .
The hypotheses imply that 2x + 1 and i/d are relatively prime, so let a be
the unique solution to the congruence equation a(i/d) ≡ x (mod 2x + 1) such
that 0 6 a 6 2x. Multiplying this equation by d gives ai ≡ (i + j − d)/2
(mod i + j). This together with the fact that j ≡ −i (mod i + j) implies that
aj ≡ (i + j + d)/2 (mod i + j). As (2x + 1)i ≡ (2x + 1)j ≡ 0 (mod i + j), the
following holds for every positive integer n
||(a+ n(2x+ 1))i||i+j = ||(a+ n(2x+ 1))j||i+j = (i+ j − d)/2.
Thus, it suffices to show there exists some n such that ||(a+ n(2x+1))k||i+j >
i+j−d
2 .
Let ak ≡ c (mod 2x+ 1) for some 0 6 c 6 2x. Clearly (a+ n(2x+ 1))k ≡ c
(mod 2x+1) for all n. The residue classes of (a+n(2x+1))k modulo i+ j will
range over the entire set {c+m(2x+1) | 0 6 m 6 d− 1} as n ranges from 0 to
d− 1. To show this, assume p and q are distinct integers with 0 6 p 6 q 6 d− 1
and
k(a+ p(2x+ 1)) ≡ k(a+ q(2x+ 1)) (mod i+ j).
Then, k(q−p) = ld for some positive integer l. This is impossible as (q−p) < d
and gcd(k, d) = 1.
Because i+j+d2 −
i+j−d
2 = d and by the hypothesis d > 2x, there exists some
m ∈ {0, 1, . . . , d − 1} such that i+j−d2 6 c + m(2x + 1) 6
i+j+d
2 , as needed.
Thus, κ(D) > x/(2x+ 1).
Theorem 5. Let D = {1, j,mj} with both j and m even and m 6 j. Then
µ(D) = κ(D) = m2(m+1) .
Proof. First, µ(D) 6 µ({j,mj}) = µ({1,m}) = κ({1,m}) = m2(m+1) . When
m 6 j, by Lemma 3, µ(D) > κ(D) = m2(m+1) .
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Note, when k = mj and both m and j are even, Theorem C applies for
m > j − 2. Thus, Theorem C and Theorem 5 together settle the family D =
{1, j, k} where k is an even multiple of j. When m ∈ {j−2, j}, both Theorem C
and Theorem 5 apply, but whenm 6 j−4 Theorem 5 gives a different value than
Theorem C would without the boundary condition on k. Thus, the boundary
condition in Theorem C is sharp when k is a multiple of j.
Recall Theorem 3 form the Introduction, which shows that the boundary
condition in Theorem C is also sharp when k ≡ 3 (mod j + 1).
Theorem 3. Let D = {1, j, k}, where j is even, k = m(j + 1) + 3, and
1 6 m 6 j − 3. Then
µ(D) = κ(D) =
j(m+ 1)
2(j + k)
.
Proof. Let t = (j/2)(m + 1) + 1. Since tj = (j/2)(j + k) − (j/2)(m + 1) and
tk = (mj/2+1)(j+k)+(j/2)(m+1), we conclude that ||tD||j+k = (j/2)(m+1)
and µ(D) > κ(D) > j(m+1)2(j+k) .
To show that µ(D) 6 j(m+1)2(j+k) , let S be a D-sequence with 0 ∈ S. Partition
S∩[0, k] into sets Ai = S∩([0, j]+i(j+1)) for 0 6 i 6 m−1 and B = S∩[m(j+
1), k]. Note that |Ai| 6 j/2 for all i, and since k ∈ D and 0 ∈ S, k 6∈ B. If S[k] <
(mj/2)+ 2, then by Lemma 1 we are done, thus we can assume that |Ai| = j/2
for all i and that B = {m(j + 1),m(j + 1) + 2} = {k − 3, k − 1}. Considering
the structure of B we know that ({1, 3, j}+ (m − 1)(j + 1)) ∩ Am−1 = Ø. We
also know that {0, 2}+ (m− 1)(j + 1) ⊂ Am−1, since otherwise |Am−1| < j/2.
Together these facts determine the structure of Am−1:
Am−1 = {0, 2, . . . , e1 − 2, e1 + 1, e1 + 3, . . . , j − 1}+ (n− 1)(j + 1)
where e1 is even and e1 > 4. Applying similar arguments to Am−2, Am−3, . . . , A0,
we obtain
A0 = {0, 2, . . . , em − 2, em + 1, em + 3, . . . , j − 1}
where em is even and em > em−1 > · · · > e1 > 4.
Now let Am = S∩[m(j+1), (m+1)(j+1)−1] and C = S∩{j+k−2, j+k−1}.
If em = j, that is j−2 ∈ A0, then |C| = 0 and S[j+k−1] 6 (m+1)j/2, and the
result follows from Lemma 1. Thus we can assume that 4 6 e1 6 em 6 j − 2.
The fact that (m − 1)(j + 1) + e1 + 1, (m − 1)(j + 1) + e1 + 3 ∈ S (note, if
e1 = j − 2, then (m− 1)(j + 1) + e1 + 3 = m(j + 1) which is in B as discussed
above) forces m(j+1)+e1,m(j+1)+e1+2 6∈ Am, and the fact that e1−2 ∈ S
forces m(j+1)+e1+1 6∈ Am. So |Am| 6 j/2−1 and S[j+k−1] 6 (m+1)j/2,
and the result follows from Lemma 1.
5. Optimal sequences and fractional coloring
While we have proved the exact value of µ(D) for several families of D-sets,
none of these proofs are constructive. Examining the form of maximally dense
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D-sequences gives another interesting perspective to the problem. We shall
write the elements of a D-sequence S in an increasing order, S = s0, s1, s2, . . .
with s0 < s1 < s2 < . . ., and denote the difference sequence of S by ∆(S) =
δ0, δ1, δ2, . . . where δi = si+1 − si. A subsequence of consecutive terms in ∆(S),
δa, δa+1, . . . , δa+b−1, generate a periodic interval of k copies, k > 1, if δj(a+b)+i =
δa+i for all 0 6 i 6 b − 1, 1 6 j 6 k − 1. Denote such a periodic subsequence
by (δa, δa+1, . . . , δa+b−1)
k. If the periodic interval repeats infinitely we simply
denote it by (δa, δa+1, . . . , δa+b−1). One can easily calculate the density of S
from ∆(S), e.g., if ∆(S) = ((a, b)2, c3, e), then δ(S) = 8/(2(a+ b) + 3c+ e). An
optimal sequence has density equal to µ(D).
From inequality (1), one can use κ(D) to provide a lower bound for µ(D).
Tabulating these values for D-sets is an effective way to discover patterns. See
Tables A.3 and A.4 in the Appendix. The value of κ(D) can be computed using
the following algorithm, which takes advantage of the fact that κ(D) must have
the sum of two elements of the D-set as denominator. The second procedure
of the algorithm, D-Seq, finds the associated D-sequence and is essentially the
computational version of Cantor and Gordon’s proof that κ(D) 6 µ(D) [4].
The idea is to use the “good time” t associated with the calculated value of
κ(D) = c/m. Since ||td||m > c for all d ∈ D, the set ∪
c−1
r=0{n : tn ≡ r (mod m)}
forms a periodic D-sequence with density c/m. Note that D-Seq works with
any input values for circumference m and time t so long as they are relatively
prime. Furthermore, D-Seq produces an optimal D-sequence if κ(D) = µ(D).
Algorithm 1 Find kappa value of a given D-set and associated D-sequence
1: procedure kappa(D)
2: K ← Ø ⊲ Intialize set of possible kappa values to maximize
3: circumferences ← {a+ b : a ∈ D and b ∈ D and a 6= b}
4: for m in circumferences do
5: for time t 6 m/2 do
6: minDist ← min{|td|m : d ∈ D}
7: Append the ratio minDist/m to K
8: return max(K) ⊲ The kappa value for D
9: procedure D-Seq(D, m, t) ⊲ gcd(m, t) = 1
10: S ← Ø ⊲ Intialize D-sequence
11: minDist ← min{|td|m : d ∈ D}
12: for 0 6 r 6 minDist− 1 do
13: n← the solution to the eqn r ≡ tn (mod m) such that 0 6 n 6 m−1
14: Append n to S
15: return Sort S ⊲ S is a periodic subsequence that generates a
D-sequence
Following is a table of optimal difference sequences for some of the D-sets
studied in this paper. Table A.2 in the Appendix shows some particular exam-
ples.
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Table 1: Optimal Difference Sequences for some D = {1, j, k}
j k ∆(S) Theorem
2n+ 1 mj, m even (2mj/2−1, j + 2) Theorem 4
4n+ 1 m(j + 1) + 2n (2n−1, 3) Theorem 1, Case 1
4n+ 1 m(j + 1) + 2n+ 2 (2n−1, 3) Theorem 1, Case 1
4n+ 3 m(j + 1) + 2(n−m) (2n−1, 3) Theorem 2, Case 1
4n+ 3 m(j + 1) + 2(n+ 1) (2n, 3, 2n−1, 3) Theorem 2, Case 2
2n m(j + 1) + 3 (2j/2−1, 3)m(2j/2−1, 5) Theorem 3
There is a natural correspondence between a periodic D-sequence and a
certain class of periodic fractional colorings of the distance graph G(Z, D).
Proposition 1. Let D be a set of nonnegative integers. Then there is a periodic
D-sequence S with ∆(S) = (δ0, δ1, . . . , δn−1) and
∑n−1
i=0 δi = m if and only if
there is a periodic (m/n)-coloring of G(Z, D) defined for each v in the vertex
set of G(Z, D) by v 7→ {v+ δ0, v + δ0 + δ1, . . . , v+m} where addition is carried
out modulo m.
Proof. Fixing a D-set, let S be a sequence with ∆(S) = (δ0, δ1, . . . , δn−1) and∑n−1
i=0 δi = m. By definition, S is a D-sequence if and only if
b∑
i=a
δi 6∈ D for all
a 6 b, which is equivalent to δa + δa+1 + · · ·+ δb 6≡ d (mod m) holding true for
all d ∈ D. Replacing d with any two adjacent vertices u and v in the distance
graph where v < u, we get
δa + δa+1 + · · ·+ δb 6≡ u− v (mod m)
v + δ0 + · · ·+ δb 6≡ u+ δ0 + · · ·+ δa−1 (mod m).
This holds if and only if for any adjacent vertices u and v the sets {u+ δ0, u+
δ0+δ1, . . . , u+m} and {v+δ0, v+δ0+δ1, . . . , v+m} are disjoint and thus if and
only if the (m/n)-coloring defined in the statement of the lemma is proper.
6. Conclusion
Directly computing the value of µ(D) and finding an optimal periodic se-
quence is a difficult task in general, while finding a lower bound is relatively
easy, either by using the kappa value or finding a dense D-sequence. In the face
of such difficulty, a conjecture of Haralambis is particularly interesting.
Conjecture 3. [20] Every 3-element D-set has κ(D) = µ(D).
Computer calculations have confirmed Conjecture 3 for max(D) 6 25. For
|D| > 4, there exist 4-element D-sets with µ(D) > κ(D) (cf. [20, 31]) that can
be extended to D-sets of any cardinality greater than 4 which maintain this
strict inequality.
As an example of how the kappa value can be more easily dealt with, we end
with a final proposition.
12
Proposition 2. Let D = {1, j, k} with j = 2n+ 1 and k = m(j + 1) + k. For
any positive integer a,
κ(D) >
{
k/2−am
k+1 if
n−a−2am
a 6 k 6
n−a+1
a
k/2−am−a+1
k+1 if
2an−n−a−2am
a 6 k 6
2an−n+a−1
a .
Proof. Case 1. Let n−a−2ama 6 k 6
n−a+1
a .
Since (k/2−am)k = (k/2−am)(k+1)−(k/2−am), and with the assumption
on k it can be verified that
(n− a)(k + 1) + (k/2− am) 6 (k/2− am)j 6 (n− a+ 1)(k + 1)− (k/2− am),
we obtain that ||(k/2− am)D||k+1 > k/2− am, and thus κ(D) >
k/2−am
k+1 .
Case 2. Let 2an−n−a−2ama 6 k 6
2an−n+a−1
a .
This case is similar to Case 1, since it can be verified that
(n−a)(k+1)+(k/2−am−a+1)6 (k/2−am−a+1)j 6 (n−a+1)(k+1)−(k/2−am−a+1).
When a = 1 this formula becomes the same as parts of Theorems 1 and 2.
Recall that the denominator of the kappa value of a D-set must be the sum of
two elements in D. Hence the three possible denominators of the kappa value
for D = {1, j, k} are k+ 1, j + 1, and k+ j. All computer generated data show
that equality holds for Proposition 2 for all D-sets of the form {1, j, k} with j
odd that have k + 1 as the denominator of their kappa value. However there
are some D-sets satisfying the conditions of the proposition which have a kappa
value strictly greater than the bound in Proposition 2, but these kappa values
have j + k or j + 1 as the denominator.
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Appendix A. Tables
Table A.2: Optimal Difference Sequences for some D = {1, j, k}
j k ∆(S) Theorem
5 6 (3, 4) Theorem 1, Case 2
7 10 (2, 3, 3, 3) = (2, 33) Theorem 2, Case 3
7 16 (2, 3, 3, 3, 3, 3) = (2, 35) Theorem 2, Case 3
7 18 (2, 3, 3, 2, 3, 3, 3) = ((2, 3, 3)2, 3) Theorem 2, Case 3
9 12 (2, 3, 2, 3, 3) = ((2, 3)2, 3) Theorem 1, Case 2
9 20 (2, 3, 2, 3, 3, 2, 3, 3) = ((2, 3), (2, 3, 3)2) Theorem 1, Case 2
9 22 (2, 3, 2, 3, 2, 3, 2, 3, 3) = ((2, 3)4, 3) Theorem 1, Case 2
9 30 ((2, 3)3, 3, (2, 3)2, 3) Theorem 1, Case 2
9 32 ((2, 3)6, 3) Theorem 1, Case 2
11 16 (2, (2, 3)3) Theorem 2, Case 3
11 26 (2, (2, 3)5) Theorem 2, Case 3
11 28 (2, (2, 3)3, 2, (2, 3)2) Theorem 2, Case 3
11 36 (2, (2, 3)7) Theorem 2, Case 3
11 38 (2, (2, 3)4, 2, (2, 3)3) Theorem 2, Case 3
11 40 (2, (2, 3)3, 2, (2, 3)2, 2, (2, 3)2) Theorem 2, Case 3
11 48 (2, (2, 3)5, 2, (2, 3)4) Theorem 2, Case 3
11 50 (2, (2, 3)3) Theorem 2, Case 3
11 52 (2, (2, 3)3, (2, (2, 3)2)3 Theorem 2, Case 3
13 18 ((2, 2, 3)2, 2, 3) Theorem 1, Case 2
13 30 ((2, 2, 3)2, 2, 3, 2, 2, 3, 2, 3) Theorem 1, Case 2
13 32 ((2, 2, 3)4, 2, 3) Theorem 1, Case 2
13 42 ((2, 2, 3)2, 2, 3, (2, 2, 3, 2, 3)2) Theorem 1, Case 2
13 44 ((2, 2, 3)3, 2, 3, (2, 2, 3)2, 2, 3) Theorem 1, Case 2
13 46 ((2, 2, 3)6, 2, 3) Theorem 1, Case 2
13 56 ((2, 2, 3)2, 2, 3) Theorem 1, Case 2
13 58 ((2, 2, 3)4, 2, 3, (2, 2, 3)3, 2, 3) Theorem 1, Case 2
13 60 ((2, 2, 3)8, 2, 3) Theorem 1, Case 2
13 70 ((2, 2, 3)3, 2, 3, (2, 2, 3)3, 2, 3, (2, 2, 3)2, 2, 3) Theorem 1, Case 2
13 72 ((2, 2, 3)5, 2, 3, (2, 2, 3)4, 2, 3) Theorem 1, Case 2
13 74 ((2, 2, 3)10, 2, 3) Theorem 1, Case 2
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Table A.3: κ({1, j, k}) when j is odd and k is even
k/j 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31
2 1/4 1/3 1/3 3/10 1/3 1/3 5/16 1/3 1/3 7/22 1/3 1/3 9/28 1/3 1/3
4 2/7 1/3 3/8 2/5 2/5 5/14 3/8 7/18 2/5 2/5 3/8 5/13 11/28 2/5 2/5
6 1/3 2/7 4/13 2/5 5/12 3/7 3/7 9/23 2/5 9/22 5/12 11/26 3/7 3/7 13/32
8 4/11 1/3 1/3 3/10 7/19 3/7 7/16 4/9 4/9 12/29 12/31 13/33 3/7 13/30 7/16
10 5/13 1/3 4/11 6/19 1/3 5/14 2/5 4/9 9/20 5/11 5/11 3/7 15/37 5/13 16/41
12 2/5 6/17 3/8 5/13 4/13 8/25 3/8 5/13 13/31 5/11 11/24 6/13 6/13 18/41 18/43
14 7/17 7/19 1/3 2/5 2/5 1/3 5/16 7/18 2/5 2/5 16/37 6/13 13/28 7/15 7/15
16 8/19 8/21 6/17 2/5 7/17 11/29 10/31 1/3 2/5 9/22 7/17 17/41 19/43 7/15 15/32
18 3/7 9/23 7/19 1/3 5/12 8/19 7/19 6/19 12/37 5/13 5/12 8/19 2/5 20/47 22/49
20 10/23 2/5 3/8 8/21 12/31 3/7 3/7 8/21 1/3 7/22 3/8 11/26 3/7 3/7 7/17
22 11/25 11/27 11/29 9/23 1/3 3/7 10/23 16/39 9/23 14/43 1/3 5/13 3/7 13/30 10/23
24 4/9 12/29 12/31 2/5 2/5 14/37 7/16 11/25 2/5 2/5 8/25 16/49 11/28 22/53 7/16
26 13/29 13/31 13/33 2/5 11/27 1/3 17/41 4/9 4/9 11/27 19/49 1/3 9/28 2/5 13/32
28 14/31 14/33 2/5 11/29 12/29 16/41 3/8 4/9 13/29 3/7 12/29 11/29 18/55 1/3 23/59
30 5/11 3/7 15/37 12/31 5/12 13/31 1/3 19/47 9/20 14/31 5/12 13/31 12/31 10/31 20/61
32 16/35 16/37 16/39 13/33 17/43 14/33 18/47 7/18 22/51 5/11 5/11 11/26 14/33 13/33 1/3
34 17/37 17/39 17/41 2/5 2/5 3/7 3/7 1/3 2/5 5/11 16/35 26/59 3/7 3/7 2/5
36 6/13 18/41 18/43 2/5 15/37 3/7 16/37 14/37 2/5 8/19 11/24 17/37 3/7 16/37 28/67
38 19/41 19/43 19/45 19/47 16/39 20/51 17/39 23/55 1/3 9/22 27/61 6/13 6/13 13/30 17/39
40 20/43 4/9 20/47 20/49 17/41 21/53 7/16 18/41 16/41 24/61 17/41 6/13 19/41 31/69 7/16
42 7/15 21/47 3/7 7/17 5/12 18/43 8/19 19/43 25/61 1/3 5/12 29/67 13/28 20/43 32/73
44 22/47 22/49 22/51 22/53 2/5 19/45 23/59 4/9 4/9 2/5 26/67 19/45 32/71 7/15 7/15
46 23/49 23/51 23/53 23/55 19/47 20/47 24/61 4/9 21/47 19/47 1/3 11/26 20/47 7/15 22/47
48 8/17 24/53 24/55 8/19 20/49 3/7 3/7 27/65 22/49 10/23 28/71 5/13 3/7 34/77 15/32
50 25/53 5/11 25/57 25/59 7/17 3/7 22/51 7/18 9/20 23/51 7/17 1/3 3/7 22/51 37/81
52 26/55 26/57 26/59 26/61 22/53 2/5 23/53 9/23 31/71 24/53 32/75 30/77 11/28 13/30 23/53
54 9/19 27/59 27/61 3/7 5/12 23/55 24/55 30/71 30/73 5/11 5/11 23/55 1/3 35/83 24/55
56 28/59 28/61 4/9 28/65 28/67 8/19 7/16 25/57 2/5 5/11 26/57 8/19 22/57 2/5 7/16
58 29/61 29/63 29/65 29/67 29/69 25/59 31/73 26/59 23/59 34/79 27/59 37/83 25/59 1/3 37/89
60 10/21 6/13 30/67 10/23 30/71 26/61 2/5 27/61 33/79 9/22 11/24 28/61 26/61 24/61 36/91
62 31/65 31/67 31/69 31/71 31/73 3/7 3/7 4/9 4/9 33/83 38/85 29/63 39/89 3/7 1/3
64 32/67 32/69 32/71 32/73 32/75 3/7 28/65 4/9 29/65 2/5 37/87 6/13 6/13 28/65 2/5
66 11/23 33/71 33/73 11/25 3/7 28/67 29/67 35/83 30/67 12/29 5/12 6/13 31/67 29/67 41/97
68 34/71 34/73 34/75 34/77 34/79 29/69 10/23 2/5 31/69 39/89 36/91 41/93 32/69 44/97 10/23
70 35/73 7/15 5/11 35/79 35/81 30/71 31/71 37/87 9/20 32/71 37/93 30/71 13/28 33/71 31/71
72 12/25 36/77 36/79 4/9 36/83 31/73 7/16 32/73 40/91 33/73 30/73 11/26 5/11 34/73 46/103
74 37/77 37/79 37/81 37/83 37/85 32/75 38/89 11/25 13/31 34/75 42/97 13/33 44/101 7/15 7/15
76 38/79 38/81 38/83 38/85 38/87 3/7 3/7 34/77 2/5 5/11 5/11 40/101 3/7 7/15 36/77
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Table A.4: κ({1, j, k}) when j is even
k/j 2 4 6 8 10 12 14 16 18 20 22 24 26 28 30
3 1/4 2/7 1/3 4/11 5/13 2/5 7/17 8/19 3/7 10/23 11/25 4/9 13/29 14/31 5/11
4 1/3 2/5 2/5 1/3 4/11 5/13 2/5 2/5 7/19 8/21 9/23 2/5 2/5 11/29 12/31
5 1/3 1/3 2/7 1/3 1/3 6/17 7/19 8/21 9/23 2/5 11/27 12/29 13/31 14/33 3/7
6 2/7 2/5 3/7 3/7 3/8 1/3 2/5 7/17 8/19 3/7 3/7 2/5 11/27 12/29 13/31
7 1/3 3/8 4/13 1/3 4/11 3/8 1/3 6/17 7/19 3/8 11/29 12/31 13/33 2/5 15/37
8 1/3 1/3 3/7 4/9 4/9 2/5 4/11 1/3 5/13 3/7 10/23 11/25 4/9 4/9 8/19
9 3/10 2/5 2/5 3/10 6/19 5/13 2/5 2/5 1/3 8/21 9/23 2/5 2/5 11/29 12/31
10 1/3 4/11 3/8 4/9 5/11 5/11 5/12 5/13 4/11 1/3 3/8 7/17 4/9 13/29 14/31
11 1/3 2/5 5/12 7/19 1/3 4/13 2/5 7/17 5/12 12/31 1/3 2/5 11/27 12/29 5/12
12 4/13 5/13 1/3 2/5 5/11 6/13 6/13 3/7 2/5 8/21 5/13 1/3 10/27 2/5 3/7
13 1/3 5/14 3/7 3/7 5/14 8/25 1/3 11/29 8/19 3/7 3/7 14/37 1/3 16/41 13/31
14 1/3 2/5 2/5 4/11 5/12 6/13 7/15 7/15 7/16 7/17 9/23 2/5 2/5 1/3 12/31
15 5/16 3/8 3/7 7/16 2/5 3/8 5/16 10/31 7/19 3/7 10/23 7/16 17/41 3/8 1/3
16 1/3 2/5 7/17 1/3 5/13 3/7 7/15 8/17 8/17 4/9 8/19 2/5 11/27 7/17 9/23
17 1/3 7/18 9/23 4/9 4/9 5/13 7/18 1/3 6/19 8/21 16/39 11/25 4/9 4/9 19/47
18 6/19 7/19 8/19 5/13 4/11 2/5 7/16 8/17 9/19 9/19 9/20 3/7 9/22 12/29 13/31
19 1/3 2/5 2/5 4/9 9/20 13/31 2/5 2/5 12/37 1/3 9/23 2/5 4/9 13/29 9/20
20 1/3 8/21 3/7 3/7 1/3 8/21 7/17 4/9 9/19 10/21 10/21 5/11 10/23 5/12 2/5
21 7/22 2/5 9/22 12/29 5/11 5/11 2/5 9/22 5/13 7/22 14/43 2/5 11/27 3/7 14/31
22 1/3 9/23 3/7 10/23 3/8 5/13 9/23 8/19 9/20 10/21 11/23 11/23 11/24 11/25 11/26
23 1/3 3/8 5/12 12/31 5/11 11/24 16/37 7/17 5/12 3/8 1/3 8/25 19/49 12/29 5/12
24 8/25 2/5 2/5 11/25 7/17 1/3 2/5 2/5 3/7 5/11 11/23 12/25 12/25 6/13 4/9
25 1/3 5/13 11/26 13/33 3/7 6/13 6/13 17/41 8/19 11/26 5/13 16/49 1/3 11/29 13/31
26 1/3 2/5 11/27 4/9 4/9 10/27 2/5 11/27 9/22 10/23 11/24 12/25 13/27 13/27 13/28
27 9/28 11/28 3/7 3/7 15/37 6/13 13/28 19/43 2/5 3/7 3/7 11/28 9/28 18/55 12/31
28 1/3 11/29 12/29 4/9 13/29 2/5 1/3 7/17 12/29 5/12 11/25 6/13 13/27 14/29 14/29
29 1/3 2/5 3/7 13/30 5/13 18/41 7/15 7/15 20/47 3/7 13/30 22/53 2/5 1/3 10/31
30 10/31 12/31 13/31 8/19 14/31 3/7 12/31 9/23 13/31 2/5 11/26 4/9 13/28 14/29 15/31
31 1/3 2/5 13/32 7/16 16/41 18/43 7/15 15/32 22/49 7/17 10/23 7/16 13/32 23/59 20/61
32 1/3 13/33 14/33 2/5 5/11 5/11 13/33 1/3 8/19 14/33 11/27 3/7 13/29 7/15 15/31
33 11/34 13/34 7/17 15/34 18/43 2/5 21/47 8/17 8/17 23/53 2/5 11/25 15/34 7/17 13/34
34 1/3 2/5 3/7 3/7 5/11 16/35 5/12 2/5 5/13 3/7 3/7 12/29 13/30 14/31 15/32
35 1/3 7/18 5/12 4/9 4/9 5/13 3/7 8/17 17/36 5/11 8/19 25/59 4/9 4/9 5/12
36 12/37 2/5 3/7 16/37 10/23 17/37 11/25 15/37 1/3 3/7 16/37 2/5 13/31 7/16 5/11
37 1/3 15/38 8/19 4/9 17/38 19/49 7/17 24/53 9/19 9/19 26/59 25/61 4/9 17/38 29/67
38 1/3 5/13 16/39 17/39 5/12 6/13 6/13 16/39 11/28 8/21 10/23 17/39 11/27 14/33 15/34
39 13/40 2/5 17/40 20/47 9/20 7/17 2/5 24/55 9/19 19/40 28/61 3/7 2/5 13/29 9/20
40 1/3 16/41 17/41 18/41 2/5 6/13 19/41 3/7 17/41 1/3 13/31 18/41 14/33 12/29 3/7
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