Abstract: The problem of estimating the number of hidden states in a hidden Markov model is considered. Emphasis is placed on cross-validated likelihood criteria. Using crossvalidation to assess the number of hidden states allows to circumvent the well documented technical difficulties of the order identification problem in mixture models. Moreover, in a predictive perspective, it does not require that the sampling distribution belongs to one of the models in competition. However, computing cross-validated likelihood for hidden Markov models for which only one training sample is available, involves difficulties since the data are not independent. Two approaches are proposed to compute cross-validated likelihood for a hidden Markov model. The first one consists of using a deterministic halfsampling procedure, and the second one consists of an adaptation of the EM algorithm for hidden Markov models, to take into account randomly missing values induced by crossvalidation. Numerical experiments on both simulated and real data sets compare different versions of cross-validated likelihood criterion and penalised likelihood criteria, including BIC and a penalised marginal likelihood criterion. Those numerical experiments highlight a promising behaviour of the deterministic half-sampling criterion.
Introduction
Finite mixture distributions provide powerful models for statistical learning (see McLachlan and Peel, 2000) . In the context of Signal Processing, hidden Markov models (HMM), which are finite mixture models with Markov regime, have been widely used for modelling time series with homogeneous zones, where the observed data have a similar distribution, associated to the states of an unobserved finite state Markov process. For instance, HMM models have been used successfully in various applications such as Speech Recognition (see for instance Rabiner, 1989) or DNA sequence analysis (see for instance Churchill, 1989 ). The main problem occurring with mixture order identification is that the validity conditions for the likelihood ratio tests and related penalised likelihood criteria do not hold. In particular, the vector parameter λ in R r for the true number of components is not identifiable in a space of higher dimension r ′ > r. For instance, it has been proved that, for general HMMs, the likelihood ratio statistic is stochastically unbounded even for bounded parameters (Gassiat and Kéribin, 2000) . However, for an independent mixture model, for which the observed data are independent, it has been shown that on a practical ground the BIC criterion of Schwarz (1978) has often a satisfactory behaviour (see Roeder and Wasserman, 1997 and Fraley and Raftery, 2002) . Moreover, this criterion has been proved to lead to a consistent estimation of the number of components of a mixture model in the independent case when the likelihood of the model is bounded (see Kéribin 2000) .
BIC, though, is not proved to be consistent for HMMs in the case of general observation distributions. Furthermore, it has been shown that BIC underpenalise the likelihood when determining the number of change-points in change-point processes, a problem closely related to HMMs (Zhang and Siegmund, 2006) . Actually such a possible behavior as been noticed for estimating the number of components in a mixture model (see, for instance, 2
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Biernacki, Celeux and Govaert, 2001) In the independent case, many other criteria have been proposed and experimented in various situations (see Mclachlan and Peel, 2000 chapter 6) . For instance the ICL criterion of Biernacki, Celeux and Govaert (2001) has been shown to be relevant to choose a number of mixture components leading to a clustering structure with the greatest evidence (McLachlan and Peel 2000, chapter 6). Another promising criterion is the cross-validated likelihood criterion which has been proposed and experimented by Smyth (2000) in the case of independent mixtures. An advantage of this criterion is that it seems to avoid some is devoted to the presentation of Monte Carlo numerical experiments on simulated data. Subsection 3.3 is devoted to the presentation of a real example concerning heart rate variability data for sleeping neonates. The article is concluded with a short discussion section, and the computational details of Section 2 are given in the Appendix.
2 Choosing the number of states of a HMM using crossvalidated likelihood
As mentioned in the introduction, assessing the number of components in mixture models encounters theoretical difficulties. A way to bypass those difficulties is to make use of resampling procedures. For instance, McLachlan and Peel (1997) proposed a parameterised bootstrap procedure to the assessment of the P -value of the likelihood ratio test in testing
More recently, Smyth (2000) proposed to choose the number of components in a mixture model for independent data by maximising the cross-validated likelihood. The cross-validation approach is natural in model selection because it aims at estimating the predictive performance of a model. For instance, the cross-validated likelihood provides an out-of-sample estimate of the Kullback-Leibler divergence between the actual distribution of the data and a model distribution (Ripley, 1996 ). An advantage of the cross-validation approach in model selection is that it does not impose the unrealistic assumption that the actual distribution of the data belongs to one of the models in competition as, for instance, AIC and BIC do (see Ripley, 1996 or Spiegelhalter et al., 2000 . In the mixture context, an other advantage of cross-validated likelihood is that it circumvents the above-mentioned technical difficulties encountered with penalised likelihood criteria. In this context, using the cross-validated likelihood and especially the half-sampling likelihood has been proved to be a valuable procedure to assess the number of components in finite mixture modelling (Smyth, 2000 2. Given a realisation s = (s 1 , . . . , s n ) of S, the Y t are conditionally independent and Y t follows a distribution with density f θs t belonging to a parametric family {f θ } θ∈Θ .
The set of parameters of the hidden Markov chain model, denoted λ in the following, is usually estimated with the maximum likelihood method by the EM algorithm (Baum et al., 1970).
Computing cross-validated likelihood criteria for HMMs
When concerned with computing cross-validated maximum likelihood, parameter λ has to be estimated from an incomplete observed sequence, since part of the training data set has been removed. Furthermore the model assessment requires the computation of the likelihood using the remaining data, which also forms an incomplete sequence. To deal with this difficulty, the first approach we propose is a particular half-sampling procedure.
It consists of removing from the original training sequence respectively the odd and even indices. The key point is that the resulting processes are still hidden Markov chains, which can be identified through the usual forward-backward recursion of Baum et al. (1970) , i.e.
the standard implementation of the EM algorithm for HMMs. Since this implementation is subject to underflow when n is moderately large, we use the smoothing algorithm of Devijver (1985) , which is numerically stable. This approach provides an easy, rapid and efficient way to implement half-sampling. It preserves the Markovian structure of the model in a simple way, but imposes a particular form of half-sampling. The second approach we consider deals with the more general situation of v-fold cross-validation, where d = n/v among n data point are removed at random at each of the v steps of the cross-validation procedure. This approach has been proposed by Zhang (1993) for the selection of linear models. It can be dealt with the EM algorithm of Dempster et al.
(1977) and it leads to derive a forward-backward recursion for HMMs that is dedicated to data removed at random.
Half-sampling from the odd and even subchains
Half-sampling is a two-fold cross-validation procedure for which the learning and test data sets, of equal size n/2, are usually chosen at random in the actual data set. However, the indices of those two sub-samples can be chosen in a deterministic way. If the two subsamples are designed by considering respectively the odd and even indices of the original data set, supposed to follow a HMM distribution, the resulting processes are still HMMs.
More precisely, the theorem below holds.
Theorem 1 Distribution of the odd (resp. even) subchain. Remark: Note that this result would not hold if the Markov chain was periodic. However, since the Markov chain is supposed to be stationary and ergodic, it cannot be periodic.
Proof: For the odd sequence, the result follows from the fact that the hidden process (S 1 , S 3 , . . . , S 2n−1 ) is straightforwardly a Markov chain with K states, with initial distribution π and with transition probability matrix p 2 . Using the conditional independence
. . , S 2n−1 ) leads to the expected result. The argument is quite analog for the even sequence. The only difference is that the initial distribution of the even chain is πp. In the case where the original hidden chain is assumed stationary, both hidden subchains are Markov chains with the same distribution, since in this case
Consequently, the parameters of the odd and even HMM are the same. Their parameter can be estimated straightforwardly from the EM algorithm and the loglikelihood can be computed as a by-product of the EM algorithm. In the half-sampling procedure the role of the odd and even subsequences are permuted. When the vector parameter λ is estimated using the odd (resp. even) subsequence, its loglikelihood is calculated on the even (resp. odd) subsequence using the forward recursion of Baum et al. (1970) . Thus, the resulting OEHS (for Odd-Even Half-Sampling) criterion to assess the number of hidden states of the HMM model is the sum of those loglikelihoods. Since the dominant term of the complexity for each EM iteration is 2nK 2 , this is also the dominant term of the complexity for this half-sampling procedure.
Multifold cross-validation procedure
The implementation of the multifold cross-validation in the general case amounts to delete at random part of the observations and to estimate the vector parameter λ and to compute the likelihood from two different incomplete sequences. The whole training sequence y of length n is decomposed at random into an observed subsequence y Obs and a removed subsequence y Mis where Obs represents the subset of {1, . . . , n} corresponding to the observed value indices, and where M is is the set {1, . . . , n}\Obs of the removed value indices. To estimate the parameter λ in such context, where two types of missing values exist, namely the hidden states and the removed observations, we resort to the EM 7 algorithm.
The details of the EM algorithm derivation are given in the Appendix. The main results are the following:
• The E step of the EM algorithm amounts to compute the quantities P (S t = j, S t+1 = k|Y Obs = y Obs ) and P (S t = j|Y Obs = y Obs ) for each hidden states j and k, at each time t;
• This can be done using the following forward-backward recursion. The forward recursion is based on the quantitiesα t (j) = P ({Y u = y u } u∈Obs,u≤t , S t = j) and the backward recursion is based on the quantitiesβ t (j) = P ({Y u = y u } u∈Obs,t<u≤n |S t = j).
As shown in the Appendix, those recursions amount to replace f θ k (y t ) with the value one when Y t is removed, in the standard forward-backward algorithm of Baum et al.
(1970). Moreover, our recursion has appealing interpretation: if Y t is removed and if
Y t−1 and Y t+1 are observed, applying equation (10) followed by equation (9) in the Appendix shows that
Thus, it can be noticed that the recursion involves the coefficients of matrix p 2 . This is due to the transition between S t−1 and S t+1 being ruled by p 2 in the Markov chain S. In the same manner, it is easily proved by induction that if n ′ successive y t are removed between two observed y t , the forward recursion associated with those two observed y t involves the transition matrix p n ′ +1 . This is illustrated in Figure 1 .
• The above implementation of the forward-backward recursion is subject to underflow when n is moderately large, as discussed in Devijver (1985) . This statement generally applies to HMMs, not just to partially observed HMMs. For this reason, we derive in the Appendix an implementation that is a smoothing algorithm inspired by Devijver's algorithm.
Both implementations can be used to compute the loglikelihood of a given parameter for a partially observed HMM, using equation (11) of the Appendix for the first implementation, and (18) for the second one. Figure 1 : Deletion of observations with random indices within a hidden Markov chain. If the random variables are deleted from t = t 0 to t = t 0 + n ′ , the forward algorithm computes α t+n ′ +1 fromα t by computing p n ′ +1 . This is illustrated here for n ′ = 2 and t 0 = 1.
• The M step, given in the Appendix, is slightly different from the standard M step of Baum et al. (1970) , and has also a direct interpretation in the case of observation distributions in the exponential family.
Remark: As shown in the Appendix, the adaptation of the general multi fold crossvalidation scheme to the HMM context appears to be possible without too much difficulty.
However, great variability can be expected from such a resampling procedure since useful information to estimate transition probabilities is lost. Moreover, it is quite doubtful EM algorithm detailed in the Appendix can easily be extended to the context of several incomplete sequences. Thus, the cross-validation methodology that consists of deleting observations at random could easily be extended to the case where several sequences are available, though other cross-validation scheme would also be possible.
3 Numerical Experiments
The aim of this section is to give elements on the practical ability of cross-validated likelihood criteria to estimate in a relevant way the number of hidden states in a HMM.
In that purpose, the performances of penalised likelihood criteria AIC, BIC, ICL and a Penalised Marginal Likelihood (PML) criterion are compared from numerical experiments with the performances of two cross-validation procedures presented in the previous section to assess the number of hidden states. Before presenting those numerical results, the compared criteria and the experiment conditions are described in the next subsection. In Section 3.2, numerical experiments on simulated data are reported. In Section 3.3, an application of the HMM model to analyse heart rate variability of neonates during sleep is presented.
Criteria in competition and experiment conditions
The considered cross-validated likelihood criteria are the Odd/Even half-sampling procedure (OEHS) and the Monte Carlo half-sampling procedure (MCHS) described in Section 2.1.2 with half training and half test points.
Penalised likelihood criteria A classical approach to the model assessing problem consists of penalising the fit of a model by a measure of its complexity. A convenient measure of fit is the deviance of a model m ∈ M, which is
where p(y) denotes the true distribution of the observed data y = (y 1 , . . . , y n ), p(y|m, λ m ) denotes the distribution under the model m parameterised with λ m , andλ m is the maximum likelihood estimate (MLE) of λ m . A common way of choosing a penalisation term is to evaluate how large would be the deviance difference on average over learning and test sets of same size. That is, the penalisation would be an estimation of nD(
where
is the expected deviance on a test sample Y . Assuming that the data arose from a distribution belonging to the collection of models in competition and using asymptotic arguments, Akaike (1974) proposed to estimate this difference with 2ν m where ν m is the number of free parameters of the model m. This leads to the so-called AIC criterion
An other point of view consists of basing the model selection on the integrated likelihood of the observed data in a Bayesian perspective (see Kass and Raftery, 1995) . This integrated likelihood is
π(λ m ) being a prior distribution for parameter λ m . A classical asymptotic approximation of the logarithm of the integrated likelihood is the BIC criterion of Schwarz (1978) . It is
This approximation needs regularity conditions on the likelihoods of the model collection iterations are completed or when the relative loglikelihood increase is below 10 −6 . The MCHS criterion is computed using ten Monte Carlo repetitions.
Finally, it is important to note that the cross-validation procedures OEHS and MCHS can be initiated from the MLE derived from the whole observed data sequence. This strategy is expected to reduce the number of iterations required for convergence of the EM algorithm. However, this can lead to suboptimal estimates (compared to random initial values). Moreover, in a cross-validation procedure, the estimates to be assessed are not supposed to be dependent of the samples used to assess its performance. This is why we use the full sequence MLE as an eleventh initial parameter for the algorithm.
This mixed strategy empirically has led to the highest likelihood of the final parameter, compared to those based of either ten random initial values, or only the full sequence MLE.
The identification of partially observed HMMs has been performed with new Matlab routines 1 . It appears that except PML and AIC, all the criteria select the generating model.
Simulated data
Criterion PML has a slight tendency to underestimate K while AIC has a marked tendency to select more complex models.
Further experiments, performed using a generating HMM model with five hidden states less separated than those defined by λ 0 , are now presented. Thirty sequences of length In the estimation procedure, the number of maximal iterations has been increased from 1,000 to 1,500 for the sequences of length 350, and to 2,000 for the sequences of length 1,400. A posteriori, this was not necessary since for most sequences, convergence was achieved before 1,000 iterations. From Table 2 , it appears that no criterion selects the generating model in the majority of cases, and most criteria favours the three-state solution, which seems reasonable as shown in Figure 2 With a larger sequence of length 1400, all the criteria except ICL and PML, select most often the same number of hidden states as the generating model, as it appears in Table 3 . The results are represented in 
Heart rate variability in sleeping neonates
We consider the problem of heart rate variability analysis in sleeping neonates addressed in 
Discussion
It has been proposed to assess the number of hidden states in a HMM with the crossvalidated likelihood. Owing to the dependence of the data sequence occurring with HMM models, the computation of cross-validated likelihood induced some difficulties. Those difficulties have been circumvented using a deterministic half-sampling scheme or solved using a new version of the EM algorithm to estimate the parameter of a HMM with data missing at random. This leads to define two cross-validation criteria of different nature to assess the number of hidden states in a HMM.
Both criteria, the so-called OEHS and MCHS have been compared with penalised likelihood criteria AIC, BIC, PML and ICL from numerical experiments. The conclusions of those numerical experiments are the followings.
• Criteria AIC, BIC and ICL seem to have a behaviour in the HMM context analogous to their behaviour in the independent mixture context (see McLachlan and Peel, 2000, chapter 6). Criterion AIC has a tendency to underpenalise the complexity of a model, ICL favours models that give rise to partitioning the data with the greatest evidence from the hidden states, and BIC seems to perform well if a HMM gives a reasonable representation of the observed process. However, for the heart rate variability data sets, BIC seems to overestimate the complexity of the models, as it could happen for real data sets. It provides a hidden representation of the data in three sets highly less useful than the two-state representation provided by the cross-validated criteria as it appears from Figure 4 .
• In the HMM context, only the PML criterion has been proved to be consistent under regularities conditions (Gassiat, 2002 slowly to the optimal solution. Moreover, in practical situations, it seems to have a high tendency to overpenalise the complexity of a HMM model when the sequence length is not very large. Actually, it can be remarked that the maximal pseudo likelihood is always smaller than the maximal likelihood for any HMM. It means that a good fit is less rewarded with the pseudo likelihood than with the likelihood.
• The cross-validation criterion MCHS seems to have a satisfactory behaviour. From our experiments, MCHS may have a slight tendency to select more complex models than BIC does on simulated datasets, but a more parsimonious one on the considered real dataset. Its main disadvantage is that it is much more time consuming than the other criteria. Only a two fold cross-validation criterion has been experimented; however, a Monte Carlo ten (for instance) fold cross-validation criterion would expectedly lead to analogous and more stable performance without producing a deterioration of the CPU time.
• Criterion OEHS can be regarded as a good surrogate to the MCHS criterion. It is highly less time consuming and seems to have analogous performance.
It can be argued that periodic subsampling schemes (as OEHS) will not work when the hidden process is also periodic, which is a very particular case. For such chains, some diagonal coefficients of the transition matrix will be null. Howerer, it is interesting to assess the behaviour of OEHS for diagonal coefficients close to zero. Thirty sequences were simulated. The results are given in Table 5 . A less efficient initialisation procedure was used, which explains the differences with Table 1 . These results
show that the performance of OEHS remains reasonable when the sojourn time into each state is very short. 
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Appendix: EM algorithm for HMMs with deleted observations
For any parameter λ and any occurrence of the hidden sequence s, the completed data loglikelihood of λ is defined by
where I {.} denotes the indicator function. Let λ (m−1) be the parameter estimate at iteration m − 1 of the EM algorithm. The function Q of λ , to be maximised in the M step of the EM algorithm, is the conditional expectation of the completed data loglikelihood for the current parameter value
It follows from equation (6) that
This expression can be simplified by noting that if t ∈ Obs, i.e. if Y t is considered as observed,
and, if t ∈ M is, i.e. if Y t has been removed from the training sample,
since, given S t = j, Y t does not depend on any other random variable, and particularly on the Y Obs process. Thus, equation (7) can be written
E step
The E step of the EM algorithm consists of computing Q(λ, λ (m−1) ). From (8) , this amounts to compute the quantities P λ (m−1) (S t = j, S t+1 = k|Y Obs = y Obs ) and P λ (m−1) (S t = j|Y Obs = y Obs ) for each hidden states j and k, at each time t. This can be done using the following forward-backward recursion. In the sequel, P λ (m−1) is denoted P for the sake of simplicity.
The forward recursion is based on the quantitiesα t (j) = P ({Y u = y u } u∈Obs,u≤t , S t = j). It is initiated at t = 1 with
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Then the (α t (j)) j are computed inductively for increasing values of t. If t + 1 ∈ Obs, α t+1 (k) is obtained from the (α t (j)) j in a standard fashion as in Baum et al. (1970) , i.e.
If t + 1 ∈ M is,α t+1 (k) is computed by integrating P ({Y u = y u } u∈Obs,u≤t+1 , S t+1 = k) over y t+1 . From equation (9) , this leads tõ
sinceα t (j) does not depend on y t+1 and since f θ k is a probability density function. The likelihood is given by
The backward recursion is based on the quantitiesβ t (j) = P ({Y u = y u } u∈Obs,t<u≤n |S t = j). It is initiated at t = n withβ n (j) = 1. Then the (β t (j)) j are computed inductively for decreasing values of t. If t + 1 ∈ Obs,β t (j) is obtained from the (
If t + 1 ∈ M is,β t (j) is computed by integrating P ({Y u = y u } u∈Obs,t<u≤n |S t = j) over y t+1 . From equation (12) , this leads tõ
sinceβ t+1 (k) does not depend on y t+1 .
The above implementation of the forward-backward recursion is subject to underflow when n is moderately large, as discussed in Devijver (1985) .
For this reason, we recommend the following implementation, which is a smoothing algorithm inspired by Devijver's algorithm. The corresponding recursions are based on 22 inria-00193098, version 1 -10 Nov 2008 the quantities α t (j) = P (S t = j|{Y u = y u } u∈Obs,u≤t ) and
.
The forward-backward recursion of the smoothing algorithm is the following. For each state k and each time t > 1, we define α ′ t (j) as
As a consequence from equation (14),
Then from equations (9) and (10), we obtain the recursion
and from equation (16), α t+1 (k) is computed as
As a consequence from equation (17) applied recursively, the likelihood is given by
The quantity β t (j) in the backward recursion is related toβ t (j) as follows:
β t (j) =β t (j) P ({Y u = y u } u∈Obs,t<u≤n |{Y u = y u } u∈Obs,u≤t ) .
23
For each state k and each time t < n, we define β ′ t (j) as β ′ t (j) = β t (j)P ({Y u = y u } u∈Obs,u≤t+1 ) P ({Y u = y u } u∈Obs,u≤t ) .
Consequently, from equations (19) and (20), β ′ t (j) =β t (j)P ({Y u = y u } u∈Obs,u≤t+1 ) P ({Y u = y u } u∈Obs ) .
Then from equations (12) and (13), it leads to the recursion
Using equations (17) and (20), β t (j) is computed as
The quantities P (S t = j|Y Obs = y Obs ), denoted by ξ t (j), and P (S t = j, S t+1 = k|Y Obs = y Obs ), denoted by γ t (j, k), are derived as in Devijver (1985) . From the classical equations ξ t (j) =α t (j)β t (j) P (Y Obs = y Obs ) and γ t (j, k) =α t (j)p jk f θ k (y t+1 )β t+1 (k) P (Y Obs = y Obs ) ,
we derive the following expression for the smoothed probabilities:
ξ t (j) = α t (j)β t (j) and
M step
The maximisation of the quantity Q(λ, λ (m−1) ) with respect to λ leads to the standard update formula for pp 
