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Abstract
When the coefﬁcients of a problem have jumps of several orders of magnitude and are anisotropic, many precon-
ditioners and domain decomposition methods (DDM) suffer from plateaus in the convergence due to the presence
of very small isolated eigenvalues in the spectrum of the preconditioned linear system. One way to improve the
preconditioner is to use a linear algebra technique called deﬂation, or very similarly coarse grid corrections. In
both cases, it is necessary to identify and compute, at least approximately, all the eigenvectors corresponding to
the “bad” eigenvalues. In the framework of DDM, we propose a way to design interface conditions so that conver-
gence is fast and does not have any plateau. The method relies only on the knowledge of the smallest and largest
eigenvalues of an auxiliary matrix. The eigenvectors are not used. The method relies on van der Sluis’ result on a
quasi-optimal diagonal preconditioner for a symmetric positive deﬁnite matrix. It is then possible to design Robin
interface conditions using only one real parameter for the entire interface. By adding a second real parameter and
more general interface conditions, it is possible to take into account highly heterogeneous and anisotropic media.
Numerical results are given and compared with other approaches.
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1. Introduction
The classical Schwarz method is based on Dirichlet boundary conditions. Overlapping subdomains
are necessary to ensure convergence. It has been proposed independently in [18,25] to use more general
interface conditions in order to accelerate the convergence and to permit nonoverlapping decompositions.
In [18], exact absorbing conditions are used in domain decomposition methods (DDMs). They are op-
timal in terms of iteration counts [33] but are practically very difﬁcult to use. In [25], Robin interface
conditions are proposed. These seminal papers have been the basis for many other works: [2–4] or [12] for
Helmholtz and Maxwell problems. The idea to design the interface conditions by solving an optimization
problem related to the convergence rate of the DDM was apparently ﬁrst raised in [39]. This optimization
proved to be difﬁcult. By using the relation between interface conditions in DDMs and exact absorbing
boundary conditions, the optimization becomes tractable and has been the subject of many works: see
e.g., [1,7,8,11,20,26,46]. Such transmission conditions are essential for evolution [13,43] as well and for
systems of equations, see [5] for the Euler equations. The approach in these papers consists in choosing
a frozen coefﬁcients approach either at the continuous level and then discretized (see e.g., [11,12,32]), or
at the discrete level (see e.g., or [14]). See also [26,35,40] for other approaches. In any case, parameters
have to be computed at each interface node.
We propose in this paper to use a novel approach where only one or two real parameters have to be chosen
for the entire interface. The method relies on van der Sluis’ result on a quasi-optimal diagonal precondi-
tioner for a symmetric positive deﬁnite matrix, see [41]. It is then possible to design Robin interface con-
ditions using only one real parameter for the entire interface. By adding a second real parameter and more
general interface conditions (similar to the optimized of order two interface conditions [1,20]), it is possi-
ble to take into account highly heterogeneous and anisotropic media. This kind of optimization would be
hazardous with a frozen coefﬁcient approach where a discontinuity can not be taken into account properly.
The typical equation we have in mind is

t
P − div(∇P) = f (1)
with  a highly heterogeneous and anisotropic tensor. As an example, this equation arises in porous
media ﬂow simulations through Darcy’s law. Typically, P is the pressure,  is the compressibility of the
porous medium, t is the time step in an implicit scheme,  is the intrinsic permeability tensor of the
porous media which depends heavily on the lithology under consideration. The contrast in the lithologies
can induce a discontinuity of the permeability tensor of typically four orders of magnitude. Moreover,
the tensor is highly anisotropic. The ratio of the permeability in the vertical direction to the one in the
horizontal directions may be very large as well. We shall consider anisotropy ratios of up to four orders
of magnitude. For such difﬁcult problems, it is common to have plateaus in the convergence of iterative
solvers even when using preconditioned Krylov-type methods. This is the case for DDMs and for other
iterative methods as well. This phenomenon can be related to the existence of a few very low eigenvalues
in the spectrum of the preconditioned system, see [42]. One possible remedy is to use the deﬂation method,
see e.g., [28,29,34,38,44]. It is then necessary to know all the eigenvectors corresponding to the “bad”
eigenvalues. In the method we propose, only the knowledge of two extreme eigenvalues of some auxiliary
matrix is needed.
More precisely, in Section 2 we deﬁne the model problem under study. In Section 3, we substruc-
ture the DDM. In Section 4, we introduce the Robin interface condition. In Section 5, we optimize a
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two parameter family of interface conditions. In Section 6 we show numerical results. We conclude in
Section 7.
2. Setting of the semi-discrete problem
We consider a model problem set in an inﬁnite tube  = R×  where  is some bounded open set of
Rp for some p1. A point in  will be denoted by (x, y). Let
L := − 
x
c(y)

x
+B(y), (2)
where c is a positive real-valued function and B is a symmetric positive deﬁnite operator independent of
the variable x. For instance, if p = 2 one might think of
B := (y, z) −
(

y
y(y, z)

y
+ 
z
z(y, z)

z
)
(3)
with homogeneous Dirichlet boundary conditions and 0, c, y, z > 0 are given real-valued functions
and (y, z) ∈ .
We want to solve the following problem:
L(u) = f in ,
u = 0 on 
by a DDM. The domain is decomposed into two non-overlapping half-tubes 1 = (−∞, 0) ×  and
2 = (0,∞) × . The problem can be considered at the continuous level and then discretized (see e.g.,
[11,12,32]), or at the discrete level (see e.g., [26,35] or [14]). We choose here a semi-discrete approach
where only the tangential directions to the interface x = 0 are discretized whereas the normal direction
x is kept continuous.
We therefore consider a discretization in the tangential directions which leads to
Lh := − 
x
C

x
+ B, (4)
where B and C are symmetric positive matrices of order n where n is the number of discretization points
of the open set  ⊂ Rp. For instance if we take B to be deﬁned as in (3), B may be obtained via a ﬁnite
volume or ﬁnite element discretization of (3) on a given mesh or triangulation of  ⊂ R2.
We consider a DDM based on arbitrary interface conditions Q1 and Q2. The corresponding Optimized
Schwarz method (OSM) reads:
Lh(u
n+1
1 ) = f in 1, Lh(un+12 ) = f in 2,
Q1(u
n+1
1 ) = Q1(un2) on , Q2(un+12 ) = Q2(un1) on ,
(5)
where  is the interface x = 0. It is possible to both increase the robustness of the method and its
convergence speed by replacing the above ﬁxed point iterative solver by a Krylov-type method. This is
made possible by substructuring the algorithm in terms of interface unknowns
H1 = Q1(u2)(0, .) and H2 = Q2(u1)(0, .).
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Let us deﬁne the operator
T : H1, H2, f −→ (Q2(v1)Q1(v2)),
where vi , i = 1, 2 solves
Lh(vi) = f in i ,
Qi(vi) = Hi on . (6)
The substructured problem is obtained, see [30], by matching the interface conditions on the interface
and reads(
H1
H2
)
−T(H1, H2, 0) =T(0, 0, f ), (7)
where  is the swap operator on the interfaces: ((H1 H2)T) = (H2 H1)T.
At this point, it should be noted that the analysis of the present paper is restricted to rather idealistic
geometries. However, the same formalism can be used for a domain decomposition into an arbitrary
number of subdomains [12]. It has also been found there that the convergence estimates provided in this
simple geometry predict very accurately the ones observed in practice even for complicated interface
boundaries.
3. The substructured problem
The convergence rate of (5) and the spectra of (7) depend on the choice of the interface conditions Q1,2.
In order to design an efﬁcient method, we need to have a formula for the substructured problem and so
ﬁrst for the solution to (6) with f = 0. An essential tool will be the Dirichlet to Neumann map whose
symbol is obtained here via a factorization of the operatorLh.
3.1. Semi-continuous factorization
The factorization can be sought in this form where  is a SPD matrix of order n
Lh =
(
− 
x
C. + 
)
C−1
(
C

x
. + 
)
= − 
x
C

x
− 
x
 +  
x
+ C−1
= − 
x
C

x
+ C−1.
It is thus necessary to have C−1 = B. We have
 = C1/2A1/2C1/2, (8)
where A := C−1/2BC−1/2. Finally, we have the double equality
Lh =
(
− 
x
C. + 
)
C−1
(
C

x
. + 
)
=
(

x
C. + 
)
C−1
(
−C 
x
. + 
)
. (9)
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Taking
Q1 =
(
C

x
+ 
)
and Q2 =
(
−C 
x
+ 
)
leads to a convergence in two steps of (5), see [33] or [30]. This result is optimal in terms of iteration
counts. But, the matrix  is a priori a full matrix of order n costly to compute and use. Instead, we will
use approximations of it in terms of sparse matrices denoted ap. We lose convergence in two steps. In
order to have the best convergence rate, we design in Sections 4 and 5 optimized sparse approximations
to the matrix  w.r.t. the DDM.
3.2. Spectra of the substructured problem
We substructure in terms of
(
H1
H2
)
=
⎛
⎜⎜⎝
(
C

x
+ ap
)
(u)(
−C 
x
+ ap
)
(u)
⎞
⎟⎟⎠ .
We need to compute T(H1, H2, 0) for arbitrary vectors H1, H2 ∈ Rn. From (9), the solution v2 to
problem (6) has the general following form:
v2 = exp(−C−1x)() + exp(C−1x)()
for some ,  ∈ Rn. Since the solution has to be bounded as x goes to inﬁnity, we have  ≡ 0. The
boundary condition on  yields ( + ap)() = H2 so that
v2 = exp(−C−1x)( + ap)−1(H2).
Thus, Q1(v2)|x=0 = (−( + ap)−1 + ap( + ap)−1)(H2). A similar formula holds for Q2(v1)|x=0.
The substructured problem (7) has thus following form:
(I −T(., ., 0))
(
H1
H2
)
= G, (10)
where T(., ., 0) has the following expression:
T(., ., 0) = −
(
( − ap)( + ap)−1 0
0 ( − ap)( + ap)−1
)
(11)
and
G =T(0, 0, f ).
We have a ﬁrst result relating the spectra of the substructured problem to the convergence rate of the
additive Schwarz method. For any matrix M with real eigenvalues, let eff(M) be the ratio of its largest
eigenvalue to its smallest one. The convergence of a Krylov method applied to a diagonalizable matrix
M depends on eff(M), see [36]. We have
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Lemma 1. We assume that ap is a SPD matrix of order n. Let 	Sc(ap) be the convergence rate of the
Schwarz algorithm, i.e., 	Sc(ap) = max{|
|\
 ∈ Sp(( − ap)( + ap)−1)}. We have that
	Sc(ap)< 1.
Moreover, the matrix Sub(ap) := I −T(., ., 0) has real eigenvalues in (0, 2) symmetric w.r.t. one and
eff(Sub(ap)) = 1 + 	Sc(ap)1 − 	Sc(ap)
.
Proof. Let (v, 
) be an eigenvector, eigenvalue of ( − ap)( + ap)−1. We ﬁrst prove that 
 is real
and belongs to (−1, 1). Indeed, w = ( + ap)−1(v) satisﬁes
( − ap)(w) = 
( + ap)(w).
We take the scalar product with w and get

 = (w,w) − (apw,w)
(w,w) + (apw,w) .
Since  and ap are SPD matrices, we have proved that 
 is real and belongs to (−1, 1). As for the second
part of the proof, we have that (v, v)T, 1 − 
 and (v,−v)T, 1 + 
 are eigenmodes of Sub(ap). Let us
notice that a very similar result may be found in [14]. 
Minimizing the effective condition number is thus equivalent to minimizing the convergence rate of
the Schwarz algorithm. We now give a partial optimality result:
Lemma 2. Let ap be a SPD matrix. Then,
min
∈R eff(Sub(ap)) = eff(Sub(optap)) = (
−1/2
ap 
−1/2
ap )
1/2
,
where
opt = (min(−1ap )max(−1ap ))1/2.
Proof. We have
	Sc(ap) = max
∈Sp((ap)−1)
∣∣∣∣1 − 1 + 
∣∣∣∣
= max
(∣∣∣∣∣1 − min((ap)
−1)
1 + min((ap)−1)
∣∣∣∣∣ ,
∣∣∣∣∣1 − max((ap)
−1)
1 + max((ap)−1)
∣∣∣∣∣
)
.
This expression is minimized by taking  = opt as deﬁned in Lemma 2. In that case, we get
	Sc(optap) =
1 − 
1 +  ,
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where
 :=
√
min(−1ap )/max(−1ap ) = (−1/2ap −1/2ap )−1/2.
Thus, we have (recalling that minimizing the convergence rate of the Schwarz method is equivalent to
minimizing the effective condition number of the substructured problem)
min
∈R eff(Sub(ap)) = eff(Sub(optap)) = 1/ = (
−1/2
ap 
−1/2
ap )
1/2. 
The above lemma shows that ﬁnding optimized sparse approximations to  w.r.t. the DDM reduces
to ﬁnding optimal sparse preconditioners w.r.t. the condition number. In Section 4, we consider diagonal
approximations. In Section 5, we consider an approximation with a sparsity equals to that of matrix A.
4. Robin interface conditions
Notation: Consider the largest (resp., smallest) eigenvalue denoted by Max(M) (resp., min(M)) for
any matrix M .
We consider the case where ap is a diagonal matrix.1 From Lemma 2, we see that it is sufﬁcient to
ﬁnd an optimal diagonal preconditioner to matrix . We shall use Theorem 4 (van der Sluis) which states
that the diagonal of a SPD matrix is a quasi-optimal diagonal preconditioner. More precisely, we prove
a condition number estimate for the following choice:

q−opt
ap := opt0C1/2diag(A)1/2C1/2, (12)
where opt0 is deﬁned in Lemma 2. We have
Theorem 3.
eff(Sub(q−optap )m1/4. min
D∈D (D
−1AD−1)1/4,
where D={positive def inite diagonal matrices} and m is the maximum number of nonzeros in any
row of A.
As an example, for a standard ﬁnite volume discretization for a three dimensional problem m = 5 and
m1/4 = 1.49.
The sequel of the section is devoted to the proof of the theorem. We ﬁrst give a series of results of
linear algebra. The basis for the proof is
Theorem 4 (van der Sluis). If F is a SPD matrix, then
min
D∈D (D
−1/2FD−1/2)(diag(F )−1/2Fdiag(F )−1/2)m. min
D∈D (D
−1/2FD−1/2),
where D={positive def inite diagonal matrices} and m is the maximum number of nonzeros in any
row of F .
1 The authors thank Olivier Dubois, McGill University for his kind contribution to this section.
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Details on this theorem can be found in [17,41].
Lemma 5. Let L be a nonsingular matrix with positive real eigenvalues, then
(L) = (LTL)1/2 Max(L)
min(L)
.
Proof. See [16] 
Lemma 6. Let E and F be SPD matrices. Then,
(E−1/4F 1/2E−1/4)2(E−1/2FE−1/2).
Proof. Let E and F be any SPD matrices. Let us deﬁne L := F 1/2E−1/2. We have by Lemma 5,
(E−1/2FE−1/2) Max(F
1/2E−1/2)2
min(F 1/2E−1/2)2
.
The spectrum of F 1/2E−1/2 is the same as the spectrum of F 1/4E−1/2F 1/4 which is symmetric
(E−1/2FE−1/2) Max(E
−1/4F 1/2E−1/4)2
min(E−1/4F 1/2E−1/4)2
= (E−1/4F 1/2E−1/4)2.
Proof of Theorem 3 is now easy. Indeed, by applying successively Lemmas 2, 6, Theorem 4, we have
(Sub(q−optap )) = ((q−optap )−1)1/2(diag(A)−1/2Adiag(A)−1/2)−1/4
m1/4 min
D∈D (D
−1/2AD−1/2)1/4. 
5. Two parameter interface condition
In the previous section, the interface condition is a Robin interface condition which reads for
domain 1
C

x
+ optC1/2DC1/2,
where D = diag(A)1/2, see (12). In this section, we want to design more efﬁcient interface conditions by
considering more general interface conditions than Robin interface conditions.
Inspired by Higdon’s trick for absorbing boundary conditions [19] (see also [12]), we ﬁrst consider an
interface condition of the form
Q :=
(
C

x
+ 1C1/2DC1/2
)(
C

x
+ 2C1/2DC1/2
)
for some positive parameters 1, 2 and D is an invertible matrix not necessarily equal to diag(A)1/2.
This product yields a second-order derivative w.r.t. x the normal direction
Q := C 
x
(
C

x
)
+ (1 + 2)C1/2DC1/2C

x
+ 12C1/2DCDC1/2.
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By using the operatorLh, this second-order term can be replaced by CB so that condition Q is equivalent
to
Q := CB + (1 + 2)C1/2DC1/2C

x
+ 12C1/2DCDC1/2.
In order to be able to apply results of Section 3, we still have to write this condition in the form
C

x
+ ap,2
for some operator ap,2. Since interface conditions are equivalent up to the left composition with any
invertible operator acting along the interface, we obtain an equivalent condition R by left multiplying Q
by the inverse of (1 + 2)C1/2DC1/2:
R := C 
x
+ C1/2D
−1A + 12D
1 + 2
C1/2. (13)
In other words, we choose to approximate  by
ap,1,2 := C1/2
D−1A + 12D
1 + 2
C1/2 (14)
with 1, 2 > 0 . Let us notice that
(1) If D = diag(A)1/2, D−1/2AD−1/2 is another approximation to A1/2 that is consistent with approxi-
mating A1/2 by D.
(2) The matrix A may be seen as a discretization matrix of a second-order partial differential operator
in the tangential directions to the interface. It is thus related to the optimized of order two interface
conditions [1,20].
As in Section 4, we have to ﬁnd the best parameters 1, 2 in (14). If D and A1/2 commute, it is easy to
show (see [12]) that the convergence rate is
	Sc(ap,1,2) = max
∈Sp(D−1A1/2)
∣∣∣∣ − 1 + 1
∣∣∣∣
∣∣∣∣ − 2 + 2
∣∣∣∣ .
The spectrum of the matrix D−1A1/2 is discrete. If it is replaced by the segment [m, M ], minimizing
	Sc(ap,1,2) w.r.t. to the parameters 1 and 2 reduces to the optimization solved by Wachspress for
ADI methods [45] and whose solution is given in
Theorem7. SupposematricesD andA1/2 commute. Let m:=min(D−1A1/2)and M :=max(D−1A1/2).
The choice
1,opt2,opt = m M , (15)
1,opt + 2,opt =
(
2
√
Mm (m + M)
)1/2
(16)
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yields a bound on the condition number
eff(Sub(ap,1,opt,2,opt))
1√
2
(√
M
m
+
√
m
M
)1/2
.
We have considered in Theorems 3 and 7 optimized interface conditions for a decomposition into two
subdomains. For an arbitrary domain decomposition, the optimization problem becomes very difﬁcult
but is not mandatory. Indeed, in practice, for an arbitrary domain decomposition, the optimized interface
conditions are designed using two-domain decomposition results. Numerical results for various equations
have shown the adequacy of this approach, see [21] for the convection–diffusion equation, [2] or [24] for
the Helmholtz equation and the end of Section 6.3 in our case. Moreover, in [31] a theoretical result in
the constant coefﬁcient case establishes a formula linking the convergence rate for an arbitrary number
of subdomains to the one of the two-subdomain case.
6. Numerical results for the semi-discrete problem
In this section, we test various interface conditions and algorithms in the semi-continuous framework
of the previous sections. More precisely, except for Section 6.3, we work in 2D on the inﬁnite tube
 = R× (0, 1) and consider the operator
L= − 
x
c(y)

x
+ (y) − 
y
(y)

y
(17)
with Dirichlet boundary condition at the bottom and a Neumann boundary condition at the top in order to
show that the method is not limited to a speciﬁc boundary condition. We use a ﬁnite volume discretization
of the operator in the y direction which yields a tridiagonal matrix B of order ny . It is then possible to
form the matrices of the substructured problems (10) for various interface conditions and study their
spectra. We either plot the spectra or give in the tables thee ratio of the largest norm of the eigenvalues
of the substructured matrix over its smallest real part. When the eigenvalues are real, this is the effective
condition number. It corresponds to the case when both subdomains have the same coefﬁcients. When the
subdomains are different, it is possible to have nonreal eigenvalues. Then, the ratio of the largest norm of
the eigenvalues over its smallest real part is a good indicator of the performance of a GMRES algorithm
[36]. We also give iteration counts (#iter in the tables) corresponding to solving Eq. (10) by a GMRES
algorithm [37] with a random right-hand side G. The stopping criterion is a reduction of the residual
by a factor 10−6. Although we do not consider a discretization in the x direction, the results are a good
indication of what would happen in the corresponding fully discrete computations. The fully discretized
equations are considered in Section 6.3.
For the optimized interface conditions denoted by opt0 and opt2 below, computing parameters  by
Lemma 2 or Theorem 7 demands the computation of the square root of a matrix. In order to avoid this extra
cost, the extreme eigenvalues of the matrix product D−1A1/2 are approximated by the square root of the
eigenvalues of D−1AD−1. Thus, there is no need to compute the square root of matrix A. Comparisons
with the exact formula have shown little difference in terms of iteration counts. Typical variations are of
2 or 3 iterations.
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Table 1
Results for highly heterogeneous problems
ny 10 20 40 80 160
(opt0) #iter 11 17 22 28 37
||max/real()min 6.8 31.4 48.8 71.9 1.1e+02
(opt2) #iter 9 11 15 17 18
||max/real()min 1.8 3.8 4.9 5.9 7.2
(noprec) #iter 10 22 61 136 320
max/min 7.3e+02 1.1e+04 2.5e+04 5.3e+04 1.1e+05
(diagprec) #iter 7 17 27 42 64
max/min 42.7 1.1e+03 2.4e+03 5.1e+03 1.1e+04
We now deﬁne more precisely the names written in the tables and corresponding to the various DDMs
which have been tested
• opt0: The interface condition is the one studied in Section 4 except for the simpliﬁcation mentioned
above in the previous paragraph.
• opt2: The interface condition is given by formula (13) where D = diag(A)1/2 and 1, 2 are given by
formulas (15) and (16) except for the simpliﬁcation mentioned above in the previous paragraph.
• noprec: The conjugate gradient is applied to the substructured system (u)=G which corresponds to
a Schur-type method without preconditioner. In this case, G is the jump of the ﬂuxes at the interface
when homogeneous Dirichlet conditions are imposed at the interface.
• diagprec: The above system is preconditioned by its diagonal.
Let us remark that matrices D and A1/2 commute when the coefﬁcients are constant in each subdomain.
Although they do not commute in the general case, the computation of the parameters 1, 2 in opt2 is
based on Theorem 7. Results of Tables 1 and 2 show that the condition numbers are lower than the ones
given by the other approaches although the coefﬁcients are very are highly discontinuous and anisotropic.
Moreover, we have performed a numerical optimization of the coefﬁcients parameters which show indeed
that our choice of the coefﬁcients is not far from the optimal ones. For instance, in the case ny = 80 of
Table 1, a numerical optimization yields a condition number of 1.41 instead of 5.9 when using Theorem
7. The improvement is noticeable but anyway both ﬁgures are lower.
6.1. Highly heterogeneous problems
In Table 1, the diffusion coefﬁcients are highly heterogeneous: c(y) = (y) = val([10y]), where [ ] is
the integer part function and val is the vector val=[adabababab] where a=1.e4, b=1.e0 and d =1.e2.
We have  = 0.
6.2. Different subdomains
In the above case, by symmetry of the problem w.r.t. the interface, a Neumann–Neumann or FETI
algorithm would give convergence in one iteration. In this section, we compare the optimized interface
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Table 2
Results for highly heterogeneous problems and different subdomains
ny 10 20 40 80 160 320
(opt0) #subdom. solves 8 22 32 40 48 56
||max/real()min 1.9 25.6 43.5 65.1 94.1 1.3e+2
(opt2) #subdom. solves 8 11 13 15 15 16
||max/real()min 7.6 3.6 4.6 5.7 6.8 8.2
(Neumann– #subdom. solves 12 18 24 28 32 32
Kappa) max/min 22.1 31.9 35.6 40.7 47.8 59.7
(Neumann– #subdom. solves 10 18 24 24 24 28
MatKappa) max/min 1.9 2.2e+2 3.0e+2 4.2e+2 6.2e+2 9.6e+2
conditions approach developed so far to these algorithms when the operators in domains 1 and 2 are
not the same, i.e., coefﬁcients C jump across the interface.
We now deﬁne more precisely the names written in the tables and corresponding to the various DDMs
which have been tested: opt0, opt2, NeumannKappa and NeumannMatKappa.
opt0 and opt2: In both cases, matrices ap,i , i = 1, 2 are built separately as in Section 6. These
approximations do not take into account the fact they are used in a domain decomposition in which now
operators vary from one domain to the other. Numerical results show that for opt2 iteration counts are
still good.
NeumannKappa: This corresponds to a Neumann–Neumann algorithm. The interface problem is
symmetric. It is thus better to use a conjugate gradient algorithm applied to the substructured problem
(1 +2)(u)=G preconditioned by w1−11 w1 +w2−12 w2 with wi =C1/C1 +C2 and i the DtN map
of domain i , i = 1, 2.
NeumannMatKappa: The same as above except that the weights in the preconditioner come from the
discretization matrix wi is the diagonal of the discretization matrix of the problem.
For these last two methods, one iteration consists in solving a Dirichlet and a Neumann boundary
value problem in each subdomain. In Table 2, we consider a highly heterogeneous case: 1,2 =0, c1(y)=
val1([10y]) and val1 is the vector.
val1 = [bdbababbdb], where a = 1.e4, b = 1.e0 and d = 1.e2, 1(y) = val2([10y]) and val2 is the
vector.
val2 = [babadabbeb], where a = 1.e4, b= 1.e0, d = 1.e2 and e= 1.e3, c2(y)= val3([10y]) and val3
is the vector.
val3 = [abagbbagab], where a = 1.e4, b= 1.e0 and g = 1.e2 and 2(y)= val4([10y]) and val4 is the
vector.
val4 = [badabaaadb], where a = 1.e0, b = 1.e4 and d = 1.e2.
Iteration counts for opt0 are signiﬁcantly higher than in Table 1. Whereas, the interface conditions
opt2 are quite insensitive to the fact that operators are not the same in the subdomains. From the theory
for Neumann–Neumann or FETI method (see e.g., [23,27] or [22] and references herein) the condition
number can be made independent of the jumps of the coefﬁcients across the interface if these coefﬁcients
are smooth in each subdomains. This is not the case here where coefﬁcients jump both along and across
the interface. Therefore, results of Table 2 do not contradict these theoretical results.
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Fig. 1. Lithology for a bounded domain simulation. The interface is located between the two geological blocks. The computation
has been obtained with a prototype code developed at IFP.
6.3. Fully discretized equations
Previous results correspond to a semi-continuous problem on an inﬁnite tube decomposed into two
half tubes. A complete analysis of the fully discrete case is made in [10]. This analysis is necessary when
the mesh size in the x direction is large. The analysis is similar to the one made here except that the
factorization (9) has to be replaced by a LDU factorization of the matrix discretizing the operatorL. The
formula for the matrix is more complex and hence its approximation by a sparse matrix is more complex
as well. Here, we give results for a ﬁnite volume simulation performed on a domain bounded in both x
and y directions. We have only tested Robin and optimized of order 2 (opt2) interface conditions. For a
two-domain decomposition, the global computational domain is the rectangle [0, 8000] × [0, 2000] with
160×40 discretization points. In Fig. 1, we plot the corresponding eigenvalues of the substructured system
for the opt2 interface conditions for the computational domain and for a smaller one ([0, 4000]×[0, 2000]
with 80 × 40 discretization points). The domain is composed of multiple layers with two lithologies:
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Fig. 2. Eigenvalues of the substructured problem for various interface conditions: triangle: opt2 (smaller domain) , square: opt2.
= 0.00788918 and = 3.15567, see Fig. 2. The iteration counts are: 11 iterations for the opt2 interface
conditions and 21 for Robin interface conditions for the two-domain decomposition. For the same kind
of lithologies, we have tested decompositions in more than two subdomains. The iteration counts are: for
three subdomains: 15 iterations for opt2 and 47 for Robin and for ﬁve subdomains: 24 for opt2 and 43
for Robin.
7. Conclusion
For problems with highly anisotropic and discontinuous coefﬁcients, plateaus in the convergence of
Krylov methods exist even when using “good” preconditioners. A classical remedy is to use deﬂated
Krylov methods. We have developed in this paper a new algebraic approach in the DDM framework.
We propose a way to compute optimized interface conditions for domain decomposition methods for
symmetric positive deﬁnite equations. Compared to deﬂation, only two extreme eigenvalues have to be
computed. Numerical results show that the approach is efﬁcient and robust even with highly discontinuous
coefﬁcients both across and inside subdomains. The nonsymmetric case is under study, see [15]. The
optimization of the interface condition is then much more difﬁcult. This was already the case for a
continuous approach of the problem, see [6]. This is even more the case at the discrete level where we
have no explicit formula for the discrete Steklov–Poincaré operator. Let us mention that such interface
conditions can be used on nonmatching grids, see [9].
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