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Summary 
 
The eddy current NDE (Non-destructive Evaluation) modelling using Stratton-Chu formulations based fast algorithm is 
analyzed. Stratton-Chu formulations, which have no low frequency breakdown issue, are selected for modelling 
electromagnetic NDE problems with low frequency and high conductivity approximations. As the main contribution of 
this article, the robustness and efficiency of the approximations, which result in big savings in both memory and CPU 
time, are validated and analyzed using examples from practical EC testing. The boundary element method (BEM) is used 
to discretize the integral equations into a linear system of equations: the first order Rao-Wilton-Glisson (RWG) vector 
basis functions with the flat triangle meshes of the object and pulse basis functions are selected to expand the equivalent 
surface currents and the normal component of magnetic fields, respectively. Then the multilevel adaptive cross 
approximation (MLACA) algorithm is applied to accelerate the iterative solution process. The performance and efficiency 
of adaptively applying multi-stage (level) algorithm based on the criteria concluded for the operators are shown.   
 
1. Introduction 
 
Non-destructive testing and evaluation (NDT/E) have wide applications in aerospace, transportation, and nuclear 
engineering. Several techniques have been used for NDT/E, such as ultrasonic testing, radiographic testing, eddy current 
testing (ECT), and so on. In ultrasonic testing, high frequency sound waves are sent into the object under test. The 
amount of energy transmitted or received and the propagation time delay are analyzed to determine the presence of flaws 
[1]. In radiographic testing, X-rays generate images of the internal structure [1]. Eddy current testing is electromagnetism-
based NDT method. Eddy current NDT/E has been widely used for more than four decades for inspection of metals such 
as: copper, aluminium or steel [2].  
Eddy currents are created through electromagnetic induction. The presence of cracks or flaws near the surface of the 
conductor creates a small but measurable effect on the impedance observed by a pickup coil, which is often the probe 
itself. ECT is used for measuring electrical conductivity, material and coating thicknesses, and detecting cracks in both 
ferromagnetic and non-ferromagnetic materials [3]. It is particularly attractive due to its sensitivity to small defects and 
the ability to probe near- and sub-surface defects without making direct contact with the inspection sample. Compared to 
other techniques, it is fast and provides real-time results. Furthermore, ECT measurements can be performed with 
portable and low-cost equipment [1]. ECT also permits high speed testing of up to 150 m/s under harsh operating 
conditions when other methods are not accessible [4].  
Eddy current simulation plays a critical role in ECT, it reduces both time and cost of measurements and also provides 
the accurate predictions when the measurements are not available for NDE problems. The algorithmic work makes 
solving the complex ENDE problems accurately and efficiently possible. The forward solver paves the way for solving 
the inverse problems which aim to estimate the shape of an unknown crack from probe impedance measurements.  
*Author for correspondence (jisong@iastate.edu). 
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 Many efficient simulation tools have been developed for solving ECT problems which include analytical, semi-
analytical and numerical methods. Analytical method works for several canonical geometries [5]. The semi-analytical 
methods, such as the truncated region eigenfunction expansion (TREE) method, can solve the certain structural ECT 
problems in the truncated dimension with a series expansion of eigenfunctions [6]. However, neither analytical nor semi-
analytical method can deal with problems of complicated geometry.  
Numerical methods are more flexible to handle general probe-flaw interaction problems. Numerical methods are 
categorized into two kinds based on the type of equations to be solved. The first kind is solving the differential equation 
and the second one is solving the integral equation. The finite element method (FEM) which solves the first type of 
equations is popular in ECT because it is easier to be implemented compared with the integral equation solvers [7]. In 
FEM, the entire domain needs to be discretized with the volume meshes which leads to the huge cost of the 
computational resources. For solving the second type of the equation, there are the boundary element method (BEM) and 
the volume element method (VEM) [8-10]. CIVA software platform is developed by the French Atomic Commission 
(CEA) and partners, and its Eddy current simulations rely on VEM [11-12]. Coupled VEM-BEM approach can model the 
narrow cracks and volumetric flaws efficiently [13].  
BEM has some advantages over other methods such as: firstly, only the surfaces of considered domains need to be 
discretized; secondly, the exterior problems with unbounded domains but with bounded boundaries are handled as easily 
as interior problems; finally, the solution in the interior domain is approximated with a rather high convergence rate; and 
moreover, the same rate of convergence holds for all derivatives of any order of the solution in the domain [14]. In the 
computation process of BEM, the unknown functions in the boundary integral equation are expanded by known basis 
functions first [13-15]. Then the integral equation is evaluated by the weighting or testing functions and reduced into a 
system of linear matrix equations. The last step is to solve the matrix equation. The storage complexity of BEM is 
 2O N , and the computational complexity is  3O N  with a direct solver and is  2O N  with an iterative solver, where 
N  is number of unknowns [15]. As the problem size becomes larger, it leads to huge memory and CPU time cost due to 
the full impedance matrix generated.  
To overcome the issue of huge costs from large number of unknowns, fast algorithms have since been proposed to 
accelerate solving BEM. Fast algorithms can be categorized in kernel dependent and independent methods. For the kernel 
dependent method, it needs to deal with the kernel functions of integral equations. The multilevel fast multipole algorithm 
(MLFMA) is based on the addition theorem for spherical harmonics and regarded as one of the most successful methods 
[16]. For the kernel independent method, for example, there are the UV method [17], the H2-matrix method [18], and the 
multilevel adaptive cross approximation (MLACA) algorithm [19]. The MLACA is an efficient method to compress the 
far block interaction matrices. It maintains the merits of ACA algorithm which is pure algebraic and easy to be 
implemented [20]. MLACA algorithm improves the efficiency of ACA algorithm through hierarchically subdivision of 
the object, the memory and the CPU time of a matrix-vector multiplication are comparable to that of MLFMA [19].  
In this article, the Stratton-Chu formulations with low frequency and high conductivity approximations have been studied 
for BEM modelling of eddy current NDE problems. The main contribution of this article is that the robustness and 
efficiency of the approximations are validated using examples from the practical EC testing. This study is vital to ensure 
the accuracy of the integral equation method with approximations. Then MLACA algorithm is applied to accelerate the 
iterative solution process. The efficiency of the operators in Stratton-Chu formulations for adaptively controlling multi-
stage (level) algorithm is studied to improve the performance of the traditional MLACA algorithm.   
 
2. Formulation 
 
The Stratton-Chu formulations, which explicitly contain both the tangential and normal components of surface fields and 
do not have the low frequency breakdown issue [21] 
       ˆ ˆ ˆ( ) ( ) ( ) ( , ) ( ) ( , ) ( , ) ( )inc
S
G G j G dS               E r E r n E r r r n E r r r r r n H r   (2.1) 
       ˆ ˆ ˆ( ) ( ) ( , ) ( ) ( ) ( , ) ( ) ( , )inc
S
j G G G dS               H r H r r r n E r + n H r r r n H r r r   (2.2) 
where incE  and incH  are incident electric and magnetic fields, S  is the boundary of the domain of interest, , Sr r  are 
the field and source points respectively,   is the angular frequency,   and   are the permeability and permittivity, n̂  
is the unit normal direction pointing towards the solution domain,   is the gradient with respect to r , 
 -( , ) 4 -jkG e   r rr r r r  is the Green function and k  is the wavenumber. 
For eddy current problems, two regions are considered. Region 1 is the free space and Region 2 is the metal with high 
conductivity as shown in Figure 2.1.  
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Figure 2.1 Electromagnetic fields in two regions of eddy current NDE 
 
For Region 1,  1ˆ ˆn n  and 1 1( , ) ( , )G G    r r r r , and for Region 2, 2ˆ ˆ n n  and 2 2( , ) ( , )G G    r r r r , 
(2.1) and (2.2) can be expanded as 
       1 1 1 1 1ˆ ˆ ˆ( ) ( ) ( ) ( , ) ( ) ( , ) ( , ) ( )
inc
S
G G j G dS              E r E r n E r r r n E r r r r r n H r   (2.3) 
       1 1 1 1 1ˆ ˆ ˆ( ) ( ) ( , ) ( ) ( ) ( , ) ( ) ( , )
inc
S
j G G G dS              H r H r r r n E r n H r r r n H r r r   (2.4) 
       2 2 2 2 2ˆ ˆ ˆ( ) ( , ) ( ) ( ) ( , ) ( ) ( , )
S
j G G G dS             E r r r n H r n E r r r n E r r r   (2.5) 
       2 2 2 2 2ˆ ˆ ˆ( ) ( , ) ( ) ( ) ( , ) ( ) ( , )
S
j G G G dS              H r r r n E r n H r r r n H r r r   (2.6) 
where 1  and 1  are the permeability and permittivity of free space, 2  and 2  are the ones of metal.  
The equivalent electric and magnetic surface currents are introduced to make the equations more compact 
    ˆS  J r n H r   (2.7) 
     ˆS  M r E r n   (2.8) 
where    1H r H r . 
Equations (2.4) and (2.6) are multiplied by 1 1 1    to make the equations in the same dimension, then (2.3) to 
(2.6) can be written as  
       1 1 1 1 1ˆ( ) ( ) ( ) ( , ) ( , ) ( , )
inc
S S
S
G G jk G dS            E r E r n E r r r M r r r r r J r   (2.9) 
     1 1 1 1 1 1 1 1 1ˆ( ) ( ) ( , ) 1 ( , ) ( ) ( , )inc S S
S
jk G G G dS               H r H r r r M r r r n B r r r J r   (2.10) 
       2 2 2 1 2 2 2ˆ( ) ( , ) ( , ) ( , )S S
S
jk G G G dS             E r r r J r r r n E r r r M r   (2.11) 
   1 2 1 2 1 2 1 2 2 2ˆ( ) ( , ) ( , ) ( ) ( , ) ( )S S
S
j k G G G dS              H r r r M r r r n B r r r J r   (2.12) 
Let the observation point r  approach surface S and then take the cross product of equation (2.10), (2.11) and the dot 
product of equation (2.9), (2.12) with n̂ , then 
      1 1 1 1
1
ˆ ˆ ˆ ˆ ( )
2
inc
n S S nE jk E        n K M r n L J r n R n E r   (2.13) 
        1 1 1 1 1
1
ˆ ˆ ˆ ˆ ( )
2
inc
S n S SB jk            J r n R n K J r n L M r n H r   (2.14) 
        21 2 2 2
1
1
ˆ ˆ ˆ 0
2
S S S njk E


          M r n L J r n K M r n R   (2.15) 
      2 2 21 2 2 2
1 1 1
1
ˆ ˆ ˆ 0
2
n S S nB jk B
  
  
        n L M r n K J r n R   (2.16) 
where   1 1ˆnB   n B r ,  ˆnE  n E r , and the operators L , K , R  are [22] 
      j j
S
G dS   L X r, r X r   (2.17) 
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      . .j j
S
PV G dS    K X r, r X r   (2.18) 
      . .j n j n
S
X PV G X dS   R r, r r   (2.19) 
where P.V. stands for the principal value.  
In the frequency range of ECT, because the displacement currents in the metal test pieces are negligible compared with 
conducting currents. Equations (2.4) and (2.5) can be written as [22] 
    1 1 1 1ˆ ˆ( ) ( ) 1 ( , ) ( ) ( , ) ( )
inc
S S
G dS G dS             H r H r r r n B r r r n H r   (2.20) 
  2 2 2 2ˆ ˆ( ) ( , ) ( ) ( , ) ( )
S S
j G dS G dS            E r r r n H r r r n E r    (2.21) 
where 2 1 2r j j           and 2 1 1 2 1ˆ ˆ ˆ n E n E n E , because of the high conductivity and the low 
frequency. (2.10) and (2.11) can be approximated as  
    1 1 1 1 1 1 1ˆ( ) ( ) 1 ( , ) ( ) ( , )inc S
S S
G dS G dS               H r H r r r n B r r r J r   (2.22) 
      2 2 2 1 2 2( ) ( , ) ( , )S S
S S
jk G dS G dS           E r r r J r r r M r   (2.23) 
(2.14) and (2.15) would be 
      1 1 1
1
ˆ ˆ ˆ ( )
2
inc
S n SB      J r n R n K J n H r   (2.24) 
      21 2 2
1
1
ˆ ˆ 0
2
S S Sjk


    M r n L J n K M   (2.25) 
   For the BEM implementation, the surface of the object is discretized into small triangular elements. The RWG vector 
basis function and the pulse basis function are selected to expand the unknown functions. The structure of RWG function 
is similar to the roof-top basis function for connecting quads, but the ending edges merge as nodes [23]. There is no 
accumulation of charge on the edge as the normal component of the current on the common edge is continuous from 
triangle to triangle [23]. The RWG basis function straddles two adjacent triangles and hence its description requires two 
contiguous triangles.  
   The RWG basis function is defined as [23] 
  n
2
2
n
n n
n
n
n n
n
l
T
A
l
T
A
 

 




 
 

ρ r
Λ r
ρ r
  (2.26) 
where nl  is the edge length of the contiguous edge between two triangles, nA
  is the area of the respective triangles, n

ρ  is 
vector from the point to the apex of the respective triangles, and nT
  is the support of the respective triangles.  
   With the RWG vector basis functions and pulse basis functions, the tangential components of the electric and magnetic 
fields, and the normal component of the magnetic fields are expanded as 
          
1 1 1
, ,
e e pN N N
S n n S n n n n nn n n
a c B d b
  
    J r Λ r M r Λ r r   (2.27) 
where  nb r  is the pulse basis for triangle nT , eN  is total number of edges and pN  is total number of triangles.    
   Then the Galerkin’s method is applied, (2.24) (2.25) are tested with  mΛ r  and (2.16) is tested with  mb r . The 
discretized impedance matrix of the Stratton-Chu formulations reads [22] 
 
1 1
2
2 2
1
22
2 2 2 2
1
1
0
2
1
0 0
2
0
1
2
I
n n n
a
j c
d
jk




 
 
 
 
    
         
        
  
  
T K R
V
L T K
K L D R
  (2.28) 
where subscript 1,2i   stands for Medium 1 (air) or Medium 2 (metal), the superscript   and n  denote the cross or dot 
product with the normal unit vector n̂ , and give the tangential and normal components, respectively, 1/c c k  . 
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The discretized form of BEM matrix has seven nonzero matrices with four kinds of dimensions (number of edges by 
number of edges, number of triangles by number of edges, number of edges by number of triangles, and number of 
triangles by number of triangles). 
The expanding terms in the matrix are shown as [22]. In (2.28), D  is a diagonal matrix, T  is a diagonal-dominant 
sparse matrix, L  is the electric (magnetic) field due to the electric (magnetic) current directly, K  is the electric 
(magnetic) field due to the magnetic (electric) current, and R  is the electric (magnetic) field due to the electric 
(magnetic) charge [24]. The dimensions of each matrix are due to the number of basis and testing functions. In (2.28), the 
low frequency and high conductivity approximations make the total number of unknowns of the BEM based on Stratton-
Chu formulations as =2 e pN N N  (with totally seven nonzero submatrices), with the storage complexity  2O N . While 
for the BEM based on Stratton-Chu formulations without the low frequency and high conductivity approximations, the 
total number of unknowns is 2 2e pN N  (with totally twelve nonzero submatrices, and can be derived from (2.13) - 
(2.16)). It is easily concluded that the approximations lead to a big saving in both memory and CPU costs as 
pN  grows.  
Although the low frequency and high conductivity approximations make the BEM more efficient, the robustness of 
that for solving eddy current NDE problems needs to be studied and validated.  This is because in different operating 
frequency ranges, applying the approximations improperly may cause the accuracy and efficiency issues. For example, 
for NDE cases with conductivity several MS/m, it is necessary to know that in which frequency range the approximations 
have no effect on the accuracy. Within the frequency range, the approximations can be used without causing accuracy and 
efficiency issues, while out of the frequency range, the approximations should not be applied. Then based on the robust 
operating frequency range concluded, in the next section, the fast algorithm can be applied to accelerate solving the 
integral equation with the low frequency and high conductivity approximations for the practical NDE cases.   
Auld’s formula is used to calculate the impedance change corresponding to the isolated probe coil in the presence of 
the conductor (flawed or unflawed) and the impedance variation of unflawed and flawed cases [25]. If only the equivalent 
surface currents 
S
J  and 
S
M  exist on the surface, Auld’s formula for the impedance change in the surface integral form 
reads [22] 
 0 2
1 inc inc
S
Z Z Z dS
I
       S SH M E J   (2.29) 
where incE  and incH  are the incident probe fields, I  is the probe terminal current, Z  is the impedance of the coil in the 
presence of the flawed conductor and 
0Z  is the coil impedance in the presence of a similar but unflawed conductor.  
Very few canonical objects have analytical solutions for NDE applications. The sphere case is only one 3D object with 
simple accurate solutions. To study the robustness and efficiency of the low frequency and high conductivity 
approximations, the case with analytical solution of a single turn coil symmetrically located above a conducting sphere is 
selected as shown in Figure 2.2.  
 
Figure 2.2 Cross section for a single turn coil above a conducting sphere [26]. 
 
In Figure 2.2, Region 0 is the free space and Region 1 is the conducting sphere. The single turn coil with radius cr  
whose axis goes through the center of the sphere of radius 1  and conductivity  . h  is the lift-off distance and c  is the 
distance between the origin of the sphere and the edge of the coil.  
In [26], the impedance change when a single turn coil placed above a conducting sphere has an analytical form as 
    2 20 1 sinind c cZ r Z     (2.30) 
where 
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   (2.31) 
0 1 2c cr r      ,  0 1 1k j j       and 0  is the permeability of free space, 1  is the relative 
permeability of the conducting sphere,   is the skin depth, 
   1nP x  is an associated Legendre function with the degree n 
and the order 1,  J x  is Bessel function of the first kind with the order v, '  denotes the ordinary derivative.   
The information about excitation electromagnetic field by a single turn coil can be found in [27]. Suppose the circular 
current filament of the radius 0  in the plane 0z z . The electromagnetic field can be written in terms of Bessel function 
of the first kind since it is regular on the axis and vanishes as   [27] 
       00 0 1 0 1
0
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2
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    00 1 0 0
0
0
1
,
2
z z
z
E Ij
H z J J e d
 
 
    
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
 
 
  (2.34) 
The frequency range from 1 kHz to 100 MHz is studied for the case of a single turn coil symmetrically located above a 
conducting sphere. At each frequency, the impedance changes of both real and imaginary parts achieved by the analytical 
method using equation (2.31) (as marked as "Theory"), the Stratton-Chu formulation-based BEM with approximations 
(the number of unknowns is 2 e pN N  and only seven nonzero submatrices in (2.28)), and the Stratton-Chu formulation-
based BEM without approximations (the number of unknowns is 2 2e pN N  and totally twelve nonzero submatrices) are 
compared in Figure 2.3. The impedance changes are normalized against the frequency. The conductivity of the sphere is 1 
MS/m, the radius of single turn coil cr  is 10 mm, the radius of the conducting sphere 1  is 8 mm, and the axial distance 
between the coil and top of the sphere h  (the lift-off) is 1 mm. 
 
 
(a) Comparison of the normalized resistance changes against the frequency. 
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(b) Comparison of the normalized reactance changes against the frequency. 
Figure 2.3 The normalized impedance changes of a coil against the frequency, calculated by the analytical method, the 
BEM based on Stratton-Chu formulations with and without the low frequency and high conductivity approximations. 
 
From Figure 2.3, a good agreement of normalized impedance changes against frequency for both real and imaginary 
parts is observed between the analytical method and the BEM based on Stratton-Chu formulations with and without the 
low frequency and high conductivity approximations from 1 kHz up to 50 MHz, which is within the eddy current NDE 
frequency range [2] for the case of the conductivity with several MS/m. The good agreement between the analytical 
method and the BEM based on Stratton-Chu formulations with the low frequency and high conductivity approximations 
shows the robustness and efficiency of its implementations to the eddy current NDE problem with conductivity of several 
MS/m and up to 50 MHz.   
 
3. MLACA algorithm 
 
Having demonstrated the robustness and studied the operating frequency range of the BEM based Stratton-Chu 
formulations with low frequency and high conductivity approximations, the MLACA algorithm with adaptively 
controlling the multi-stage (level) algorithm based on the criteria concluded for accelerating the integral equation method 
is introduced.  
The details of ACA algorithm and MLACA algorithm can be found in [19-20, 28-33]. The basic idea of ACA 
algorithm is that it approximates the rank deficient matrix m nZ  with two matrices rankmU  and rank nV  as shown in Figure 
3.1, where “rank” is the effective rank of the matrix m nZ .  
 
Figure 3.1 Matrix approximation by the ACA for matrix Z. 
 
For the rank deficient matrices, rank min( , )m n  which means for the original matrix Z , instead of storing m n  
elements, only  rank m n   elements need to be stored which greatly decreases the memory requirement compared 
with that in BEM.  
The entire impedance matrix generated from BEM is not rank deficient, however, because of the nature of the Green 
function, there are still a lot of submatrices with low-rank property. To find out these submatrices, the object needs to be 
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subdivided. A tree structure is applied to wrap the whole object, the number of blocks is increased by dim2l , where l  is 
the number of levels, “dim” is the dimensions of the object.  
To illustrate the tree structure, a 2D curve is divided into N blocks as shown in Figure 3.2,  
 
 
Figure 3.2 A 2D curve is divided by N blocks. 
 
In Figure 3.2, the interactions between all blocks are divided as diagonal-block interaction which is the self-interaction, 
near-block interactions which are the interactions between the adjacent blocks, and the far-block interactions which are 
the interactions between two blocks which has at least one block between them. The diagonal-block interactions as well 
as the near-block interactions are computed and stored directly. While the far-block interactions, which are the well-
separated rank deficient submatrices, are compressed by the ACA algorithm.  
The MLACA algorithm can further compress the rank deficient matrices with introducing the relationships between 
parents and children of the blocks [34].  The object is subdivided into blocks hierarchically, based on the relative distance 
of the two blocks, the block pair interactions are classified into the near-block interactions, the diagonal-block 
interactions which almost has no difference compared with the ones defined for ACA, and the near-far-block interactions. 
The near-far-block interaction is the far-block interaction for two blocks whose parents are near-block to each other. It 
has the property of numerically low rank and can be compressed by the MLACA algorithm.  
A 2D case is shown in Figure 3.3 to explain the relationships between the parents and children of the tree structure, and 
the near-block, diagonal-block, and near-far-block interactions.  
 
 
Figure 3.3 The relationships between the parents and the children of the tree structure,  
and the near-block, the diagonal-block and the near-far-block interactions. 
 
It can be observed in Figure 3.3 that the whole plate is at Level 0. Block 1 at Level 0 is divided into four smaller blocks 
at Level 1. At Level 2, the four small blocks at Level 1 are further divided into sixteen smaller blocks. Blocks 1-4 at 
Level 1 (in blue) are the children of Block 1 at Level 0 (in green) and the parents of Blocks 1-16 at Level 2 (in red).  
The near-far block interaction starts from Level 2, the blocks circled in dash lines have the same parent: Blocks 1-4 at 
Level 2 are the children of Block 1 at Level 1. For Block 1, at Level 2, the near blocks are Blocks 2-4, and Blocks 5-16 
are its near-far blocks because their parents (Blocks 2-4 at Level 1) are the near blocks of Block 1 at Level 1.  
Then the case of placing the probe coil inside the borehole is selected to show the advantages of adaptively applying 
the multi-stage (level) algorithm. The cross section of an n-turn coil with the rectangular cross-section is shown in Figure 
3.4. 
The n-turn coil with the rectangular cross-section has an inner radius ir  and outer radius or  with a thickness l  and lift-
off distance S . The electric field has the form [6] 
      , , , , , , ,
o
i
r s l
s s s s s s
S r s
z z a h dS z a h da dh  

   E E E   (3.1) 
where S is the coil cross-section,  , , ,s sz a hE  is the electric field produced by the equivalent current. sa  and sh  are the 
continuous variables in the radial and vertical directions, respectively. The details of derivation of the incident 
electromagnetic fields for the n-turn coil with the rectangular cross section are shown in [27].  
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Figure 3.4 An n-turn coil with the rectangular cross section.  
 
In order to get the criteria of adaptively applying the multi-stage (level) algorithm for different operators, the case of 
two identical coaxial conducting boreholes is used with inner radius 8.32 mm, outer radius 200 mm, axial length 12 mm, 
and the conductivity 0.84 MS/m. Keeping the edge size of the triangular mesh as one third of skin depth and vary 
frequency from 3 kHz to 1.5 MHz that is smaller than 50 MHz result in the changes of number of unknowns [33]. 
Different stages (levels) MLACA algorithm are applied to the far-block interaction between the two boreholes. The 
criteria of adaptively applying the multi-stage (level) algorithm for different operators are summarized in Table 3.1 and 
are based on the block size.  
 
Table 3.1 The criteria of adaptively applying the multi-stage (level) algorithm for different operators. 
 
2 1 2 

L  10.5
T K  20.5
T K  20.5
nD R  22 2
nk L  2 1 2
n  K  1

R  
1 stage MLACA <800 <3000 <700 <400 <700 <340 <800 
2 stage MLACA 800~5500 3000~23000 700~4500 400~1000 700~1500 340~1500 800~1200 
3 stage MLACA >5500 >23000 >4500 >1000 >1500 >1500 >1200 
 
Based on the criteria concluded, the performance of applying different stage (level) algorithm of operators are then to 
be studied. The borehole, which is widely used in the heat exchangers and steam generators to increase the amount of 
heat transferred, is shown in Figure 3.5, with the radius 8.32 mm, height 48 mm, thickness 200 mm, conductivity 0.84 
MS/m and the operating frequency is 30 kHz which is within the operating frequency range of the low frequency and 
high conductivity approximations as concluded. With keeping the block size at the finest level around 50 and changing 
the mesh density, 4 to 8 levels are used for different number of unknowns. MLACA algorithm is applied with tolerance 
310   for different operators. The impedance changes achieved have the relative difference smaller than 1% as 
compared with the semi-analytical method in [36] (the source code of the semi-analytical method is provided by the 
authors of [36]). For CPU time per iteration, the proposed method needs average 20% of the integral equation method 
with approximations. 
 
 
Figure 3.5 The coil with rectangular cross section inside the borehole.  
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2 1 2 

L , 10.5
T K , and 20.5
T K  operators with the same matrix dimension as number of edges by number of 
edges are considered first. Table 3.2 shows the memory requirement of the top three levels with multi-stage (level) 
MLACA algorithm for the 
2 1 2 

L  operator. In Table 3.2, S=X/Y/Z represents X stage (level) MLACA algorithm is 
applied for the near-far-block interactions at Level 4, Y stage (level) MLACA algorithm is applied for the near-far-block 
interactions at Level 3 and Z stage (level) MLACA algorithm is applied for the near-far-block interactions at Level 2.  
 
Table 3.2 Total memory requirement (GB) of the top three levels  
with different stages (levels) MLACA algorithm for 
2 1 2 

L  operator, 
310  . 
Number of Unknowns S=1/1/1 S=1/2/3 S=1/2/2 S=1/1/3 S=1/1/2 
3252 0.0766 0.1006 0.0930 0.0833 0.0756 
13075 0.340 0.330 0.321 0.343 0.333 
54456 1.45 1.40 1.42 1.42 1.43 
219816 5.93 5.63 5.66 5.75 5.78 
888376 27.5 22.7 25.1 23.4 25.8 
 
In Table 3.2, the number of levels is 4 when the number of unknowns is 3252. The box size at Level 2 is around 800, at 
Level 3 is around 200 and at Level 4 is around 50. Based on the criteria in Table 3.1, 1 stage (level) MLACA algorithm 
should be applied to the near-far-block interactions at Levels from 4 to 3, and 2 stage (level) MLACA algorithm should 
be applied to the ones at Level 2 (S=1/1/2) to optimize the performance as validated in Table 3.2. For S=1/1/2, it costs 
1.3% less than S=1/1/1, 24.9% less than S=1/2/3, 18.7% less than S=1/2/2, 9.2% less than S=1/1/3. S=1/1/2 is the most 
efficient combination of multi-stage (level) algorithm than others.  
When the number of unknowns is 13075, the number of levels is 5. The box size at Level 2 is around 3200, at Level 3 
is around 800 and at Level 4 is around 200. 1 stage (level) MLACA algorithm should be applied to the near-far-block 
interactions at Level 4, and 2 stage (level) MLACA algorithm should be applied to the ones at Levels 3 to 2 (S=1/2/2) 
based on the criteria concluded to optimized the performance as validated in Table 3.2. For S=1/2/2, it costs 5.6% less 
than S=1/1/1, 2.7% less than S=1/2/3, 6.4% less than S=1/1/3, and 3.6% less than S=1/1/2.  
When the number of unknowns is 54456, the number of levels is 6. The box size at Level 2 is around 13000, at Level 3 
is around 3200 and at Level 4 is around 780, based on the criteria concluded, S=1/2/3 should be the most efficient one as 
validated in Table 3.2. For the memory cost of top three levels, S=1/2/3 costs 3.5% less than S=1/1/1, 1.4% less than 
S=1/1/3 and S=1/2/2 and 2.1% less than S=1/1/2. The memory savings increase a lot when setting the tolerance of 
MLACA algorithm as 
210  which still maintains the good accuracy with the relative difference smaller than 1%. The 
total memory requirement of the top three levels with different stages (levels) MLACA algorithm for 2 1 2 

L  operator 
with 
210   is shown in Table 3.3. With the tolerance 210  , S=1/2/3 costs 0.47 GB that is 7.8% less than S=1/1/1 
(0.51 GB), 2.1% less than S=1/2/2 (0.48 GB), 4.1% less than S=1/1/3 (0.49 GB), and 6.0% less than S=1/1/2 (0.5 GB). 
Also, instead of costing memory of around 44 GB to compute and store the full matrix, only 2.6% of it is needed with the 
MLACA algorithm of adaptively applying the multi-stage (level) algorithm, also it keeps the good accuracy.  
 
Table 3.3 Total memory requirement (GB) of the top three levels  
with different stages (levels) MLACA algorithm for 2 1 2 

L  operator, 
210   
Number of Unknowns S=1/1/1 S=1/2/3 S=1/2/2 S=1/1/3 S=1/1/2 
3252 0.0284 0.0292 0.0287 0.0277 0.0272 
13075 0.1232 0.1167 0.1165 0.1180 0.1178 
54456 0.512 0.473 0.501 0.490 0.482 
219816 2.061 1.912 1.930 1.983 2.002 
888376 9.351 7.630 8.554 7.913 8.771 
 
As to the cases with number of unknowns 219816, for the memory cost of top three levels, with 
310  , S=1/2/3 costs 
5.1% less than S=1/1/1, 2.1% less than S=1/1/3, 0.53% less than S=1/2/2 and 2.6% less than S=1/1/2, and with 
210  , 
S=1/2/3 costs 7.3% less than S=1/1/1, 3.5% less than S=1/1/3, 1% less than S=1/2/2 and 4.5% less than S=1/1/2. And for 
the case with number of unknowns 888376, with 
310  , S=1/2/3 costs 17.5% less than S=1/1/1, 3.0% less than S=1/1/3, 
9.6% less than S=1/2/2 and 12.0% less than S=1/1/2, and with 
210  , S=1/2/3 costs 18.5% less than S=1/1/1, 3.5% less 
than S=1/1/3, 10.8% less than S=1/2/2 and 13.0% less than S=1/1/2. It can be easily concluded that the criterion works 
well for the 2 1 2 

L  operator. For the other two operators 10.5
T K  and 20.5
T K  with same matrix dimension, 
similar tests are done and the memory savings are achieved by following the criteria shown in Table 3.1.   
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Then it goes to study the performance of 
20.5
nD R  operator with the matrix dimension as number of patches by 
number of patches. Figure 3.6 shows the memory requirement of the top three levels with adaptively applying the multi-
stage (level) algorithm for the 
20.5
nD R  operator when the number of unknowns is 2192.  
In Figure 3.6, number of levels is 4 and number of unknowns is 2192. The box size at Level 2 is around 550, at Level 3 
is around 140 and at Level 4 is around 40. Based on the criteria concluded as shown in Table 3.1, 1 stage (level) MLACA 
algorithm should be applied to the near-far-block interactions at levels from 4 to 3, and 2 stage (level) MLACA algorithm 
should be applied to Level 2 (S=1/1/2) to optimize the performance. For S=1/1/2, it costs 3.8% less than S=1/1/1, 24.4% 
less than S=1/2/3, 18.1% less than S=1/2/2, 9.6% less than S=1/1/3.  
When number of levels is 5 with number of unknowns is 8762. The box size at Level 2 is around 2200, at Level 3 is 
around 550 and at Level 4 is around 140. Based on the criteria concluded as shown in Table 3.1, 1 stage (level) MLACA 
algorithm should be applied to the near-far-block interactions at Level 4, 2 stage (level) MLACA algorithm should be 
applied to Level 3, and 3 stage (level) MLACA algorithm should be applied to Level 2 (S=1/2/3) to optimize the 
performance. For S=1/2/3, it costs 5.4% less than S=1/1/1, 3.5% less than S=1/1/2, 1.1% less than S=1/2/2, 2.4% less 
than S=1/1/3. Again, with MLACA algorithm tolerance 210  , much more savings can be achieved while keeping the 
good accuracy.   
For the other number of unknowns and operators, good memory savings can still be achieved when adaptively applying 
the multi-stage (level) algorithm based on the criteria concluded. By adaptively applying the multi-stage (level) algorithm 
based on the criteria, the overall performance of MLACA algorithm is optimized, which is especially helpful when 
dealing with the large truncation in eddy current NDE simulations. 
 
 
Figure 3.6 Total memory requirement (GB) of the top three levels with different stages (levels)  
MLACA algorithm for 20.5
nD R  operator. The number of unknowns is 2192, 
310  . 
 
4. Conclusion 
The Stratton-Chu formulations are chosen to model the eddy current NDE which is based on the principle of 
electromagnetism. In BEM, the number of unknowns without low frequency and high conductivity approximations is 25% 
more than the one with the approximations. The robustness and efficiency of the approximations have been studied by 
comparing the impedance changes achieved from the Stratton-Chu formulations with and without the approximations, and 
the analytical method. After studying and testing the operating frequency range of the approximations, the MLACA 
algorithm is applied to accelerate the iterative solution process, using adaptively applying the multi-stage (level) algorithm 
based on the criteria concluded for the seven operators in the BEM. The overall performance of MLACA algorithm based 
BEM to solve eddy current NDE problems is enhanced as compared with the traditional MLACA algorithm.   
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