Means of infinite sets II by Losonczi, Attila
ar
X
iv
:1
70
5.
06
34
4v
4 
 [m
ath
.C
A]
  2
5 S
ep
 20
18 Means of infinite sets II
Attila Losonczi
5 August 2018
Abstract
We continue the study of how one can define means of infinite sets.
We introduce many new properties, investigate their relations to each
other and how they can typify a mean. We collect the properties in
property groups e.g. for monotonicity and continuity because there is
no single way to define such notions, instead there is a wide variety.
1 Introduction
In this paper we are going to continue the investigations started in [7]. For
basic definitions, examples, ideas, intentions please consult [7].
In this paper our aim is to create many new properties that may typify
a mean in many ways. We also create many property groups for internality,
functionality, monotonicity and continuity concepts because it turns out that
those notions cannot be grabbed in one single way. In the first section we
also enumerate some possible properties of the domain of a mean on infinite
sets.
We do not restrict ourself to arithmetic type means any more. Instead we
are going to begin to build the theory of means that are defined on some sub-
set of P (R) and satisfies some very basic expected properties. Nevertheless
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Key Words and Phrases: generalized mean of set, sequence of approximating sets,
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in most of the cases we apply properties which only arithmetic type means
own.
All sets considered in this paper are bounded.
1.1 Basic notations
For easier readability we copy the basic notations from [7].
Throughout this paper function A() will denote the arithmetic mean
of any number of variables. Moreover if (an) is an infinite sequence and
limn→∞A(a1, . . . , an) exists then A((an)) will denote its limit.
Definition 1.1 Let µs denote the s-dimensional Hausdorff measure (0 ≤
s ≤ 1). If 0 < µs(H) < +∞ (i.e. H is an s-set) and H is µs measurable
then
Avg(H) =
∫
H
x dµs
µs(H)
.
If 0 ≤ s ≤ 1 then set Avgs = Avg|{measurable s-sets}. E.g. Avg
1 is Avg on all
Lebesgue measurable sets with positive measure.
Definition 1.2 For K ⊂ R, y ∈ R let us use the notation
K−y = K ∩ (−∞, y], K+y = K ∩ [y,+∞).
Let Ts denote the reflection to point s ∈ R that is Ts(x) = 2s−x (x ∈ R).
If H ⊂ R, x ∈ R then set H + x = {h + x : h ∈ H}. Similarly αH =
{αh : h ∈ H} (α ∈ R).
We use the convention that these operations +, · have to be applied prior
to the set theoretical operations, e.g. H ∪K ∪ L+ x = H ∪K ∪ (L+ x).
cl(H), H ′ will denote the closure and accumulation points of H ⊂ R
respectively. Let limH = infH ′, limH = supH ′ for infinite bounded H .
Usually K,M will denote means, Dom(K) denotes the domain of K.
2 Properties revisited
In this section we recall some properties already mentioned in [7], add many
new ones to them and derive new relations among them. We also group the
properties as there are some well defined property types.
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2.1 Possible properties of Dom(K)
We enumerate some possible properties of Dom(K). Only the first one is a
preference from a mean however in most of the cases most of the mentioned
properties will be fulfilled.
1. Dom(K) is closed under finite union and intersection.
Although it seems very natural Miso does not satisfies it, Miso is not
closed under finite union.
2. H ∈ Dom(K), I is an interval then H ∩ I ∈ Dom(K) if H ∩ I 6= ∅.
3. H−x ∈ Dom(K), H+x ∈ Dom(K) then H ∈ Dom(K).
It is a consequence of 1.
4. Dom(K) is closed under translation, reflection and contraction/dilation.
The arithmetic type means satisfy this one.
5. H ∈ Dom(K) then cl(H) ∈ Dom(K).
Usually means definied only on countable sets do not fulfill this one.
6. H ∈ Dom(K), I is an interval then I −H ∈ Dom(K).
Means definied only on countable sets do not fulfill this one either.
7. H ∈ Dom(K) then H ′ ∈ Dom(K).
8. Dom(K) is closed under countable union/intersection.
9. If H ∈ Dom(K) then f(H) ∈ Dom(K) where f : R → R is any
continuous function.
2.2 Properties related to internality
• The very bacis property of a mean K is internality that is
infH ≤ K(H) ≤ supH.
It can happen that ∀h ∈ H K(H) < h (clearly when K(H) = infH
and infH 6∈ H) or in the opposite direction as well.
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• However almost always we require the stroger condition called strong
internality
limH ≤ K(H) ≤ limH.
This obviously implies for a set with only one accumulation point that
its mean has be equal to the only accumulation point.
• K has property strict strong internality if it is strongly internal and
limH < K(H) < limH whenever H has at least 2 accumulation points.
Proposition 2.1 Clearly strict strong internal ⇒ strong internal ⇒
internal. 
Proposition 2.2 Avg is strict strong internal.
Proof: Let H be a bounded s-set (0 ≤ s ≤ 1). Let a = limH, b = limH .
Obviously there is c ∈ (a, b) such that µs(H ∩ [c, b]) > 0. Let H1 = H ∩
[a, c), H2 = H ∩ [c, b]. Then Avg(H) ≥
µs(H1)a+µs(H2)c
µs(H)
= µ
s(H1)
µs(H)
a+ µ
s(H2)
µs(H)
c > a
because it is a weighted average and µ
s(H2)
µs(H)
> 0.
The other inequality can be shown similarly. 
Proposition 2.3 Mlis is strict strong internal. 
Proposition 2.4 LAvg,Miso,Macc,Meds are not strict strong inter-
nal. 
Example 2.5 Example of a mean that is not strong internal:
K(H) =
inf{x+y
2
: x, y ∈ H}+ sup{x+y
2
: x, y ∈ H}
2
.
2.3 Functional invariant properties
Definition 2.6 If K is a mean then set
FK = {f : R→ R : H ∈ Dom(K)⇒ f(H) ∈ Dom(K), f(K(H)) = K(f(H))}.
Let us enumerate some functional invariant properties.
• The mean is translation-invariant if x ∈ R, H ∈ Dom(K) then H +
x ∈ Dom(K), K(H + x) = K(H) + x. I.e. translations are in FK.
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• K is point-symmetric if H ∈ Dom(K) bounded and symmetric (∃s ∈
R Ts(H) = H) implies K(H) = s.
• K is homogeneous ifH ∈ Dom(K), α ∈ R then αH ∈ Dom(K), K(αH) =
αK(H). I.e. contractions, dilations are in FK.
• K is reflection-invariant if H ∈ Dom(K), s ∈ R then Ts(H) ∈
Dom(K), K(Ts(H)) = Ts(K(H)). I.e. reflections are in FK.
Proposition 2.7 If K reflection invariant then it is point-symmetric.

Proposition 2.8 If K reflection invariant, H ∈ Dom(K),K(H) = s
then K(Ts(H)) = s. 
Proposition 2.9 If K is point-symmetric, s ∈ R, H ∈ Dom(K) then
K(H ∪ Ts(H)) = s. 
Proposition 2.10 (a) If f, g ∈ FK then g ◦ f ∈ FK.
(b) If f ∈ FK, f has inverse, H ∈ Dom(K) implies f
−1(H) ∈ Dom(K)
then f−1 ∈ FK.
Proof: (a) If H ∈ Dom(K) then f(H) ∈ Dom(K) and g(K(f(H))) =
K(g(f(H))) = K(g ◦ f(H)) but g(K(f(H))) = g(f(K(H))) = g ◦ f(K(H)).
(b) If f−1(H) ∈ Dom(K) then f(K(f−1(H))) = K(f(f−1(H))) = K(H)
which gives that K(f−1(H)) = f−1(K(H)). 
Example 2.11 If we want to create a mean K that does not fulfill these
properties then the easiest way is to construct a non-arithmetic type mean,
e.g. let f(x) = x3, K(H) = f−1(Avg(f(H))) (H ∈ Dom(Avg)).
2.4 Monotonicity concepts
• K ismonotone if supH1 ≤ infH2 implies that K(H1) ≤ K(H1∪H2) ≤
K(H2).
K is strong monotone if K is strong internal and limH1 ≤ limH2
implies that K(H1) ≤ K(H1 ∪H2) ≤ K(H2).
• A stronger form of monotonicity is disjoint-monotone that is if H1∩
H2 = ∅,K(H1) ≤ K(H2) then K(H1) ≤ K(H1 ∪H2) ≤ K(H2).
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• K is part-shift-monotone if x > 0, H1 ∩H2 = H1 ∩H2 + x = ∅ then
K(H1 ∪H2) ≤ K(H1 ∪H2 + x).
• K is mean-monotone if H,K1, K2 ∈ Dom(K), supK1 ≤ K(H) ≤
infK2 implies that K(H ∪K1) ≤ K(H) ≤ K(H ∪K2).
K is strong mean-monotone if H,K1, K2 ∈ Dom(K), limK1 ≤
K(H) ≤ limK2 implies that K(H ∪K1) ≤ K(H) ≤ K(H ∪K2).
• K is base-monotone if H1, H2 ∈ Dom(K), H1 ∩H2 = ∅ then
min{K(H1),K(H2)} ≤ K(H1 ∪H2) ≤ max{K(H1),K(H2)}.
K is countable-base-monotone if Hi ∈ Dom(K) (i ∈ N),∪
∞
1 Hi ∈
Dom(K), Hi ∩Hj = ∅ ( i 6= j) then
inf{K(Hi) : i ∈ N} ≤ K(∪i∈NHi) ≤ sup{K(Hi) : i ∈ N}.
• K is union-monotone if B ∩ C = ∅
K(A) ≤ K(A ∪ B),K(A) ≤ K(A ∪ C) implies K(A) ≤ K(A ∪ B ∪ C)
and
K(A ∪ B) ≤ K(A),K(A ∪ C) ≤ K(A) implies K(A ∪ B ∪ C) ≤ K(A).
Moreover if any of the inequalities on the left hand side is strict then
so is the inequality on the right hand side.
• K is d-monotone if L,B ∈ Dom(K), L ∩ B = (L ∪ B) ∩ (B + x) = ∅
then
K(L) < K(L ∪ B), x > 0 implies K(L ∪ B) < K(L ∪ B ∪B + x)
and
K(L) > K(L ∪ B), x < 0 implies K(L ∪ B) > K(L ∪ B ∪B + x)
Proposition 2.12 If K is (strong) internal, (strong) mean monotone
then (strong) monotone.
Proof: Let supH1 ≤ infH2. Set K1 = infH1, H = H1, K2 = H2. Then
we get that K(H1) ≤ K(H1 ∪ H2). The other inequality and the ”strong”
part can be shown similarly. 
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Proposition 2.13 If K is (strong) internal, finite-(countable)-independent,
base-monotone then (strong) monotone.
Proof: If supH1 ≤ infH2 then by finite-independence we can assume
that H1 ∩ H2 = ∅. Then K(H1) = min{K(H1),K(H2)} ≤ K(H1 ∪ H2) ≤
max{K(H1),K(H2)} = K(H2) by internality.
The ”strong” part can be shown similarly. 
Proposition 2.14 If K is internal, finite-independent, disjoint-monotone
then monotone. If K is internal, countable-independent, disjoint-monotone
then strong-monotone.
Proof: Let l = supH1 ≤ infH2. By finite-independence we can assume
that l /∈ H1, H2. Then H1, H2 are disjoint and K(H1) ≤ l ≤ K(H2). Hence
disjoint-monotonicity gives monotonicity. The ”strong” part is similar. 
Proposition 2.15 If K is (strong) internal, disjoint-monotone then
(strong) mean-monotone.
Proof: LetH,K1, K2 ∈ Dom(K), supK1 ≤ K(H) ≤ infK2. Then supK1−
H ≤ K(H) ≤ infK2−H and we get that K(K1−H) ≤ K(H) ≤ K(K2−H).
Therefore K(H ∪K1) = K(H ∪ (K1 − H)) ≤ K(H) ≤ K(H ∪ (K2 − H)) =
K(H ∪K2).
The ”strong” version is similar. 
Example 2.16 In the definition of part-shift-monotonicity we cannot
weaken the disjointness conditions significantly.
Let H1 = [0, 1], H2 = [0, 1]∪ [11, 12], x = 1. Then Avg(H1∪H2) = 6 while
Avg(H1 ∪H2 + 1) =
29
6
< 5.
Example 2.17 In the definition of base-monotonicity we cannot weaken
the disjointness significantly.
Let K = Avg,H1 = [1, 2] ∪ [3, 4], H2 = [1 − ǫ, 1] ∪ [3, 4]. ǫ can be chosen
such that Avg(H2) > 2.5. Then obviously min{K(H1),K(H2)} = K(H1) >
K(H1 ∪H2).
Example 2.18 In the definition of union-monotonicity we cannot weaken
the disjointness significantly.
Let A = [5, 13], B = [2, 5] ∪ [13, 17], C = [0, 2] ∪ [13, 17]. Then Avg(A) =
9, Avg(A ∪B) = 9.5, Avg(A ∪ C) = 268
28
> 9 while Avg(A ∪B ∪ C) = 8.5.
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Proposition 2.19 Avg is part-shift-monotone.
Proof: Let x > 0, H1 ∩ H2 = H1 ∩ H2 + x = ∅. There is anything to
prove when both H1, H2 are s-sets for the same s. Then Avg(H1 ∪ H2) =
µs(H1)Avg(H1)+µs(H2)Avg(H2)
µs(H1)+µs(H2)
< µ
s(H1)Avg(H1)+µs(H2)Avg(H2+x)
µs(H1)+µs(H2)
= Avg(H1∪H2+x)

Proposition 2.20 Avg is disjoint-monotone.
Proof: Let H1 ∩H2 = ∅, Avg(H1) ≤ Avg(H2), H1 be an s1-set, H2 be an
s2-set. We have 3 cases.
1. s1 = s2 = s. Then Avg(H1 ∪ H2) =
µs(H1)Avg(H1)+µs(H2)Avg(H2)
µs(H1∪H2)
≤
µs(H1)Avg(H2)+µs(H2)Avg(H2)
µs(H1)+µs(H2)
= Avg(H2). The other inequality is similar.
2. s1 < s2. Then Avg(H1 ∪H2) = Avg(H2).
3. s2 < s1. Then Avg(H1 ∪H2) = Avg(H1). 
Proposition 2.21 Miso,Macc,Mlis are disjoint-monotone. 
Proposition 2.22 If K is disjoint-monotone, H1 ∩ H2 = ∅,K(H1) =
K(H2) = k then K(H1 ∪H2) = k =
K(H1)+K(H2)
2
. 
Proposition 2.23 Avg is d-monotone.
Proof: Let Avg(H) < Avg(H ∪ B). This implies that H,B are s-sets for
the same s. We can assume that H∩B = ∅. Let (H∪B)∩(B+x) = ∅, x > 0.
Then Avg(H) < µ
s(H)
µs(H)+µs(B)
Avg(H) + µ
s(B)
µs(H)+µs(B)
Avg(B) implies that
Avg(H) < Avg(B).
Let us calculate Avg(H∪B∪B+x). It is µ
s(H)Avg(H)+µs(B)Avg(B)+µs(B)(Avg(B)+x)
µs(H)+µs(B)+µs(B)
=
µs(H)Avg(H)+2µs(B)Avg(B)+µs(B)x
µs(H)+2µs(B)
> µ
s(H)Avg(H)+2µs(B)Avg(H)+µs(B)x
µs(H)+2µs(B)
> Avg(H).
The opposite inequality is similar. 
Proposition 2.24 Avg is union-monotone.
Proof: Let B ∩ C = ∅, Avg(A) ≤ Avg(A ∪ B), Avg(A) ≤ Avg(A ∪ C).
Obviously we can assume that A∩B = A∩C = ∅ and A,B,C are s-sets for
the same s. Let µ = µs. We know that Avg(A) ≤ µ(A)Avg(A)+µ(B)Avg(B)
µ(A)+µ(B)
and
Avg(A) ≤ µ(A)Avg(A)+µ(C)Avg(C)
µ(A)+µ(C)
.
Then Avg(A∪B∪C) = µ(A)Avg(A)+µ(B)Avg(B)+µ(C)Avg(C)
µ(A)+µ(B)+µ(C)
≥ (µ(A)+µ(B))Avg(A)+µ(C)Avg(C)
µ(A)+µ(B)+µ(C)
=
µ(A)Avg(A)+µ(C)Avg(C)+µ(B)Avg(A)
µ(A)+µ(B)+µ(C)
≥ (µ(A)+µ(C))Avg(A)+µ(B)Avg(A)
µ(A)+µ(B)+µ(C)
= Avg(A)
The opposite inequality is similar. 
8
Proposition 2.25 Miso,Macc are union-monotone. 
Proposition 2.26 Miso,Macc,Mlis are base-monotone. Avg is countable-
base-monotone. 
Proposition 2.27 Let K be union-monotone.
(1) If B ∩C = ∅ and K(A) = K(A∪B),K(A) = K(A ∪C) then K(A) =
K(A ∪ B ∪ C).
(2) If B ∩C = ∅ and K(A) = K(A−B),K(A) = K(A−C) then K(A) =
K(A− (B ∪ C)). 
Example 2.28 Meds is not base-monotone.
Let H1 = {
1
n
, 5 + 1
n
: n ∈ N}, H2 = {1 +
1
n
, 5 + 1
n
+ 1
2n
: n ∈ N}. Evidently
H1 ∩ H2 = ∅. Then M
eds(H1) = 2.5,M
eds(H2) = 3 hence min = 2.5.
Using exactly the same method than in [7] Example 10 one can show that
Meds(H1 ∪H2) =
0+1+5
3
= 2 6≥ 2.5.
Proposition 2.29 If K is base-monotone then it is convex.
Proof: Let I = [a, b],K(H) ∈ I, L ⊂ I. Then H ∩ (L − H) = ∅, K(L −
H) ∈ [a, b] which implies that a ≤ min{K(H),K(L − H)} ≤ K(H ∪ L) ≤
max{K(H),K(L−H)} ≤ b. 
2.5 Continuity concepts
• K is slice-continuous ifH ∈ Dom(K) thenH+limH , H− limH ∈ Dom(K)
and f(x) = K(H−x) and g(x) = K(H+x) are continuous whereDom(f) =
{x : H−x ∈ Dom(K)}, Dom(g) = {x : H+x ∈ Dom(K)}.
• K is bi-slice-continuous if H ∈ Dom(K) then H+limH , H− limH ∈
Dom(K) and f(x, y) = K(H−x ∪H+y) is continuous where Dom(f) =
{(x, y) : H−x ∪H+y ∈ Dom(K)}.
• K is part-slice-continuous ifH1, H2 ∈ Dom(K) thenH
+limH
2 , H
− limH
2 ∈
Dom(K) and f(x) = K(H1 ∪H
−x
2 ) and g(x) = K(H1 ∪H
+x
2 ) are con-
tinuous where Dom(f) = {x : H1 ∪H
−x
2 ∈ Dom(K)}, Dom(g) = {x :
H1 ∪H
+x
2 ∈ Dom(K)}.
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• Let H ∈ Dom(K), x ∈ R. We say that K is point-continuous at x
regarding H if
lim
ǫ→0+0
K(H − S(x, ǫ)) = K(H).
We call K point-continuous if this holds for all H ∈ Dom(K) and
x ∈ R.
• K is Cantor-continuous if Hi ∈ Dom(K), Hi+1 ⊂ Hi, ∩
∞
n=1Hi ∈
Dom(K) implies that K(Hi)→ K(∩
∞
n=1Hi).
• Let F ⊂ {f : R→ R continuous} equipped with the sup norm/topology.
K is f-continuous with respect to F if H ∈ Dom(K), f ∈ F then
f(H) ∈ Dom(K) and the function FH : F → R, FH(f) = K(f(H)) is
continuous for all H ∈ Dom(K) i.e. fn → f in sup norm implies that
K(fn(H))→ K(f(H)).
We get some special cases when F = translations / reflections / con-
tractions / dilations.
• K is λ-continuous if all Lebesgue measurable sets are in Dom K and
moreover if H ∈ Dom K, H is Lebesgue measurable, 0 < λ(H) < +∞
then ∀ǫ > 0 there is δ > 0 such that K ∈ Dom K, K Lebesgue
measurable, λ((H −K) ∪ (K −H)) < δ implies that
|K(H)−K(K)| < ǫ.
Slice-continuity seems to be a very natural and somehow expectable con-
cept however most of our previously defined means does not satisfy it as the
next examples show.
Example 2.30 Let H = { 1
n
, 1+ 1
n
, 2+ 1
n
: n ∈ N}. ThenMacc,Miso,Mlis
are not slice-continuous at 1 and not point-continuous at 0, 1, 2 (everywhere
else they are point-continuous).
Let H = { 1
n
, 2 + 1
2n
: n ∈ N}. According to [7] we know that LAvg(H) =
Meds(H) = 0 which gives that LAvg,Meds are not slice-continuous and not
point-continuous at 0 (everywhere else they are point-continuous).
Example 2.31 Avg is not slice-continuous.
Let H = C ∪ [1, 2] where C is the Cantor-set. Let x = 1. Then
Avg(H−x) = Avg(C) = Avgs(C) = 1
2
where s = log 2
log 3
. But limǫ→0+0Avg(H
−(x+ǫ)) =
limǫ→0+0Avg
1(H−(x+ǫ)) = limǫ→0+0 1 +
ǫ
2
= 1.
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Proposition 2.32 Avgs (0 < s ≤ 1) is bi-slice-continuous.
Proof: Set µ = µs.
Let y ∈ R such that H−y ∈ Dom(Avgs). For given ǫ > 0 one can find
δ > 0 such that |z − y| < δ and H−z ∈ Dom(Avgs) implies that
∣∣∣∣∣∣∣
∫
H−z
xdµ
µ(H−z)
−
∫
H−y
xdµ
µ(H−y)
∣∣∣∣∣∣∣
=
∣∣∣∣∣∣∣∣
µ(H−y)
( ∫
H−z
xdµ−
∫
H−y
xdµ
)
+ (µ(H−y)− µ(H−z))
∫
H−y
xdµ
µ(H−z)µ(H−y)
∣∣∣∣∣∣∣∣
≤
∣∣∣∣∣∣∣
∫
H−z−H−y
xdµ
µ(H−z)
∣∣∣∣∣∣∣
+
∣∣∣∣∣∣∣
µ(H−z −H−y)
∫
H−y
xdµ
µ(H−z)µ(H−y)
∣∣∣∣∣∣∣
< ǫ
using that z 7→ µ(H−z) is continuous.
The other case (+y) can be handled similarly. And so can both cases
together which gives bi-slice-continuity. 
Remark 2.33 Obviously it does not hold for s = 0 i.e. for Avg0 = A.
Proposition 2.34 If K is bi-slice-continuous then it is point-continuous
as well.
Proof: By definition f(x, y) = K(H−x ∪H+y) is continuous at (x, x). 
Obviously for finite sets Avg is not point-continuous but apart from those
it is as the next proposition shows.
Proposition 2.35 Avg is point-continuous assuming that H ∈ Dom(Avg)
is not finite.
Proof: Assume that H ∈ Dom(Avg) is infinite. Let x ∈ R. Then set
s = limǫ→0+0 dimH − S(x, ǫ) where dim is the Hausdorff dimension. The
limit exists because ǫ1 < ǫ2 implies that dimH−S(x, ǫ1) > dimH−S(x, ǫ2).
Note that s > 0. Let us observe that dimH = s because of countable
stability of the dimension function. Now there are 2 cases:
1. ∃ǫ0 > 0 such that ǫ > ǫ0 implies that dimH − S(x, ǫ) = s. Then the
statement follows from 2.32 and 2.34.
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2. No such ǫ0 > 0 exists. We show that this case cannot happen. Clearly
H − x =
⋃∞
n=1H − S(x,
1
n
). Because dimH − S(x, 1
n
) < s we get that
µs(H − S(x, 1
n
)) = 0 which gives that µs(H) = 0 which would yield that
H 6∈ Dom(Avg). 
Proposition 2.36 Let K be finite-independent and slice-continuous.
Then K(H) = K(H ∩ [limH, limH ]).
Proof: Let us observe that if limH = limH then the statement obviously
holds. Now suppose that limH 6= limH .
We know that g(x) = K(H+x) is continuous. If x < limH then by
finite-independence g(x) = K(H). Hence g(limH) = K(H) but g(limH) =
K(H ∩ [limH,+∞)).
LetH1 = H∩[limH,+∞). Applying similar argument for limH1 = limH
we get that K(H1) = K(H1 ∩ (−∞, limH1]). 
Proposition 2.37 Let K be finite-independent, slice-continuous and
d ∈ (limH, limH). Then there are x, y ∈ [limH, limH ] such that K(H ∩
[x, y]) = d.
Proof: If d = K(H) then by 2.36 we are done (x = limH, y = limH).
Suppose d > K(H) (the other case can be handled similarly). Then
f(x) = K(H ∩ [x, limH ]) is continuous, f(limH) < d, f(d+limH
2
) > d hence
there is an y with the required property. 
Proposition 2.38 Let K be finite-independent and slice-continuous. If
H ∈ Dom(K), limH < K(H) < limH then there is x ∈ (limH, limH) such
that
K(H−x) +K(H+x)
2
= K(H).
Proof: Observe that limx→limH+0K(H
−x) = limH, limx→limH+0K(H
+x) =
K(H), and limx→limH−0K(H
+x) = limH, limx→limH−0K(H
−x) = K(H).That
gives that
lim
x→limH+0
K(H−x) +K(H+x)
2
< K(H), lim
x→limH−0
K(H−x) +K(H+x)
2
> K(H).
Then refering to the continuity of K(H
−x)+K(H+x)
2
completes the proof. 
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Proposition 2.39 If K is slice-continuous then there is x ∈ [limH, limH ]
such that K(H
−x)+K(H+x)
2
= x.
Proof: Let f(x) = K(H
−x)+K(H+x)
2
− x. By assumption f is continuous.
There is ǫ > 0 such that if x ∈ (limH, limH + ǫ) then f(x) ≥ 0 while when
x ∈ (limH − ǫ, limH) then f(x) ≤ 0. 
Proposition 2.40 Let K be monotone, finite-independent and part-
slice-continuous. Then K is strongly monotone.
Proof: Let limH1 ≤ limH2 (the opposite case can be handled similarly).
If limH1 < limH2 then we can assume that supH1 ≤ infH2 and by mono-
tonicity we get the statement.
Let limH1 = limH2 = t. We know that g(x) = K(H1 ∪ H
+x
2 ) is con-
tinuous. Then limx→t,x<t g(x) = g(t) but if x < t then g(x) = K(H1 ∪ H2)
by finite-independence hence K(H1 ∪ H
+t
2 ) = K(H1 ∪ H2). Similarly using
f(x) = K(H−x1 ∪H
+t
2 ) we get thatK(H
−t
1 ∪H
+t
2 ) = K(H1∪H
+t
2 ) = K(H1∪H2).
By monotonicity K(H−t1 ) ≤ K(H
−t
1 ∪ H
+t
2 ) but K(H
−t
1 ) = K(H1). The
other inequality for H2 is similar. 
Proposition 2.41 Let Hn ∈ Dom K (n ∈ N), Hn → x ∈ R in the
sense that ∀ǫ > 0 ∃N ∈ N such that n > N implies that Hn ⊂ (x− ǫ, x+ ǫ).
Then K(Hn)→ x. 
Proposition 2.42 Macc is Cantor-continuous.
Proof: For Hi let li ∈ N such that H
(li)
i 6= ∅, H
(li+1)
i = ∅. By Hi+1 ⊂ Hi
we get li+1 ≤ li which gives that there is k0 ∈ N such that i, j > k0 implies
that li = lj . We know that H
(li)
i is finite hence there is k1 > k0 such that
H
(li)
i = H
(lj)
j when i, j > k1 therefore M
acc(Hi) =M
acc(Hj). 
Example 2.43 Avg is not Cantor-continuous.
Let H2n = [0,
1
n
] ∪ [1, 2
n
], H2n+1 = [0,
2
n
] ∪ [1, 1
n
] (n ∈ N). Then ∩∞1 Hn =
{0, 1}, Avg(∩∞1 Hn) =
1
2
but Avg(Hn) is not even convergent because Avg(H2n)→
1
3
, Avg(H2n+1)→
2
3
. 
Proposition 2.44 Let Hn, H be bounded s-sets, H = ∩
∞
1 Hn. Then
Avg(Hn)→ Avg(H).
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Proof: |Avg(Hn)−Avg(H)| =
∣∣∣
∫
Hn
xdµs
µs(Hn)
−
∫
H
xdµs
µs(H)
∣∣∣ =
∣∣∣∣∣
µs(H)(
∫
Hn
xdµs −
∫
H
xdµs) + (µs(H)− µs(Hn))
∫
H
xdµs
µs(Hn)µs(H)
∣∣∣∣∣ =
∣∣∣∣∣
µs(H)(
∫
Hn−H
xdµs) + (µs(H)− µs(Hn))
∫
H
xdµs
µs(Hn)µs(H)
∣∣∣∣∣→ 0
using that µs(Hn)→ µ
s(H). 
Corollary 2.45 If 0 ≤ s ≤ 1 then Avgs is Cantor-continuous. 
Example 2.46 Mlis is not Cantor-continuous.
Let Hn = {1, 1 −
1
k
, 4, 4 + 1
k
: k ∈ N, k ≥ n} ∪ {2, 2 − 1
k
: k ∈ N} Then
Mlis(∩∞1 Hn) = 2 while M
lis(Hn) = 2.5 (∀n). 
Proposition 2.47 Mlis is f-continuous with respect to F = {f : R→
R continuous}.
Proof: Obviously Mlis(f(H)) = min f(H)
′+max f(H)′
2
. Now the statement
simply follows from the following three facts:
0. If f ∈ F , c ∈ R, g(x) = f(x) + c,H is compact then c + min f(H) =
min g(H), c+max f(H) = max g(H).
1. If f, g ∈ F , f ≤ g,H ⊂ R compact then min f(H) ≤ min g(H),max f(H) ≤
max g(H).
2. If f ∈ F , H is bounded then f(H ′) = f(H)′. 
Example 2.48 Avg is not f-continuous with respect to F = {f : R→
R continuous}.
Let H = [0, 1] ∪ [2, 3],
f(x) =


0 if x < 1
x− 1 if x ∈ [1, 2]
1 if x > 2
,
f2n(x) =


0 if x ∈ [−∞, 0]
x
n
if x ∈ [0, 1]
(1− 3
2n
)x+ 5
2n
− 1 if x ∈ [1, 2]
1
2n
x+ 1− 3
2n
if x ∈ [2, 3]
1 if x ∈ [3,+∞)
,
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f2n+1(x) =


0 if x ∈ [−∞, 0]
x
2n
if x ∈ [0, 1]
(1− 3
2n
)x+ 4
2n
− 1 if x ∈ [1, 2]
1
n
x+ 1− 3
n
if x ∈ [2, 3]
1 if x ∈ [3,+∞)
.
Obviously fn → f in the sup norm, f(H) = {0, 1}, f2n(H) = [0,
1
n
] ∪ [1 −
1
2n
, 1], f2n+1(H) = [0,
1
2n
] ∪ [1− 1
n
, 1]. Hence Avg(f(H)) = 1
2
but Avg(fn(H))
is not even convergent similarly to Example 2.43. 
One might think that Avg1 might fulfill this property but the following
example shows the contrary.
Example 2.49 Avg1 is not f-continuous with respect to F = {f : R→
R continuous}.
Let C denote the Cantor set, f denote the Cantor function (f : [0, 1] →
[0, 1]). Let (fn) be the usual sequence of functions that approximate f (fn :
[0, 1]→ [0, 1]). It is known that fn → f in the sup norm.
Let H = [0, 1
3
] ∪ C. For all n ∈ N fn(H) = [0,
1
2
] ∪ Hn where Hn is of
measure 0. Therefore Avg1(fn(H)) =
1
4
. While f(H) = f(C) = [0, 1] which
implies that Avg1(f(H)) = 1
2
. 
2.6 Other various properties
• If K(H∗) = K(H) then K is called condensed where H∗ consists of
the condensation points of H where x is a condensation point of H if
∀ǫ > 0 |S(x, ǫ) ∩H| > ℵ0.
• K is I-independent for an ideal I ifH ∈ Dom(K)−I implies thatH∪
V ∈ Dom(K), K(H) = K(H ∪ V ) where V ∈ I arbitrary. Recall that
I ⊂ P (R) is an ideal if it is closed for finite union and it is descending.
We emphasize that I is not necessarily a subset of Dom(K).
When I is the set of finite sets then we get back the notion of finite-
independent.
Let us highlight the case when I is the set of countable sets when we
call K countable-independent.
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• Let H ∈ Dom(K), x ∈ R such that limH ≤ limH + x or limH + x ≤
limH . Then K is called self-shift-invariant if K(H ∪ (H + x)) =
K(H) + x
2
.
• If x ∈ R, H1∪H2 ∈ Dom(K), H1∪(H2+x) ∈ Dom(K), H1∩H2 = H1∩
H2+x = ∅ implies that sign(K(H1∪(H2+x))−K(H1∪H2)) = sign(x)
and
|K(H1 ∪ (H2 + x))−K(H1 ∪H2)| ≤ |x|
then K is called part-shift-invariant.
Proposition 2.50 K is finite independent iff K(H − V ) = K(H) for
any finite set V .
Proof: (⇒): (H − V ) ∪ (H ∩ V ) = H and H ∩ V is finite.
(⇐): (H ∪ V )− (V −H) = H and V −H is finite. 
A similar argument shows:
Proposition 2.51 K is I-independent (I is an ideal) iff K(H − V ) =
K(H) for any set V ∈ I. 
Proposition 2.52 K is countable-independent then K is closed iff it is
accumulated.
Proof: cl(H)−H ′ consists of the isolated points ofH which is countable. 
LAvg is closed but not accumulated hence it is not countable-independent.
Example 2.53 In the definition of part-shift-invariance we cannot weaken
the disjointness significantly.
Let H1 = [0, 2] ∪ [3, 4], H2 = [2, 3], x = 1. Then Avg(H1 ∪H2) = 2 while
Avg(H1 ∪H2 + x) =
11
6
.
Proposition 2.54 Avg is condensed. 
Proposition 2.55 Avg is part-shift-invariant.
Proof: We can assume that H1, H2 are s-sets for the same s. Let µ = µ
s.
Avg(H1 ∪H2 + x) =
µ(H1)Avg(H1)+µ(H2)Avg(H2+x)
µ(H1)+µ(H2)
= µ(H1)Avg(H1)+µ(H2)Avg(H2)
µ(H1)+µ(H2)
+
xµ(H2)
µ(H1)+µ(H2)
= Avg(H1 ∪H2) +
xµ(H2)
µ(H1)+µ(H2)
. 
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Proposition 2.56 If K is countably independent then it is accumulated
as well. Moreover it is condensed.
Proof: The isolated points compose a countable set.
To prove the other statement observe that |H −H∗| ≤ ℵ0. 
Proposition 2.57 If K is accumulated and Cantor-continuous then it
is condensed.
Proof: Being accumulated implies that K(H) = K(H ′) = K(H(2)) = . . . .
We know that H∗ = ∩∞1 H
(n). Now Cantor-continuity gives that K(H∗) =
limn→∞K(H
(n)) = K(H). 
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