Fractal geometry is increasingly becoming a useful tool for modeling natural phenomenon. As an alternative to Euclidean concepts, fractals allow for a more accurate representation of the nature of complexity in natural boundaries and surfaces. Since they are characterized by self-similarity, an ideal fractal surface is scale-independent i.e at different scales a fractal surface looks the same. This is not exactly true for natural surfaces. When viewed at different spatial resolutions parts of natural surfaces look alike in a statistical manner and only for a limited range of scales.
INTRODUCTION
The advent of fractal analysis measures has been alluded to as one of the four most significant scientific concepts of the 20th century, with a scientific impact similar to that created by quantum mechanics, the general theory of relativity, and the development of the double-helix model in DNA st.ructure1. Since the development of the fractal concept by Mandelbrot2'3 , a number of methods for calculating fractal dimensions have been developed and applied to various spatial problems4567.89'0.11 . Fractals, however, have seen only limited employment for analysis ofremote sensing data12'13 . As noted in Lam (1990) , fractals offers significant potential for improvement of measurement and analysis of spatially and spectrally complex remote sensing images. The fractal dimension of remote sensing data could yield quantitative insight on the spatial complexity and information content. Thus, remote sensing data aquired from different sensors and at differing spatial and spectral resolutions could be compared and evaluated based on fractal measurements. The fractal dimensions derived from remote sensing data could also be compared with other measures of spatial complexity (e.g krieging) to better understand the significance of the spatial interrelationships present within image data. Moreover, if fractal dimensions are shown to be unique to different types of remote sensing data, these values could be used as control for the simulation of fractal surface generation of remotely sensed images.
Outside of the potential offered by fractal analysis, the only other method for measuring the spatial frequency as an index of variability and complexity within a remote sensing image, has been the two-dimensional Fourier transform technique (2D-FFT). In spite of being computationally intensive, the 2D-FFT technique has been successfully used for spatial processing of image data, such as filtering14. The only information that a 2D-FFT can provide is the spectrum of the data e.g, urban areas have a higher spatial frequency than rural areas. The information is qualitative and does not readily lend itself to quantitative interpretation. With the emergence of fractals, it may be possible to lend that quantitative analysis of these spatial variations. This paper describes the adaptation and implementation of three methods that have been successfully applied to compute fractal dimensions from multiple scaled remote sensing data. These are the Shelberg or line-divider method1516, the triangular prism method1 , 1991), and the variogram method7 . These techniques have been implemented on a self-contained menu-driven PCcompatible image interpretation software package (Note: This package is also available for the UNIX workstation environment, without the menu structure, as a set of routines). This interactive program, written in 'C', allows the user to analyze their results without having to spend considerable effort in programming these methods for fractal computation. The results are accessible to the user on the screen as well as from an ASCII file for future use in graphing and more intensive interpretation. Also, this PC-compatible software utilizes almost no special purpose hardware (except for a VGA monitor), which permits wide distribution to other users.
On entering the program, the user encounters an image on the screen with a menu adjacent to it. The menu allows the user to perform analyses using either of the three fractal computation methods. The fractal dimension is computed for a user-specified region within the image. This region is outlined as a rectangular box on the image. The user can then interactively move the box anywhere or change the size of the box. Also, some of these methods allow for analysis to performed using different values for specific internal parameters. These parameters can also be changed interactively or can be preset by the user. The following is a discussion of the three fractal computation methods, their implementation using the program, and a description of the results obtained from each fractal calculation method.
THE SHELBERG OR LINE-DIVIDER METHOD FOR COMPUTING THE FRACTAL OF REMOTE SENSING IMAGES
The Shelberg method1516 for estimating the fractal dimension of images, is an extrapolation ofa one-dimensional technique called the line-divider method. The line-divider method uses first principles to estimate the fractal dimension of a line or a curve.
Computation of the fractal dimension D is given by:
where r is a similarity ratio (or a scale reduction factor) and N is the number of steps or divider intervals required to traverse a line or curve.
The length of a curve is measured at different step-sizes. It has been shown that D can be estimated by the slope B of a regression of line length against divider length in logarithmic form, and that D=1-B (Lam and Dc Cola). The logarithm of the length of the curve is then plotted against the logarithm of the step-size. Thus, the fractal dimension of the curve is computed from the slope of the regression by the following equation:
where L is the length of the curve, S is the step size, B is the slope of the regression, and C is a constant13.
The larger the step-size used to calculate the length of the curve, the smaller is the length. This results in the slope of the curve being a negative value. For a straight line the slope is always zero. For an infinitely complex curve, the slope is -1. This equation limits the range of the fractals of a curve to be between 1.0 and 2.0. Using a similar logic, it can be shown that the range of fractal dimensions of surfaces is between 2.0 and 3.0.
In the case of remote sensing image data, the Shelberg algorithm uses the contours of the image as the objects of measurement (i.e., the contour curves) whose fractals are estimated. The surface's dimension is the resultant line dimension plus one. Since a line (or a one-dimensional curve) has a value between 1 and 2, but a fractal of an image (or a two-dimensional surface )has a value between 2 and 3, the equation used is as follows:
Application of the algorithm applies to regularly spaced digital surface data. This algorithm is a modification of that presented by Goodchild (1980) and Shelberg et al. (1983) , and described in detail by Lam and t Cola (1992) . The contours of the imageor isarithms as they are called -are generated by dividing the dynamic range of the pixels of the image into a number of equa spaed intervals. The spacing -or z-interval -is predetermined by the user. This allows for setting of the isarithm values that define the boundaries -or isarithm lines -between each z-interval. For each isarithm line, a threshold of the image is created.
This results in a contour line that divides the image into two regions -above and below the threshold. The fractal dimension of this contour is then calculated. This calculation can be done in three different ways: 1) row-wise; 2) column-wise; and 3) bothrow and column-wise. The Shelberg method uses the line-divider method to estimate the fractal dimension of a curve. This curve is generated by producing the contours from the image. The length of the contour is calculated by counting the number of edges that are produced due to the thresholding when traversing the image row-wise, column-wise or both, row and columnwise. These number of edges are counted at different step-sizes. The logarithm of the number of edges is then regressed against the logarithm of the step-sizes. The slope of the regression is then used to calculate the fractal dimension. Thus for each isarithm, a unique value of the fractal dimension is obtained. The fractal dimension of the entire image is calculated by averaging the fractal dimensions calculated for each isarithm. Figures 1-3 show the flow charts of the three ways in which the fractal dimension of the contours of the image can be calculated. These three ways (i.e., the row method, the column method, and the row and column method) differ in the manner in which the contour length is computed. An area of the image is first chosen for processing. This can be done interactively on a PC-screen using the pmgram that has been developed. The program allows the user to load an image on to a VGA screen and view or manipulate the region whose fractal dimension needs to be calculated. The area is represented by a rectangular outline on the image. After the area is chosen, the isarithms need to be generated. This is done by first determining the minimum and maximum pixel values in the selected area i.e., the dynamic range of the image. The isarithms are identified by the boundaries or isarithm-lines. These are computed by dividing the dynamic range of the area by the z-interval. The z-interval is preselected by the user. It can also be interactively set using the menu-driven program.
Number of isarithm lines = ( Maximum Pixel Value -Minimum Pixel Value )/ Z-Interval
Now for each isarithm line, a contour needs to be generated and the fractal dimension calculated for that contour. For each isarithm line an isarithm value is determined as follows:
where the symbol '' denotes multiplication.
The entire image area is thresholded around this isarithm value. The pixels below this threshold are made to be '0' and the ones equal to or above this threshold are given a value of '1'. Now the image is ready to be counted for fractal computation for that isarithm value. The length of the contour is calculated by using the edges that are generated by the thresholding. An edge is defmed as a and '1 ' being adjacent to each other. The step-size or the number of cells are the increments in the pixel resolution used to count the edges. The number of cells is initialized to unity. This means that the edges will be counted for every pixel in the image area. Depending on the type of processing (row, column, or both ) the counting of edges is done.
For a row processing, the image is traversed row-wise starting from the upper left corner. If the current pixel is not equal to the next pixel in the same row, the region is said to be an edge. In the flow chart the symbol '!='is used to denote 'not equal to'. If an edge is detected, the count in the number of edges is incremented. The symbol '++' in the flow chart denotes an increment operation. Thus for a step-size or no. of cells count of unity a count of the number of edges is obtained. Next, the number of cells count is incremented to 2. This means, a search for the edges will be done for every alternate pixel. The idea is to interpret the image to be lower in resolution than it actually is. The number of edges are then obtained for this step-size. This process is repeated for all step-sizes up to the maximum number of cells. Thus, for a particular isarithm line an array of values denoting the number of edges at different cell sizes are obtained. A regression is done on the logarithm of the number of edges versus the logarithm of the cell sizes. Using the earlier equation, the fractal dimension for that isarithm is calculated. This process is repeated for all the isarithms in the image. Figures 4-6 show the results of the fractal dimensions obtained for each isarithm. The image under consideration is a 128x128 pixel area defined from channel 3 of a Calibrated Airborne Multispectral Scanner (CAMS) 30m spatial resolution data set acquired over western Puerto Rico in January, 1991. The goodness of fit of the regression curve determines the validity of the estimate of the fractal dimension. This goodness of fit is given by the coefficient of regression, where a value of 1.0 denotes a perfect fit between the two data sets. As Figure 4 suggests, the fractal dimension seems to be rising with the isarithm value. On closer inspection, however, it is observed that the goodness of fit of the estimates beyond the isarithm value of 134 is poor. This is also true for the estimates for the column method. The estimates of the combined row and column method on the other hand, seem to have a good coefficient of correlation for a much extended range of isarithms. The common feature in all these graphs is the dominance of high fractal values in the middle of the dynamic range. An average value of approximately 2.4 seems to be common in all the three methods for that range.
TRIANGULAR PRISM METHOD FOR COMPUTING THE FRACTAL DIMENSION OF REMOTELY SENSED IMAGES
The fractal dimension is related to the complexity of a structure, be it a one-dimensional line or a two-dimensional surface. The line divider method as outlined by Shelberg et al. (1982 Shelberg et al. ( , 1983 ) is an application of the first-principles for computing the fractals of lines. It uses different step-sizes to measure the length of a line. A linear plot of the log of the lengths at various step-sizes versus the log of the step-sizes is used to perform a linear regression. The slope of this regression is related to the fractal dimension as Fractal = 1 -slope. This method, however, is applicable for only linearly dimensional data. In the case of images, which vary in a two-dimensional manner, another method was introduced. This method instead of computing lengths for a linear step-size, calculates the areas using two-dimensional step-sizes. This method is the Triangular Prism method1 . If the entire image were made up of the same digital value, the three-dimensional structure that results would be a cuboid. This corresponds to a fractal dimension of 2.0. If the entire image were made up of digital values that were entirely uncorrelated with each other, the fractal dimension of the resulting infinitely complex image would be 3.0. A typical image has a fractal dimension that lies between 2.0 and 3.0. The triangular prism method derives a relationship between the surface area of the three-dimensional surface and the spatial resolution of the units used to measure that area. The image is interpreted as being located on a grid of 'x' and 'y' coordinates. At each coordinate, the value of the pixel is interpreted as the 'z' value. For each computation, a square grid of four points on the image coordinate plane is chosen. At each point, the pixel value extends vertically in the 'z' plane. Figure 7 explains this arrangement in detail. The points E, F, G, and H are the coordinates of the four pixels on a square grid. The distance between each pixel is dependent on the value of step-size chosen. For a step-size of unity, the square grid is formed by adjacent pixels. For a distance of two, the coordinates are every alternate pixel in the grid. The points A, B, C, and D are the vertices of the lines that extend in the 'z' plane. The height of these lines isequal to the digital value of the pixel at that location. A vertical line is now drawn from the center of the base of the square grid, extending upward. This line is shown in the Figure 7 as XO, The height of this line is the average of the elevations of the elevations of the corner pixels.
XO ( EA + FB + GC + HD )/4 The vertex of this line is joined to the vertex of each of the four vertical lines. This results in a triangular prism structure. The prism has four sides formed by joining the vertex of the center vertical line to the vertices of the vertical lines of the grid pixels; i.e., OA, OB, OC, and OD. The four surfaces that result (i.e., prisms) are OAB, OBC, OCD, and ODA. The areas of these surfaces can be calculated by using trigonometric formulas. Thus, for a specific step-size, a series of these grids are created from the entire image. For each grid, the surface area of the triangular prism generated is computed. This process is repeated for the entire grid. The flow-chart shown in Figure 8 outlines the methodology of the technique.
An area of the image that needs to be processed, is first selected. Since this method requires square grids of differing sizes, the highest possible square grid is computed. The step-size is initialized to unity. The square grids that result now will include every pixel in the image. The surface area of the resulting triangular prisms for each grid is calculated. The upper left corner of the image is chosen as the start of the grids. The variables 'row' and 'col' are used to denote the 'x' and 'y' coordinates of the image. Starting from the first grid, the area of the triangular prisms is cumulatively summed up.
The symbol += in the flow chart denotes incrementing the variable 'Total Surface Area' by the computed area of the prism for a specific grid. The area is then computed for the next grid by incrementing the row and the column variables by the step-size. The sum total of all these areas of all the grids completes the computation for a step-size. This computation is repeated for all step-sizes. The logarithm of the Total Surface Areas is plotted against the logarithm of the area of the squares that result from the varying step-sizes. Figure 9 shows such a plot. The image area under consideration is the 30m 128x128 pixel data set used for evaluation of the Shelberg method. The size of the steps was varied in a logarithmic manner. A step-size of 1 included all the 128X 128 pixels to compute triangular prism areas. A step-size of 2 includes 64x64 pixels followed by 32x32 pixels for a step-size of 4. This was repeated until the last step-size of 128, which resulted in only one square grid. The plot shows the decrease in log of surface area with log of the step-size squared. The fractal dimension is calculated by doing a regression on this pair of variables.
Fractal Dimension = 2.0 -slope of regression. For this example, the fractal dimension was computed to be 2.2. The regression was a tight fit as demonstrated by the coefficient of regression of .97.
THE VARIOGRAM METHOD OF COMPUTING THE FRACTAL DIMENSION OF REMOTELY SENSED IMAGES
The variogram is different from the other two methods previously described in this report. Its philosophy is based on Fractional Brownian Motion modeling of two-dimensional data. This approach is based on the statistical Gaussian modeling of images and has been used more successfully in creating synthetic images out of statistics. Given a fractal dimension, it is possible to use Fractional Brownian Motion modeling to create a corresponding image. In this method the reverse operation is attempted. Given an image, the objective is to compute the fractal dimension of the image assuming it can be modeled as a Fractional Brownian Motion (fErn)7. The IBm model states that a distinct statistical relationship exits between the 'distance between two pixels' and the 'variance of the difference in their pixel values'. If two pixels were located at (xl, yl) and (x2, y2) and their pixel values were Z( xl, y 1) and Z( x2, y2), the distance between these two pixels is given by the following expression:
In a typical image there are several pixels that could be located at different locations but be the same distance apart. The variance of the difference in the values of all those pixels is given by the following expression:
Var (1,2) Variance of ( Z(xl,yl) -Z(x2,y2) ) (6) According to the fBm model there is a relationship between these two variables which can be expressed as follows:
The fractal dimension of the surface is then calculated from the following expression:
Fractal Dimension of an fErn surface = D = 3.0 -H Thus, to calculate the fractal dimension, the logarithm of the variance between all pixel pairs is plotted against the logarithm of the distance between the pixel pairs. The distance is partitioned into clusters and the variance is calculated for each cluster. Figure 10 shows the flow chart for the entire variogram operation. The spatial variation of the pixels in the area of the image is first established. For all the pixels, the minimum D_MIN and the maximum distance, D_MAX between the pixels is determined. This distance is divided into clusters. The number of clusters is predetermined by the user. These clusters result in thresholds which determine the end of one cluster and the beginning of the next. threshold = d_min + cluster*cluster_division For every possible pixel pair combination, the distance between the pixels is calculated. The cluster to which a pixel-pair belongs is determined. To this cluster the difference and the square of the difference between the pixel values is added. This process is repeated for all pixel pairs.
For each threshold, using the sum and the squared-sum of the pixel-pair-differences accumulated, the variances are calculated. The logarithm of the variances at each threshold are plotted against the logarithm of the threshold values. A regression is carried out between the two arrays. The slope of this regression is used to calculate the fractal dimension of the image area.
Fractal Dimension = 3.0 -(slope of regression)/2 Figure 11 shows the results of the processing on the same data set used for the Shelberg and Triangular Prism methods. For a given area of the image, the number of possible pairs is given by: total number of pairs = (no. of points +1)(no. of points -2)12;
where the no. of points = total no. of pixels in the image.
For a 128x128 image area, this number exceeds well over 134 million pairs. Needless to say, this method is extremely computational-intensive. A regression was then computed on the entire range of thresholds. As is obvious from the graph, however, the variation between the threshold values and the variance ceases to be linear beyond a certain range of thresholds. Thus the value of 2.81 for the entire range might be an exaggeration, and it might not be appropriate to do a regression beyond the point where the variance breaks down (e.g., at a log distance greater than about 2.0482 in Figure 1 1 ).
SUMMARY
In this paper three methods to measure the fractal dimensions of remotely sensed images were described. The results of implementing these algorithms on data obtained from a NASA airborne scanner were also presented.
The line-divider method uses the contours of the image as curves whose fractal dimensions is computed. The triangular prism method computes the surface area of the prisms formed by the image at varying resolutions. The variogram method models the images as an fBm model.
The variogram method, apart from being computationally expensive, also gives higher values than the other two methods.
Future efforts are being aimed at testing these methods with white noise images. The fractal dimension of a pure Gaussian White noise image is 3.0. Also, a comparison of the results of the fractal dimensions at the lOm, 20m and 30m pixel resolution is being done. 
