Abstract. Sharp weak type (1, 1) and L p estimates in dimension one are obtained for uncentered maximal functions associated with Borel measures which do not necessarily satisfy a doubling condition. In higher dimensions uncentered maximal functions fail to satisfy such estimates. Analogous results for centered maximal functions are given in all dimensions.
Introduction
Let µ be a nonnegative Borel measure on R n and let f : , r) ) B(x,r) f dµ, (1.2) with the interpretation that the integral averages in (1.1) and (1.2) are equal to f (x) if µ(B) = 0 or µ(B(x, r)) = 0.
If µ is Lebesgue measure, these definitions give the usual uncentered and centered
Hardy-Littlewood maximal operators. It is a classical result, see [9, p. 13] , that if µ satisfies a doubling condition,
µ(B(x, 2r)) ≤ Cµ(B(x, r))
for all x ∈ R n and r > 0, ( It is a geometrical phenomenon, however, that such counterexamples do not exist
without the doubling assumption about µ, see [2] and [8] . This is a consequence of a special covering argument available only on the real line. In this article we give sharp L p and weak type (1,1) estimates for M with constants independent of µ.
In higher dimensions we obtain an improvement of the known estimate
where c n is the Besicovitch constant. See section 3 for details.
The one-dimensional case
On R 1 , fix a nonnegative Borel measure µ. The inequality below was first proved in [7] when µ is the usual Lebesgue measure. The proof given there is different and doesn't generalize to this context. 
by Chebyshev's inequality the right side of (2.1) is infinity and there is nothing to prove. Hence we may assume that µ({f > λ}) < ∞. For every x ∈ E λ there is an
By Lindelöf's theorem there is a countable subcollection
Let I = {I j : j = 1, 2, ..., N } and write
By Lemma 4.4 in [6] we obtain two subcollections I 1 and I 2 of I so that the intervals in each of these are pairwise disjoint and that
We denote F i = I∈I i I, i = 1, 2. Since the intervals in I i , i = 1, 2, are pairwise disjoint and (2.2) holds we obtain
For any µ-measurable set E such that µ(E) < ∞ we have
To see this, we observe that
Using (2.4) and (2.5) we deduce that
Since F N is an increasing sequence of µ−measurable sets whose union is E λ , inequality (2.1) follows by letting N → ∞. 
Proof. We may suppose that f is not zero µ-almost everywhere and that f ∈ L p (R 1 , µ) since otherwise there is nothing to prove. Fubini's theorem and (2.1)
imply that
and hence
Hölder's inequality gives
or equivalently
The claim follows from this inequality.
Remarks 2.4. (1)
When µ is Lebesgue measure, then the L p -bound above is the best possible, see [7] .
(2) The bound A p in (2.7) is independent of the measure µ.
We close this section by studying the reverse inequality to (2.1). 
By letting σ → 1 we obtain
and hence by summing up we deduce that
This implies that (2.8) is true for every λ ≥ ess inf R 1 Mf and the proof is now complete.
and (2.8) holds for every
In particular, if µ(R 1 ) = ∞, then (2.8) holds for every λ > 0. 
where x 0 = 0 and δ x i denotes Dirac mass at x i . Let f be the characteristic function
A similar counterexample for the strong maximal operator was given in [4] .
Next we discuss an improvement of (1.4). Here we need the following Besicovitch's covering theorem. 
For the proof of Besicovitch's covering theorem we refer to [3, Theorem 1.1].
Some estimates for the constant c n are obtained in [5] .
Theorem 3.2. For any λ > 0 and any µ-locally integrable function
we have
Here c n is the Besicovitch constant.
Proof. We fix λ > 0 and denote E λ = {Mf > λ}. We may assume that µ(E λ ) < ∞, since otherwise by (1.4) the right side of (3.1) is infinity. For every
We have that
and that
Combining (3.2), (3.3), and (3.4) we obtain 
We denote
Since the balls in each B i are pairwise disjoint, it follows from (3.5) that
Then we use the elementary fact that for any measure ν we have
where
Using (3.6) and (3.7) we deduce that
Inequality (2.5) then implies that
and by letting R → ∞ we prove the desired conclusion.
As in Corollary 2.3 we obtain an estimate for the constant in the Hardy-Littlewood Theorem. holds.
The constant A p,n given by (3.8) tends to one as p goes to infinity. This shows that it is asymptotically sharp near ∞. However, A p,n grows as n → ∞. It is still unknown to us whether the constant A p,n in (3.9) can be replaced with a constant both independent of the measure µ and of the dimension n.
