We present a set of maximum entropy reconstructions of the starspot distributions on two rapidly rotating G dwarfs in the Persei Cluster, from spectra taken at the William Herschel Telescope on three nights in 1996 October and November. Since these stars are too faint for conventional Doppler imaging, which makes use of only one or a few lines, we take the large number of photospheric metal lines available in an echelle spectrum, and deconvolve them into a single, high S:N pro le. We show that this technique results in a typical multiplex gain of 22.5 in S:N for a given spectrum, the equivalent of using a single line obtained on a 63 m telescope. The image reconstructions demonstrate that both these stars have cool high latitude regions or polar crowns, and low latitude features, in contradiction to the suggestion that only high latitude spots should be present.
INTRODUCTION
The young open cluster of which Persei is the brightest member lies at a distance of 180 -187 pc (O'Dell, Hendry & Collier Cameron 1994) , and from main sequence tting is found to have an age of 50 Myr (Soderblom et al. 1993 ). The distance given by the Hipparcos survey is 181.5 22.1 pc (CDS-Catalogue 1997) . Being a young cluster, it exhibits many late type stars with high rotation rates, typically of the order of 0.5 d (Prosser 1991) . The rotation rates can be measured since a large number of the stars show periodic photometric variations, due to the presence of surface temperature inhomogeneities, such as starspots. The colour index is known for many of these stars, and so it is possible to make an estimate of the spectral type. Collier Cameron & Woods (1992) have carried out spectroscopic observations of selected stars, nding variations in the H pro le attributable to prominence features, similar to those seen on AB Doradus (Collier Cameron & Robinson (1989a ), Collier Cameron & Robinson (1989b , Unruh, Collier Cameron & Cutispoto (1995) ).
Conventional Doppler imaging of the Persei stars has not been possible since the stars are too faint (mv 11:5) to yield spectra with a high S:N ratio while at the same time keeping the exposure time low enough to reduce the e ects of rotational blurring of spot features. Recently, have used the method of least squares deconvolution ) on polarimetric echelle spectra to produce magnetic and surface brightness reconstructions of the K0 dwarf AB Doradus. The technique makes use of the large number of metal lines available in an echelle spectrum (typically 1000 -1500). By combining all these lines with appropriate weighting schemes using line lists generated from a full LTE spectral synthesis for a given spectral type, it is possible to nd a least squares pro le, thereby signi cantly increasing the e ective S:N ratio of the spectrum in question. The aim of this paper is to apply this technique to two early G dwarfs (He 520 and He 699), which have already been studied (Collier Cameron & Woods 1992) , and are known to exhibit fast rotation, and prominence activity.
The Persei cluster is the nearest association of stars c 0000 RAS containing fast rotators (with vsini 90 km s ?1 ) among the G dwarfs. Surface reconstructions will therefore allow us to test theoretical predictions of spot distributions on these objects. Sch ussler et al. (1996) have recently carried out simulations on solar type stars in an e ort to predict the emergent latitude of magnetic ux tubes, after evolution from a toroidal magnetic eld located at the base of the convection zone. They carried out simulations for stars of di erent age and equatorial rotation velocities. The results predict high latitude spots, the result of Coriolis forces in a fast rotator, acting on a rising magnetic ux tube, causing movement parallel to the rotation axis. From this it is predicted that stars such as He 699 and He 520 should exhibit ux tube emergence, and hence starspot formation only at latitudes above 30 , with a strong concentration in that region. A further study of the emergence of magnetic ux loops in solar-like stars has been carried out by DeLuca, Fan & Saar (1997) who have expanded on the work of Sch ussler et al. by exploring a wider range of relevant parameter space. Their results however appear to con rm those of Schussler et al.
OBSERVATIONS 2.1 Spectroscopy
The data were obtained in two observing runs, on the nights of 1996 October 23 to 24, and 1996 November 24 to 25, with the Utrecht Echelle Spectrograph on the 4.2 m William Herschel Telescope. Of the two nights of observing in October, the rst was lost due to cloud cover. The star with the shorter period, He 699, was observed on the second night in observing conditions of photometric quality, the seeing being typically 1 00 . A total of 31 spectra of duration 900 s were obtained, with breaks to observe spectral standard stars. Both nights in November were clear, although the rst su ered from some degradation in transparency due to light cloud throughout the night. A total of 30 spectra of He 699 were obtained on the rst night, as well as two spectra of He 520. Similarly on the second night, two spectra of He 699 were taken to ll in the missing phase from the previous night in addition to 35 spectra of He 520. The seeing was generally good at typically 1.1 00 but deteriorated as the zenith distance increased toward the end of each night. Again, breaks were taken on the rst night to observe standard and template stars. Table 1 shows the journal of observations for the three nights. The 1124 x 1124 pixel TEK2 CCD detector was centered at a wavelength of 5800 A, in order 98 of the 31.6 grooves mm ?1 UES grating. This allowed 43 orders to be extracted in October, and 44 orders in November (the di erence is due to a slightly di erent setup of the spectrograph at each time of observation), giving a wavelength coverage of 4778 A -7450 A and 4738 A -7450 A respectively. The velocity increment per pixel at the detector is 3 km s ?1 , with the resolution of the spectrograph being 6 km s ?1 . The count rate was found to be a maximum in order 31 (6313.678 A -6376.340 A). 
Photometry
Light curves were secured in the V band with the 93 cm James Gregory Telescope, at St Andrews, using a Wright Instruments CCD camera mounted at the Cassagrain focus. Fig. 1 shows the eld of view, with the object and comparison stars. Observations were made between 1996 October 18 and October 31, and between 1996 November 17 and November 25. The axial rotation periods of the stars are 0.49 d and 0.61 d making it impossible to obtain full phase coverage in one cycle, and requiring prolonged monitoring close to the date of spectroscopic observations. Observations alternated between the two elds, with several 60s exposures being taken at each phase.
3 DATA REDUCTION 3.1 Extraction Photometric data reduction was carried out using JGT-PHOT, a suite of dedicated software developed for use in conjunction with the James Gregory Telescope at St Andrews (Bell, Hilditch & Edwin 1993) . The resulting light curves are plotted as di erential magnitude values with respect to the stars marked (Fig. 2) . A re-binning of points helped reduce the scatter, thus producing light curves of su cient quality for use as a further constraint in Doppler imaging. The monitoring allowed several incomplete light Figure 2 . Light curves. The night of observation is numbered, and corresponds to the date given in the respective title. Note how quickly the morphology of He 520 changes, at phase 0.75. curves to be obtained over baselines of several days. This resulted in more accurate determinations of the rotation periods. The re-determined period of 0.490798 0.000120 d for He 699 is approximately 1.5 times the 0.328 d period found by O'Dell & Collier Cameron (1993) ; and indeed a strong peak is revealed in the Lomb-Scargle periodogram at the corresponding frequency. The re-determined period of He 520 yields a value of 0.607903 0.000185 d (cf. 0.603 d, Stau er et al. 1985) . Not all the data points seen in Fig. 2 were used in reconstruction of the image; only those obtained on nights closest to those of spectroscopic observation were used. In the case of the He 699 October observations, fewer photometric data were secured simultaneously, hence observations from 18, 29 and 31 October were used with a lower weighting. For the observations in November we used photometry from 22 and 25 for He 699 and He 520 (see section 5.2).
The spectra were extracted using ECHOMOP, the echelle reduction package developed by Mills (1994) . Pixel to pixel variations were removed using at-eld exposures taken with an internal tungsten reference lamp. Since the average spectrum has an average S:N ratio of ' 45, certain orders are rather faint, especially in the blue part of the spectrum. ECHOMOP had di culty setting the object and sky limits to be extracted in batch mode, because the widths varied with the seeing, and the positions of the orders were found to shift slightly throughout the night,(by 1 3 of a pixel) due to small changes in the pointing. Each spectrum was therefore checked individually, and the object/sky pixels were set manually for groups of spectra which exhibited no signi cant change. The raw spectra being 900 s integrations contain many cosmic ray events, the worst of which were removed using the iterative rejection routine in ECHOMOP, with a threshold of 3.5 . The rejection threshold was set at a relatively high value of 3.5 , because the routine had difculty removing cosmic rays at a lower threshold. This was found to be the best method for removal of inter-order cosmic rays, but those crossing orders were often unsuccessfully removed. Since the presence of a cosmic ray in a spectral line is a random event, it was decided not to remove the remaining events, since they are dealt with by virtue of the deconvolution process (section 4). The Thorium-Argon arc-frames used for wavelength calibration were also extracted in a similar manner, calibrations being carried out using FIGARO. The orders were extracted using ECHOMOP's implementation of the extraction algorithm developed by Horne (1986) . ECHOMOP propagates error information based on photon statistics and readout noise throughout the extraction process.
Continuum tting
The shape of the continuum in the echelle orders is generally well approximated by a carefully chosen n th degree polynomial. A polynomial of low order may not follow the continuum adequately, whereas over-tting is a problem with higher degree polynomials. Collier Cameron & Unruh (1994) found that for the K0 dwarf, AB Doradus, the best method was to take a spectrum of a slowly rotating star of similar spectral type, and make a continuum t to it. This has the advantage that the lines, unlike those of the rotationally broadened object spectrum, have narrow pro les, so there are numerous well de ned continuum windows to which the t can be made. For least squares deconvolution, the best possible t to all orders is required, so polynomial ts of order 7 were made to template G2V and G5V spectra following the example of Collier Cameron & Unruh (1994). The object spectra were then divided by these ts. He 520 was tted best with a G5V continuum while He 699 gave a positive slope with the G2V template, and a negative slope with the G5V template, although the gradients in the latter case were not large. The (B -V)0 colour indices of 0.69 and 0.61 for He 520 and He 699 respectively (Stau er et al. 1985) , indicate that He 520 may be of later spectral type, however with variable reddening, E(B -V) across the cluster, we can , and the corresponding list of delta functions which are weighted for a model G2V atmosphere (below). Note rstly how the rotationally broadened pro les blend, and secondly the close spacing of the corresponding delta functions. The rotational blending of lines causes the apparent continuum level to be lower. Consequently it is dicult to detect a correspondence between the object spectrum and delta functionsfor the weaker lines and relativelyisolated stronger lines.
only estimate the stars to be early to mid-G dwarfs. The continuum in both cases does not entirely remove tilt, and so to correct this and any remaining small scale deviations, a further 9 th order global polynomial t to the continuum was made to the whole divided object spectrum across the entire wavelength range used (Fig. 3 ).
LEAST SQUARES DECONVOLUTION
Since the individual spectra have a low S:N ratio, normal image construction would be di cult given the relatively small number of spectra (between 31 and 37) per rotation cycle. Latitude resolution of features would be poor, as any pro le distortions due to photospheric features are lost in noise.
Modern CCD detectors are now relatively large; in our case the 1124 x 1124 chip size covers a wavelength range of ' 2700 A, which means that ' 1150 lines with line depths (before the e ects of non thermal broadening) > 0:4 are recorded on any one G2V spectrum. Least Squares Deconvolution is a cross-correlation technique for computing average pro les from thousands of spectral lines simultaneously. By assuming a similar local pro le shape for every line, the stellar spectra are treated as a line pattern convolved with an average line pro le. In this context, extracting the average line pro le amounts to a linear deconvolution problem, which can be treated as a matrix equation in which we look for the least-squares solution. In practice, Least Squares Deconvolution is very similar to most other cross-correlation techniques, though slightly more sophisticated in the sense that it cleans the cross-correlation pro le from the autocorrelation pro le of the line pattern. E ects such as side lobes due to rotational blending of close lines are therefore removed. Fig. 4 shows a typical order, with the line list of delta functions plotted below. This yields a pro le with a .
To carry out this procedure successfully, a list of lines is required, along with their relative weightings for a normalised spectrum. Such line lists have been generated by from a full LTE spectral synthesis using model atmospheres of Kurucz (1993) . The telluric lines which are numerous in the red part of the spectrum also a ect some photospheric lines. The relative location of tellurics is random with respect to the object lines, and so no line will be positioned in exactly the same place in a rotationally broadened object line. Also, stellar lines are generally weaker and much more scarce in the orders a ected, with the main body of lines occurring at the blue end of the spectrum. However due to the number of telluric lines, and their depth relative to the photospheric object lines, they would only serve to add noise to the deconvolved pro le, hence any lines in the most badly a ected regions were removed from the line list (i.e. lines in the wavelength range 6945 A -7446 A). Absorption lines close to NaI D were also removed, along with lines close to the ends of each order to remove edge e ects. Since the photospheric lines themselves are generally weak, their removal, and subsequent decrease in the S:N ratio of the deconvolved pro le is less than the degradation that tellurics would produce if the a ected regions were included.
In addition to the weighting given to each line according to the depth of the corresponding line in the synthetic list, it is necessary to specify the uncertainty or noise of each object spectrum pixel due to photon statistics. Of special note is the weighting scheme to be used for the least squares deconvolution which must be chosen carefully since an incorrect choice could lead to a greater than necessary error in the nal pro le shape. For this reason, the weighting to be used was de ned by a standard continuum rather than the values of the object spectrum in question. After normalisation as described in section 3.2, a standard continuum, chosen arbitrarily to be any one of these continuum ts is then scaled to have the same mean level as the continuum t of the object spectrum in question. The inverse variances of the standard spectrum are then used to adjust the weights of the listed lines in the calculation of the least squares t. This imposes a consistent weighting scheme, and also results in the removal of any changes in the tilt of the continuum due to the presence of a starspot which will exhibit a spectrum of spectral type M.
Errors
Our implementation of the deconvolution process, SPDE-CON does not yet propagate the errors which are required by a Doppler imaging routine. The simplest way around this problem is to deconvolve the continuum on the immediate sides of each line pro le, so that there is ample continuum in the least squares pro le to allow an empirical measurement of the new S:N ratio. This was done by simply selecting two regions on either side of the pro le, and determining the standard deviation for each pro le. The result was found to vary in accordance with the quality of the input echellogram (Fig. 5) , so that nal S:N ratios varying from 500 to values in excess of 1000 for the highest quality spectra were recorded. The output S:N ratio represents that obtained for a line of unit depth, resulting in a mean gain of 14.9. Relative to a mean e ective weight de ned by
an average multiplex gain of 22.5 is found, where di and si are the central depth (before any kind of non-thermal broadening) and S:N ratio of line i (i.e. the variances from the standard continuum) respectively. From Fig. 1 of this con rms that we are photon noise limited. This error weighting was then given to the corresponding pro le as inputs for Doppler Imaging. Fig. 5 shows a typical deconvolved pro le which exhibits a very distinct distortion in the line core.
Limb Darkening Coe cient
The centroidal wavelength (5507.54 A) was calculated from lines in the line-list, such that it was weighted with respect to both the line strength and the variance from the standard t used in SPDECON. Since the limb-darkening coe cient is a fairly linear function of wavelength, we used linear interpolation to obtain a value from Kurucz (1993) LTE models. The limb-darkening coe cients are 0.6142 and 0.6015 for the spot and photospheric temperatures of T = 3750 K and T = 5750 K respectively.
The local speci c intensity pro les
For the purposes of Doppler imaging, a spotted star is taken to consist of two temperature components (i.e. photospheric temperature, and spot temperature), and hence it is necessary to use two template spectra. These are calculated from the least squares deconvolved spectra of two template stars, an M0 dwarf (photospheric temperature, T = 3750 K) for the spots, and a G2 dwarf (photospheric temperature, T = 5750 K) for the photosphere. These were deconvolved in the same way as the object spectrum, using the same scaled standard continuum frame as was used on each given night, thus ensuring the correct corresponding line equivalent width. Since the deconvolved equivalent width varies slightly through the use of a di erent standard continuum star in the deconvolution, care must be taken to ensure that the equivalent width of the local speci c intensity pro les is kept invariant. This problem arises because we do not have G2V and M0V template spectra for each night and so they must be deconvolved using the wavelength calibration le and standard continuum star from a di erent night. These lines were then scaled at ten di erent limb angles (i.e. 0.1, 0.2, ...,1.0) for each temperature, according to the mean continuum scaled intensity value, and the relative central intensity I0, described in section 4.2. The resultant image reconstructions were found not to be signi cantly di erent from those obtained using parameters determined by spot area minimisation, demonstrating that small variations in the parameter values when close to the correct values do not signi cantly e ect the image reconstructions.
The axial inclination is the most di cult parameter to constrain since it is not possible to minimise the spot area in the same way as for vsini. Hendry, O'Dell & Collier Cameron (1993) and O'Dell, Hendry & Collier Cameron (1994) used a statistical technique for measuring the distance of the Persei cluster through use of the Barnes-Evans relationship Table 2 below shows inclination values from the BarnesEvans relation, and an estimate from sin i = P v sin i 2 R
As can be seen, there is a large uncertainty in the value of sini in each case. The range of values of sini for He 520 
The Images
Figs. 7 -12 show maximum entropy data ts and plots of the reconstructed images. Because of the high S:N ratio and number of spectra, we tried reconstructing images using all spectra, odd-numbered spectra alone, and even-numbered spectra alone, in an attempt to test the reliability of the reconstructed features. The nal images are the results of ts to both the light curve and the spectroscopic data. In combining the two data sets, a weighting scheme is used, and is controlled by the factor , such that = 0 when all weight is attributed to the photometric data, and = 1 for a solution based solely on the spectroscopic observations, and is also dependent upon the uncertainties in the data (Unruh, Collier Cameron & Cutispoto 1995) . For He 520, data are used from 1996 November 18, 20 and 25. As can be seen, from Figures 2 and 10, there is considerable change in the morphology of the lightcurve over just a few days. A solution which converged to a 2 simultaneously for both sets of data was then found to occur when = 0.965 for 2 = 2.2. The spectroscopic data contribute the strongest constraints on latitude features, whereas the photometric data yield information only about features at relatively low latitudes (Unruh, Collier Cameron & Cutispoto 1995) . It is found that the inclusion of photometric data in the case of He 520 indeed serves to emphasize those spot areas at low latitude when compared to the spectroscopic solution ( = 1). In the case of He 699, the spectroscopic data were given weights of = 0.975 and = 0.98, for the October and November data sets respectively, and solutions found for 2 = 2.6 in both cases. Solutions with 2 = 1.8 for He 520, and 2 = 2.5 for He 699 (October and November) were obtained by using the spectroscopic data alone.
PROMINENCES
Prominence structures which are seen in absorption in Balmer lines, and in particular H are found to be present on He 520 (Fig. 13) . He 699 however exhibits features that seem to be located at a relatively low distance, $ from the rotation axis. Since the time resolution is only approximately 1000 s (i.e. 900 s exposures plus CCD readout time), the use of backprojection techniques as used by Collier Cameron & Robinson (1989a) to obtain prominence position estimates is not valid. In the case of He 520, the absorption features seen crossing the pro le must be at some relatively large axial distance by estimate of the rate at which they cross the stellar pro le. More spectra are needed if backprojection is to be used, as the distance probability image becomes fragmented at 3R in this case. Although He 699 appears to exhibit absorption features in H , as can be seen from Fig. 13 , they cross the pro le at a much slower rate, and appear much closer to the surface. We therefore adopted the more straightforward approach of measuring the drift rate of the absorption feature, such that: v(t) = vmax sin 2 t P Table 3 and demonstrate that in the case of He 520, the prominences appear to be located at or near the co-rotation radius if the structure were at the equator. In the case of He 699 the location of the prominences, taking into account the error in measurement is much closer to the stellar surface, and may indeed be located only just above the photosphere. As a result, we cannot exclude that they are active regions seen crossing the surface, although it is di cult to nd any link with the spotted regions seen in either the deconvolved time series or the image reconstructions.
DISCUSSION
Fig. 14 shows the total spot occupation of a given latitude as a function of latitude, demonstrating the main regions of spot coverage. The low latitude band on He 520 is centred at +10 20 with a decrease in spot coverage at mid-latitudes. On He 699, there is a de nite low latitude region centred at +15 20 , the structure also appears to extend to higher latitudes, the spot coverage decreasing at mid-latitudes to a lesser extent than on He 520. Both stars appear to exhibit either a polar crown or high latitude spot. It will be noted that only in the October image of He 699 does the high latitude region truly stretch over the pole. The second set of images of He 699 however has a lower spot lling factor along part of the highest latitude band, near the pole. A probable reason for this is that in November, the high cirrus cloud re ected light from the bright moon, and the spectra su ered from contamination of a solar spectrum (apparent absorption) in the line core as a result. In an attempt to minimise this e ect, the two central pixels of all pro les in November were given larger error bars, and hence a lower weighting in the subsequent imaging ts. Since the two central pixels are crucial in the immediate polar region of the reconstructed image, it would seem that this e ect has not been completely removed by the inclusion of large error bars. Looking carefully at the pro les for the November He 699 data reveals a slight distortion in the some of the ts. He 520 poses a slightly di erent case, in that the main feature is located at high latitude rather than at the pole. This is con rmed by looking at the pro les for this star. The distortions corresponding to this feature take 1 3 of a rotation to cross the pro le, and are centred at approximately phase 0.4173 where the pro le can be seen to be relatively more at-bottomed. Once again, distortions can be seen in some of the ts (e.g. phase 0.3794) due to moonlight, so that while the spot lling factor may be reduced at some longitudes in the highest latitude band, the spot feature itself is almost certainly not a polar cap.
The high S:N ratio available in these spectra a ords the opportunity to test the reality of the reconstructed image. We carried out image reconstructions on odd numbered spectra and even numbered spectra individually from each set of spectra, the equivalent of having two sets of independent but simultaneous data. As can be seen in the middle and lower images for each star, the spot structure is accurately reproduced. The images are not exactly identical, but taking into consideration the reduced number of spectra in each reconstruction (between 15 and 18), and the di erent S:N ratios in each individual spectrum, the similarities of the images give an independent check on the reality of features.
It is quite clear from the reconstructed images of both stars that the spotted regions are not con ned to high latitudes only. It is immediately apparent that the present Doppler maps tell a di erent story, and both stars appear to have equatorial or near equatorial bands, with a slight depletion of spot coverage at latitude ' 40.
Recent Zeeman Doppler Images of AB Dor have revealed the structure of the radial and azimuthal magnetic eld. The main radial eld features detected at intermediate latitude are spatially associated with equally intense azimuthal eld regions. This implies that the corresponding eld lines are signi cantly tilted, by as much as 45 with respect to the local normal to the stellar surface. Donati & Collier Cameron speculated that the local toroidal eld structure is not con ned to the overshoot layer at the base of the convection zone, since buoyancy would turn it into a purely radial structure at the photospheric level. Rather, the toroidal eld appears to be distributed at least partially throughout the whole convective envelope. Although only the buoyancy distorted azimuthal component of the poloidal eld structure is detected, Donati & Collier Cameron suggested that in order to produce a strong azimuthal eld that preserves such a high global coherency, the poloidal eld must be several orders of magnitude greater than the solar value. The existence of a large scale poloidal eld component would then also explain the origin of the cool polar cap on stars such as AB Dor. This could be taken as a clue that the dynamo mechanism on AB Dor is not purely solar-like, but also includes a signi cant distributed component.
Further, it is not clear how the magnetic eld varies on a long term basis. K urster, Schmitt & Cutispoto (1994) derived images of AB Dor in February 1989 when the activity of AB Dor was at a minimum. This is re ected in the plot of long-term brightness variation which shows a minimum around 1988 to 1989. Image reconstructions revealed no polar spot at this time. If the Persei G dwarfs also undergo long-term activity variations, it may be that He 520 and He 699 are at di erent stages in their long term activity cycles. The de-centred spot on He 520 may be a manifestation of change in the eld structure as a consequence of the activity cycle. Further observations are needed. Hatzes et al. (1996) have recently carried out an investigation into the manifestations of polar spots, as seen in many RS CVn stars, at di erent axial inclinations. They carried out a number of simulations in an attempt to reproduce the at bottomed pro le shape seen in such stars. The spectral line plots (Figs. 8, 10 and 12) clearly demonstrate the atbottomed pro le on the lower inclination He 699. Hatzes et al. attempted to reproduce this shape through the e ects of Figure 15 . Images obtained by cross-correlating each latitude band between odd and even spectra image reconstructions in October (top) and November (middle). Cross-correlation images of reconstructions from full sets of spectra in October and November (bottom). The maximum value of the auto-correlation function (at each latitude band) from the six individual images was used to obtain an appropriate grey-scale for each of the above maps. gravity darkening, which is corrected for by our code, di erential rotation and temperature dependence on the spectral line. They found that the attening of line cores in spotted stars cannot be entirely attributed to these e ects. The e ect of a bright equatorial facular band does produce attened line cores, but its e ect with respect to inclination was found not to be as great as for a polar spot. Of these four e ects, it is hardest to make a comparison with the e ect of temperature on line strength since the deconvolved pro le is a combination of 1000 lines with di erent excitation potentials over a wavelength range of 2000 A. As a result, any distortion due to a surface temperature variation will not be present at the same relative amplitude in every line considered. Future investigations into this e ect with respect to the lines used will be limited for stars of this magnitude, due to the large number of lines needed to obtain a su cient S:N ratio for Doppler imaging. It will therefore be useful to carry out such tests on brighter stars where the S:N ratio is greater. Collier Cameron & Unruh (1994) for example noted the di erent strength of pro le features in lines of di erent excitation potential. They found that the higher excitation potential Fe I 6663 line has a more at-bottomed shape than the Ca I 6439 line. In this respect modelling individual lines may have some advantages over using Least Squares Deconvolution, although the combined S:N ratio may not be as great.
Di erential rotation
There exists only one`single' star apart from the Sun on which a de nite di erential rotation rate is well determined. have measured the di erential rotation rate of the K0 dwarf AB Doradus, from observations made in 1995 December 7 to 1995 December 13. By cross-correlating slices taken at each latitude, for both photospheric and magnetic reconstructions, it was found that in the case of AB Doradus, the pole rotates slower than the equator by approximately one part in 220. This yields a beat period of 110 d for the equator to pull one full rotation ahead of the polar regions. This value is surprisingly similar to the 120 d lap time over the same range of latitudes on the Sun. Unfortunately, we do not have the luxury of several maps derived from observations over several days. A glance at the two images of He 699 shows the low-latitude features to have evolved on a small scale as one would expect, although the active region as a whole seems to have retained the same basic shape. Since the period is determined from photometric data, this low-latitude active region must be responsible for most of the modulation in the light curve, since there is no signi cant shift in its longitudinal position between the two image reconstructions.
Cross-correlation was carried out rstly between images reconstructed from odd and even numbered spectra for each data set, in an attempt to check the reality of reconstructed spot features, and then between images reconstructed from the full set of spectra for October and November (Fig. 15) . It is interesting to see from the correlation function between the odd and even spectra image reconstructions for both months that cross-correlation seems to be valid from ?50 to +70 . Above 70 the area of each latitude band quickly diminishes, and cross-correlation gives spurious shifts, due to equal spot lling of pixels in the longitudinal direction. The structure seen from 0 to -50 is in part be due to re ection of features about the equator, whereas below -50 little to no structure is seen. The measured shift for October and November is 0:4 3:6 and 1:4 18:4 respectively. The greater deviation in the latter (November data) is a re ection of the reality of reconstructed features, and may in part be due to the higher average S:N ratio of the October data set (see Fig. 5 caption) .
The di culty in obtaining a measure of the di erential rotation rate between the October and November (full) data sets, is probably attributable to evolution of individual spots on much shorter timescales. The degree of di erential rotation we would expect to see on the Sun over this period is equivalent to the equator pulling 90 ahead of the polar region. Only the low latitude region has maintained its overall morphology over the 60 rotation cycles, an observation in agreement with the lifetime of spot groups on the Sun where most individual spot features disappear within a few days of forming. This implies that a reliable measure of di erential rotation may only be obtained from sets of data which are separated by timescales of the order of one week. Previous claims of di erential rotation determinations over intervals of 3 months on EI Eri (Hatzes & Vogt 1992 ) to a year on HU Vir (Strassmeier 1994) should therefore be treated with caution. It may however be that the factors governing spot lifetimes on RS CVn binaries as compared to lifetimes on single G dwarfs warrant further investigation.
CONCLUSION
We have shown that by use of least squares deconvolution of the large number of lines available in an echelle spectrum, it is possible to obtain Doppler images of faint stars from the resultant high S:N ratio spectra; thereby enormously increasing the number of stars available for imaging.
Both of the G dwarfs studied here appear to have had low latitude active regions at the times of observation. Similarly both stars exhibit polar spots. Unfortunately from the two sets of data obtained for He 699, it has not been possible to measure di erential rotation. This is not unreasonable since the two maps are 60 rotations apart, which may be greater than the evolution timescale of surface features. The light curves in Fig. 2 for example contain points from several nights around the time of spectroscopic observation and show evolution on timescales of a few days. Further observations with full phase coverage, and an interval between observations of only several rotation cycles should allow us to view the evolution of surface and coronal features, thus allowing a determination of di erential rotation in these objects.
It will be interesting to further investigate the e ects of deconvolution on the nal image. Greater S:N ratios are now available on stars where only one or several mapping lines have previously been used, allowing a better constraint of spot latitude than previously. This greater resolving power may then allow analysis of individual spot groups, with respect to such features as tilt angle. For a 7 th magnitude star for instance, if 100 spectra are available per rotation, subsets of 20 spectra could be used to obtain images, and the validity of spot groups tested. Deconvolution carried out on subsets of lines of di erent excitation potential will also allow image reconstructions to be made at e ectively di erent depths in the stellar photosphere. This should be an excellent test for polar spots, as the high excitation lines should give atter-bottomed pro les.
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