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SUMMARY
Amoeba is a capability-based distributed operating system designed for high performance interactions between
clients and servers using the well-known RPC model. The paper starts out by describing the architecture of the
Amoeba system, which is typified by specialized components such as workstations, several services, a processor pool,
and gateways that connect other Amoeba systems transparently over wide-area networks. Next the RPC interface is
described. The paper presents performance measurements of the Amoeba RPC on unloaded and loaded systems.
The time to perform the simplest RPC between two user processes has been measured to be 1.4 msec. Compared to
SUN 3/50’s RPC, Amoeba has 1/9 the delay, and over 3 times the throughput. Finally we describe the Amoeba file
server. The Amoeba file server is so fast that it is limited by the communication bandwidth. To the best of our
knowledge this is the fastest file server yet reported in the literature for this class of hardware.
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INTRODUCTION
Many distributed operating systems have been designed [1]. Of the systems that have actu-
ally been built, only a few have grown beyond the stage of being a testbed for research into
distributed applications to a generally usable distributed operating system. Often the reason
is that the system is too slow to support real applications. This can be because the system is
inherently slow, for example, because it has to provide a high degree of fault tolerance, or
because it was built on top of another operating system, such as the UNIX† operating system,
to facilitate development.
In this paper we describe the performance of the Amoeba distributed operating system
[2, 3]. This system was designed to be used, and therefore we have devoted considerable
energy to performance. The system uses the popular object-oriented model for distributed
computing, in connection with remote procedure calls and lightweight processes. We report
on the performance of the Amoeba interprocess communication, and of the file service. The
measurements were performed on VME boards containing 16 MHz Motorola 68020 proces-
sors connected by a 10 Mbit Ethernet, and are compared to the performance of the commer-
cially available SUN 3/50 UNIX system (using 15 MHz 68020s and SUN OS 3.5).
ARCHITECTURE OF THE AMOEBA SYSTEM
Amoeba is a distributed system being developed at the Vrije Universiteit and the Centre for
Mathematics and Computer Science (CWI), both in Amsterdam. Amoeba currently runs on
Motorola 68020, National Semiconductor 32032, and MicroVax II processors. Both Ethernet
and the Pronet token ring are supported by Amoeba, and can be connected by a bridge.
The Amoeba architecture consists of four principal components, as shown in Figure 1.
First are the workstations, one per user, which run window management software, and on
which users can carry out editing and other tasks that require fast interactive response [4, 5].
Second are the pool processors, a group of CPUs that can be dynamically allocated as
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needed, used, and then returned to the pool. For example, the make command might need to
do six compilations, so six processors could be taken out of the pool for the time necessary to
do the compilation and then returned. Alternatively, with a five-pass compiler, 5 x 6 = 30
processors could be allocated for the six compilations, gaining even more speedup [6, 7].
Third are the specialized servers, such as directory, file, and block servers, data-base
servers, bank servers, boot servers, and various other servers with specialized functions.
Fourth are the wide-area network gateways, which are used to link Amoeba systems at dif-
ferent sites in possibly different countries into a single, uniform system [8, 9].
Processor Pool Workstations
Specialized servers
(file, data base, etc)
WAN
Gateway
Fig. 1. The Amoeba architecture.
All the Amoeba machines run the same kernel, which primarily provides communica-
tion services and little else. The basic idea behind the kernel was to keep it small, not only to
enhance its reliability, but also to allow as much of the operating system as possible to run as
user processes, providing for flexibility and experimentation.
Transactions
Amoeba is an object-oriented distributed operating system. Objects are abstract data
types such as files, directories, and processes, and are managed by server processes. A client
process carries out operations on an object by sending a request message to the server process
that manages the object. While the client blocks, the server performs the requested operation
on the object. Afterwards the server sends a reply message back to the client, which
unblocks the client. We have named this request/reply exchange a transaction (not to be
confused with data-base transactions). Amoeba guarantees at-most-once execution of trans-
actions. Remote procedure calls [10, 11] are implemented by assembling an operation code
and its arguments in a request message, and performing a transaction with the appropriate
server. The result of the procedure is retrieved from the reply message.
After starting a transaction, a client process blocks to await the reply. A server process
blocks when it is awaiting a request. To handle multiple transactions going on at the same
time a process can be subdivided into lightweight subprocesses called threads. By having a
thread for each request, a server process can handle multiple requests simultaneously. A
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client process can perform several transactions at the same time by having a thread per trans-
action. To avoid race conditions and simplify programming, the threads are only rescheduled
when the currently running thread blocks, that is, threads are non-pre-emptive.
Capabilities
All objects in Amoeba are named and protected by capabilities [2, 3]. Capabilities,
combined with transactions, provide a uniform interface to all objects in the Amoeba system.
A capability has 128 bits, and is composed of four fields, as shown in Figure 2:
1) The server port : a 48 bit sparse address identifying the server process that manages the
object. A server can choose its own port.
2) The object number : an internal 24 bit identifier that the server uses to distinguish among
its objects. The server port and the object number together uniquely identify an object.
3) The rights field : 8 bits telling which operations on the object are permitted by the holder
of this capability.
4) The check field : a 48-bit number that protects the capability against forging and tamper-
ing.
48 24 8 48 # bits
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Fig. 2. A capability.
When a server is asked to create an object, it picks an available slot in its internal tables,
puts the information about the object in there along with a newly generated 48-bit random
number. The index into the table is put into the object number field of the capability. The
rights in the capability are protected by encrypting them together with the random number,
and storing the result in the check field. A server can check a capability by performing the
encryption operation again using the random number in the server’s tables, and comparing
the result with the check field in the capability.
Capabilities can be stored in directories that are managed by the directory service . A
directory is effectively a set of <ASCII string, capability> pairs, and is itself just another
object in the Amoeba system. Directory entries may, of course, contain capabilities for other
directories, and thus an arbitrary naming graph can be built. The most common directory
operation is to present an ASCII string and ask for the corresponding capability. Other
operations are entering and deleting directory entries, and listing a directory.
THE AMOEBA INTERFACE
Request and reply messages in Amoeba consist of a header and a buffer. Headers are 32
bytes, and buffers can be up to 30,000 bytes. (In the near future this will be changed to 64
bytes and 1 gigabyte respectively.) A request header contains the capability of the object to
be operated on, the operation code, and a limited area (8 bytes) for parameters to the opera-
tion. For example, in a write operation on a file, the capability identifies the file, the opera-
tion code is WRITE, and the parameters specify the size of the data to be written, and the
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offset in the file. The request buffer contains the data to be written. A reply header contains
an error code, a limited area for the result of the operation (8 bytes), and a capability field
that can be used to return a capability (e.g., as the result of the creation of an object, or of a
directory search operation).
The transaction primitives are listed in Figure 3. To await a request message, a server
calls GET-REQUEST specifying a header and a buffer in which to receive the request. A
client invokes DO-TRANSACTION specifying the capability of the object to be operated on
and the operation code in the request header. The server sends a reply using the PUT-
REPLY primitive. Requests and replies are delivered reliably. Amoeba guarantees that mes-
sages are delivered at most once. The return status of DO-TRANSACTION can be one of
three:
1) The request was delivered and has been executed. The size of the reply is returned.
2) The request was not delivered, and hence not executed (e.g., a server could not be
located).
3) The status is unknown: the request was sent, but any contact to the server was broken
afterwards. The server may have crashed during the execution, leaving the state of the
operating undefined. In this case the application level has to do its own fault recovery.
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GET-REQUEST(req-header, req-buffer, req-size)
PUT-REPLY(rep-header, rep-buffer, rep-size)
DO-TRANSACTION(req-header, req-buffer, req-size, rep-header, rep-buffer, rep-size)
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Fig. 3. The Amoeba primitives.
It is important that the delay of small transactions be very low, and the bandwidth of
large transactions be very high. The transaction interface is implemented by a small kernel
that runs on every processor in the Amoeba system. A UNIX driver has been implemented
that provides the same primitives to UNIX processes, allowing them to communicate with
Amoeba clients and servers [12].
Implementation
A remote procedure call consists of more than just the request/reply exchange. The
client has to place the capability, operation code, and parameters in the request buffer, and on
receiving the reply it has to unpack the results. Moreover, it has to check the errors that
might have occurred in the request/reply exchange. The server has to check the capability,
extract the operation code, and parameters from the request and call the appropriate pro-
cedure. The result of the procedure has to be placed in the reply buffer. Placing parameters
or results in a message buffer is called marshalling , and has a non-trivial cost. We also have
to handle different data representations in client and server. Also the capability checking
might impose great overhead if not implemented carefully.
In the following sections we will briefly describe how the different parts in a remote
procedure call have been implemented.
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Protocol
When a client invokes DO-TRANSACTION for the first time, a packet containing the
server port is broadcast over the network to request the physical location of the server. The
kernel running the server responds with a packet containing its physical network address.
The client caches this information so that it may use it as a hint in subsequent transactions to
the same server. Next the client sends the request packet, or a sequence of packets if the
request does not fit in one packet, to the server using the acquired physical location. A
retransmission timer is started to recover from network failures. Retransmissions are always
sent to the same processor, since otherwise the at-most-once semantics cannot be guaranteed.
In the normal case in which a reply is generated quickly, the reply message is sent back
and serves as the acknowledgement for the request. If the operation takes a long time, the
client will retransmit the request. This time the server sends a separate acknowledgement.
For a long transaction special packets are exchanged to enquire about the status of the trans-
action. Like requests, replies are split into several packets if they do not fit into one packet.
Replies are separately acknowledged so that the server can start awaiting a new request
immediately.
Special care needs to be taken to implement this protocol efficiently. First of all the
coding has to be done carefully, since it turns out that the bottleneck in the communication is
not the network, but in the processors that run the protocol. For example, unpacking densely
packed messages are expensive operations. Second is the timer management. During a
transaction many timers need to be started, but they hardly ever expire, since they are can-
celed when an expected packet arrives. An efficient way of implementing the timers is using
a sweep algorithm, that periodically checks whether the protocol is still progressing. If not, a
message might be lost and a retransmission is in order.
Third is the context switching. Often when a thread blocks there are no other threads to
schedule, since there are many processors available in Amoeba and the work is balanced over
the different processors. In this case it is unnecessary to remove the thread from the run
queue. When a packet comes in for this thread it can be restarted from where it stopped, and
there is no overhead in putting it back on the run queue again. Also, when the message con-
sists of several packets, the protocol management can be done at the interrupt level, and the
thread does not need to be restarted at all.
Marshalling
RPC requests usually consist of a number of integer parameters and sometimes a request
buffer consisting of bytes. Replies usually consist of an integer result and sometimes a reply
buffer consisting of bytes. Since this is the common case we have optimized its implementa-
tion. For example, read and write operations on a file usually consist of a buffer, an offset in
the file, and a size. In the request and reply header we have reserved 8 bytes for parameters
and results, which have been subdivided into two 2-byte words and a 4-byte word. These
integer types have to be converted if the sender and receiver use different integer representa-
tions. The sender specifies which integer representation (little-endian or big-endian byte
order) it uses.
More complicated data types can be handled by marshalling everything in the request
and reply buffers. We leave the data representation in these buffers to the applications, but
we have provided library routines that can be used to marshall common integer and floating
point types in a machine-independent way. Work on a stub compiler is underway to have this
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done automatically.
The capability checking, if implemented naively, would involve expensive encryption
for each operation. However, it is simple to cache the result of the encryption in the server,
so that the encryption is hardly ever necessary. Cache entries are filled when capabilities are
generated, or when the capability was not present in the cache. A simple least-recently-used
algorithm guarantees a high hit-rate.
Performance and Comparison
The performance measurements were performed on 16 MHz Motorola 68020 processors
running the Amoeba kernel, and on SUN 3/50 workstations running SUN OS 3.5 UNIX. All
processors were connected over the Ethernet using Lance chip interfaces (manufactured by
Advanced Micro Devices). We have measured the performance for different configurations
with clients and servers running on Amoeba, running under SUN UNIX using the Amoeba
RPC driver, and running under SUN UNIX using the SUN RPC primitives. The load on the
Ethernet not involved in the measurements can be ignored.
We will demonstrate the performance of the RPC mechanism using three common
cases:
case 1) 4 bytes
In this test the request consists of, for example, a 4 byte integer, and there is an empty
reply. Under Amoeba the 4 bytes will fit in the header, so both the request and reply are
header only (no buffer).
case 2) 8,192 bytes
Under Amoeba the request is header only; the reply consists of a header plus an 8 Kbyte
buffer. This could be, for example, a read operation of an 8 Kbyte file.
case 3) 30,000 bytes
The request is header only; the reply consists of a header plus a 30,000 bytes buffer.
This is currently the maximum size of the Amoeba buffer. Since SUN RPC imposes a
maximum message size of 8 Kbytes, this case could not be measured for SUN systems.
In Figure 4 we give the delay and the bandwidth of the three different RPC examples for the
different configurations. The delay is the time as seen from the client, running as a user pro-
cess, between the calling of and returning from the RPC primitive. The bandwidth is the
number of data bytes per second that the client receives from the server, excluding headers.
The measurements were done for both local RPCs, where the client and server processes
were running on the same processor, and for truly remote RPCs.
The Performance of Amoeba under Heavy Load
Amoeba RPC performs much better than SUN RPC on a lightly loaded network. For
example, reading an 8K block from a remote file takes 13.1 ms between two Amoeba
machines, and 40.6 ms between SUN 3/50 two machines running UNIX with SUN RPC.
However, since Amoeba is a distributed operating system, RPCs under Amoeba are far more
heavily used. It is therefore interesting to look at the behavior of Amoeba RPC under heavy
load. In this section we will investigate two cases. The first case is where client/server pairs
are trying to perform as many RPCs as possible on one network. In the second case, there is
only one server, but several clients are doing as many RPCs as possible. The first case puts a
heavy load on the network, and the second a heavy load on the server. In both cases there is
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Delay (msec) Bandwidth (Kbytes/sec)
case 1 case 2 case 3 case 1 case 2 case 3
(4 bytes) (8 Kb) (30 Kb) (4 bytes) (8 Kb) (30 Kb)
                                                                 
bare Amoeba local 0.8 2.5 7.1 5.0 3,277 4,255
                                                                 
bare Amoeba remote 1.4 13.1 44.0 2.9 625 677
                                                                                   
UNIX driver local 4.5 10.0 32.0 0.9 819 938
                                                                 
UNIX driver remote 7.0 36.4 134.0 0.6 225 224
                                                                                   
SUN RPC local 10.4 23.6 imposs. 0.4 347 imposs.
                                                                 
SUN RPC remote 12.2 40.6 imposs. 0.3 202 imposs.
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(a) (b)
Fig. 4. The delay in msec (a) and bandwidth in Kbytes/sec (b) for RPC between
user processes in three common cases for three different systems. Local RPCs are
RPCs where the client and server are running on the same processor. The UNIX
driver implements Amoeba RPCs under SUN UNIX.
one network, and one processor per client and per server.
There are two things that we want to measure. The first is how the performance of the
Amoeba RPCs degrades with the number of clients. This should be no worse than just divid-
ing the maximum performance over the clients. That is, if one client can do 700 RPCs per
second, then two clients together should at least be able to do a total of 700 RPCs per second
as well. We also want to know how fairly the RPCs are distributed over the clients. If, with
two clients, one could execute only 5 RPCs, but the other did 695, then the scheduling of
RPCs was unfair.
We have measured the performance and fairness of Amoeba RPC as a function of the
number of clients, in each of the two cases. Each measurement is represented as shown in
Figure 5. The figure shows the average of the measurements, the minimum and maximum
observed measurements, and a 95% confidence interval assuming normal (Gaussian) distri-
bution of the measurements. The confidence interval is a measure of fairness. It gives the
probability that a measurement falls within that interval. If the line representing the interval
is short, the scheduling of the RPCs was fair. If the line is very short, it will be hidden
behind the dot representing the average.
Figure 6 shows the results for pairs of clients and servers. Each client and server per-
forms the same measurements as were done on a lightly loaded Ethernet. In Figure 6(a) we
see the result for null RPCs, that is, RPCs without any data. The dashed line gives the perfor-
mance of one client/server pair divided by the number of clients, and represents graceful
degradation. In this figure we can see that the pairs are not bothered by the load imposed by
the other pairs. At least up to 5 client/server pairs, the performance as observed from each
pair is about 700 RPCs per second. The fairness is about ideal.
In Figure 6(b) we see what happens for large RPCs (30,000 bytes). Remember that a
single pair uses more than half the bandwidth of the Ethernet, so it is impossible that multiple
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Fig. 5. Measurements are represented by the average (  ), the minimum and max-
imum observed measurements (—), and a 95% confidence interval ( | ).
# RPCs / second
# clients
1 2 3 4 5
100
200
300
400
500
600
700
800





(a)
# RPCs / second
# clients
1 2 3 4 5
2
4
6
8
10
12
14
16
18
20
22





(b)
Fig. 6. The performance of Amoeba under load for (a) null RPCs, and (b) large
RPCs of 30,000 bytes. In this case up to five clients are communicating at the
highest possible speed with the same number of servers. The dashed line represents
the performance of one client/server pair divided by number of clients, that is, linear
degradation.
pairs will not affect the performance of others in the measurements. However, together they
put an even higher load on the Ethernet, such that the measurements are much better than
expected from simple graceful degradation, as represented by the dashed line.
But we also observe that as the number of client/server pairs increases, the fairness
decreases. With 5 clients, the minimum number observed was 5.0 RPCs per second (which is
still 150,000 bytes per second), and the maximum number was 9.2 RPCs per second. Note
that by now the load on the Ethernet is 8 Mbits per second (80%), so that the collision
recovery mechanism plays an important role. However, this load is, even in a distributed
operating system, not often observed.
In Figure 7 we find the measurements in the case where all clients are doing RPCs to the
same server. Here we can observe that one client can nearly saturate the server with RPCs,
since two clients do not put a much higher load on the server. The degradation is graceful,
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and in both the case of null RPCs (a) and large 30,000 byte RPCs the scheduling of RPCs in
the server is reasonably fair.
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Fig. 7. The performance of Amoeba under load for (a) null RPCs, and (b) large
RPCs of 30,000 bytes. This time there is only one server, but many clients.
THE BULLET FILE SERVER
The price of memory is decreasing rapidly, allowing us to equip a file server with a large
memory to radically improve its performance. For Amoeba we have built such a fast file
server, called the Bullet server . This server is an immutable file store, with as principal
operations READ-FILE and CREATE-FILE. For garbage collection purposes there is also a
DELETE-FILE operation. An advantage of the immutability of files is that processes can
cache them without having to worry about inconsistency. When an application wants to
change the file, it reads the complete file into its memory. After making the required
changes, a file is created in the Bullet server with the new contents. When the capability of
the new file has been installed in the directory service, the new contents will be publicly
available. This operation can be made atomic, even for a set of Bullet files, to achieve fault
tolerance. Old files are automatically garbage collected.
Implementation
The files are stored contiguously on disk, and are cached in memory (currently 16
Mbytes). When a requested file is not available in this memory, it is loaded from disk in a
single large DMA operation and stored contiguously in the cache. (Unlike conventional file
systems, there are no ‘‘blocks’’ used anywhere in the file system.) Files are replicated on
two disks. In the CREATE-FILE operation one can specify to reply before the file is written
to disk, after it has been written to one disk, or after it has been written to both disks, depend-
ing on how important the stability of the file is.
Files are usually sent to the client as a whole, if possible in one large RPC reply. This
way we are able to achieve the transfer rate that is provided by the RPC mechanism. The
location of the file is kept in an ‘‘inode table,’’ containing the disk address, the size, and the
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random number of the file. The random number is used for capability checking. The inode
table is kept contiguously at the beginning of the disk, and cached completely (write-through)
in core.
Performance and Comparison
Figure 8 gives the performance of the Bullet file server for files of 1 Kbyte, 16 Kbytes,
and 1 Mbyte. In the first column the delay and bandwidth for read operations is shown. Note
that the test file will be completely in memory, and no disk access is necessary. In the
second column a create and a delete operation together is measured, and the file is written to
both disks. Note that both operations involve disk requests. Moreover, the create operation
has to generate a capability, which involves costly operations such as generating a random
number and encrypting it using a one-way function based on DES. These operations alone
account for 120 msec.
Delay (msec) Bandwidth (Kbytes/sec)
File Size READ CREATE+DEL READ CREATE+DEL
                                                                   
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Fig. 8. Performance of the Bullet file server for read operations, and create and
delete operations together. The delay in msec (a) and bandwidth in Kbytes/sec (b)
are given.
To compare this with the SUN NFS file system, we have measured reading and creating
files on a SUN 3/50 using a remote SUN 3/180 file server (using 16.7 MHz 68020s and SUN
OS 3.5), equipped with a 3 Mbyte buffer cache. The measurements were made on an idle
system. To disable local caching on the SUN 3/50, we have locked the file using the SUN
UNIX lockf primitive. The read test consists of an lseek followed by a read system call. The
write test consists of consecutively executing creat , write , and close . The SUN NFS file
server uses a write-through cache, but writes the file to one disk only. The results are dep-
icted in Figure 9.
Observe that reading and creating 1 Mbyte files result in lower bandwidths than reading
and creating 16 Kbyte files. The Bullet file server performs for read operations two to three
times better than the SUN NFS file server. For create operations, the Bullet file server has a
constant overhead for producing capabilities (120 msecs). For small files we therefore
observe a lower bandwidth than for SUN NFS. Although the Bullet file server stores the
files on two disks, for large files the bandwidth is four times that of SUN NFS.
CONCLUSIONS
We have discussed the design and implementation of Amoeba. Amoeba is based on the
object model and uses remote procedure calls to operate on objects. To make it a usable
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Fig. 9. Performance of the SUN NFS file server for read and create operations.
The delay in msec (a) and bandwidth in Kbytes/sec (b) are given.
system, considerable effort has been devoted to providing high performance. This has been
achieved by simple, yet carefully designed and implemented RPC protocols. Security has not
been ignored in this process.
Two important aspects of RPC performance are delay and bandwidth. Compared to the
SUN RPC, Amoeba executes a small RPC 9 times faster, and achieves over 3 times the
bandwidth for large RPCs. Amoeba also performs well under high load, providing its users
with a fair share of the available bandwidth.
We have also measured the performance of the file service of Amoeba, called the Bullet
file server. While providing high availability through replication, the file service also pro-
vides high performance. Again by simple, but careful design and implementation, the delay
and bandwidth of reading files are as good as the Amoeba RPC. Considering the high
capability-based file protection, and the fact that files are replicated on two disks, the write
performance is also excellent. Compared to SUN NFS, the Amoeba file server is over twice
as fast for reading large files, and four times faster for writing large files. The measurements
convince us that a fast distributed operating system can be built.
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