Raising the interest in remote chemical analysis, in particular through Raman and fluorescence spectroscopy, the opportunity of increasing the exposure represents an important step for an easier and more reliable spectrum analysis. However, the European directive 2006/25/EC defines the maximum permitted exposure (MPE) to artificial radiations according to exposure duration, wavelength, coherence of the radiation and beam divergence. Though the Raman cross section scales in general according to the fourth power of the excitation wavelength, promoting the use of deep UV radiation, a synergy between wavelength and exposure time can raise the Raman signal in the near UV or in the near IR if compliance to eye-safety directives is requested. In this work we will analyze the possibilities offered by commercially available components for enhancing the Raman scattering under eye-safe conditions.
Introduction
Laser spectroscopy represents a very useful tool for chemical analysis. In particular, Raman and fluorescence spectroscopy are successfully used in detection of biological in vivo analysis and standoff/proximal detection of unknown substances [1, 2] . Sometimes the compliance with the regulations about exposure to laser radiations is requested. For example, for counterterrorism or medical diagnostics a key characteristic is the possibility to expose subjects to laser radiation without damaging skin or eyes. Because of the low Raman cross sections, that in many cases cannot be profitably detected and used for identification and classification of materials, a variety of methods have been developed to enhance the signal and allow spectral recognition and identification (Coherent Antistokes Resonant Spectroscopy, Surface Enhanced Raman Spectroscopy, Shifted Excitation Raman Difference Spectroscopy, Resonant Raman Spectroscopy, Waveguide enhaced Raman spectroscopy) [3] [4] [5] [6] [7] . Unfortunately, none of these methods work without sample preparation or precise choice of the wavelength, becoming useless for individuation of unknown species and/ or without possibility of handling the target. As a consequence, it is clear that only the single-excitation, non-resonant Raman spectroscopy allows species identification with a minimal exposure of any unknown target, though the return signals are the lowest. The possibility to increase the laser energy used for the analysis, without trespassing the Maximum Permitted Exposure (MPE) is hence a critical point to address in order to improve the backscattered signal and the performances of the subsequent data analyses. The MPE is determined on the basis of the mechanism of damage induced in tissues by the laser radiation: this depends primarily on the wavelength, but the duration of the pulse also impacts on this. Three kinds of effects have been individuated as driving the damaging mechanisms on biological tissues: thermal effects, photochemical effects and non-linear effects. Annex D of the IEC 60825-1 standard [8] describes these mechanisms and discusses the possible damages for eye and skin.
The directive
The European Directive 2006/25/EC (ED) [9] aims to improve the health and safety of workers exposed to artificial optical radiation by laying down limit values for exposures to eyes and skin. Such directive follows the standards of the International Electrotechnical Commission (IEC) in respect of laser radiation and the recommendations of the International Commission on Illumination (CIE) and the European Committee for Standardization (CEN) in respect of non-coherent radiation. With reference to laser radiation it follows the IEC 60825-1 standard, and establishes the laser MPE according to laser wavelength and duration, both in case of continuous and pulsed radiation.
In the present work we will address the problem of finding the best strategy to optimize the Raman signal from a target, still staying within the limits given by the ED, which fixes the MPE to artificial optical radiation, giving detailed prescriptions for the laser emitted light in the range 180 to 3000 nm. Many distinctions are made, according to the type of possible damage on cornea and skin, on the base of exposure duration, wavelength, coherence of the radiation and beam divergence.
In case of a single exposure (i.e. continuous illumination for a time duration T), ED Tables 2.2, 2.3 and 2.4 describe the thresholds and the algorithms for calculating the eye and skin exposures for exposure times from 10 − 13 to 10 4 s, for a laser beam of a given divergence. The averaging area where the energy density must be calculated is also defined, giving the aperture (i.e. diameter) of the circle corresponding to that area.
If the exposure is obtained through multiple pulses, additional conditions must be fulfilled. In this case, the MPE also depends on the number of laser pulses employed within the total time T, so that the possibility to deploy the whole MPE corresponding to the time lapse T depends on the characteristics of the specific laser in use. This will be better discussed in the following.
In some cases, the MPE depends on the duration of the exposure, while in other it is constant. One can notice that only in the VIS-NIR region (400-1400 nm) the MPE of skin (SMPE) is different than the MPE of eye (EMPE). Since in most occasions in laser remote sensing it is hard to predict if the laser radiation will hit only skin, in the following the most restrictive rule should be applied, i.e. only the EMPE will be considered. In Fig. 1 the EMPE and SMPE for some selected exposure times are shown for a beam divergence less than 1.5 mrad. In the UV region, MPE is independent on the beam divergence α.
Single shot
Figure 1 is adapted after Table 2 .2 and shows the single pulse MPE for eye and skin for exposure times ranging from 1 ns to 10 s, and wavelengths from 180 to 2700 nm. From Fig. 1 it is clear that for Raman spectroscopy the UV region becomes interesting since the MPE can be substantially higher than in the VIS; moreover, the cross section is higher than in the VIS/IR and laser sources, Table 1 . It is clear that if a single exposure of 1 s would be possible, the use of UVA region allows an MPE up to 178 times that associated to 1 ns, typical lower limit of the pulse duration in active Q-switched lasers. Below this threshold time, a different regime applies for calculating the MPE, and it lowers as exposure time shortens. For this reason, in this work we can consider 1 ns as a lower bound for exposure times.
In the regions below 302 and between 1500 and 1800 nm the MPE is independent with respect of the exposure time, and equals, respectively, 30 and 10 4 J/m 2 .
Multiple shots
In case of exposure to multiple pulses, a set of additional rules (ED, Table 2 .6) must be taken into account: 1. The exposure from any single pulse in a train of pulses shall not exceed the exposure limit value for a single pulse of that pulse duration.
2. The exposure from any group of pulses (or sub-group of pulses in a train) delivered in time t shall not exceed the exposure limit value for time t.
3. The exposure from any single pulse within a group of pulses shall not exceed the single-pulse exposure limit value multiplied by a cumulative-thermal correction factor C p = N -0,25 , where N is the number of pulses. This rule applies only to exposure limits to protect against thermal injury, where all pulses delivered in less than T min are treated as a single pulse.
Thermal injury is only applied at wavelengths longer than 315 nm, where thermal damage is possible; T min values are given in Table 2 . Although IEC60825-1 standard applies the 3rd requirement only over 400 nm, ED is a little ambiguous since not any clear wavelength range is declared, but only refers to thermal damage. However, since Table A .1 of IEC60825-1 and Table ED 2.1 declare the occurrence of thermal damage for eye also in the 180-400 nm region, the most conservative calculation must also consider the requirement 3.
It is important to notice that, in the UVA region, any laser available today will provide pulses to be considered separately, while in the region 1500-1800 nm T min is so long that any train of laser pulses can be considered as a single pulse, leading to a greater MPE since the correction factor C p equals 1.
While rules 1 and 2 are easy to merge between them, rule 3 complicates the scenario since the maximum energy density per pulse depends on the number of pulses. Since each laser can deliver a maximum energy per pulse (MEP) in a range of Pulse Repetition Rates (PRR), a best combination of pulses and energy will exists for each specific device. In the next section a comparison of the performances among a selection of different commercial laser models will be presented.
Enhancing the Raman signal
Starting from the MPE values discussed so far, we will calculate now the Raman signals associated to different wavelengths, exposure times and laser types. We must consider that, in general, the Raman cross section of a molecule scales with the fourth power of the wavelength. This is true in regions free from resonances, then in general in the near UV, VIS and IR region. However, since the energy of each photon is proportional to its frequency, the net effect of using a pulse of a given energy on Raman signal is a dependence on the third power of the wavelength. Figure 2 shows a theoretical Raman signal (relative to the one at 180 nm) coming from a target where the total MPE has been deposited by a single pulse.
Two regions appear particularly appealing: the UVA-B and the IR between 1500 and 1800 nm. In the first one, many commercial laser lines are available (see Table 3 ) both fixed and tunable. In this region the best performance could be achieved using a continuous laser (CW) to accumulate signal for up to 10 s (when MPE saturates Angelini
at 10000 J/m 2 ). With pulsed laser, a different strategy must be adopted, and it will described in the next section since it makes use of multiple exposure.
In the UV region, fluorescence may represent a very limiting factor for UV-VIS Raman investigation. In fact, the fluorescence signal can be often so intense to mask the Raman signal: although the fluorescence bands are usually much broader than Raman lines and in theory could be filtered out by a digital filter, the shot noise associated to this intense signal can cause fluctuations of the same order of magnitude of the most intense Raman lines. A possibility of rejecting fluorescence in the UV-VIS region is based on time-resolved spectroscopy, because fluorescence usually happens on time scales longer than Raman effect [10, 11] . Using short laser pulses (< 1 ns) and fast gated ICCD (~2 ns) it might be possible to cut off most of the fluorescence signal. However, the MPE corresponding to subnanosecond pulses is very low, since from ED Table 2 .2 the power of pulses shorter than 1 ns is set to 10 10 W/m 2 (from 180 to 400 nm). This forces the MPE to scale linearly in this region, leading to very weak signals.
In spite of the reduced Raman cross section, also the region 1500-1800 nm seems appealing, at least from a theoretical point of view. In this region, in fact, the MPE is very high, and then a large amount of photons can be delivered on the target: moreover, as already observed, the MPE does not depend on exposure time. This means that, in case of single exposure, if short pulses must be employed (i.e. fast dynamics of a process) the Raman signal in this region can also overcome those from UVB for pulse lenghts shorter than about 1 μs, as visible in Fig. 2 .
Another advantage of the IR lies in the absence of fluorescence signal. In fact, fluorescence happen at longer wavelengths than the excitation one.
The main drawback of IR Raman spectroscopy comes from the efficiency of optics and detectors, whose quantum efficiencies are not comparable to those operating in the UV region. In addition, the high absorption of IR radiation by water may also limit the utility of IR Fig. 2 The expected Raman signal, normalized to 1 at 180 nm, for exposure times between 1 ns and 10 s Raman spectroscopy for biological samples, reducing the scattering volume. Depending on the area under investigation, cost, dimensions and weight admissible for the instrument, it is possible that no CW lasers can reach the power to deploy the entire MPE T = MPE(T). In this case it is possible to fall back on pulsed lasers. With pulsed lasers, many short pulses can be sent within a longer time lapse. In any case, using different pulse lenghts means that the CCD exposure should lengthen as well, leading to different noise levels: the different signals should be compared to the corresponding noise levels [12, 13] .
Each light measurement leads to an intrinsic error due to the discrete nature of photons: the intensity fluctuations are described by the Poisson statistics and hence the variance associated to a signal (both spectral line, dark or background) equals the expected value. In this case the ratio S/ N= S= ffiffiffi S p = ffiffiffi S p grows together with S (i.e. the brighter the signal, the lowest the relative error).
Since the overall value of the noise depends actually on a variety of factors such as temperature, dark noise, readout noise and background illumination, a thorough discussion on Raman signal-to-noise ratio is beyond the aim of this work; however, as a rule of thumb we can say that if the detector noise does not grow dramatically with integration time the best strategy could be represented by sending more pulses in times as long as 10 s. For example, in cooled, state-of-the-art, CCD cameras the main fluctuation comes from readout noise rather than dark noise: in fact, noise is almost constant in exposure up to several seconds. From a practical point of view, it is useful to define the noise as the standard deviation of the intensity in a region where no spectral lines are present, the SNR is here computed as the ratio between the peak signal by the noise as above defined.
The performances achievable by the use of repetitively pulsed lasers within a time lapse T will be now analyzed.
First of all, given the wavelength, T min must be checked to establish whether the pulses can be considered as a single pulse or not. If not, with such pulsed laser, the single-shot MPE changes as described before and the most restrictive of the three requirements listed before must be fulfilled. The third one involves the number of pulses sent in the total measurement time: if N pulses of length t are sent within an interval T, the single-shot MPE (MPE t ) shall be decreased by the factor Cp = N -0.25
. It is worth notice that the MPE for single pulse is specific for each laser since the pulse length is imposed by the laser constructive features; on the other hand, at least one between single-shot energy and PRR can be changed to match the energy needed to fill the MPE T with pulses not exceeding MPE t ·C p :
Hence, N ¼ ð
In the special case where MPE(t) = 5600 t 1/4 J/m 2 (i.e. in the UVA region and 1 ns < (T,t) < 10 s), the term MPE T /MPE t simplify and N ¼ ð
As the MPE is an energy density, care has to be taken to rescale the laser energy density to the spot area, because if a large spot is used, the energy per pulse might be too low to fill the entire amount of MPE. In this case, a larger number of pulses must be employed. Let J 0 be the maximum energy density available at each pulse. The number of pulses required to fill the MPE T will be N ¼
•T , as far as the condition J 0 < MPE t C p is satisfied. In the special case where MPE = 5600 t 1/4 J/m 2 , again these expressions become simpler:
From what discussed so far, it is evident that a laser with an average power of MPE T /T is requested to deploy all the MPE T (for each square centimeter of the laser spot). Moreover, a laser with high PRR and low peak power is preferable to avoid the risk of saturating the single shot MPE t : in fact, a laser deploying its power through few powerful pulses is likely unable to fill the MPE T .
Referring to the region 315-400 nm and 1 ns < T < 10 s, Fig. 3 shows the fraction of the total MPE available for T = 0.01, 0.1, 1 and 10 s, using pulses 1 ns long, as a function of the PRR and J 0 . Dotted lines represents loci where PRR*J 0 = constant, i.e. curves of constant power. In general, the power W required to fill the MPE T is given by MPE T /T for each square centimeter of the beam area. In this spectral region W ≥ 560 T -3/4 mW/cm 2 . On the other hand, the inverse of this formula may give the minimum time required to obtain the complete filling of the MPET given the laser power: T = (0.560/W) 4/3 (where W is in W and T in s). It might be useful to remember form Table 1 that MPE T for T = 1 s equals 560 mJ/ cm 2 while for T = 0.1 s equals 315 mJ/cm 2 . The plots refer to 1 ns pulses since this time entails the most restrictive MPE t : longer laser pulses will automatically fulfill the single-pulse requirements.
In the J 0 -PRR space, the locus of points where J 0 = MPE t ·C p (plotted as a black line in Fig. 3 ) splits the plane in two regions: this locus can be called the discriminant line. Above this line, J 0 is considered to be trimmed to MPE t , and raising the PRR only increases linearly the exposure. Below, the whole J 0 is available, and raising the PRR increments the exposure as isopower lines are crossed, until the discriminant or the 100% line is reached. In this space each laser can be represented as a point of coordinates corresponding to the max PRR (PRR MAX ) and max Energy per pulse E MAX (J MAX if normalized to the beam area): E MAX ·PRR MAX will also determine the max laser power. To compare different lasers, we performed calculations of the theoretical Raman return from a sample target for a variety of laser categories, whose typical characteristics have been chosen according to the active medium and the pumping technique. Table 4 shows the fraction of effective by admitted MPE T and the expected maximum signals obtained by each laser category, for several exposure time ranging between 0. 01 s to 10s normalized to the signal of a 266 nm device reaching the corresponding MPE. All the calculations have been performed for a spot area of 1 cm 2 and for a collimated beam. If different beam size is employed, the energy density will change accordingly. If J 0 > MPE t the laser should be attenuated, or the beam expanded in order not to trespass the single shot MPE; otherwise the beam could be narrowed to match the MPE t . In any case one must take care of the homogeneity of the beam, since ED sets the limiting aperture as the circular area over which irradiance and radiant exposure are averaged. In the UV region, such aperture equals 1 mm for pulses shorter than 0.3 s [9, Table 2 .2]. If the beam is not collimated, the divergence of the beam affects the calculation of MPE in the spectral range 400-1400 nm.
From Table 4 it is evident that also in case where the total laser power is given, devices with high repetition rate and low peak power can fill the MPE much easier than lasers delivering high energy per pulse, at least for a beam area of 1 cm 2 . If the area increases, more intense pulses can still fill the MPE, changing the results. On the other hand, smaller areas allow less powerful lasers to reach high fraction of the MPE. In general, however, shorter acquisition times require more powerful lasers. As a consequence, if the dynamics of the process is not very fast, raising the integration time as much as possible should be preferred.
Long exposures (T > 1 ms) can be exploited also in the IR (λ > 1400 nm) region, where the MPE is the same as in the UVB region, and between 1500 and 1800 reaches 1000 mJ/cm 2 regardless the pulse length. Nevertheless, the Raman cross section, for a given energy, is here much lower than in the UVB, (about 80 times between 355 and 1540 nm), and the water absorption may limit the advantage of high MPE, mainly for thick samples with high water content. Moreover, currently the narrow assortment of high power laser devices (to the autors' knowledge, only OPO-shifted Er:glass at 1570 or diode fiber-amplified at 1550 nm are available in this region), efficient optics and detectors strongly limits the practical implementation of this solution, nevertheless leaving open this possibility for the next generation of laser and detectors.
Conclusions
The UVA region seems the most suitable region to obtain high Raman signal with eye-safe laser radiation, both with continuous and pulsed laser, provided that pulse energy and repetition rate are in agreement with the constraint for repetitive exposure.
Using repetitive exposures in time windows up to 10 s, the MPE can grow with respect to a single pulse depending on the spectral region considered. Of course, if time is increased the detector acquisition time must be enhanced as well. With cooled CCD devices and at low and very low signal level, the background illumination must be kept as low as possible in order to have a negligible contribution, then to limit readout noise then the best strategy might consist in accumulating all the pulses in one single frame.
Calculations were made considering 1 cm 2 laser spot. If the target has a different area, the laser power should be scaled accordingly. Larger spots imply stronger signals, but it would be hard to find lasers powerful enough to fill the whole MPE, especially for short integration times. However, this is a purely technological limit: as more powerful lasers become available on the market, it will be easier to fill larger areas with higher energies.
As last remark it is worth notice that whenever the substrate fluorescence is an issue, the 1500-1800 nm range may represent an interesting alternative, although the unavailability of efficient and low noise detectors and optics, as well as laser sources can limit the final performances. 
