Application generators have been demonstrated as a successful approach to achieving software reuse and typicafly yields higher productivity gains than methods such as component-based reuse. Despite their advantages, industrial software developers are reluctant to adopt these methods due to the lack of tools for constructing generators.
Introduction
Our framework for the development of application generators is structured into two levels. The first level is based on well established ideas of generic components [14, 4] , which have desirable characteristics for reuse and structured design. This level of the framework consists of the definition of an abstract machine, where operations of the abstract machine can be viewed as generic components. Abstract machines are a well understood concept from programming languages [12] that have severaf advantages discussed in section 4, such as providing an abstraction to mukiple implementations.
Given the definition of an abstract machine, which defines a collection of operations suitable for building applications within a domain, the next step is to provide a method of composing operations to form an application. Composing these operations through the use of a glue language can be cumbersome and similar appli-"Thk work has been parrly suppmted by FRANCE TELECOM Cf'f-CNET %-lB-027.
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SSR '97 MA, USA 01997 ACM 0-89791 -945-9/97/0005. .. $3.50 cations will often share a similar structure. Our approach consists of using a domain-specific language as an interface to the abstract machine. Thus, the second level of our framework is the definition of a micro-language. The micro-language represents an interface to the abstract machine that, among other things, allows reuse among similar applications and can be used by non-programmers, The result of this two-level framework is a structured approach to the development of an application generator. An application generator is a software component that generates a family of applications within a domain. A domain represents a class of applications with similar characteristics and functionality. A rnicrolanguage can be seen as a restricted domain-specific language which expresses this variation in natural terms of the domain. A micro-program specifies an instance of the class of applications represented by the micro-language, and a generator is used to automatically generate an implementation of an instance from this specification. Thus, the application generator technology is reused each time a new instance is created.
Our framework uses automatic program transformations to translate a specification, written in the micro-language, into an efficient implementation.
The generation process occurs by mapping a micro-program in the micro-language into operations within the abstract machine, which are themselves mapped into an optimized implementation. This mapping process is automated through the use of partial evaluation [6, 10] . Partiaf evaluation is a program transformation which specializes a program with respect to know vafues of some of its input.
Domain-specific languages and application generators are both well recognized approaches [3] . They represent a flexible form of reuse that not only aflows the reuse of the implementations of abstract functional units, as in the component-based approaches, but afso allows the reuse of how these functional units are combined to form a complete system [5] . The only limitation in the amount of design knowledge that can he reused by an application generator is the abifity to express that knowledge as an afgorithm. Furthermore, application generators allow this knowledge to be reused by non-programmers because the domain-specific language can provide an interface to the domain-user in familiar notations.
Despite these features which make them a good approach to reuse, application generators have limited applicabilityy. The applicability of generator technology is determined by its technical feasibility, as well as development costs. The development costs of application generators can be considerably more than the development of an individual application, and must be compared with the long term benefits of reuse. Thus, the criticaf decision to use generator technology is based on its development costs,
The overall goal of this work is to reduce the effort of application generator development. We can summarize our approach as follows. Application generator design is decomposed into two levels, the design of an abstract machine and a micro-language. Each of these can be composed from smaller building blocks to provide further reuse. The complete generation process is achieved through the application of partial evaluation in order to map an application specified in the micro-language to an abstract machine program, and mapping this result to an implementation.
Our work contributes to the design of application generators by providing a structured two-level approach to design, providing a complete path from micro-languages to implementation reusing component-based technology, the uniform use of partial evaluation for automatic program transformation, and the use of a component model to compose and extend application generators.
The following section presents some background on partial evaluation. This is followed by an example that will be used in the following sections, which elaborate on the two level framework and the application of partial evaluation. The find two sections give a summary of related work and some conclusions.
Background
This section presents the background of our approach to program specialization. Program specialization is the process of transforming a general program into one that is more specific, customizing it in some way. In our approach, we utilize partial evaluation [6, 10] , a well established technique of program specialization. Partial evaluation has been successfully applied in many application areas including operating systems [13] , and computer graphics [8] .
Partial evaluation is a program transformation which specializes a program with respect to some known inputs by performing as many computations as possible (those that depend only on the known input). The process of partial evaluation is well suited to each phase of our framework because each phase involves the instantiation of a general component into a specific one.
A Working Example
In this section we describe an example that will be used in the following sections to give some concrete context to the framework. The example concerns the development of the control process of a vending machine. Although there are many different kinds of vending machines, for diverse applications, they all have very similar structures. These similarities makes it a suitable application for the use of an application generator. In practice, we are applying our approach to real scale applications in collaboration with our industrial partners.
In this example, a vending machine is defined to be a machine that provides a certain service, which is to sell some merchandise selected by the buyer. The vending machine architecture considered consists of a stock unit, an input unit, a coin unit, optionally a display unit, and a central control process, The central control process controls the actions of each unit by sending and receiving messages. The following sections elaborate on the two levels of the proposed framework, and how they are applied to the development of this example generator for vending machine control processes.
Abstract Machines
The first level in the design process of our framework is the definition of an abstract machine, which captures the fundamental operations that underly the design of applications within the domain. An abstract machine can be simply defined as a collection of operations which operate on an explicitly defined state. The use of abstract machines is a natural progression from established reuse practices. Starting from the idea of highly parametrized subroutines, one might consider these to be generic components or operations to provide a level of abstraction. This level of abstraction provides insulation between the definition of the operation and an implementation. Given the context of a domain-specific solution, it then seems reasonable that for a given domain, we can define a collection of related operations that cooperate to accomplish some goal. Finally, by introducing an explicit state, we have an abstract machine model, The introduction of an explicit state provides a means of reasoning about the operations and how they interact.
The question to consider now is given an abstract machine how can the operations of the abstract machine be mapped into an efficient implementation? Figure 1 depicts the complete process of application generation in our framework. Parts A and B of the figure comespond to the two levels of the framework, and part B indicates how this mapping from an abstract machine to an efficient implementation takes place. The figure shows that given an abstract machine implementation and an abstract machine program as input to a program specialize, we can generate an implementation. The implementation of the abstract machine is, of course, simply a highly parametrized library. This library can be con- 
Figure2: Abstractmachinedefinitionfragments.
sidered a kind of generic 'program", in the sense that it defines the implementationof every possible abstract machine program, whereas tie implementation of an abstract machine program is one specific instance of this. Thus, this situation precisely correspondsto whataprogram specializerdoes, trarrsform ageneral program into a more specific one based on some context. In this case, specialization is with respect to the abstract machine program. The result of program specialization yields an efficient program which is optimized with respect to the abstract machine progrartT it can also optimize inefficiencies introduced by the boundaries between operations.
There are many advantages to this approach. One of these advantages is the opportunity to have many implementations of a single abstract machine. Each different implementation could also be in a different language. Another benefit is that abstract machines provide a well understood model that can be used to reason about the defined operations. Being able to reason about operations in this way will enable the ability to verify certain properties about micro-programs, orderive other properties like time cornplexities. The abstract machine model also provides the right level of decomposition to increase reuse of the abstract machine [15] . Figure 2 shows some fragments of an abstract machine for the vending machine example. This definitionshows how a state is explicitly defined and what the operations of an abstract machine might be. Notice that while these operations are specific to the domain of vending machine software, they are very general within this domain. The result being that they are suitable for use within any number of generators for the vending machine domain, but are yet restricted enough that it is still possible to reason about them. The second aspect to notice is that the operations are implementation oriented. For example, the guard operator is used to wait for the buyer to make a selection, which is indicated by a message being received by the input unit. This operation does not express 'what" is being done, i.e. waiting for a selection, but rather how that is done, wait for a message then execute the operation list. This aspect of tbe abstract machine is a fundamental difference from the micro-language, which is described in the next section. 
Micro-languages
The second level of the framework is the definition of a microlanguageusingfundamental conceptsthatcanmodeled bytheoperations of the abstract machine in the previous level. The key difference between the micro-language and the abstract machine is amicro-program describes what arsapplication does and rmabstract machine program describes how the application operates. Since the micro-language is implementedby the abstract machine operations, the micro-kmguagecankviewed as aninterfaceto theabstraet machine. Tbisinterface first provides an abstraction to the micro-program designer, and second further restricts the applications that can be expressed to a family of similar applications. Figore3shows anexample micro-program that specifiesa soda machhein theexample domain of vending machines. This example shows how the micro-language is written to express programs in domain-specific concepts and has a restricted semantics.
As in the previous section, the mapping from a micro-program to an abstract machine program is achieved through the application of partial evaluation This process is depicted in part A of figurel. llteimplementatio no fthemicro-languag eisexpressed as an interpreter, which uses the abstract machine operations (by calling tbelibrary which implements it). Aswiththe abstract machine, theinterpreter can be viewed asgenenc program that defines the behavior ofevety possible micro-program. Therefore, partial evaluation is the right tool to use to generate an instance of the interpreter that contains only the behavior of a given microprogram.
Since the abstract machine defines all the computations that are required by applications of the domain and the interpreter uses these operations, then excluding the calls to the abstract machine operations, the computations performed by the interpreter are only concerned with mapping concepts inthe micro-program into abstract mstchine operations. Therefore, alltbecomputation of the interpreter, except calls to the abstract machine operations, will be elimimted by partial evaluation because they depend only on the given micro-program. This requires the designer to ensure that the interpreter and abstract machine are well separated into their proper roles. However, there exists a common analysis in partird evahration that can readily be used to indicate to the designer when they are not properly separated and indicate where the problems figure 3 have been mapped into the servicelist procedure which invokes the guard operation for each possible selection, and the resu!tofmapping theactionlistperformed whenthebuyer selectsa coke is the procedure commanddist.1.
Another approach to this generation process would be to use compilation technology. The choice to use an interpreter with partial evaluation has two advantages. First, experience shows that compilers are more difficult to design and implement than interpreters. Second, the interpreter approach provides a rapid prototyping environment. The ability of rapid prototyping together with the use of a domain-specific language allow a feedback point early in the generator design process between the micro-language designers and users. Micro-language users can easily understand example micro-programs proposed by language designers and, as well, can propose examples themselves because they express domain concepts, As there could he many implementations for an abstract machine, the two level framework also provides the possibility to have many micro-languages for one abstract machine. Since the abstract machine can express a wide range applications within the domain and the micro-kmguage only a restricted subset of these, it is useful to have multiple micro-languages. The use of microlanguages that have limited semantics has several advantages. The first advantage is the interpreter design is simplified, and a second advantage is micro-programs are simpler and thus easier to reason about. Finally, the restricted semantics allows the possibility to apply automated proof techniques that have been developed for general purpose languages, but have had limited success with general purpose languages due to their generality.
Another Dimension of Reuse
In addition to providing reuse with application generators, it is also desirable to have methods of reuse for the generators themselves. In order to provide this kind of reuse, both abstract machines and micro-languages can be decomposed into components.
An abstract machine component is a collection of operations and their state. A micro-language component defines a collection of language features (e.g., integer expressions) which consists of a definition of the syntax of the language features and functions that can be used to interpret these language features.
We have developed a model that provides the ability to (1) compose components and to (2) extend components. Component extension is performed by adding new operations, and by removing, renaming, extending or replacing existing operations. This model has been successfully applied to the construction of several small, but interesting interpreters.
Related Work
One approach to the design of application generators is the use of templates such as that found in [9] . The approach taken in STAGE [5] is to use a metalanguagewhich,basedon the micro-program, generatesvariouscode fragments. These techniquesprovide a lower level view than techniqueslike DRACO [7] , SDDR [2] , andAMPHION [11] .Thesesystemsrequiresometypeof formal specificationto build an applicationgenerator.DRACOrelieson the specificationof transformationsfromone domain-languageto anotherin a hierarchyof languages,where as SDDRuses a formal definitionof the domain-languagesemantics. AMPHIONis similarto our frameworkin that applicationgenerationis thegenerationof subprogramcallsto a domain-spcificlibrary.However, theyuse automatedtheoremproving techniques to derive a series of subprogram calls, and require user provided proof tactics.
GenVoea [1] advocates a methodology of software generator design that consists of assembling domain-specific components, and also uses partial evaluation to optimize between boundaries of these components. In their methodology, the components being assembled are software subsystems where our approach is to compose abstract machine operations. In their approach, compositions are generated from interconnection like languages. Our work extends this aspect by treating more general domain-specific languages.
Conclusion
In this paper we have presented a framework for the development of application generators, and shown how the uniform application of partial evaluation technology can be used to drive the generation process and simplify design. The framework is structured into two levels, an abstract machine, and a micro-language, The design process can be summarized as: First, define an abstract machine which captures the fundamental operations that underly the design of applications within the domain. Second, define a microIanguage using the fundamental concepts that are used to speciã n application within the family of applications. Third, implement an interpreter for the micro-language using the fundamental operations defined by the abstract machine. Fhmlly, implement the abstract machine operations.
The resulting generation process is, using partial evaluation, map an application specified in the micro-language to an abstract machine program, and then map this result to an implementation.
The contributions of the framework presented in this paper are as follows:
q A structured approach to generator design. q A complete path from micro-language to generic components (abstract machine) to implementation.
q The uniform application of partial evaluation which automates the generation process.
