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Résumé:
La convection thermo-compositionnelle dans la partie de fer liquide
du noyau de la Terre est la source d’e´nergie la plus probable de la
ge´odynamo, qui entretient le champ magne´tique de la plane`te. Des
contraintes the´oriques impliquent que l’e´coulement est probablement
dans un re´gime de turbulence de´veloppe´e, contrainte par l’influence
pre´dominante de la force de Coriolis. Malgre´ de remarquables avan-
ce´es re´centes, tant expe´rimentales que nume´riques, aucun mode`le de
dynamo convective turbulente n’a encore e´te´ obtenu. Ce travail pre´-
sente une premie`re e´tape vers cet objectif : la mode´lisation de l’e´cou-
lement convectif sans champ d’un me´tal liquide (le gallium), a` grand
forc¸age thermique (jusqu’a` 100 fois la valeur critique du chauffage),
dans une sphe`re en rotation rapide (nombre d’Ekman jusqu’a` 10−7).
Une e´tude expe´rimentale syste´matique et quantitative a d’abord e´te´
re´alise´e, a` l’aide d’une technique de ve´locime´trie Doppler ultrasonore.
Afin de mieux comprendre la structure de l’e´coulement, nous avons
ensuite imple´mente´ un mode`le nume´rique quasige´ostrophique, valide´
quantitativement par l’expe´rience. Les perspectives envisage´es sont la
magne´toconvection expe´rimentale, ainsi que des mode`les nume´riques
hybrides de dynamo re´alisant la se´paration d’e´chelle entre un champ
de vitesse turbulent contenant de tre`s petites e´chelles de vorticite´ et
un champ magne´tique entretenu a` grande e´chelle.
Domaine de recherche : ge´ophysique interne.
Mots cle´s : geodynamo, convection, turbulence, nume´rique, expe´ri-
mental.
The`se pre´pare´e au Laboratoire de Ge´ophysique Interne et Tectono-
physique, Maison des Ge´osciences, B.P. 53, 38041 Grenoble cedex
9.
Experimental and numerical models of
convection in the Earth’s core.
Abstract:
It is believed that thermo-solutal convection in the Earth liquid core
is the driving source of the geodynamo, which maintains the magnetic
field of the planet. Theoretical constraints imply that flow is proba-
bly in a developed turbulent state, highly constrained though by the
dominent influence of Coriolis force. Despite remarkable recent ad-
vances in numerical and experimental fields, no turbulent convective
dynamo model has ever been produced. This work is a first step to-
wards this goal, and aims at modelling the non-magnetic convective
flow of a spherical shell of liquid metal (gallium), in the regime of high
departures from criticality (heating up to 100 times the critical value),
and rapid rotation rates (Ekman number down to 10−7). A system-
atic and quantitative experimental study has been performed first,
using an ultrasonic Doppler velocimetry technique. We have then
built a numerical quasigeostrophic model for a better understanding
of flow structures. This model has been quantitatively compared with
the experiments. This work opens the way to experimental magneto-
convection, as well as hybrid numerical dynamo models able to sepa-
rate scales between a fine scale turbulent velocity field and a magnetic
field sustained at large scales.
Research field: Core geophysics.
Keywords: geodynamo, convection, turbulence, numerical, experi-
mental.
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Géodynamo et convection :
contraintes, avancées récentes et
besoins de modélisation.
La ge´ophysique interne est une affaire d’aˆmes sensibles. Aveugles de nais-
sance, elles ont en revanche l’oreille musicale. Dote´es de papilles tre`s suˆres, elles
sauront faire la diffe´rence entre une Terre bien compose´e et un caillou frelate´.
De leurs mains, elles font de de´licats mode`les, qu’elles appliquent avec flair
a` une re´alite´ tre`s inde´cise. Un sixie`me sens leur fut donne´ : la perception du
champ magne´tique.
1 Le noyau de la Terre.
1.1 Contraintes sismologiques.
L’e´tude minutieuse des ondes sismiques profondes a permis, au cours du
vingtie`me sie`cle, de mettre en e´vidence la discontinuite´ noyau-manteau (Old-
ham, 1906; Gutenberg et Geiger, 1912), et la graine (Lehmann, 1936). L’e´tat
fluide du noyau externe fut d’abord l’objet de conjectures base´es sur les mare´es
terrestres (Jeffreys, 1926), et on proposa par la suite que le noyau interne e´tait
en revanche solide (Bullen, 1946), ce qui fut en partie confirme´ en 1960 par
l’e´tude du se´isme du Chili. Ce n’est que tre´s re´cemment (Okal et Cansi, 1998;
Deuss et al., 2000) que la phase PKJKP, qui traverse la graine sous la forme
d’une onde de cisaillement, fut de´couverte et apporta la preuve de´finitive de
l’e´tat solide de la graine.
Aujourd’hui, les progre`s de la the´orie de l’inversion ont permis de rassembler
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les e´tudes sismologiques de propagation et de modes propres dans des mode`les
globaux a` syme´trie sphe´rique. C’est ainsi que Dziewonski et Anderson (1981)
ont propose´ PREM, dont certaines des proprie´te´s sont en figure 2, et illustre´es
en figure 1. On a depuis entrepris d’inverser les donne´es sismiques pour mettre
en e´vidence des he´te´roge´ne´ite´s late´rales, en particulier l’anisotropie de la graine
(voir par exemple Brito (1998), partie 2, pour une revue).
 
r1 r2
r3
Fig. 1 – Vue e´corche´e du globe terrestre. En bleu sombre, la graine solide (r1 = 1220 ± 1
km). En bleu clair, le noyau liquide, r2 = 3485 ± 10 km), et en orange, le manteau et la
crouˆte (r3 = 6370 km).
1.2 Contraintes géochimiques
La connaissance de la composition des me´te´orites, ainsi que les mode`les
selon lesquels la Terre e´tait, avant sa diffe´renciation, de composition assez si-
milaire, permirent d’avancer rapidement l’hypothe`se selon laquelle le noyau de-
vait eˆtre constitue´ de fer. Les phases silicate´es e´taient en tout cas exclues pour
des raisons de densite´ (Birch, 1952). L’existence de la graine fut interpre´te´e
ainsi (Jacobs, 1953) : le point de fusion du fer augmente avec la pression, donc
avec la profondeur, mais il augmente plus vite que la tempe´rature elle-meˆme.
Les deux courbes se croisent a` la profondeur de la graine. Cette explication
supportait a` nouveau la candidature du fer.
Aujourd’hui, on pense (voir Poirier (1994) pour une revue) que le noyau
liquide contient des e´le´ments le´gers (Si, O, S) et autres (Ni) en plus du fer pur,
qui ne constituerait lui-meˆme qu’entre 80 et 90 % de la matie`re pre´sente.
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1.3 Contraintes gravimétriques.
La Terre profonde parle aussi par ses effets de mare´e gravime´trique. Ces
mare´es sont des variations de la distribution de masse lie´s a` la rotation de la
Terre et au couplage noyau-manteau. Aujourd’hui, on dispose de gravime`tres
supraconducteurs atteignant des niveaux de pre´cision de l’ordre du pico-g avec
de tre`s faibles de´rives. Ces instruments sont capables de couvrir environ huit
ordres de grandeurs en pe´riode (d’une seconde a` plusieurs anne´es), et les se´ries
temporelles de gravite´ au sol qu’ils produisent permettent de mettre en e´vidence
les multiples modes de re´sonance de la Terre (on pourra consulter Hinderer et
Crossley (2000) pour une revue).
1.4 Contraintes magnétiques : la géodynamo.
Le champ magne´tique de la Terre est d’origine interne (Gauss, 1835). Les
sources magne´tiques disponibles dans la crouˆte et le manteau sont trop faibles
pour l’expliquer, et les constantes de temps des phe´nome`nes prenant place dans
ces couches sont incompatibles avec celles du champ. Son origine se trouve donc
dans le noyau.
Ce champ magne´tique fait l’objet d’observations depuis le XVIe sie`cle (on
pourra consulter Alexandrescu (2001) pour un historique de´taille´). Au ving-
tie`me sie`cle, le de´veloppement du pale´omagne´tisme a permis, par l’observation
des fonds oce´aniques ainsi que des laves, se´diments et inclusions pre´sentes sur
les continents, de remonter encore l’e´chelle du temps (voir, par exemple, Valet
et Meynadier (1993), et Dormy et al. (2000) pour une revue), jusqu’a` 3.2 mil-
liards d’anne´es pour les e´chantillons les plus anciens. La gamme des e´chelles de
temps des phe´nome`nes ge´omagne´tiques est extreˆmement large : d’environ 100
ans jusqu’a` plusieurs millions d’anne´es. Parmi ces phe´nome`nes, les plus spec-
taculaires sont certainement les inversions du champ magne´tique. L’intervalle
de temps entre deux inversions est chaotique, d’ordre de grandeur 100 000 ans,
et la dure´e d’une inversion est beaucoup plus rapide (infe´rieure a` 10 000 ans).
Les se´ries temporelles du champ sont un indicateur tre`s pre´cieux du comporte-
ment du noyau en temps que syste`me dynamique. Le vingtie`me sie`cle a vu leur
re´solution s’ame´liorer, avec le de´veloppement des observatoires magne´tiques et
des mesures satellitaires.
Initialement tre`s lacunaire, la distribution spatiale des observations s’est
homoge´ne´ise´e lors de campagnes maritimes, et est aujourd’hui presque totale
graˆce a` la cartographie magne´tique par des satellites tels que Oersted (figure
3). Le champ magne´tique, mesure´ a` la surface du globe, est tre`s fortement
dipolaire.
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Fig. 2 – Mode`le PREM (Dziewonski et Anderson, 1981). VP est la vitesse des ondes de
compression, VS celle des ondes de cisaillement (qui ne se propagent pas dans les liquides), g
la gravite´ et ρ la masse volumique. P est la pression hydrostatique de´duite de ces observations,
en centaines de gigapascals.
S’il n’e´tait pas entretenu par une source interne, le champ magne´tique ter-
restre se serait e´teint sur une pe´riode de temps de l’ordre de son temps caracte´-
ristique de diffusion, qui est estime´ a` 40 000 ans (Gubbins et Roberts, 1987). Il
faut donc, pour expliquer sa pe´rennite´, invoquer un me´canisme auto-entretenu.
Parmi toutes les possibilite´s (voir, par exemple, Cardin (1992) pour une
revue), l’hypothe`se de la ge´odynamo est maintenant unanimement accepte´e. La
ge´odynamo est le me´canisme par lequel le fluide conducteur de la partie liquide
du noyau amplifie par ses mouvements un champ magne´tique pre´existant. Le
champ cre´e´ re´troagit sur l’e´coulement, et sous certaines conditions, le syste`me
e´volue vers un e´tat de champ magne´tique non nul en permanence. C’est ce
que l’on appelle l’effet dynamo, et il convertit l’e´nergie cine´tique du fluide en
e´nergie magne´tique.
La ge´odynamo impose une contrainte (au sens ge´ophysique) forte : il faut
trouver une source d’e´nergie cine´tique dans le noyau. Ici encore, plusieurs hypo-
the`ses furent examine´es, parmi lesquelles la pre´cession (voir Noir (2000) pour
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Fig. 3 – Composante verticale, en nanoteslas, du champ magne´tique terrestre, mesure´e en
2000 par le satellite Oersted (courtoisie B. Langlais, IPGP).
une revue). L’hypothe`se aujourd’hui la plus solide est la convection thermo-
compositionnelle dans le noyau liquide.
2 Phénomènes de convection.
2.1 Bilan thermique du noyau.
On pense (Verhoogen, 1980) que plusieurs sources de chaleur actives existent
dans le noyau :
– la Terre e´vacue en permanence la chaleur accumule´e lors de son accre´-
tion. La quantite´ perdue actuellement par le noyau de´pend de l’histoire
thermique passe´e de celui-ci.
– en se refroidissant, le noyau cristallise et la graine croˆıt. Sur la base d’un
refroidissement a` flux constant d’une terre vieille de 4.5 milliards d’an-
ne´es, on peut calculer qu’actuellement, de l’ordre de 500 tonnes de fer
passent a` l’e´tat solide par seconde, ce qui fait une vitesse de croissance
de l’ordre de 0.1 millime`tre par an. La cristallisation libe`re de la chaleur
latente de fusion qui re´chauffe le fluide proche de la graine.
– lors de cette cristallisation, la distribution de masse change. Du liquide
est remplace´ par un solide plus dense, ce qui diminue l’e´nergie potentielle
de gravite´.
– il est possible que des e´le´ments radioactifs tels que le potassium se de´s-
inte`grent dans le noyau.
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Entre 2 et 10 te´rawatts sont ainsi ce´de´s par le noyau au manteau (voir Labrosse
(1996) pour une revue). Il faut donc trouver des me´canismes d’e´vacuation de
la chaleur par le noyau.
– la convection thermique : le fluide chaud, moins dense et plus profond
que le fluide froid, est instable, et va monter sous l’action de la force
d’Archime`de.
– la convection compositionnelle : le fer liquide se solidifie pour former la
graine, mais les e´le´ments le´gers sont en grande partie rejete´s dans le
liquide. Le fluide proche de la graine, plus concentre´ en e´le´ments le´gers,
est moins dense, et doit monter pour la meˆme raison que pre´ce´demment.
– le flux de chaleur adiabatique : le noyau externe est compressible (sa den-
site´ varie de 9.9 a` la frontie`re noyau-manteau a` 12.2 a` la graine). Cette
compressibilite´ induit le refroidissement adiabatique du fluide montant
vers les basses pressions (voir section 1.1 du chapitre 1). Ceci se traduit
par l’existence d’un flux de chaleur adiabatique, qui transporte tout ou
partie de la chaleur initialement disponible pour la convection (Tritton,
1988), et d’un gradient thermique associe´, estime´ par Jacobs (1987) a`
1000 K entre la graine et la frontie`re noyau-manteau.
L’hypothe`se de convection thermo-compositionnelle est cependant affaiblie par
la difficulte´ de contraindre pre´cise´ment le flux de chaleur qu’elle e´vacue, car
le gradient adiabatique est en mesure de transporter la majorite´ de la cha-
leur disponible (Cardin, 1992; Labrosse, 1996). La pre´dominance d’un type de
convection sur l’autre est aussi un sujet de de´bat.
2.2 Structure d’un écoulement convectif dans le noyau.
Nous entrons ici dans des de´tails de la convection qui sont discute´s dans le
de´veloppement de cette The`se. On peut (voir section 1.1 du chapitre 1) mode´-
liser l’e´coulement convectif dans le noyau en prenant une hypothe`se de fluide
incompressible satisfaisant les e´quations de Navier-Stokes dans l’approxima-
tion de Boussinesq. La rotation joue un roˆle pre´ponde´rant a` travers la force
de Coriolis. Lorsqu’elle domine toutes les autres forces en pre´sence, la force
magne´tique n’e´tant pas prise en compte (les rapports sont mesure´s par les
nombres de Rossby, Busse et Ekman, voir section 2.1.6 du chapitre 2), l’e´cou-
lement doit devenir quasiment invariant dans la direction de l’axe, a` part dans
les couches limites ou` la viscosite´ reprend de l’importance (couches d’Ekman).
C’est la contrainte de Proudman-Taylor (section 1.2.3 du chapitre 1). Parmi les
nombres sus-cite´s, le nombre d’Ekman mesure le rapport entre les forces vis-
queuses et la force de Coriolis. On l’estime couramment a` 10−14 pour le noyau
terrestre (voir les tables 2.1, 2.2 et 2.4 du chapitre 2).
Ainsi, les vortex convectifs du plan e´quatorial prennent la forme de colonnes
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paralle`les a` l’axe de rotation, appele´es colonnes de Taylor. Au seuil de convec-
tion, le syste`me de colonnes est une onde de Rossby d’origine thermique (sec-
tion 1.5.3 du chapitre 1). Cette vision the´orique (Roberts, 1968; Busse, 1970)
a rapidement be´ne´ficie´ d’un support expe´rimental (Carrigan et Busse, 1983)
et nume´rique (Zhang, 1992) important. Il a e´te´ montre´ (Glatzmaier et Olson,
1993; Cardin et Olson, 1994) que la structure quasiment bi-dimensionnelle de
ces colonnes est robuste et subsiste jusqu’a` grand forc¸age thermique. Chaque
colonne est associe´e a` un e´coulement axial dont le roˆle dynamique est secon-
daire (section 1.4.1 du chapitre 1), mais qui confe`re une he´licite´ non-nulle a`
l’e´coulement. Il est judicieux de mode´liser le comportement d’un tel fluide
convectif, aux bas nombres d’Ekman, par un syste`me quasige´ostrophique bi-
dimensionnel (section 1.4 du chapitre 1). Dans un tel syste`me, la convection ne
force pas directement le mouvement axisyme´trique zonal, mais un flux d’e´nergie
non-line´aire l’alimente (le mouvement zonal sera tre`s e´tudie´ dans les chapitres
2 et 3).
Cette mode´lisation semble recevoir un certain support de l’observation. On
peut mode´liser la fonction de transfert du manteau pour le champ magne´tique
en estimant sa conductivite´, et de´convoluer les cartes satellitaires obtenues a`
la surface du globe de cette re´ponse, de fac¸on a` obtenir le champ magne´tique
a` la surface du noyau (figure 4.1). Sous certaines hypothe`ses assurant l’uni-
cite´, on peut alors de´duire des variations se´culaires de ce champ un e´coulement
a` la surface du noyau (voir par exemple Hulot et al. (1990), et re´fe´rences a`
l’inte´rieur). Le re´sultat (figure 4.2) posse`de de remarquables proprie´te´s de sy-
me´trie e´quatoriale, ce qui sugge`re la pre´sence de gigantesques colonnes fluides
dans le noyau. Il faut cependant rester prudent : selon l’e´poque que l’on choisit
pour inverser les mouvements, les proprie´te´s de syme´trie ne sont pas toujours
e´videntes.
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Fig. 4 – Gauche : composante radiale du champ magne´tique a` la surface du noyau, tel que vu
par le satellite Oersted en 2000. Droite : mouvements de surface inverse´s pour 1980 (cour-
toisie G. Hulot, IPGP).
Un tel dispositif est virtuellement capable d’entretenir la ge´odynamo. L’e´cou-
lement he´licitaire des colonnes peut convertir un champ magne´tique toroı¨dal
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en champ polo¨ıdal (et re´ciproquement), c’est ce que l’on appelle l’effet α. Le
cisaillement du mouvement zonal peut convertir le champ poloı¨dal en champ
toro¨ıdal. C’est l’effet ω. Les effets α et ω sont des mode`les simplifie´s de la fa-
c¸on dont les mouvements du fluide agissent sur le champ. On mode´lise l’action
dynamo en les combinant. On a longtemps pense´ que des dynamos fluides α2
ou bien αω maintenues e´nerge´tiquement par la convection pouvaient exister,
sans toutefois en avoir la preuve de´finitive. En effet, comme nous allons le voir,
obtenir un e´coulement aux proprie´te´s dynamos est une chose extreˆmement dif-
ficile.
3 Défis scientifiques et avancées récentes.
3.1 Difficultés d’obtention de modèles dynamos.
En 1934, le mathe´maticien Cowling a montre´ qu’un champ magne´tique axi-
syme´trique ne pouvait pas eˆtre maintenu par action dynamo. Cette contrainte
impose donc au champ magne´tique de ne pas eˆtre axisyme´trique, et par la`, elle
impose un niveau de complexite´ minimal a` l’e´coulement ge´ne´rateur d’effet dy-
namo. De plus, la the´orie des dynamos cine´matiques (voir par exemple Gubbins
et Roberts (1987), partie 2) requiert que l’advection du champ magne´tique par
le champ de vitesse du fluide soit au moins de l’ordre de 100 fois sa diffusion,
pour qu’un me´canisme auto-entretenu puisse prendre place. C’est le nombre de
Reynolds magne´tique Rem qui mesure ce rapport :
Rem =
UD
λ
> 100. (1)
U et D sont des e´chelles typiques de vitesse et de longueur du syste`me, et
λ est la diffusivite´ magne´tique du fluide. On peut e´valuer, pour le noyau, le
nombre de Prandtl magne´tique Pm, qui mesure le rapport entre les diffusivite´s
cine´matique (ν, appele´e aussi viscosite´ dynamique) et magne´tique (voir la table
2.1 du chapitre 2) :
Pm =
ν
λ
≈ 10−6
Ainsi, le nombre de Reynolds cine´matiqueRe, qui mesure l’advection du champ
de vitesse par rapport a` sa diffusion, doit valoir environ :
Re =
UD
ν
= PmRem ≈ 108,
valeur tre`s e´leve´e. Re caracte´rise l’e´tat de turbulence du fluide, et nous atten-
dons donc que celle-ci soit tre`s de´veloppe´e dans le noyau. Dans la configuration
fortement bi-dimensionnelle impose´e par la contrainte de Proudman-Taylor,
c’est une forme quasi-ge´ostrophique de turbulence qui prend alors place (voir
la section 1.6 du chapitre 1), avec certaines limitations toutefois (section 1.6.4
du meˆme chapitre).
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3.2 Les dynamos cinématiques expérimentales.
Du fait de la condition (1), il est fort peu probable qu’on puisse re´aliser,
a` l’e´chelle du laboratoire, avec les moteurs, syste`mes de chauffage et les me´-
taux liquides dont nous disposons, une expe´rience dynamo dont la source soit
la convection thermique. Durant ces trois dernie`res anne´es, nous avons en re-
vanche pu eˆtre les te´moins de l’aboutissement de plusieurs projets de dynamos
cine´matiques (pour lesquelles on prescrit le champ de vitesse a` l’aide de pompes
et tubes), utilisant toutes du sodium liquide, qui est le meilleur candidat pour
des raisons de diffusivite´ magne´tique et de densite´ : la dynamo de Riga (Gailitis
et al., 2000), et la dynamo de Karlsruhe (Stieglitz et Mu¨ller, 2000). Dans le
premier cas, un mode propre croissant du champ magne´tique s’est superpose´ a
l’excitation externe pendant une quinzaine de secondes. Des expe´riences ulte´-
rieures ont permis d’observer la saturation de ce mode propre croissant. Dans
le second cas, un champ magne´tique auto-entretenu a e´te´ observe´ pendant une
dizaine de minutes. Ces re´sultats expe´rimentaux sont en accord avec les pre´-
dictions des mode`les the´oriques et nume´riques de dynamos cine´matiques.
3.3 les dynamos convectives numériques.
Les difficulte´s the´oriques, ainsi que l’impasse expe´rimentale ont encourage´
les recherches concernant les interactions entre convection et dynamo a` s’en-
gager dans la voie de la simulation nume´rique, et ce n’est que dans les six
dernie`res anne´es que des dynamos convectives nume´riques, dont la ge´ome´trie
de champ ressemble a` celle de la Terre, ont pu eˆtre obtenues (voir Dormy et al.
(2000) pour une revue). Un tel calcul demande beaucoup de puissance de cal-
cul, pour re´soudre les couches limites d’Ekman, ainsi que les petites e´chelles
turbulentes si elles sont pre´sentes. Certains mode`les utilisent des approxima-
tions telles que l’hyperdiffusivite´, d’autres, plus re´cents, comme les dynamos
visqueuses de Christensen et al. (1998), n’emploient aucune approximation. Ces
mode`les se placent a` des nombres d’Ekman assez hauts, ne sont pas fortement
sur-critiques, donc pas turbulents. La faiblesse de Re est compense´e par un
nombre de Prandtl magne´tique assez haut, ce qui permet de satisfaire la condi-
tion (1). De telles dynamos convectives sont donc e´videmment tre`s e´loigne´es
des parame`tres et comportements attendus de la ge´odynamo, mais constituent
tout de meˆme un outil de compre´hension de grande valeur. On pourra consulter,
pour plus de de´tails, l’article A numerical dynamo benchmark, de Christensen
et al. (2001), auquel j’ai participe´, et qui se trouve dans l’annexe C. La figure
5 pre´sente trois visualisations de la dynamo nume´rique ayant servi de base a`
une comparaison internationale de codes inde´pendants.
Dans les dynamos visqueuses telles que celle de Christensen et al. (1998), le
champ magne´tique re´troagit tre`s peu sur l’e´coulement. C’est donc la convection
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Fig. 5 – Dynamo visqueuse pour un nombre d’Ekman de 10−3, un nombre de Prandtl
magne´tique de 5, un nombre de Prandtl de 1 et un chauffage (nombre de Rayleigh) deux fois
critique (Christensen et al., 2001). Gauche : champ de vitesse radiale a` mi-profondeur. Les
colonnes de convection sont visibles. Centre : champ magne´tique radial a` la surface exterieure
du mode`le. Le champ est pratiquement totalement dipolaire. Droite : e´volution temporelle des
e´nergies du mode`le. Le syste`me tend vers un e´tat stationnaire, a` part une de´rive prograde
des colonnes, d’e´nergie cine´tique et magne´tique non nulles.
qui de´termine en grande partie la structure de l’e´coulement magne´tohydrody-
namique a` effet dynamo. Ces dynamos semblent s’e´crouler lorsque l’on baisse
le nombre d’Ekman, ou bien le nombre de Prandtl magne´tique, pour essayer de
rapprocher ces deux valeurs de celles qui sont attendues pour la ge´odynamo.
3.4 Domaine non-linéaire de la convection sans champ.
Ainsi, un objet d’inte´reˆt ge´ophysique fort comme une dynamo convective a`
bas Pm, donc turbulente, n’a encore pas pu eˆtre observe´ directement. Comme
le sugge`rent les dynamos visqueuses, un premier pas vers cet objectif consiste
en l’e´tude de la convection sans champ, dans son domaine non-line´aire, voire
turbulent. Les e´tudes tri-dimensionnelles nume´riques les plus re´centes (Tilgner
et Busse, 1997; Ardes et al., 1997) ne descendent pas en dessous de nombres
d’Ekman de l’ordre de 10−4, et ne sont pas fortement sur-critiques. La voie des
mode`les quasige´ostrophiques bidimensionnels a e´te´ bien de´friche´e par Cardin
et Olson (1994). La re´duction du proble`me a` deux dimensions a permis de
descendre le nombre d’Ekman jusqu’a` 10−5 et d’atteindre des re´gimes fortement
sur-critiques, de manie`re peu quantitative toutefois. Les e´tudes expe´rimentales
ont permis d’atteindre les nombres d’Ekman les plus bas, de l’ordre de 10−6.
Ici encore, aucune e´tude re´ellement quantitative n’existe dans le domaine non-
line´aire.
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Ainsi, si le seuil de convection est maitenant bien connu (Jones et al., 2000),
ce n’est pas tout a` fait vrai du domaine non-line´aire de la convection, et encore
moins du domaine turbulent. C’est pourtant ce dernier domaine qui est d’in-
te´reˆt pour la compre´hension de la dynamo terrestre. De plus, la majorite´ des
expe´riences en ge´ome´trie sphe´rique (Cardin et Olson, 1992; Sumita et Olson,
2000) utilisent de l’eau, de nombre de Prandtl (rapport entre les diffusivite´s
cine´matique et thermique) d’ordre 1. Les e´tudes nume´riques existantes utilisent
aussi, en majorite´, des nombres de Prandtl de cet ordre. Or, les me´taux liquides
tels que le fer du noyau ont plutoˆt des nombres de Prandtl assez bas, d’ordre
0.1. On ne sait pas si la convection dans un me´tal liquide tel que le fer du
noyau se rapproche ou non, dans le domaine non-line´aire, du comportement
d’un syste`me dont le nombre de Prandtl est d’ordre 1.
Il existe donc un re´el besoin de mode´lisation, dont les contraintes sont les
suivantes :
– adopter la ge´ome´trie sphe´rique,
– utiliser des me´taux liquides,
– atteindre de bas nombres d’Ekman,
– atteindre des re´gimes fortement sur-critiques,
– mener une e´tude quantitative autant que possible, avec en particulier,
l’obtention des lois d’e´chelle de ce type de convection dans le domaine
non-line´aire.
L’objectif de ce travail de The`se est d’effectuer cette mode´lisation. Nous avons
opte´ pour une approche mixte, a` la fois nume´rique et expe´rimentale. Nous
avons d’abord mene´ une e´tude expe´rimentale syste´matique de la convection
dans une sphe`re en rotation rapide, c’est l’objet du chapitre 2 de ce manus-
crit. De l’eau et du gallium liquide ont e´te´ utilise´s comme fluides de travail.
Une technique quantitative de ve´locime´trie Doppler ultrasonore a e´te´ utilise´e
pour cartographier l’e´coulement. Les conclusions de cette e´tude ont permis
d’ame´liorer le mode`le quasige´ostrophique bi-dimensionnel de Cardin et Olson
(1994), afin de le rendre quantitatif, et en excellent accord avec l’expe´rience.
De cette manie`re, une e´tude nume´rique (chapitre 3) pre´cise de la convection
a` grand forc¸age a e´te´ mene´e, dans des situations simulant l’eau et le gallium
liquide, pour des nombres d’Ekman allant jusqu’a` 7 10−7. Nous avons pu de´-
crire plus pre´cise´ment la turbulence quasige´ostrophique d’un tel syste`me. La
comparaison des deux nombres de Prandtl nous permet de couvrir un domaine
de comportement assez vaste, et de nous donner une ide´e de la structure que
la convection pourrait prendre dans le noyau, dans l’hypothe`se thermique ou
compositionnelle.
Le chapitre 1 de ce manuscrit contient les e´le´ments the´oriques ne´cessite´s
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par l’analyse. L’annexe A contient des comple´ments. L’annexe B contient les
de´tails techniques de la simulation nume´rique. L’annexe C contient l’article A
numerical dynamo benchmark. L’annexe D contient l’article Ultrasonic Doppler
Velocimetry in liquid Gallium.
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Chapitre 1
Théorie et modélisation.
1.1 Premiers pas dans la modélisation.
1.1.1 Le gradient adiabatique.
Nous cherchons dans ce chapitre le mode`le le plus simple pour capturer la
physique des mouvements de convection du noyau liquide. Nous connaissons
beaucoup de la me´canique des fluides incompressibles, homoge`nes, isotropes et
Newtoniens. L’approximation de Boussinesq, dont nous traitons un peu plus
loin dans ce chapitre, nous permet de mode´liser la convection en restant, pour la
partie dynamique, dans un cadre de fluide incompressible. Dans quelle mesure
toutes ces restrictions peuvent-elles de´crire correctement le noyau?
Conside´rer le me´lange liquide comme un fluide isotrope et Newtonien ne
pose pas de grand proble`me, c’est une mode´lisation valable dans une tre`s large
gamme de pressions et tempe´ratures. Le conside´rer comme homoge`ne et in-
compressible, lorsque l’on sait que la densite´ donne´e par le mode`le PREM
(voir figure 2 du chapitre 1) varie entre 9.9 a` la surface du noyau jusqu’a` 12.2 a`
la graine est plus proble´matique. En effet, l’effet des variations de pression hy-
drostatique influe sur le comportement thermique du noyau : lorsque du fluide
monte vers des pressions plus faibles, il se de´tend et donc se refroidit. Lorsque
du fluide descend, il se comprime et donc s’e´chauffe. C’est un effet qui sera
comple`tement ignore´ par l’approximation de Boussinesq.
Conside´rons une particule fluide proche de la graine. Du fait de l’exce`s
de chaleur dont nous avons parle´ dans le chapitre 1, cette particule est plus
chaude que son environnement, donc plus le´ge`re, et elle va avoir tendance a` se
de´placer vers l’exte´rieur du noyau. Plac¸ons nous temporairement en ge´ome´trie
carte´sienne, la gravite´ e´tant dirige´e vers le bas. Imaginons un de´placement
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quasi-statique et adiabatique sur une hauteur dz vers le haut. Nous reviendrons
sur le caracte`re adiabatique a` la fin de cette section. A` l’issue de ce de´placement,
deux cas se pre´sentent selon la mode´lisation adopte´e :
– si le fluide est conside´re´ comme incompressible, la particule est toujours
plus le´ge`re que son environnement. Elle continuera donc inde´finiment son
ascenscion, et le crite`re d’instabilite´ locale du fluide s’e´crit :
dT
dz
< 0, (1.1)
T e´tant la tempe´rature.
– si le fluide n’est pas conside´re´ comme incompressible, la particule, en mon-
tant, se sera de´tendue et donc refroidie. Ce n’est que si elle est toujours
plus le´ge`re que son environnement qu’elle continuera a` monter. Ainsi, un
profil de tempe´rature de´croissant avec les z croissants peut exister, sans
qu’aucune instabilite´ convective ne prenne place. Appelons Ta ce profil.
Le de´placement que nous conside´rons est adiabatique, donc nous pouvons
e´crire :
dTa
dz
=
(
∂T
∂p
)
S
dp
dz
,
S est l’entropie de la particule (suppose´e constante) et p la pression hy-
drostatique, qui s’exprime par
dp
dz
= −ρg,
ρ e´tant la masse volumique. Nous re´duisons, a` l’aide des re´gles thermo-
dynamiques classique, la de´rive´e(
∂T
∂p
)
S
=
(
∂V
∂S
)
p
=
(
∂T
∂S
)
p
(
∂V
∂T
)
p
=
αT
ρCp
V e´tant le volume, α le coefficient de compressibilite´ isotherme, et Cp la
chaleur spe´cifique a` pression constante. Ainsi, le nouveau crite`re d’insta-
bilite´ adiabatique s’e´crit :
dT
dz
<
dTa
dz
ou encore
dT
dz
< −αgT
Cp
. (1.2)
En prenant l’hypothe`se du de´placement adiabatique, nous n’avons ne´glige´ que
les effets de la conduction thermique, et de la viscosite´, dans cette discussion.
Ces effets modifient les crite`res d’instabilite´ (1.1) et (1.2). Cependant, leur prise
en compte n’est pas ne´ce´ssaire pour la discussion du gradient adiabatique. Nous
les re´introduirons dans la suite.
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Ainsi, la compressibilite´ du noyau se traduit par l’existence du gradient
adiabatique, estime´ par Jacobs (1987) a` 1000 K entre les deux frontie`res du
noyau liquide. Ce gradient se traduit par un flux de chaleur, qui peut trans-
porter tout ou partie de la chaleur disponible. Si le gradient thermique est
sur-adiabatique, une instabilite´ convective pourra s’installer. En introduisant
une nouvelle tempe´rature, appele´e tempe´rature potentielle θ (Tritton, 1988) :
θ = T − Ta
Nous pourrons e´crire les e´quations de la convection comme si le fluide e´tait
incompressible. Pour conclure sur ce point, nous pouvons dire que les effets,
en termes de convection, de la de´viation du gradient thermique par rapport a`
l’adiabat Ta peuvent eˆtre mode´lise´s dans une hypothe`se de fluide homoge`ne et
incompressible.
Avant de passer a` la suite, nous discutons le cadre isentropique que nous
avons adopte´ dans cette discussion. L’e´tat isentropique est l’e´tat vers lequel
tend un syste`me dont les grandeurs extensives sont bien me´lange´es. Ce serait
donc le cas d’un noyau tre`s turbulent. C’est la raison pour laquelle nous prenons
l’hypothe`se adiabatique pour de´cire les effets de la compressibilite´.
1.1.2 Les conditions aux limites.
L’e´quation dynamique et l’e´quation thermique que nous allons de´river re´-
clament toutes deux des conditions aux limites. Si l’expe´rience ne permet pas
(ou rarement) de choisir celles-ci, les e´tudes nume´riques peuvent simuler une
grande varie´te´ de situations.
Les conditions dynamiques sont tre`s mal connues. Les e´tudes de tomogra-
phie sismique (Masters et al., 1996; Garnero et al., 1998) montrent que la
frontie`re noyau-manteau posse`de de fortes he´te´roge´ne´ite´s late´rales, qui pour-
raient influer sur la convection du noyau. La frontie`re graine-noyau liquide est
encore plus complexe a` mode´liser : elle se de´place avec le temps, et il a e´te´ pro-
pose´ (Tait et Jaupart, 1992) qu’une re´gion spongieuse y fasse cohabiter solide
et liquide.
Pour re´aliser une mode´lisation simple, deux e´coles existent : l’une, dont nous
ferons partie, pre´conise d’adopter des conditions aux limites rigides (no-slip).
Dans le cadre de l’expe´rience, nous n’avons en effet pas le choix, et notre but
est de re´aliser une combinaison d’expe´riences et de simulations nume´riques
cohe´rentes entre elles. L’autre, adopte´e par des e´tudes comme celle de Grote
et al. (2000), pre´conise d’utiliser des conditions de type contraintes libres (free-
slip ou stress-free), l’essentiel du frottement e´tant confine´ dans des couches
d’Ekman (voir la section 1.2.3) de plus en plus fines.
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Comme nous l’avons vu dans l’introduction, les processus thermiques qui
prennent place dans le noyau sugge`rent que la meilleure mode´lisation possible
soit une mode´lisation qui prescrive le flux de chaleur a` travers le mode`le. Ce-
pendant, ceci est tre`s difficile a` re´aliser expe´rimentalement, et ceci nous ame`ne
a` prescrire la diffe´rence de tempe´rature entre les frontie`res du mode`le, ce qui
est amplement suffisant pour la description de la physique des mouvements
convectifs a` grand forc¸age.
1.2 Éléments de la théorie des fluides en ro-
tation.
Nous choisissons donc de mode´liser la partie liquide du noyau comme un
fluide homoge`ne, isotrope, incompressible et Newtonien.
1.2.1 Équation du mouvement pour un fluide en rota-
tion.
Soit G un re´ferentiel galile´en, ez l’un de ses axes, r le rayon-vecteur dans ce
re´ferentiel. Soit T un re´ferentiel tournant a` la vitesse constante Ω = Ωez par
rapport a` G. Soit u le champ de vitesse du fluide. Les formules de changement
de re´ferentiel permettent de relier la vitesse du fluide dans G et T :
(u)G = (u)T + Ω× r,(
du
dt
)
G
=
(
du
dt
)
T
+ 2Ω× u + Ω×Ω× r.
(1.3)
La loi de Newton, dans le cas d’un fluide tel que celui de´crit au de´but de ce
chapitre, n’est autre que l’e´quation de Navier-Stokes, que nous exprimons ici
dans le re´ferentiel G : (
du
dt
)
G
= −∇Π
ρ
+ fv + ν∇2u. (1.4)
d
dt
est la de´rive´e totale, qui s’exprime :
d
dt
=
∂
∂t
+ u · ∇
ρ est la masse volumique du fluide, ν la viscosite´ dynamique, Π est la pression,
et fv la force volumique agissant sur le fluide.∇ est l’ope´rateur diffe´rentiel dans
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G. Le changement de re´ferentiel donne :(
du
dt
)
T
+ 2Ω× u = −∇Π′ + fv + ν∇2u. (1.5)
avec Π′ = Π/ρ+Ω2|r|2/2. l’e´quation (1.5) est l’e´quation de Navier-Stokes dans
un re´ferentiel tournant. Pour la mode´lisation du noyau, nous conside´rerons
que les proprie´te´s ρ et ν sont homoge`nes. Dans la suite de ce chapitre, nous
omettons les notations ()T .
1.2.2 Nombres sans dimensions.
Conside´rons d’abord le cas fv = 0, dans lequel aucune autre force volumique
que la viscosite´ n’agit sur le fluide. Il existe plusieurs fac¸ons de rendre l’e´quation
(1.5) non-dimensionnelle. Si nous choisissons Ω−1 comme e´chelle de temps, D
comme e´chelle de longueur, Π0 (pression arbitraire) comme e´chelle de pression,
et U comme e´chelle de vitesse, nous obtenons, pour les variables adimensionne´es
(par abus de notation, nous les notons comme les variables dimensionne´es) :
∂u
∂t
+Ro (u · ∇u) + 2ez × u = −∇Π′ + E∇2u. (1.6)
Les nombres de Rossby et d’Ekman sont de´finis par
Ro =
U
ΩD
,E =
ν
ΩD2
.
Ro mesure le rapport entre les forces d’inertie et la force de Coriolis. E mesure
le rapport entre la force visqueuse et la force de Coriolis. Nous savons que Ω =
7 10−5 rad/s. Si l’on s’inte´resse aux mouvements a` grande e´chelle dans le noyau,
nous pouvons poser D = 1000 km. La viscosite´ du noyau est le parame`tre le
moins contraint. On peut ne´anmoins partir d’une estimation de celle-ci base´e
sur la viscosite´ du fer au point de fusion (Stacey, 1992) : ν ≈ 10−6 m2/s. On
obtient alors pour le nombre d’Ekman E ≈ 10−14, et pour le nombre de Rossby
Ro ≈ 10−6.
Il est donc tre`s probable que l’e´coulement dans le noyau soit domine´ par la
force de Coriolis. Nous allons maintenant de´terminer les caracte´ristiques d’un
tel e´coulement.
1.2.3 Écoulement dans un volume confiné.
Nous e´tudions maintenant un e´coulement soumis a` l’e´quation (1.5), sans
autre force volumique que la force visqueuse. Nous supposons que cet e´cou-
lement (figure 1.1) est contenu dans un conteneur rigide sphe´rique, et nous
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choisissons des conditions aux limites de non-glissement (no-slip) aux fron-
tie`res de ce conteneur. Nous adoptons un syste`me de coordone´es cylindriques
et les axes locaux er, eθ, ez.
 
Ω
ereθ
ez
r
θ
z
z
nsup
ninf
M
x
y
Fig. 1.1 – Sche´ma ge´ne´ral de la configuration de travail. En gris, un cylindre ge´ostrophique.
La limite des rotations rapides (Ro << 1, E << 1) nous incite a` se´parer
deux domaines dans le fluide. L’inte´rieur du fluide ou cœur de´signera le volume
de fluide situe´ loin des bords. On pourra conside´rer que les effets de la viscosite´
y sont ne´gligeables. La couche limite de´signera le volume du fluide situe´ pre`s
des bords, dans lequel de forts gradients de vitesse redonnent de l’importance
au terme visqueux.
Inte´rieur du fluide.
A` l’inte´rieur du fluide, l’e´quation (1.5) se re´duit a` :
2ez × u = −∇Π′. (1.7)
L’e´quation (1.7) est appele´e e´quilibre (ou balance) ge´ostrophique. Elle stipule
qu’un gradient de pression doit e´quilibrer la force de Coriolis. Cet e´quilibre est
de´gene´re´ : la connaissance du gradient de pression n’implique pas une de´termi-
nation univoque du champ de vitesse. Nous appelons mouvement ge´ostrophique
un mouvement obe´issant a` (1.7).
Si nous prenons le rotationnel de (1.5), il vient :
2
∂u
∂z
= 0.
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C’est le the´ore`me (ou contrainte) de Proudman-Taylor. Il stipule qu’un mou-
vement ge´ostrophique doit eˆtre invariant dans la direction paralle`le a` l’axe de
rotation.
Nous recherchons maintenant les mouvements ge´ostrophiques qui peuvent
prendre place dans une sphe`re. Soit u = urer + uθeθ + uzez.
Supposons que ur ne soit pas nul en un point quelconque M de l’inte´rieur
du fluide. Dans ce cas, puisque ur est z-invariant, ur ne sera pas nul aux deux
intersections de la sphe`re et de la verticale passant par M. La conservation du
volume, ou non-pe´ne´tration du fluide dans la paroi externe imposera alors :
u · ninf = 0
u · nsup = 0
Ces conditions re´clament l’existence d’une vitesse verticale, antisyme´trique par
rapport a` l’e´quateur. Cette vitesse sera donc z-variable, ce qui viole l’hypothe`se
ge´ostrophique. Le meˆme raisonnement tient pour uz. Les seuls mouvements
qui ne violent pas cette hypothe`se sont les mouvements zonaux (selon eθ) et
z-invariants. Ces mouvements prennent place le long de cylindres inclus dans
la sphe`re appele´s cylindres ge´ostrophiques (figure 1.1).
Nous remarquons que ce type de mouvement ne respecte e´videmment pas
les conditions aux limites. C’est ce qui justifie la se´paration de l’inte´rieur du
fluide, et de la couche limite, que nous allons maintenant e´tudier.
Couche d’Ekman.
L’e´coulement de l’inte´rieur du fluide va se raccrocher a` la condition de
vitesse nulle le long de la paroi rigide a` travers une couche limite appele´e
couche d’Ekman, dans laquelle les forces visqueuses et la force de Coriolis sont
en e´quilibre. L’e´quation (1.5) s’e´crit alors :
2ez × u = −∇Π′ + E∇2u. (1.8)
Nous de´veloppons ici, de manie`re simplifie´e, une the´orie de couche limite (Gub-
bins et Roberts, 1987). Le principe est d’ope´rer, pre`s de la paroi, un !! zoom ""
de la coordonne´e normale a` celle-ci (que nous allons appeler z ci-dessous), de
fac¸on a` ce que la paroi soit a` z = 0 et l’inte´rieur du fluide, a` z = ∞. Cette
ope´ration, qui est en fait, d’un point de vue mathe´matique, un de´veloppement
limite´, est justifie´e par la finesse de la couche limite.
Ce zoom nous autorise a` ne´gliger les effets de courbure du conteneur, et donc
a` abandonner temporairement la ge´ome´trie sphe´rique. Nous allons donc e´tudier
une couche plane en ge´ome´trie carte´sienne. L’orientation du vecteur rotation
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par rapport a` cette couche peut varier. Pour simplifier, nous conside´rerons
d’abord que le vecteur rotation est normal a` la couche. Le cas le plus ge´ne´ral
sera rapporte´ par la suite.
Nous adoptons donc un repe`re carte´sien ex, ey, ez. Le vecteur rotation, et
la normale a` la paroi sont porte´es par z. Nous appelons U et V les composantes
x et y de l’e´coulement ge´ostrophique du cœur (a` z = ∞). Cet e´coulement n’a
pas de composante suivant z du fait de la contrainte de Proudman-Taylor.
Le champ de vitesse dans la couche limite obe´it aux conditions aux limites
suivantes : il est nul sur la paroi, et se raccroche a` la vitesse de cœur U ,V a` z =
∞. Du fait de l’agrandissement de la coordonne´e normale, on pourra conside´rer
que les variations de l’e´coulement de couche limite suivant z dominent celles
suivant x et y. Ces dernie`res variations horizontales n’interviendront que par
la de´pendance des conditions aux limites U et V (vitesse de cœur) avec x et y.
Appelons u, v, w les composantes de la vitesse dans la couche d’Ekman.
Nous ne conside´rerons que la de´pendance de ces variables par rapport a` z, le
reste de la de´pendance e´tant donne´ par les conditions aux limites a` z = ∞.
L’e´quation (1.8) s’e´crit :
−2v = −∂Π
′
∂x
+ E
∂2u
∂z2
2u = −∂Π
′
∂y
+ E
∂2v
∂z2
0 =
∂Π′
∂z
La troisie`me relation implique
∂
(
∂Π′
∂x
)
∂z
= 0,
∂
(
∂Π′
∂y
)
∂z
= 0.
Le gradient de pression est inde´pendant de z, il est le meˆme dans la couche
limite et dans le cœur, donc il est tel que
−2V = −∂Π
′
∂x
2U = −∂Π
′
∂y
Il est donc possible de faire disparaˆıtre le gradient de pression en e´tablissant
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l’e´quation pour u′ = u− U et v′ = v − V :
−2v′ = E∂
2u′
∂z2
2u′ = E
∂2v′
∂z2
0 =
∂Π′
∂z
soit
∂4u′
∂z4
+ 4E−2u′ = 0.
∂4v′
∂z4
+ 4E−2v′ = 0.
Introduisons δ = E1/2, la solution s’e´crit :
u− U =
(
−U cos z
δ
+ V sin
z
δ
)
e
−
z
δ
v − V =
(
U sin
z
δ
− V cos z
δ
)
e
−
z
δ
L’e´coulement de couche limite ope`re, sur une e´paisseur δ, la transition entre la
vitesse nulle a` la paroi et la vitesse de cœur. La figure 1.2 pre´sente la forme des
fonctions de vitesse lorsque V = 0. On pourra alors remarquer que la couche
d’Ekman fait apparaˆıtre une vitesse suivant y alors qu’il n’y en a pas dans le
cœur. Le trace´ de la vitesse v ′ en fonction de la vitesse u′ est appele´ spirale
d’Ekman.
L’e´coulement de couche limite posse`de une particularite´ tre`s importante :
sa divergence horizontale n’est pas toujours nulle ! Il faut donc faire appel a`
un e´coulement vertical w pour respecter la conservation de la matie`re dans la
couche limite.
∂w
∂z
= −
(
∂u
∂x
+
∂v
∂y
)
On obtient
w =
1
2
δωz
(
1− e−
z
δ
(
cos
z
δ
− sin z
δ
))
avec ωz, vorticite´ verticale de l’e´coulement de cœur, calcule´e dans le re´ferentiel
tournant, de´finie par :
ωz = ∇×
(
U
V
)
· ez.
La figure 1.3 trace l’ecoulement w en fonction de la coordone´e de couche limite
z. Cet e´coulement vertical est non nul lorsque z →∞, et ainsi, un e´coulement
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Fig. 1.2 – Vitesses dans la couche d’Ekman (cas V = 0).
est induit par la couche d’Ekman dans le cœur. Cette couche est donc active,
et provoque l’apparition de la vitesse :
w =
1
2
E1/2ωz (1.9)
Cet e´coulement brise la ge´ostrophie du fluide a` l’ordre E1/2, on l’appelle e´cou-
lement secondaire induit par le pompage d’Ekman.
0 1 2 3 4 5
0.0
0.2
0.4
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0.8
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1.2
z/δ
w/(0.5δωz)
Fig. 1.3 – E´coulement secondaire de pompage d’Ekman.
La vorticite´ de l’e´coulement de cœur est donc directement relie´e au pompage
d’Ekman. Conside´rons la situation de le figure 1.4. Un cyclone (ωz positive), et
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un anticyclone (ωz ne´gative) existent dans le cœur du fluide. Ils sont ge´ostro-
phiques, donc invariants suivant z. Chacun de ces deux vortex est donc en fait
une colonne. Une couche d’Ekman existe a` la base de ces deux structures. La
formule (1.9) pre´voit un pompage d’Ekman comme indique´ sur la figure. No-
tons que si une couche d’Ekman existe au sommet de ces colonnes, elle induit
le pompage inverse. Dans tous les cas, du fluide est injecte´ dans le cyclone, et
e´jecte´ de l’anticyclone.
anticyclonecyclone
inte´rieur du fluide
couche d’Ekman
paroi
δ ∼ E1/2
normale n
Ω
Fig. 1.4 – Pompage d’Ekman induit par un cyclone, ou un anticyclone.
Nous appelons moment cine´tique plane´taire le moment cine´tique du fluide
calcule´ dans le re´ferentiel galile´en du laboratoire G. Un cyclone peut eˆtre consi-
de´re´ comme un exce`s local de moment cine´tique plane´taire. La couche d’Ekman
re´agit donc en y injectant du fluide qui, e´tant initialement en contact avec les
parois, posse`de moins de moment cine´tique plane´taire que ce cyclone. Cette
injection provoque la dissipation de la structure cyclonique, elle est e´quivalente
a` un frottement visqueux sur les parois. Inversement, un anticyclone est un de´-
faut local de moment cine´tique plane´taire. La couche d’Ekman le fera relaxer
en injectant du fluide de plus fort moment cine´tique plane´taire.
Ainsi, le pompage d’Ekman traduit, a` l’inte´rieur du fluide, les effets de la
viscosite´ sur les bords. S’ils ne sont pas entretenus par une source d’e´nergie
quelconque, le cyclone et l’anticyclone de la figure 1.4 dissiperont sous l’effet
du frottement sur les parois. Ce frottement e´quivalent au pompage d’Ekman
est appele´ frottement d’Ekman.
Le frottement d’Ekman est a` l’origine des phases de mise en rotation solide,
ou de de´ce´le`ration d’un fluide appele´es spin-up et spin-down. Lorsque l’on met
le conteneur d’un fluide initialement au repos en rotation, des couches d’Ekman
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se forment. Du fluide a` fort moment cine´tique est injecte´ depuis la couche limite
vers le cœur, tandis que du fluide a` faible moment cine´tique est e´jecte´ en sens
inverse. Sur une e´chelle de temps de l’ordre de E1/2Ω−1, appele´e temps de spin-
up, l’inte´rieur du fluide se met a` l’e´quilibre, en rotation rapide a` la vitesse des
parois.
Ainsi, dans le cas d’une sphe`re mise en rotation, du fluide va eˆtre injecte´
dans le cœur pre`s de l’e´quateur, et ejecte´ vers la couche d’Ekman au niveau
des poˆles. On peut aussi examiner le spin-down de la tasse de the´ : alors que
le liquide se ralentit, les feuilles de the´ se rassemblent au centre de la tasse.
Du fluide immobile est en effet injecte´ dans le cœur a` cet endroit, alors que
du fluide a` fort moment cine´tique est e´jecte´ sur les coˆte´s. Les feuilles de the´
sont advecte´es par la circulation de couche limite, elles se rassemblent donc au
centre du fond de la tasse.
Pour en revenir au cas de la sphe`re, une e´tude plus ge´ne´rale de la couche
d’Ekman peut eˆtre mene´e dans le cas de parois incline´es par rapport au vecteur
rotation. La vitesse de cœur calcule´e loin de la paroi dans la direction de l’axe
de rotation s’exprime par (Gubbins et Roberts, 1987) :
vc =
1
2
E1/2ez · ∇ ×
[
1√|n · ez|(n× u− u sgn(n · ez))
]
ez. (1.10)
n est la normale a` la sphe`re dirige´e vers l’exte´rieur. Cette formule posse`de une
singularite´ lorsque n et ez sont orthogonaux. Il y a alors explosion de la couche
limite en E1/2. Il faut alors de´velopper les e´quations de couche limite a` l’ordre
supe´rieur. C’est alors une couche visqueuse plus e´paisse (en E2/5) qui prend
place, sur une distance late´rale d’ordre E1/5 (voir Noir (2000)). Dans le cas
sphe´rique qui nous inte´resse, cette singularite´ est concentre´e a` l’equateur.
L’e´quation (1.10), e´tablie en re´gime stationnaire, peut eˆtre conside´re´e comme
valide dans des re´gimes de´pendants du temps (Duck et Foster, 2001). En ef-
fet, l’adaptation de la couche d’Ekman aux variations de vitesse a` l’inte´rieur du
fluide re´sulte de l’incompressibilite´ de ce dernier. Dans un tel mode`le, la couche
s’adapte donc instantane´ment. En fait, sur une e´chelle de temps de l’ordre de
la pe´riode de rotation, les effets inertiels ne peuvent plus eˆtre ne´glige´s comme
nous l’avons fait dans l’e´quation (1.8), et la couche d’Ekman devient de´pen-
dante du temps. Pour re´sumer, nous pouvons dire que le pompage stationnaire
est valable lorsque l’e´chelle de temps des variations de vitesse dans le cœur est
plus lente que Ω−1.
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1.3 Convection.
Nous disposons d’une e´quation dynamique pour les mouvements dans un
fluide en rotation. Pour clore notre mode`le de convection, nous devons main-
tenant nous inte´resser a` l’e´quation d’e´nergie, et a` l’expression de la force vo-
lumique d’Archime`de. Nous rappelons que nous conside´rons pour mode´liser le
noyau un fluide incompressible, homoge`ne, isotrope et Newtonien.
1.3.1 Approximation de Boussinesq.
L’approximation la plus utilise´e pour les mode`les de convection est l’ap-
proximation de Boussinesq. Malgre´ la simplicite´ apparente des e´quations qui
en re´sultent, les conditions de cette approximation sont assez complexes. Nous
ne les e´tudierons pas toutes ici, le lecteur pourra consulter Gubbins et Roberts
(1987); Tritton (1988) pour une de´monstration comple`te.
Le principe de l’approximation est simple : un fluide purement incompres-
sible tel que celui que nous avons pris pour mode`le ne peut pas convecter. En
effet, dire que le fluide est incompressible revient, par l’e´quation de continuite´,
a` dire que sa densite´ reste invariablement la meˆme. Or, ce sont les changements
de densite´ lie´s aux changements de tempe´rature qui permettent de cre´er des
mouvements convectifs. L’approximation de Boussinesq cherche a` e´tablir dans
quelles circonstances on peut conside´rer le fluide comme incompressible, !! sauf
en ce qui concerne les effets lie´s a` la gravite´ "", comme l’a e´crit Rayleigh.
Pour re´sumer, cette approximation est valable si les changements de densite´
et de viscosite´ lie´s aux variations de tempe´rature sont faibles, et si l’e´chauffe-
ment du fluide par frottement visqueux est ne´gligeable. En fait, la plus grande
limitation que rencontre cette approximation provient du gradient adiabatique,
ce qui nous renvoie a` la discussion de l’introduction. Nous avons alors vu que
l’approximation de Boussinesq de´crit bien les mouvements engendre´s par les
e´carts thermiques au gradient adiabatique.
1.3.2 Équation d’énergie.
Nous e´tablissons ici l’e´quation re´gissant l’e´volution de l’e´nergie interne du
fluide. Soit e l’e´nergie interne massique du fluide. Nous pouvons e´crire (Tritton,
1988) :
ρ
de
dt
= ∇ · q + ǫ (1.11)
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q est le flux de chaleur, qui s’exprime par (loi de Fourier) q = −k∇T ou`
k est le coefficient de conductivite´ thermique et T le champ de tempe´rature
locale. ǫ est le taux de production d’e´nergie lie´ aux sources internes de chaleur
(radioactivite´...). L’approximation de Boussinesq stipule que ǫ ne contient pas
de termes lie´s a` l’e´chauffement lie´ au frottement visqueux.
Si nous choisissons la pression et la tempe´rature pour de´crire l’e´tat ther-
modynamique du fluide, l’approximation de Boussinesq permet de dire que
l’e´nergie interne ne de´pend pas de la pression :
e = CpT.
Ceci donne, pour l’e´quation (1.11) :
dT
dt
= κ∇2T + ǫ
ρCp
. (1.12)
κ = k/ρCp est la diffusivite´ thermique du fluide. Le plus souvent, nous consi-
de´rerons pour cette e´quation des conditions aux limites de tempe´rature fixe´e,
en l’absence de chauffage interne. L’e´quation s’exprime donc :
dT
dt
= κ∇2T. (1.13)
1.3.3 Force d’Archimède.
L’approximation de Boussinesq ne´glige la compressibilite´ du fluide, sauf
dans l’expression de la force d’Archime`de. On line´arise la densite´ ρ(T ) du fluide
autour d’un e´tat de densite´ uniforme ρ0, a` la tempe´rature de re´fe´rence T = T0 :
ρ(T ) = ρ0(1− α(T − T0)).
α est le coefficient de compressibilite´ isotherme du fluide. La densite´ ρ0 n’a
aucun effet dynamique, puisqu’elle est compense´e hydrostatiquement par un
gradient de pression. Ce n’est donc que la variation de densite´ qui induit une
force d’Archime`de s’exprimant par :
fv = (ρ− ρ0)g = −ρ0α(T − T0)g, (1.14)
g e´tant le champ de gravite´.
1.3.4 Bilan
Nous de´crirons un fluide en rotation et en convection en utilisant l’ensemble
des e´quations (1.5), (1.14) et (1.13) :
1.4 Modèle quasigéotrophique de la convection dans une sphère en rotation. 39
∂u
∂t
+ (u · ∇)u + 2Ω× u = −∇Π′ − α(T − T0)g + ν∇2u.
∂T
∂t
+ (u · ∇)T = κ∇2T
(1.15)
Les conditions aux limites adopte´es seront le non-glissement pour la vitesse, et
la diffe´rence de tempe´rature fixe´e aux frontie`res. Dans la suite nous poserons,
sans perte de ge´ne´ralite´, T0 = 0.
1.4 Modèle quasigéotrophique de la convec-
tion dans une sphère en rotation.
Ω
ue
nsup
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uz(L)
uz(−L)
plan e´quatorial
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Fig. 1.5 – Sche´ma ge´ne´ral pour le mode`le quasige´ostrophique. Le cylindre tangent est en
gris.
Comme nous l’avons vu, les seuls mouvements purement ge´ostrophiques
dans la sphe`re sont les mouvements zonaux. La convection dans une sphe`re en
rotation brisera force´ment cette contrainte en cre´ant des mouvements radiaux.
Des mouvements non-ge´ostrophiques prendront donc place dans la sphe`re. Ce-
pendant, comme nous l’avons vu dans l’introduction, les expe´riences montrent
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que l’invariance des colonnes de convection suivant la direction z est une ca-
racte´ristique robuste de l’e´coulement lorsque E est bas. De plus, si l’on exclut
les forces magne´tiques, l’e´quilibre de forces qui re´git les mouvements dans le
noyau est probablement ge´ostrophique.
La z-invariance des colonnes de convection ne requiert que la z-invariance
des mouvements horizontaux. Les mouvements verticaux peuvent ne pas eˆtre
z-invariants. Ceci sugge`re de de´velopper un mode`le dans lequel les mouvements
horizontaux seront ge´ostrophiques, pas les mouvements verticaux. On appellera
ce mode`le le mode`le quasige´ostrophique. Cette section est base´e sur les travaux
de Cardin et Olson (1994). L’analyse est cependant tre`s diffe´rente sur certains
points, parmi lesquels la gravite´ du mode`le, le traitement du mouvement zonal
et l’inclusion de son frottement sur la sphe`re externe.
Nous e´tudions les mouvements d’un fluide en rotation de´crit par les e´qua-
tions de Navier-Stokes dans l’approximation de Boussinesq, contenu entre deux
sphe`res concentriques de rayons ri et re avec ri < re (figure 1.5). Le rapport
d’aspect ri/re vaut 4/11 dans le cadre de l’expe´rience, 0.35 dans le cas de la
Terre.
Pour chaque colonne fluide telle que celle repre´sente´e dans la figure 1.5,
nous avons vu que la condition de non-pe´ne´tration du fluide aux parois va
induire un e´coulement vertical uz pour tout e´coulement radial ue. Cet e´cou-
lement vertical est de´pendant de la coordonne´e verticale z, donc il brise la
contrainte de Proudman-Taylor, et il la brise d’autant plus que la pente des
parois est forte. Nous verrons que de ce fait, l’e´coulement convectif dans le plan
de l’e´quateur sera faible pre`s de la frontie`re exte´rieure. De plus, la composante
de la force d’Archime`de paralle`le a` l’axe de rotation ne sera pas re´ellement utile
aux mouvements convectifs, puisqu’elle induira des mouvements interdits par
cette meˆme contrainte de Proudman-Taylor.
Les situations de pente forte (sur la sphe`re inte´rieure) et de force d’Ar-
chime`de majoritairement paralle`le a` l’axe se trouvent re´unies dans le cylindre
tangent a` la sphe`re inte´rieure. Nous pensons donc que les mouvements qui
prennent place a` cet endroit ne repre´sentent pas une partie significative de la
convection. C’est la raison pour laquelle nous ne les mode´lisons pas ici. Dans
le dispositif expe´rimental du chapitre 2, ou bien dans le mode`le quasige´ostro-
phique que nous allons exposer, nous remplac¸ons le cylindre tangent par un
cylindre mate´riel.
Nous commenc¸ons en adimensionnant a` nouveau le syste`me (1.15). Nous
choisissons cette fois un adimensionnement oriente´ vers le roˆle de la viscosite´,
adapte´ aux mouvements que l’on veut e´tudier :
– D = re − ri pour l’e´chelle de longueur,
– D2/ν pour l’e´chelle de temps,
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– (Te − Ti)ν/κ pour l’e´chelle de tempe´rature.
Nous choisissons un repe`re cylindrique er, eθ, ez, et un champ de gravite´ cen-
trifuge s’exprimant par g = Ω2r. Ce type de champ de gravite´ est adapte´ a` la
description d’une sphe`re en rotation rapide (Carrigan et Busse, 1983). Glatz-
maier et Olson (1993) on montre´ de plus que dans le cadre des mouvements
quasige´ostrophiques, la gravite´ centrifuge est une excellente approximation de
la gravite´ centrale, car seule la composante de celle-ci qui est perpendiculaire
a` l’axe de rotation joue un roˆle dynamique.
Soit u la vitesse du fluide, T la tempe´rature (pas la pertubation), Π la
pression (avec la contribution du potentiel de gravite´). Les e´quations s’e´crivent
alors :
∂u
∂t
+ (u · ∇)u + 2E−1ez × u = −E−1∇Π−RarerT +∇2u. (1.16)
∂T
∂t
+ (u · ∇)T = P−1∇2T. (1.17)
Les nombres sans dimension s’expriment par :
Le nombre de Rayleigh Ra =
α∆TΩ2D4
κν
,
Le nombre d’Ekman E =
ν
ΩD2
,
Le nombre de Prandtl P =
ν
κ
.
Nous avons de´ja` vu que E mesure le rapport entre les forces visqueuses et la
force de Coriolis. Ra mesure l’importance du forc¸age thermique. Il caracte´-
rise le rapport de forces entre les forces d’Archime`de, et les phe´nome`nes qui
empeˆchent le mouvement : dissipations visqueuse et thermique. Le nombre de
Prandtl mesure le rapport entre diffusivite´ cine´matique et thermique du fluide.
Les conditions aux limites adopte´es sont non-glissement pour la vitesse, et dif-
fe´rence de tempe´rature impose´e aux frontie`res du domaine.
Le principe du mode`le est de prescrire la forme de u, telle que ur et uθ
soient z-inde´pendants, et seul uz varie avec z :
u =


ur(r, θ)
uθ(r, θ)
uz(r, θ, z)


et de chercher a` de´crire les mouvements de cette manie`re.
Nous allons traiter ces e´quations en se´parant la re´solution des mouvements
axisyme´triques et celle des mouvements non-axisyme´triques. La raison princi-
pale est la commodite´ de l’e´criture et de la re´solution nume´rique. Ce point est
discute´ dans l’annexe B.
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1.4.1 Modèle pour les mouvements convectifs.
Les mouvements non-axisyme´triques e´tant force´s par la convection, nous
les appelons maintenant mouvements convectifs. Le point de de´part est la de´-
marche initie´e par Busse (1970), e´tendue dans le domaine non-line´aire par
Cardin et Olson (1994). On prend le rotationnel de l’e´quation (1.16) :
∂ω
∂t
+ (u · ∇)ω − (ω · ∇)u − 2E−1 du
dz
= ∇2ω +Ra r ∇× (Ter) (1.18)
avec ω = ∇×u, la vorticite´ de l’e´coulement. Nous allons prendre la composante
z de l’e´quation (1.18). Posons donc ω(r, θ) = ω · ez, et
∇ = ∇e + ∂
∂z
.
Nous posons aussi
ue = ur(r, θ)er + uθ(r, θ)eθ.
Il vient l’e´quation
∂ω
∂t
+ (ue · ∇e)ω −
(
2E−1 + ω
) duz
dz
= ∇2eω +Ra
dT
dθ
(1.19)
Le cadre bi-dimensionnel dans lequel nous nous plac¸ons implique que les effets
non-line´aires sont faibles devant la force de Coriolis, donc que le nombre de
Rossby de l’e´coulement est faible devant 1. Dans l’adimensionnement que nous
avons choisi, ceci implique ωE << 1, ce qui permet de simplifier le dernier
terme du membre de gauche de (1.19). Cette e´quation fait intervenir beaucoup
de quantite´s z-invariantes, l’ide´e est donc de la moyenner dans la direction de
l’axe de rotation. Nous introduisons l’ope´rateur de moyennage
<>z=
1
2L
∫ L
−L
dz,
avec
L =
√
r2e − r2.
L est la moitie´ de la hauteur d’une colonne fluide verticale au rayon cylin-
drique r. Le moyennage n’affecte pas ω, ue, et ∇e, qui sont inde´pendants de z.
L’e´quation (1.19) devient donc :
dω
dt
+ (ue · ∇e)ω − 2E
−1
2L
[uz]
L
−L = ∇2eω +Ra
d < T >z
dθ
L’injection de fluide aux extre´mite´s infe´rieure et supe´rieure de la colonne (troi-
sie`me terme de cette e´quation) agit donc comme une source de vorticite´. Nous
pouvons identifier les deux principales sources de mouvement vertical : la pre-
mie`re est la circulation verticale force´e par les mouvements radiaux, du fait de
la non-pe´ne´tration a` la frontie`re sphe´rique externe :
u · nsup = 0 ⇒ uz(L) = dL
dr
ur0, (1.20)
u · ninf = 0 ⇒ uz(−L) = −dL
dr
ur0. (1.21)
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La seconde est le pompage induit par la couche d’Ekman pre`sente pre`s de la
frontie`re. Un peu de calcul sur l’e´quation (1.10) donne :
uz(L) = vc · ez(L) = −1
2
E1/2√
|n · ez|
ω.
La face infe´rieure induit le pompage oppose´. uz peut donc eˆtre vue comme
esclave des quantite´s ge´ostrophiques. L’e´quation (1.19) devient :
∂ω
∂t
+ (ue · ∇e)ω + E−1/2 1
L
√
|n · ez|
ω − E−1 2
L
dL
dr
ue · er = ∇2eω +Ra
∂ < T >z
∂θ
(1.22)
Le pompage d’Ekman est ne´gligeable, aux bas nombres d’Ekman, devant la
circulation force´e par la pente. Nous ne le retiendrons que ponctuellement dans
la mode´lisation, afin d’e´tudier son effet.
Nous de´finissons ici le champ de vorticite´ potentielle Λ de l’e´coulement par :
Λ = ω − 2
E
lnL.
(1.22) s’e´crit alors :
dΛ
dt
= ∇2eω +Ra
∂ < T >z
∂θ
(1.23)
(1.23) est l’e´quation quasige´ostrophique pour les mouvements convectifs, que
nous allons retenir pour la suite de l’e´tude. C’est la premie`re e´quation impor-
tante du mode`le. Elle se comprend ainsi : la vorticite´ potentielle de l’e´coulement
est une quantite´ mate´riellement conserve´e le long du trajet d’une particule
fluide, hors des sources (force d’Archime`de et entraˆınement visqueux) et des
puits (dissipation visqueuse) de vorticite´. Ainsi, si une colonne fluide se de´place
radialement vers l’exte´rieur, la diminution de L va la forcer a` se contracter, et,
ce faisant, a` acque´rir de la vorticite´ ne´gative (anticyclonique) pour conserver
son moment cine´tique. Inversement, une colonne fluide se rapprochant de l’axe
va s’e´tirer et acque´rir de la vorticite´ positive. Cet effet se nomme effet β. L’e´qua-
tion (1.23) est par ailleurs aussi appele´e e´quation du plan β, et elle intervient,
sous une forme quasiment analogue, dans beaucoup de syste`mes ge´ophysiques
quasi-bidimensionnels comme l’atmosphe`re terrestre ou les oce´ans (Pedlosky,
1987). On peut voir le plan β comme un e´changeur de vorticite´ entre la vor-
ticite´ dite plane´taire 2/E lnL, que l’on peut comprendre comme la vorticite´
disponible dans le re´ferentiel du laboratoire, du fait de la rotation globale du
fluide, et la vorticite´ ω du fluide dans le re´ferentiel tournant. En annexe A.1,
on pourra lire quelques de´tails supple´mentaires sur l’utilisation du concept de
vorticite´ potentielle dans la physique des couches atmosphe´riques.
L’e´quation de continuite´ s’e´crit ∇ · u = 0, ce qui implique
∂uz
∂z
= cte(r, θ).
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La vitesse verticale doit eˆtre une fonction affine de la hauteur, antisyme´trique
par rapport a` l’e´quateur.
uz(r, θ, z) =
z
L
(
dL
dr
ur(r, θ)− 1
2
E1/2√
|n · ez|
ω(r, θ).
)
(1.24)
Le pompage d’Ekman peut encore eˆtre ne´glige´ ici.
Comme nous venons de le voir, le mode`le assujettit donc la vitesse verticale
a` la vitesse radiale. Cette vitesse verticale, en recirculant, va provoquer un
e´coulement horizontal divergent udiv. Nous pouvons donc e´crire ue comme :
ue = ∇× (Ψez) + udiv
La premie`re partie est purement rotationnelle (Ψ est la fonction courant), la
seconde posse`de une divergence horizontale non nulle telle que :
∇e · udiv = −∂uz
∂z
Dans la limite des faibles nombres d’Ekman, nous attendons que udiv joue un
roˆle ne´gligeable dans la dynamique de l’e´coulement. En effet, la force de Co-
riolis, tre`s puissante, tend a` convertir tout e´coulement a` divergence horizontale
non nulle en un e´coulement a` divergence horizontale ne´gligeable. Le principe
de l’approximation quasige´ostrophique est de conside´rer a priori que udiv = 0
et ainsi d’e´crire :
ue = ∇× (Ψez) (1.25)
Le syste`me forme´ de (1.23),(1.24) et (1.25) est le syste`me dynamique que nous
choisissons de re´soudre. Il faut noter que l’approximation que nous venons de
faire aboutit sur un syste`me mathe´matiquement non clos : si udiv = 0, alors
uz ne devrait plus varier avec z. Nous disons simplement que la re´troaction de
udiv sur l’e´coulement est ne´gligeable.
1.4.2 Équation de température.
Nous effectuons maintenant le moyennage vertical de l’e´quation (1.17) :
∂ < T >z
∂t
+ < (u · ∇)T >z= P−1
(
∇2e < T >z +
[
∂T
∂z
]L
−L
)
.
Nous avons
< (u · ∇)T >z= (ue · ∇e) < T >z + < uz∂T
∂z
>z
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Les deux derniers termes de ces deux e´quations repre´sentent l’advection verti-
cale de tempe´rature par la circulation force´e par la pente, et la diffusion ver-
ticale de tempe´rature. L’existence de gradients verticaux de tempe´rature n’est
pas conciliable avec l’approche que nous sommes en train de de´velopper. En
effet, un gradient vertical de tempe´rature peut provoquer un vent thermique
zonal non ge´ostrophique. Ces mouvements e´tant exclus de notre description,
nous devons nous placer dans des circonstances dans lesquelles la tempe´rature
est z-invariante. Ceci peut sembler restreindre le champ d’application du mo-
de`le. Cependant, pour les situations fortement sur-critiques, l’advection par le
mouvement vertical aura tendance a` homoge´ne´iser la tempe´rature suivant z.
En ce qui concerne les situations plus proches du seuil, nous essaierons de voir
a` quel point une telle description est valable. Pour la suite, nous e´liminons donc
les gradients verticaux de tempe´rature :
∂ < T >z
∂t
+ (ue · ∇e) < T >z= P−1∇2e < T >z . (1.26)
Dans la suite (voir annexe B), nous de´composerons le champ de tempe´rature
totale en < T >z= Θ + Ts2D. Ts2D est le champ statique de tempe´rature, il est
solution de l’e´quation ∇2eTs2D = 0. Ce profil vaut :
Ts2D =
ln
(
r
ri
)
P ln
(
re
ri
) .
Dans le chapitre 3, nous chercherons a` remplacer ce profil statique par d’autres
profils, plus adapte´s a` la simulation de situations dans lesquelles le profil sta-
tique est fortement z-variable.
(1.26) se joint a` (1.23),(1.24),(1.25) pour clore le syste`me. Nous re´solvons
les champs Ψ et < T >z, dans l’espace du plan e´quatorial situe´ entre les cercles
de rayon ri et re, avec les conditions aux limites stipule´es au de´but de cette
section (voir annexe B pour le de´veloppement).
1.4.3 Mouvements zonaux.
On traite ici les mouvements axisyme´triques. Ces mouvements sont ne´-
cessairement zonaux, du fait de l’incompressiblite´ horizontale du fluide. Nous
avons vu dans la section pre´ce´dente que pour les mouvements convectifs pre´-
sentant une composante radiale, le roˆle de la paroi e´tait de convertir cette
composante en composante verticale (condition (1.20)). Pour les mouvements
zonaux, qui ne pre´sentent pas de composante radiale, la paroi ne joue plus
ce roˆle. Elle va cependant freiner les mouvements zonaux par le frottement
d’Ekman.
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Nous cherchons a` e´tablir une e´quation pour < uθ >θ, que nous noterons,
pour alle´ger, uθ. Ce champ est bi-dimensionnel, et ceci sugge`re donc de partir
de l’e´quation (1.16) projete´e dans la direction θ, et de lui appliquer l’ope´rateur
<>z,θ de double moyennage dans les directions z et θ :
duθ
dt
+ (ue · ∇e)uθ + 2E
−1
2L
∫ L
−L
ez × u · eθ dz = −E−1∇eΠ · eθ +∇2eue · eθ.
(1.27)
Cette e´quation montre que le mouvement zonal n’est pas force´ par l’instabilite´
convective, mais par le terme non-line´aire ou tenseur de Reynolds. C’est le
re´sultat des interactions non-line´aires qui force le mouvement zonal. Ceci est
vrai pour un mouvement zonal purement ge´ostrophique, mais il faut noter
que si les isothermes du champ de tempe´rature ne sont pas tout a` fait z-
invariants, alors un mouvement zonal non-ge´ostrophique appele´ vent thermique
peut prendre place. Nous choisissons de le ne´gliger dans le cadre de notre
mode´lisation, et nous y reviendrons dans le chapitre 2.
Du fait du moyennage late´ral, le gradient de pression disparaˆıt indentique-
ment. Il y a un petit pie`ge : le terme visqueux s’e´crit :
∇2eue · eθ = ∇2euθ −
uθ
r2
.
Ce petit pie`ge signale´, nous poursuivons. Le terme de Coriolis s’e´crit :
2E−1
2L
∫ L
−L
ez × u · eθ dz = E
−1
L
∫ L
−L
ur dz.
A l’ordre dominant et du fait de l’incompressibilite´ du fluide, ur est bien
suˆr nul. Cependant, il faut aller a` l’ordre supe´rieur et exprimer le pompage
d’Ekman. On part donc de l’incompressibilite´ :
∫∫
S
u · dS = 0
On prend pour S la surface ferme´e forme´e du cylindre de rayon r, du cylindre
de rayon ri et de deux calottes sphe´riques troue´es refermant l’espace entre les
deux cylindres. On ne´glige la contribution de la couche limite paralle`le pre´sente
dans le volume inte´rieur autour du rayon ri. On de´veloppe le flux de matie`re en
trois termes : un pour le cylindre inte´rieur (nul), un pour le cylindre exte´rieur,
un pour les couvercles, et on fait apparaˆıtre les quantite´s moyenne´es dans la
direction zonale. Pour le cylindre exte´rieur, on fait apparaˆıtre ur, vitesse radiale
moyenne´e dans la direction zonale :
2pir
∫ L
−L
urdz +
∫∫
S2
[n · v]L−LdS = 0
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S2 est la surface du couvercle supe´rieur (moins le trou du cylindre tangent), et
n la normale sortante a` ce couvercle. n ·v est la vitesse normale engendre´e par
le pompage d’Ekman. Celle-ci s’exprime, pour le couvercle supe´rieur, par :
v(L) · n = 1
2
E1/2n · ∇e ×
(
1√
|n · ez|
(n× u− u)
)
.
u est ici la vitesse du fluide dans le cœur. Pour le couvercle infe´rieur, le pompage
est le meˆme, avec le signe oppose´. Ainsi
[n · v]L−L = E1/2n · ∇e ×
(
1√
|n · ez|
(n × u − u)
)
et
2pir
∫ L
−L
ur dz + E
1/2
∫∫
S2
∇e ×
(
1√
|n · ez|
(n × u − u)
)
· dS = 0.
Pour appliquer le the´ore`me du rotationnel, il faut que le contour sur lequel
s’appuie la surface soit connexe, ce qui n’est pas le cas pour le contour d’une
surface a` trous. Cependant on peut e´crire :∫∫
S2
=
∫∫
Stot
−
∫∫
Strou
Stot, surface englobant le trou, et Strou sont deux surfaces a` contour connexe.
On peut prolonger le champ de vitesse en le posant nul a` l’inte´rieur du cylindre
tangent. Ceci assure l’equivalence de notre proble`me avec ce second proble`me
de meˆmes conditions aux limites. Le pompage associe´ est alors nul, ce qui
annule la contribution du trou. Le re´sultat est donc, en appelant L le cercle de
rayon r :∫∫
S2
∇e×
(
1√|n · ez|(n× u− u)
)
dS =
∫
L
n × u · eθ√|n · ez| rdθ−
∫
L
u · eθ√|n · ez|rdθ
A noter : le de´veloppement pre´cedent ne serait pas valable si le cylindre e´tait
en super-rotation, ou si les conditions aux limites e´taient du type contraintes
libres, car il n’existerait pas de prolongement possible du champ de vitesse a`
l’inte´rieur du cylindre respectant les conditions aux limites, c’est a` dire tel que
le champ de vitesse soit constant, et le pompage nul. Ce point tre`s important
a e´te´ mis en e´vidence par Plaut et Busse (2001).
Le premier terme de l’e´quation pre´ce´dente est un produit mixte avec n = ur
et eθ. Il disparaˆıt donc indentiquement. Ne reste que le second terme. n ·ez est
le cosinus de la colatitude, il est inde´pendant de θ, et ainsi :∫ L
−L
ur dz =
E1/2uθ√
|n · ez|
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Et pour finir l’e´quation (1.27) s’e´crit :
∂uθ
∂t
+ (ue · ∇e)uθ + E
−1/2
L
√
|n · ez|
uθ = ∇2euθ −
uθ
r2
. (1.28)
avec n · ez =
√
1− (r/re)2 et L=
√
r2e − r2. Le freinage associe´ au pompage
d’Ekman a remplace´ la condition (1.20). Deux conditions aux limites suffisent
pour uθ, qui sont : uθ = 0 aux deux frontie`res du domaine.
1.5 Études au seuil.
1.5.1 Le seuil de convection.
En pre´sence de dissipation visqueuse et thermique, les phe´nome`nes convec-
tifs ne de´marrent en ge´ne´ral pas de`s que Ra prend une valeur le´ge`rement po-
sitive. Il existe une valeur seuil de Ra appele´e nombre de Rayleigh critique
Rac a` laquelle la convection de´marre, et adopte un motif spatio-temporel bien
de´fini par un vecteur d’onde, et une pulsation (qui peut-eˆtre nulle dans le cas
de motifs stationnaires).
Le cas que nous e´tudions est assez standard. Il s’agit d’une bifurcation de
Hopf, correspondant a` une transition de phase du premier ordre (Busse, 1970),
et les mouvements qui prennent place au seuil (Ra → Rac) sont infiniment
petits. Les termes non-line´aires sont donc infiniments petits d’ordre supe´rieur,
et une analyse line´aire, c’est a` dire se basant sur des e´quations line´arise´es, est
suffisante pour pre´dire le seuil.
Nous line´arisons le syste`me (1.23),(1.26) autour de l’e´tat conductif. Les
e´quations line´arise´es s’obtiennent simplement en enlevant les termes non-line´aires
(le terme non-line´aire de l’e´quation de tempe´rature laisse cependant un terme
line´arise´ contenant le gradient conductif de tempe´rature) :
∂Λ
∂t
= ∇2eω +Ra
∂Θ
∂θ
(1.29)
∂Θ
∂t
+ ur
∂Ts2D
∂r
= P−1∇2eΘ. (1.30)
avec
Λ = ω − 2
L
lnL
On recherche des solutions sous la forme
ω = f(r)eσt−mθ
Θ = g(r)eσt−mθ
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Dans la pratique, le principe est de fixer Ra et d’ite´rer nume´riquement la
re´solution des e´quations (1.29) et (1.30). On obtient alors, pour chaque mode m,
les fonctions propres fm(r) et gm(r), et la pulsation complexe σm. On cherche
alors le nombre de Rayleigh critique Rac tel qu’il n’existe qu’un seul mode
m = mc pour lequel le taux de croissance de l’instabilite´ (la partie re´elle de
σmc) soit nul, tous les autres modes e´tant tels que Re(σm) < 0. On sait alors
exactement a` quelle valeur Rac de Ra la convection de´marre, et quelle est la
forme de la convection au seuil : fonctions radiales fmc(r) et gmc(r), nume´ro de
mode critique mc, pulsation du mode critique ωc = Im(σmc).
1.5.2 Études de réfèrence.
Il sera tre`s utile de comparer quantitativement les re´sultats du mode`le qua-
sige´ostrophique aux re´sultats d’e´tudes the´oriques de re´ference, re´alise´es dans
un contexte tri-dimensionnel : la the´orie de Roberts (1968), corrige´e par Busse
(1970), que nous appelerons Roberts-Busse, et la the´orie de Jones et al. (2000).
Ces e´tudes e´tant tridimensionnelles, les fonctions f et g dont nous parlions
plus haut de´pendent maintenant de deux variables : θ et z. Roberts a d’abord
prescrit la forme radiale qu’elles devaient prendre : une fonction de Bessel sphe´-
rique. Ensuite, il a re´solu l’e´quation diffe´rentielle que ve´rifie la forme verti-
cale. L’erreur de Roberts, corrige´e par Busse en 1970 apre`s une analyse quasi-
ge´ostrophique tre`s similaire a` celle que nous avons de´veloppe´e, e´tait de penser
que le mode de convection dominant au seuil e´tait antisyme´trique par rapport
a` l’e´quateur. Busse a restaure´ la bonne syme´trie.
Le mode`le quasi-ge´ostrophique de Busse lui a aussi permis de de´crire la
forme que prend la convection au seuil : il s’agit d’une onde, appele´e onde de
Rossby thermique pour des raisons que nous allons de´tailler plus bas. La figure
1.6 montre le dessin ce´le`bre de Busse. L’onde de Rossby est un collier de co-
lonnes paralle`les a` l’axe de rotation. Cette onde se de´place dans la direction
prograde, c’est a` dire dans le meˆme sens que la rotation solide du fluide, mais
plus vite que celle-ci. Pour des raisons mathe´matiques, les conditions aux li-
mites adopte´es par Busse pour l’e´quation thermique sont le chauffage interne.
C’est la raison pour laquelle le collier de colonnes prend place au cœur de
l’espace entre la sphe`re inte´rieure et la sphe`re exte´rieure.
Dans son dessin, Busse a ne´glige´ une caracte´ristique importante de ce type
de convection, mise en e´vidence plus tard des des e´tudes expe´rimentales (Car-
rigan et Busse, 1983) puis nume´riques (Zhang, 1992; Cardin et Olson, 1994) :
du fait de la pente de la frontie`re sphe´rique externe, les colonnes de convection
sont penche´es dans la direction prograde. Cardin et Olson (1994) ont montre´
que l’inclinaison des cellules de convection de´pendait de la valeur locale de la
pente. Ainsi, dans le cas d’une sphe`re, les cellules de convections prennent une
forme en spirale. La figure 1.7, extraite d’une simulation du chapitre 3 de cette
50 1 Théorie et modélisation.
Ω
Fig. 1.6 – Dessin de Busse (1970) illustrant l’onde de Rossby thermique au seuil de la
convection dans une sphe`re en rotation.
e´tude, illustre cette caracte´ristique.
Le mode`le quasi-ge´ostrophique de Busse a permis d’e´tablir le comportement
asymptotique des parame`tres critiques Rac,mc, ωc dans la limite E → 0 des
rotations rapides. Ces comportements sont
Rac ∼ E−4/3,mc ∼ E−1/3, ωc ∼ E−2/3
et ont rec¸u depuis un support expe´rimental et nume´rique tre`s conse´quent (voir
bibliographies locales des chapitre 2 et 3).
Cependant, il fut pointe´ (Soward, 1977; Yano, 1992) que la de´pendance
radiale choisie par Roberts ne permettait pas d’obtenir une solution mathe´-
matiquement consistente. C’est la raison pour laquelle Jones et al. (2000) ont
repris l’e´tude, en ne supposant cette fois aucune forme radiale pour la solution
tri-dimensionnelle. Leur e´tude asymptotique est valide´e par les simulations nu-
me´riques 3D. Elle sera donc conside´re´e comme la re´fe´rence de comparaison
dans la chapitre 3.
Nous aurons aussi l’occasion de confronter nos re´sultats nume´riques avec
ceux, tridimensionnels, de Dormy (1997).
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Fig. 1.7 – Structure (en vorticite´) d’une onde de Rossby thermique dans le plan e´quatorial
(E = 5 10−5, P = 1, calcul bidimensionnel en non-glissement et chauffage diffe´rentiel, voir
chapitre 3).
1.5.3 Le principe de l’onde de Rossby
L’onde de Rossby thermique, consacre´e par Busse, doit son nom aux ondes
de Rossby, tre`s fre´quentes dans les syste`mes ge´ophysiques que sont l’atmosphe`re
et les oce´ans. Nous allons voir ici que son principe est fondamentalement lie´
a` l’existence d’un plan β (d’une pente des couvercles) et au concept de vor-
ticite´ potentielle. Pour cela, nous nous placons temporairement en ge´ome´trie
carte´sienne, et e´tudions la situation de la figure 1.8. La fle`che indique la direc-
tion des L de´croissants (fluide peu profond). Initialement A, B et C sont au
repos. Imaginons (situation 1) que B soit de´place´ dans la direction du fluide
peu profond par une perturbation. Du fait de la conservation de la vorticite´
potentielle, un anticyclone se cre´e donc en B, qui va (situation 2) de´placer A
vers le haut, et C vers le bas dans son champ proche. Un anticyclone va donc
se cre´er en A, et un cyclone en C, qui vont ramener B a` sa position initiale (si-
tuation 3). Les conditions aux limites sont pe´riodiques, donc A influe sur C et
le rame`ne a` sa position initiale. La perturbation qui e´tait en B s’est maintenant
de´place´e en A (situation 4). Ce de´placement ondulatoire se fait de telle manie`re
qu’un observateur chevauchant une creˆte d’onde voie le fluide peu profond sur
sa droite. Dans la ge´ome´trie qui nous inte´resse, il s’agit donc de la direction
prograde azimutale. La pe´riode de l’onde de Rossby diminue quand augmente
la force de rappel agissant sur les structures de vorticite´ en A, B, C, D. Ce
rappel augmente avec la pente des parois.
On pourra consulter l’annexe A.2 pour un exemple d’ondes de Rossby dans
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l’oce´an Indien.
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fluide peu profond
Fig. 1.8 – le me´canisme de l’onde de Rossby.
1.5.4 Études proches du seuil : le domaine faiblement
non-linéaire
Le proble`me de la convection dans une sphe`re en rotation a aussi e´te´ in-
vesti par des e´tudes the´oriques au dela` du seuil, dans le domaine faiblement
non-line´aire, domaine dans lequel on peut traiter perturbativement le terme
non-line´aire, qui reste faible. On e´tudie l’interaction entre plusieurs ondes de
Rossby (triades re´sonantes), et on essaie alors de de´terminer une e´quation pour
leur amplitude, appele´e e´quation d’amplitude. Le de´veloppement implique en
ge´ne´ral une e´chelle de temps rapide (celle des ondes de Rossby), et une e´chelle
plus lente (celle des modulations de l’amplitude des ondes). Parmi ces e´tudes,
on distinguera Plaut et Busse (2001), qui ont de´termine´ l’e´quation d’amplitude
dans une ge´ome´trie de cylindre aux couvercles penche´s, ainsi que le mouvement
zonal moyen excite´ par les termes non-line´aires. Une des conclusions e´tonnantes
de cette e´tude, dont nous aurons l’occasion de reparler, est qu’a` bas nombre
de Prandtl, l’instabilite´ thermique peut de´marrer sous la forme d’une onde de
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Rossby dont l’amplitude est module´e en temps.
Plus loin du seuil en nombre de Rayleigh, plus aucune the´orie pre´cise
n’existe, et nous allons nous raccrocher, pour la compre´hension des calculs
nume´riques, aux grands re´sultats concernant la turbulence quasige´ostrophique
que nous e´tudions maintenant.
1.6 La turbulence quasigéostrophique.
Dans les chapitres 3 et 2, nous verrons que lorsque le forc¸age thermique
devient fort, nous pouvons amener le syste`me dans un e´tat turbulent. Le mot
!! turbulence "" recouvre souvent des re´alite´s tre`s diverses, c’est pourquoi il est
utile d’en donner ici une de´finition. Un fluide turbulent re´unit ces trois pro-
prie´te´s :
– Le champ de vitesses posse`de un comportement en temps chaotique (sen-
sible aux conditions initiales).
– Le champ de vitesses pre´sente une large gamme d’e´chelle spatiales.
– Les proprie´te´s de me´lange du fluide (diffusivite´ thermique, de la quantite´
de mouvement, magne´tique...) sont renforce´es par rapport aux proprie´te´s
mole´culaires.
Classiquement, l’e´tat de de´veloppement de la turbulence est quantifie´ par le
nombre de Reynolds Re, qui mesure l’importance de l’advection (termes non-
line´aires) du champ de vitesse par rapport a` sa diffusion :
Re =
| (u · ∇)u|
|∇2u| =
UL
ν
ou` U et L sont la vitesse caracte´ristique du fluide et la taille caracte´ristique du
conteneur. Le syste`me que nous e´tudions est fortement bidimensionnel. Nous
pensons donc pouvoir appliquer les the´ories existantes sur la turbulence bidi-
mensionnelle, appele´e turbulence quasige´ostrophique dans le cadre de notre
mode`le. Cependant, ce syste`me posse`de plusieurs particularite´s, du fait de
l’existence du plan β, auquelles nous devons nous inte´resser.
1.6.1 Énergie et enstrophie.
Nous allons de´velopper une vision macroscopique de notre syste`me, en cal-
culant deux quantite´s inte´gre´es depuis le champ de vorticite´ (moments) : l’e´ner-
gie et l’enstrophie. Nous suivons dans ce paragraphe une de´monstration de
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Pedlosky (1987), que nous avons adapte´e a` la ge´ome´trie cylindrique. Posons
ue = ∇× (Ψez). Nous avons alors ω = −∇2Ψ, et l’e´quation (1.23) s’e´crit :
∂∇2Ψ
∂t
+
(
1
r
∂Ψ
∂θ
∂∇2Ψ
∂r
− ∂Ψ
∂r
1
r
∂∇2Ψ
∂θ
)
+ E−1
2
L
dL
dr
1
r
∂Ψ
∂θ
= ∇4Ψ−Ra∂T
∂θ
.
(1.31)
On multiplie (1.31) par Ψ et on manipule un peu pour obtenir :
∂ε
∂t
+∇ · S = Ψ∇4Ψ−Ψ Ra∂T
∂θ
. (1.32)
ε de´finit la densite´ d’e´nergie du fluide, qui vaut :
ε =
(∇Ψ)2
2
,
S est le vecteur flux de densite´ d’e´nergie, qui vaut
S = −Ψ∇∂Ψ
∂t
− E−1 2
L
dL
dr
Ψ2
2
eθ − u(∇2Ψ).
On multiplie maintenant (1.31) par ∇2Ψ, et on manipule encore un peu pour
obtenir :
∂V
∂t
+∇ ·Q = 1
r
d
(
rE−1
2
L
dL
dr
)
dr
∂Ψ
∂r
1
r
∂Ψ
∂θ
+∇2Ψ∇4Ψ−∇2Ψ Ra∂T
∂θ
. (1.33)
V est la densite´ d’enstrophie du fluide, de´finie par :
V =
(∇2Ψ)2
2
,
et Q est le vecteur flux de densite´ d’enstrophie, qui vaut
Q = uV + E−1
2
L
dL
dr
(∇Ψ
r
∂Ψ
∂θ
− εeθ
)
.
Si l’on comprend bien ce qu’est l’e´nergie ε = (∇Ψ)2/2 = u2/2, on connaˆıt
moins l’enstrophie. L’enstrophie est en fait !! l’e´nergie de la vorticite´ "", puisque
V = (∇2Ψ)2 = ω2/2. Inte´grons (1.32) et (1.33) sur la surface S du plan e´qua-
torial contenue entre les cercles de rayon ri et re. Les termes qui s’e´crivent sous
la forme d’une divergence disparaissent, et nous avons sche´matiquement :∫∫
S
εdS = Dε +Aε∫∫
S
V dS = MV +DV +AV
D repre´sente la dissipation visqueuse d’e´nergie et d’enstrophie, et A le for-
c¸age duˆ a` la force d’Archime`de. Le terme supple´mentaire MV est un terme
de variation d’enstrophie du fait de la pre´sence du plan β. En effet, du fait
des e´changes de vorticite´ entre vorticite´ plane´taire et vorticite´ dans le re´feren-
tiel tournant, un terme doit apparaˆıtre dans le bilan d’enstrophie. Le plan β
influence donc le bilan d’enstrophie, mais pas le bilan d’e´nergie.
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1.6.2 Invariants et cascades.
Nous introduisons maintenant une description unidimensionnelle spatiale
des spectres d’e´nergie et d’enstrophie (Pedlosky, 1987) :∫∫
S
εdS =
∫
E(k)dk∫∫
S
V dS =
∫
Ω(k)dk
k est le vecteur d’onde. Puisque ε = (∇Ψ)2/2 et V = (∇2Ψ)2/2, nous avons
Ω(k) = k2E(k).
Nous cherchons ici a` e´tablir les conditions sous lesquelles l’e´nergie et l’en-
strophie sont conserve´es par le fluide turbulent. Lorsque le nombre de Rey-
nolds est grand, la dissipation visqueuse est ne´gligeable devant l’advection sur
une large gamme de nombre d’ondes, et ne devient pre´ponde´rante qu’a` petite
e´chelle. De plus, on associe fre´quemment l’injection d’e´nergie dans le syste`me
a` une e´chelle, ou a` un intervalle d’e´chelles donne´s. Enfin, le terme MV dimi-
nue ne´ce´ssairement avec le nombre d’onde, car les structures les plus fines sont
insensibles aux variations de pente des couvercles. Il est donc raisonnable de
supposer qu’il existe une gamme de nombres d’ondes pour lesquelles l’e´nergie
et l’enstrophie sont conserve´es.
Nous reproduisons ici des arguments phe´nome´nologiques donne´s par Rhines
(1975), pour illustrer les conse´quences de ces lois de conservation. Soit un fluide
turbulent, obe´issant a` la de´finition donne´e ci-dessus, pour lequel on ne cherche
pas spe´cialement a` caracte´riser l’e´tat, ou les me´canismes de la turbulence. De´-
finissons le !! centre de gravite´ "" d’un spectre d’e´nergie par :
k1 =
∫
kE(k)dk∫
E(k)dk
Prenons un e´tat initial dans lequel le spectre d’e´nergie est pique´ autour de
k1. Notre expe´rience d’un e´coulement turbulent nous incite a` penser que les
interactions non-line´aires auront tendance a` e´largir, avec le temps, ce pic, pour
en faire un spectre large. Nous attendons donc que
∂
∂t
∫
(k − k1)2E(k)dk > 0
Or nous avons∫
(k − k1)2E(k)dk =
∫
k2E(k)dk − 2k1
∫
kE(k)dk + k21
∫
E(k)dk
=
∫
k2E(k)dk − k21
∫
E(k)dk
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Ainsi, si nous prenons la de´rive´e temporelle de l’e´quation pre´ce´dente, et sup-
posons la conservation de l’e´nergie et de l’enstrophie :
∂k21
∂t
= −
∂
∂t
∫
(k − k1)2E(k)dk∫
E(k)dk
< 0
Le centre de gravite´ du spectre d’e´nergie doit se de´placer vers les grandes
longueurs d’onde.
Que va-t-il arriver a` l’enstrophie, dans ces conditions? L’e´quation quasi-
ge´ostrophique est une e´quation d’advection de la vorticite´. Dans la gamme
d’e´chelle mise en e´vidence plus haut (pas de viscosite´, pas de forc¸age thermique,
pas d’effet du plan β), la vorticite´ est une quantite´ mate´riellement conserve´e :
dω
dt
= 0.
Ainsi, les contours des vortex sont !! gele´s "" dans l’e´coulement dans le plan
e´quatorial. Si nous conside´rons un tel contour dans ce plan, notre intuition de
la turbulence nous incite a` penser qu’en moyenne, il sera dilate´ par l’e´coule-
ment turbulent. Cependant, comme ce contour enclot une vorticite´ constante,
il pourra se dilater dans une direction, mais devra se contracter dans l’autre.
C’est ainsi que naissent les fils de vorticite´, dont nous donnerons une illustration
dans le chapitre 3.
Dans un e´coulement bi-dimensionnel turbulent conservant ses deux mo-
ments (e´nergie et enstrophie), l’e´nergie doit donc remonter vers les grandes lon-
gueurs d’ondes, et l’enstrophie doit descendre vers les petites longueurs d’onde.
Les arguments phe´nome´nologiques que nous avons pre´sente´ mettent en e´vi-
dence les deux phe´nome`nes cle´s de la turbulence bi-dimensionnelle : la cascade
inverse d’e´nergie, et la cascade directe d’enstrophie, de´couvertes the´oriquement
par Kraichnan (1967) a` l’aide d’une the´orie autosimilaire semblable a` celle que
Kolmogorov avait e´tablie en 1941 pour la turbulence tri-dimensionnelle. La
the´orie autosimilaire de Kraichnan pre´voit pour la cascade inverse d’e´nergie
une pente spectrale en k−5/3, et pour la cascade directe une pente spectrale en
k−3.
Pedlosky (1987) donne un exemple tre`s parlant pour illustrer les deux cas-
cades. Supposons que le spectre d’e´nergie soit initialement pique´ autour un
nombre d’onde k0, et que du fait d’un me´canisme non-line´aire que nous ne
cherchons pas a` spe´cifier, toute cette e´nergie soit transfe´re´e sur deux nombres
d’ondes k1 et k2 tels que k1 < k0 < k2. Les contraintes de conservation de
l’e´nergie et de l’enstrophie donnent :
E0 = E1 + E2
k20E0 = k
2
1E1 + k
2
2E2
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Il s’ensuit
E1
E2
=
(k2 − k0)
(k0 − k1)
(k2 + k0)
(k0 + k1)
Ω1
Ω2
=
k21
k22
E1
E2
Pour fixer les ide´es, nous prenons k1 = k0/2 et k2 = 2k0. Il s’ensuit que
E1/E2 = 4 et Ω1/Ω2 = 1/4. Ainsi, quatre fois plus d’e´nergie a migre´ vers les
grandes longueurs d’onde, tandis que quatre fois plus d’enstrophie a migre´ vers
les petites longueurs d’onde. Les tendances sont conformes a` celles qui ont e´te´
annonce´es ci-dessus.
E´tendons l’argument de Pedlosky : Posons k2 = αk1, α e´tant variable, et
cherchons a` savoir quelle est la fonction E1(k1) pour 0 < k1 < k0, pour diverses
valeurs de α. Il vient :
E1(k1) = E0
(α2 − 1)k20
(k20 − k21)
1 +
(α2 − 1)k20
(k20 − k21)
Nous avons trace´ plusieurs de ces courbes sur la figure 1.9. Lorsque α aug-
mente, c’est a` dire lorsqu’on autorise l’enstrophie a` migrer vers une e´chelle de
plus en plus petite, alors une fraction de plus en plus importante de l’e´nergie
totale migre vers les grandes e´chelles. En particulier, l’e´chelle k1 = 0, qui est,
dans notre mode`le, l’e´chelle des mouvements ge´ostrophiques zonaux, re´colte
l’e´nergie :
E1(0) = E0
(
1− 1
α2
)
Ceci souligne une proprie´te´ importante des deux cascades : le flux d’e´nergie vers
les grandes e´chelles est conditionne´ par la disparite´ entre l’e´chelle d’injection de
l’e´nergie, et l’e´chelle maximale a` laquelle l’enstrophie peut aller. Cette e´chelle
maximale est celle a` laquelle la viscosite´ dissipe les fils d’enstrophie. Elle est
d’autant plus petite que le nombre de Reynolds est grand, car 1/Re mesure le
nombre d’onde auquel la viscosite´ reprend de l’importance sur l’advection.
Nous arrivons donc a` une conclusion importante : nous pourrons e´crire le
mouvement zonal, que nous noterons plus tard uθ, de la manie`re suivante :
uθ = f(Re, injection) (1.34)
Le mouvement zonal est une fonction du nombre de Reynolds, et de la quantite´
d’e´nergie injecte´e dans le syste`me.
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Fig. 1.9 – E´nergie migrant vers les grandes longueurs d’ondes, pour plusieurs valeurs de α,
dans le mode`le a` trois niveaux.
1.6.3 Sources et puits.
Nous re´introduisons maintenant les sources et les puits d’e´nergie et d’en-
strophie, que nous avons jusqu’ici suppose´s ne´gligeables sur une gamme de
longueurs d’onde donne´e. La figure 1.10 est un sche´ma re´capitulatif du spectre
d’e´nergie du fluide. Lorsque le nombre de Rayleigh est supe´rieur a` sa valeur
critique, l’instabilite´ convective excite une bande de longueurs d’ondes, pour
lesquelles le taux de croissance est positif. A` partir de la`, nous avons dessine´
les flux attendus pour l’e´nergie et l’enstrophie.
La viscosite´ du fluide joue deux roˆles : comme nous l’avons vu, a` petite
e´chelle, elle dissipe l’enstrophie a` l’inte´rieur du fluide. De plus, a` grande e´chelle,
la friction d’Ekman sur la sphe`re externe dissipe l’e´nergie du mouvement zonal.
La dissipation visqueuse n’intervient donc qu’aux extre´mite´s du spectre.
Le plan β empeˆche la conservation de l’enstrophie a` grande e´chelle. Nous
pre´disons donc que la cascade inverse d’e´nergie va eˆtre brise´e a` certains en-
droits du spectre, provoquant l’apparition, a` ces e´chelles, de structures cohe´-
rentes dans le fluide. Dans le chapitre 3, nous e´tudierons ces structures co-
he´rentes inertielles. La rupture des cascades rend les the´ories autosimilaires
inapplicables, car ces dernie`res supposent un flux continu de la plus grands a`
la plus petite e´chelle du fluide. L’apparition de structures cohe´rentes inertielles
a` e´chelle donne´e pourrait e´ventuellement eˆtre traite´e a` l’aide de the´ories de
me´canique statistique turbulente telles que celle de Sommeria et al. (1991);
Robert et Sommeria (1991).
Nous nous inte´resserons beaucoup a` l’e´tude du mouvement zonal, qui, dans
le contexte quasige´ostrophique, ne peut pas eˆtre force´ par la convection direc-
tement, mais seulement par l’interme´diaire de la cascade inverse. Nous cher-
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Fig. 1.10 – Sche´ma du spectre d’e´nergie cine´tique du fluide turbulent.
cherons a` expliciter la loi (1.34) au cours de nos e´tudes expe´rimentales et nu-
me´riques.
1.6.4 Turbulence et contrainte de Proudman-Taylor.
Nous avons mis en place un cadre de turbulence bi-dimensionnelle pour
l’e´tude a` venir dans les chapitres suivants. Il a e´te´ souligne´ que les cascades
d’e´nergie et d’enstrophie sont intimement lie´es. Les me´canismes re´gissant les
plus petites e´chelles de vorticite´ sont donc d’importance fondamentale pour la
dynamique globale du syste`me. Or, la contrainte de Proudman-Taylor s’affai-
blit lorsque l’e´chelle des mouvements conside´re´s devient petite. Par exemple,
les mouvements atmosphe´riques dont l’e´chelle est infe´rieure a` la dizaine de
me`tres sont insensibles a` la force de Coriolis. Nous nous posons donc le´gitime-
ment la question suivante : dans le noyau, jusqu’a` quelle e´chelle la contrainte de
Proudman-Taylor contraint-elle l’e´coulement a` rester quasiment bi-dimensionnel?
Sche´matiquement, on peut dire que le caracte`re bi-dimensionnel de l’e´cou-
lement sera brise´ pour des petites structures issues de la cascade directe d’en-
strophie lorsque le nombre de Rossby construit sur l’e´chelle de longueur de
ces structures sera d’ordre 1. Nous avons vu en section 1.2.2 que le nombre
de Rossby estime´ pour les mouvements a` grande e´chelle du noyau (1000 kilo-
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me`tres) vaut 10−6. Un nombre de Rossby d’ordre 1 sera donc obtenu pour des
structures dont l’e´chelle de longueur sera de l’ordre du me`tre. Pour comparer,
puisque le nombre de Reynolds attendu pour un tel e´coulement est d’ordre
108 (voir le chapitre introductif), nous estimons l’e´chelle a` laquelle les forces
visqueuses sont du meˆme ordre que les interactions non-line´aires a` 1 centi-
me`tre. En re´sume´, lorsque l’on descend vers les petites e´chelles, la contrainte
de Proudman-Taylor est brise´e avant que le domaine de dissipation de l’en-
strophie ne soit atteint. Un compromis, permettant d’utiliser la mode´lisation
de turbulence bi-dimensionnelle, doit cependant pouvoir eˆtre trouve´. Le prin-
cipe est de conside´rer que les effets lie´s a` la rupture, a` petite e´chelle, de la
contrainte de Proudman-Taylor peuvent se traduire, dans le cadre the´orique
que nous avons e´tabli, par une viscosite´ accrue. Nous ne conside´rerons plus ce
proble`me par la suite, mais nous pensons qu’il est inte´ressant de le signaler,
afin d’eﬄeurer la difficulte´ de la mode´lisation du noyau terrestre comme un
fluide turbulent.
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Chapitre 2
Modèle expérimental de la convection
dans le noyau terrestre.
Ce chapitre comprend un article accepte´ avec re´visions par le journal Phy-
sics of the Earth and Planetary Interiors., pre´sente´ ici dans sa version re´vise´e.
Dans une seconde partie, nous pre´sentons des expe´riences comple´mentaires de
corre´lation de profils Doppler ultrasonores, en pre´liminaire au travail nume´-
rique qui sera mene´ dans le chapitre 3. La figure 2.1 pre´sente le dispositif
expe´rimental.
2.1 A systematic experimental study of
rapidly rotating spherical convection in
water and liquid gallium.
Abstract: Results of finite-amplitude convection experiments in a rotating
spherical shell are presented. Water (Prandtl number P = 7) and liquid gallium
(P = 0.027) have been used as working fluids. In both liquids, convective
velocities could be measured in the equatorial plane using an ultrasonic Doppler
velocimetry technique. The parameter space has been systematically explored,
for values of the Ekman and Rayleigh numbers E > 7 10−7 and Ra < 5 109.
Both measured convective velocity and zonal circulation are much higher in
liquid gallium than in water. A scaling analysis is formulated, which shows that
higher convective velocities are an effect of the low Prandtl number in liquid
gallium, and that higher zonal flows can be explained through a Reynolds stress
mechanism. The Reynolds numbers in gallium (Re = 250 − 2000) are higher
indeed than in water (Re = 25− 250). An inertial regime sets up at high Re,
in which kinetic energy does not dissipate at the scale of convective eddies and
is transferred up to the scale of the container, where it is dissipated through
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Fig. 2.1 – Gauche : dispositif expe´rimental de convection dans une sphe`re de gallium liquide
en rotation rapide. Voir le de´tail des e´le´ments sur le sche´ma de la figure 2.2. Les grandes
bobines de Helmholtz qui entourent la sphe`re serviront a` annuler le champ magne´tique ter-
restre lorsque ce dispositif sera utilise´ en pre´sence d’un champ prescrit (voir le chapitre de
conclusion). Droite : vue rapproche´e de la sphe`re de cuivre. On pourra remarquer la sonde
Doppler (cercle´e en rouge) en position de tir radial. Plus a` droite sur l’e´quateur, un emplace-
ment pour une seconde sonde. On remarquera aussi le bobinage de fil chauffant sur la surface
externe de la sphe`re.
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Ekman friction of zonal flow. This upwards energy transfer can be seen as
an effect of quasigeostrophic turbulence. Applying the scaling relations to an
hypothetic non-magnetic flow in the Earth’s core yields Reynolds numbers of
the order of 108, in fair agreement with values required for dynamo action,
convective velocities of order 10−3 m/s, zonal flow of similar amplitude, and
eddy scales as low as 10 km.
2.1.1 Introduction
It is widely believed that the self-sustained dynamo of the Earth draws its
energy from thermal (and solutal) convection in its liquid metallic outer core.
The dynamo mechanism requires that the advection of the magnetic field by
the convective flow be much larger than its diffusion. This means that the
magnetic Reynolds number Rem = UD/λ (where U is a typical velocity, D the
thickness of the liquid core, and λ the magnetic diffusivity, see table 2.1) has
to be larger than about 100. In liquid metals, the ratio of magnetic diffusivity
over kinematic viscosity ν is of the order of 106, so that the usual Reynolds
number Re = UD/ν is expected to be of the order of 108. The convective
flow responsible for the dynamo is therefore probably in a very turbulent state.
However, it is also very much constrained by the influence of rotation, since
the Coriolis force is one of the dominant forces in the system. This has given
birth to several fundamental investigations of the properties of convection in a
rapidly rotating sphere.
This type of convection is characterized by a small Ekman number E =
ν/ΩD2 , where Ω is the rate of rotation of the Earth, see table 2.2. The Rayleigh
number Ra measures the vigor of convection. The dominence of rotation yields
two major effects: convective cells take the shape of vortex columns aligned
with the axis of rotation as a consequence of the Taylor-Proudman constraint,
and the onset of the convective instability occurs for a larger Rayleigh number
than in the non-rotating case, demonstrating the stabilizing effect of rotation
in this configuration. These results were first established from the theoretical
analysis of the onset of convection in a rapidly rotating spherical fluid shell
(Roberts, 1968; Busse, 1970). In the asymptotic limit E → 0, these studies
also showed that the width of the columns scales as E1/3, with dissipation oc-
curing in the bulk of the liquid, and the critical Rayleigh number Rac increases
as E−4/3. The analysis of Busse for an annulus with tilted upper and lower
boundaries highlighted the role of the tilt in controling both the above scalings
and the azimuthal structure of the cells: as liquid columns migrate from the
inner boundary of the model towards the outer boundary, they have to contract
in the direction of the rotation axis and elongate in the perpendicular direc-
tions. Contracting columns acquire a negative vorticity, while columns moving
inwards acquire positive vorticity. This is the basic mechanism at the origin
of Rossby waves, which propagate in the prograde azimuthal direction. At the
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Unit Definition water liq. gallium Earth’s Core
at 20oC at 30oC
ρ kg/m3 Mean density 1000 a6095 ≈ 104
ν m2/s Kinematic viscosity 10−6 a2.95 10−7 c ≈ 7 10−6
α K−1 Thermal expansivity 2 10−4 b1.26 10−4 c ≈ 10−5
k J/(s.m.K) Thermal conductivity 0.59 b30 c ≈ 30
Cp J/(kg.K) Specific heat 4180 a381.5 c ≈ 800
κ m2/s Thermal diffusivity 1.4 10−7 1.3 10−5 ≈ 4 10−6
σ 1/(Ωm) Electrical conductivity − a3.87 106 c ≈ 106
λ m2/s Magnetic diffusivity − 0.21 ≈ 1
re m Outer Radius 0.11 0.11 3.48 106
ri m Inner Radius 0.04 0.04 1.22 106
D m Shell gap 0.07 0.07 2.26 106
Ω rad/s Rotation rate 20− 80 40− 80 7.29 10−5
gD m/s2 Gravity at radius D 30− 480 90− 480 7
∆T K Temperature difference 0− 25 0− 30 ?
Table 2.1: Physical parameters and geometric constants of the experiment. a: Sabot and
Lauvray (1995); b: Okada and Ozoe (1992); c: estimated from properties of liquid iron at
melting point given in Stacey (1992).
Number Name Exp. water Exp. gallium Earth’s core
Ra =
α∆TgDD3
κν
Rayleigh number 3Rac − 80Rac Rac − 10Rac ?
E =
ν
ΩD2
Ekman number 10−5 − 10−6 10−6 − 10−7 10−15 − 10−13
P =
ν
κ
Prandtl number 7 0.022− 0.027 0.1− 1
Table 2.2: Dimensionless parameters for the study of thermal convection. Rac is the critical
Rayleigh number.
onset of convection, the convective columns are thus inclined in the prograde
direction, by an angle that depends on the curvature of the boundaries.
These theoretical findings have been largely confirmed by the pionnering
experimental studies of Busse and co-workers (Busse and Carrigan, 1976a,b;
Carrigan and Busse, 1983; Chamberlain and Carrigan, 1986), and also by the
numerical analysis of the onset of convection in spherical shells (Zhang, 1992).
However, it became clear that discrepancies existed between the numerical
results and the predictions of the local theory of Busse, especially when com-
paring the critical Rayleigh number for liquids with a small Prandtl number
(Zhang, 1992). This has to do with the fact that the preferred lateral dimension
of the columns (of order E1/3) is small with respect to the shell thickness. It
is only recently, that Jones et al. (2000) could solve the problem and propose
a fully consistent asymptotic approach.
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The understanding of marginal stability analyses allows to explore the field
of finite amplitude convection, which has been investigated both in numeri-
cal simulations (Sun et al., 1993; Cardin and Olson, 1994; Ardes et al., 1997;
Tilgner and Busse, 1997; Grote et al., 2000) and in laboratory experiments
(Cardin and Olson, 1992; Cordero, 1993; Sumita and Olson, 2000). Recent nu-
merical models describe a variety of boundary conditions, and achieve Prandtl
numbers of order 1, fairly low Ekman numbers (E = 10−5), and Rayleigh
numbers up to 50 times critical. Experiments are usually done with water
(P = 7), for Ekman numbers down to 10−6 and Rayleigh numbers up to 100
times critical. In all cases, the main characteristics presented above are re-
tained: columnar vortices aligned with the axis of rotation, of small lateral
extent, form near the inner sphere and travel around it. However, nonlinear
convection also exhibits a number of distinct features that were revealed by
these studies: Rossby waves turn into quasi-periodic plumes originating at the
inner boundary, still tilted in the prograde direction. The pattern still drifts,
but this is not the consequence of wave propagation anymore, but of a real
zonal circulation that can be strong when compared to convective velocity. A
transition to chaotic (in the sense of unpredictable, highly time dependent,
statistically stationary) regimes has been found for Ra/Rac as low as 10 when
using fluids with a Prandtl number around 1.
In an effort to mimic the effect of very small Ekman numbers, Grote et al.
(2000) examined the case of a stress-free outer sphere. Very large zonal veloci-
ties were observed, which yield to intermittency as the zonal flow tends to wipe
out the convective structures from which it draws its strength. It would be in-
teresting to see if this behavior is really characteristic of low Ekman number
convection even when dissipation occurs in the boundary layers rather than in
the interior of the fluid. This appears to be a difficult challenge for numerical
modeling, since it is generally accepted that the computer power needed to
resolve nonlinear effects such as turbulence grows with the cube of the highest
frequency to resolve, but in the rotating case it is even worse, because of the
existence of active thin boundary layers (thickness O(E1/2)). Approximations
have been worked out to extend the parameter range, among which the use
of hyperdiffusivities (Glatzmaier and Roberts, 1995), and a quasigeostrophic
model to make the problem two-dimensional (Cardin and Olson, 1994). This
latter approach is particularly promising, but, as we shall see later, care must
be taken to model the friction in the boundary layer located near the outer
boundary of the model in an appropriate way.
The lowest Ekman numbers have been reached in laboratory experiments.
For fully developped convection, vortices are found to occupy a large part of the
spherical shell. Convective plumes originate from both the inner and the outer
boundaries. Sumita and Olson (2000) observed a sizeable retrograde zonal
velocity, and showed, in the continuation of the work by Cardin and Olson
(1994), that it could be explained with a simple model of Reynolds stresses,
implying that inertial effects were present.
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In any case, the extrapolation of the results available so far to core condi-
tions requires sound scaling relationships. Only a few studies have addressed
this question (Cardin and Olson, 1994; Zhang and Gubbins, 2000; Jones, 2000).
To be reliable, these relationships have to be derived in the proper regime.
However, it appears that the Reynolds number in these studies is never larger
than about 100, meaning that viscosity remains an important ingredient in the
interior of the shell, in contrast to what is expected in the core. This problem
is the main motivation for our study. We have performed laboratory convec-
tion experiments in a rapidly rotating sphere. In contrast to previous studies,
which focused on the characterization of the convective structures using optical
visualization methods and local temperature records, we obtain quantitative
velocity measurements using a Doppler ultrasonic technique. Both radial and
zonal velocity profiles have been measured, and we have determined how the
retrieved characteristic velocities scale with the controlling parameters E and
Ra. However, the main originality of our study is the use of two different work-
ing liquids: water (P = 7) and gallium (P = 0.027). Larger inertial effects are
expected for gallium because of its low Prandtl number. Indeed, the measured
radial velocities ur indicate that the maximum Reynolds number attained is of
the order of 250 for water and 2000 for gallium. A striking observation is that
zonal velocities are much larger in gallium than in water. Indeed, the ratio
uθ/ur, where uθ is the zonal velocity, can exceed 2 in the gallium experiments
whereas it remains lower than 0.7 in the water experiments. These two obser-
vations suggest that an inertial regime has been reached in gallium. We derive
scaling relationships for this regime and show that they fit our measurements.
In particular, we show that the large zonal velocities measured for gallium re-
sult from a balance between Reynolds stresses in the interior of the shell and
viscous stresses in the Ekman layers of the outer boundary.
We believe that the scaling relationships we obtain permit a better extrapo-
lation to core conditions. Of course, the presence of a magnetic field in the core
is likely to affect the force balance to a considerable extent (Chandrasekhar,
1961; Brito et al., 1995; Aurnou and Olson, 2001), but we think that our results
without a magnetic field are an important step towards a better understanding
of the geodynamo.
In the next section we describe the experimental set-up. In section 3 we
determine numerically the critical values and discuss the bidimensionality of
the flow. In section 4 we present the velocity profiles for water and gallium,
discuss their properties and show how we extract a set of scalar data to be used
in the scaling analysis. The evolution of these data as a function of the control
parmeters E, Ra/Rac and P is exposed in section 5. In section 6 we propose
a scaling model, which is found to provide a good fit to the data. We discuss
the implications of our results in section 7 and propose an extrapolation to the
core.
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2.1.2 Experimental set-up
The set-up (figure 2.2, and table 2.1) is a traditional centrifugal gravity ex-
perimental device, as pionneered by Busse and Carrigan (1976b): a sphere of
radius 110 mm, filled with either water or gallium, can be spun up to speeds
of order 1000 rpm by a 1.4 kW brushless motor, with a stability better than
0.1%. The sphere is transversed by a cylinder of radius 40 mm, coaxial with
the rotation axis. The aspect ratio between boundaries is therefore 0.36.
Outside air thermostated at T2 > T1
amplifiers
water T1
rotating units
slip rings
1
5
0
0
m
m
Ω
motor
Lexan/Copper sphere
water/gallium
220 mm
Figure 2.2: Sketch of the convection device.
The inner cylinder is made of copper, with the outer 3 mm replaced by
polyethylene everywhere except for the 110 mm-high central part, in order
to simulate a ”central” heat flux. Two distinct spheres have been built: a
lexan sphere for use with water, and a copper sphere for use with gallium.
This choice has been guided by several requirements: one is to perform optical
visualisations in water (see figure 2.4), one other is to use an excellent heat
conductor with gallium, and the third is to obtain a good transmission of
ultrasonic waves, taking care of the acoustic impedance adaptation.
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The inner temperature (T1) is fixed by circulating cold water in six channels
within the inner cylinder. The cooling power of the device is 1 kW. Two rotary
joint units allow the cold water to flow from the Earth-bound frame into the
rotating frame. The whole device is installed in a thermostatic chamber, whose
function is to set the hot external temperature (T2). With gallium we had
to complete the set-up with a 4 kW electric heater wired around the copper
sphere. The heat transfer from the surface of the sphere is indeed not large
enough to absorb the large quantity of heat conducted or advected in the
liquid metal. The thermostatic chamber then helps maintaining gallium above
its solidification point (29.8oC).
The imposed temperature gradient is opposite to that of the Earth’s core be-
cause the centrifugal gravity is opposite to the radial gravity of a self-gravitating
body. Doing so, one obtains destabilizing buoyancy forces. The difference be-
tween the cylindrical symmetry of gravity in the experiment versus spherical
symmetry for the Earth has little importance, since in the asymptotic quasi-
geostrophic state, only the component of gravity perpendicular to the rotation
axis plays a dynamic role, the other component being balanced by a pressure
gradient (Busse and Carrigan, 1976b; Glatzmaier and Olson, 1993).
Electric signals are passed through slip rings. A set of 10 analogic amplifiers
is mounted in the rotating frame, to allow weak signals from thermocouples to
be amplified before passing through the slip rings. Filling and emptying oper-
ations of the fluid shell are done under argon atmosphere when using gallium,
to prevent oxydation.
The device has been instrumented for thermal measurements: two platinum
thermo-resistive probes record the temperatures of the inner cylinder and outer
sphere. Typical temperature variations at these boundaries are found to be
less than 0.2 K during a run. Thermocouples (Iron/Constantan in water, and
Platinum/Constantan in gallium, the liquid metal providing electrical contact)
record temperature fluctuations (less than 2 K) at the surface of the inner
cylinder, 25 mm above and below the equator.
The originality of our experiment is the implementation of ultrasonic pulsed
Doppler velocimetry. This technique relies on echoes backscattered by small
inhomogeneities of the fluid. From the time delay and Doppler shift of echoes
can be retrieved the reflector’s position and component of velocity along the ul-
trasonic beam. One thus obtains profiles of flow velocity (Takeda, 1986). Brito
et al. (2001) validated the technique for use with water and gallium, measuring
zonal velocities in a prescribed vortex flow. We use the DOP 1000 velocimeter
of Signal Processing with 4 MHz cylindrical ultrasonic transducers (TR30405)
of length 8 mm and diameter 8 mm. The main challenge is to measure convec-
tive velocities (of a few millimeters per second) in a sphere that is rotating at
several hundreds of revolutions per minute. This is achieved by mounting the
transducers in the rotating frame: they are embedded into the outer sphere in
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one-end machined holes, at equatorial position, and the electric signal is passed
through the slip-rings. This set-up gave excellent results, the main limitation
being the contamination of the signals with motor-related electric noise as they
pass through the slip-rings.
The top view of figure 2.3 displays the possible locations of the transducers.
The radial beam allows us to retrieve the radial velocity field as a function of
radius and time. The lateral beam enters the sphere at a normal angle of
40o and is refracted to normal angles of 24.5o and 21.5o respectively by the
lexan/water and copper/gallium interface. The closest approach of the beam
to the inner cylinder is 5 mm in water and 1 mm in gallium. This profile
contains a combination of radial and zonal velocities, from which the latter can
be extracted (see appendix for exact values of angles and procedure for the
retrieval of mean zonal flow).
30o
40o
Ω
lateral beam
radial beam
probe
fluid
θ
α
local axes
To velocimeter
sphere
Figure 2.3: Top view of the equatorial plane, with locations of transducers.
Another difficulty is the seeding of the liquids in order to obtain sufficient
echoes. Neutral buoyancy is crucial, because of the large centrifugal forces
present in the rotating frame. In water, the best results were obtained with
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pine pollen particles of typical dry size 20 µm. These particles fill with water
and become neutrally buoyant (B. Andreotti, personal communication, 2000).
In gallium we used Zirconium Boride with density 6.17, close to that of gal-
lium, and a size of order 50 µm. It is also likely that gallium oxide particles
act as inhomogeneities. In the gallium experiments, boundaries such as the
copper part of the inner cylinder and the copper sphere were coated with a
thin cataphoretic film, in order to ensure wet contact with gallium, and easy
removal of oxides that scatter the ultrasonic beam (Brito et al., 2001).
Note that the use of ultrasonic Doppler velocimetry was dictated by the
need to measure velocities in opaque liquid gallium. However, even in trans-
parent water where visualization is possible, the quantitative information it
provides is valuable for the determination of scaling laws as presented in this
article. By using a set of several neighbouring multiplexed transducers, it is
also possible to investigate the local velocity structure of the convective flow.
2.1.3 Basic properties of the flow.
In this section, we discuss properties of the flow which are needed for the forth-
coming analysis. This includes a determination of the threshold of convection,
a check of the two-dimensional character of the flow, with an assessment of the
role of thermal wind.
Onset of convection
Our experimental set-up was built to study fully developed convection. It is
not well suited for the investigation of the onset of convection. In order to
scale our measurements, we need to determine the critical Rayleigh number.
Therefore numerical marginal stability simulations have been performed, with
a 3D code from Dormy et al. (1998), validated through the Dynamo Bench-
mark initiative currently in progress (Christensen et al., 2001). We have solved
the eigenvalue problem by iteration of the linear part of the code. The model
contains a spherical inner core with 0.35 aspect ratio, no-slip and fixed tem-
perature boundary conditions, radial gravity. Solutions have been computed
for two values of the Prandtl number : 7 (water) and 0.027 (liquid gallium).
Ekman numbers as low as 4.9 10−6 and 4.9 10−7 have been reached respectively
for P = 7 and P = 0.027. In order to reach the experimental Ekman number
values, some extrapolation has been done for P = 7, using the asymptotic laws.
Table 2.3 summarizes the numerical results. Ω is the dimensional rotation
rate, ∆T the dimensional temperature difference, mc is the critical azimuthal
wavenumber, ωc is the non-dimensional critical pulsation of the Rossby wave
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P E Ω (rpm) Rac ∆T (K) ωc τc (s) mc
7 9.7 10−6 200 9.6 106 0.65 1.3 102 246 17
7 4.8 10−6 400 2.3 107 0.39 2.1 102 145 22
7∗ 3.3 10−6 600 4 107 0.30 4.3 102 114.2 25
7∗ 2.4 10−6 800 5.8 107 0.25 5.2 102 92.3 28
0.027 1.5 10−6 400 1.2 107 8.5 1.2 104 8.6 15
0.027 9.7 10−7 600 1.9 107 6.0 1.7 104 6.3 17
0.027 7.3 10−7 800 2.7 107 4.8 2.0 104 5.2 19
Table 2.3: Critical values from numerical simulations. Stars denote extrapolated data.
( the time scale is D2/ν), and τc its dimensional period. Note that all the
numerical experiments predict that flow is two-dimensional indeed in these
low-Ekman number situations. At E = 9.7 10−6 in water we have experimen-
tally bracketed the critical temperature difference using temperature signals on
thermocouple probes: 0.8 K < ∆Tc < 1.2 K, which is somewhat higher than
the numerical value. The discrepancy probably has to do with the difference in
geometry of the inner boundary, and to the presence of thermal wind, unless
the sensitivity of the method is not good enough to access the threshold of
convection. Critical values used in this manuscript are always those derived
from the numerical simulations.
Vertical structure of the flow
All numerical simulations of the convection onset have shown that because of
the Proudman-Taylor constraint, which governs the low-Ekman number situa-
tion we consider, the convective vortices are columns aligned with the axis of
rotation. However, z-invariance may be destroyed by the increasing buoyancy
forces at higher Ra/Rac, and by thermal wind, which is not present in the
numerical simulations, but plays a role in the experiment, due to the fact that
the gravity equipotentials are not parallel to the isothermal surfaces (Busse,
1970).
Vertical invariance of the flow has been checked optically in all experiments
performed in water, as illustrated by the photograph of figure 2.4. Vertical
white lines are due to the alignment of Kalliroscope flakes oriented by the con-
vective columns. In gallium, this type of direct visualization is not possible.
We therefore rely on the temperature measurements displayed in figure 2.4.
The 200 seconds-long records are from two thermocouples located at the sur-
face of the inner cylinder, 25 mm above and below the equator in the vertical
z direction. The two signals are strongly correlated over a very long timescale,
indicating that temperature is advected by a velocity field with low vertical
shear. Temperature measurements in water yield the same behaviour. There-
fore, we are confident that all the velocity profiles measured in the equatorial
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plane by ultrasonic Doppler velocimetry are representative of the full velocity
field, apart from boundary layers.
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Figure 2.4: Up: Shear structures visualized in water using Kalliroscope flakes, in a plane
containing the rotation axis, close to the inner cylinder. Ekman number is E = 9.7 10−6,
Rayleigh number is 4.2 times critical. Down: vertical correlations between two thermocouple
probes located 5 cm away on the inner cylinder, done in gallium. Ekman number is E =
7.3 10−7, Rayleigh number is 5.0 times critical.
Next we turn to thermal wind. The zonal velocity induced by thermal wind
uth is governed by the following equation (Busse, 1970):
2(Ω · ∇)uth = α∇T × gcen (2.1)
where gcen = Ω
2r is the centrifugal gravity field. Integrating along a vertical
line at constant r yields, for the equatorial value of thermal wind:
uth = −α∆TrΩr
2
eθ
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where eθ is the zonal unit vector and ∆Tr is the temperature difference between
the spherical external boundary and the equator at radius r, apart from viscous
boundary layers. Thermal wind is retrograde if the outer sphere is hotter than
the inner cylinder, i.e. in the case of an adverse (destabilizing, convective)
temperature gradient. An estimate in water using α = 2 10−4 K−1 (table 2.2),
∆Tr = 15 K, Ω = 400 rpm, and r = 5 cm yields a value of uth = 3.2 mm/s.
With a 15 K adverse temperature difference imposed between the boundaries,
we have measured zonal velocities using the lateral Doppler probe and found
a retrograde flow of only 1 mm/s at r = 5 cm. Moreover, thermal wind should
induce vertical shear of convection columns, and this has not been observed.
Another estimate in gallium using α = 1.26 10−4 K−1, ∆Tr = 15 K, Ω = 400
rpm, and r = 5 cm yields a value of uth = 2 mm/s. Thermal wind should be
smaller indeed in gallium, due to a smaller thermal expansion coefficient. With
an adverse temperature gradient of 15 K, we have measured a retrograde flow
of 2.7 mm/s at r = 5 cm, which is, in contrast, higher than the water value.
To estimate the thermal wind part of this flow, we have performed the same
experiment, with a reverse (stable) temperature gradient of 15 K, and therefore
no convection. This yields a prograde flow of only 1 mm/s.
In our set-up, thermal wind tends to be smaller than theoretical estimates
using the full temperature difference. We therefore conclude that isothermal
surfaces are more cylindrical than expected. This can be explained by the
presence of the inner cylinder. Note that convection, when present, also tends
to give a cylindrical shape to isothermal surfaces. Moreover, in the gallium case,
thermal wind in the reverse situation is only one third of zonal circulation in
the adverse situation. From this we conclude that thermal wind is not the
predominant driving mechanism for the zonal circulations we observe.
2.1.4 Velocity profiles
Results reported in this section summarize the velocity measurements obtained
in sequence experiments made at various Ekman and Rayleigh numbers, in both
water and gallium. Ekman numbers we have reached in water are E = 9.7 10−6
(motor speed of 200 rpm) down to E = 2.4 10−6 (800 rpm), and in liquid
gallium they are E = 1.5 10−6 (motor speed of 400 rpm) down to E = 7.3 10−7
(800 rpm).
Experimental radial velocity functions have been mapped in a time-depth
color-contoured representation (see figure 2.5.). X-axis is time in seconds, Y-
axis is distance in millimeters (the sphere is at Y = 0 mm and the inner
cylinder at Y = 70 mm). Velocity is expressed in millimeters per second.
Color red stands for a velocity flowing away from the probe, i.e towards the
inner cylinder. The transducer sees a radial velocity function changing with
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time, assumed to be associated with vortices in the equatorial plane, drifting
across the beamline under the influence of either wave propagation or zonal
flow as shown in the sketch in figure 2.6. For a stationary or periodic flow, the
time axis could therefore be seen as a (deformed) lateral angle axis. Ultrasonic
Doppler velocimetry is not perfect near boundaries. Boundary layers are not
resolved, and multiple echoes due to an acoustic impedance contrast between
sphere and fluid saturate part of the signal, which is lost near the sphere. This
is especially true with the gallium experiment in figure 2.5.4 where the first 25
mm of the profile is lost.
Figure 2.5.1 shows a pattern obtained for Ra = 4.2 Rac in water. The ex-
periment corresponds to the photography of figure 2.4. The velocity amplitude
is very small (< 1 mm/s) and it is difficult to extract the velocity signal from
noise for lower Ra number. Convection tends to be stronger in the vicinity of
the inner cylinder. At any depth, we can appreciate a time oscillation between
positive and negative velocity associated with the presence of thermal vortices.
Its typical period (between 150 and 200 s) is close to 246 s, the period predicted
for the Rossby wave at the onset of convection (see table 2.3). Moreover, we
observe tilted bands approaching the inner cylinder when time goes on. This
tilt could be explained by the prograde propagation of vortices spiralled in the
prograde direction. For experiment 2.5.1, in contrast, a low retrograde mean
zonal flow of 0.1 mm/s has been measured using the lateral Doppler probe.
These observations suggest that the Doppler diagram 2.5.1. should be inter-
preted mostly in terms of the propagation of a Rossby wave. The departure
from criticality induces loss of periodicity in the wave (vacillating, superposi-
tion).
In figure 2.5.2, Ra is higher up to 22.2 times critical while the Ekman num-
ber has been kept constant. The pattern exhibits several significant changes.
Periodicity is now completely lost, characterictic time scales are shorter (< 50
s), tilts are different, typical velocities are larger, the distribution of radial
sizes has broadened. We have clearly left the pseudo-periodic state of ther-
mal Rossby waves to jump into a fully developed state of convection. In this
case, a stronger retrograde zonal flow of 0.5 mm/s has been measured, using
the lateral Doppler probe. The importance of zonal advection has therefore
grown from case 2.5.1 to case 2.5.2. On figure 2.5.3, the Ekman number is
lowered while Ra/Rac remains comparable. The state of convection remains
the same, but velocities, sizes and durations have changed. The evolution of
these characteristics with controlling parameters is discussed in next section.
Pattern 2.5.4 presents an experiment performed in liquid gallium, Ra/Rac
is 3.2, a value which is similar to the conditions of pattern 2.5.1, and Ekman
number is 1.5 10−6. Vortices attached to the inner cylinder have grown in radial
size. Bands are less tilted, and this suggests that the convective structures are
more radial. In that case, the zonal flow (5 mm/s) is very large and we cannot
neglect its influence on the time analysis. The lateral size of the columns is
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Figure 2.5: Time-depth radial velocity patterns. Velocities are expressed in millimeters
per second. 1: performed in water, with Ra/Rac = 4.2, E = 9.7 10−6; 2: performed in
water, with Ra/Rac = 22.2, E = 9.7 10−6; 3: performed in water, with Ra/Rac = 26.6, E =
4.8 10−6; 4: performed in liquid gallium, with Ra/Rac = 3.2, E = 1.5 10−6.
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Figure 2.6: Explanation sketch for time-depth velocity maps.
presumably larger than in the water case. Anyhow, the gallium experiments
never show quasiperiodic flow like in water (pattern 2.5.1) even for the lowest
ratio Ra/Rac. We infer this is the main effect of the change when lowering
the Prandtl number; the large amplitude of the velocities lead the system to
turbulence just above the onset of convection.
The local organization of developed convective flow seems rather intricate
on diagrams 2.5.1–2.5.4, and we therefore first concentrate on the study of its
time averaged mean properties. For the radial velocity field of experiments
2.5.3 and 2.5.4, we plot (upper plots of figure 2.7) the time-averaged standard
deviation of velocity u˜r against radius (see appendix for definitions of averaging
operators used in this study). The error bars account for the reproducibility of
measurements, and for uncertainties introduced by the centrifugation of seeding
particles.
At a given radius r, we also study the distribution δr(r) defined as:
δr(r) =

(r′i − ri), 1 < i < N,


u˜r(r′i, ti) = 0
u˜r(ri, ti) = 0
r′i > r > ri
∀y ∈]ri, r′i[, u˜r(y, ti) ,= 0

 .
N is the total number of profiles acquired during a run (see appendix) and ti
the time of profile i. δr is therefore the distribution of radial cell sizes around
r. At any given depth, the histogram of δr is built. Figure 2.15 of the appendix
shows an example of such an histogram. The lower plots of figure 2.7 represent
the mean δr of δr as a function of r. The error bar is the standard deviation δ˜r
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of δr, and it accounts for the variety of cell sizes present around a given radius.
Figure 2.7 shows that when convection is developed, the instability extends
throughout the space between boundaries, but most of the energy is located
near the inner cylinder. The flow slows down, and vortex size decreases, as
r increases (see section 2.1.6 for an interpretation). Figure 2.8 is a plot of
mean zonal velocity uθ retrieved using the azimutal probe (see appendix for
details). Error bars on uθ are of the same origin as those on u˜r. Experimental
parameters are close to those of patterns 2.5.3 and 2.5.4. The two zonal flows
are retrograde near the inner cylinder. In most experiments done with gallium,
we could appreciate a weak prograde zonal flow at larger radius. At even
larger radius in gallium (broken lines in figures 2.7 and 2.8) energy peaks due
to the impedance contrast between copper and gallium blind the ultrasonic
measurement.
Zonal flow in gallium is comparable to convective flow, whereas in water it
is lower. In the latter case, the observed radial variations are most probably
due to an incomplete averaging of convective signal, and therefore not signifi-
cant. The gallium profile clearly shows a maximum velocity close to the inner
cylinder, coincident with the maximum of convective velocity, and relaxes to
zero on the typical size of convection cells. Nonzero mean zonal flow can be
associated to geostrophic motion along cylinders of constant r, and with this
interpretation, two scales naturally appear in the flow: the scale of columns
(which will be denoted as convective scale), and the scale of the container for
geostrophic motion.
2.1.5 Evolution with control parameters.
The radial shape of time averaged mean properties, seen in the previous section,
is a robust feature of the experiments we have conducted. We can infer that
this shape scales homothetically with control parameters in the range covered
by experiments. We therefore can separate the study of radial dependence in
one hand, and the study of the homothetic scaling of a particular point of the
profiles in the other hand. A model for radial dependence will be given in the
next section. In this section we concentrate on the scaling of variables picked
up at a given radius. We chose the radius rmax where the flow is stronger
(maximum of u˜r), to increase the signal to noise ratio.
This way we follow the evolution of u˜r(rmax), −uθ(rmax), and δr(rmax),
with error bars as defined above, with the controlling parameters E, Ra/Rac,
P . We also follow the evolution of the mean time ∆t(rmax) elapsed between
two zeros of the radial velocity function, at the given radius rmax, with error
bars corresponding to ∆˜t(rmax).
80 2 Modèle expérimental de la convection dans le noyau terrestre.
40 50 60 70 80 90 100 110
5
15
25
0.5
1.0
1.5
2.0
40 50 60 70 80 90 100 110
5
15
25
35
1
3
5
7
u˜
r
(m
m
/s
)
δ r
(m
m
)
water gallium
radius (mm)radius (mm)
Figure 2.7: Mean properties for the flow extracted from patterns 3 and 4. Broken line in
gallium plots of this figure and figure 2.8 highlights the region where the signal is saturated
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Figure 2.8: Mean zonal flow uθ in water (experiment 5: E = 4.8 10−6, Ra = 31Rac), and
gallium (experiment 6: E = 1.5 10−6, Ra = 3.2Rac).
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Figure 2.9 displays the resulting dataset, as a function of the departure
from criticality Ra/Rac − 1. The horizontal error bars incorporate the fluc-
tuations of the temperature gradient during the run. The runs with gallium
are for the lower Ra/Rac − 1, on the left, while those for water have higher
Ra/Rac − 1. The different symbols are for different Ekman numbers. The
top two graphs give the evolution of the two components of velocity. For both
liquids, velocities increase with the departure from criticality and also increase
when the Ekman number is decreased. For a given Ra/Rac − 1, both u˜r and
uθ are clearly much higher in gallium than in water. While it is expected to
be zero in a purely viscous regime with no thermal wind, we always measure
a retrograde zonal velocity at radius rmax. Nonzero retrograde zonal velocities
have been observed experimentally (Sumita and Olson, 2000), and numerically
(Cardin and Olson, 1994). This last study demonstrated that they could be
explained in terms of the Reynolds stresses that result from non-linear inertial
effects. Our quantitative measurements of the average zonal velocity confirm
this observation and show that this effect is much larger in gallium. Cordero
and Busse (1992) also invoked a retrograde zonal flow to explain temperature
measurements in water experiments very close to the threshold of convection,
in a narrow-gap configuration. They attributed this velocity to thermal wind.
We have seen before that it was certainly not the predominant driving mecha-
nism for the large zonal velocities we observe. Moreover, in experiments done
in gallium, a weak prograde zonal flow has been observed at large radius. This
is not compatible with a thermal wind explanation, since it requires a reverse
temperature gradient to produce prograde zonal circulations.
The next two graphs deal with the dimensions of the convective cells. We
first examine the variation of the average radial dimension δr. For water at
moderate Rayleigh number, we note that δr decreases as the Ekman number
decreases. This is the expected behaviour, as size scales with E1/3 in the
geostrophic viscous regime that prevails at the onset of convection. However,
we find that for the lowest Ekman numbers in water, and for experiments in
gallium (which provide the largest radial dimensions), the mean of the cell
size distribution generally increases with the Rayleigh number. This suggests
that the size of the convective cells is no longer controlled by a geostrophic
viscous balance, but rather depends on non-linear effects that increase when
the Rayleigh number increases.
With our present set-up, we cannot access directly the dimension of the
convective cells in the azimuthal direction. However, from the spatio-temporal
maps of the preceeding section, we measure the mean time ∆t elapsed between
two zeros of the radial velocity function. If a cell of lateral extent δθ drifts
across the line of measurement with an azimuthal velocity uθ, it will result in
a time signal with 2∆t = δθ/uθ. In water, we observe that ∆t decreases when
either E is decreased or Ra increased. For gallium, ∆t is short as a consequence
of the large zonal velocity. Later in this article, we will try to single out the
variation of δθ.
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Figure 2.9: Scalar data extracted for scaling. Arrows 1–4 denote data points corresponding
to shown velocity patterns (figure 2.5). Arrows 5 and 6 correspond to zonal flows shown on
figure 2.8.
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From the previous results, we derive the local convective Reynolds number
: Rel = u˜rδr/ν. Its variation is plotted in the next graph of figure 2.10. The
data show a regular increase of the local Reynolds number with Ra/Rac for
both water and gallium. The striking observation is that the Reynolds number
is much higher in the gallium experiments, where it reaches 600, than in the
water experiments, where 80 is the largest value, despite the fact that the
Rayleigh number is much larger than Rac in this case. This is of course due to
the larger convective velocities observed in gallium, together with the fact that
the kinematic viscosity of gallium is about 3 times smaller than that of water.
If we were to use the thickness of the shell rather than δr in the definition of the
Reynolds number, we would reach values of 2000 for gallium and 250 in water.
Therefore, we expect non-linear effects to be fully developped in gallium, while
they probably compete with viscous dissipation in water.
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Figure 2.10: Scalar data (continued).
Since we anticipate that zonal velocities are caused by Reynolds stresses,
we expect that they increase as the Reynolds number increases. This is best
seen by plotting the ratio |uθ/u˜r|, which is a dimensionless quantity, versus Rel.
The results are shown in the last graph of figure 2.10. While this ratio is less
than 0.7 in the water experiments, it reaches 2.5 in the gallium experiments,
where the Reynolds number is the largest. The results presented in this section
demonstrate the interest of comparing the properties of convection for liquids
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Number Definition Experiment Earth’s core
Bu =
αgδT
ΩU
Busse < 0.1 < 10−2
Ro =
U
ΩD
Rossby < 10−2 ≈ 10−6
Table 2.4: Auxiliary dimensionless parameters justifying the QG approximation in the
experiment. δT is the order of magnitude for local temperature perturbations. Estimates
are given for the Earth’s core, using a typical velocity of 10−4 m/s (Jault et al., 1988).
with different Prandtl numbers. The behaviour observed for gallium, which has
a low Prandtl number, with high Reynolds number and large zonal velocities,
strongly suggests that convection is dominated first by the Coriolis force and
second by non-linear inertial terms. In the next section, we perform a scaling
analysis to test this idea.
2.1.6 Scaling analysis.
In this section, we introduce quasigeostrophic equations and derive scaling
relationships for two different regimes: a viscous one and an inertial one. We
then compare the predictions of these two approaches to the measurements of
the previous section.
The fluid shell is described under the Boussinesq approximation, obeying
both Navier-Stokes and heat equations, made dimensionless using D as length
scale, D2/ν as time scale, P∆T as temperature scale. A cylindrical frame
er, eθ, ez is chosen. The momentum and heat equations are:
∂u
∂t
+ (u · ∇)u + 2E−1ez × u = −E−1∇Π−Ra rerT +∇2u. (2.2)
∂T
∂t
+ (u · ∇)T = P−1∇2T. (2.3)
Here u is the fluid velocity, T is the temperature, Π is pressure (including con-
tribution from the gravity potential). Gravity grows linearly with the cylin-
drical radius r. Equation (2.2) is subject to no-slip boundary conditions, and
equation (2.3) satisfies imposed temperatures on both the inner cylinder and
the outer sphere.
Experimental facts strongly suggest that flow is quasigeostrophic (QG):
it is columnar, which means that the order of magnitude of inertia, buoyancy
and viscosity are small when compared to Coriolis force (balanced by a pressure
gradient). This is confirmed by the quantitative estimates of these ratios, which
respectively give the Rossby, Busse and Ekman numbers (see tables 2.2 and
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2.4). A nonlinear QG model has been derived by Cardin and Olson (1994),
from the local marginal stability theory of Busse (1970), under the following
assumption: dissipation by friction through the Ekman layers near the outer
spherical boundary is neglected. Fields are then expanded into powers of the
Ekman number. To leading order a geostrophic balance exists between Coriolis
force and the pressure gradient, which implies that flow is two-dimensional
at this order. This equilibrium alone cannot solve the problem (geostrophic
degeneracy), and to next order the equation governing the column-averaged
z-component ω of vorticity is:
dω
dt
−E−1 2
L
dL
dr
u · er = ∇2ω +Ra∂T
∂θ
, (2.4)
where
L =
√
r2e − r2
is half the height of a fluid column, and dL/dr is thus the local slope of the
external boundary. Equation (2.4) averages the effect of the Coriolis force using
the non-penetration condition for velocity at sloping boundaries (Cardin and
Olson, 1994). This results in the ”vortex-stretching” term
2
L
dL
dr
u · er.
This term is found to be larger than Ekman-pumping induced circulation even
for fairly low dL/dr. Only in the case of purely zonal velocities (u ·er = 0) will
we need to reintroduce Ekman circulation. This fact implies that dissipation
in the interior of the fluid will dominate dissipation in boundary layers at the
scale of the convective flow, and justifies the approximation mentioned above.
Equation (2.4) will be re-written in the following manner, which highlights
its formal analogy with the beta-plane equation used in geophysical fluid dy-
namics (Pedlosky, 1987):
dΛ
dt
= ∇2ω +Ra∂T
∂θ
, (2.5)
we define Λ as the potential vorticity:
Λ = ω − 2
E
lnL.
Let u˜(r) and T˜ (r) be time-averaged standard deviations for the convective ve-
locity and temperature fluctuation, and δ(r) be the mean, time-averaged vortex
size, as functions of the cylindrical radius. In order to derive scaling relation-
ships, we identify two steps in the process of the evolution of the vorticity
field.
First, the thermal instability produces lateral gradients of temperature, and
this results in the creation of vorticity. For instance, one rising plume gives
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birth to a cyclone on its prograde side, and an anticyclone on its retrograde
side. We therefore write
dω
dt
∼ Ra∂T
∂θ
(2.6)
The fundamental assumption of this analysis is that later in time, structures of
high Rel evolve at constant potential vorticity. Under the influence of advection
by rising and falling radial currents, they exchange vorticity with the planetary
vorticity field 2 lnL/E:
dΛ
dt
= 0 ⇒ dω
dt
∼ E−1 2
L
dL
dr
u · er (2.7)
The timescale of these phenomena is the vortex turnover time t:
t ∼ 1/ω ∼ δ/u˜ (2.8)
On this timescale, structures of high Rel are indeed immune to viscosity, and
therefore do not lose potential vorticity. This inertial balance thus assumes
that under the influence of radial advection (Reynolds stresses), transfer of
energy occurs between the convective scale and the scale of energy dissipation
(this will be made more precise, see below).
This results in a three-term balance
(2.6),(2.7) and (2.8) ⇒ u˜
2
δ2
∼ Ra rT˜
δ
∼ E−1 2
L
dL
dr
u˜. (2.9)
One needs another equation to solve for u˜,T˜ and δ. It is provided by the Nusselt
number, which is the ratio of the total heat flux Qtot over the conductive heat
flux:
Nu =
Qtot
Qconv
= 1 + uTP 2.
Since lateral temperature gradients create radial velocity, we assume that u˜
and T˜ are correlated, and therefore we approximate uT by u˜T˜ . In the limit of
high departures from criticality Ra/Rac, we write:
Nu ∼ 1 + u˜T˜ P 2 ∼ u˜T˜P 2. (2.10)
Solving (2.9) and (2.10) for the three variables yields the set of inertial scaling
relations:
u˜ ∼ (r2/5f(r)1/5) (RaQ
P 2
)2/5
E1/5
δ ∼ (r1/5f(r)3/5) (RaQ
P 2
)1/5
E3/5 f(r) =
(
2
L
dL
dr
)−1
=
r2e − r2
2r
T˜ ∼ (r−2/5f(r)−1/5) Nu (RaQP 3)−2/5 E−1/5
(2.11)
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where RaQ = Ra · Nu is the heat-flux based Rayleigh number. These re-
lations draw their interest from the fact that they depend on geophysically
well-constrained parameters. The set of equations (2.11) has been written by
Cardin and Olson (1994), and has been found to be in qualitative agreement
with their experiments. It is interesting to note that in this inertial scaling,
diffusion constants ν and κ do not play a role in the expressions for u˜ and
δ (Christensen, 2001). This becomes clear when time is re-scaled using the
container rotation time Ω−1 instead of the viscous diffusion time. Let starred
variables u˜∗ = u˜E (which is the Rossby number), δ∗ = δ, T˜ ∗ = T˜ be the vari-
ables in the new scaling. There appears a parameter γ = RaQE
3P−2, which is
independent of either diffusion constant. These constants only play a role in
the scaling for T˜ ∗, and the scaling relations write (dropping the r-dependence):
u˜∗ ∼ γ2/5
δ∗ ∼ γ1/5 γ = αgQtot
ρCpΩ3D2
T˜ ∗PE−1 ∼ γ−2/5
(2.12)
We now return to the original definition of the non-dimensional time, since we
will also be interested in viscous effects. The previous scaling relations have
indeed been derived in the limit of high Reynolds numbers and high departures
from criticality. We investigate now the case when viscous effects are important,
i.e. lower Reynolds numbers. We expect then that the conservation of potential
vorticity will hold only on timescales of order of the viscous diffusion time, and
(2.8) is replaced with:
dω
dt
∼ ∇2ω ⇒ t ∼ δ2 (2.13)
This yields another three-term balance:
(2.6),(2.7) and (2.13) ⇒ u˜
δ3
=
Ra rT˜
δ
= E−1
2
L
dL
dr
u˜. (2.14)
Solving (2.14) and (2.10) for the three variables yields the set of viscous scaling
relations:
u˜ ∼ (r1/2f(r)1/3) (RaQ
P 2
)1/2
E1/3
δ ∼ (f(r)1/3) E1/3
T˜ ∼ (r−1/2f(r)−1/3) Nu (RaQP 3)−1/2 E−1/3
(2.15)
The radial dependence of equations (2.11) and (2.15) predicts that velocity
and vortex size must decrease at increasing radius, due to the influence of the
increasing slope of the spherical boundary. This is the fundamental effect of the
spherical geometry, and it is in qualitative agreement with the radial profiles
shown on figure 2.7. We now factor out the r-dependence and turn to the
scaling of variables picked up at rmax.
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For quantitative validation by laboratory experiments some adaptations
towards moderate Ra/Rac are necessary. In that case, Rac has to be sub-
stracted from Ra since it represents a part of buoyancy unavailable for gener-
ation of motion. The scaling parameter therefore has to be Ra −Rac instead
of Ra. The rest of the analysis above is valid if Nu − 1 replaces Nu. More-
over, in order to convert Ra into RaQ, we need an estimate of Nu, since it is
not measured in our experiments. The exact relationship is not crucial how-
ever, since variations of Nu − 1 are not dramatic when compared to those of
Ra/Rac − 1. For experiments done in water, Sumita and Olson (2000) have
obtained Nu ∼ (Ra/Rac)1/2 in the parameter range we use, a value in agree-
ment with calculations of Tilgner and Busse (1997) with P = 10. For the water
case we will use this relation. For experiments done in liquid gallium, since the
departure from criticality is not high, we will use a constant Nusselt number.
Figure 2.11 presents the test of a viscous, and inertial balance on the radial
velocity data. While the inertial scaling adequately fits the data for both
liquids, the viscous scaling is accurate only for experiments in water up to
a value of Ra/Rac of order 10, and inaccurate for experiments in gallium.
These conclusions are confirmed when we scale the mean of the radial cell size
distribution, using the results for δ (Figure 2.12). A viscous scaling adequately
describes the evolution of δr in water, where, once the E dependance has been
removed, no significant increase is observed with Ra/Rac. Only an inertial
scaling can describe the increase of δr with Ra/Rac in liquid gallium. However,
this test is less significant than the previous one, because of the broadness of cell
size distribution, and the low dynamics (less than one decade) of its variations.
The evolution of the temperature fluctuations with the parameters (not shown)
is also in good agreement with the predictions of the inertial model.
At the scale of the convection flow, the QG model with no dissipation at
the spherical external boundary is thus accurate. Kinetic energy created by
buoyancy is partly dissipated in water (inertial and viscous terms are of the
same order of magnitude), and little dissipation takes place in gallium. One
efficient dissipative mechanism of kinetic energy remains available in this latter
case: zonal flow is not subject to any forced vertical circulation that prevents
friction on the external boundary. We therefore suspect that kinetic energy
is transported from the scale of convective flow to the scale of the container
through Reynolds stresses.
An equation for the time-averaged zonal velocity uθ can be deduced by
averaging the θ-component of equation (2.2):
(u · ∇)uθ + 2E−1ez × u · eθ = −E−1∇Π · eθ +∇2uθ.
If we assume ergodicity, which seems to be realized by zonal flow, and identify
the time-average with the θ-average, then ∇Π · eθ identically vanishes. We also
have
2E−1ez × u · eθ = 2E−1ur.
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Figure 2.11: Reduced radial velocity for gallium (squares) and water (circles) experiments.
Up: test of the inertial balance. Black line in water corresponds to theoretical dependence
y ∼ ((Nu− 1)(Ra/Rac − 1))2/5 with Nu ∼ (Ra/Rac)1/2 . Black line in gallium corresponds
to dependence y ∼ (Ra/Rac − 1)2/5. Scaling prefactor is 1. Low: test of the viscous balance.
Black line in water is y ∼ ((Nu− 1)(Ra/Rac − 1))1/2, and in gallium y ∼ (Ra/Rac − 1)1/2.
Prefactor is 1.5 .
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Figure 2.12: Reduced cell size for gallium (squares) and water (circles) experiments. The
viscous scaling is tested for water experiments, the reduced cell size is therefore δr/E1/3.
The inertial scaling is tested for gallium experiments, the reduced cell size is therefore
δr/(Ra
1/5
Q P
−2/5E3/5). Black line in gallium corresponds to dependence y ∼ (Ra/Rac − 1)1/5.
Black line in water is y ∼ 1. Both prefactors are 10.
ur can be expressed through the Ekman circulation formula (Greenspan, 1968):
ur =
E1/2
2L
√
n · ezuθ
Where n is the normal to the spherical boundary. The time averaged θ-
component of equation (2.2) finally writes:
(u · ∇)uθ + E
−1/2
L
√
n · ezuθ = ∇
2uθ. (2.16)
Far from the inner cylinder, Ekman friction dominates dissipation in the inte-
rior of the fluid and equilibrates with Reynolds stresses. Closer to the inner
cylinder, a passive boundary layer can set up where the viscous drag from the
interior of the fluid equilibrates Ekman friction. Therefore the predominant
source of energy is Reynolds stresses, and the predominant sink of energy is
Ekman friction on the outer boundary. This is the behavior of a large-gap con-
figuration, and would not be true in a small-gap case (Plaut and Busse, 2001).
The balance, from which we factor out, as usual, the r-dependence, writes:
ur
∂uθ
∂r
∼ E
−1/2
L
√
n · ezuθ ⇒
u˜2
δr
∼ uθ
E1/2
. (2.17)
The nonvanishing nonlinear coupling term is indeed the rθ component of
Reynolds stress, and it has been estimated as u˜2/δr, assuming that a con-
stant degree of correlation exists between ur and uθ over the range covered by
experiments. A justification for this can be found in the principle of potential
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vorticity conservation: due to this principle, rising currents have a tendancy to
turn into anticyclones. The excess of negative vorticity induces a retrograde
zonal circulation which is well correlated with the radial flow. This interpre-
tation also predicts that the energy contained into the zonal flow cannot be
significantly higher than the energy contained into the radial flow. The degree
of correlation has therefore to decrease as the zonal flow becomes too high.
Variations of δr with controlling parameters are not very significant in the
range of experiments (δr is always of order 1), and therefore we keep δr ∼ 1 in
equation (2.17). Since zonal flow results from inertial effects, inertial scaling
has to be adopted for u˜. The resulting formula writes:
uθ ∼
(
RaQ
P 2
)4/5
E9/10. (2.18)
This scaling is tested on figure 2.13, and yields a prefactor 1. Only data points
corresponding to sufficiently developed convection are kept. The data for uθ
are more scattered than for u˜r, but the agreement with equation (2.18) is still
good. This test highlights the importance of Ekman layers near the spherical
boundary for the determination of zonal flow.
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Figure 2.13: Reduced zonal flow velocity. Black line is y ∼ ((Nu− 1)(Ra/Rac − 1))4/5 in
water and y ∼ (Ra/Rac − 1)4/5 in gallium. Scaling prefactor is 1.
This last point clearly shows the adequation of an interpretation of zonal
flow in terms of Reynolds stresses. Zonal velocities observed in water are not
important, because kinetic energy is partly dissipated at the convective scale.
In gallium they take part in the only efficient dissipative mechanism left, and
this explains their rapid growth as the convective instability injects more energy
into the system.
A condition for the inertial regime can be established, by comparing the
orders of magnitude of dissipation through Ekman friction of the zonal flow, and
dissipation at the convective scale. The former can be estimated as uθ2/E1/2
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and the latter as u˜2/δ2. Either inertial or viscous scaling predicts that δ is not
smaller than E1/3 and therefore the condition writes:
uθ2
u˜2
> E1/6
and this yields (the fractional power of E is approximated for simplification):
RaQ
P 2
E3/2 > 1 (2.19)
Equation (2.19) is satisfied by gallium experiments, for which left-hand side
of (2.19) is at least 30. For water experiments this term is of order 10−2 for
experiments at E = 9.7 10−6 near the onset, and reaches values of order 1 for
the more supercritical experiments at E = 2.4 10−6. This confirms that the
inertial regime is attained only for the lower E experiments in water, and for
all experiments in gallium.
Having proposed a mechanism for the zonal velocities, we come back to an
interpretation of the measurements of ∆t, the average time between zeros of
the radial velocity profiles, in terms of the average azimuthal size of the vortices
δθ. We have
δθ = 2uθ∆t.
The factor 2 is used because ∆t, as it is defined, describes half a period. δθ
is plotted on figure 2.14, with error bars corresponding to the standard devi-
ation of lateral size distribution. Here zonal flow velocity is determined using
theoretical scaling relations. Therefore only data points corresponding to suf-
ficiently developped flows have been kept. Horizontal lines are predicted sizes
of vortices at convection onset. Here again, the scaling proposed for δ in the
previous section correctly describes the order of magnitude and variations of
δθ within the error bars, and the increase in size predicted by the inertial scal-
ing is effective only for high Rel experiments. An aspect ratio δr/δθ can be
estimated, and is of order 1 at high Rel (compare figure 2.14 with the third
graph in figure 2.9). In the inertial regime, cells generally tend to grow with
increasing Ra/Rac, and can become larger than cells at convection onset.
2.1.7 Discussion
We have shown that thermal convection in water and gallium exhibits prop-
erties that can well be accounted for by the inertial model we have derived.
The use of two liquids with very different Prandtl numbers was essential to
discriminate between the inertial and the viscous models.
Our measurements enable us to show that the typical local Reynolds number
is much larger in the gallium experiments than in water. The most striking
consequence of these high Reynolds numbers for gallium is the apparition of
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Figure 2.14: Lateral size of vortices at radius rmax, near the inner cylinder.
large zonal velocities, well explained by Reynolds stresses in the framework of
our inertial model. By combining the expression for the local Reynolds number
Rel = u˜δr ∼
(
RaQ
P 2
)3/5
E4/5,
and those for the zonal and convective velocities, we obtain
uθ/u˜r ∼ Re2/3l E1/6.
As expected, this ratio is controlled almost entirely by the Reynolds number.
The 2/3 slope is in good agreement with the data (dashed line in figure 2.10).
We emphasize that, in the inertial regime, there is no efficient dissipation
mechanism at convective scale, and therefore kinetic energy created by buoy-
ancy has to cascade to larger scales where dissipation takes place by shear of
zonal flow on boundaries. The energy flow towards large scales is the classical
mechanism invoked in 2D turbulence. While in a plane layer, this mechanism
leads to the apparition of structures as large as the container (Sommeria, 1986),
in the spherical geometry only zonal motions are permitted at this scale. The
large zonal velocities we measure in gallium are reminiscent of the observations
of Grote et al. (2000) for a numerical model of convection with a stress-free
outer boundary. These authors report a strong intermittency as the zonal flow
tends to wipe out the convective structures from which it draws its strength.
In our experiments, we found no evidence for this mechanism. It is probably
due to the fact that zonal velocities in our case are limited by friction on the
Ekman layers of the outer boundary, while only viscosity in the interior of the
shell can control the amplitude of the zonal flow in the numerical model.
The adequation of an explanation of experiments based on the model by
Cardin and Olson (1994) reasserts the interest of a two-dimensional approach.
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Variable Value
Rel 106
Re 108
u˜ 10−3 m/s
δr, δθ 10 km
uθ 10−2 m/s
Table 2.5: Values for the Earth’s core deduced from inertial scaling.
However, their model did not take Ekman friction of zonal flow on the external
boundary into account. This represents an easy improvement, after which it
will be possible to compare convective structures determined numerically and
experimentally. Using more ultrasonic transducers, it should be possible indeed
to construct a local map of convective structures, and investigate the radial and
zonal geometry of convective vortices.
Our results also bear some relevance to the geodynamo problem. Recent
numerical models (Christensen et al., 1998) have shown that dynamo action
can take place in a spherical shell when thermal convection is only a few times
critical. The mechanism is of α2-type, meaning that the conversion of poloidal
to toroidal magnetic field, and vice-versa, is done by vortices at the convective
scale. In the Earth, it is believed that the conversion of poloidal to toroidal
field is due to an ω effect, i.e. zonal flow. Our observations suggest that for
sufficiently low Ekman numbers and high Reynolds numbers, this zonal flow
will be naturally produced by the convective engine.
Although all these results apply to a non-magnetic case, we think it is
of some interest to extrapolate them to the parameters of the core. We use
E = 10−14 and P = 1, both estimated using parameters in table 2.2. The
heat-flux based Rayleigh number can be expressed as:
RaQ =
αgQtotD2
kκν
.
From an upper bound for the total heat flux emerging at the Core- Mantle
Boundary (CMB) Qtot = 10 TW (Labrosse et al., 1997), we infer RaQ = 1030.
The condition (2.19) for the inertial regime is satisfied, and therefore the inertial
scaling is chosen to derive the core estimates of convective velocity, cell size,
Reynolds number and zonal flow which are summarized in table 2.5. The local
Reynolds number is very high and indicates a strongly turbulent state. The
global Reynolds number is of the same order of magnitude as the estimate
made in the introduction. Convective flow velocities (10−3 m/s) are ten times
larger than CMB estimates, of order 10−4 m/s (Hulot et al., 1990), obtained
from secular variations of the magnetic field. The ratio of zonal over convective
velocity yields the value 10, while estimates based on geophysical observations
(Jault et al., 1988) lead to zonal velocities lower than convective velocities.
As we have seen in the scaling analysis, this ratio is very likely to saturate at
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a value of order 1 (Christensen, 2001), even though we have not observed it.
A too strong zonal flow would indeed suppress convection by mixing plumes.
Developed QG turbulence should favor large structures, but still the influence
of vortex stretching results in very small typical cell sizes.
The kind of flow described by these parameters would not be very efficient
in maintaining a magnetic field: the essential part of kinetic energy, which
is in zonal flow, is lost for dynamo action. The first effects of the addition
of a magnetic field on this configuration would be to enlarge structures and
slow down velocities, especially zonal velocity (Brito et al., 1995). This will be
checked in future experiments in the presence of an azimuthal magnetic field.
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Appendix: Notes on experiments and data processing.
Experimental procedure.
For the acquisition of one experimental record, the sphere is spun up to the
desired speed, and the thermal regulation system is then turned on and tuned
to the desired gradient. Then we wait until spin-up is complete (3 mn), until
thermal equilibrium is reached at boundaries (10 mn), until convection pat-
tern is statistically stationary (depends on the departure from criticality, but
typically 30 mn). Then recording is started.
Structure and resolution of recordings.
One velocity profile is a set of 224 (water) and 130 (gallium) velocity points
covering a distance of respectively 83.6 and 92.8 mm. The effective resolution
is therefore 0.37 mm (water) and 0.71 mm (gallium). In fact the real resolution
is lower because one ultrasonic burst is composed of eight cycles. The Doppler
apparatus then overlaps measurement windows of respective sizes 0.37 × 8 =
2.96 mm and 0.71 × 8 = 5.68 mm, to recover the aforementioned effective
resolution. Some care has been taken on this point in figures 2.7 and 2.8,
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where squares denote real measurement points, and the solid line represents
the profile obtained at effective resolution.
N = 4096 complete radial velocity profiles are acquired, at a sampling rate
between 6 and 18 profiles per second. This represents roughly one tenth of
the viscous dissipation time D2/ν. The actual time resolution is lower because
of averaging for noise reduction. Typical averaging is done over 10 profiles,
using a median filter, and this lowers the time step to some 0.5 seconds. Also
recorded meanwhile are 4096 complete velocity profiles on the lateral probe.
Temperature perturbation signals are recorded at a sample rate of 3 to
6 samples per second. The imposed temperature gradient is recorded using
thermo-resistive platinum probes. The temperature gradient has to be cor-
rected by some 15 percent temperature drop in lexan when experimenting with
water.
Extracted scalar data and error bars.
Scalars are extracted from filtered signals. Let N be the number of profiles,
and ui(r) an individual profile. The mean velocity is
u(r) =
1
N
∑
i
ui(r),
and the standard deviation of velocity
u˜(r) =
√
1
N
∑
i
(ui(r)− u(r))2.
Error bars on u˜r and uθ account for the reproductibility of measurements,
and of the uncertainty due to seeding particles centrifugation (see retrieval of
zonal flow). Error bars on δr, δθ and ∆t are the standard deviations δ˜r, δ˜θ
and ∆˜t of the size distributions. An example histogram of size distribution is
shown on figure 2.15.
Retrieval of mean zonal flow velocity.
The mean velocity umes measured on the lateral probe can be expressed in the
system of local axes of figure 2.3 as a function of mean radial and zonal flow
velocities ur and uθ:
umes = ur cos(α + θ) + uθ sin(α + θ).
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Figure 2.15: Histogram of the distribution of radial cell sizes in the convective flow, measured
at radius 60 mm in water, for experiment of figure 2.5.3 (Ekman number is 4.8 10−6, Rayleigh
number is 26.6 times critical).
Medium vP (m/s)
water 1500 (at 20o C)
liq. gallium a 2873 (at 30o C)
lexan b 2340 ± 190
copper b 5040 ± 350
Table 2.6: Compressional ultrasonic wave velocities vP in media used in the experiment. a:
Beyer and Ring (1972); b: this study.
The convention of positive radial velocity directed inwards has been used here.
Hence
uθ =
umes
sin(α + θ)
− ur cot(α+ θ).
For a purely convective flow ur averages out. In the case of the experiment
some care has to be taken on this point, since ur is slightly different from zero
due to centrifugation/centripetation of seeding particles. Therefore it has to
be corrected here.
The unknown is the angle θ. if r denotes the distance on the lateral probe
since the beam entered the fluid, and R the radius of the fluid sphere, some
algebra yields:
sin θ =
sinα√
1− 2 cos αR
r
+
(
R
r
)2
α remains to be determined. The beam enters the solid sphere at an angle
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40o and is then refracted at the liquid interface such that:
sin(α) =
vP (liq)
vP (sol)
sin(40o)
where vP stands for the compressional ultrasonic wave velocity of the considered
media. Using the values listed in table 2.6, this gives α = 24.3 ± 1.5o for
experiments in water, and α = 21.5 ± 1.5o in gallium. This corresponds to a
minimal distance to inner cylinder of d = 5±3 mm in water and d = 1±3 mm
in gallium. The uncertainties are of the same importance as the size of the
Doppler measurement volume, and they affect the horizontal position of plots
in figure 2.8.
2.2 Corrélation latérale de profils Doppler.
A` l’issue de l’e´tude de la section pre´ce´dente, l’origine de la de´rive late´rale des
structures devant la sonde Doppler n’est pas e´lucide´e. C’est l’une des questions
qui vont motiver l’e´tude nume´rique a` venir dans le chapitre 3. Nous avons
d’abord tente´ de re´pondre a` cette question par l’expe´rience, en installant deux
sondes radiales, distantes late´ralement d’un angle de 30 degre´s, sur le dispositif
expe´rimental (figure 2.16).
30o
30o
40o
Ω
sonde arrie`re
sonde avant
sonde late´rale
fluide
vers velocime`tre
sphe`re
Fig. 2.16 – Position des 3 sondes utilise´es lors des expe´riences de corre´lation.
Un multiplexage nous permet d’acque´rir un profil sur les sondes arrie`re et
avant de manie`re quasi-simultane´e. On enregistre aussi le profil de mouvement
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zonal a` l’aide de la sonde late´rale. On corre`le ensuite mathe´matiquement les
profils radiaux arrie`re et avant de la manie`re suivante: pour chaque profondeur,
on calcule la fonction de corre´lation normalise´e entre les deux se´ries temporelles
de la vitesse. Toutes les fonctions obtenues sont ensuite reporte´es sur une carte,
a` la manie`re des cartes Doppler. On peut ainsi isoler des taches correspondant a`
la de´rive des structures. Certaines d’entre elles re´sultent du mouvement zonal;
on reporte donc sur la carte la courbe du retard associe´ a` ce dernier. Un tel
graphe peut alors donner des e´le´ments de re´ponse, en ce qui concerne le sens, la
vitesse, et aussi la nature (ondulatoire ou advective) de la de´rive. En effet, toute
corre´lation incompatible avec l’advection late´rale trahit la pre´sence d’ondes
dans le syste`me. En effet, des ondes comme les ondes de Rossby se de´placent
late´ralement sans mouvement de matie`re associe´.
On pourra comparer les cartes pre´sente´es dans cette section avec celles,
d’origine nume´rique, de la section 3.5.3.
La figure 2.17 pre´sente deux expe´riences de corre´lation re´alise´es dans l’eau.
Le nombre d’Ekman est fixe´ a` E = 9.7 10−6, et le nombre de Rayleigh est 12
fois, puis 20 fois critique. Sur les cartes de corre´lation, le trait bleu repre´sente
la de´rive pre´vue dans l’hypothe`se ou` le mouvement zonal advecte les struc-
tures. Nous pouvons remarquer que sur les deux cartes, ce trait bleu rencontre
plusieurs taches de corre´lation. Le mouvement zonal est donc une source de
de´rive des structures. Cependant, ces taches correspondent a` un coefficient de
corre´lation faible, et ce coefficient est plus faible dans le cas Ra/Rac = 20 que
dans le cas Ra/Rac = 12. La structure des cellules change donc de manie`re
significative dans l’intervalle de temps qui se´pare leur passage devant chaque
sonde.
Dans les deux cas pre´sente´s, les coefficients de corre´lation les plus impor-
tants se trouvent dans le domaine des de´calages en temps positifs, correspon-
dant a` une de´rive prograde de certaines structures. Cette observation est e´vi-
demment incompatible avec une explication de la de´rive base´e sur le mouvement
zonal, et cela sugge`re que des ondes de Rossby sont encore pre´sentes dans les
deux e´coulements, malgre´ l’e´cart important a` la criticalite´. Sur ce point, les
mode`les nume´riques de la section 3.5.3 apporteront des e´le´ments supple´men-
taires.
La figure 2.18 pre´sente une expe´rience de corre´lation re´alise´e dans le gallium
liquide. Une partie importante du signal est perdue pre`s de l’exte´rieur, du fait
des echos saturants induits par les re´flexions multiples a` l’interface cuivre-
gallium.
Pre`s du manchon, la plus forte tache de corre´lation est en fait une anti-
corre´lation: les deux sondes voient simultane´ment les deux coˆte´s d’une meˆme
cellule. Un peu plus loin du manchon, une forte tache de corre´lation est en
accord avec la pre´diction associe´e au mouvement zonal re´trograde. Autour de
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Fig. 2.17 – Expe´riences de corre´lation re´alise´es dans l’eau. Deux profils Doppler simultane´s
sont enregistre´s (en haut et au milieu). En bas, carte de corre´lation re´alise´e profondeur par
profondeur. Le trait bleu repre´sente la corre´lation qui doit apparaˆıtre du fait de la de´rive
induite par le mouvement zonal.
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Fig. 2.18 – expe´rience de corre´lation re´alise´es dans le gallium liquide. Sur la carte de
corre´lation, les traits pointille´s de´limitent les taches d’anti-corre´lation.
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la profondeur 45 mm, les deux profils Doppler montrent un !!blanc"", qui cor-
respond a` un pic d’echo saturant le signal, est n’est pas l’effet de l’annulation
du mouvement zonal a` cet endroit.
La carte de corre´lation pre´sente aussi, comme celles de la figure 2.17, une
forte tache de corre´lation dans la direction prograde. Ceci sugge`re ici encore que
les ondes de Rossby jouent un roˆle important dans la de´rive des structures. Nous
avons maintenant besoin d’un mode`le nume´rique pour confirmer les quelques
hypothe`ses que nous venons de formuler.
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Chapitre 3
Modèle numérique de la convection
dans le noyau terrestre.
3.1 Introduction.
3.1.1 Bilan de l’expérience.
La partie expe´rimentale de ce travail nous a permis d’obtenir des lois
d’e´chelle quantitatives pour la convection dans une sphe`re en rotation. Nous
avons de´crit avec succe`s les mouvements convectifs et zonaux avec le mode`le
quasige´ostrophique bi-dimensionnel de Cardin et Olson (1994). Nous avons mis
en e´vidence et mesure´ le mouvement zonal, qui peut devenir plus grand que
la vitesse convective lorsque le nombre de Reynolds de l’e´coulement augmente.
Nous avons e´tabli que ce mouvement est alimente´ par le transfert d’e´nergie duˆ
aux non-line´arite´s, et qu’il est freine´ par le frottement sur la sphe`re externe, a`
travers les couches d’Ekman. Plusieurs questions ouvertes ont surgi a` la suite
de cette e´tude expe´rimentale:
– Quelle est la structure locale de l’e´coulement, et comment interpre´ter les
profils Doppler expe´rimentaux? Quel est le lien entre l’axe des temps de
ces diagrammes, le mouvement zonal, la de´rive des ondes de Rossby?
– Quels sont exactement les re´gimes dynamiques, thermiques de l’e´coule-
ment?
– Quel est le me´canisme de cre´ation du mouvement zonal? Pourquoi, bien
que l’e´coulement soit chaotique, la corre´lation des vitesses radiales et
late´rales qui donne naissance aux contraintes de Reynolds est maintenue?
Ce mouvement peut-il saturer lorsqu’il devient trop fort (plus fort que le
mouvement convectif, dans lequel il trouve sa source)?
– Comment de´crire la forme de turbulence bi-dimensionnelle qui prend
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place dans l’e´coulement?
La voie expe´rimentale n’est pas une strate´gie d’investigation optimale pour
re´pondre a` ces questions, car elles re´clament la connaissance de toutes les com-
posantes des champs (vitesse, tempe´rature, vorticite´) du proble`me, avec une
bonne re´solution d’espace et de temps. Or, la me´thode Doppler ne nous donne
acce`s qu’a une composante a` la fois, avec une re´solution fonction du bruit
et des limites de l’appareil. De plus, les mesures thermiques sont en ge´ne´ral
ponctuelles.
C’est la raison pour laquelle nous avons choisi de re´pondre a` ces questions
en utilisant la mode´lisation nume´rique.
3.1.2 Repères bibliographiques.
Historiquement, c’est d’abord le proble`me du seuil de convection qui a mo-
tive´ les e´tudes nume´riques (Zhang et Busse, 1987; Zhang, 1992, 1993). Il s’agis-
sait de retrouver les ondes de Rossby thermiques au seuil, leur structure carac-
te´ristique spiralle´e, ainsi que les lois de puissances Rac ∝ E−4/3, mc ∝ E−1/3,
ωc ∝ E−2/3 concernant respectivement le nombre de Rayleigh critique, le mode
critique et la pulsation du mode critique, obtenues the´oriquement dans des
e´tudes telles que Busse (1970), et confirme´es par les premie`res expe´riences de
laboratoire telles que Carrigan et Busse (1983).
Un peu plus tard, la convection d’amplitude finie a commence´ a` eˆtre e´tudie´e
(Sun et al., 1993; Glatzmaier et Olson, 1993; Ardes et al., 1997; Tilgner et
Busse, 1997; Grote et al., 2000). Tous ces mode`les sont tridimensionnels, et
pour re´soudre les fines couches limites telles que les couches d’Ekman (de taille
O(E1/2)), et les petites e´chelles cre´es par la non-line´arite´ (d’ordre 1/Re, ou` Re
est le nombre de Reynolds), la puissance de calcul requise est e´norme. C’est
pourquoi ces e´tudes ont adopte´ des nombres d’Ekman assez hauts (supe´rieurs
a` 10−5), et n’ont pas investi des re´gimes tre`s sur-critiques (jusqu’a` 50 fois le
nombre de Rayleigh critique). Les principaux re´sultats sont les suivants:
– la structure bi-dimensionnelle de l’e´coulement est une caracte´ristique ro-
buste lorsque le nombre d’Ekman est suffisamment petit (Sun et al., 1993).
Dans ce contexte, la composante cylindrique de la gravite´ est la seule dynami-
quement importante (Glatzmaier et Olson, 1993).
– L’onde de Rossby, et son motif de convection en cellules pe´riodiques,
et spiralle´es peut eˆtre rapidement de´stabilise´e en augmentant le nombre de
Rayleigh (Sun et al., 1993; Ardes et al., 1997; Tilgner et Busse, 1997).
– De`s que les non-line´arite´s sont pre´sentes dans le syste`me, un mouvement
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zonal moyen apparaˆıt. Ce mouvement zonal peut eˆtre force´ par le vent ther-
mique, qui re´sulte de la diffe´rence de ge´ome´trie entre isothermes et isogravite´s,
ou par les transferts d’e´nergie lie´s au terme non-line´aire. Dans le cas ou` ce mou-
vement zonal n’est pas freine´ (Grote et al., 2000), il peut devenir suffisamment
fort pour de´chirer les cellules de convection, processus de re´troaction ne´gative
qui aboutit a` l’intermittence temporelle.
Une autre voie de mode´lisation a e´te´ adopte´e par Cardin et Olson (1994).
Puisque la bi-dimensionalite´ est une contrainte forte de l’e´coulement, et puisque
nous attendons que cette contrainte soit d’autant plus forte que le nombre d’Ek-
man est bas, les auteurs de cette e´tude ont e´tabli un mode`le quasige´ostrophique
2D non-line´aire, en se basant sur l’analyse locale de Busse (1970). Ce mode`le
a servi de base a` l’analyse en lois d’e´chelles de l’expe´rience, avec succe`s.
Il paraˆıt donc naturel de reprendre ce mode`le, pour aller plus loin dans la
description locale de la convection non-line´aire. Toutefois, nous avons essaye´
de l’ame´liorer, a` la lumie`re de ce que l’expe´rience a pu nous apprendre sur les
ingre´dients importants d’une mode´lisation pertinente:
– la gravite´ du mode`le Cardin et Olson (1994) ne variait pas avec le rayon.
Il est simple d’introduire une gravite´ centrifuge a` ge´ome´trie cylindrique.
– Cardin et Olson (1994) laissaient la viscosite´ dans le volume freiner le
mouvement zonal. Nous avons e´tabli expe´rimentalement qu’a` ce niveau, il
e´tait essentiel d’introduire le frottement sur les couches d’Ekman proches
de la sphe`re. Plaut et Busse (2001) ont d’ailleurs re´alise´ une e´tude non-
line´aire dans une ge´ome´trie d’anneau; ils ont conclu que la mode´lisation
du frottement du mouvement zonal e´tait essentielle.
Nous disposons de tous les outils pour insister sur la validation quantitative
de ce mode`le, au seuil et dans le re´gime d’amplitude finie, en le comparant aux
the´ories, lorsqu’elles existent, aux e´tudes nume´riques base´es sur des simulations
tridimensionnelles, et aux donne´es expe´rimentales.
Apre`s avoir passe´ en revue les e´quations du mode`le, nous faisons (section
3.3) l’analyse line´aire de l’instabilite´ convective avec le mode`le 2D, et nous
comparons ses re´sultats aux re´sultats the´oriques et nume´riques 3D. Ensuite
(section 3.4), nous passons a` l’analyse non-line´aire du mode`le. Nous terminons
ce chapitre en comparant un calcul non-line´aire 2D a` un calcul non-line´aire
3D, et en produisant des profils Doppler synthe´tiques pour une comparaison
structurelle approfondie avec l’expe´rience (section 3.5).
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3.2 Équations.
Le mode`le quasige´ostrophique que nous avons imple´mente´ est de´crit the´o-
riquement dans le chapitre 1. Les de´tails techniques de l’imple´mentation se
trouvent dans l’annexe B. Nous rappelons ici les trois e´quations qui sont re´so-
lues, pour obtenir le champ de vorticite´ e´quatorial ω, la tempe´rature moyenne´e
sur la direction verticale < T > et le mouvement axisyme´trique uθ, moyenne´
dans la direction late´rale:
– L’e´quation de la vorticite´ potentielle e´quatoriale (1.23), dans laquelle nous
ne´gligeons le frottement d’Ekman des modes convectifs sur la sphe`re ex-
terne devant la circulation force´e par la pente:
dΛ
dt
= ∇2eω +Ra
∂T
∂θ
(3.1)
avec
Λ = ω − 2
E
lnL
et
L = re
√
1−
(
r
re
)2
.
r, θ sont un syste`me de coordonne´es polaires, ∇e est l’ope´rateur diffe´ren-
tiel e´quatorial associe´.
– L’e´quation de la tempe´rature (1.26):
∂ < T >z
∂t
+ (ue · ∇e) < T >z= P−1∇2e < T >z, (3.2)
avec < T >z=< Θ >z + < Ts >z: la tempe´rature est la somme du profil
conductif de tempe´rature et de la perturbation convective, toutes deux
moyenne´es sur la verticale.
– L’e´quation du mouvement zonal ge´ostrophique uθ =< uθ >z,θ (1.28),
dans laquelle nous avons inclu le frottement d’Ekman sur la sphe`re ex-
terne:
∂uθ
∂t
+ (ue · ∇e)uθ + E
−1/2
L
√
n · ezuθ = ∇
2
euθ −
uθ
r2
. (3.3)
Dans toutes les simulations, les conditions aux limites adopte´es pour la
vitesse sont le non-glissement (!!no-slip"") aux deux frontie`res du mode`le. Pour
la tempe´rature, les conditions aux limites sont la diffe´rence de tempe´rature
fixe´e aux frontie`res du domaine (mode de chauffage diffe´rentiel). Cependant,
dans l’e´tude au seuil, nous adopterons temporairement le mode de chauffage
interne, en vue de comparer aux e´tudes the´oriques et nume´riques existantes.
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3.3 Résultats au seuil de convection.
Nous avons e´tabli nume´riquement les parame`tres critiques de la convection
au seuil dans le mode`le 2D, en utilisant la me´thode ite´rative de´crite dans le
chapitre 1 sur le syste`me d’e´quations couple´es 3.1-3.2, re´duites a` leur partie
line´aire.
Le but de cette section est principalement de montrer que l’on peut retrou-
ver avec une approximation 2D la plupart des re´sultats asymptotiques (lorsque
E → 0) obtenus pre´ce´demment en 3D. Nous nous inte´ressons d’abord au chauf-
fage diffe´rentiel, puis au chauffage interne. Dans ces deux cas, nous fixons le
nombre de Prandtl P a` 1, la valeur couramment retenue pour les e´tudes asymp-
totiques de re´fe´rence.
3.3.1 Chauffage différentiel, P = 1.
Ne´cessite´ d’adapter le profil thermique conductif.
Nous de´noterons exceptionnellement ici le rayon cylindrique par s et le
rayon sphe´rique par r.
Cardin et Olson (1994) ont utilise´ l’approximation quasige´ostrophique pour
faire l’e´tude de stabilite´ line´aire du syste`me. Les re´sultats qu’ils trouvent ne
sont pas en accord avec ceux que nous avons obtenu nume´riquement, avec
une simulation tridimensionnelle, dans le chapitre 2. Nous cherchons d’abord
a` comprendre l’origine de ce de´saccord.
Nous avons vu dans le chapitre 1 que l’e´quation de tempe´rature (3.2) est une
e´quation pour la tempe´rature moyenne´e dans la direction de l’axe, ne´gligeant le
transport et la diffusion dans cette direction. Nous proposons donc la de´marche
suivante: pour reproduire au mieux la situation 3D, il faut remplacer le champ
de tempe´rature conductif du mode`le 2D Ts2D par un champ de tempe´rature
conductif qui soit la moyenne, le long d’une colonne de fluide, du champ de
tempe´rature conductif 3D Ts3D.
– en 2D ce profil est
Ts2D =
ln
(
s
si
)
P ln
(
se
si
)
– en 3D il vaut
Ts3D =
re
P (re − ri)
(
−ri
r
+ 1
)
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Nous allons montrer que si nous remplacons, dans la simulation, le profil
conductif 2D par un profil hybride re´sultant de l’ope´ration de moyennage ver-
tical du profil conductif 3D, nous retrouvons un accord bien meilleur. Tout
d’abord on re´exprime le profil 3D a` l’aide de coordone´es cylindriques s et z
correspondant au rayon sphe´rique r:
Ts3D =
re
P (re − ri)
(
− ri√
s2 + z2
+ 1
)
,
et on moyenne sur une hauteur de fluide 2L:
< Ts3D >z=
re
P (re − ri)
(
− ri
L(s)
arcsh
(
L
s
)
+ 1
)
.
Ce profil ne vaut pas 0 en s = ri, car l’inte´gration sur une verticale tangente
a` la graine rencontre des isothermes 3D. Ce qui est inte´ressant, c’est d’essayer
de superposer les deux profils statiques (figure 3.1). Soit le profil
T ′ =
< Ts3D >z (s)− < Ts3D >z (ri)
1− P < Ts3D >z (ri)
Ce profil est repre´sente´ en pointille´s sur la figure 3.1. La diffe´rence avec le profil
statique 2D est minime, si ce n’est que nous re´alisons qu’adopter ce dernier
profil nous fait commettre une erreur d’un facteur 1/(1−PTs3D(ri)) = 2.247 sur
le nombre de Rayleigh critique. Ce coefficient est inde´pendant de P , purement
ge´ome´trique. Il nous suffit donc, pour que les re´sultats au seuil aient du sens,
de corriger le nombre de Rayleigh de ce facteur, tout en conservant le profil
conductif bidimensionnel pour la cohe´rence du mode`le.
Re´sultats.
Pour comparer nos re´sultats a` ceux de Dormy (1997), obtenus avec une
simulation 3D, nous optons pour les conditions suivantes: P = 1, rapport d’as-
pect entre les frontie`res de 0.35, conditions aux limites de no-slip (vitesse) et
de chauffage diffe´rentiel (tempe´rature). Nous reportons dans le tableau 3.1 le
re´sultat de la comparaison 3D/ 2D. Ces re´sultats sont repre´sente´s graphique-
ment sur la figure 3.2. Sur la figure 3.3, nous comparons la structure radiale des
solutions 2D et 3D. Les fonction utilise´es pour la comparaison sont ici le carre´
de la vitesse radiale, et le carre´ de la perturbation de tempe´rature, moyenne´es
dans la direction late´rale, prises dans le plan e´quatorial.
La figure 3.2 montre que les lois d’e´chelle classiques sont asymptotiquement
ve´rifie´es par les re´sultats 2D. La limite atteinte par le code 2D, celle du code
3D et la the´orie locale de Dormy et al. (2000) sont distantes de moins de 10
%. Cette the´orie locale reprend la me´thode de Roberts-Busse (Busse, 1970) et
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Fig. 3.1 – Profils statiques de tempe´rature pour P = 7. Le profil 3D moyenne´ sur la verticale
< Ts3D > diffe`re peu du profil 2D Ts2D, si ce n’est par un facteur de proportionnalite´ de nature
ge´ome´trique, inde´pendant du nombre de Prandtl.
Dimension E Rac mc ωc
3D 4.73 10−3 8.9 103 3 2.99
3D 4.73 10−4 7.93 104 5 16.43
3D 4.73 10−5 1.08 106 9 232.4
3D 4.73 10−6 1.71 107 19 1202
2D 4.73 10−3 7.6 103 3 16.54
2D 4.73 10−4 7.56 104 6 88.1
2D 4.73 10−5 9.55 105 11 385.1
2D 4.73 10−6 1.47 107 21 1717
2D 10−7 1.75 109 70 21297
2D 10−8 3.55 1010 147 99137
2D/3D 4.73 10−4 0.85 1 5.5
2D/3D 4.73 10−4 0.95 1.2 5.36
2D/3D 4.73 10−5 0.88 1.2 1.65
2D/3D 4.73 10−6 0.86 1.11 1.42
Tab. 3.1 – Parame`tres critiques pour P = 1, en chauffage diffe´rentiel.
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Fig. 3.2 – Convergence des parame`tres critiques lorsque E → 0.
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Fig. 3.3 – Structure radiale de la solution dans l’espace re´el.
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l’e´tend au cas du chauffage diffe´rentiel et des conditions aux limites de non-
glissement.
Le de´saccord entre codes 2D et 3D aux nombres d’Ekman typiques de 10−6
est duˆ au frottement des cellules de convection sur les couches d’Ekman de la
sphe`re externe. Nous n’avons pas inclu ce frottement dans notre mode`le parce
qu’il est d’ordre E1/2, et est donc domine´ aux bas Ekman par la circulation
verticale force´e par la pente. Zhang et Jones (1993) ont montre´ que lorsque
l’on ne´glige ce frottement, ceci augmente significativement le nume´ro du mode
critique et sa pulsation. Nos re´sultats sont en accord avec ces affirmations.
La latitude critique a` laquelle se de´veloppe la convection, et donc la structure
radiale de celle-ci (figure 3.3) s’en trouvent modifie´s.
On regarde enfin l’e´volution radiale de la solution a` diffe´rents Ekman (figure
3.4). On reporte ici le module de la fonction courant pour le mode critique, dans
l’espace spectral. La taille radiale de la solution, ainsi que la taille de la couche
limite parie´tale, se mettent a` l’e´chelle avec E1/5, en accord avec Cardin et Olson
(1994) , et l’e´tude locale d’instabilite´ (Dormy, communication personnelle).
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Fig. 3.4 – Evolution du module de la solution dans l’espace spectral lorsque E → 0.
3.3.2 Chauffage interne, P = 1.
Pour le mode de chauffage interne, une the´orie asymptotique exacte existe:
Jones et al. (2000). C’est pourquoi il est inte´ressant de comparer les solutions
2D et 3D dans cette configuration. Dans ce mode, la solution se de´veloppe au
cœur de la coquille sphe´rique, et on s’affranchit ainsi d’e´ventuels effets de bord
(tels que l’e´quateur de la graine en 3D) qui peuvent eˆtre sources de diffe´rences
entre les deux solutions.
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Adaptation du profil conductif.
De meˆme que pre´ce´demment, il faut adapter le profil conductif 3D. Nous
reprenons la notation s pour le rayon cylindrique et r pour le rayon sphe´rique.
Ce profil conductif est donne´ par l’e´quation:
∇2Ts3D = 3β,
β representant le taux de production de chaleur duˆ aux sources internes (Dormy,
1997).
Ceci implique un profil 3D
Ts3D =
βr2
2
+ T0.
Inte´grons le profil 3D sur une verticale de hauteur 2L. Le profil moyenne´ s’e´crit:
< Ts3D > z =
1
2L
∫ L
−L
β(s2 + z2)
2
dz =
β
3
s2 + T0 +
β
6
r2e
Le profil statique 2D, issu de la meˆme e´quation
∇2eTs2D = 3β,
donne
Ts2D =
3
4
βs2.
Ainsi, le profil statique 2D est 9/4 fois plus fort que le 3D. Le nombre de
Rayleigh critique 2D doit donc eˆtre multiplie´ par 9/4 pour correspondre au
nombre de Rayleigh critique 3D.
Re´sultats
La figure 3.5 montre l’e´volution des parame`tres critiques, qui sont donne´s
nume´riquement dans la table 3.2. Nous disposons cette fois de deux points de
comparaison: la the´orie locale de Roberts-Busse et la the´orie de Jones et al. La
convergence est fortement retarde´e par rapport au cas du chauffage diffe´rentiel.
Ceci est duˆ au fait que la convection se de´veloppe vers le milieu du domaine.
A mesure que la pente des frontie`res augmente, il est de plus en plus difficile
d’appliquer le mode`le quasige´ostrophique, car la circulation induite par la pente
est de plus en plus forte, et le champ divergent udiv (voir chapitre 1) est de
moins en moins ne´gligeable. Ce mode`le est donc de plus en plus faux a` mesure
que le rayon augmente.
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Ainsi, nous ne pouvons discriminier, au nombre d’Ekman de 10−8 auquel
nous sommes alle´s, si la limite Roberts-Busse ou la limite Jones sera atteinte.
La figure 3.6 montre que le rayon cylindrique auquel l’instabilite´ se de´veloppe
n’a pas, lui non plus, converge´ suffisamment lorsque E = 10−8, pour que nous
puissions discriminer entre les deux the´ories.
Dimension E Rac mc ωc
2D 10−5 1.40 107 19 1.31 103
2D 10−6 2.95 108 43 6.26 103
2D 10−7 6.28 109 93 2.92 104
2D 10−8 1.29 1011 207 1.36 105
3D 4.73 10−5 1.56 106 13 3.09 102
3D 1.50 10−5 7.06 106 20 7.21 102
3D 4.73 10−6 3.22 106 30 1.64 103
Tab. 3.2 – Parame`tres critiques pour P = 1, en chauffage interne.
3.3.3 Bilan
En chauffage diffe´rentiel, la solution 2D se rapproche asymptotiquement
de la solution 3D, en ce qui concerne les parame`tres critiques et la structure
radiale de la solution. En chauffage interne, la convergence est beaucoup plus
lente, du fait de la pente accrue des frontie`res a` l’endroit ou` la convection se
de´veloppe. Nous pouvons montrer qu’une source finie d’erreur subsiste dans le
mode`le quasige´ostrophique lorsque E → 0. Ce mode`le pre´voit en effet (voir
chapitre 1) que la fonction uz(z) doit eˆtre line´aire de la coordonne´e z. Dormy
et al. (2000) ont re´alise´ des calculs nume´riques de cette fonction pour E → 0.
Le re´sultat est en figure 3.7. La fonction n’est pas totalement line´aire. L’erreur
est de plus fonction du rayon cylindrique. Il est donc normal que l’instabilite´
ne trouve pas le bon rayon critique. Cette erreur n’est pas e´norme, puisque
les parame`tres critiques obtenus en 2D sont assez proches de ceux obtenus en
3D. Le code 2D simule quantitativement bien l’e´tat de base sur lequel vont se
construire les solutions non-line´aires.
3.3.4 Paramètres critiques pour l’expérience.
Dans toute la suite de ce chapitre, nous re´alisons des calculs 2D dans le
but de les comparer avec l’expe´rience: c’est pourquoi nous choisissons un rap-
port d’aspect de 4/11, des conditions aux limites de no-slip et de chauffage
diffe´rentiel, un nombre de Prandtl de 7 (eau) ou 0.025 (gallium liquide).
Le tableau 3.3 donne les parame`tres critiques obtenus pour les situations
de l’expe´rience. On pourra comparer ces re´sultats avec ceux obtenus en 3D
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Fig. 3.6 – Evolution de la structure radiale de la solution dans l’espace spectral lorsque
E → 0, dans le cas du chauffage interne.
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Fig. 3.7 – Limite the´orique, lorsque E → 0, de la vitesse verticale convective induite par le
mouvement radial, en fonction de la coordonne´e verticale z, a` la latitude s = 0.5004. L’e´cart
a` la line´arite´ (traits pointille´s) ne tend pas vers 0 lorsque E tend vers 0. Les conditions
the´oriques sont chauffage interne, conditions aux limites de contraintes libres.
dans l’article expe´rimental du chapitre 2. L’accord est bon, ce qui signifie que
le mode`le simule bien la variation du seuil avec le nombre de Prandtl.
P E Ω (rpm) Rac ∆T (K) ωc τc (s) mc
7 9.74 10−6 200 1.11 107 0.75 2.47 102 125 21
7 4.87 10−6 400 2.61 107 0.44 3.88 102 79 26
7 3.25 10−6 600 4.32 107 0.30 5.06 102 61 29
7 2.44 10−6 800 6.18 107 0.26 6.10 102 51 32
0.025 2.92 10−6 200 5.12 106 14.47 9.76 103 10.5 11
0.025 1.46 10−6 400 1.15 107 8.10 1.51 104 6.8 16
0.025 9.74 10−7 600 1.82 107 5.70 2.00 104 5.1 17
0.025 7.31 10−7 800 2.54 107 4.49 2.37 104 4.3 20
Tab. 3.3 – Valeurs critiques pour les parame`tres atteints par l’expe´rience, obtenues en
simulation 2D.
La figure 3.8 repre´sente deux exemples de trace´s de la vorticite´ e´quatoriale
du mode critique. Dans des conditions de no-slip, on peut remarquer que la
couche limite interne contient beaucoup de vorticite´.
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Eau Gallium
Fig. 3.8 – Trace´s de vorticite´ pour les ondes de Rossby au seuil, en chauffage diffe´rentiel. A
gauche, mode critique 21 pour P = 7 (eau), dans la situation E = 9.74 10−6; a droite: mode
critique 16 pour P = 0.025 (gallium), dans la situation E = 1.46 10−6.
3.4 Étude non-linéaire du modèle
3.4.1 Espace des paramètres
La table 3.4 re´sume l’ensemble des expe´riences nume´riques que nous avons
re´alise´es. Les parame`tres a-priori tels que Ra, E, P sont liste´s dans cette table.
Pour de´crire les re´gimes dynamiques et thermiques de l’e´coulement, nous aurons
besoin de deux parame`tres a-posteriori:
P E Ra/Rac RaQ/Rac Nombre Re Pe
de calculs
7 9.744 10−6 1.1–100 0.1–3000 12 1–500 1–3500
7 2.436 10−6 1.1–20 0.1–200 8 1-160 1–1120
0.025 1.462 10−6 1.05–10 0.7–30 8 150–7000 3–175
Tab. 3.4 – Description des expe´riences nume´riques.
– le nombre de Reynolds associe´ au phe´nome`ne de convection. Pour le
de´finir, nous calculons la vitesse radiale moyenne du fluide comme suit:
nous calculons l’e´nergie des modes non-axisyme´triques Econv, que nous
appelerons e´nergie convective, nous la ramenons a` l’unite´ de surface, et
la moyennons dans le temps:
Econv =
1
pi(r2e − r2i )
∫∫ (
u2r + u
2
θ
)
m$=0
dS,
econv =< Econv >t .
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La vitesse radiale moyenne Ur du fluide vaut
Ur =
√
econv, (3.4)
et nous posons
Re = Ur, (3.5)
du fait de l’adimensionnement choisi.
– le nombre de Pe´clet, de´fini par
Pe = P ·Re.
Nous de´finissons encore l’e´nergie zonale Ezon du fluide comme e´tant l’e´nergie
contenue dans le mode axisyme´trique, et la vitesse zonale moyenne Uθ comme
Ezon =
1
pi(r2e − r2i )
∫∫
(uθ)
2
m=0 dS,
ezon =< Ezon >t,
Uθ =
√
ezon. (3.6)
Pour comparer efficacement les simulations 2D avec l’expe´rience, nous au-
rons besoin de quantifier le flux de chaleur convecte´ par l’e´coulement. En ef-
fet, nous verrons dans la section 3.5 que tous les parame`tres a-priori e´tant
fixe´s, l’e´coulement du mode`le 2D aura tendance a` convecter plus de chaleur
que l’e´coulement expe´rimental. C’est un autre parame`tre a-poste´riori qui in-
tervient: le nombre de Nusselt. Ce nombre est de´fini comme le flux de chaleur
total, divise´ par le flux de chaleur conductif. On peut le calculer comme suit,
a` la frontie`re inte´rieure ou a la frontie`re exte´rieure:
Nui =
<
dT
dr
(ri) >θ,t
dTs2D
dr
(ri)
, Nue =
<
dT
dr
(re) >θ,t
dTs2D
dr
(re)
et
Nui = Nue = Nu
RaQ = Nu ·Ra est le nombre de Rayleigh base´ sur le flux de chaleur. C’est
ce parame`tre qui intervient dans les lois d’e´chelle, et il permet de comparer
expe´riences, simulations nume´riques 2D et 3D. Soit donc le parame`tre critique
p = RaQ/Rac.
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3.4.2 Régimes dynamiques de l’écoulement.
Nous avons anticipe´, dans l’e´tude the´orique du chapitre 1, l’importance de
la repre´sentation Uθ = f(injection, Re) (e´quation (1.34)). L’e´tude expe´rimen-
tale nous a appris que Uθ/Ur = f(Ur) donnait une ide´e claire des re´gimes de
l’e´coulement. En la reproduisant nume´riquement (figure 3.9), Nous identifions
ici quatre re´gimes, nume´rote´s de 1 a` 4. Nous allons maintenant de´crire ces
re´gimes, ainsi que les me´canismes des trois transitions.
1 10 100 1000 10000
10
−2
10
−1
10
0
10
1
1 2
3 4
U
θ
/U
r
Ur = Re
Uθ/Ur = 1
Uθ ∝ U
2
r
P = 7, E = 9.74 10−6
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Fig. 3.9 – Re´gimes dynamiques de l’e´coulement.
Re´gime 1
Les points nume´riques correspondant a` ce re´gime ont e´te´ obtenus a` P =
7, E = 9.74 10−6 et E = 2.46 10−6. La figure 3.10 montre la fonction cou-
rant et le mouvement zonal dans deux situations, le champ de tempe´rature
correspondant, et un exemple d’e´volution temporelle du syste`me.
Ce re´gime est un prolongement du seuil de convection. Il est stationnaire
dans le temps et pe´riodique en espace. Il correspond a` une onde de Rossby ther-
mique, non-line´airement stable, dont l’e´nergie sature. Le nombre de Reynolds
croˆıt comme
√
p− 1, ce qui est compatible avec un me´canisme de transition de
phase du premie`r ordre, de´crit par une e´quation de type Ginzburg-Landau.
La de´rive prograde de cette onde est pre´serve´e. Ne´anmoins, un (faible)
mouvement zonal re´trograde pre`s du centre, puis prograde lorsque le rayon
augmente, vient se superposer a` cette de´rive. Cardin et Olson (1994) ont ex-
plique´ ce mouvement zonal en invoquant les contraintes de Reynolds. Nous
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Fig. 3.10 – P = 7, E = 9.7 10−6. Le parame`tre critique et le nombre de Reynolds sont
indique´s en haut de chaque colonne. En haut: fonction courant (couleurs) et mouvement
zonal (noir, son e´chelle est en haut du graphe). En bas a` gauche: perturbation de tempe´rature
(couleurs) et vorticite´ (noir, les cyclones sont en traits pleins). En bas a` droite: e´volution
temporelle de l’e´nergie convective, et de l’e´nergie zonale.
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reprenons ici cette explication.
Si nous reprenons l’e´quation 3.3 du mouvement zonal, nous pouvons e´crire
le terme non line´aire sous la forme:
(ue · ∇e)uθ = ur ∂uθ
∂r
=
1
r
∂
∂r
(ruruθ)
La dernie`re e´galite´ e´tant obtenue du fait de l’incompressibilite´ du fluide, et du
caracte`re bi-dimensionnel de l’e´coulement. On peut donc conside´rer que le ci-
saillement radial de la contrainte de Reynolds τ = uruθ engendre le mouvement
zonal. D’habitude, on emploie une description en termes de tenseur de Reynolds
pour parler de turbulence, d’effets macroscopiques observe´s du fait de l’action
moyenne des petites e´chelles. Ici, l’action des !!petites"" (non-axisyme´triques,
m > 0) e´chelles influence en moyenne la !!grande"" (axisyme´triques, m = 0)
e´chelle.
Ce me´canisme de cre´ation du mouvement zonal re´clame deux ingre´dients
essentiels: la spirallisation des colonnes (sans cette dernie`re, il ne peut y avoir
de variation radiale de la contrainte de Reynolds, donc de mouvement zonal),
et un bon degre´ de corre´lation entre ur et uθ. Ceci implique que le mouvement
zonal se mettra a` l’e´chelle comme:
Uθ ∝ U2r ⇒
Uθ
Ur
∝ Ur
C’est la ligne pointille´e trace´e sur la figure 3.9.
L’onde de Rossby thermique est ide´ale pour ces deux conditions: la fi-
gure 3.11 illustre le lien entre cellules de convection spiralle´es et cre´ation de
contraintes de Reynolds. Ces dernie`res prennent place entre deux cellules spi-
ralle´es de vorticite´ oppose´e. Elles sont toujours assez nettement ne´gatives, ce
qui donne la moyenne late´rale dessine´e sur le graphe de droite de la figure
3.11. Pour me´moire, la forme du mouvement zonal est rappele´e en-dessous.
On remarque sur cette figure que pre`s de la frontie`re interne, le mouvement
zonal a une pente non-nulle, ce qui signifie que ce dernier exerce une contrainte
visqueuse sur la paroi. La taille radiale de la zone sur laquelle se de´veloppe le
mouvement zonal correspond a` la taille radiale des cellules de convection.
Nous essayons d’e´claircir cela en trac¸ant les diffe´rentes forces en pre´sence
dans l’e´quation qui re´git les mouvements axisyme´triques (figure 3.12). La fric-
tion d’Ekman est e´videmment toujours re´sistante. Pre`s des frontie`res du do-
maine, cette re´sistance est contre´e par la viscosite´ dans le volume: l’entraˆıne-
ment par le fluide rapide du centre est a` l’origine de forces motrices. A` l’inte´-
rieur du fluide, le forc¸age non-line´aire devient dominant, et la viscosite´ vient
ajouter sa re´sistance au frottement d’Ekman. Ainsi, le couple visqueux que le
fluide exerce sur les parois est duˆ a` la ne´cessite d’e´quilibrer le couple cre´e par
le forc¸age non-line´aire sur le fluide.
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Fig. 3.11 – Gauche: Localisation des contraintes de Reynolds (couleurs) par rapport aux
structures de vorticite´ (les traits pleins dont les anticyclones. Droite: Contraintes de Reynolds
moyennes et mouvement zonal (P = 7, p = 1.1, E = 9.7 10−6).
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Fig. 3.12 – E´quilibre des forces volumiques produisant le mouvement zonal. La situation
e´tudie´e est stationnaire en temps (P = 7, p = 1.1, E = 9.7 10−6).
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Transition chaotique et re´gime 2.
A` mesure que le nombre de Reynolds de l’e´coulement augmente, l’advection
dans la direction radiale prend de la force. Cela implique que l’onde de Rossby
va voir sa taille radiale augmenter (on le voit sur la figure 3.10). Cela implique
aussi et surtout que l’e´chelle de temps des phe´nome`nes inertiels va finir par
e´galer l’e´chelle de temps de l’onde de Rossby. On peut attendre alors que les
effets inertiels fassent perdre au syste`me sa pe´riodicite´ unique. Le crite`re peut
s’e´noncer ainsi: dans un temps 2pi/ωc, l’advection radiale est suffisante pour
de´placer un volume de fluide sur la taille d’une structure convective 2pi/2mc,
ou` encore:
Ur = Re =
ωc
2mc
ou` ωc,mc sont respectivement la pulsation et le nombre d’onde de l’onde de
Rossby au seuil. Pour P = 7, E = 9.74 10−6 la condition donne Re = 6, et
pour E = 2.44 10−6 cela donne Re = 10. Ces valeurs sont en accord avec celles
que l’on rele`ve sur la figure 3.9 pour la limite du re´gime 1. Asymptotiquement,
lorsque E → 0, la mise a` l’e´chelle de ce crite`re est:
Ur = Re =
ωc
2mc
∝ E−1/3.
Pour le noyau, avec E ∼ 10−14 et Re ∼ 108, ce crite`re est ve´rifie´.
A` ce moment, des de´fauts apparaissent dans l’onde de Rossby, et le sys-
te`me adopte un comportement chaotique en temps (figure 3.13). Nous allons
expliquer cette transition en faisant intervenir une premie`re fois ici le concept
de vorticite´ potentielle. Ce concept et les raisonnements qui s’y attachent sont
fondamentaux pour la compre´hension du mode`le.
Les trace´s du champ de tempe´rature totale (statique et perturbation), pre´-
sents sur la figure 3.14, montrent que les effets non-line´aires ont tendance a`
confiner le gradient thermique de´stabilisateur dans une zone limitrophe appele´e
couche limite thermique (voir section 3.4.3 pour plus de de´tails). La diffusion
de tempe´rature, depuis le bord (froid a` l’inte´rieur) du mode`le, est le phe´no-
me`ne dominant dans cette couche. Le gradient de tempe´rature peut devenir
critique localement et un courant montant prend naissance. Du fluide de la
couche limite est alors injecte´ dans un canal, qui est la base du panache nais-
sant. L’e´paisseur late´rale de ce canal est telle que la gradient de tempe´rature
entre l’inte´rieur et l’exte´rieur de ce dernier soit du meˆme ordre que le gradient
de couche limite. Ce canal adopte donc la largeur de la couche limite. Ainsi,
les courants montants, dans ce type de convection, sont ge´ne´ralement plus fins
et plus forts que les courants descendants.
Le canal du panache est a` l’origine d’un gradient late´ral de tempe´rature,
qui, selon l’e´quation 3.1, est cre´ateur de vorticite´. Initialement, un cyclone est
cre´e´ sur le coˆte´ prograde du canal, dans lequel ∂T/∂θ > 0, et un anticyclone
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Fig. 3.13 – P = 7, E = 9.7 10−6. a` gauche: fonction courant et mouvement zonal pour le
re´gime chaotique 2. A` droite: e´volution temporelle de l’e´nergie.
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Fig. 3.14 – P = 7, E = 9.7 10−6. Trace´s de la tempe´rature totale (lignes colore´es), et de la
vorticite´ (lignes noires, les anticyclones sont en traits pleins).
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est cre´e´ sur le coˆte´ re´trograde du canal, dans lequel ∂T/∂θ < 0 (voir figures
3.14 et 3.17).
Hors des sources et des puits de vorticite´, la vorticite´ potentielle Λ =
ω − 2lnL
E
est une quantite´ mate´riellement conserve´e. L’e´volution d’un vor-
tex, loin des bords et en dehors du panache qui lui a donne´ naissance, est donc
re´gie par la conservation de la vorticite´ potentielle. Cette loi de conservation
peut eˆtre vue comme un e´changeur entre la vorticite´ plane´taire (la vorticite´ duˆe
a` la rotation du re´fe´rentiel contenant le fluide), et la vorticite´ du fluide dans son
re´ferentiel. Un volume de fluide advecte´ depuis le bord inte´rieur du mode`le vers
des zones pour lesquelles L diminue doit donc acque´rir de la vorticite´ anticy-
clonique, alors qu’un volume de fluide advecte´ depuis l’exte´rieur vers des zones
de plus grand L doit devenir un cyclone. Dans le cas qui nous concerne ici, le
champ de vitesse du panache montant advecte l’ensemble cyclone-anticyclone
vers l’exte´rieur, donc vers les L de´croissants. Ainsi, le cyclone doit s’affaiblir
et l’anticyclone se renforcer. Cet effet peut eˆtre vu sur les deux dessins de
tempe´rature de la figure 3.14. Il est encore plus visible sur le dessin de tempe´-
rature de la figure 3.17, dans lequel tout panache thermique montant s’enroule
ultimement dans un anticyclone.
Ainsi, la combinaison de la disyme´trie entre panaches montants et des-
cendants, et de l’advection de la vorticite´ potentielle, de´stabilisent l’onde de
Rossby en renforcant ses anticyclones, qui advectent alors les cyclones dans
leur champ proche. C’est de cette manie`re que le chaos spatio-temporel prend
progressivement place.
Ce chaos supprime la spirallisation des structures, et leur re´gularite´. Le
mouvement zonal connaˆıt donc une stagnation, qui est la caracte´ristique du
re´gime 2.
re´gimes 3 et 4.
Le re´gime 3 est caracte´rise´ par une reprise de la croissance line´aire de Uθ/Ur
avec Re, et le re´gime 4 par une nouvelle stagnation. Cette reprise de la crois-
sance sugge`re qu’un nouveau me´canisme alimente le mouvement zonal. Nous
allons essayer de comprendre ce me´canisme.
Les re´gimes 3 et 4 ont e´te´ atteints a` P = 7, et aussi a` P = 0.025, nombre
de Prandtl du gallium. Ces dernie`res simulations repre´sentent les plus hauts
nombres de Reynolds que nous avons atteints. La figure 3.15 montre l’e´volution
de la fonction courant dans ces deux re´gimes. L’augmentation du nombre de
Reynolds favorise tre`s nettement l’apparition de structures de plus en plus
grandes, de rapport d’aspect 1. C’est une observation que nous avions de´ja`
faite lors de l’e´tude expe´rimentale, qui prouve que dans ce syste`me l’e´nergie
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Fig. 3.15 – E´volution de la fonction courant en re´gimes 3 et 4, lorsque le nombre de Reynolds
augmente.
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cine´tique a une tendance a` la migration vers les grandes e´chelles.
Une autre observation peut conforter ce sce´nario: la figure 3.16 montre les
e´nergies convectives et zonales du fluide, pour une expe´rience a` P = 0.025.On
observe ici (c’est aussi pre´sent, mais moins visible, dans l’eau) dans la se´rie
temporelle de l’e´nergie, une anticorre´lation temporelle entre e´nergie convective
et e´nergie zonale: cette dernie`re augmente en ge´ne´ral peu apre`s que l’e´ner-
gie convective ait chute´. La somme des deux e´nergies n’est cependant pas
constante, puisque de l’e´nergie potentielle peut-eˆtre stocke´e sous forme de gra-
dients thermiques sous-critiques. Ceci sugge`re un transfert de l’e´nergie convec-
tive vers l’e´nergie zonale.
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Fig. 3.16 – Se´rie temporelle d’e´nergie pour un calcul a` P = 0.025, p = 9.7, E = 1.46 10−6.
La figure 3.17 montre les champs de vorticite´ et de tempe´rature pour deux
simulations des re´gimes 3 et 4, l’une pour P = 7, l’autre pour P = 0.025. La
pre´dominance des anticyclones pour les panaches montants, que nous avons
de´ja` rencontre´e, est incontestable ici pour P = 0.025. Pour P = 7, cette pre´-
dominance est atteste´e par le champ de vorticite´, et aussi par le fait que tout
panache montant s’enroule ultimement dans un anticyclone. La diffe´rence de
nombre de Prandtl s’illustre dans les gradients des structures thermiques, forts
quand P = 7 et tre`s diffus quand P = 0.025.
Dans la simulation a` P = 7, nous remarquons l’existence de panaches des-
cendants, d’e´clenche´s par une instabilite´ thermique originaire de la frontie`re
externe du mode`le. Du fait de l’advection de la vorticite´ potentielle vers l’in-
te´rieur, Ces panaches s’enroulent ultimement dans des cyclones. Ainsi, nous
observons l’existence d’au moins deux fronts, l’un anticyclonique, l’autre cyclo-
nique, entre les deux frontie`res. Les panaches qui s’appuient alternativement
sur des cyclones et des anticyclones prennent une forme ondule´e, en zigzag.
L’instabilite´ externe est moins visible dans la simulation a` P = 0.025, mais
des cyclones descendants et les deux fronts sont bien pre´sents. Cette instabilite´
thermique externe sera e´tudie´e en de´tail dans la section 3.4.3.
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Fig. 3.17 – Tempe´rature et vorticite´ pour les re´gimes 3 et 4.
Ainsi, les re´gimes 3 et 4 sont caracte´rise´s par une grande visibilite´ d’un
front anticyclonique pre`s de la frontie`re inte´rieure, et de l’existence, a` plus
grand rayon, d’un front cyclonique. Dans les simulations a` P = 7, ces fronts
sont moins visibles, et peuvent eˆtre plus nombreux que 2, du fait de la taille
plus faible des structures.
Ces observations nous donnent la cle´ du second me´canisme ge´ne´rateur du
mouvement zonal: la se´gre´gation radiale des cyclones et des anticyclones est
ge´ne´ratrice de circulation zonale moyenne. En effet, le mouvement zonal et la
distribution de vorticite´ e´quatoriale sont lie´s par le the´ore`me du rotationnel:∫∫
S
ω · dS =
∫
L
u · dl.
En prenant pour S le disque de rayon r, et pour L le cercle de rayon r, on
arrive a`: ∫
S
ωdr = ruθ,
Ce qui s’e´crit encore
ω =
1
r
∂
∂r
(ruθ) .
Les variations du mouvement zonal sont relie´es a` la densite´ de vorticite´
moyenne. Bien entendu, si la densite´ radiale de vorticite´ peut pre´senter des
inhomoge´ne´ites, la neutralite´ globale du fluide est pre´serve´e.
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Une forte densite´ d’anticyclones induit donc un mouvement zonal fortement
de´croissant avec le rayon. Une forte densite´ de cyclones induit un mouvement
zonal fortement croissant. C’est cela qui explique la forme caracte´ristique du
mouvement zonal que l’on observe sur la figure 3.15. C’est aussi cela qui ex-
plique que le mouvement zonal est majoritairement re´trograde, car les anticy-
clones sont les structures les plus vigoureuses aupre`s de la frontie`re inte´rieure.
Ce me´canisme de se´gre´gation radiale des structures de vorticite´ permet de
recre´er une corre´lation satisfaisante entre ur et uθ, et c’est ainsi que l’on quite
le re´gime 2 pour entrer dans le re´gime 3. Le mouvement zonal croˆıt a` nouveau
de manie`re quadratique par rapport au mouvement convectif. Nous essaierons
de quantifier cette transition dans la section 3.4.4, lorsque notre re´flexion sur
la turbulence du fluide aura progresse´.
Cependant, la se´gre´gation radiale n’est qu’un convertisseur, via la force de
Coriolis, d’e´nergie convective en e´nergie zonale. C’est la raison pour laquelle
cette dernie`re ne peut pas devenir beaucoup plus grande que l’e´nergie convec-
tive. C’est ce qui explique le passage du re´gime 3 au re´gime 4, et cette nouvelle
saturation est de´finitive.
3.4.3 Structures thermiques.
Description d’un panache thermique.
Dans cette section, nous e´tudions maintenant le fluide sous l’angle ther-
mique. Le nombre sans dimension caracte´risant l’advection de tempe´rature par
rapport a` sa diffusion est le nombre de Pe´clet de´fini par:
Pe = P ·Re
Lorsque l’advection de la tempe´rature prend de l’importance par rapport a` sa
diffusion, donc lorsque Pe >> 1, nous voyons apparaˆıtre des panaches ther-
miques, comme ceux du premier dessin de la figure 3.17, pour lequel Pe vaut
1750. Nous allons e´tudier la structure d’un panache.
Nous avons dit plus toˆt que lorsqu’un panache prend naissance, du fluide
de la couche limite est injecte´ dans un canal, dont la largeur est de l’ordre de
l’epaisseur de la couche limite. Le gradient late´ral de tempe´rature qui re´sulte
de la pre´sence du canal cre´e un cyclone sur le coˆte´ prograde du canal, un
anticyclone sur le coˆte´ re´trograde. L’equilibre correspondant s’e´crit:
dω
dt
∼ Ra∂T
∂θ
(3.7)
Par la suite, le panache montant, advectant cyclone et anticyclone vers les
L de´croissants, dans une situation ou` la vorticite´ potentielle est conserve´e, va
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voir l’anticyclone forcir et le cyclone s’affaiblir. Ceci re´git l’e´volution de la teˆte
du panache, qui s’enroule ultimement dans l’anticyclone, structure dominante.
L’e´quilibre dynamique s’e´crit:
dΛ
dt
= 0 =
dω
dt
− E−1 2
L
dL
dr
ue · er ⇒ dω
dt
∼ E−1 2
L
dL
dr
ue · er. (3.8)
Sur une e´chelle de temps inertielle t ∼ 1/ω, les e´quations 3.7 et 3.8 sont a`
l’origine de la balance a` trois termes, qui implique les lois d’e´chelles inertielles.
Nous en verrons une nouvelle illustration en section 3.4.4. Ainsi, un panache
thermique posse`de deux e´chelles de longueur:
– L’e´chelle late´rale du canal, qui est celle de la couche limite. Le nombre
de Nusselt Nu, qui mesure le flux de chaleur total, divise´ par le flux
de chaleur conductif, peut eˆtre directement relie´ a` l’e´paisseur d de cette
couche limite thermique par
Nu = 1/d.
– L’e´chelle de la teˆte, qui est celle de l’anticyclone que le panache induit.
Elle re´sulte d’un e´quilibre entre advection, force d’inertie et force de Co-
riolis, c’est donc l’e´chelle δ que nous avions identifie´e lors de l’e´tude ex-
pe´rimentale:
δ = c
(
RaQ
P 2
)1/5
E3/5
avec c ≈ 10.
On peut s’e´tonner ici d’un pre´facteur aussi grand pour une loi dite d’e´chelle...
Ce pre´facteur s’explique par le fait que nous avons e´crit tre`s grossie`rement
l’ordre de grandeur du terme de Coriolis, sans vraiment tenir compte des va-
riations de pente le long du chemin du vortex, ce qui nous ame`ne a` surestimer
l’effet de cette dernie`re force et donc a` obtenir des tailles un peu petites.
Instabilite´ thermique externe.
Nous nous tournons maintenant vers la description de l’instabilite´ ther-
mique externe. Alors que les panaches montants emme`nent le fluide froid vers
l’exte´rieur, le gradient thermique s’aplatit au milieu de la couche fluide, et
un gradient thermique se localise pre`s de la frontie`re exte´rieure, cre´ant ainsi
une seconde couche limite thermique externe. la figure 3.18 montre la locali-
sation progressive de cette couche externe a` mesure que le parame`tre critique
augmente.
Rappelons rapidement, a` ce propos, le raisonnement qui permet d’obtenir la
tempe´rature a` l’inte´rieur du fluide lorsque le mixage devient parfait (p⇒ +∞):
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Fig. 3.18 – E = 9.7 10−6, P = 7. Profils de la composante axisyme´trique de la tempe´rature
en fonction du parame`tre critique p. La ligne horizontale est la tempe´rature de l’inte´rieur
pre´vue par la the´orie du mixage parfait.
Le flux de chaleur Φ a` travers le mode`le peut s’exprimer de deux fac¸ons:
Φ = 2piri∆TiNu = 2pire∆TeNu
ou` ∆Ti et ∆Te sont respectivement les diffe´rences de tempe´rature re´gnant
dans les couches limites interne et externe. Ceci implique
∆Te =
ri
re
∆Ti
et puisque ∆Ti + ∆Te = ∆T , nous avons
∆Ti =
∆T
ri/re + 1
(3.9)
et
∆Te =
∆T
re/ri + 1
La tempe´rature de l’inte´rieur du fluide, dans l’hypothe`se d’un mixage parfait,
vaut donc
T0 =
∆T
ri/re + 1
. (3.10)
nous avons reporte´ cette tempe´rature the´orique sur la figure 3.18. La partie
du fluide proche de la frontie`re exte´rieure tend vers l’e´tat asymptotique moins
rapidement que la partie du fluide proche de la frontie`re inte´rieure, du fait de
la forte pente des couvercles, qui interdit les mouvements radiaux et donc le
mixage. C’est ainsi que la couche limite externe, plus large, est plus difficile a`
de´stabiliser que la couche interne, bien que la gravite´ soit plus forte a` l’exte´rieur.
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L’augmentation de p finit tout de meˆme par de´stabiliser la couche limite
thermique externe, comme nous pouvons le voir sur les figures 3.14, et 3.17. Le
nombre de Nusselt calcule´ a` la frontie`re exte´rieure se met alors a` osciller (figure
3.19), et ceci te´moigne, avec la naissance de panaches descendants, de la nais-
sance de la nouvelle instabilite´. Cette instabilite´ est singulie`re, car bien que ses
panaches induisent des mouvements radiaux vers l’inte´rieur, ces mouvements
sont tre`s limite´s par la grande pente des couvercles. Comme nous allons le voir
dans la section 3.4.4, ceci cre´e des structures dissipatives tre`s proches des ondes
de Rossby au seuil.
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Fig. 3.19 – Evolution temporelle du flux de chaleur (nombre de Nusselt), calcule´ aux deux
frontie`res du mode`le, dans l’eau. L’oscillation du flux externe atteste de la pre´sence d’une
instabilite´ thermique externe, et ceci permet de donner une fourchette pour le de´clenchement
de l’instabilite´ thermique externe: 4.9 < p < 8.7 pour P = 7, E = 9.7 10−6.
La figure 3.20 repre´sente, a` la manie`re de ce qui a e´te´ fait sur la figure 3.9,
un diagramme unificateur des diffe´rents fluides: le nombre de Nusselt Nu en
fonction du nombre de Pe´clet (que nous de´finissons ici par Pe = Ur · P ). Ici
encore, le nombre de Nusselt e´tant caracte´ristique de la thermique du fluide,
il est normal qu’il de´pende en grande partie du Pe´clet. L’instabilite´ externe
survient pour Pe ≈ 100, et Nu = 2. Il est difficile de donner un crite`re pour
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cette instabilite´, du fait de la difficulte´ de quantifier la localisation du gradient
de couche limite externe.
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Fig. 3.20 – Nombre de Nusselt en fonction du nombre de Pe´clet. Le changement de pente tra-
duit une augmentation de l’efficacite´ de la machine convective, qui coincide avec l’apparition
de l’instabilite´ externe.
Ceci se´pare deux re´gimes thermiques, que Sumita et Olson (2000) ont appele´
re´gime de convection pe´ne´trative (une seule instabilite´) et re´gime de convection
duale (deux instabilite´s). Le nombre de Nusselt stagne dans le re´gime pe´ne´tra-
tif, puis augmente beaucoup dans le re´gime dual. Tilgner et Busse (1997) ont
aussi observe´ ce comportement.
La machine convective est donc beaucoup plus efficace dans le re´gime dual.
Pour comprendre cette augmentation de l’efficacite´ du transfert thermique,
nous nous inspirons du raisonnement utilise´ en convection du manteau pour
trouver la de´pendance de Nu avec Pe: supposons que nous sommes dans le
re´gime pe´ne´tratif. Des panaches thermiques montent de l’inte´rieur, et, lorsque
le mouvement radial devient difficile du fait de la pente des couvercles, ils
se de´barassent de leur chaleur par diffusion thermique vers l’exte´rieur avant
de replonger. Puisqu’ils passent un temps t = 1/Ur avant de replonger, la
taille de la couche a` travers laquelle ils se de´barassent de leur chaleur vaut
d =
√
1/(P · Ur), et le nombre de Nusselt doit varier comme Nu ∼ 1/d ∼
√
Pe.
C’est le type de comportement que les mode`les de convection a` Prandtl infini
(manteau) donnent.
Dans le re´gime dual, nous devons formuler un nouveau raisonnement: des
panaches issus des deux frontie`res du mode`le viennent se rencontrer, et diffusent
leur chaleur sur une e´chelle de longueur de l’ordre de d = 1/Pe lors de leur
rencontre. En effet, cette e´chelle est l’echelle a` laquelle la diffusion thermique
redevient pre´ponde´rante. Le nombre de Nusselt doit logiquement varier comme
Nu ∼ 1/d ∼ Pe, c’est a dire beaucoup plus vite que pre´ce´demment. Cette loi de
puissance est reporte´e sur la figure 3.20, et est en bon accord avec les donne´es.
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Ainsi, la machine convective devient plus efficace du fait de l’advection de
matie`re chaude depuis l’exte´rieur, induite par l’instabilite´ thermique externe.
3.4.4 Structures dynamiques.
Lorsque le nombre de Reynolds devient grand (de l’ordre de 1000), le champ
de vitesse pre´sente de nombreuses caracte´ristiques assimilables a` la pre´sence
d’une forme de turbulence, au sens ou` nous l’avons de´finie dans le chapitre
the´orique: chaos temporel, tre`s large gamme d’e´chelle spatiale (voir la figure
3.17). Cette turbulence est bi-dimensionnelle, et nous avons de´ja identifie´ cer-
tains phe´nome`nes qui supportent l’ide´e d’une cascade inverse d’e´nergie: les
structures grandissent avec p, un mouvement zonal fort prend place a` l’e´chelle
m = 0. Nous avions l’intuition, dans le chapitre the´orique, que le plan β devait
favoriser l’apparition de structures cohe´rentes. Nous voulons identifier et e´tu-
dier ces structures, les relier avec les lois d’e´chelle, et de´crire les particularite´s
et caracte´ristique de la turbulence quasi-ge´ostrophique qui existe dans notre
syste`me.
Disparite´ d’e´chelle
Nous avons vu dans le chapitre 1 que le flux d’e´nergie vers les grandes
e´chelles est conditionne´ par la disparite´ entre l’e´chelle d’injection de l’e´nergie,
et l’e´chelle maximale a` laquelle l’enstrophie peut aller. L’identification de la
disparite´ d’e´chelle est donc un point important de l’e´tude des structures dyna-
miques. La figure 3.17 nous donne une ide´e de la gamme des e´chelles que l’on
peut trouver dans l’e´coulement. Nous ne devons pas oublier que la plus grande
e´chelle, le mouvement zonal, fait aussi partie de cette gamme.
Nous cherchons d’abord l’e´chelle d’injection. L’instabilite´ convective force
en ge´ne´ral une gamme de longueurs d’onde donne´e (figure 1.10 du chapitre 1).
Cependant, la discussion de la section pre´ce´dente a montre´ que les panaches,
qui repre´sentent la plus grande partie de l’e´nergie injecte´e, ont une teˆte d’e´chelle
δ, re´sultant d’une interaction du plan β avec la pousse´e d’Archime`de. Ce sont
les structures cohe´rentes dont la figure 1.10 sugge´rait l’existence. δ peut donc
eˆtre conside´re´e comme l’e´chelle d’injection principale.
Nous avons ensuite deux e´chelles de dissipation, situe´es de part et d’autre
de l’e´chelle d’injection:
– la grande e´chelle du mouvement zonal (m = 0): nous y avons introduit,
lors de notre mode´lisation, une forte dissipation d’e´nergie cine´tique: le
frottement d’Ekman sur la sphe`re externe.
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– la petite e´chelle visqueuse. Nous avons vu que cette e´chelle varie comme
1/Re, e´chelle a` laquelle la viscosite´ redevient comparable a` l’advection.
C’est la` que l’enstrophie dissipe.
Nos simulations ont pu atteindre des re´gimes de fort Re, l’e´chelle δ restant
de l’ordre de 0.1. Ainsi, nous avons obtenu de fortes disparite´s d’e´chelle (voir,
par exemple, la figure 3.21). C’est une situation qui nous inte´resse d’un point
de vue ge´ophysique, car, dans le chapitre 2, lors de l’extrapolation au noyau
terrestre, nous avons obtenu δ ∼ 20 km, et Re = 108. Bien que l’e´chelle d’in-
jection soit ici extreˆmement faible devant la taille du noyau, elle est encore 106
fois plus grande que l’e´chelle visqueuse. Ainsi, nous attendons pour le noyau
une tre`s forte disparite´ d’e´chelle.
1 10 100 1000
10
0
10
5
Energy cascade
Enstrophy
cascade
Injection scale 
Energy
Enstrophy
dissipation
scale
dissipation
scaled
en
si
te´
sp
ec
tr
a
le
d
’e´
n
er
g
ie
nombre d’onde late´ral.
Fig. 3.21 – P = 0.025, E = 1.5 10−6, p = 9.7. Spectre d’e´nergie cine´tique moyenne´ dans le
temps, obtenu a` r = 0.6. l’e´chelle d’injection est reporte´e.
Structures cohe´rentes inertielles
Dans le but de comprendre le comportement dynamique d’un fluide pre´-
sentant une grande disparite´ d’e´chelle, nous allons e´tudier le cas suivant: P =
0.025, p = 9.7, E = 1.5 10−6, de´ja repre´sente´e sur la figure 3.17. Le nombre
de Reynolds vaut 3700. Pour bien visualiser la vorticite´, la carte de couleur
a e´te´ modifie´e: l’arc-en-ciel classique a e´te´ remplace´ par une carte bimodale
bleu-rouge, avec un de´grade´ de gris pour les faibles vorticite´s et une ligne de
ze´ro jaune. Sur la meˆme figure, on a reporte´ le champ de vitesse radiale corres-
pondant a` la premie`re situation. Une carte de corre´lation a e´te´ re´alise´e selon
le principe suivant: a` chaque rayon, une fonction de corre´lation normalise´e des
deux champs pre´sente´s est calcule´e. Toutes ces fonctions sont ensuite repre´sen-
te´es sur un graphe a` deux dimensions et des contours sont trace´s.
Concentrons nous d’abord sur ce qui se passe a` la frontie`re inte´rieure:
sur la gauche du premier dessin (t0), un panache thermique montant a cre´e
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Fig. 3.22 – En haut: cartes de vorticite´ distantes en temps de ∆t = 2.5 10−5. Les parame`tres
sont P = 0.025, p = 9.7, E = 1.510−6. En bas a` gauche: contours de la vitesse radiale
correspondant a` la premie`re situation. A droite: carte de corre´lation entre les deux situations.
Le trait fort donne la de´rive pre´vue par le mouvement zonal moyen.
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un cyclone sur son coˆte´ prograde, et un anticyclone sur son coˆte´ re´trograde.
Plus tard (t0 + ∆t), comme on peut le voir visuellement, et comme le montre
la carte de corre´lation, l’ensemble de la structure a de´rive´ late´ralement, de
manie`re assez homoge`ne, dans la direction re´trograde. Le trait fort de la carte
de corre´lation montre que la de´rive pre´vue par le mouvement zonal suffit a`
expliquer presque toute la de´rive des structures; nous n’observons donc pas de
comportement ondulatoire.
Regardons maintenant l’effet de l’advection radiale: en nous aidant du trace´
de vitesse radiale de la figure 3.22, nous estimons a` 10000 la vitesse radiale du
panache montant. Si l’advection emmenait e´galement le cyclone et l’anticy-
clone, alors l’ensemble de la structure se serait de´place´ radialement sur une
distance de 10000 ·∆t = 0.25. Or, si le cyclone s’est effectivement e´loigne´ de
la frontie`re inte´rieure, l’anticyclone est reste´ !!colle´"" sur le bord et s’est ren-
force´. Le cyclone, lui, s’est affaibli, puis a e´te´ emmene´ dans le champ proche
de l’anticyclone. Ce n’est donc pas un me´canisme d’advection pure qui a dicte´
l’e´volution de ces structures, mais plutoˆt un me´canisme d’e´volution a` vorticite´
potentielle constante. C’est donc du fait de l’existence de ces structures que
la loi d’e´chelle inertielle (voir section 3.4.3) est ve´rifie´e. Plus au centre de la
couche fluide, les meˆmes effets que ceux de´crits pre´ce´demment prennent place,
et ce sont cette fois les cyclones qui se renforcent en vorticite´ positive et sont
favorise´s. Cependant, l’effet est moins marque´, car les vitesses radiales sont
beaucoup plus faibles a` cet endroit, du fait de l’influence de la pente et de la
contrainte de Proudman-Taylor.
Nous avons mis en e´vidence les structures de vorticite´ qui sous-tendent la loi
d’e´chelle inertielle. Ces structures cohe´rentes inertielles sont caracte´rise´es
par la dominance de l’advection dans la direction radiale sur la dissipation de
vorticite´. Nous pouvons remarquer qu’elles jouent un roˆle actif dans les cascades
d’e´nergie et d’enstrophie:
– l’e´nergie remonte: deux anticyclones peuvent fusionner, lorsque chacun
entre dans le champ d’interaction de l’autre. La figure 3.23 pre´sente plu-
sieurs e´tapes de ce me´canisme. Ceci explique la fusion de deux panaches
thermiques, lorsque ceux-ci sont trop proches l’un de l’autre, ainsi que la
production de structures de plus en plus grandes a` mesure que l’on aug-
mente le parame`tre critique p. Cette cascade inverse se poursuit d’ailleurs
jusqu’a` m = 0, car la se´gre´gation et la production des anticyclones ali-
mentent le mouvement zonal.
– l’enstrophie descend: nous avons vu dans le chapitre 1 qu’aux petites
e´chelles, le plan β n’influence plus la conservation de l’enstrophie. Ceci
implique la conservation mate´rielle des contours de vorticite´. La figure
3.24 montre que ces contours sont e´tire´s dans une direction par le champ
de vitesse induit par les anticyclones. Dans l’autre direction, ils se tassent,
ce qui cre´e de tre`s petites e´chelles de vorticite´. La viscosite´ diffuse ces
structures et dissipe donc l’enstrophie.
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Fig. 3.23 – Fusion de deux anticyclones pre`s de la frontie`re inte´rieure. En 6, une
deuxie`me fusion se pre´pare. Le pas de temps est ∆t = 10−5. Les parame`tres sont toujours
P = 0.025, p = 9.7, E = 1.510−6. On pourra aussi remarquer sur ces dessins que la vorticite´
de couche limite visqueuse est emmene´e au cœur de l’anticyclone qui passe (trace rouge vif
au milieu du bleu). Ceci proce`de de l’alimentation du canal d’un panache avec la matie`re de
la couche limite thermique.
Fig. 3.24 – Etirement des fils de vorticite´, illustrant la migration de l’enstrophie vers les
petites e´chelles.
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Cette e´tude souligne le roˆle du plan β dans la turbulence quasige´ostro-
phique. Il provoque l’apparition des structures cohe´rentes inertielles a` l’e´chelle
δ (nous avons vu dans le chapitre 1, figure 1.10 que ces structures pouvaient eˆtre
interpre´te´es comme la manifestation d’un puits d’enstrophie dans le spectre).
Lorsque ces structures sont apparues, elles deviennent le moteur des transferts
d’e´nergie et d’enstrophie.
A` la lumie`re de cette analyse, on peut penser que le syste`me passe du re´gime
dynamique 2 au re´gime dynamique 3 lorsque la cascade inverse maintient un
flux d’e´nergie suffisant vers les grandes e´chelles. On pourrait donc e´tablir un
crite`re de´pendant du nombre de Reynolds, car c’est lui qui mesure la disparite´
d’e´chelle, disparite´ qui conditionne le flux d’e´nergie a` grande e´chelle.
Structures dissipatives
Pre`s de la frontie`re exte´rieure, le plan β contraint les mouvement radiaux
a` eˆtre tre`s faibles (trace´ de vitesse radiale de la figure 3.22). Il n’y a donc
plus vraiment d’advection dans la direction radiale. Ceci restaure la syme´trie
entre cyclones et anticyclones. Localement, le nombre de Reynolds n’est pas
tre`s haut, la dissipation visqueuse a de nouveau de l’importance. Nous nous
trouvons donc en situation d’e´quilibre visqueux:
∇2ω ∼ Ra r ∂T
∂θ
∼ E−1 2
L
dL
dr
ue · er.
Cardin et Olson (1994) ont montre´ qu’une telle balance explique la forme
spiralle´e dans la direction prograde des structures dissipatives qui en re´-
sultent. Leur de´finition est la suivante: ce sont les structures de l’e´coulement
pour lesquelles l’advection radiale de vorticite´ est de l’ordre de, ou plus petite
que la dissipation de vorticite´. La forme spiralle´e n’est pas sans rappeler les
ondes de Rossby, ce qui nous sugge`re de regarder leur de´rive zonale et son ori-
gine. La carte de corre´lation montre que le seul mouvement zonal n’explique
qu’environ 20 % de la de´rive effective. Ainsi, ces structures sont presque en-
tie`rement ondulatoires, ce sont donc majoritairement des ondes de Rossby. Si
l’on fait abstraction de leur de´rive zonale, ces structures e´voluent assez peu sur
une e´chelle de temps advective: il faut beaucoup plus longtemps (Re fois plus
longtemps), pour voir les effets de la viscosite´.
Ainsi, la ge´ographie d’un tel e´coulement est scinde´e en deux re´gions, dont
la limite est identifiable sur la carte de corre´lation: une onde de Rossby laisse
une signature prograde, de corre´lation forte. Une structure inertielle laisse une
signature re´trograde, beaucoup moins corre´le´e a` cause de la turbulence. Pre`s
de la frontie`re inte´rieure, les fortes valeurs de la vitesse radiale (que l’on peut
conside´rer comme un nombre de Reynolds local) provoquent l’apparition des
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structures inertielles. Ces structures forcent des ondes de Rossby plus a l’exte´-
rieur du domaine fluide, la` ou la vitesse radiale, et donc le nombre de Reynolds
local, est plus faible. On pourrait donc se´parer les deux domaines par un crite`re
base´ sur le nombre de Reynolds.
Pour re´sumer, nous avons isole´, parmi les mouvements non-axisyme´triques
d’un e´coulement convectif en rotation a` haut nombre de Reynolds, deux types
de structures, ge´ographiquement distinctes:
Structure inertielle ⇔ (ur · ∇e)ω >> ∇2ω ⇒ Loi d’e´chelle du re´gime inertiel
Structure dissipative ⇔ (ur · ∇e)ω ≈ ∇2ω ⇒ Loi d’e´chelle du re´gime visqueux
Les structures dissipatives sont des ondes de Rossby thermiques et sont de´ja`
bien connues. Nous nous sommes attache´s a` la description phe´nome`nologique
des structures inertielles, beaucoup moins connues. Nous avons vu qu’elles ont
plusieurs proprie´te´s remarquables: elles cre´ent de fortes disyme´tries entre cy-
clones et anticyclones par advection de la vorticite´ potentielle; elles sont le pivot
de la cascade inverse d’e´nergie, et de la cascade directe d’enstrophie.
Il est facile de discerner les structures inertielles des ondes de Rossby en
regardant leur de´rive zonale: les structures inertielles de´rivent sous l’effet du
mouvement zonal, les structures dissipatives sont plutoˆt ondulatoires.
On trouvera des structures inertielles dans les e´coulements a` forte disparite´
d’e´chelle (dont le noyau terrestre fait probablement partie), et dans les zones
ge´ographiques de faible pente. On trouvera des structures dissipatives dans les
e´coulements a` faible disparite´ d’e´chelle, ou dans les zones ge´ographiques de
forte pente.
3.4.5 Régime faiblement non-linéaire dans le gallium
Pre`s du seuil dans le gallium, nous avons identifie´ un mode de convection
tre`s diffe´rent de celui de l’eau. Il s’agit (figure 3.25) d’une onde de Rossby,
dont l’e´nergie est module´e en temps. A` E = 1.46 10−6 et P = 0.025, ce com-
portement a pu eˆtre observe´ jusqu’a` p ≈ 1.7. Au dessus, le comportement du
syste`me rentre dans le cadre d’analyse expose´ ci-dessus.
Ce comportement module´ en temps est pre´vu par l’analyse faiblement non-
line´aire de Plaut et Busse (2001). Il semble que les contraintes de Reynolds
qui s’applique sur l’onde de Rossby soient tre`s fortes, du fait de la forte spi-
rallisation de l’onde, et des fortes vitesses caracte´ristiques de la convection a`
bas Prandtl. Ces contraintes transfe`rent e´norme´ment d’e´nergie au mouvement
zonal, qui dissipe cette e´nergie par frottement. Ainsi, l’onde de Rossby n’est
stable que temporairement, avant que son e´nergie de´croisse, et que croisse celle
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Fig. 3.25 – Fonction courant et se´rie temporelle d’e´nergie pour un calcul a` P = 0.025,
p = 1.05, E = 1.46 10−6.
du mouvement zonal. Par la suite, le mouvement zonal lui-meˆme disparaˆıt, car
la convection qui le maintenait a disparu. Une nouvelle instabilite´ line´aire est
ensuite amplifie´e, et un nouveau cycle commence. Nous n’avons pas de confir-
mation expe´rimentale de l’existence de ce re´gime, et c’est la raison pour laquelle
nous avons de´cide´ de ne pas l’e´tudier plus, et de nous concentrer sur les points
du mode`le qui be´ne´ficient de confirmation expe´rimentale. C’est le sujet de la
prochaine section.
3.5 Comparaison du modèle numérique et de
l’expérience.
3.5.1 Comparaison des aspects thermiques.
Nous n’avons pas vraiment e´tudie´ en de´tail le comportement thermique de
notre expe´rience. Nous nous sommes servis de nos mesures thermiques pour
confirmer l’aspect bidimensionnel de l’e´coulement dans le gallium et ve´rifier les
lois d’e´chelle. Nous n’avons pas mesure´ le nombre de Nusselt. Sumita et Olson
(2000) ont e´tudie´ ceci plus en de´tail, ce qui leur a permis de mettre en e´vidence
l’instabilite´ thermique externe. Dans le second re´gime, qu’ils ont appele´ re´gime
dual, ils ont trace´ le nombre de Nusselt en fonction du nombre de Rayleigh:
Nu ∼ Ra1/2
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Ainsi, si nous transformons cela pour faire apparaˆıtre le nombre de Rayleigh
base´ sur le flux de chaleur RaQ = NuRac, il vient:
Nu ∼ Ra1/3Q
Il est important de souligner que notre mode`le nume´rique est le premier
mode`le qui reproduise cette instabilite´ thermique externe. Pour ce meˆme re´gime
dual, nous avons obtenu Nu ∼ Pe, et comme le nombre de Pe´clet varie comme
la vitesse rms du fluide, nous obtenons Nu ∼ Ra0.4−0.5Q , l’exposant de´pendant
du re´gime dynamique.
La comparaison qualitative des comportements thermiques du fluide est
donc concluante, mais nous relevons que le mode`le 2D fait passer plus de chaleur
que l’expe´rience, a` e´cart constant par rapport a` la criticalite´. En effet, les
cellules de convection 3D perdent de la chaleur par diffusion a` leurs extre´mite´s
infe´rieure et supe´rieur, qui sont au contact avec la sphe`re externe. Ceci n’est
e´videmment pas pris en compte dans le mode`le 2D, pour lequel toute la chaleur
est disponible pour la cre´ation de mouvements e´quatoriaux. Ainsi, ce dernier
mode`le aura une tendance ge´ne´rale a` surestimer le nombre de Nusselt. On tient
compte de cette diffe´rence si on adopte RaQ comme parame`tre critique, et c’est
ce que nous allons faire dans la section suivante pour les lois d’e´chelle d’origine
nume´rique.
3.5.2 Lois d’échelle d’origine numérique
Rappels de l’e´tude expe´rimentale
Nous rappelons ici quelques uns des points de l’analyse the´orique faite a` par-
tir des re´sulats expe´rimentaux. Nous avions propose´ deux types de loi d’e´chelles,
pour de´crire des equilibres locaux pre´sents dans le fluide. Ces lois s’appliquent
lorsque p >> 1:
– la loi du re´gime visqueux met en e´quilibre cre´ation de vorticite´ par la force
d’Archime`de, dissipation de vorticite´, et force de Coriolis. Elle prend pour
hypothe`se que l’e´nergie et l’enstrophie sont dissipe´es a` l’e´chelle ou` elles
sont cre´es. Son expression est, pour la de´viation standard de la vitesse
radiale (sans la de´pendance radiale):
u˜r =
(
RaQ
P 2
)1/2
E1/3
– la loi du re´gime inertiel met en e´quilibre cre´ation de vorticite´ par la force
d’Archime`de, advection de vorticite´, et force de Coriolis. Elle prend pour
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hypothe`se que l’e´nergie n’est pas dissipe´e a` l’e´chelle ou` elle est cre´ee, et
migre a` grande e´chelle (celle du mouvement zonal). Son expression est:
u˜r =
(
RaQ
P 2
)2/5
E1/5
Le mouvement zonal moyen peut, dans les deux cas, s’exprimer par:
uθ = u˜r
2E1/2
Cela revient a` dire que l’e´nergie injecte´e dans le mouvement zonal du fait du
terme non-line´aire (la convection ne force pas l’e´chelle m = 0) dissipe par
frottement dans les couches d’Ekman. On suppose implicitement qu’un me´ca-
nisme maintient une bonne corre´lation entre les vitesses radiales et late´rales.
Dans l’e´tude des structures inertielles, nous avons identifie´ ce me´canisme: il
s’agit de la se´gre´gation radiale des structures de vorticite´ oppose´e.
Nous avions montre´ que les expe´riences en eau e´taient correctement de´crites
(dans les barres d’erreur) par les deux lois, et qu’il fallait invoquer l’e´quilibre
inertiel pour de´crire les expe´riences en gallium.
Comparaison nume´rique
Pour valider les lois d’e´chelle obtenues expe´rimentalement, nous avons choisi
de mettre a` l’e´chelle les quantite´s Ur et Uθ (e´quations 3.4 et 3.6), que nous
utilisons depuis le de´but de l’e´tude. Ceci permet une analyse plus globale que
les quantite´s locales retenues pour l’expe´rience.
La figure 3.26 re´sume l’evolution de Ur et Uθ avec p.
Nous re´alisons dans la figure 3.27 le meˆme type de re´duction de vitesse que
lors de l’e´tude expe´rimentale, afin de de´cider quelle loi d’e´chelle est la plus
adapte´e aux donne´es.
En ce qui concerne la vitesse convective, les lois d’e´chelle inertielle et vis-
queuse expliquent correctement les donne´es a` haut p. Ceci est normal car les
quantite´s que nous mettons a` l’e´chelle sont des inte´grales sur tout le fluide, in-
cluant des structures inertielles et visqueuses. Par contre, seule la loi d’e´chelle
inertielle permet d’expliquer le comportement de Uθ.
Ainsi, nous venons de montrer que les lois d’e´chelle d’origine expe´rimentale
sont ve´rifie´es par la simulation nume´rique. Le mouvement zonal suit la loi
d’e´chelle inertielle, et seules les structures inertielles alimentent le mouvement
zonal. Donc les structures inertielles ve´rifient la loi d’e´chelle inertielle.
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Fig. 3.26 – Vitesses rms convective et zonale en fonction de la de´viation au flux de chaleur
au seuil.
3.5.3 Comparaison structurelle des profils Doppler.
Afin de mieux localiser les expe´riences qui font l’objet des comparaisons
a` suivre, on pourra consulter l’annexe A.3 dans laquelle on a harmonise´ le
traitement des donne´es nume´riques et expe´rimentales.
Nous avons de´montre´ que le mode`le nume´rique 2D suit les meˆmes lois
d’e´chelle que les mesures d’origine expe´rimentale. Nous allons maintenant uti-
liser des profils Doppler synthe´tiques de vitesse radiale pour les comparer aux
profils expe´rimentaux, et comprendre la structure des champs de vitesse.
Nous proce´dons de la manie`re suivante: nous redimensionnons d’abord les
synthe´tiques en utilisant les constantes de l’expe´rience. Ensuite, nous essayons
d’obtenir pour une expe´rience donne´e un synthe´tique pour lequel le profil carre´
moyen de la vitesse radiale corresponde a` la mesure expe´rimentale, ainsi nous
cherchons l’e´coulement nume´rique de meˆme nombre de Reynolds. Nous proce´-
dons ainsi car puisque nous n’avons pas de mesure expe´rimentale du nombre
de Nusselt, il nous est impossible d’acce´der pre´cise´ment a` RaQ. Apre`s avoir
contraint la vitesse radiale rms, nous comparons les autres proprie´te´s.
Dans tous les diagrammes Doppler pre´sente´s, les distances sont en milli-
me`tres, les temps en secondes et les vitesses en millime`tres par seconde.
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Fig. 3.27 – Vitesses re´duites, test des e´quilibres visqueux et inertiel. La ligne pleine donne
la pente the´orique, avec le pre´facteur 1.
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Onde de Rossby thermique, pre`s du seuil, dans l’eau.
La premie`re situation que nous de´sirons e´tudier se trouve pre`s du seuil de
convection dans l’eau. Nous fixons E = 9.74 10−6, P = 7, Ra/Rac = 4.2. Le
profil Doppler expe´rimental de cette situation est pre´sente´ sur la figure 3.28.
Le mode`le nume´rique obtenu pour Ra = 5Rac restitue bien le profil expe´-
rimental carre´ moyen de la vitesse radiale (figure 3.29). Le nombre de Nusselt
expe´rimental et le nombre de Nusselt nume´rique ne sont donc pas fondamen-
talement diffe´rents dans cette situation. Pre`s de la frontie`re exte´rieure, la dif-
fe´rence importante entre les deux courbes de la figure 3.29 doit eˆtre attribue´e
au bruit de la mesure de vitesse par ve´locime´trie Doppler, et n’est donc pas
significative.
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Fig. 3.28 – E = 9.74 10−6, P = 7, Ra = 4.2 Rac. Profil Doppler expe´rimental.
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Fig. 3.29 – E = 9.74 10−6, P = 7 Choix du mode`le expe´rimental reproduisant au mieux la
distribution des vitesses radiales rms.
Les caracte´ristiques du mode`le sont en figure 3.30. En particulier, nous
avons re´alise´ plusieurs profils synthe´tiques a` diffe´rents azimuths et nous les
avons corre´le´s entre eux. La carte de corre´lation re´sultante est compose´e d’une
fonction de corre´lation pour chaque profondeur. En traits pleins et pointille´s
sont respectivement repre´sente´es la corre´lation de deux sondes distantes de
150 3 Modèle numérique de la convection dans le noyau terrestre.
−0.15 −0.1 −0.05 0 0.05 0.1 0.15
−1
−0.5
0
0.5
1
100 200 300 400 500 600
10
20
30
40
50
60
70
temps (s)
p
ro
fo
n
d
e
u
r
(m
m
)
0
0.1
0.2
0.3
0.4
0.5
0.6
20 30 40 50 60 70 80 90
0
10
20
30
40
50
60
70
p
ro
fo
n
d
e
u
r
(m
m
)
de´calage en temps (s)
0
0.1
0.2
0.3
0.4
0.5
0.6
20 30 40 50 60 70 80 90
0
10
20
30
40
50
60
70
p
ro
fo
n
d
e
u
r
(m
m
)
de´calage en temps (s)
Fig. 3.30 – E = 9.74 10−6, P = 7, Ra = 5Rac. A gauche: fonction courant du mode`le
nume´rique. En haut a` droite: profil synthe´tique de vitesse radiale. En bas a` droite: cartes
de corre´lation entre synthe´tiques distants de 5 degre´s (traits pleins), et dix degre´s (traits
pointille´s).
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cinq, et dix degre´s. Ainsi, nous pouvons appre´cier la quantite´ de chaos temporel
introduite par la de´rive des structures a` travers les lignes de tir Doppler.
Loin du manchon, les structures de la figure 3.30 sont majoritairement
spiralle´es dans la direction prograde. La carte de corre´lation montre qu’entre
les profondeurs 0 et 50, ces structures de´rivent de manie`re tre`s stable (le degre´
de corre´lation baisse peu entre cinq et dix degre´s) dans la direction prograde.
Cette de´rive ne peut eˆtre explique´e par le mouvement zonal, bien trop faible
(il est repre´sente´ avec la fonction courant, et redimensionne´ en millime`tres par
seconde). Ces structures sont donc des ondes de Rossby.
Cependant, pre`s du manchon, le nombre de Reynolds de l’e´coulement nu-
me´rique (environ 20) est suffisant pour que l’advection radiale et l’onde de
Rossby aient des e´chelles de temps comparables. C’est le crite`re d’instabilite´
des ondes de Rossby, que nous avons identifie´ lors de l’e´tude des re´gimes dyna-
miques. L’advection radiale favorise donc l’apparition de de´fauts a` cet endroit,
et le mouvement zonal re´trograde re´sultant ralentit irre´gulie`rement la de´rive
prograde des structures. Ceci est visible entre les profondeurs 50 et 70, sur la
carte de corre´lation: la tache de corre´lation s’e´largit conside`rablement, et on
constate une perte importante du degre´ de corre´lation entre cinq et dix degre´s
de se´paration. Nous sommes donc ici en pre´sence de structures inertielles.
Le mode`le nume´rique nous indique donc que l’e´coulement est divise´ ge´ogra-
phiquement en deux, et contient une onde de Rossby entre 0 et 50 mm, et des
structures inertielles entre 50 et 70 mm. Retournons maintenant au profil expe´-
rimental de la figure 3.28, et comparons le au synthe´tique de la figure 3.30. La
signature des structures inertielles (plus lentes que les ondes de Rossby) est pre´-
sente sur les deux profils, ainsi que la signature en bandes penche´es des ondes
de Rossby. La ge´ographie radiale de l’e´coulement est respecte´e. D’un point de
vue plus quantitatif, si les tailles radiales caracte´ristiques des structures sont
bien rendues, on peut remarquer que les e´chelles de temps du mode`le nume´-
rique sont pratiquement deux fois plus rapides. C’est une remarque que nous
avons de´ja` faite lors de l’analyse du mode`le au seuil de convection: les ondes
de Rossby du mode`le 2D sont en ge´ne´ral plus rapides que celles du mode`le 3D.
Structures inertielles dans l’eau et temps de vie.
Le mode`le nume´rique nous a donc permis de comprendre la structure sous-
jacente a` ce profil Doppler expe´rimental. Nous allons maintenant augmenter
le nombre de Rayleigh de l’e´coulement, en gardant E et P constants. Nous
cherchons maintenant a` de´crire l’expe´rience de la figure 3.31, pour laquelle
Ra/Rac = 22.2.
La figure 3.32 nous re´ve`le que la valeur ide´ale du Ra/Rac nume´rique se
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Fig. 3.31 – E = 9.74 10−6, P = 7, Ra = 22.2Rac. Profil Doppler expe´rimental.
situe un peu au dessus de 10. L’e´chelle nume´rique de Ra/Rac a donc conside´-
rablement diverge´ de l’e´chelle expe´rimentale, ce qui signifie que le nombre de
Nusselt du mode`le nume´rique ne varie plus comme le nombre de Nusselt de
l’expe´rience.
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Fig. 3.32 – E = 9.74 10−6, P = 7 Choix du mode`le expe´rimental reproduisant au mieux la
distribution des vitesses radiales rms.
Nous choisissons donc le mode`le nume´rique pour lequel Ra/Rac = 10, et
nous pre´sentons ses caracte´ristiques en figure 3.33. Par rapport au mode`le pre´-
ce´dent, cette situation est plus chaotique. Les structures inertielles situe´es pre`s
de la frontie`re inte´rieure ont grossi, du fait de la cascade inverse d’e´nergie. Le
mouvement zonal est un peu plus fort, mais reste toujours assez faible devant
la vitesse convective. La spirallisation est perdue pre`s de l’inte´rieur, mais sub-
siste faiblement a` l’exte´rieur. La corre´lation entre deux profils, meˆme distants
de 5 degre´s, est perdue pre`s de la frontie`re inte´rieure, et ce n’est que pre`s du
bord exte´rieur, que l’on retrouve une corre´lation. Le profil Doppler synthe´tique
montre a` cet endroit la signature d’une onde de Rossby spiralle´e de´rivant dans
la direction prograde.
Cet e´coulement est donc lui aussi divise´ en deux zones ge´ographiques, mais
cette fois, la place de´volue aux structures inertielles a fortement ronge´ la place
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Fig. 3.33 – E = 9.74 10−6, P = 7, Ra = 10Rac. A gauche: fonction courant du mode`le
nume´rique. En haut a` droite: profil synthe´tique de vitesse radiale. En bas a` droite: cartes
de corre´lation entre synthe´tiques distants de 5 degre´s (traits pleins), et dix degre´s (traits
pointille´s).
154 3 Modèle numérique de la convection dans le noyau terrestre.
de´volue aux ondes de Rossby.
Comparons maintenant le synthe´tique et le profil expe´rimental Doppler: le
synthe´tique porte clairement la trace du grandissement radial des structures
inertielles, et nous retrouvons cela sur le profil expe´rimental. La ge´ographie
selon l’e´chelle radiale est donc correcte.
Comparons maintenant les e´chelles de temps: nous avons vu que dans le
cas pre´ce´dent, la ge´ographie selon l’e´chelle des temps mettait en lumie`re le
de´saccord des pulsations des ondes de Rossby entre le mode`le et l’expe´rience.
Dans ce second cas, ce de´saccord est toujours visible dans la zone ge´ographique
des ondes de Rossby, pre`s de la frontie`re exte´rieure. Par contre, dans la zone
inertielle, les e´chelles de temps des structures sont en bien meilleur accord entre
le mode`le et l’expe´rience.
Nous appellerons temps inertiel cette e´chelle de temps des structures iner-
tielles. Ce temps inertiel, que l’on peut mesurer sur l’axe des abscisses des
profils Doppler est le re´sultat de deux facteurs: la de´rive zonale re´trograde
des structures, et le temps de vie intrinse`que de celles-ci, conditionne´ par les
e´changes d’e´nergie entre e´chelles, donc par Ur = Re.
La figure 3.34 compare le mouvement zonal pre´vu par la simulation au
mouvement zonal mesure´ expe´rimentalement dans une situation proche de celle
de la figure 3.31. Nous voyons ici que le mouvement zonal mesure´ est assez
supe´rieur au mouvement zonal nume´rique. Ceci s’explique par le fait que dans
l’expe´rience, faite dans l’eau, du vent thermique vient probablement renforcer
le mouvement zonal re´trograde, et cette explication est cohe´rente avec le fait
que lors de la mise a` l’e´chelle des expe´riences, nous avons mesure´ dans l’eau
des vitesses zonales un peu fortes pour eˆtre explique´es par des contraintes de
Reynolds.
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Fig. 3.34 – E = 9.74 10−6, P = 7. Mouvement zonal expe´rimental, compare´ au mouvement
zonal du mode`le nume´rique.
Si l’e´chelle des temps des profils Doppler e´tait explique´e entie`rement par le
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mouvement zonal, nous devrions donc voir beaucoup plus de diffe´rence entre
temps nume´rique et temps expe´rimental. Le temps de vie des structures est par
contre le meˆme dans l’expe´rience et le mode`le, puisque nous avons ajuste´ les
deux de fac¸on a` ce que Re soit le meˆme. C’est donc essentiellement le temps
intrinse`que de vie des structures que nous observons ici sur les profils Doppler.
Ce temps de vie est ici plus faible, du fait de Re, que le temps qu’il faut a` une
cellule de convection pour croiser la ligne de tir Doppler en entier. La plupart
des structures vues par la mesure Doppler naissent et meurent donc devant la
sonde, sans avoir vraiment eu le temps de de´river.
Cette dernie`re conclusion explique pourquoi il est difficile de corre´ler deux
profils de vitesse radiale mesure´s a` diffe´rents azimuths. Peu de structures de´-
rivent suffisamment pour laisser une signature cohe´rente sur l’une, puis l’autre
des sondes. C’est aussi la raison pour laquelle les cartes de corre´lation expe´ri-
mentales, obtenues dans l’eau (section 2.2), donnent un signal faible et difficile
a` interpre´ter.
Structures inertielles dans le gallium et de´rive zonale.
Nous allons maintenant e´tudier une situation expe´rimentale pour laquelle
nous avons utilise´ du gallium liquide, et nous en profiterons pour e´tudier a`
nouveau la comparaison des mouvements zonaux d’orgine nume´rique et expe´-
rimentale. Nous choisissons l’expe´rience dont les parame`tres et le profil Doppler
sont pre´sente´s en figure 3.35.
−15
−10
−5
0
5
10
15
10 20 30 40 50 60 70 80 90 100
10
20
30
40
50
60
temps (s)
p
ro
fo
n
d
e
u
r
(m
m
)
Fig. 3.35 – E = 1.46 10−6, P = 0.025, Ra = 3.2Rac. Profil Doppler expe´rimental.
Le mode`le nume´rique donnant le meˆme nombre de Reynolds est entre Ra =
1.5Rac (figure 3.36)et Ra = 2Rac. Nous choisissons de comparer l’expe´rience a`
la situation nume´rique Ra = 1.5Rac, pre´sente´ sur la figure 3.37.
Ce mode`le est, ici encore, compose´ de deux domaines ge´ographiques. L’es-
sentiel de l’e´coulement est compose´ de grosses structures inertielles, pre`s du
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Fig. 3.36 – E = 1.46 10−6, P = 0.025 Choix du mode`le expe´rimental reproduisant au mieux
la distribution des vitesses radiales rms.
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Fig. 3.37 – E = 1.46 10−6, P = 0.025, Ra = 1.5Rac. A gauche: fonction courant du mode`le
nume´rique. En haut a` droite: profil synthe´tique de vitesse radiale. En bas a` droite: cartes
de corre´lation entre synthe´tiques distants de 5 degre´s (traits pleins), et dix degre´s (traits
pointille´s). Le trait fort repre´sente le temps que mettraient les structures a` eˆtre advecte´es par
le mouvement zonal.
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manchon. Les cartes de corre´lation montrent clairement que ces structures iner-
tielles de´rivent dans la direction re´trograde. Dans la carte de corre´lation faite
avec un e´cart angulaire de 5 degre´s, nous voyons que le trait fort, qui repre´sente
la de´rive pre´vue par le mouvement zonal, passe par la tache de corre´lation re´-
trograde. Le mouvement zonal emme`ne donc les structures inertielles. Ce trait
fort ne rencontre plus aucune tache dans la carte de corre´lation faite avec un
e´cart angulaire de 10 degre´s. La dure´e de vie des structures n’est donc pas tre`s
forte ici encore, on peut l’estimer entre 2 et 5 secondes. Cela explique pour-
quoi l’essentiel de la corre´lation que nous avons vue expe´rimentalement (voir
chapitre 2), dans un cas comme celui-ci, est une anticorre´lation correspondant
aux deux coˆte´s d’une meˆme cellule.
Les cartes de corre´lation montrent aussi que dans le domaine 0-45 mm, la
de´rive globale est prograde. La valeur du de´calage en temps est incompatible
avec ce que donne le mouvement zonal, nous sommes ici en pre´sence d’ondes
de Rossby. La corre´lation est robuste lorsque l’on passe l’e´cart late´ral a` dix
degre´s.
Ici encore, la comparaison avec le profil Doppler est concluante. Bien qu’il
existe une zone aveugle dans le profil expe´rimental, nous voyons les bandes
penche´es, caracte´ristiques de l’onde de Rossby, entre les profondeurs 15 et 40
mm. Celles-ci sont aussi pre´sentes sur le profil nume´rique. Les grosses struc-
tures inertielles sont aussi pre´sentes sur les deux profils, a des profondeurs
equivalentes (40-70 mm).
La comparaison des axes de temps demande, comme pre´ce´demment, une
comparaison pre´alable des mouvements zonaux. La figure 3.38 en donne les
re´sultats. La comparaison quantitative de l’ordre de grandeur des vitesse est
bonne. La bosse ne´gative forte, et la bosse positive faible du mouvement zonal
expe´rimental sont bien de´crites par le mode`le nume´rique. Dans l’expe´rience,
les zones de vortictie´ a` dominante cyclonique et anticyclonique sont donc bien
a` la place pre´vue par le mode`le nume´rique.
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Fig. 3.38 – E = 1.46 10−6, P = 0.025. Mouvement zonal expe´rimental, compare´ au mouve-
ment zonal du mode`le nume´rique.
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Ici encore, la diffe´rence relative des vitesses zonales entre mode`le et expe´-
rience se re´percute peu sur l’axe des temps des profils Doppler, car, comme
nous l’avons vu un peu plus haut, dans cette situation encore, le temps de vie
des structures est comparable au temps qu’il leur faut pour croiser la ligne de
tir.
Bilan
L’expe´rience apporte donc un support quantitatif fort au mode`le, et cela
ne s’arreˆte pas la`. Nous avons vu que les profils Doppler synthe´tiques sont en
tout point comparables aux profils d’origine expe´rimentale.
Nous avons mis cette equivalence a` profit pour comprendre quel type d’e´cou-
lement engendre les profils Doppler que nous avons mesure´s. Dans les trois
situations que nous avons e´tudie´es, ces profils contiennent deux zones ge´ogra-
phiques distinctes: pre`s du manchon, des structures inertielles de´rivent sous
l’influence du mouvement zonal qu’elles cre´ent, et pre`s du bord, des structures
dissipatives (ondes de Rossby) de´rivent dans la direction prograde sans eˆtre
sensibles au mouvement zonal e´ventuellement pre´sent.
Le temps de vie des structures est conditionne´ par les e´changes d’e´nergie
entre e´chelles, donc par le nombre de Reynolds. Ce temps peut eˆtre plus faible
que le temps qu’il faut a` une structure pour de´river devant la sonde, sous
l’influence de la propagation d’onde ou bien du mouvement zonal. Dans ce cas,
c’est le temps de vie des structures que nous mesurons sur l’axe des abscisses
des profils Doppler.
3.6 Comparaison de modèles numériques bi-
dimensionnels et tridimensionnels.
Faire une comparaison non-line´aire entre les mode`les nume´riques 2D et 3D
suppose de se´lectionner des parame`tres que l’on peut atteindre avec les deux
codes. Nous avons utilise´ pour un calcul 3D le code de Dormy (1997), en condi-
tions aux limites de no-slip, diffe´rence de tempe´ratuire fixe´e, gravite´ a` ge´ome´trie
sphe´rique. Les non-line´arite´s, et le traitement des couches d’Ekman nous ont
contraint a` se´lectionner pour le mode`le 3D un nombre de Rayleigh faiblement
surcritique, et un nombre d’Ekman assez e´leve´. Les parame`tres retenus pour la
comparaison sont donne´s dans la table 3.5. La situation e´tant faiblement surcri-
tique, nous n’avons pas besoin d’adapter le Ra/Rac du mode`le 2D pour obtenir
le meˆme flux de chaleur que le mode`le 3D, car les deux e´chelles coincident bien
pre`s du seuil, comme nous l’avons vu pre´ce´demment.
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Variables globales.
Nous avons reporte´ dans cette table le flux de chaleur e´quatorial Nu a`
travers les deux mode`les, ainsi que l’e´nergie surfacique contenue dans le plan
e´quatorial. L’accord entre 2D et 3D pour ces deux variables est remarquable.
Les deux solutions, prises au meˆme e´cart par rapport a` la criticalite´, de´crivent
donc bien le meˆme re´gime dynamique.
Nombre d’Ekman 4.73 10−4
Nombre de Prandtl 7
Nombre de Rayleigh 1.5Rac
2D 3D
Energie surfacique e´quato-
riale
2.68 2.14
Nombre de Nusselt e´quato-
rial
1.20 1.23
Tab. 3.5 – Parame`tres et sorties des mode`les 2D et 3D.
Vitesse radiale.
Comparons maintenant la structure des deux solutions. La figure 3.39 pre´-
sente des coupes e´quatoriales de vitesse radiale. La simulation 2D est fausse
d’une unite´ sur le mode critique, mais l’essentiel des caracte´ristiques de la
convection est retenu. On peut s’en faire une ide´e plus pre´cise en regardant les
moyennes late´rales rms de ces deux coupes, repre´sente´es sur la meˆme figure,
en fonction du rayon cylindrique.
La simulation 2D de´crit bien la re´partition radiale, et la vigueur de la
convection dans le plan e´quatorial. Le maximum de cette moyenne rms est ce-
pendant le´ge´rement supe´rieur dans le cas de la simulation 3D. En effet, comme
on peut le voir sur la coupe me´ridionale repre´sente´e sur la figure 3.39, du fait
du nombre d’Ekman un peu grand, la contrainte de Proudman-Taylor ne rigi-
difie pas comple`tement les colonnes de convection, et le mouvement radial de
la simulation 3D est un peu plus fort a` l’e´quateur.
Champ de tempe´rature.
La figure 3.40 fait le meˆme type de comparaison, cette fois pour le champ de
tempe´rature total (statique et perturbation). La perturbation de tempe´rature,
qui n’est pas soumise a` la contrainte de Proudman-Taylor (voir la coupe me´ri-
dionale 3D), est concentre´e autour de l’e´quateur. C’est la raison pour laquelle
la coupe e´quatoriale 3D montre une perturbation de tempe´rature plus pe´ne´tra-
tive que la coupe e´quatoriale 2D: pour e´vacuer la meˆme quantite´ de chaleur, la
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Fig. 3.39 – A gauche: comparaison de la vitesse radiale dans le plan e´quatorial. En haut
a` droite: coupe me´ridionale faite dans la simulation 3D. En bas a` droite: comparaison des
vitesses radiales rms moyenne´s dans la direction late´rale.
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convection doit se faire plus pe´ne´trative lorsqu’elle est plus localise´e. La com-
paraison des champs de tempe´rature est donc de´cevante, et remet en question
le choix d’une tempe´rature moyenne´e suivant la verticale pour le mode`le 2D.
Cependant, la situation doit s’ame´liorer lorsque Ra/Rac augmente, car l’ad-
vection de tempe´rature dans la direction verticale, lie´e a` l’advection radiale par
la condition de non-pe´ne´tration sur la sphe`re externe, doit me´langer la tempe´-
rature de plus en plus efficacement, aboutissant a` un champ de tempe´rature
plus invariant dans la direction de l’axe de rotation.
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Fig. 3.40 – A gauche: comparaison de la tempe´rature totale dans le plan e´quatorial. A` droite:
coupe me´ridionale de tempe´rature faite dans la simulation 3D.
Vitesse zonale.
Il est important de comparer les circulations zonales engendre´es par les deux
mode`les (figure 3.41). La coupe me´ridionale 3D re´ve`le que le mouvement zonal
n’est pas vraiment bidimensionnel, et pre´sente une zone forte pre`s de l’e´quateur.
De plus, Le mouvement zonal releve´ dans le plan e´quatorial, et sa moyenne sur
une verticale sont plus forts que ce que pre´voient les contraintes de Reynolds
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du code 2D. Il apparaˆıt de manie`re assez e´vidente que ce mouvement zonal
e´quatorial est duˆ au vent thermique: les gradients verticaux de tempe´rature
(figure 3.40) coincident avec les gradients verticaux forts de mouvement zonal.
Le mouvement zonal 3D est donc entretenu ici par le vent thermique, source
non pre´sente dans la simulation 2D. La situation doit s’ame´liorer si on baisse le
nombre d’Ekman: La rigidification verticale du champ de tempe´rature rejette
les isothermes pre`s de la sphe`re exte´rieure. Dans ces zones limitrophes, l’effet
de la viscosite´ limite le vent thermique, et les contraintes de Reynolds dans le
fluide prennent le controˆle du mouvement zonal.
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Fig. 3.41 – A gauche: coupe me´ridionale du mouvement zonal. A` droite: profils du mouve-
ment zonal avec le rayon cylindrique; comparaison entre le profil 2D, le profil 3D e´quatorial
et le profil 3D moyenne´ sur la verticale.
Vitesse verticale.
Comme nous l’avons vu lors de l’e´tude au seuil, la fonction donnant la vi-
tesse verticale en fonction de la coordonne´e verticale est un e´le´ment crucial de
l’ade´quation de l’approximation 2D. Nous repre´sentons donc sur la figure 3.42
une coupe me´ridionale de la vitesse verticale, ainsi qu’un graphe repre´sentant
celle-ci le long d’une verticale donne´e. L’autocohe´rence du mode`le bidimen-
sionnel impose que la vitesse verticale varie line´airement avec la coordonne´e
verticale. C’est assez loin d’eˆtre le cas ici, et la situation va s’ame´liorer si on
baisse le nombre d’Ekman, sans toutefois que la vitesse verticale tende vers un
comportement totalement line´aire dans la limite E → 0, comme nous l’avons
souligne´ dans l’analyse au seuil de convection.
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Fig. 3.42 – A gauche: coupe me´ridionale de la vitesse verticale. A` droite: profil vertical de la
vitesse verticale, et comparaison avec le profil line´aire ne´ce´ssaire pour garantir l’autocohe´rence
du mode`le 2D.
Bilan.
Cette comparaison, re´alise´e a` un nombre d’Ekman assez fort, montre que
le mode`le 2D simule assez bien le re´gime dynamique dans le plan e´quatorial.
Cependant, elle montre surtout certaines limites du mode`le lorsque les champs
ne sont pas rigidifie´s suivant la verticale: les composantes non-ge´ostrophiques
de la vitesse zonale (vent thermique) et de la vitesse verticale rendent l’approxi-
mation quasige´ostrophique (qui suppose que la partie ge´ostrophique du mouve-
ment, que nous simulons en 2D, de´passe largement la partie non-ge´ostrophique)
injustifie´e.
En ce qui concerne la tempe´rature, le mode`le doit eˆtre suffisament sur-
critique pour que la situation s’ame´liore, et en ce qui concerne les champs de
vitesse, l’abaissement du nombre d’Ekman assurera une meilleure mode´lisation.
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3.7 Conclusion de l’étude numérique.
3.7.1 Bilan général.
La voie de la mode´lisation nume´rique est une approche qui s’est re´ve`le´e
fructueuse pour re´pondre aux questions de l’introduction de ce chapitre.
– Nous avons compris la structure locale de l’e´coulement, et nous sommes
parvenus a` interpre´ter qualitativement et quantitativement les mesures
ultrasonores expe´rimentales. L’e´coulement posse`de une ge´ographie singu-
lie`re compose´e de deux types de structures: des structures inertielles pre`s
du centre, obe´issant a` la loi d’e´chelle inertielle, et des structures dissipa-
tives, qui sont des ondes de Rossby, pre`s du bord. Ce n’est que dans les
cas extreˆmes des ondes de Rossby et des forts mouvements zonaux que
nos mesures montrent la de´rive des structures a` travers la ligne de tir
Doppler. Dans les autres cas, il s’agit plutoˆt de la naissance et de la mort
des cellules devant la ligne de tir.
– Nous avons identifie´, en utilisant le nombres de Reynolds, quatre re´gimes
dynamiques. Chacun de ces re´gimes est caracte´rise´ par une efficacite´ dif-
fe´rente du transfert du mouvement convectif vers le mouvement zonal.
D’un me´canisme de type contraintes de Reynolds, on passe a` un nou-
veau me´canisme, que nous avons identifie´ ici: la se´gre´gation radiale des
structures de vorticite´ de signe oppose´. Ce phe´nome`ne est la conse´quence
de l’advection radiale de la vorticite´ potentielle du fluide. Ce me´canisme
implique que l’e´nergie du mouvement zonal ne peut eˆtre plus forte que
celle du mouvement radial, c’est la saturation de´finitive du mouvement
zonal.
– En utilisant le nombre de Pe´clet, nous avons identifie´, pour la premie`re
fois nume´riquement, deux re´gimes thermiques, de´ja` identifie´s expe´rimen-
talement par Sumita et Olson (2000): le re´gime pe´ne´tratif et ses panaches
issus de la frontie`re inte´rieure seule, le re´gime dual et ses panaches is-
sus des deux frontie`res. Nous avons caracte´rise´ l’efficacite´ de la machine
convective dans le re´gime dual.
– nous avons illustre´ la turbulence bi-dimensionnelle de cette configuration.
Le plan β modifie la turbulence pure en cre´ant les structures inertielles.
Ceci brise la continuite´ des flux d’e´nergie et d’enstrophie. Le plan β est
aussi a` l’origine de l’alimentation par la turbulence de l’e´chelle m = 0
(me´canisme de se´gre´gation).
Si notre mode`le n’a rec¸u qu’un support mitige´ de sa comparaison avec un
mode`le 3D (ni tre`s surcritique, ni a` tre`s bas Ekman...), il a en revanche rec¸u
un support expe´rimental fort, qui nous conforte dans la lecture que nous avons
faite des re´sultats expe´rimentaux, et dans la confiance que nous avons en ces
re´sultats nume´riques.
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3.7.2 Discussion.
Noyau de la Terre.
Nous reprenons ici l’extrapolation non-magne´tique aux conditions du noyau
de la Terre que nous avions commence´e lors de l’e´tude expe´rimentale. Le prin-
cipe est d’essayer d’imaginer le type d’e´coulement qui prendrait place dans le
noyau si on pouvait le de´crire comme un fluide de Boussinesq, en l’abscence de
champ magne´tique. Nous avions estime´ le nombre de Reynolds a` 108 dans cette
configuration, d’apre`s les conditions sur les dynamos cine´matiques. Le nombre
de Prandtl e´tant estime´ a` 10−2 − 1, le nombre de Pe´clet de l’e´coulement doit
donc lui aussi eˆtre grand devant 1.
Pour se faire une image du style de convection qui doit prendre place dans
ces conditions, nous devons re´unir les observations nume´riques que nous avons
faites, d’une part dans les e´coulements a` fort Reynolds mais faible Pe´clet (Gal-
lium), d’autre part dans les e´coulement a` faible Reynolds mais fort Pe´clet
(Eau).
Les structures inertielles doivent eˆtre pre´sentes pre`s de la graine. Alors qu’a`
E = 10−6 nous n’observions qu’une range´e d’anticyclones, puis une range´e
de cyclones de´ja` plus faibles, ici, a` E ∼ 10−14, avec une taille des structures
inertielles de 10 a` 100 km, il faut s’attendre a` avoir plusieurs range´es alterne´es
d’anticyclones et de cyclones, car dans les 2200 km du noyau liquide, de la
place est disponible pour beaucoup de ces structures.
Les panaches thermiques aussi doivent eˆtre pre´sents, fins et bien de´finis. Les
crite`res d’instabilite´ thermique externe (Pe = 100) e´tant largement remplis, il
faut s’attendre a` ce que des panaches partent de la frontie`re graine-noyau, et
aussi de la frontie`re noyau-manteau. Du fait de la taille des structures iner-
tielles, on peut penser que certains panaches pourront croiser plusieurs fronts
de vorticite´ successifs (comme c’est le cas dans l’eau) et ainsi prendre la forme
en zigzag que nous avons observe´e.
Le mouvement zonal ne peut pas de´passer le mouvement convectif. C’est
ce que nous anticipions lors de la discussion qui fait suite a` l’expe´rience, nous
en avons maintenant la preuve.
Nous avons note´, au cours de l’e´tude, une caracte´ristique inhabituelle du
mouvement zonal: il engendre un couple visqueux sur la graine. La machine
convective peut donc, d’apre`s nos calculs, mettre la graine en super-rotation.
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Circulation zonale des grandes plane`tes.
Nos re´sultats peuvent aussi eˆtre applique´s au proble`me de la circulation
zonale des grandes plane`tes telles que Jupiter. Le nombre d’Ekman de l’at-
mosphe`re Jovienne peut eˆtre estime´ a` 10−12 si l’on se base sur les diffusivite´s
mole´culaires (Manneville et Olson, 1996). Les nuages d’azote glace´ montrent
que les vents zonaux sont les circulations dominantes. Depuis le poˆle jusqu’a`
l’e´quateur, environ 5 bandes sombres, alternant avec des bandes plus claires,
peuvent eˆtre observe´es. (Manneville et Olson, 1996) ont re´alise´ des expe´riences
de convection en rotation qui ont montre´ que plusieurs de ces caracte´ristiques
pouvaient eˆtre explique´es par les mouvements ge´ostrophiques zonaux re´sultant
de la convection.
Nos calculs montrent que du fait de l’advection de la vorticite´ potentielle,
cyclones et anticyclones s’organisent en fronts alterne´s, et que leur dure´e de
vie est beaucoup plus longue que la dure´e de vie des vortex individuels qui
les de´limitent. Ces fronts stables sont a` l’origine des variations du mouvement
zonal, donc des bandes observe´es expe´rimentalement par Manneville et Olson
(1996). D’apre`s nos calculs, le nombre de fronts est une fonction de la place
disponible, donc du rapport d’aspect et de la taille des structures. En parti-
culier, puisque les structures grandissent quand Re augmente sous l’effet de
la turbulence bi-dimensionnelle, nous pre´voyons une diminution du nombre de
fronts avec Re.
Pour une meilleure simulation, il faudrait adopter des conditions aux limites
de contraintes libres a` la frontie`re exte´rieure du mode`le. En non-glissement nous
remarquons tout de meˆme que du fait de la ge´ome´trie sphe´rique, la densite´ de
vorticite´ ne se distribue pas de manie`re homoge`ne et un couple visqueux sub-
siste toujours pre`s de la frontie`re exte´rieure, qui donnerait a` celle-ci une vitesse
prograde, dans le cas de conditions de contraintes libres. C’est compatible avec
le jet e´quatorial prograde observe´ sur Jupiter.
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Conclusions et perspectives
Vers une étude des dynamos
convectives turbulentes.
1 Résultats scientifiques.
L’e´tude combine´e de mode`les expe´rimentaux et nume´riques de la convection
dans le noyau terrestre nous a permis de construire une description comple`te
et quantitative de la structure d’un e´coulement convectif turbulent a` grand
forc¸age.
Le principal re´sultat de l’e´tude expe´rimentale syste´matique du chapitre 2 est
l’obtention des lois d’e´chelle pour les mouvements convectifs et zonaux. Ces lois
ont mis l’accent sur l’existence de structures cohe´rentes inertielles, maintenues
par un e´quilibre entre flux non-line´aire d’e´nergie, force d’Archime`de et force
de Coriolis. Cet e´quilibre prend place du fait de la conservation locale de la
vorticite´ potentielle de l’e´coulement.
L’e´tude the´orique du chapitre 1 permet d’interpre´ter ces structures cohe´-
rentes comme le re´sultat de la non-conservation de l’enstrophie a` grande e´chelle,
qui brise, localement dans le spectre, la cascade inverse turbulente d’e´nergie.
L’e´tude nume´rique du chapitre 3 a repris la mode´lisation la` ou`, faute de
pre´cision, la cartographie expe´rimentale achoppait. Nous avons identifie´ clai-
rement les structures cohe´rentes inertielles, et montre´ qu’elles jouaient un roˆle
de pivot dans la cascade directe d’e´nergie et la cascade inverse d’enstrophie.
Nous avons montre´ aussi que meˆme a` grand forc¸age, des ondes de Rossby
subsistaient dans l’e´coulement, dans les zones ge´ographiques ou` la contrainte
de Proudman-Taylor force les mouvements a` eˆtre faibles, et avec eux, le nombre
de Reynolds local de l’e´coulement. Ces ondes de Rossby sont excite´es par les
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structures inertielles.
Une attention particulie`re a e´te´ porte´e sur la validation quantitative du
mode`le nume´rique par rapport a` l’expe´rience, et aux mode`les nume´riques tri-
dimensionnels, dans la mesure du possible. Le re´sultat, concluant tant au seuil
que loin du seuil, ouvre une nouvelle voie de mode´lisation hybride de la dynamo
(nous y reviendrons un peu plus loin).
Afin de re´pondre a` la question de la de´pendance de la convection avec
le nombre de Prandtl, nous avons mene´, autant que possible, une analyse
conjointe du comportement de l’eau et d’un me´tal liquide, le gallium. Nous
avons montre´ que dans la limite des grands forc¸ages, les comportements des
deux fluides pouvaient eˆtre rapproche´s. Le cas de l’eau a permis d’analyser les
structures thermiques a` grand nombre de Pe´clet, et le cas du gallium a permis
d’analyser les structures dynamiques a` grand nombre de Reynolds. Ceci nous
donne une image plus claire de la convection thermo-compositionnelle dans le
noyau, qui re´unit a` la fois des nombre de Reynolds et de Pe´clet tre`s e´leve´s.
Nous attendons que de tre`s fins panaches thermiques partent de la graine, et
aussi de la frontie`re noyau-manteau, et croisent les fronts de vorticite´ alterne´e
qui maintiennent le mouvement zonal, zig-zaguant ainsi entre les vortex.
Les effets de la convection compositionnelle peuvent, en premie`re approxi-
mation, se de´duire de ceux d’une convection thermique dans laquelle on aug-
menterait le nombre de Prandtl, pour tenir compte de la faible diffusivite´ des
e´le´ments le´gers. Les panaches seraient donc encore plus fins. L’instabilite´ com-
positionnelle existe certainement au voisinage de la graine, et, comme le sug-
ge`rent Buffett et al. (2000), elle pourrait aussi exister a` la frontie`re noyau-
manteau. Elle prendrait ainsi la forme duale que nous avons observe´e nume´ri-
quement.
Nous avons abondamment e´tudie´ le mouvement zonal, plus grande structure
cohe´rente admissible par l’e´coulement et manifestation la plus e´vidente de la
cascade inverse d’e´nergie. Les lois d’e´chelle expe´rimentales ont re´ve`le´ que le
frottement d’Ekman du mouvement zonal sur la frontie`re exte´rieure constitue
le puits d’e´nergie a` grande e´chelle du syste`me. Si l’effet de ce frottement est
ne´gligeable pour les modes convectifs (a` part un ralentissement de la pulsation
des ondes de Rossby au seuil), il est en revanche essentiel a` la mode´lisation
correcte du mode zonal.
Nous avons montre´ the´oriquement et expe´rimentalement que le mouvement
zonal tire son e´nergie de la convection, et il la tire d’autant mieux que cette
convection est turbulente. Nous avons avance´ un nouveau me´canisme pour
l’expliquer: la se´gre´gation des structures de vorticite´. Ce me´canisme pre´voit une
saturation du rapport entre l’e´nergie convective et l’e´nergie zonale, saturation
que nous n’avons pas pu atteindre expe´rimentalement, mais que nous avons
observe´e dans les mode`les nume´riques.
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L’ide´e selon laquelle une convection contenant de tre`s petites e´chelles carac-
te´ristiques entretient une circulation a` grande e´chelle est fre´quemment invoque´e
en ge´ophysique plane´taire, pour expliquer des syste`mes tre`s varie´s comme le
noyau terrestre, ou bien les vents de Jupiter. Nous pensons que notre e´tude du
mouvement zonal illustre bien les me´canismes par lesquels l’e´nergie des modes
convectifs nourrit le mode zonal.
2 Perspectives
Ce travail ouvre la voie a` une e´tude approfondie des liens entre les dynamos
convectives fluides et la turbulence. Plusieurs voies d’investigation comple´men-
taires sont envisageables.
2.1 Turbulence quasigéostrophique.
Les illustrations que nous avons produites de la turbulence quasige´ostro-
phique sur plan β sont convaincantes. Cependant, il nous manque une caracte´-
risation plus quantitative des flux d’e´nergie et d’enstrophie, et un rapproche-
ment, dans la mesure du possible, avec les the´ories existantes. Si les the´ories
autosimilaires ne semblent pas adapte´es, il pourrait en revanche eˆtre tre`s inte´-
ressant d’essayer d’appliquer les the´ories de me´canique statistique turbulente
telles que celle de Sommeria et al. (1991); Robert et Sommeria (1991) sur notre
syste`me. C’est ainsi que l’on pourrait essayer d’e´tablir une the´orie asympto-
tique pour ce type de turbulence, et l’appliquer au noyau terrestre.
2.2 Modèles hybrides de la dynamo.
Les limites actuelles du calcul nume´rique ne permettent pas d’obtenir des
dynamos tridimensionnelles a` bas nombre de Prandtl magne´tique, re´alisant la
se´paration d’e´chelle, c’est a` dire permettant d’obtenir un champ magne´tique a`
l’e´chelle du conteneur, entretenu par un champ de vitesse turbulent contenant
de tre`s petites e´chelles de vorticite´. C’est pourtant le re´gime attendu pour la
dynamo terrestre.
Nous avons montre´ que le mode`le quasige´ostrophique permet, sur la base
de calculs bi-dimensionnels, donc e´conomiques, d’obtenir, avec une pre´cision
acceptable, toutes les composantes du champ de vitesse tri-dimensionnel. Ceci
se fait au prix d’un asservissement de la vitesse verticale a` la vitesse radiale,
mais conserve la proprie´te´ d’he´licite´ de l’e´coulement, tre`s inte´ressante pour la
dynamo. On pourrait alors essayer de faire interagir un calcul bi-dimensionnel
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de la vitesse, qui peut re´soudre des structures de vorticite´ tre`s fines, et un
calcul tri-dimensionnel du champ magne´tique, qui serait limite´ uniquement
aux grandes e´chelles du champ. Cette approche repre´sente potentiellement un
progre`s important dans la compre´hension de la ge´odynamo.
2.3 Magnétoconvection expérimentale.
Comme nous l’avons vu dans le chapitre 2, l’extrapolation des lois d’e´chelle
au noyau donne des re´sultats inte´ressants, mais quelque peu fantaisistes, en
particulier en ce qui concerne la taille des colonnes. Il est important d’e´tudier
maintenant l’effet du champ magne´tique sur la convection dans un me´tal liquide
en rotation, dans la ge´ome´trie sphe´rique. Ce travail de The`se peut eˆtre vu
comme la premie`re phase d’utilisation de l’expe´rience Grenobloise, sans champ
magne´tique. L’appareil peut maintenant e´voluer pour e´tudier l’effet, sur la
convection dans le gallium, d’un champ magne´tique toroı¨dal prescrit, et donner
lieu a` un nouveau travail similaire, de de´termination des lois d’e´chelle, puis
d’investigation nume´rique structurelle.
3 Le mot de la fin...
...vaut mieux que s’il avait e´te´ mis en exergue au de´but! Nous laissons donc
Henri Bergson nous donner encore du cœur a` l’ouvrage:
!!... La` ou` il n’y a pas un effort personnel et meˆme original, il n’y a
meˆme pas un commencement de science. ""
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AnnexeA
Compléments.
Cette annexe pre´sente quelques e´le´ments du travail effectue´ entre la re´cep-
tion des rapports concernant ce manuscrit et la soutenance proprement dite.
A.1 Vorticité potentielle dans l’atmosphère.
On peut comple´ter ce qui a e´te´ dit dans le chapitre introductif en pre´sentant
quelques beaux exemples des concepts de vorticite´ potentielle dans la physique
de l’atmosphe´re et des oce´ans. La figure A.1 pre´sente l’exemple de la dynamique
d’un traceur passif hypothe´tique dans l’air stratosphe´rique. La dynamique est
re´gie par l’advection pure de vorticite´ potentielle. Les variations de vorticite´
ambiante sont cette fois lie´es aux variations du parame`tre de Coriolis, maxi-
mal au poˆle et nul a` l’equateur. Un courant descendant du poˆle Nord doit se
charger en vorticite´ positive, donc devenir un cyclone. Le mode`le nume´rique a
e´te´ initialise´ sur des donne´es re´elles, et a e´volue´ sur un temps simule´ de quatre
jours. Il a par la suite e´te´ compare´ a` la situation finale re´elle.
A.2 Ondes de Rossby dans les océans.
Nous poursuivons dans cette optique illustrative en pre´sentant cette fois un
exemple d’ondes de Rossby de´tecte´es dans l’oce´an par altime´trie satellite. La
figure A.2 pre´sente une carte altime´trique de la zone, ainsi qu’un diagramme
espace-temps sur lequel le comportement ondulatoire, de pe´riodes compatibles
avec les pe´riodes des ondes de Rossby, est clairement identifie´. La force de rappel
a` l’origine du comportement ondulatoire est ici la variation du parame`tre de
Coriolis avec la latitude, et les ondes se propagent d’Est en Ouest.
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Fig. A.1 – A` gauche: e´volution d’un traceur passif sur conditions initiales re´elles par advec-
tion de vorticite´ potentielle. A droite, situation finale re´elle (air stratosphe´rique). Pour plus
de de´tails, on consultera MacIntyre (2001), d‘ou` cet exemple frappant a e´te´ tire´.
Fig. A.2 – Gauche: altime´trie satellite (TOPEX/POSEIDON) dans l’oce´an, au large de
Madagascar. Une carte spatio-temporelle (a` droite) est cre´e´e, de la meˆme manie`re que les
cartes expe´rimentales de ce me´moire. On pourra consulter, pour plus de de´tails, Cipollini
et al. (2001); Fu et Chelton (2001).
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Le but e´st ici de mieux raccorder les e´tudes nume´riques et expe´rimentales.
En effet, l’utilisation, dans ces deux chapitres, de me´thodes de traitement par-
fois tre`s diffe´rentes, rend un peu difficile la comparaison.
La figure A.3 est une copie de la figure 3.9, sur laquelle on a reporte´ les va-
leurs de la figure 2.10. Les modes de de´pouillement des donne´es expe´rimentales
et nume´riques diffe´raient. Ici nous avons adopte´ les conventions du chapitre 3
pour toutes les donne´es.
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θ
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r
Ur = Re
Eau, E = 9.74 10−6, Expe´
Gallium, E = 1.46 10−6, Expe´
Gallium, E = 9.8 10−7, Expe´
Gallium, E = 7.3 10−7, Expe´
Uθ/Ur = 1
Uθ ∝ U
2
r
P = 7, E = 9.74 10−6
P = 7, E = 2.44 10−6
P = 0.025, E = 1.46 10−6
Vent thermique equ. 2.1.
Fig. A.3 – Re´gimes dynamiques de l’e´coulement.
Nous n’avons pas d’expe´riences dans le re´gime 1. En effet, le re´gime 1 im-
pose de se rapprocher du seuil avec une grande pre´cision et une grande stabilite´,
ce que le dispositif expe´rimental ne permet pas. Dans le re´gime 2, nous dis-
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posons d’expe´riences faites en eau. La comparaison des cartographies Doppler
nume´riques et expe´rimentales pour ces expe´riences e´tait concluante (voir figure
3.28 et suivantes). Cependant, un de´saccord e´tait apparu entre le mouvement
zonal du mode`le nume´rique et nos mesures (figure 3.34). Ce de´saccord figure
encore ici. Il peut eˆtre partiellement attribue´ au bruit de mesure important
pour ces expe´riences. Il semble aussi que le vent thermique (pre´visions en trait
fort sur la figure A.3) soit responsable de l’essentiel du mouvement zonal dans
cette configuration.
Dans les re´gimes 3 et 4, nous disposons des expe´riences, faites pour la
plupart en gallium liquide. L’accord entre les pre´visions du mode`le nume´rique
et les expe´riences est cette fois beaucoup plus concluant, meˆme si les expe´riences
ont tendance a` produire moins de mouvement zonal que le mode`le nume´rique,
a` Re donne´. Nous ne pouvons exclure qu’ici encore, une partie du mouvement
zonal expe´rimental provienne du vent thermique, mais cependant, nous avons
explique´ au chapitre 2 que dans la gamme des expe´riences, les pre´visions de
vent thermique e´tait a` peu pre`s trois fois plus faibles que ce que nous observons.
De plus, Lorsque Re augmente, le mouvement zonal issu de la se´gre´gation des
structures de vorticite´ augmente, et le vent thermique doit rester limite´ car
les isothermes prennent une forme de plus en plus cylindrique sous l’action du
transport vertical de tempe´rature.
Nous attendons donc que la source principale de mouvement zonal a` grand
Re soit le me´canisme de se´gre´gation. Cependant, il faudrait re´aliser ulte´rieure-
ment une e´tude minutieuse de l’action du vent thermique dans nos configura-
tions expe´rimentales.
A.4 Extrapolation et stabilité des couches d’Ek-
man.
L’extrapolation des re´sultats de l’e´tude expe´rimentale aux conditions du
noyau terrestre pose la question de la stabilite´ des couches d’Ekman. Desjar-
dins et al. (2001) ont e´tudie´ ce proble`me de stabilite´. Leur e´tude montre qu’une
couche d’Ekman pre`s d’une surface orthogonale au vecteur rotation devient in-
stable a` un nombre de Reynolds de 55. Nos re´sultats pre´voient pour la couche
d’Ekman externe un nombre de Reynolds local de l’ordre de Rel = Re ·
√
E =
10. Au poˆle, nous attendons donc une couche d’Ekman relativement stable. Ce-
pendant, a` mesure que l’on descend vers l’equateur, la couche d’Ekman devient
de plus en plus large, et son nombre de Reynolds local associe´ augmente. Il doit
donc exister une latitude critique a` laquelle la couche d’Ekman se de´stabilise.
L’effet serait alors probablement un freinage visqueux d’efficacite´ ame´liore´e par
rapport au freinage qui prend place a` travers une couche d’Ekman laminaire.
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Annexe B
Implémentation numérique du code
bi-dimensionnel.
Cette annexe est une notice technique pour la compre´hension du code bi-
dimensionnel que Philippe Cardin et moi avons e´crit a` l’occasion de ce travail
de the`se. Pour plus d’explication sur les sche´mas nume´riques employe´s, on
pourra consulter Dormy (1997). Ce code a, lui aussi, subi sa benchmark. En
collaboration avec Emmanuel Plaut, nous avons compare´ des re´sultats de si-
mulation dans une ge´ome´trie d’anneau. Au seuil, les parame`tres critiques Rac,
mc, ωc ainsi que la forme radiale de la solution ont e´te´ examine´s. Dans le do-
maine faiblement non-line´aire, le nombre de Nusselt et la forme radiale ont e´te´
compare´s.
B.1 Formulation numérique des equations.
Nous re´solvons le syste`me d’equation 2.4, 2.8 et 1.26 en utilisant la fonction
courant Ψ de´finie par
u =


1
r
∂Ψ
∂θ
−∂Ψ
∂r


et la perturbation de tempe´rature Θ (voir chapitre 1). Nous avons donc
ω = −∇2Ψ.
Nous e´crivons l’equation de la vorticite´ potentielle 2.4 sous la forme suivante,
pour faire apparaˆıtre les sche´mas nume´riques de Adams-Bashford et Crank-
Nicholson:
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(
∂
∂t
−∇2
)
∇2Ψ + E−1 2
L
dL
dr
1
r
∂Ψ
∂θ︸ ︷︷ ︸ = −
(
1
r
∂Ψ
∂θ
∂∇2Ψ
∂r
− ∂Ψ
∂r
1
r
∂∇2Ψ
∂θ
)
︸ ︷︷ ︸ + −Ra
∂T
∂θ︸ ︷︷ ︸ .
Crank-Nicholson Adams-Bashford Adams-Bashford
(+ Coriolis) (non-line´aire) (Archime`de line´aire)
(B.1)
Les conditions aux limites de non-glissement sont pre´cise´es un peu plus loin
avec la de´composition spectrale. La tempe´rature T se de´compose en la somme
de la perturbation Θ et du profil statique 2D Ts. L’e´quation pour Θ est:(
P
∂
∂t
−∇2
)
Θ︸ ︷︷ ︸ = −P
(
1
r
∂Ψ
∂θ
∂Θ
∂r
− ∂Ψ
∂r
1
r
∂Θ
∂θ
)
︸ ︷︷ ︸ −
1
ln (re/ri) r2
∂Ψ
∂θ︸ ︷︷ ︸
Crank Nicholson Adams-Bashford Adams-Bashford
(non-line´aire) (line´aire)
(B.2)
Nous avons ici utilise´ le profil statique de tempe´rature:
Ts =
ln
(
r
ri
)
P ln
(
re
ri
) .
Les conditions aux limites pour Θ sont Θ = 0 aux deux frontie`res (chauffage
diffe´rentiel). Le mouvement zonal obe´it a`:
 ∂∂t −∇2e + 1r2 + E
−1/2
re
(
1− r
2
r2e
)3/4

uθ
︸ ︷︷ ︸
= −(u · ∇e) uθ︸ ︷︷ ︸
Crank Nicholson Adams-Bashford
(non-line´aire)
(B.3)
Les conditions aux limites aux deux frontie`res sont uθ = 0 (non-glissement du
mouvement zonal).
B.2 Traitement spectral
On prend la de´composition:
Ψ =
1
2
mmax∑
−mmax
Ψm(r)e
−imθ
Θ =
1
2
mmax∑
−mmax
Θm(r)e
−imθ
(B.4)
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Dore´navant, les signes sommes sont sous-entendus. On a
u =

 −
1
r
imΨm
−∂Ψm
∂r

 .
Ceci nous permet d’e´crire les conditions aux limites de non glissement pour la
vitesse convective. Les fonctions ur et uθ devant eˆtre nulles sur les bords du
domaine, et puisque m ,= 0, alors les conditions aux limites s’expriment:
Ψm = 0 et
dΨm
dr
= 0 aux frontie`res, pour tout m ,= 0.
Ceci souligne l’inte´reˆt d’avoir se´pare´ mouvements axissyme´triques et mouve-
ments non-axissyme´triques: nous n’aurions pas pu e´cire les conditions aux li-
mites du mode m = 0. Nous avons encore:
∇2 = 1
r
∂
∂r
(
r
∂
∂r
)
− m
2
r2
=
∂2
∂r2
+
1
r
∂
∂r
− m
2
r2
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B.3.1 Grille radiale
On choisit une grille radiale irre´gulie`re nume´rote´e de 1 a` NR-1. le point 0
est le manchon, et le point NR est la sphe`re. On a
r(0)
r(NR)
= 4/11
r(NR)− r(0) = 1
soit donc r(0) = 4/7 et r(NR) = 11/7. Soit
dr(ir) = r(ir)− r(ir − 1).
On adopte un sche´ma de diffe´rences finies d’ordre 2 dans la direction radiale.
f(ir + 1) = f(ir) + dr(ir + 1)
∂f
∂r
(ir) +
dr2(ir + 1)
2
∂2f
∂r2
(ir) +O(dr3)
f(ir − 1) = f(ir)− dr(ir)∂f
∂r
(ir) +
dr2(ir)
2
∂2f
∂r2
(ir) +O(dr3)
Ainsi la de´rive´e premie`re s’exprime au second ordre de pre´cision par:
∂f
∂r
(ir) =
dr2(ir)f(ir + 1) − dr2(ir + 1)f(ir − 1)− (dr2(ir)− dr2(ir + 1)) f(ir)
(dr(ir)dr(ir + 1)) (dr(ir) + dr(ir + 1))
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La matrice Gr code pour cette de´rive´e. Ses e´le´ments sont donc:
Gra(ir) = -dr(ir+1) / (dr(ir) * (dr(ir)+dr(ir+1)))
Grb(ir) = (dr(ir+1) - dr(ir))/ (dr(ir) * dr(ir+1))
Grc(ir) = dr(ir) / (dr(ir+1) * (dr(ir)+dr(ir+1)))
On va aussi chercher la valeur de la de´rive´e seconde. On a
∂2f
∂r2
(ir) = 2
dr(ir)f(ir + 1) + dr(ir + 1)f(ir − 1)− (dr(ir) + dr(ir + 1)) f(ir)
dr2(ir)dr(ir + 1) + dr(ir)dr2(ir + 1)
La matrice L code pour la partie radiale du Laplacien. Ses e´le´ments sont donc:
La(ir) = 2./(dr(ir) * (dr(ir)+dr(ir+1))) +Gra(ir)/r(ir)
Lb(ir) = -2./(dr(ir) * dr(ir+1)) +Grb(ir)/r(ir)
Lc(ir) = 2./(dr(ir+1)* (dr(ir)+dr(ir+1))) +Grc(ir)/r(ir)
La matrice d2r code pour la de´rive´e seconde radiale. Ses e´le´ments sont donc:
dr2a(ir) = 2./(dr(ir) * (dr(ir)+dr(ir+1)))
dr2b(ir) = -2./(dr(ir) * dr(ir+1))
dr2c(ir) = 2./(dr(ir+1)* (dr(ir)+dr(ir+1)))
Soient yp(Mmin:Mmax,-1:NR+1) et yt(Mmin:Mmax,0:NR) les transforme´es
de Fourier respectives de la fonction courant et du champ de tempe´rature. Mmin
est nul quand on fait un calcul non-line´aire. Ut0(0:NR) est le mouvement zonal.
On doit re´soudre ces trois champs.
B.3.2 Équation de vorticité
L’e´quation B.1 est imple´mente´e ainsi:
A2 [yp(t+ dt)] = B2 [yp(t)] + 1.5 ∗ adamsp(t)− 0.5 ∗ adamsp(t− dt)
avec
A2 = A1∇2 + E−1 1
L
dL
dr
1
r
∂
∂θ
= A1∇2 − 1
E (r2e − r2)
∂
∂θ
= A1∇2 + im
E (r2e − r2)
et
A1 =
1
dt
− 1
2
∇2.
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La matrice B2 s’exprime par
B2 =
2
dt
∇2 − A2.
A1 est tridiagonale. Ses e´le´ments ge´ne´riques sont:
A1a(ir) = - La(ir)/2.
A1b(m,ir)= -(Lb(ir)-m*m*r_2(ir))/2.+(1.0/dt)
A1c(ir) = - Lc(ir)/2.
Il n’y pas de proble`mes de termes de bord, puisque A1 est de´finie de 1 a`
NR-1.
A2 est pentadiagonale. Elle ne contient, comme c’est le cas pour les forces
code´es dans le sche´ma de Crank-Nicholson, que la motie´ de la force de Coriolis.
On appelle Cor(ir) le terme ge´ome´trique:
Cor(ir)=1./(r(NR)**2-r(ir)**2)
Les e´le´ments ge´neriques de A2 (de ir = 2 jusqu’a` ir = NR− 2) sont:
A2U(m,ir,1) = A1a(ir) * La(ir-1)
A2U(m,ir,2) = A1a(ir) * (Lb(ir-1)-m*m*r_2(ir-1))
& + A1b(m,ir)* La(ir)
A2U(m,ir,3) = A1a(ir) * Lc(ir-1)
& + A1b(m,ir)* (Lb(ir)-m*m*r_2(ir))
& + A1c(ir) * La(ir+1)
& + 1./Ek*Cor(ir)*m*im
A2U(m,ir,4) = A1b(m,ir)* Lc(ir)
& + A1c(ir) * (Lb(ir+1)-m*m*r_2(ir+1))
A2U(m,ir,5) = A1c(ir) * Lc(ir+1)
Passons aux termes de bord pour A2. Les conditions aux limites de no-slip
imposent au poloidal non axissyme´trique:
Ψ(0) = Ψ(NR) = 0
∂Ψ
∂r
(0) =
∂Ψ
∂r
(NR) = 0
Ψ est donc nul aux bords, et on dispose de deux points fictifs:
Ψ(NR+ 1) = Ψ(NR− 1)
Ψ(−1) = Ψ(1)
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Ces deux points permettent d’e`crire, pour ir = 1:
A2U(m,ir,1) = 0.
A2U(m,ir,2) = 0.
A2U(m,ir,3) = A1a(ir)*2./(r(1)-r(0))**2
& + A1b(m,ir)* (Lb(ir)-m*m*r_2(ir))
& + A1c(ir) * La(ir+1)
& + 1./Ek*Cor(ir)*m*im
A2U(m,ir,4) = A1b(m,ir)* Lc(ir)
& + A1c(ir) * (Lb(ir+1)-m*m*r_2(ir+1))
A2U(m,ir,5) = A1c(ir) * Lc(ir+1)
En ir = NR− 1 on e´crit:
A2U(m,ir,1) = A1a(ir) * La(ir-1)
A2U(m,ir,2) = A1a(ir) * (Lb(ir-1)-m*m*r_2(ir-1) )
& + A1b(m,ir)* La(ir)
A2U(m,ir,3) = A1a(ir) * Lc(ir-1)
& + A1b(m,ir)* (Lb(ir)-m*m*r_2(ir) )
& + A1c(ir)*2./(r(nr)-r(nr-1))**2
& + 1./Ek*Cor(ir)*m*im
A2U(m,ir,4) = 0.
A2U(m,ir,5) = 0.
Passons aux termes dans le sche´ma d’Adams-Bashford. le terme adamsp
associe´ a` la force d’Archime`de s’exprime:
adamsp = −Ra∂Θ
∂θ
= im RaΘm
ce qui donne, une fois code´:
adamsp(m,ir) = im*m*Ra*yT(m,ir)
Le terme non line´aire en vitesse s’exprime:
yNLP = −u · ∇∇2Ψ = −
(
1
r
∂Ψ
∂θ
∂∇2Ψ
∂r
− ∂Ψ
∂r
1
r
∂∇2Ψ
∂θ
)
Pour le calculer, on appelle diffe´rentes sous-routines.
Spec_SpatU calcule la vitesse non axisyme´trique dans l’espace physique.
On a:
um =


1
r
∂Ψm
∂θ
= − im
r
Ψm
−∂Ψm
∂r


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ce qui se code:
do ir=1,nr-1
do m=1,Mmax
ilong=2*m+1
Ur(ilong,ir) =+m*r_1(ir)*imag(yP(m,ir))
Ur(ilong+1,ir)=-m*r_1(ir)*real(yP(m,ir))
Ut(ilong,ir) =-(Gra(ir)*real(yP(m,ir-1))
& +Grb(ir)*real(yP(m,ir))
& +Grc(ir)*real(yP(m,ir+1)))
Ut(ilong+1,ir)=-(Gra(ir)*imag(yP(m,ir-1))
& +Grb(ir)*imag(yP(m,ir))
& +Grc(ir)*imag(yP(m,ir+1)))
enddo
enddo
Puis on fait la transformation de Fourier:
isigne=-1
call fourier(Ur,isigne)
call fourier(Ut,isigne)
On remarque bien ici que le mouvement zonal n’a pas e´te´ inclu...
Spec_Spat_gradLapP calcule la partie non-axisyme´trique du gradient du
Laplacien, dans l’espace spectral. On calcule de´ja le Laplacien de la fonction
courant:
yLapP(:,0)= 2.*yP(:,1)/dr(1)/dr(1)
do ir=1,nr-1
do m=1,Mmax
yLapP(m,ir)= la(ir) *yP(m,ir-1)
& +(lb(ir)-m*m*r_2(ir))*yP(m,ir)
& + lc(ir) *yP(m,ir+1)
enddo
enddo
yLapP(:,nr)= 2.*yP(:,nr-1)/dr(nr)/dr(nr)
Deux termes de bord ont e´te´ e´value´s directement, en tenant compte de la
re´gularite´ de la grille pour le point fictif.
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Puis on e´value le gradient:
∇ =

 ∂∂r
−im


do ir=1,nr-1
do m=1,Mmax
ilong=2*m+1
gradLapPt(ilong,ir) =+m*r_1(ir)*imag(yLapP(m,ir))
gradLapPt(ilong+1,ir)=-m*r_1(ir)*real(yLapP(m,ir))
gradLapPr(ilong,ir) =(Gra(ir)*real(yLapP(m,ir-1))
& +Grb(ir)*real(yLapP(m,ir))
& +Grc(ir)*real(yLapP(m,ir+1)))
gradLapPr(ilong+1,ir)=(Gra(ir)*imag(yLapP(m,ir-1))
& +Grb(ir)*imag(yLapP(m,ir))
& +Grc(ir)*imag(yLapP(m,ir+1)))
enddo
enddo
Enfin, on fait la transformation de Fourier:
isigne=-1
call fourier(gradLapPr,isigne)
call fourier(gradLapPt,isigne)
La multiplication dans l’espace re´el se fait dans la routine non_lin. On
additionne de´ja le mouvement zonal a` la vitesse convective:
do ir=1,nr-1
Ut(:,ir) = Ut(:,ir) + Ut0(ir)
enddo
On additionne aussi le gradient du Laplacien du mouvement zonal a` la
partie convective; puisque Ut0 = −∂Ψ0
∂r
, on a:
do ir=1,nr-1
gradLapPr(:,ir) = gradLapPr(:,ir) - La(ir)*Ut0(ir-1)
. -Lb(ir)*Ut0(ir) - Lc(ir)*Ut0(ir+1)
enddo
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et on fait la multiplication
NL(:,:)= -(Ur(:,:)*gradLapPr(:,:) + Ut(:,:)*gradLapPt(:,:))
call Spat_Spec(NL,yNLP)
La routine Spat_Spec etant code´e comme suit:
isigne=1
call fourier(NL,isigne)
do m=0,Mmax
yNL(m,:) = Cmplx(NL(2*m+1,:),NL(2*m+2,:))
enddo
Enfin, dans la routine principale:
adamsP(:,:)=adamsP(:,:) + yNLP(:,:)
B.3.3 Équation de température.
L’e´quation B.2 est imple´mente´e ainsi:
A3 [yt(t+ dt)] = B3 [yt(t)] + 1.5 ∗ adamst(t)− 0.5 ∗ adamst(t− dt)
avec
A3 =
P
dt
− 1
2
∇2,
et
B3 =
2P
dt
− A3
Les e´le´ments ge´ne´riques de A3 sont:
A3a(ir) = - La(ir)/2.
A3b(m,ir)= -(Lb(ir)-m*m*r_2(ir))/2.+(Pr*1.0/dt)
A3c(ir) = - Lc(ir)/2.
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Ici encore, pas de proble`me de bord, puisque la perturbation de tempe´rature
doit eˆtre nulle en 0 et NR. Les termes de B3 sont code´s dans un Transit. Le
terme d’Adams-Bashford associe´ a` l’advection du profil statique s’e´crit:
adamst = −1
r
dTs
dr
∂Ψ
∂θ
=
im
r
dTs
dr
En utilisant l’expression de Ts nous obtenons:
adamst(m,ir)=im*m*yP(m,ir)*dprof(ir)/r(ir)
dprof e´tant la de´rive´e radiale du profil statique:
dProf(ir)=1./(2.247*log(r(NR)/r(0))*r(ir))
Le terme non-line´aire de l’e´quation de tempe´rature s’exprime
yNLT = −P
(
1
r
∂Ψ
∂θ
∂Θ
∂r
− ∂Ψ
∂r
1
r
∂Θ
∂θ
)
Comme ci-dessus, le calcul est de´compose´ en sous-routines: Spec_SpatU a de´ja`
calcule´ la vitesse non axisyme´trique, il ne reste qu’a` calculer le gradient de
la perturbation de tempe´rature. C’est la routine Spec_Spat_gradT qui s’en
charge, le calcul est assez similaire a` celui fait pour le gradient du Laplacien.
do ir=1,nr-1
do m=0,Mmax
ilong=2*m+1
gradTt(ilong,ir) =+m*r_1(ir)*imag(yT(m,ir))
gradTt(ilong+1,ir)=-m*r_1(ir)*real(yT(m,ir))
gradTr(ilong,ir) =(Gra(ir)*real(yT(m,ir-1))
& +Grb(ir)*real(yT(m,ir))
& +Grc(ir)*real(yT(m,ir+1)))
gradTr(ilong+1,ir)=(Gra(ir)*imag(yT(m,ir-1))
& +Grb(ir)*imag(yT(m,ir))
& +Grc(ir)*imag(yT(m,ir+1)))
enddo
enddo
Puis on fait la transformation de Fourier:
isigne=-1
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call fourier(gradTr,isigne)
call fourier(gradTt,isigne)
non_lin multiplie les deux termes (apre`s avoir ajoute´ le mouvement zonal
a` la vitesse convective):
NL(:,:)= -(Ur(:,:)*gradTr(:,:) + Ut(:,:)*gradTt(:,:))
call Spat_Spec(NL,yNLT)
et enfin, dans la boucle principale:
adamsT(:,:)=adamsT(:,:) + Pr*yNLT(:,:)
B.3.4 Équation des mouvements axisymétriques
L’e´quation B.3 est imple´mente´e comme suit:
A4 [Ut0(t+ dt)] = B4 [Ut0(t)] + 1.5 ∗ adamsUt0(t)− 0.5 ∗ adamsUt0(t− dt)
avec
A4 =
∂
∂t
+
1
2

−∇2e + 1r2 + E
−1/2
re
(
1− r
2
r2e
)3/4


Ceci se code:
A4a(ir) = -La(ir)/2.
A4b(ir) = -Lb(ir)/2.+.5/(r(ir)**2)+(1.0/dt)+Fre(ir)/sqrt(Ek)
A4c(ir) = -Lc(ir)/2.
Le laplacien angulaire e´tant nul, il n’y a pas de terme en m. Par contre il y a
un terme de courbure venant du fait que la projection sur un axe du Laplacien
vectoriel n’est pas le Laplacien scalaire de la projection. Le terme Fre s’e´crit:
Fre(ir)=.5/r(NR)/(sqrt(sqrt(1-(r(ir)/r(NR))**2))**3)
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Le terme code´ dans le sche´ma d’Adams-Bashford se re´duit au terme non-
line´aire:
adamsUt0 = −(u · ∇)uθ = −ur ∂uθ
∂r
L’autre contribution s’inte`gre par parties pour disparaˆıtre identiquement. On
de´veloppe a` l’aide de la fonction courant, et de sa de´composition spectrale.
Le processus de moyennage suivant la direction late´rale fait disparaˆıtre tout
produit impliquant des degre´s diffe´rents d’harmoniques sphe´riques, ainsi il ne
reste que les produits correspondant aux degre´s −m et m:
adamsUt0 = −1
4
Mmax∑
1
im
r
Ψm
∂2Ψ∗m
∂r2
+
im
r
Ψ∗m
∂2Ψm
∂r2
= −1
2
Mmax∑
1
Re
(
im
r
Ψm
∂2Ψ∗m
∂r2
)
Ce qui se code:
adamsUt0(:)=0.
do ir=1,nr-1
do m=1,Mmax
adamsUt0(ir) = adamsUt0(ir)+0.5*m*r_1(ir)*
& (imag(yP(m,ir))*(dr2a(ir)*real(yP(m,ir-1))
& +dr2b(ir)*real(yP(m,ir))
& +dr2c(ir)*real(yP(m,ir+1)))
& -real(yP(m,ir))*(dr2a(ir)*imag(yP(m,ir-1))
& +dr2b(ir)*imag(yP(m,ir))
& +dr2c(ir)*imag(yP(m,ir+1)))
& )
enddo
enddo
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AnnexeC
A numerical dynamo benchmark.
En 1998, a` l’initiative d’Ulrich Christensen, un travail international de
comparaison des codes nume´riques de dynamo tridimensionnelle de plusieurs
groupes inde´pendants a e´te´ mene´. Cette annexe contient un article qui en re´-
sume les re´sultats. Philippe Cardin, Emmanuel Dormy et moi-meˆme formions
le groupe franc¸ais. Ce travail fut inte´ressant et difficile, car la dynamo visqueuse
que nous devions traquer avait un petit bassin d’attraction dans l’espace des
parame`tres, que le moindre bug (il y en eut) pouvait eˆtre fatal, et que l’ob-
tention, avec des me´thodes nume´riques parfois tre`s diffe´rentes, de re´sultats
comparables a` plusieurs de´cimales pre`s tient encore parfois, a` mes yeux, du
miracle scientifique. Cet article est accepte´ pour publication dans Physics of
the Earth and Planetary Interiors.
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AnnexeD
Ultrasonic Doppler Velocimetry in
liquid Gallium.
Cette annexe contient l’article que Daniel Brito a consacre´ a` la validation
de la ve´locime´trie Doppler ultrasonore dans les me´taux liquides tels que le
gallium, et le sodium liquide. Cet article est paru dans Experiments in Fluids.
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Abstract For the first time, flow velocity is measured in a vortex of liquid
gallium, using the pulsed Doppler shift ultrasonic method. At the top of
a copper cylinder filled with liquid gallium, we spin a disk and create a
turbulent vortex with a dominant nearly axisymmetric velocity field with
little variation in the axial direction. The velocity profiles are shown to
be well resolved and in quantitative agreement with earlier observations.
Reliable velocity measurements in liquid gallium could be obtained only
after serious problems due to the formation of oxides were solved. This
work opens the way to performing accurate velocity measurements in other
liquid metals; preliminary results for liquid sodium are shown.
1 Introduction
A wealth of optical methods is available to visualize or measure flows in
transparent liquids. These methods cannot be used in opaque liquids such
as liquid metals. However, in many situations, it would be very valuable to
measure flow velocities in such liquids. This is particularly true in dynamo
experiments where liquid sodium is used because it is a very good conductor
of electricity. Sodium is set into motion, with the hope that the flow, when
sufficiently vigorous, will generate a magnetic field. Several such experiments
are now being conducted (Gailitis et al. 2000; Stieglitz and Mu¨ller 2001) or
planned (for a review, see Tilgner 2000). Our involvement in a project of
experimental dynamo provided the motivation to devise a non–intrusive
method to measure velocity in liquid metals.
Send offprint requests to: D. Brito, Daniel.Brito@lgit.obs.ujf-grenoble.fr
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In this respect, acoustic methods are particularly appealing. Acoustic
waves interact with vortices in a fluid and vorticity can be measured from the
spectrum of the scattered waves (Baudet et al. 1991) or from the refraction
of the transmitted waves (Roux and Fink 1995). Another approach is to rely
on small heterogeneities in physical properties of the fluid to backscatter
acoustic waves. The flow velocity is then derived from the Doppler shift of
these scattered waves. With a single ultrasonic probe and a pulsed signal,
one obtains a profile of the component of the flow velocity along the shooting
direction (Takeda 1986). Several commercial instruments implement the
pulsed Doppler shift method, and spectacular results have been obtained
for various flows in water (e.g., Tokuhiro and Takeda 1993; Takeda and
Kikura 1998). Application to liquid metal is more seldom but successful
tests have been reported for mercury (Takeda 1987; Kikura et al. 1998).
Liquid gallium is also a metal suitable for magnetohydrodynamic exper-
iments (Brito et al. 1995; Odier et al. 1998). In this paper, we present the
first velocity measurements in liquid gallium obtained with an ultrasound
pulsed Doppler velocimeter. Our set–up consists of a cylinder filled with
liquid gallium at the top of which spins a crenelated disk. We thus produce
a nearly two–dimensional axisymmetric vortex. The effect of a transverse
magnetic field on this vortex of liquid gallium, as well as that of the Coriolis
force have been investigated (Brito et al. 1995; Brito et al. 1996). The flow
was characterized through the magnetic field it induces, the associated elec-
tric potentials, and the pressure field at the top measured along a diameter
with a row of Venturi tubes. All these measurements enable us to have a
good description of the flow.
We think that our set–up is very appropriate for making a quantitative
test of the pulsed Doppler shift method in liquid gallium because the vortex
is well–behaved, reproducible, and nearly axisymmetric, yet turbulent.
A related configuration was investigated by Tokuhiro and Takeda 1993
who spun a rod at the top of a cylinder. Also using Doppler ultrasonic
velocimetry, they documented a periodic instability occurring for Reynolds
numbers above 650 in a water–glycerol mixture. The Reynolds numbers we
produce are much higher (they range from 104 to 4 105), and because our
disk is crenelated, the mean flow is much more dominant.
In the next section, we describe the experimental set–up and the ul-
trasonic Doppler velocimeter. In section 3, we present the velocity profiles
measured in liquid gallium and in water. The focus is set on discussing their
quantitative reliability. A comparison with velocities derived from streak
photographs in water is performed. In section 4, we discuss several problems
that had to be solved before our tests with liquid gallium became successful.
The problems are linked to the fast oxidation of gallium. In section 5, we
show preliminary velocity measurements performed in liquid sodium using
the same experimental set–up.
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Table 1 Physical properties of water, liquid gallium (at 30oC), liquid sodium (at
120oC) and copper relevant to the experiment.
Fig. 1 Experimental set–up. a) Photograph of the copper cylinder (coated with
a black cataphoretic thin film) and motor that entrains a crenelated disk near
the top of the cylinder. Two 4MHz ultrasonic transducers are pressed on flat slits
machined at three different angles (angles 0, 1, 2). b) Vertical cross–section of
the cylinder with a schematic view of the fluid flow. c) View from the top of the
cylinder. The lines indicate the chords followed by the ultrasonic beams in liquid
gallium (solid line) and water (dashed lines) for the three different angles.
2 Experimental set–up and velocimeter
2.1 Set–up
The experimental set–up is shown in figure 1. A vortex is produced inside a
cylinder. The cylinder is made of copper and coated with a cataphoretic thin
film which gives a black shiny appearance to the cylinder in figure 1 (see
Sect. 4.3 for comments about this thin film). The inner dimensions of the
cylinder are 80 mm (diameter) and 130 mm (height). The vortex is produced
by spinning a 40 mm–diameter crenelated disk near the top of the cylinder
(see figure 1b for details). The top surface is rigid and in contact with the
fluid. Rotation rates up to 3000 rev min−1 have been tested. The cylinder
is filled with either water or liquid gallium. The melting temperature of
gallium is 29.8oC. Physical properties relevant to the experiments are listed
in table 1.
Figure 1b gives a schematic representation of the fluid flow inside the
cylinder. The flow is nearly axisymmetric, with a dominant azimuthal ve-
locity Vθ = rω(r) in cylindrical coordinates, where r is radius and ω the
angular velocity. Centrifugation of the liquid by the disk also produces a
nearly axisymmetric secondary flow with meridional components. In this
paper, we will concentrate on measurements of the azimuthal velocities,
and compare the profiles obtained for water and gallium.
As shown in figure 1a, velocities are measured with 8 mm–diameter
ultrasonic transducers placed on the outer walls of the cylinder, on flat
portions machined at some angle from tangent as shown in figure 1c. The
ultrasonic beam can thus be shot into the cylinder along three different
directions, with incidence iCu = 0
◦ (angle 0), 32◦ (angle 1), or 40◦ (angle
2). When the probe is moved along the contact surface, the cylindricity of
the inner wall induces a spread in the angles of ± 8◦, ± 12◦ and ± 10◦,
respectively.
At the copper–liquid interface, the beams are deflected according to the
Snell–Descartes’ law
sin iCu
cCu
=
sin iliq
cliq
where cCu and cliq are the sound
velocities in copper and in the liquid, respectively (see table 1). The corre-
sponding beams inside the cylinder are drawn for liquid gallium and water
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in figure 1c. We checked the refraction of the ultrasonic beams in both water
and gallium by detecting echoes from a thin rod translated in the liquid.
All the velocity profiles in water and gallium shown in this paper were shot
from angle 1 at mid–depth of the cylinder.
2.2 Ultrasonic velocimeter
In the pulsed Doppler shift ultrasonic technique, a pulse of collimated ul-
trasounds is shot into the fluid. One then listens for echoes that come back
from particles in the fluid. The delay time of the echo provides the distance
of the particle, while the corresponding Doppler shift provides its velocity.
In a few tens of milliseconds, a profile of fluid velocities is obtained.
Only the velocity component parallel to the ultrasonic beam is accessible.
The length of the profile is proportional to the listening time, which depends
upon the Pulse Repetition Frequency (PRF ). The spatial resolution is of the
order of the ultrasound wavelength in the shooting direction, and depends
upon the width of the ultrasonic beam in the perpendicular directions. Re-
liable velocities can only be obtained after a number of pulses (typically a
few dozens) have been shot and analyzed. We use the DOP1000 multigate
ultrasonic velocimeter from Signal Processing S.A. (Lausanne, Switzerland).
The ultrasonic transducers are 4 MHz probes, 8 mm in diameter (trans-
ducers TR30405, Signal Processing). From the sound velocities (table 1)
we deduce a wavelength of 0.375 mm in water and 0.715 mm in gallium.
The pulse usually consists of 8 cycles. The spatial physical resolution in the
shooting direction then reaches 8 × 0.375 = 3 mm in water and 5.7 mm in
gallium. Because there is some overlap between the volumes sampled, veloc-
ity gradients are well retrieved below this physical limit. In open water, the
divergence of the ultrasonic beam is ±5◦. The diameter of the beam could
then reach 15 mm. We think that it is less, because of the focusing effect of
the cylindrical wall. Note that the deflection of the beam produced by the
interaction of the acoustic waves with the fluid velocities is less than 1◦ in
our conditions (Roux and Fink 1995) and is considered to be negligible.
The PRF is an essential parameter. The time tPRF between two emis-
sions determines the length of the profile, but it also controls the velocity
resolution. Indeed, if the time between two emissions is long, fast particles
have moved too much to yield echoes that correlate. The maximum depth
Dmax and velocity along the beam Vmax that can be measured are linked
by: Dmax × Vmax =
c2
8fe
where c is the sound velocity of the liquid and fe
is the emission frequency. At the other extreme, slow particles show no de-
tectable displacements between two emissions if the repetition frequency is
too high. In our experiments, we have carefully adjusted the PRF parameter
(see Sect. 4.2).
Most profiles were constructed using 128 emissions per profile. The total
acquisition time of a profile ranges from about 20 to 100 ms, depending
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Fig. 2 Ultrasonic echoes (arbitrary units) as a function of distance in mm
recorded in the copper cylinder filled with water (a) or gallium (b). The ultrasonic
probe is at angle 0.
on the PRF. Each profile is then treated as described in the appendix. In
this paper, we focus on the mean properties of our turbulent vortex. There-
fore, we present mean velocity profiles obtained by averaging a set of 256
successive profiles (they remain identical if only 64 profiles are averaged).
The Doppler shift method relies on echoes from particles in the liquid.
Optimal particles have densities close to that of the liquid, so as to stay in
suspension and follow the motions of the fluid. It is best if their acoustical
impedance is different from that of the liquid, so as to reflect the ultra-
sounds efficiently. In water, we use a polyamide powder. In liquid gallium,
we selected a powder of zirconium boride. The particles are about 50 µm
in diameter and the density of ZrB2 (6.17) is close to that of liquid gallium
(6.09). This powder yields good results, but it is likely that natural gallium
oxides also reflect ultrasounds efficiently (see Sect. 4.3).
The user of the DOP1000 velocimeter can adjust a number of parame-
ters. We have already mentioned the key role of the PRF. Another important
feature is the amplification level or Time Gain Control (TGC ). It controls
the amplification level of the echoes before they are analyzed. In some cases,
a simple exponential increase of the amplification as a function of the time
delay is enough to provide good sensitivity along the whole profile. How-
ever, echoes from the walls can saturate portions of the profile and produce
spurious velocity values (see Sect. 4.2).
As a matter of fact, it is useful to monitor the amplitude of the echoes
as velocity profiles are computed. In figure 2, we show the amplitude of the
echoes in the cylinder as a function of distance for both water and gallium
using the echo mode of the DOP1000. The transducer is positioned at angle
0 (see figure 1), and the time between two emissions has been chosen so as
to record ultrasonic waves that have bounced back and forth on the side
walls of the cylinder. Nice peaks are clearly visible that correspond to waves
that have bounced at the liquid–copper interface once or more. For water, a
first small peak corresponds to multiple reflections within the entrance wall.
These reflections are not as strong for gallium, due to a smaller impedance
contrast. On the contrary, reverberations within the opposite wall are re-
sponsible for the broadening of the peaks in gallium. Note that even the
relative amplitudes of the peaks depend upon the choice of the amplifica-
tion level (TGC parameter). The low amplitude echoes between the main
peaks are those from the particles, which ultimately provide the velocity
information.
6 Daniel Brito et al.
Fig. 3 Velocity profiles as a function of distance measured at mid–depth of the
cylinder from angle 1, in vortices of water (a) and gallium (b). The different
imposed Reynolds number are obtained by changing the rotation rate of the disk
up to 3000 rev min−1 in both cases. The error bars give the standard deviation
of the velocity at each measured point of the profile.
Fig. 4 Maximum velocity of profiles as a function of the Reynolds number in
vortices of water and gallium.
3 Velocity measurements in vortices of water and gallium
3.1 Raw velocity profiles
Figure 3 shows velocity profiles measured at mid–depth of the cylinder
from angle 1 in vortices of water (a) and gallium (b). Only the projec-
tion of the velocity vector along the ultrasonic beam is retrieved with the
Doppler method. Each profile is for a given disk rotation rate from 500
to 3000 rev min−1. Throughout the paper, we use the Reynolds number
Re =
ωdiskr
2
disk
ν
, this dimensionless number being based on the radius of
the disk rdisk, the kinematic viscosity of the liquid ν and the rotation rate
of the disk ωdisk.
The profiles of figure 3 are consistent with the properties of the flow as
sketched in figure 1b:
- the profiles are symmetric with respect to the mid–point of the beam
in the cylinder (distance of about 45 mm), as expected for an axisymmetric
flow. No bias is introduced by the divergence of the ultrasonic beam.
- the projection of the velocity along the beam is maximum at the mid–
point, as it should be if the angular velocity of the liquid decreases with
increasing radius. Note that at the mid–point, the (azimuthal) velocity vec-
tor is parallel to the beam.
- this maximum velocity increases with the imposed angular velocity of
the disk.
- the velocity jumps abruptly from zero in the copper wall to its value in
the liquid across a very thin vertical viscous boundary layer. The thickness
of this layer scales as δ ￿ Re−1/3 rcylinder (e.g., Pedlosky 1987), yielding
δ < 1 mm, which is consistent with our measurements. Note that the layer
is too thin to be resolved.
- the error bars in figure 3 indicate the standard deviation at each mea-
sured point of the experimental profile. As expected for these high Reynolds
numbers, the flow is turbulent. But the energy of the fluctuating part is only
a few percents of the mean flow, as already seen in previous studies (Brito
et al., 1995). Note that the sample volume (see Sect. 2.2) is larger than the
distance between two measured points.
For a given disk rotation rate (for example at 3000 rev min−1), the
maximum velocity is higher for gallium than for water. This is a direct con-
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Fig. 5 Normalized angular velocity profiles ω(r)/ωdisk in vortices of water (a)
and gallium (b) for different Reynolds numbers. The error bars shown for the
smallest radius on each profile is representative of the error bars at every radii.
Fig. 6 Comparison of water and gallium angular velocity profiles at three different
Reynolds numbers.
sequence of the difference between the two ultrasonic paths : as shown in
figure 1c, the path in liquid gallium is less refracted than that in water.
Hence, the azimuthal velocity measured at the mid–point is higher for gal-
lium than for water (as long as the angular velocity decreases less rapidly
than 1/r with radius).
In figure 3 we plot the maximum velocity of each profile as a func-
tion of the Reynolds number. The maximum disk rotation rate is still 3000
rev min−1, but because gallium has a lower kinematic viscosity than water,
higher Reynolds numbers are reached for gallium. We observe that the max-
imum velocity increases linearly with Re when Re is above about 5 104 (for
both water and gallium). In this high Reynolds number regime, the liquid
is entrained very efficiently. Velocities as high as 3.5 m/s are well recovered
by the velocimeter. For smaller values of the Reynolds number, the liquid
is more influenced by the presence of the lateral walls. Hence, the liquid is
less entrained, as we will better see in the next section.
3.2 Angular velocities
Radial profiles of the angular velocity ω(r) can be retrieved from the raw
velocity profiles, as shown in the appendix. The profiles extend from the
minimum radius at the mid–point of the beam to the outer wall.
Figures 5a and 5b show the normalized angular velocity profiles ω(r)/ωdisk
computed from the raw profiles shown in figures 2a and 2b respectively. Each
profile is composed of two “branches”, which correspond to the two sides of
the raw profile.
First, we note that the two branches superpose remarkably well as a
function of radius for both gallium and water, in particular in the central
part of the vortex (at small radius). It demonstrates that the fluid flow
is indeed axisymmetric. It also shows there is no bias introduced by the
velocimeter : velocities far from the transducer are recovered as well as
those close to it, at least when the parameters of the instrument are well
tuned (in particular the PRF ). This could be due to the focusing effect
of the cylindrical interface, which reduces the intrinsic divergence of the
ultrasonic beam.
We checked that the velocity profiles do not depend on the vertical
coordinate when Re ≥ 104, as already inferred from other measurements
(Brito et al. 1995). Indeed, all profiles measured from the top to the bottom
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Fig. 7 Comparison of the radial profiles of angular velocity in a vortex of water
measured with the streak photograph technique (points with error bars) and with
the DOP1000 velocimeter (continuous line bracketed by the standard deviation).
of the cylinder are essentially identical for a given disk velocity, for both
water and gallium, and from the two shooting angles (1 and 2), except in
very thin layers near the boundaries.
Although velocities do not vary with height, the angular velocity in the
liquid does not necessarily match that of the disk, as can be seen in figure
5. However, as the entrainment velocity increases, the angular velocity of
the liquid at the center gets closer to that of the disk : we are entering the
vortostrophic regime. This is more clear for water, because the geometry of
the ultrasonic path permits to retrieve the angular velocities from the outer
wall down to a radius of 8 mm, instead of 15 mm for gallium (see figure 1c).
For a given Reynolds number (hence for disk rotation rates that differ
by a factor of about 3, which is the ratio of the kinematic viscosity of water
over that of gallium) the radial profiles of non-dimensional angular velocity
in water and gallium superpose perfectly, as shown in figure 6.
For Reynolds numbers above about 5 104, the angular velocity of the
liquid at the center of the cylinder matches that of the disk. This is also
when the high Reynolds number regime in figure 3 is reached.
3.3 Comparison with velocities deduced from streak photographs
We have seen the good quality and coherency of the velocity profiles mea-
sured with the ultrasonic Doppler technique, for both water and gallium. In
this section, we compare these profiles with angular velocities derived with
a completely different method.
We measured angular velocities in water using the streak photograph
technique. The copper cylinder was replaced by a transparent polycarbonate
cylinder. A horizontal slice of the cylinder was lit, and a B–pause photograph
was taken from below using a mirror. Angular velocities were deduced from
the length of the tracks of aluminum flakes.
In figure 7, we compare two radial profiles of the angular velocity in
water. The points with error bars are from the streak photographs at Re =
1.5 104 and the curve is a Doppler profile for the same Reynolds number.
The two profiles superpose extremely well. Both display a thin boundary
viscous layer near the outer wall, across which the angular velocity must
jump from zero (no slip boundary condition) to about 10% of ωdisk.
4 Methodological aspects
Although one advantage of the ultrasonic Doppler velocimeter is that is does
not require any calibration, there are a few phenomena that can introduce
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Fig. 8 a) Velocity measurement in a vortex of water as a function of distance
for an identical Reynolds number Re = 3.7 104 and different times between two
emissions tPRF . Velocities are underestimated when the PRF is not carefully
chosen. b) Maximum measured velocity in mm/s as a function of the selected
tPRF in µs, for three Reynolds numbers. The two circled stars for Re = 3.7 10
4
correspond to the two profiles shown above.
biases in the measurements. The biases can be in distance and in velocity.
For gallium, additional problems come from the formation of oxides that
affect the transmission of the ultrasonic waves, as we discuss below.
4.1 Biases in distance
According to the geometry of our set–up shown in figure 1, and to the sound
velocities given in table 1, the mid–point of the raw velocity profiles should
lie at a distance of 42 mm for water and 45 mm for gallium (note that
distances are given assuming that the sound velocity for the whole profile
is that of the liquid). Instead, we find it at 45 ± 0.5 mm and 48 ± 0.75
mm respectively, for all Reynolds numbers using the de–aliasing method
described in the appendix. This implies that the origin of the profiles is
offset by some 3 mm. In fact, this offset is directly seen in the raw profiles
: the first data points in the liquid are at a distance of 6 mm in water and
10 mm in gallium, instead of the expected 2.5 mm and 5 mm respectively.
By using the actual mid–point of the profiles, we can correct for this
small bias. The radial profiles of the angular velocity shown in figure 5
illustrate that the profiles then reach the expected radius of 40 mm.
4.2 Biases in velocity
A close look at the two profiles for Re = 3.7 104 in figure 2a reveals that
one of these yields spurious zero velocities for some 4 mm inside the liquid.
This happens when the echoes from the particles in the liquid are too strong
and saturate the signal. This can be solved by adapting the filter applied to
the signal, the Time Gain Control (TGC parameter). Note that the profiles
are otherwise completely identical. Spurious velocities also appear when the
echoes are not strong enough.
At the other end of the profiles, where the ultrasonic beam encounters
the opposite copper wall, another bias exists. We see that the velocity does
not decrease down to zero, but remains instead at a roughly constant level.
This is because we are getting echoes from particles that have been hit by
the ultrasonic beam reflected off that wall and vice-versa. In figure 5a tiny
notches at r ￿ 14 mm may be artefacts due to the beating of the scattered
waves with a static echo for the same shot.
We found another more subtle cause of bias in velocity. Figure 8a com-
pares two raw velocity profiles for a vortex in water with the same Reynolds
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number Re = 3.7 104. The only difference between the two profiles lies in
the choice of the Pulse Repetition Frequency (PRF ). This parameter con-
trols the “listening” time of the velocimeter, hence the length of the profile.
However, it also trades off with the velocity that can be measured.
As we have seen in section 2.2, if the time between two emissions is
too short, the particles have not moved enough and the velocimeter fails to
properly resolve the Doppler shift. The signal–to–noise ratio is then low and
the recovered velocity is biased to low values. This is why the profile with
tPRF = 128 µs is too low in figure 8a. In figure 8b, we report the maxi-
mum measured velocity as a function of tPRF for several Reynolds numbers.
These curves display a plateau for which the measured velocity becomes in-
dependent of the selected PRF . In fact, velocity slightly decreases along
this plateau (by less than 10 %). The strong velocity bias seen in figure
8a occurs for smaller tPRF . Therefore, there is an optimum tPRF slightly
above this fall-off, for which the correct velocity is measured.
When the disk velocity increases, the optimum tPRF decreases, and the
width of the plateau diminishes because profiles with large tPRF present
too much time–aliasing to be recovered (see appendix). The optimum tPRF
roughly varies as the inverse of the disk velocity. A similar behavior is ob-
served in gallium experiments. All results presented in this article are for
the optimum tPRF .
Following these observations and in order to find the suitable time be-
tween successive pulse emissions, one should first start with the largest
possible tPRF and then reduce it until the maximum velocity collapses.
4.3 Problems with oxides in liquid gallium
At this stage, we hope to have shown that excellent velocity measurements
could be obtained in liquid gallium, using pulsed Doppler shift ultrasonic
velocimetry. In this section, we emphasize that this was not an easy task, as
several difficult problems had to be solved before we could get these results.
4.3.1 Oxides The main difficulties are linked to the exceptional affinity
of liquid gallium with oxygen. Gallium oxides cover the surface of liquid
gallium in a few minutes when it is in contact with the atmosphere. An
oxygen content as low as 2 ppm is enough for oxidation to start (personal
communication, Rhoˆne–Poulenc). The two main gallium oxides are GaO2
(density = 4.77) and Ga2O3 (density = 6.44) (Downs 1993). GaO2 forms a
very fine dark powder, which is easily seen at the surface of shiny gallium.
4.3.2 Effect of oxides on ultrasonic velocimetry As soon as oxides have
had time to develop enough, it becomes impossible to obtain reliable pro-
files with the ultrasonic velocimeter. Within a few minutes, the profiles
become asymmetric, the measured velocity decreases, and finally one loses
completely the profile, starting from the far wall. At first, we thought that
Ultrasonic Doppler velocimetry in liquid gallium 11
these problems were due to a decrease in the population of particles, since
the velocimeter returns zero velocities when it gets no echo. A simple test
shows that this is not the case. If we start an experiment with clean gallium
(as discussed below) at angle 0, we observe that the amplitude of the echo
progressively decreases and finally disappears. This means that the ultra-
sonic beam looses its energy by scattering : there are too many particles.
The scattering could take place in the volume of the liquid or on the walls,
or both. We will see from tests discussed below that scattering from ox-
ide particles on the walls is probably the main source of attenuation of the
ultrasonic beam.
4.3.3 Cleaning There are two options to avoid problems with gallium ox-
ides : either always operate gallium under an oxygen–free atmosphere, or
remove the oxides. With the first option, one could use argon or nitrogen
but we have seen that even a minute proportion of oxygen is enough to
start oxidation. We have chosen the second option. As described in Brito
et al. (1995), liquid gallium can be cleaned by letting it react with a 10%
solution of HCl in ethanol. We perform this treatment for a few hours each
time before filling the cylinder.
4.3.4 Cylinder material We used three different materials for the cylinder.
First, we used polycarbonate, as described in Brito et al. (1995). Visual
observations were then possible when the liquid was water (see 3.3). We
built a second cylinder in nylon 6/6 : this material was chosen because
its sound velocity is very close to that of liquid gallium, so that refraction
was minimum. Finally, a copper cylinder was constructed, with which all
measurements presented in this paper were obtained.
In all three cases, we could get good velocity measurements for the first
few runs. However, after a few days or a few weeks, the profiles started
deteriorating, even though gallium was cleaned before each refill. The rea-
son seems to be that oxides clutter on the walls and cannot be completely
removed even though we tried various mechanical and chemical treatments.
This observation confirms the role of oxides on the walls as the primary
source of disturbance for ultrasonic velocimetry.
4.3.5 Coating The final step for obtaining reliable and lasting velocity
measurements was to coat the walls of the copper cylinder with a 2 µm–
thick cataphoretic film. With this coating, oxides do not stick to the walls.
Starting with purified liquid gallium, we can typically run the experiments
for about one hour without encountering troubles due to oxides. We then
have to empty and clean both the cylinder and the gallium before starting
a new run. The run–time could probably be lengthened if the experiments
were performed in an oxygen–free atmosphere.
4.3.6 Particles All experiments in gallium we reported on used 50 µm large
zirconium boride particles to back–scatter the ultrasonic waves. ZrB2 was
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chosen because its density (6.17) is close to that of liquid gallium. However,
we also performed a few tests with “pure” gallium and found it to be just
as echogene, probably because of small oxide particles again.
5 Preliminary flow velocity measurements in liquid sodium
As we mentioned in the introduction, one of the motivations for our study is
the possibility to measure flow velocities in dynamo experiments using liquid
sodium. Having shown the merits of our experimental set–up to develop the
Doppler velocimetry technique in liquid gallium, we show the results of
preliminary tests in liquid sodium.
Experimenting with liquid sodium brings in two difficulties: high tem-
perature (sodium melts at 98oC) and the violent reactivity of sodium, which
requires specific handling methods. The experimental set–up has been mod-
ified accordingly. In order to avoid contact of sodium with oxygen or water,
the whole set–up was placed in a dedicated Argon atmosphere chamber
operated by the Direction des Re´acteurs Nucle´aires of the Commissariat a`
l’Energie Atomique in Cadarache. The polycarbonate disk was replaced by
a stainless steel equivalent. For minimizing leakage problems, the cylinder
was only three–quarter filled, and the disk positioned at mid-depth. The
geometry of the cylinder was kept unchanged, but we tried three different
materials: naked copper, copper with a cataphoretic deposit (as for gallium),
and stainless steel.
The experiments were carried out with liquid sodium at a temperature
of 120oC. We used a high temperature transducer TR40408 from Signal
Processing, which can operate up to 150oC. The beam it produces is about
60% wider than that of the TR30405 probe.
Figure 9a shows the echo from the wall and its multiples measured using
the stainless steel cylinder. The sound velocity of liquid sodium derived from
this record is in agreement with the predicted value (see table 1). The naked
copper cylinder yielded weaker echoes, while no echo at all was seen with
the cataphoretic–coated copper cylinder.
In contrast, the best velocity profiles were obtained using the naked
copper cylinder. Figure 9b displays the raw profiles and their standard de-
viations for three different disk rotation rates. The transducer is at angle 1
and the ultrasounds travel along a chord bottoming 10.5 mm off the axis of
the cylinder. The profiles look not too different from their equivalents in wa-
ter and gallium, and the maximum velocity clearly increases with the disk
rotation rate. Nevertheless, the profiles are much more noisy and the maxi-
mum mean velocities are between two and three times lower than expected,
even if we account for the effect of the cylinder being only three–quarter
filled. We think that this is due to a poor signal–to–noise ratio in these
experiments. Results obtained with the stainless steel cylinder were sim-
ilar but of poorer quality, because of the high impedance contrast at the
solid/ liquid interface. Rather unexpectedly, the cataphoretic–coated copper
cylinder yielded the worst results.
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Fig. 9 (a) Ultrasonic echoes (arbitrary units) as a function of distance in mm
recorded in a cylinder of stainless steel filled with sodium. The ultrasonic probe is
at angle 0 (see figure 1). (b) Velocity profiles as a function of distance measured at
mid–depth of the cylinder from angle 1 (see figure 1), in vortices of liquid sodium
at 120oC obtained in a cylinder of naked copper, for three different disk rotation
rates.
No particles were added to the sodium. Pure sodium was too transparent
to ultrasounds, and we had to let it oxidize to get sufficient echoes from oxide
particles.
These preliminary measurements in liquid sodium are encouraging. There
remains to perform a work similar to what we presented for gallium : deter-
mine the best container material and optimize the amount of oxides and/or
other particles.
6 Conclusions
We have shown the first velocity measurements performed in a vortex of
liquid gallium, using the pulsed Doppler shift DOP1000 velocimeter. Re-
liable profiles have been obtained. Comparisons with earlier experimental
results for the same set–up demonstrate the high quality of the velocity
measurements. Comparisons with velocity profiles for water in the same
set–up illustrate that the dynamics of this type of flow is controlled by its
Reynolds number.
The main problems we have encountered are due to the very fast ox-
idation of gallium. Oxides form a powder that sticks to the walls of the
container and scatters the ultrasounds, making it impossible for them to
propagate far enough. We could overcome this difficulty by “cleaning” the
gallium and the container before each series of runs. Cleaning of the con-
tainer was efficient only when a thin cataphoretic film protected the copper
walls from gallium oxides deposits. Running the experiments in an oxygen–
free atmosphere would probably minimize these problems.
Our results open new perspectives for the investigation of fluid flow in
liquid metals. They should lead to developments in the context of exper-
imental dynamos, where fast motions are set in large volumes of liquid
sodium. Preliminary tests of the pulsed Doppler shift ultrasonic method in
liquid sodium using the same set-up show that the technique should work
well.
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Appendix: Treatment of velocity profiles
In this appendix, we explain how we convert the raw velocity data recorded
by the DOP1000 velocimeter into time–averaged profiles of the angular
velocity ω as a function of radius. Figures 10a-d show the successive steps
of the processing, and figure 11 illustrates the projection of the measured
velocity Vdop into the azimuthal velocity component Vθ.
As already mentioned in section 2.2, one set of velocity profiles is typ-
ically composed of 256 individual profiles, each of them measured succes-
sively in time. The total recording time of a set is determined by the product
of parameters tPRF × number of pulses per profile × 256 and ranges from
about 5 to 25 seconds.
The four individual velocity profiles shown in figure 10a are from a set
of 256 velocity profiles, each of which recorded with tPRF = 208 µs and
128 emissions per profile. Along the Y–axis, velocities are given in their
original binary–coded values, spanning a range from -128 to +127. Given
the sign convention of the velocimeter (velocities counted positive when the
fluid moves away from the probe) and the sense of rotation of our disk, all
measured velocities should be positive. We see that this is not the case in
the central part of the profile, where the values have been clearly aliased
into the negative side. This happens when the fluid velocities are larger than
the set maximum velocity (Vmax parameter).
This effect can easily be removed by de–aliasing the binary files (using
a continuity test). Figure 10b gives the resulting de–aliased profiles.
The following step consists of time–averaging the 256 corrected profiles
and convert the binary units into physical units (mm/s). The resulting mean
profile is plotted in figure 10c, together with the standard deviation about
that profile.
In the last step, the velocity along the ultrasonic beam Vdop is converted
into the azimuthal velocity Vθ = rω(r). To do that, we first determine the
symmetry point of the profile (point O’ in figure 11) by least–square inver-
sion : the result of this inversion is given by the vertical bar in figure 10c.
(Note that the position of point O’ is theoretically known as we know the
angle of incidence iCu, and the sound velocities in copper, gallium, and wa-
ter. However, we generally have a small discrepancy between the predicted
value and the one obtained from the inversion as discussed in section 3.2).
Once we have the distance of point O’ in figure 10c, and knowing the
distance OO’ = r0 from the geometrical parameters of figure 11, we can
project Vdop into Vθ :
Vθ(r) = Vdop(M) ·
r(M)
r0
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Fig. 10 Successive steps of the processing of a velocity file recorded by the
DOP1000 during an experiment with liquid gallium where Re = 1.6 105. (a)
Original binary–coded velocity values as a function of distance for 4 profiles. (b)
de–aliased profiles. (c) Time–averaged profile in physical units (mm/s), obtained
by taking the mean of the 256 successive individual de–aliased profiles. The error
bars are the standard deviation about that mean profile. The vertical bar is the
symmetry point O’. (d) Time–averaged angular velocity ω = Vθ/r scaled with
ωdisk, as a function of radius.
Fig. 11 View from the top of the cylinder. The DOP1000 measures the compo-
nent of the velocity along the beam, Vdop. O’ is the mid–point of the chord. Vθ(M)
is obtained by projecting Vdop(M) on the perpendicular to OM.
where r(M) =
￿
r2
0
+ O￿M2
Dividing Vθ(r) by the radius r, we finally obtain the time–averaged an-
gular velocity ω as a function of radius r as shown in figure 10d, here scaled
to the disk angular velocity ωdisk. The two branches of that profile, which
superpose almost perfectly, come from the two sides of the original bell–
shaped profile.
Note that for high rotation rates, the retrieved angular velocity at the
center reaches the imposed disk velocity when an effective value iCu = 40
◦ is
selected for angle 1. This is within the bounds determined from the geometry
of the machined portions for angle 1 (32◦± 12◦), and this value is used
throughout for all profiles.
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Symbol Unit WATER GALLIUM SODIUM COPPER
Density ρ kg/m3 1000 6090 932 8900
Kinematic viscosity ν =
µ
ρ
m2/s 1.14 ·10−6 3.1 · 10−7 6.65 · 10−7
Sound velocity c m/s 1500 2860 2550 4760
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