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A bstract
Halo nuclei are formed when the last protons or neutrons are weakly bound to a 
tightly bound core. This allows the halo nucleons to tunnel far away from the core, 
resulting in a large r.m.s radius and therefore a large reaction cross section. Usually, 
halo nuclei possess only one bound state, the ground state, with all excited states being 
more or less unbound.
When a nuclear potential is too weak to form a bound ground or excited state, the 
state can nevertheless be manifest physically as a positive energy resonance. Exper­
imentally, low energy resonance like structures have been observed in the three-body 
continuum of certain halo nuclei eg. 6He —> a  +  n +  n. However, from a strict theoret­
ical point of view, a resonance corresponds to a pole in the scattering amplitude at a 
complex energy.
Halo nuclei have been successfully modelled as three-body systems in the hyper- 
spherical harmonic calculation scheme. Here the R-matrix method is used in solving 
the coupled hyperradial equations. It is critical that the long-range nature of the cou­
plings in this system are incorporated correctly when evaluating the S-matrix. This is 
achieved through the use of coupled asymptotic solutions to the radial equation.
These procedures have enabled a number of resonance-like S-matrix poles to be 
located for the 2+ , 0+ and 1 ~ spin-parity states in the low energy continuum of 6He.
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Chapter 1 
Introduction
1.1 The Resonance
The concept of a resonance was introduced to the field of nuclear physics in 1936 in 
connection with the anomalously large cross sections observed in the scattering of low 
energy neutrons [1, 2, 3, 4] from medium and heavy nuclei. This enhanced cross section 
is attributed to the existence of a meta-stable state of the target and projectile where 
the projectile, with a specific energy, is localised within the vicinity of the target for a 
finite time, before being re-emitted and detected. The resonance is a phenomenon that 
is observed in all scales of scattering experiments, from particle and nuclear physics 
through to atomic and molecular physics. From the theoretical point of view, it is 
widely accepted that a resonance corresponds to a pole of the scattering amplitude at 
a complex energy [57]. The concept of using complex energy was first introduced by 
Gamow in 1928 in the context of alpha decay [8], and was used in that instance for the 
treatment of the time-dependent process within the framework of time-independent 
scattering theory. An aim in this thesis is to identify resonances as poles of the S- 
matrix at a complex energy. This is studied within simple model examples, and having 
thereby gained experience, these methods are applied to the three-body problem to 
address some of the open questions concerning the resonances in the nucleus 6He.
1.2 Scattering Theory
The aim of this section is to introduce the scattering matrix and show its connection 
to the determination of the resonance. In a typical scattering experiment a beam 
of projectile particles is incident on a target and scattered particles are subsequently 
detected by devices that provide information concerning their intensity and possibly 
their energy, as a function of scattering angle. The role of scattering theory is to
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provide a theoretical interpretation of such data.
Many specialist texts deal with this subject, for example Taylor [12 ] and Newton [7], 
as do sections of Quantum Mechanical texts, e.g. Merzbacher [6]. The theory presented 
here is that sufficient to illustrate the simplest situation, the elastic scattering of two 
bodies via a central interaction denoted by V(r). The asymptotic behaviour of the 
scattering wave function for a projectile incident on a target is
This contains an incident plane wave component and the outgoing scattered spherical 
wave solution which is modulated by the function f(9) the scattering amplitude. This 
is independent of the azimuthal angle 0 if the interaction is central.
Having removed the overall centre of mass motion, the Schrodinger equation de­
scribing the relative motion between two bodies is
—h2 f)2k2_ V ^  +  W = _ ^  ( 1 .2 )
where m is the target-projectile reduced mass and E  =  h2k2/2m  is the energy of the 
relative motion.
The wave function is chosen to have the form
4 +) (r) = E  AlwN  . (1.3)
lm T
This form allows the angular parts of the wave function to be removed, as the spherical 
harmonics Yim(9,0) are the solutions of the angular part of the kinetic energy operator. 
This introduces the centrifugal barrier into the radial Schrodinger equation for a given 
orbital angular momentum I
! ^  + ( , . - £ v ( r ) - ' 2 ± ! 2 )  (1-4)
As the radial part of the full wave function (1.3) is the quotient ui/r, the boundary 
condition at the origin must be ui — 0.
If the potential is of a short-range nature, beyond the range of the potential the so­
lution will be a linear combination of the solutions of the free equation (V (r) =  0). The 
solutions of the free equation can be expressed analytically and are the Riccati-Bessel 
functions [12]. These are defined as Fi(kr) =  krji(kr) and Gi(kr) =  —krni(kr) where 
ji(kr) and ni(kr) are the regular and irregular spherical Bessel solutions respectively.
The effect of the potential can be regarded as causing a shift in the phase 5i(k), of 
the physical free solution Fi(kr), in each partial wave, as the linear combination of free
2
solutions can be re-expressed asymptotically in this manner. Furthermore expressions 
exist that express the total scattering cross section in terms of these phase shifts
47T
a  =  12  +  X) sin h (k) > (I-5)
K i=0
thus their determination is seen as the point where experiment and theory meet.
An alternative statement of these solutions is in terms of the Hankel functions, 
H?(kr) =  Gi(kr) +  iFi(kr) and H[~(kr) =  Gi(kr) ~  iFi(kr), which behave as out­
going and incoming waves respectively. These behave asymptotically as H^(kr) —> 
exp[±7(fc?—  lir/2)].
The asymptotic form of the wave function can be written in terms of these, as
M r) =  i  [HT(hr) -  S,(fe)F,+ (fcr)] , (1 .6)
where Si(k) is the partial wave S-matrix. In the single-channel case this is just a 
complex number with Si(k) =  exp[2z6j(/c)] where 5i(k) is the phase shift. The S-matrix 
is clearly the ratio of the coefficient multiplying the outgoing wave, H f(kr), to that 
multiplying the incoming wave, H f(kr). In the many channel case the quantities Si 
can be identified with the eigenvalues of the coupled channels S-matrix.
The S-matrix for a short-range potential is conveniently determined by numerically 
integrating the radial equation to a distance rm outside the range of the potential and 
ensuring the continuity of the logarithmic derivative of the solution when matching to 
the solution (1 .6),
o (k) =  Mrm)tf~(krtn) -u j( r m)Hr(krm)
1 7i((rm)H (/crm) - u f m H f i k r m )
From a numerical point of view the functions H f(kr) can be evaluated for real (and 
complex) arguments by the use of available subroutines [10].
From the form of (1.7) it can be seen that if ui(r) is composed of only an outgoing 
wave solution H f(kr)} with no incoming component, then the denominator of (1.7) is 
zero and Si has a pole. This provides a formal definition of both bound states and 
resonances.
The following chapters are concerned with locating the resonance poles in a number 
of model examples to illustrate the difficulties that arise for the three-body system and 
to demonstrate how these can be surmounted.
As the resonance poles are located at complex energy, equation (1.7) must be evalu­
ated at complex k , which is a procedure that is prone to numerical instability. Although 
this can be overcome by the use of the complex coordinate rotation, this method has not 
been implemented in this three-body work which uses the R-matrix method. Further­
more, the three-body system, expressed as a hyperspherical coupled channels problem,
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gives rise to long-range couplings. It will be shown in subsequent chapters that the 
truncation of these long-range interactions is an inadequate prescription for the correct 
location of resonance poles.
1.3 Poles of the S-m atrix
A pole of the S-matrix occurs, for a particular energy, when the wave function consists 
of a purely outgoing spherical wave, and so corresponds to a bound state or resonance. 
If the potential strength is strong enough to form a bound state then the S-matrix pole 
is located 011 the positive imaginary k axis, which corresponds to a negative energy. 
The bound state wave function behaves asymptotically as u fr)  —> exp(—kr). If the
00 (b)
Figure 1.1: The formation of the confining barrier due to the combination of (a) the short-range
attractive nuclear potential and the repulsive centrifugal barrier h2l(l -f l ) / 2 mr2 (dashed line of (b)) 
forming the effective potential.
effective potential presents a barrier, resonances can be formed. The confining barrier 
may be formed by the combination of the short-range attractive interaction and the 
repulsive centrifugal barrier which, for a range of I >  0, may give rise to an attractive 
pocket. A barrier may also be present for I — 0 if the Coulomb interaction is present, 
or if the short-range potential itself contains a repulsive component.
Upon weakening the potential strength the bound state pole moves down the imag­
inary axis and splits into two poles. These are located at kr in the fourth quadrant 
of the complex k plane, and at — k* in the third quadrant. The poles located in the 
fourth quadrant are physically most significant as they have a greater influence on
4
what is seen on the real energy axis1. If there is no barrier present, e.g. for the partial 
wave I =  0 with a purely attractive potential, the pole does not move into the fourth 
quadrant but continues to move down onto the negative imaginary k axis as a virtual 
state. These pole locations are shown in figure 1.2.
Figure 1.2: Poles of the S-matrix for a one-channel problem: (O ) bound states, (□ ) virtual states, 
(+ )  resonance states, (x )  poles conjugate to the resonance states.
The spatial part of the resonance wave function contains only the outgoing wave 
component and is a solution of the radial equation for a complex energy z =  Er —iY/ 2. 
When this is multiplied by the factor exp(—iEt/h) to obtain the time-dependent wave 
function, the probability density arising thereof, decreases exponentially with time. If
¥(r,t) =  $(r)exp > (I-8)
then
|¥(r,t)|2 =  |$(r)|2e x p ( -^ t )  . (1.9)
This probability density (1.9) could describe a radioactive nucleus decaying via a- 
particle emission according to the familiar exponential decay law, where the lifetime is
*By convention the upper half o f the fc-plane (Im(k) >  0 ) corresponds to the first (physical) energy 
sheet, and the lower half (Im(fc) <  0 ) to the second (unphysical) energy sheet. The passage from the 
first to the second energy sheet is through the cut located along the positive real energy axis. The 
upper rim of the cut (E +  ie) corresponds to the positive real k axis, and the lower rim (E — ie) 
corresponds to the negative real k axis.
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given by r  =  %/Y. The conservation of a  particles over the entire region gives rise to 
the appropriate flux through the nuclear surface.
This idea, although first introduced in this context [8], was carried through to 
describe the resonance wave function [5]. Although the resonance wave function decays 
with time, the associated outgoing wave (with kr in the lower half of the complex plane) 
increases exponentially with distance, due to the imaginary part of the wave number. 
This divergence is to be expected for the representation of the decaying state.
This has been illustrated by the analogous situation of the light emitted from a 
steadily decaying star [9]. The exponential decay of the intensity with time has a more 
significant effect than the geometrical decrease with distance, which goes as r~2. Thus 
the light intensity observed at a distance far from the star, being emitted at an earlier 
time, is greater than that observed at a smaller distance due to its emission at a later 
time when the intensity is weaker.
The resonance wave function is assumed to have existed for an infinite time with­
out any specific time of creation and consequently also increases exponentially with 
distance. A physically realizable situation however must have been created at some 
time before it can decay. During the period of formation the incoming wave must be 
present. The exclusion of the incoming wave is a reasonable approximation by con­
sidering a system formed a long time T  before it is observed. In this case the wave 
function is a purely outgoing wave for r < v T  (where v is the velocity of the particle in 
the outside region) and is zero for r >  vT. Thus, the wave function only differs from 
that of the purely decaying state for large values of r. Therefore the largest amplitude
is found at the front of the wave r =  vT, corresponding to the particles emitted at the
time t =  — T  when the decay process was started with the intensity being strongest.
The resonance S-matrix pole, being located in the fourth quadrant of the complex 
k plane, no longer corresponds to a bound state of nucleons at a specific energy with 
definite quantum numbers, but if close enough to the real axis will influence what is 
observed experimentally. In the context of a scattering experiment, narrow isolated 
resonance peaks are sometimes observed in the cross section as a function of energy 
and are seen, empirically, to be well represented by
const* (1 m)
°  ~  ( e  - ERy  + fr2 ’ ( '
where T is the width of the resonance at energy E r . Thus the width and hence the 
lifetime of the state can be determined by fitting the cross section with the functional 
form of (1.10). For example, if the resonance parameters were determined to be E r  =  1 
KeV, and T =  0.1 eV, values appropriate to the scattering of low energy neutrons from 
heavy ions, this corresponds to a lifetime r ~ 6 x 10~15 s whereas at this energy one 
would expect the neutron to cross a distance of nuclear dimensions, 10 -14 m, in a time
6
-  2 x 10 -20 s .
If there are many possible decay modes of the resonance state T must be identified 
with the sum of partial widths for all possible reactions.
Returning to the theoretical point of view it is possible to derive this relationship 
with the treatment of an analytic model, such as the square well, when making the 
appropriate assumptions [6]. These are that there is a rapid variation with energy of 
the logarithmic derivative of the wave function inside the well while parameters that 
characterize the exterior solution vary slowly with energy and can be regarded as being 
constant. The full Breit-Wigner expression for the partial cross section is thus
47r/n, . , , 4tt(21 + 1 ) T2 . .
<7, =  -p-(2i +  l)sin 50k) =  4CE_ gfl)2 +  r2  ■ (1.11)
This accurately describes the cross section if T is small compared with E r  and may 
be used to predict the position of the S-matrix pole at E  =  (E r  — iT /2 ). Thus the 
enhancement of the cross section can be viewed as being due to a pole of the S-matrix 
for one partial wave.
The position of the virtual state is not described by the expression (1.11). Being 
located on the negative imaginary k axis, it is located on the negative real axis of the 
second energy sheet. For a virtual state T =  0 although this state is also regarded as 
a meta-stable state.
1.4  Types of resonances
There are a number of different types of long-lived states, some of these are discussed 
here briefly.
The one-particle shape resonance is the clearest type of long-lived state which arises 
in the case of scattering by a potential field in the presence of a confining barrier. The 
barrier arises due to the combination of a short-range attractive interaction and a long- 
range repulsive centrifugal term. Thus the particle forms a long-lived state by tunneling 
into the interaction region to form the meta-stable state which then decays when the 
particle tunnels out again. For this to occur' the energy of the incident particle has 
to be below or comparable to the height of the barrier. Examples of this occur in the 
scattering of low energy neutrons by nuclei and in the mutual scattering of light nuclei 
e.g. 4He +  4He and 3He +  n.
The one-particle virtual states are similar in nature to the one-particle shape reso­
nance, however in this instance the confining barrier may be absent. The pole of the 
S-matrix is located on the negative imaginary k  axis or the negative real energy axis of 
the second energy sheet. The cross section therefore does not have the Breit-Wigner
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type of energy dependence. An example of a virtual state is the so called singlet 
deuteron state observed in spin S =  0 n-p scattering.
Another example of a resonance is the Feshbach resonance. This state occurs when 
an incoming particle excites a number of degrees of freedom of the target and the 
particle becomes trapped in a long-lived state. The state is long-lived due to the fact 
that the preferred decay channel is closed. The intermediate state can only decay by 
the de-excitation of the target and subsequent ejection of the projectile. This may be 
done elastically or inelastically. Feshbach resonances are observed in the scattering of 
electrons by atoms, and in the excitation of low-energy vibrational states in electron 
molecule scattering.
Resonances may also arise due to the strong coupling of channels, without the pres­
ence of a confining barrier. This type will disappear when the couplings are weakened. 
An example that probably constitutes this type are the nuclear quasi-molecular res­
onances that are present in the scattering of heavy ions e.g. 12C -f- 12C, 28Si +  28Si 
that occur at tens of MeV. This type of resonance is also relevant to some of the spin 
parity states of 6He. Long-lived three-particle states, are another interesting class of 
resonance. Their study is ultimately the motivation of this thesis.
1.5 Complex coordinate rotation
One of the most widely used methods for locating resonance positions at complex 
energies is complex coordinate rotation. Although not used here in the context of the 
three-body problem, it has been used with simple model examples and for verifying the 
results of alternative methods. This method, based on the mathematical developments 
of Aguilar, Balslev and Combes [41, 42], and also of Simon [43, 44], is the subject of 
a number of extensive review articles [64, 65, 66]. The work of the first three authors 
has become known as the ABC theorem.
The complex coordinate rotation method has the advantage that the resonance 
positions can be determined by using square integrable wave functions. The difficulty, 
arising from the exponential growth of the resonance wave function, can be overcome 
so that the resonance positions can be found in the same way as for bound states.
This is achieved via the radial transformation r —> r exp(70) where 0 € [0,7r/2]. The 
important property of the transformed Hamiltonian is that the positions of the poles 
of the S-matrix, for both the bound states and the resonances, are invariant under this 
transformation2.
The effect of this transformation can be seen from the behaviour of the resonance
2This strictly only applies to Hamiltonians with dilation analytic potentials [66 ], those that vanish 
in the asymptotic region.
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wave function which is a purely outgoing spherical wave u fr)  ~  elkr. In the fourth 
quadrant of the complex k plane the resonance wave number many be written as 
k =  \k\e~1^  (f3 >  0). Thus the wave function is seen to diverge,
u fr) ~  exp(z|/c|e-z/3r) =  exp(z|/c|r cos/?) exp(|/c|rsin/?) . (1 .12 )
Upon applying the radial transformation this now becomes,
ui(r,6) ~  exp(t|fe||r|e*^ “^ )  =  exp(z|/c||r| cos(0 -  /?)) exp(-|/c||r| sin(0 -  ft)) , (1.13)
which is square integrable for 9 >  p. Furthermore this effect can be seen when the 
radial transformation is applied to the radial Schrodinger equation with the short-range 
potential V (r)
ia g H + ( M _  i U ! )  „ M ) ,  „ .  ( U 4 )
The solution of the unrotated equation for I =  0 is uq ~  sin (kr) and thus for 
complex k, either above or below the real k axis, this solution diverges. However, from 
the form of (1.14), it can be seen that for 9 — P the solutions have the same asymptotic 
behaviour as they do on the real axis, the real k axis being effectively rotated down 
into the complex plane.
If complex rotation is not used there is a limit placed on the extent into the complex 
plane for which the S matrix can be accurately numerically determined. This arises 
due to the form of the denominator of equation (1.7). When evaluated in the lower 
half of the complex k plane this involves the undesirable procedure of evaluating the 
difference of exponentially large quantities. The results then become inaccurate if 
excessive cancellation occurs. These considerations are pertinent to the discussions of 
subsequent chapters.
Most of the literature concerning the implementation of the ABC theorem does so 
without the evaluation of the S-matrix. When using complex rotation the resonance 
wave function becomes square integrable for 9 >  p  or 9 >  arctan(r/2£^) for the energy 
plane, allowing it to be expanded in terms of square integrable basis functions. The 
resonance positions are determined along with the bound states as complex eigenval­
ues of the rotated Hamiltonian. For the three-body system, this may be complicated 
further due to the presence of resonances in the two-body subsystems. 6He has been 
successfully modelled as the three-body system 4He+n+n, where the two-body sub­
system 4He+n can also form the 3/2“ and 1/2“ resonances of 5He. In this case the 
ABC theorem dictates that the rotated Hamiltonian contains the eigenvalues as shown 
in figure 1.3. The bound state and resonance positions are independent of the rotation 
angle 0, as are the positions of the resonances in the two-body subsystem. Eigenvalues
Figure 1.3: A schematic representation of the energy eigenvalues for the rotated Hamiltonian of the 
4H e + n + n  system. Eigenvalues corresponding to a bound state (B) and a resonance (R) are shown, 
along with those forming the rotated continua of the two- and three-body system s.
that represent the three-body continuum are also found along the straight line from 
the origin, rotated down through 20. Parallel to this are eigenvalues of the two-body 
continua that start at the resonance energies of the p3/2 and pi/2 5He states.
A further generalization of the complex rotation method is the exterior scaling 
method [45, 46]. This requires the use of complex coordinates only in the asymptotic or 
near asymptotic region, and therefore only the analyticity of the potential in that region 
is needed. Furthermore the piecewise-analytic functions necessary for the accurate 
representation of potentials can also be treated by this approach.
The radial equation is solved along a contour R(r) parameterized in terms of the 
magnitude r, where the non-analytic behaviour of the potential occurs for r <  R01 
necessitating the use of a real radial variable in that range,
R(r) =  r, 0 < r  <  R0
R(r) =  Ra +  exp(i6)(r -  R0), R0 < r  . (1.15)
The radial contour (1.15) is shown in figure 1.4. Considering the single-channel case, 
the radial wave function in the external region is matched to the internal wave function 
using the boundary conditions
ui(R0 — e) =  Ui(R0 +  e), 
d 1  d
—u0Ro — e) =  ^ - u 0 R o +  e) , (1.16)
which give rise to a discontinuity in the derivative.
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Figure 1.4: The complex r plane showing the radial coordinates used in com plex rotation (dotted)
and exterior scaling (solid), for the scaling angle 6.
1.6 Overview
The aim of the rest of this thesis is to describe and then implement the methods used 
in order to examine resonances of 6He. Some of the problems encountered and the 
means by which these are overcome will be discussed.
Chapter 2 : Resonances of short-range potentials are discussed here. The effective 
range expansion is used to predict the position of virtual states. The method 
of complex coordinate rotation is used in a model example and a comparison is 
made with a real energy stabilization type method.
Chapter 3: Resonances of long-range potentials are discussed here. This is consid­
ered due to the presence of long-range couplings in the three-body problem. The 
aim is to identify the difficulties that arise within a simple case, and show how 
they can be surmounted.
It is shown that the long-range portion of the interaction becomes important when 
the S-matrix is evaluated for complex energy. If the interaction is truncated at 
a moderate radius, ‘artificial’ poles of the S-matrix can be located. These can 
however be removed if the functions used in the matching procedure are actual 
solutions of the equation in the asymptotic region. In this case the S-matrix is 
shown to agree with that evaluated when using complex coordinate rotation. A 
comparison is made of two different methods used to generated these asymptotic 
functions. Their implementation within a one- and two-channel model example 
is shown to remove the artificial poles.
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Chapter 4: The suitability of the R-matrix method when evaluated at complex
energy is assessed. As the 6He nucleus can be modelled as a three-body system 
of two neutrons and an a-particle, a description of how the three-body system is 
solved within the hyperspherical harmonic formulation is presented. This gives 
rise to a system of coupled equations in one variable p, the hyperradius. The R- 
matrix method is used to solve these coupled equations with the S-matrix being 
evaluated at a boundary p — pmcix, in a matching procedure that incorporates 
the long-range couplings.
The S-matrix can only be accurately calculated in a limited region of the complex 
plane because complex rotation is not used. Therefore an assessment is made of 
how far into the complex plane this region extends.
Chapter 5: The S-matrix pole positions located for the 6He 2+ , 0+ , and 1 “ states 
are presented and a comparison is made with the results obtained by a method 
that employs complex coordinate rotation.
An indication of the structure of the resonance state can be obtained from the 
interior norm calculations [54], these are compared with the S-matrix residue 
calculations. For the 0+ , and 1“ states the Feshbach reduction technique is also 
used to reduce the size of the three-body calculation.
Chapter 6 : S-matrix pole positions are also presented for the same 6He continuum 
states when using an approximation method. The extreme adiabatic approxima­
tion provides the means of reducing the system of coupled hyperradial equations 
to a single second-order differential equation. A comparison of the phase shifts 
and pole positions is made with those obtained in the full three-body calculation.
Chapter 7: A summary and conclusion are presented.
Chapter 2 
Single channel short-range 
potentials
The aim of this chapter is to illustrate some of the relevant features of the short-range 
potential. The effective range expansion is first considered to predict the position of 
the virtual state. The method of complex coordinate rotation is used to locate the 
S-matrix pole positions for model potentials. A comparison is made between solving 
the radial Schrodinger equation by direct numerical integration and by an alterative 
method that expresses the solution in terms of the Jost function. Finally, pole positions 
for the model potentials are predicted by using a real energy method.
2.1 The effective range expansion
The concept of the effective range expansion was introduced in connection with the 
low energy scattering of neutrons from protons [19, 20]. This allows the scattering to 
be described by two parameters, the scattering length a* and the effective range 77,
k2l+1 cot 5i — —— +  Krik2 H . (2 .1 )ai 2
An outline of the derivation for an s-wave is included here as some of the points are 
relevant to the following chapter concerning long-range interactions.
If u\ and u2 are two solutions of the Schrodinger equation for the wave numbers k\ 
and &2 respectively, it is possible to derive the relation
, / r  , . 0  . 0. rR
U\U2 — U2UX
rn
(k\ — k\) J  ^ U1U2 dr , (2.2)
by multiplying the equation with the solution u\ by the wave function u2 and vice 
versa. The two resulting equations are then subtracted and integrated over a radial 
range from zero to an arbitrary upper limit R. The solution xpi is then introduced that
13
has the asymptotic behaviour of u\ and is conveniently normalised so that 0 i =  1 at 
the origin
ipi =  sin(&ir +  5i)/sin 5i . (2.3)
The relation (2.2) also applies to the functions ipi and 02 giving
0105 -  0 2 0 1 =  (^2 -  k\) J  0102 dr . (2.4)
When subtracting (2.2) from (2.4) in the case that R is large compared with the range 
of the potential V(r), the functions U{ will approach their asymptotic forms ipi and 
thus there is no contribution to the integrated term when evaluated at the upper limit 
R . Thus the upper limit of the integral on the right-hand side can be extended to 
infinity. Furthermore as u\ =  u2 =  0 at the origin, these terms do not contribute to 
the left-hand side either, leaving
/ 1 1 r ° °
0102 -  020i [r_0 =  (kl ~  ki) J0 (010*2 ~  Uiu2) dr . (2.5)
From the definition of ipi in (2.3) the terms ipiip) when evaluated at r =  0, can be 
replaced with kj cot(fy) .
In the limit that ki — 0 then ki cot(6i) — l/a 0 where a0 is the scattering length. If 
k2 is replaced by k this yields,
1  ok cot(6) =  h k / (0 o0  -  uou) dr , (2.6)
CL J 0
where the zero subscript refers to the wave function for zero energy.
At this point an approximation is made. As u and ip differ only within the range of 
the nuclear force the integrand in (2 .6) will only be non zero in the range of the nuclear 
force. However in this region the wave functions u and 0  only depend weakly on the 
energy, as k2 is small compared with the potential energy it is a good approximation 
to replace u by uq and ip by 0 O. The energy independent effective range is thus defined
b y  . roo
2r° =  Jo ^  ~  U°^dV '
This knowledge of the analytic structure of cot 6/ allows the position of the S- 
matrix pole to be predicted. For I =  0 the scattering length and effective range can 
be extracted from the intercept (3 and gradient a of a plot of fccot^o against k2. 
As Si =  exp(2i5i) =  (1 +  i tan 60/(1 -  7tan 6/), Si has a pole when cot 6/ =  i or 
k cot 5i =  ik. Hence the position of the virtual state can be obtained from the solution 
of the quadratic equation
a k 2 — ik +  P =  0 , (2.8)
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where k is complex k — (kr +  ik), the solution of equation (2.8) with the constraint 
(kr =  0, k j/ 0) is
-  1  ±  V 1  +  4“^ (2.9)k =
2a
Two examples of the use of the effective range expansion are considered, these are 
for neutron-neutron and neutron-9Li s-wave scattering.
In each case the interaction potential is described by the Gaussian function
V(r) =  V0e x p (- (r /a f)  , (2.10)
where Vo =  —31 MeV and a =  1.8 fm for the neutron-neutron interaction, and Vo =  
—7.8 MeV and a =  2.55 fm for the neutron-9Li interaction.
When evaluating the S-matrix for complex energy using the potential (2.10) com­
plex rotation is not used, as the virtual state poles are located on the negative imaginary 
axis. The Gaussian potential does not vanish at large distances for 6 >  7 r / 4  s o  it is not 
possible to rotate the continuum down onto the negative imaginary axis. However it is 
still possible to accurately determine the pole position if it is located not too far from 
the origin. Figures 2.1 and 2.2 show the determination of the virtual state position
Figure 2.1: Neutron-Neutron scattering. Left: The I =  0 phase shift. Centre: k cot So plotted agains 
k2 these values of ao and ro im ply the existence of a virtual state at Im(k) =  —0.0536 fm _1 . Right: 
T he modulus of the S-matrix plotted along the negative imaginary axis.
for the neutron-neutron interaction and neutron-9Li interaction respectively. There is 
a good agreement between the position predicted by the effective range expansion1 
and by locating the pole of the S-matrix. The methods used to locate the poles of the 
S-matrix are discussed in appendix A.
The range of potential strength for which the effective range expansion is useful 
is shown in figure 2.3. This shows the position of the virtual state as a function 
of potential strength for the square well interaction for which the S-matrix can be 
expressed analytically. No appreciable difficulty is encountered in the evaluation of the
1For the predictions made in figures 2.1 and 2.2, the ±  of equation (2.9) is replaced by — to obtain  
the negative k value.
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-0.075 -0.073 -0.071 -0.069 -0.067Im(k)
Figure 2.2: Neutron-9Li scattering. Left: The I =  0 phase shift. Centre: k cot 5q plotted agains k2 
these values of ao and ?’o imply the existence of a virtual state at Im(fc) =  —0.069 fm ~ 1 . Right: The 
m odulus of the S-matrix plotted along the negative imaginary axis.
S-matrix at complex k in this case because of the small matching radius used. It can 
be seen that there is a good approximation provided by the effective range expansion 
for Vo <  — 8 MeV, which corresponds to a maximum phase shift of about 25°.
As the potential strength is weakened there is an increasingly rapid variation of the 
pole position, with Im(k) —* —oo as Vo —* 0 .
Figure 2.3: Left: The phase shifts for a square well of radius 2.5 fm and depth Vo for Ti2/2m — 41.802 
M eV fm2. Right: The position of the virtual state as a function of Vo shown in comparison with that 
predicted by the effective range expansion.
2.2 Numerical results for model exam ples using com ­
plex rotation.
The methods used to locate the S-matrix pole positions described in appendix A were 
used to replicate the results of Sofianos and Rakityansky [11] obtained for short-range 
potentials when using complex rotation. In their analysis, a method is used to find
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the zeros of the Jost function, as opposed to the S-matrix poles. This is achieved by 
expressing the solution of the Schrodinger equation in terms of the Jost function [12] 
(for partial wave I)
M r, [m H r (k r )  -  f,(k*)*H+(kr)] , (2.11)
where the S-matrix is defined as Si(k) =  fi(k*)*/fi(k). Furthermore the Jost function 
is calculated by expressing in terms of two new auxiliary functions F f  and T f ,  as
M r, £) = \fr ( k r )H r (k r )  -  , (2.12)
and by imposing the Lagrange constraint, (F f)'H f(kr)  — (Ef)' H f(kr) =  0. This 
allows JF+ and T f  to be expressed as the solutions of two coupled first-order differential 
equations. The generalization to a complex radius is then applied. These functions 
have the convenient properties that,
T fik r )  -+ fi(k), R f{kr)  -> as r -*  oo . (2.13)
Thus fi(k) is obtained by integrating the solutions T f  to a distance outside the 
range of the potential where the solutions are asymptotically constant. The S-matrix 
pole position is obtained by locating the zeros of fi(k ).
The authors of [11] present tables of results for two model potentials claiming that 
the accuracy of their results is [sic] better than seven digits. These have been verified by 
using their method. However they are also in accordance with the results obtained from 
the simple direct numerical integration of the radial Schrodinger equation when using 
complex rotation. Although the Jost function method does not require a matching 
procedure, it does however necessitate the evaluation of the functions H f(kr) and 
H f(kr)  at each step of the radial integration. From the computational point of view
it is similar in efficiency when compared with the direct numerical integration of the
second-order equation.
The two model potentials considered are,
Vi(r) =  7.5r2exp(-r) +  ^ , (2.14)
V^r) =  5exp[-0.25(r -  3.5)2] -  8exp(-0.2r2) , (2.15)
and are shown for zero and non-zero rotation angle in figure 2.4.
Potential (2.14), consisting of the simple harmonic oscillator potential multiplied 
by an exponential decay, does not have any bound states but has an infinite number of 
resonances and has been described as the benchmark potential for testing the complex 
scaling method [13]. For the pure simple harmonic oscillator the bound states are
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equally spaced in energy, forming an infinite sequence along the real energy axis. With 
the introduction of the exponential factor, a barrier is formed, and the S-matrix poles 
corresponding to the bound states move off the real axis into the complex energy plane.
This potential is also used in the presence of an attractive Coulomb-like potential 
where z =  — 1 is used in the following example, however the Coulomb potential alone 
has an infinite number of bound states, with the energy proportional to 1 /n2, n — 
1 , 2 ,3 , . . .  but no resonance poles. The resonance poles produced by the short-range 
potential in the presence of the Coulomb potential do not become bound states when 
either the strength of the short-range interaction or z are altered.
For the case that z 0 the Hjf(kr) functions in equation (2.12) are the Coulomb 
functions, which can be evaluate for complex arguments using [10].
Potential (2.15) consists of an attractive Gaussian potential centred at the origin 
and a repulsive Gaussian providing a barrier. For I — 0 two bound states are present, 
however as there is always a barrier present the unbound states are located as reso­
nances in the fourth quadrant of the complex k plane as opposed to on the negative 
imaginary k axis as virtual states.
In order to locate the poles for these potentials that are far from the real axis it is 
necessary to use complex coordinate rotation. However, an upper limit to the rotation 
angle arises due to the long-range behaviour of the potential when generalized to the 
complex radial variable. A simple exponential potential exp(—ar) only remains finite 
at large distances when cos(0) >  0, i.e. for 6 <  7r/2 . Similarly the Gaussian potential 
only remains finite at large radius for 0 <  7r/4. Thus if the rotation angle 0 is used to 
match the phase of the k value, a limit is place^on how far into the complex plane the S- 
matrix can be calculated. Furthermore both potentials become increasingly oscillatory 
as 0 is increased. The pole positions for the two potentials V fr)  and V2(r) are shown 
in figure 2.5. It is seen that the poles for Vi(r) move towards the origin when the 
Coulomb term is added, and the bound states for V2(r) become resonances for I >  2 . 
Tables 2.1 and 2.2 show the numerical values of the pole positions. The difference in 
the k value obtained here and that published in [1 1 ] is also shown under the column 
labelled as error. These tables show that the pole positions can be calculated with 
a high degree of accuracy. Even the bound states for potential V2{r) are found as 
accurately, despite the fact that integrating the wave function towards the origin is 
accepted as a more stable procedure. Without the use of the complex scaling method, 
for Z =  0 it is only possible to locate the positions of the two poles nearest to the 
real axis, thus the region for which the S-matrix is accurately calculable is appreciably 
extended when it is implemented.
For the potential (2.15) consisting of the barrier and well, the resonance poles should 
become bound states as the strength of the interaction is increased. The position of
18
- - -  ImM
Figure 2.4: P lots of the potentials F i(r ,0 i) , (z =  0 ) (left) and V2(r, 02) (right) shown for 6 
(upper) and for 9\ — 20°, 92 =  30° (lower).
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1.0 1.5 2.0 2.5 3.0 3.5 0.0 1.0 2.0 3.0 4.0 5.0 6.0
Re(k) Re(k)
Figure 2.5: Pole positions for the potentials Vj(r) (left) for I =  0  z  = 0, - 1  and V2(r) (right) for 
Z =  0 , 1 , 2 , 3 , 4  shown in the k plane in fin- 1  when h2/2m  =  1 /2  MeV fin2.
2 0
Im
(k
)
Re(k)
Figure 2.6: The position of two poles for the potential (2.15) for I =  0  when the multiplicative 
factors Ab and Aw are used to alter the size of the barrier and well respectively.
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2 Pole Position ko (fm Q E0 (MeV) T (MeV) Error w.r.t [11]
0 2.617786170 -  *0.004879879 
3.130042476 -  z0.357144281 
3.398392540 -  z0.997251893 
3.591463232 -  il.663955533 
3.738304883 -  z2.331781011
3.426390309
4.834806931
5.277280260
5.064930065
4.268860360
0.025548961
2.235753540
6.778106788
11.952070230
17.433816678
4.0 x 10“ 9 
4.2 x 10“ 8 
1.5 x 10~7
-1 1.887075102 -  z0.000025362 
2.871167940 -  z0.201530444 
3.169186756 -  z0.846653099 
3.388677205 -  il.536498822 
3.555910311 -  z2.223982944
1.780526219
4.101495409
4.663461612
4.561152283
3.849199000
0.000095720
1.157255497
5.366403575
10.413397067
15.816567765
8.9 x 10“ 7
2.5 x 10~7
3.5 x 10“ 7
. ..... . Table 2.1: Pole positions for Jd(r), with and without the Coulomb term. _ .
The error column indicates the m odulus of the difference between ko and that value published in [11].
the poles corresponding to the second and third resonances for I =  0 are shown in 
figure 2.6 when multiplicative factors Ab and Aw are used to alter the strength of the 
barrier and well respectively. When Aw is used alone so that the well becomes more 
attractive, the poles move towards the origin to become bound states.
When Ab is used alone the size of the barrier is increased, so the resonance poles 
move towards the real axis, but with increasing Re(k). In the limit that the barrier is 
infinitely high, these poles move onto the real axis as bound states.
When Ab and Aw are increased together the poles are seen to move towards the real 
axis. They then move along the real axis towards the origin to become bound states.
Figure 2.7: Left: Positions of four poles for potential (2.14) where the multiplicative factor A is used 
to  alter the strength of the barrier. The pole position as a function of 2  is also shown. Right: Pole 
positions for potential (2.14) as a function of A when z  =  — 1 .
The multiplicative factor A is used to scale the strength of the barrier for the 
interaction (2.14) in a similar way as shown in figure 2.7, the positions of four poles 
are also shown when z is increased. In the case when z — 0 and the barrier strength is
2 2
I Pole Position ko (fm x) E0 (MeV) T (MeV) Error w.r.t [11]
0 73.023634513 
71.329872790 
2.122442302 -  70.000027859 
3.000600492 -  70.041316847 
3.485234642 -  70.360967975 
3.974580244 -  70.788297948 
4.454733883 -  *1.227097018 
4.922800190 -  *1.664647312 
5.378677023 -  72.097566453 
5.823114609 -  72.525341505
-4.571182835
-0.884280819
2.252380662
4.500948114
6.008281316
7.587937232
9.169443436
10.731455519
12.265190745
13.765657018
0
0
0.000118256
0.247950701
2.516116182
6.266306900
10.932781328
16.389452207
22.564264974
29.410706029
6.4 x 10_y
3.2 x 10" 8
3.2 x 10“ 8
2.4 x 10~8 
3.0 x 10~8 
4.8 x 10“ 8
5.6 x 10“ 8
1.6 x 10 "7
3.4 x '10“ 7
1 72.289054026 
1.270932568 -  70.000000043 
2.674841929 -  70.002433228 
3.263588537 -  70.162882418 
3.742982819 -  70.564324118 
4.225164228 -  70.999000709 
4.696779356 -  *1.437816337 
5.156710702 -  *1.873567108 
5.605285452 -  72.304459672
-2.619884167
0.807634796
3.577386713
5.312239727
6.845729337
8.427005170
9.996210249
11.540705781
13.054345309
0
0.000000110
0.013016999
1.063162386
4.224510957
8.441884123
13.506212176
19.322887111
25.834308553
1.3 x 10“ 8
3.8 x 10“ 8
2.4 x 10" 8
2.8 x 10“ 8 
3.0 x 10" 8 
4.3 x 10~8
3.8 x 10“ 8
6.8 x 10 "7
2 *1.232503510 
2.183644473 -  70.000018973 
3.052966532 -  70.035600649 
3.527492833 -  70.341406084 
4.005866865 -  70.763901038 
4.477247122 -  *1.201321884 
4.938562871 -  *1.639422006
-0.759532451
2.384151591
4.659668618
6.163323785
7.731712271
9.301283760
10.850849359
0
0.000082862
0.217375177
2.408615026
6.120171714
10.757229892
16.192777295
2.7 x 10" 8
4.2 x 10~8 
1.6 x 10“ 8
1.3 x 10“ 8
3 1.420585736 -  70.000000016 
2.760769140 -  70.001484354 
3.343986216 -  70.139396665 
3.802701787 -  70.526397915 
4.268605493 -  70.956425948
1.009031917
3.810922020
5.581406193
7.091723059
8.653121130
0.000000046
0.008195917
0.932281055
4.003468588
8.165210112
2.6 x 10~8
1.5 x lO" 8
1.5 x 10“ 8
6.6 x 10“ 9
4 2.313665805 -  70.000006013 
3.170315102 -  70.023354978 
3.623738907 -  70.294896547 
4.076486126 -  70.706384514 
4.527697147 -  *1.141018008
2.676524729
5.025176197
6.522259846
8.059380026
9.599059679
0.000027824
0.148085280
2.137256182
5.759133341
10.332367962
1.7 x 10-8
1.2  x 10~8
1.2  x 10“ 8 
1.5 x 10~8
Table 2.2: Pole positions for V^r), for partial waves 0  to 4.
_ The error column indicates the m odulus of the difference between ko and that value published in [l 1]
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increased the poles do move as expected towards the real axis. However, the poles do 
appear to continue moving towards the origin when the Coulomb potential is made more 
attractive, although they should not move through the origin to become bound states. 
When the barrier is weakened in the presence of the attractive Coulomb potential the 
poles do not move directly to the origin, but along trajectories that are parallel to 
those observed for when z =  0.
To illustrate the behaviour of resonance poles arising from an attractive short- 
range potential, when in the presence of an attractive Coulomb interaction the poten­
tial (2.16) is considered for I — 1. The same value of Ti2 /2m  =  1/2 MeV fm2, is used 
and a — 2.0 fm-1,
V(r) =  —Aexp(-(r/a)2) +  z /r  . (2.16)
The position of the pole corresponding to the first bound state is shown in figure 2.8 
as a function of A and z. When z — 0 (filled circles) the pole is located on the positive 
imaginary k axis as a bound state for A >  1.5 . For A <  1.5 the pole is in the fourth 
quadrant. For A =  1.1, z is decreased from 0 to —0.05 and the pole moves such 
that the Re(/c) value decreases (open squares), now in the presence of the attractive 
Coulomb interaction A is increased (filled diamonds), however the pole does not move 
onto the positive imaginary k axis. Instead the trajectory turns away from the origin 
and the pole moves down the negative imaginary k axis, with the position becoming 
increasingly sensitive to z.
2.3  The spherical box m ethod
As the resonance state corresponds to the two bodies being localized for a time within 
close proximity of each other, the resonance wave function is therefore a solution that 
is strongly concentrated within the range of the potential. The method considered here 
exploits this property by solving the equation ‘in a box’ of radius R , with the wave 
function subject to the boundary conditions,
u{0) =  u(R) =  0 . (2.17)
Due to this complete confinement, the continuum E >  0 is now discretised and as the 
radius of the box is increased the eigenenergies, being roughly proportional to 1 /i?2, 
move down in energy. However, the resonance energies are only weakly affected by 
the variation of the box size if R >  R0, where R0 is the range of the potential, as 
the resonance wave functions are strongly localized within the range of the potential. 
Thus the eigenenergies become stable against the change in the box size as they pass 
through the resonance energy.
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Figure 2.8: Position of the pole corresponding to the first bound state for potential (2.16) with I 
as a function of A, also shown is the behaviour when z f r  0.
This approach is similar to the stabilization method [48] which also relies on the 
localization of the resonance wave function. In this case the wave function is approx­
imated over a finite interval by a series expansion in terms of N  basis functions. The 
Hamiltonian is diagonalized to yield the approximate resonance energies directly, the 
eigenenergies are classed into two types, those that vary strongly with the increase in 
the number of terms in the series expansion (N —> N + 1 ) and those that are stable (i.e. 
vary only slightly over a broad range of N). The stabilized eigenvalues are interpreted 
as the resonance state energies, where the degree of stability of the eigenvalue is a 
measure of the resonance width.
The eigenenergies are found as a function of radius R, for the two potentials (2.14) 
and (2.15) considered in the previous section when using the boundary conditions (2.17).
Figure 2.9: Eigenenergies for potential (2 .15) shown with eigenfunctions (left) and as a function of 
box radius R  (right) for / =  0 (upper) and I — 1 (lower).
Figures 2.9 and 2.10 show the eigenenergies as a function of R , also shown for 
R — 10 fm are the eigenfunctions where the ordinate is offset by the eigenenergy 
allowing it to be viewed in relation to the potential.
For I =  0 the potential (2.15) supports two bound states, as can be seen from
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F ig u r e  2.10: Eigenenergies for potential (2.14) for I — 0  and z =  0 shown with eigenfunctions (left) 
and as a function of box radius R  (right).
figure 2.9 for E  & —4.5, —0.9 MeV. However the wave function for E & 2.1 MeV can 
be seen to be strongly localized and to a lesser extent also at E  »  4.5 MeV. Similarly 
for 1 =  1, the first two resonance wave functions for £  ps 0.8, 3.6 MeV are also evident. 
As the size of the box is increased the eigenenergies become stable as they pass through 
the resonance energy where the lower energy resonance is seen to be significantly more 
stable, and stable for a larger range of radii.
It is possible to obtain the width of the state from the dependence on the box 
radius, as described in [47],
(2.18)R +  2Eres{dEj/dR) - i
By selecting one of the eigenenergies as it passes through the resonance energy a number 
of approximate F values can be evaluated by using equation (2.18). The optimum 
resonance parameters Ea and F are obtained when d2Ej/0R 2 =  0, as the evaluated T 
passes through a minimum. This procedure has been used to determine the position 
and width of resonances for the potentials (2.14) and (2.15) with the numerical values 
shown in table 2.3.
The difference between the values published in [11] are also shown, it can be seen 
that the narrower resonances can be determined significantly more accurately than 
the wider ones. Although for the very narrow resonances this procedure does involve 
calculating the derivative of a function that is essentially flat as seen for potential (2.15) 
with I =  1,3 where the discrepancy in the result is comparable to the size of T.
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Fi(r), z E0 (MeV) AE0 T (MeV) A r
0 3.426421330 3.1 x 10“ 5 0.025537417 1.2  x 10 "5
-1 1.780583385 5.9 x 10" 5 0.000097153 1.4 x 10~®
V2(r), I E0 (MeV) AEq T (MeV) Ar
0 2.252375578
4.498674091
5.2 x 10~6
2.3 x 10" 3
0.000115779
0.266532560
2.5 x 10“ 6 
1.9 x 10~2
1 0.807629877
3.577384333.
5.0 x 10-6 
2.4 x 10' 6
1.9 x 10" 8 
0.013110666
9.1 x 10" 8 
9.4 x 10“ 5
2 2.384152270
4.657712647
6.3 x lO” 7 
2.0 x 10~3
0.000082724
0.229535918
1.4 x 10~7 
1.2  x 10“ 2
3 1.009031731
3.810969899
2.2 x 10“ 7 
4.7 x 10~5
2.5 x 10“ 8 
0.008182871
2 .1 x 10-8 
1.3 x 10" 5
4 2.676522231
5.023619883
2.5 x 10-6
1.6 x 10 "3
0.000024302
0.151744039
3.5 x 10~6 
3.7 x 10“ 3
Table 2.3: Pole positions for Vi(r) for z = 0,-1 with I =  0 and for V2(r) for Z = 0,1 ,2,3 and 4.
2 .4  Locating pole positions without the use of com ­
plex rotation.
As the complex rotation method is not implemented in the method used for the work 
on the three-body system, discussed in chapter 4, it is important to ascertain how far 
into the complex k plane it is possible to accurately calculate the S-matrix without its 
use.
For the short-range Gaussian potential (2.10) for I =  1,2, with A2/ 2m =  23.223 
MeV fm2, it is possible to correctly locate the position of the resonance pole for Im(k) =  
0.3 when using a matching radius rm =  20 fm (equation (1.7)) . This is shown in 
figure 2.11, where the same positions are found when complex rotation is used. It can 
be seen that the poles found for I — 2 are located with a larger Re(k) as to be expected 
when a larger centrifugal barrier is present.
When the potential strength Vo is increased, there is a corresponding decrease in 
the resultant barrier. Thus the trajectories along which the poles move as a function 
of potential strength are found for sequentially higher resonances with a lower Re(k).
It is necessary to use complex rotation for this range of k if the matching radius is 
increased. This is shown in figure 2.12  where the modulus of the S-matrix is shown as a 
function of Im(k) when evaluating the S-matrix, using equation (1.7) with a matching 
radius rm of 20 fm and 40 fm.
When matching at 20 fm it is possible to accurately calculate the S-matrix over 
this range of k without the use of complex rotation. However for rm =  40 fm, without 
using complex rotation there is a deviation of the S-matrix from that value calculated
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Figure 2.11: Pole positions of the first three resonance poles as a function of potential strength for 
the Gaussian potential (2.10) w ith a =  2.55, h2/2 m  =  23.223 MeV fm2 for I — 1 (Left) and I =  2 
(Right).
when matching at 20 fm occurring at about lm(k) ps 0.25 .
When complex rotation is used, the rotation angle 8 is set, where possible to cancel 
the phase of k , i.e. 6 =  /? for k =  \k\e~l/3, however it is only possible for a Gaussian 
potential to use 6 <  7r/4. In this example an upper limit of 0 =  0.7 radians was used.
It is possible to analyse why the numerical procedure becomes inaccurate by mon­
itoring the cancellation that takes place when the denominator of the expression for 
the S-matrix (equation (1.7)) is evaluated. When evaluating the result C — A +  B, the 
cancellation e that occurs can be defined as
e =  M   (219)
max(|A|, |£|) ^
Thus if the terms A and B  are approximately equal and are of opposite sign then 
a significant cancellation will occur and e is a direct measure of the loss in the number 
of decimal places to which the result C is accurate.
The cancellation parameter e is shown in figure 2.12 as a function of Im(k) where 
A =  'Uz(fcrm)i7j+ (/crm) and B =  - u l(krm)Hi'(krm) when complex rotation is used and 
not used (0 =  0).
It can be seen that when complex rotation is used for rm =  20 fm and 40 fm then 
e «  1 for —0.15 <  Im(k) <  0 i.e. there is negligible cancellation when the continuum can 
be rotated down into the k plane matching the phase of k. For —0.3 <  Im(fc) <  —0.15, 
the rotation angle does not match the phase of k but 0 is set to 0.7 radians, thus e 
decreased over this range but the cancellation is still manageable for both rm =  20 and 
40 fm.
Without the use of complex rotation (0 =  0), e decreases over the full range of 
Im(k) and the cancellation is only sustainable for rm =  20 fm. For rm =  40 fm the 
S-matrix is seen to disagree for Im(k) ps —0.25 which correspond t o e «  10~8 .
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Im(k) lm(k)
Figure 2.12: Left: The modulus of the S-matrix for the Gaussian potential (2.10) as a function of 
Im(fc), with I =  1, Re(k) =  0.15, a =  2.55, and U2/2m — 23.223 MeV fm2. When complex rotation is 
used the rotation angle 0 is set to the phase of the fc value (k =  \k\e~lP), when (3 <  0.7. Right: The 
cancellation parameter e is also shown when complex rotation is used and not used.
This value of e does correspond to the accuracy with which the wave function can 
be integrated out to 40 fm, as seen by comparing the integrated solutions of the free 
radial equation ( V(r) =  0 ), with the evaluation of the solution expressed analytically.
2.5 Summary
For the short-range interaction it is possible to predict the position of the resonance or 
virtual state by the effective range expansion where k cot (5{) is expanded in even powers 
of k . The pole location for the Ith partial wave being the solution of the appropriate 
polynomial, with the coefficients determined from the evaluation on the real k axis.
Another real k axis method involves solving the radial equation ‘in a box’, where 
the eigenenergies for the strongly localized wave functions reveal the position and width 
for narrow resonances.
Although it may be regarded that a method is not at a disadvantage if it is in­
sensitive to wide resonances which do not influence the real axis, the authors of [1 1 ] 
cite the example of a resonance of the meson-nuclear system located 48 MeV above 
the threshold, with a width of 150 MeV. Far from being physically insignificant this is 
described as being prescriptive of the dynamics of the meson-nuclear system. For the 
three-body system it is important to establish the existence of all resonances, not only 
those that can be directly observed on the real k axis.
The use of complex coordinate rotation, although not essential for the generalization 
of the traditional scattering method to complex energy, has been shown to significantly 
extend the range into the complex k plane for which the S-matrix can be calculated 
accurately.
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Chapter 3 
Long-range interactions
The aim of this chapter is to examine some of the features that arise when the long- 
range cubic interaction is considered within a simple one- and two-channel case.
The motivation for doing this is because within the hyperspherical harmonic calcu­
lation scheme the three-body Hamiltonians contain long-range radial couplings. It is 
therefore important to retain this feature within a simple two-body model in order to 
show how some of the problems they present may be overcome.
The three-body system treated within the hyperspherical harmonic calculation 
scheme consists of a system of coupled equations in one radial variable p, the hy­
perradius, which is a measure of the overall size of the three-body system. In this coor­
dinate system the hyperradial Schrodinger equation takes the familiar form of a system 
of coupled two-body radial equations. However in the three-body system there is al­
ways a centrifugal barrier present. Furthermore although the two-body inter-nucleon 
potentials may be short-range, the hyperradial potentials are of a long-range nature, 
behaving asymptotically as inverse powers of the hyperradius, ~  p~n with n >  3. The 
three-body potentials are however regular at the origin.
The R-matrix method [62] as presented in appendix D provides a means to evaluate 
the S-matrix at a boundary pmax by matching to incoming and outgoing spherical 
waves. This has been found to be more stable than the direct numerical integration of 
linearly independent solutions [50].
If it is assumed that the interactions can be neglected beyond the matching radius 
the functions used in the matching are simply the diagonal Riccati-Hankel functions 
which are solutions of the free equation.
The aim of this chapter is to show that it is important to correctly incorporate 
the long-range nature of the diagonal and coupling interactions. It has been shown 
in [61] that a radial truncation of such couplings gives rise to unphysical poles of the 
S-matrix, these were referred to as artificial poles. In that work, the integrations were 
carried out to large radii and the unphysical poles were located very close to the origin
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of the complex plane. When using the R-matrix method a moderate matching radius is 
favourable in which case a radial truncation may produce artificial poles in a physically 
interesting part of the complex plane.
The inclusion of the long-range interaction is achieved by matching to functions 
that are solutions of the coupled radial equation in the asymptotic region (p >  pmax) 
where the interactions behave as sums of inverse powers of p. These solutions can be 
expressed as asymptotic series expansions in inverse powers of p so it is advantageous 
to evaluate these at as large a p value as possible to obtain a fast convergence.
As these solutions need to be evaluated at complex energy this suggests that com­
plex coordinate rotation is required. However for this work complex coordinate rotation 
has not been implemented within the R-matrix method. It is possible though to accu­
rately calculate the S-matrix over an appreciable region of the complex energy plane 
without the use of any form of coordinate rotation. This requires using a matching 
radius pmax that is small enough to prevent excessive cancellation (as discussed in 
section 2.4) and large enough to obtain converged asymptotic solutions.
3.1  Singular and regularized long-range interactions.
In section 2.1 it was shown that for a short-range potential it was possible to expand 
k cot (<50) in ascending powers of k in order to predict the possible position of the virtual 
state.
However for the long-range potential the expansion (2.1) does not apply as this 
derivation includes a radial integration (equation (2.4)) over the range [0, R] where R 
is large compared to the range of the potential.
For the long-range case most of the literature seems to be dedicated to the singular 
repulsive case [21]. For the singular attractive potential of the form gr~m for m >  2 
there are an infinite number of bound states with no lower limit to the binding energy.
If considered using classical mechanics a particle only undergoes well defined scattering 
if the impact parameter is greater than a critical value.
Therefore series expansions have been derived by a number of methods for the long- 
range singular repulsive potential. The failure of the simple expansion of k2l+1 cot(5i) 
in even powers of k depends on the power of the potential m and the value of L Extra 
terms need to be included depending on the value of J  where J  =  m  — 21 — 3. If J  
is an even positive integer or zero then there will be an additional term of the form 
kJ \n(k). Thus for I =  0 with m =  3 there will be a In(k) term. If J  is negative then 
the expansion will start with the positive power k~J . So for m =  3 and I =  1  the 
series starts with a k2 term. Furthermore if J  is positive and not an integer an extra 
fractional power of k is added and if J  is an odd positive integer additional log terms
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A series expansion has been derived for the singular r~ A polarization potential [22, 
23]. This describes the interaction induced between a low energy electron and a neutral 
atom. This derivation relied on using the solutions to the radial Schrodinger equation 
when the r " 4 term is included. These solutions can be expressed explicitly as Mathieu 
functions. For the r “3 potential the radial equation can not be solved exactly however 
perturbation methods have been applied to generate an expansion for tan(50) [24] for 
the inverse cubic potential, V (r) — gr~3,
3
tan 50 =  ( 3 7  -  -  +  In 2)kg +  kg\n(kg) . (3.1)
Li
Here 7  is the Euler-Mascheroni constant (0.577216). This derivation relies on ex­
pressing T , the tangent of the phase shift, as a series expansion in k having the form 
T  — YfjLo kjT(j\ This, when substituted into the tangent equation [14], allows the 
T ^ ) ’s (which are functions of r ) , to be expressed as first-order differential equations. 
Integrating factors are used so that each T ®  is obtained from an integral with respect 
to r  over the range [0 ,00]. However some of the integrals for T ®  diverge, due to the 
long-range nature of the potential. This reflects the failure of the simple power series 
expansion which does not correctly express T ®  over the full range. A linearization 
procedure is used to continue the integrals from an intermediate radius to infinity.
In order to test the validity of this result the ratio of equation (3.1) to the calculated1 
value of tan($o) for a regular potential is plotted as a function of k in figure 3 .1  (left). 
For the numerical evaluation of tan(40) a regular potential is used as the non-Fuchsian 
singularity of the singular potential does not allow the boundary conditions at the 
origin to be obtained from a simple Frobenius expansion. It can be seen that as a —*■ 0 
so that the regular potential becomes more singular, the intercept of the ratio tends2 
to 1. The insufficient number of terms in the expansion (3.1) is reflected in the ratio, 
although linear, having a non zero gradient. As the potential strength Vo is increased 
the deviation from the calculated value increases.
A further comparison of the phase shift from equation (3.1) can be made with that 
calculated for an origin regular long-range inverse cubic potential. The potential can be 
regularized such that the Born approximation for tan (61) can be expressed analytically. 
This can be done if the long-range cubic potential is treated as a constant below a 
certain radius 77 i.e. V (r) — Vo/r3 for r <  77 and V(r) — Vo/r3 for r  >  77. This 
allows the Born integral to be evaluated over these two radial ranges whereas for an
1For all examples in this chapter that involve the numerical integration of the radial Schrodinger 
equation the value of U2/2m =  23.223 MeV fm2 is used.
2The discrepancy for k —* 0 is due to the truncation of the potential at the matching radius 
(rm =  100 fm).
appear.
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Figure 3.1: Left: The ratio of expression (3.1) to tanfyo) calculated for the potential F(r) =  
Vo/(a +  ?’3). Right: The phase shift for the repulsive square-well with a long-range inverse cubic tail 
compared with the Born and improved Born approximations. The phase shift for expression (3.1) is 
also shown (labelled Stanciu). (fJ/2m =  23.223 MeV fm2 in both cases).
entirely singular cubic potential the integral diverges when evaluated at the lower limit 
for I =  0. A detailed derivation of the Born approximations for tan(G) with I =  0 ,1 ,2  
is contained in appendix C.
The simple Born approximation (3.2) consists of an integral involving the potential 
and the Ith Riccati-Bessel function, ji(kr),
tan(5() B =  JdrV (r)ji , (3.2)
with g =  2m /h2. The simple Born approximation can be compared with the improved 
Born approximation [14],
tan(<QBB =  - | ^  drV {r)(ji(kr))2exp [ ^ ^  dsV(s)ji(ks)rii(ks) , (3.3)
which contains an exponential term that accounts for the deformation of the wave 
function in the region of the potential.
Although figure 3.1 (right) compares the phase shift for the origin regular inverse 
cubic potential with the singular case, in the low energy limit the phase shift is influ­
enced more by the long-range tail of the potential.
It can be seen that the phase shift obtained from equation (3.1) agrees with the 
calculated value over the range 0 <  k <  0 .3 . The simple Born approximation provides 
an overestimation of the magnitude of the phase shift over the whole k range. The 
simple Born integral is also compared with the analytical result obtained when an 
approximation is made for the integral over the tail of the potential. The analytical 
result is seen to deviate from the numerical result at about k «  1.0. The improved
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Born approximation provides the closest reproduction of the numerical result, however 
for k >  2 the simple Born integral value tends to the numerical result. This confirms 
the general result that the Born approximation is more accurate in the high energy 
limit.
The Born and improved Born approximations are also compared with the numerical 
result for I =  0 , 1 , 2  when the same potential is made attractive. These are shown for 
various strengths in figure 3 .2 . For I =  0 with a phase shift of about 9°, the improved
Figure 3.2: A comparison of the Born and improved Born approximations for the potential V(r) =  
Vo/r\ for r <  ?’i and F(r) =  Vo/?’3 for r > r*. Shown for various to and I values.
Born approximation provides a very good reproduction of the numerical value. For the 
attractive potential the simple Born approximation underestimates the magnitude of 
the phase shift in contrast to the result for the repulsive potential. The deviation of 
the I =  0 analytical expression for the simple Born approximation from the numerical 
integration does not seem to depend heavily on Vo. However as the potential strength 
is increased the improved Born approximation is seen to deviate from the numerical 
value.
For I =  1 and 2 a significant deviation is seen for the improved Born approximation
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as the phase shift approaches 50°. However as no approximation is used in deriving the 
analytical Born expression there is a complete agreement with the numerical integral.
In order to locate the pole position in the complex k plane for such a potential it is 
necessary to use the exterior scaling method described in section 1.5. This requires that
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Figure 3.3: S-matrix pole positions shown as a function of Vo for the potential V(r) =  Vo/rf for 
r < ri and V(r) =  Vo/?’3 for 7* > n . Exterior rotation was used to locate the pole position for J =  1 
(left) and I =  2 (right) with a matching radius of rm =  50 fm. For the virtual state (left) rm =  20 fm 
without using complex rotation.
the radial integration is performed without any complex rotation up to an intermediate 
radius, greater than or equal to 7*1 , it is then continued along the contour (1.15).
Figure 3.3 shows the pole positions that correspond to the first two bound states for 
1 =  1 and 2 . In locating these pole positions the rotation angle 6 was set to the phase 
of the k value where k =  |/c| exp(—ip). As with the S-matrix poles of the short-range 
Gaussian potential shown in figure 2.11 the pole corresponding to the second bound 
state moves along a trajectory with a lower R e(k) than the first.
The exterior rotation method was not used to locate the position of the virtual 
state for 1 =  0 . The position of the I =  0 bound state is not strongly dependent on rm, 
however for the virtual state an increase in rm represents in increase in the potential 
strength, moving the virtual state closer to the origin.
It should however be noted that the location of these poles could not be reproduced 
by using the analytical Born approximations derived in appendix C .
3.2 Long-range in teractions and artificia l poles.
The aim of this section is to illustrate the problems associated with the evaluation of 
the S-matrix when a long-range interaction is truncated. Some of this section is also 
presented in the publication [26].
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In the three-body work the R-matrix method involves evaluating the S-matrix at a 
boundary and therefore the treatment of the long-range couplings is crucial.
It has been shown [61] that the truncation of long-range interactions can produce 
unphysical or artificial poles. These are distinct from the redundant poles of Ma [58, 59] 
found in connection with the short-range exponential potential. These were located on 
the positive imaginary k axis, but are not bound states. A fuller discussion may be 
found in reference [60].
To illustrate the existence and location of artificial S-matrix poles when a long-range 
potential is truncated at a finite matching radius, typical of the R-matrix method, it 
is sufficient to solve the single-channel radial Schrodinger equation when using an 
interaction that behaves asymptotically as r -3 ,
V(r) =  V0/(a  +  r 3) . (3.4)
The wave function is numerically integrated from the origin to a matching radius 
r m where the S-matrix is evaluated from equation (1 .7). If the functions used in the 
matching are solutions of the free equation, the Riccati-Hankel functions, then this 
evaluation of Si explicitly neglects the portion of the potential on the interval [rm, oo].
For the numerical examples using the potential (3.4) the values of a =  2 fm3 and 
h2/(2m ) — 23.223 MeV fm2 were used.
Figure 3.4: Left: The I =  1 phase shifts for potential (3.4) for various Vo with rm =  100 fm. Right: 
The dependence of the low energy phase shift on the matching radius rm for Vo = —100 MeV fm3 .
Figure 3.4 (left) shows the phase shift as the potential strength Vo is increased so 
that the first bound state is formed. The figure to the right shows the low energy 
portion of the phase shift indicating the effect of altering the matching radius. At low 
energy the asymptotic region of the potential becomes significant, and a pronounced 
dip is seen in the phase shift if it is neglected.
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Figure 3.5: Positions of the S-matrix pole corresponding to the first bound state of potential (3.4) 
for I — 0,1 (left) and I = 2 (right). Complex rotation was only used for rm =  100 fm. Pole positions 
where an £ value is listed are discussed in section 3.4.
The truncation of.the potential (3.4) has a more pronounced effect on the position 
of the S-matrix poles as shown in figure 3.5. The position of the pole corresponding 
to  the first bound state is shown as a function of Vo when a different matching radius 
is used. To enable the matching to be done at 100 fm it is necessary to use complex 
coordinate rotation to prevent the exponential growth of the wave function.
For I =  1 with Vo =  —190 there is a reasonable agreement between the pole position 
located for rm =  15 and 20 fm when compared with the pole position obtained when 
using complex rotation at k ps (0.120 —?0.040). However there is a significant deviation 
between the pole positions when the potential strength is weakened and the pole moves 
further from the real axis. Without using complex rotation, the pole position located 
for I =  1 , Vo =  —12 0  appears to move towards the origin as rm is increased.
This is also shown in figure 3.6 where two more poles are located with larger Re(/c), 
the positions of these are shown as rm is increased from 15 to 40 fm. As rm is increased 
the poles move towards the origin.
Figure 3.6 (right) indicates that the pole position can be described by a power law 
relationship eg. R e(k) =  c i(rm)C2. As the potential strength Vo is increased the poles 
move towards the real axis, the real part of k remaining almost constant.
As the poles of figure 3.6 (left) were located without the use of complex coordinate 
rotation is may be reasonable to assume that they are simply due to the failure of the 
numerical method due to excessive cancellation as described in section 2.4. However 
in this case the matching radius rm is not too large so the cancellation when evaluating 
the S-matrix will be moderate.
Furthermore the pole positions of figure 3.6 (left) can also be verified from the
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Figure 3.6: Left: The positions of three I =  1 S-matrix poles for potential (3.4) when the matching 
radius rm is increased linearly from 15 to 40 fm. Right: The real and imaginary part of the pole 
position for Vo =  —120 are plotted against the matching radius.
numerical integration of the tangent equation [14],
=  - 2Vnf f \ ]i{kr) -  ti(r)n,(kr))2 . (3.5)
This is a first-order differential equation for the function ti(r) which has the prop­
erty that ti(r) —> tan(J/) in the limit r  —► oo. As in equation (3.3) the functions 
ji(ks),hi(ks) are the Riccati-Bessel function that satisfy the radial Schrodinger equa­
tion in the absence of the potential V ( r ) .
For a short-range interaction tan (J0  can be evaluated by integrating ti(r) beyond 
the range of the interaction. However for the long-range potential, integrating ti(r) to 
a finite radius rm, neglects that portion of the potential beyond rm .
There is a good agreement between the S-matrix value obtained from the radial 
Schrodinger equation and that obtained from equation (3.5) when integrating to the 
same rm value. Thus the existence of the artificial poles does not simply represent the 
failure of the numerical method.
Thus when a long-range interaction is truncated by matching to solutions of the 
free radial equation, the physical pole corresponding to the first bound state differs 
from the result obtained when using complex coordinate rotation. Although there is 
an agreement when the pole is close to the real axis. Furthermore a number of artificial 
poles can also be found for larger R e(k).
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3 .3  T he inclusion o f the long-range in teraction , a 
com parison o f m ethods.
It was shown in section 3.2 that the truncation of the long-range portion of the po­
tential introduced artificial poles. It is however possible to incorporate the long-range 
interaction by modifying the functions used in the matching procedure. Instead of 
using the free incoming and outgoing wave solutions, functions must be used that are 
the solutions of the radial equation in the presence of the inverse power couplings. This 
avoids truncating the potential at the matching radius.
In appendix B two methods that generate such functions are described for interac­
tions that behave asymptotically as a sum of inverse cubic and quintic radial powers. 
This is the asymptotic behaviour that is displayed by the hyperradial couplings in the 
three-body model.
Both methods described in appendix B  require the evaluation of an asymptotic 
series,
o°  A(n)
a(x) = E  ~zr > (3-6)n=0 x
where x — k r . The values are obtained via a recurrence relation, this requires 
knowledge of the value for a number of initial n values.
For the method of Rosel [67], which was also proposed by Burke et al. [68], the 
function (3.6) is multiplied by the asymptotic behaviour of the free equation, exp[±z(x— 
7tZ/2)] as shown in equation (B .2 ) .
For the method of Gailitis [69] two asymptotic series are used which are multiplied 
respectively by the solution and derivative of the free equation (B .1 0 ). This introduces 
the possibility of the angular momentum of the solution for the free equation L, being 
different to the I value that appears in the radial equation. For the case of L =  0 the 
recurrence relations (B.12) and (B.13) simplify to that for the method of Rosel given 
by (B .6 ) , however it is suggested in [69] that L  =  I should be used.
As the Gailitis method requires the iteration of two recurrence relations it appears 
more computationally expensive than the method of Rosel, however under certain 
circumstances the solution may converge quicker so that less iterations may be needed.
Although the present work does not involve any charged bodies, it is stated in [69] 
that for electron-ion scattering the terms (Z/k) and (Z /k )2 appear in the recurrence 
relations for the Gailitis and Rosel methods respectively. The assertion is then made 
that for small k the Gailitis expansion may be applied at smaller distances than for 
the Rosel method.
In order to make a comparison of these two methods, a single-channel example is 
considered including a potential of the form (3.4) that behaves asymptotically as g /r 3
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where g =  (2m /h2)Vo. The value of h2/(2m) =  23.223 MeV fm2 was used as in the 
previous section.
When summed directly the series (3.6) has the usual properties of asymptotic series 
in that the partial sums converge towards the correct result and then diverge. However 
it is possible to obtain a converged result from the sequence of partial sums by using 
Pade acceleration as discussed in section B .3 . The accelerated term can be evaluated 
at each step of the iteration along with the difference between that and the previous 
term. The iteration can be terminated when the ratio of this difference to the size 
of the term falls below an accuracy parameter £ . Under certain circumstances the 
series (3.6) may fail to provide a result if the partial sums become too large and exceed 
an upper limit. Alternatively the Pade accelerated term may not converge within a 
limiting number of iterations. Figure 3.7 shows the number of iterations needed to
Figure 3.7: The number of iterations for a converged Hi'(krm) value when using the methods of 
Gailitis (open symbols) and Rosel (filled symbols) for I =  5 (left) and I =  10 (right). For the Gailitis 
method various L values are shown. The values of Vo = —50, rm = 20 fm, and the accuracy parameter 
£ =  10-6 were used.
evaluate the outgoing wave H f(k rm) by either method for I =  5 ,1 0 . For the Gailitis 
method the same is shown for various L values.
For Vo =  —50, the phase shift for I — 5 has a maximum value of less than 10°, 
therefore this potential strength represents the limit of weak scattering.
For the method of Rosel more iterations for I =  10 are needed to attain a converged 
result than for I =  5 when using the same £ value. It can be seen that the size of the 
initial terms given by equations (B.7) will be larger for a larger I value. The subsequent 
terms obtained from the recurrence relation will also be larger so that the accelerated 
partial sums will converge more slowly. For I =  5 and 10 less iterations are needed to 
attain convergence for larger k values, however the number of iterations is reasonably 
stable over the whole k range.
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Figure 3.8: The number of iterations for a converged Hf(krm) value shown as a function of VQ 
with i'm — 20 fm, £ — 10-6 (left) and shown (right) as a function of k for various £ values. The filled 
symbols indicate the method of Rosel, the open symbols that of Gailitis.
This is in contrast to the Gailitis method where for I =  5, L =  5 there is a dramatic 
increase in the number of iterations for k <  0 .6 , a similar increase is shown for k <  0.8 
with I =  10, L  =  10.
Above these k values with I =  L  fewer iterations are required than for the Rosel 
method. For I =  0 the two methods are the same and therefore take the same number 
of iterations. W ith the Gailitis method for large k an improvement is seen as L is 
increased to the value of I .
W ith reference to the Rosel method, it is indicated in [67] that the matching radius 
rm should be larger than the classical turning point rc. In the absence of any attractive 
potential the classical turning point is given by rc =  yjl(l -f-1 )/k  thus for I — 5 and 
rm =  20 fm the classical turning point will be smaller than rm for k >  0.27, with I =  10 
a similar condition exists for k >  0.52. The Gailitis method shows an increase in the 
number of iterations as & is reduced towards these limits, this is also seen although to 
a lesser extent with the method of Rosel.
The number of iterations required to evaluate H *  (krm) is also shown as a function 
of Vo in figure 3.8 (le ft). For k =  0.2 with I =  5 the classical turning point rc =  27.4 fm 
is larger than the matching radius rm =  20 fm. For the Rosel method the number of 
iterations is independent of Vo, however for the Gailitis method the number of iterations 
is larger and increases as |Vo| is increased (open diamonds and triangles). For k =  0.4 
the classical turning point rc =  13.7 fm is smaller than the matching radius, however 
no difference is seen for the Rosel result. For the Gailitis method for k =  0.4, the 
number of iterations is reduced and for a small range of Vo is lower than that for the 
Rosel method.
Figure 3.8 (right) shows the same quantity as a function of k as the accuracy
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parameter £ is decreased. For both methods decreasing £ increases the number of 
iterations required however for the Rosel method this increase is confined to a smaller 
range of low k values. For the Gailitis method there is a greater difference between the 
number of iterations required as £ is decreased from 10~6 to 10~9 than for the Rosel 
method.
Overall the figures 3.7 and 3.8 indicate that although the Gailitis method may 
converge quicker for large k, the method of Rosel can be seen to be more stable over 
a larger range of k. Using the method of Gailitis to evaluate the S-matrix for small k 
values would require integrating the wave function to a large matching radius. This 
is so that krm is large enough to obtain a converged result. However when using a 
complex energy without the use of any form of complex rotation it is favourable to use 
a small matching radius as discussed in section 2.4.
For the three-body work the S-matrix is evaluated by matching at the R-matrix 
boundary without the use of complex rotation. In order to include the long-range 
couplings in this instance the method of Rosel would be more suitable as for a fixed 
rm the convergence of the solutions is more stable over a wide range of k values.
3 ,4  T he removal o f the artificial poles.
In order to evaluate the S-matrix and incorporate the long-range portion of the poten­
tial beyond the matching radius, the incoming and outgoing waves of equation (1.7) 
are replaced by those functions described in the previous section.
In figure 3.5 a comparison is made between the pole positions determined when 
matching to solutions of the free equation. These are shown for rm =  100 fm when 
complex rotation is used and for rm — 15 and 20 fm when complex rotation is not 
used. Also shown are pole positions obtained by matching to the asymptotic solutions 
evaluated by the method of Rosel. For 1 =  1, with rm =  20 fm and £ =  10~6 the pole 
position deviates from the value obtained when using complex rotation for |Vo| <  140. 
For Vo =  -1 2 0  the pole position obtained using complex rotation cannot be reproduced 
by decreasing £ to improve the accuracy of the asymptotic solutions. However if rm 
is reduced to 15 fm, for the same £ value the difference between the pole positions is 
reduced. This indicates that the accuracy of the S-matrix is limited by that of the 
radial wave function which is improved as rm is decreased. This is also shown for I =  2 
with Vo =  —320.
The S-matrix value obtained by matching to the asymptotic solutions can be com­
pared with that obtained by matching to the solutions of the free equation when using 
complex rotation. This is shown in the two upper graphs of figure 3.9. The figure to the 
right compares the S-matrix for a number of £ values where it is seen that for £ =  10~6
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the value agrees with the complex scaled result over the range —0.25 <  Im(rc) <  0 . 
When using complex rotation the 6 value is set to oppose the phase of the k value i.e.
9 — p  for k — \k\e~l@. However the potential (3.4) has a pole for r  =  (—a)1/3 so the 
value of 9 — 7r/3 should be avoided. The range of Im(k) over which the values agree 
is however not increased for £ =  10~9 . The range is however reduced as £ is increased 
reflecting the reduced accuracy of the asymptotic solutions.
The figure to the left shows the complex scaled result in comparison with that 
obtained when matching to asymptotic solutions for various rm values. As rm is reduced 
there is an improved agreement with the complex scaled value as shown in figure 3.5.
The graph to the lower left compares the cancellation parameter e defined in equa­
tion (2.19) when the asymptotic solutions are used for different rm values. When 
complex rotation is used the radial wave function and matching solutions remain finite 
so the cancellation is not excessive. For rm — 25 fm with £ =  10~6 the S-matrix devi­
ates from the complex scaled result at around Im (k) =  —0.25 which is consistent with 
the e value of about 10~6.
The upper left graph also shows the S-matrix value obtained by matching to solu­
tions of the free equation when complex rotation is not used. In this case the S-matrix 
is heavily dependent on rm, although it agrees with the complex rotated result over a 
short Im(/c) range. The unrotated result also agrees with that calculated from the tan­
gent equation (3.5) where the potential is explicitly truncated at the matching radius.
Also shown in this figure is the S-matrix evaluated when the multiplicative factor 
a  is used to modify the asymptotic strength, this corresponds to the wf}n term of 
equation (B.2). In the limit of —> 0 with vjff =  0 the asymptotic solutions
tend to those of the free equation. Therefore with a =  0.05 the S-matrix is very 
close to that value obtained when matching to the free solutions, furthermore the pole 
positions are close to those found when the potential is truncated as shown in figure 3.6 . 
The behaviour of these S-matrix poles when the asymptotic region of the potential is 
included is seen by taking the limit a  —> 1.
Figure 3.9 (lower right) shows the positions of various poles for 1 =  1 . The position 
of the pole corresponding to the first bound state is shown as a function of V0 when the 
long-range interaction is included a  =  1, and when the potential is truncated a =  0 . 
Although these positions almost coincide for Vo =  —190, they move to significantly 
different positions for Vo =  —160.
When the potential is truncated, two more poles are also located at k & (0.23, —z0 .ll) 
and k & (0.37, —z0.16). When matching to the asymptotic solutions and taking the 
limit a  —> 1, one of these poles converges to a fixed position k ~  (0.20, —20.14) that 
corresponds to the first bound state. The other two poles continue to move away from 
the real h-axis as the full asymptotic interaction strength is included, their positions
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Figure 3.9: Upper: I<5i(fc)| for potential (3.4) with Vq = -120, a =  2, shown as a function of Im(k) 
with Re(fc) =  0.3, evaluated for various rm values with £ =  10“6 (left) and for various £ values with 
rm =  20 fm (right). Lower: The cancellation parameter e of equation (2.19) evaluated when matching 
to the asymptotic solutions and shown for various rm values with £ =  10~6 (left). Pole positions for 
potential (3.4) shown when the long-range interaction is neglected (open squares) and included (open 
circles). The removal of the artificial poles is also shown, where the multiplicative factor a  is used to 
scale the asymptotic strength (right).
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m oving m ore rapidly for a  «  1 .
3.5 Coupled channels poles in th e  ad iabatic lim it
Having established the presence and likely location of artificial poles using the single­
channel example, it can be shown that they will also be present for any many channel 
calculations if long-range couplings are truncated. This fact is most easily demon­
strated by considering a simple two-channel case.
In the limit of degenerate channel energies E\ =  E 2 =  E  and equal diagonal and 
off-diagonal interactions, Vn =  V22 =  V  and V12 =  Vn =  v, it is well known that the 
two coupled equations
( E - T - V ) < h  =  vfa
( E - T - V ) < p 2 =  v<Pi (3.7)
can be decoupled. The (2x2) S-matrix, with elements representing the coefficient 
of the outgoing wave in channel i when there is a unit incoming wave in channel j , are 
obtained by adding and subtracting the equations (3.7) giving rise to the two uncoupled 
equations for wave functions ip\ =  ((pi +  <p2) / 2  and ip2 =  (cpi — (p2) / 2:
( E - T - [ V  +  v])ip! =  0
(E  -  T  -  [V -  v])ifa =  0 .  (3.8)
It follows that the diagonal and off-diagonal S-matrix elements (Si +  S2)/2 and (S i — 
S2)/2  are linear combinations of the uncoupled one-channel S-matrices S i and S2. It 
may be further concluded that, in this adiabatic limit, any poles introduced by the 
truncation of V or v will be shared by the coupled channels set, which will see poles 
resulting from each truncated channel. This general feature is also to be expected in 
the non-adiabatic case.
The presence of artificial poles in a coupled channels problem can be demonstrated 
by considering a two-channel case with diagonal and off-diagonal potential elements 
having the form
Vij(r) =  r i 3l/ ( ^  +  r3) +  V f '/ (a !3' +  r 5) . (3.9)
If the potential strengths are too weak to form a bound state in either channel, then 
it is expected that the two physical poles corresponding to the first bound states will 
be present in the fourth quadrant of the complex /c-plane.
However, if the couplings are truncated at 20 fm, six poles are found, as shown 
in figure 3.10 (the filled circles connected by the dashed line). The diagonal potential 
strengths are: Vxf  =  —160, v / f  =  —10, v|? — —150, V22 — —10 and a$  =  =  2,
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Figure 3.10: A two-channel example using the values: h 2/ (2 m )  =  23.223 MeV fm2, and / =  1 for 
both channels. The artificial poles continue to move away from the real k axis, as the full interaction 
is included, while only the two physical poles remain for a  =  1.
i =  1 ,2  . The off-diagonal strengths are given by: =  —2, Vi2 =  —13, a fj —
1.5, a f j =  1.0, with the potential matrix being symmetric.
The effect of including the asymptotic region of the potential can be seen using the 
same method as for the single-channel example. In this case the multiplicative factor 
a  alters the asymptotic strengths wf^ and of equation ( B . l ) . As a  tends to zero, 
the coupled asymptotic solutions tend to the solutions of the free equation and the 
artificial poles are found. As a  tends to unity the full asymptotic interaction strength 
is included. It is seen that in this limit two of the poles move to fixed positions while 
the other four artificial poles continue to move away from the real k axis in the same 
manner as shown in the single-channel case.
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Chapter 4 
Testing the validity of the R-m atrix  
m ethod for com plex energy.
<
The purpose of this chapter is to provide a description of the method used to solve 
the three-body scattering states of the 6He nucleus. This is modelled as a three- 
body system within the hyperspherical harmonic calculation scheme, with the R-matrix 
method being used to solve the coupled channels sets. In order to avoid the introduction 
of artificial poles the long-range couplings are incorporated by matching to solutions 
of the coupled equations in the asymptotic region.
However as the complex coordinate rotation method has not been implemented 
within this model, the S-matrix can only be calculated accurately in a limited region of 
the complex plane. It is therefore important to assess how far into the complex plane 
this region extends, so that the search for S-matrix poles can be confined to this area.
4 .1  Halo nuclei.
The discovery of halo nuclei is an example where experiments produced anomalous 
results that indicated an exotic nuclear structure, as opposed to being a theoretical 
prediction that required experimental verification.
This initial experimental work was made possible by the progress made in recent 
years concerning the production of sufficiently intense radioactive nuclear beams. These 
are produced through the projectile fragmentation process where a high-energy primary 
beam is incident on a target such that a wide range of isotopes are produced. These can 
be separated into secondary beams, and individually analysed in further experiments. 
This has appreciably extended the study of nuclear structure towards the proton and 
neutron drip lines.
This process was used in [74] where projectile fragmentation of an 800 MeV/nucleon
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11B beam was used to produce a secondary beam of the known He isotopes (3He, 4He, 
6He and 8He). These secondary beams were incident on a variety of targets in a 
transmission experiment where the total interaction cross section ar was measured1.
From this measurement the nuclear radius can be inferred and in this case an 
important result was obtained, in that both 6He and 8He showed a larger increase 
in radius compared to 3He than was to be expected from the R ~  A1/ 3 relationship. 
Subsequent experiments [75] revealed a larger anomaly in the radius for the isotopes 
n Li, u Be and 14Be.
Further insight into the structure of ; these nuclei was obtained through projectile 
fragmentation experiments [76, 77, 78, 79]. This was done initially for the breakup of 
n Li incident on a variety of targets at a beam energy of 0.79 GeV/nucleon [76] and at a 
lower energy of 29 MeV/nueleon [77]. The momentum distribution of the 9Li fragment 
perpendicular to the beam direction was measured. At high energy this was observed 
to have a two component structure and was fitted with a superposition of • broad and 
narrow Gaussian distributions. It was believed that the narrow component was due to 
the removal of the two loosely bound neutrons in a single step. This was later observed 
for 6He [78].
This momentum distribution, narrow in comparison to the fragmentation process 
of conventional stable nuclei, indicated that the spatial distribution is large. Thus the 
picture began to emerge of nuclei that were weakly bound, and with a large spatial 
extent. These phenomena were labelled ‘halo nuclei’ by P.G, Hansen [80] in a paper 
discussing the structure o f 11 Li as modelled in terms of a 9Li core and a dineutron. This 
model predicted a large cross section for electromagnetic dissociation (EMD) induced 
by collisions with high-Z targets and these effects have been confirmed experimentally 
at high energy [81]. The (EMD) cross section of n Li on lead is seen to be about 80 
times larger than that for 12C after scaling by the Z2 factor of the projectile. This is 
also seen for 6He.
11 Be is an example of a one neutron halo nucleus, consisting of a neutron loosely 
bound to a 10Be core. In the cases of u Li and 6He the last two neutrons are responsible 
for the systems being bound, as 10Li and 5He are unbound. Systems in which there 
are no bound states of the binary subsystems have been labelled Borromean2 [49] after 
the Italian heraldic symbol. Therefore, these systems have a loosely bound three-body 
configuration that consists of two neutrons and a tightly bound core.
1cr/ is defined as the total cross section for the process of neutron and/or proton removal from the 
incident nucleus. It is approximately related to the nuclear interaction radius of projectile and target 
by: <r(p,t) =  ir(Ri(p) +  Ri{t))2.
2The Borromean rings consist of three interlocking rings which become unconnected if any one ring 
is removed. This is achieved if two rings are overlapped with ring A above ring B, then a third ring 
must be connected such that it passes under B but above A.
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This structure is supported by the one and two neutron separation energies, where 
it is more difficult to remove one neutron than it is to remove two. For 11 Li; Sn =  1 
MeV and S2n =  0-25 MeV and for 6He; Sn =  1.9 MeV and S2n =  0.97 MeV. There 
is also a large increase in the radius of these nuclei compared with the (N-2 ) system. 
For 9Li, Rrms ~  2.32 fm and 1 1Li, «  3.2 fm, while for 4He, Rrms ~  1.46 fm and
for 6He, Rrms ~  2.5 fm. A revised Rrms value of 3.55 ±  0.10 fm was obtained for u Li 
in [51] when consideration was given to the adiabatic nature of the projectile-target 
interaction.
For 11 Li the three-body structure was also supported by the measurement of the 
quadrupole moment. It was shown that 9Li and 11 Li have almost equal quadrupole 
moments which is consistent with n Li being a three-body system that contains 9Li 
almost unchanged.
Theoretical models of halo nuclei with this strict three-body approach have been 
attempted in a number of formulations, these are presented in detail in the review [49].
4 .2  T he m ethod of hyper spherical harm onics.
The detail of how the three-body problem is solved within the hyperspherical harmonics 
formulation is presented.
It was shown in an earlier chapter (page 2) that for two bodies interacting via a 
central potential, a suitable choice of coordinate system and wave function simplified 
the three dimensional Hamiltonian to a one dimension Schrodinger equation. This is 
possible as a separable solution is used, where the angular part of the wave function 
is chosen as the eigenfunction of the angular part of the kinetic energy operator. This 
allows the angular dependence to be removed from the radial equation.
Although the three-body system has six degrees of freedom, with the hyperspher­
ical expansion method the problem is simplified, as the three-body wave function is 
expressed in terms of five angular variables and one radial variable. This results in a 
coupled set of radial equations.
The radial variable is the hyperradius p which is defined in terms of the particle 
distances from the centre of mass r* or in terms of the interparticle separations r#  
(figure 4.1),
p2 =  E + 4  =  A ~ 2 e  AiAjrl  > (4 -i)
i—1 i> j=1
where the mass ratios are defined by Ai =  rrii/m (m being the unit nucleon mass) and 
A =  Ai H- A2 +  A3.
The hyperradius gives an indication of the overall size of the three-body system, 
being large if the separation of any two particles is large. If the three particles are
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considered classically as point objects then p2 is proportional to the moment of inertia. 
Figure 4.1 shows the construction of two sets of Jacobi coordinates for the three par-
Figure 4.1: Two systems of Jacobi coordinates where particles 1 and 2 are neutrons and 3 is the
a  core, (x3 ,y f  is referred to as the T-type and {xi,y\) the Y-type. Also defined are the interparticle 
separations
ticles. The first Jacobi vector connects two arbitrary particles and the second vector 
connects the third particle to the centre of mass of the first two particles.
If the positions of the particles are given by Ri then the T-type coordinate system 
(023,7/3) can be written out in full,
*3  =  (Ai2)1/^ 27"i2 =  (Ai2) 1//2(i?2 — R i),
2/3 =  (A(12)3)1^ 2T’(12)3 — (A(l2)3)ly/2[J?3 — {A\Ri +  A2R 2) / (Ai +  A2)\ . (4.2)
Here the subsystem (1,2) has the reduced mass A \2 =  AiA2/ (A i+ A 2), and A(i2)3 is the 
reduced mass of the (1,2) cluster with respect to particle 3 with A(i2)3 =  (Ai-\-A2)Az/A. 
The Y-type sets of coordinates (x ityi) and (x 2,yf) are obtained from (4.2) with the 
cyclic permutations of (1,2,3).
The hyperradius can also be defined in terms of these two vectors, p2 =  x2-\-y2 along 
with the hyperangle, a =  arctan(x/y). The six degrees of freedom in this coordinate 
system are: p, the hyperradius and five angular variables: a, 6X, <j)x, 6y, <py denoted 
collectively by 1Q5. The angles 6X, <px, and 6y, </>y are the angles associated with the 
unit vectors *  and y.
The kinetic energy operator in these variables has the form
where K 2(Clf is the hypermomentum operator with eigenvalues K (K  +  4) with K  =  
2 n +  lx +  ly for n  =  0 , 1 , 2 . . .  ,
K 2(Q5) =  - S ~2 ~  4 cot(2a)-^-  +  - r ^ ~ l 2{x) +  — \ - l 2(y) . (4.4)
dor oa  sm a  cos2 a
For interactions that depend only on p the hypermomentum K  is conserved, which for 
nuclei is approximately true.
The bound-state and continuum wave functions are chosen in the form of an ex­
pansion on a generalised angle-spin basis
TjKLSMjfas) — [ i V j  (4.5)
where the functions are the hyperspherical harmonics,
t i & u W l  =  Ok J o:)|+(aS) ® Yls(y)]LM . (4.6) 
The hyperangular part of the hyperspherical harmonic has the following form,
■01kv(«) =  N 1kv(sina)lx(cosa )l y (cos2a) , (4.7)
2
where N lj f y is a normalisation factor and P£'b are Jacobi polynomials.
W ithin the cluster representation, the three-body bound-state and continuum wave 
functions have a product form
&JM =  exp(«P • R ) ^ 3 (Cs) V) • (4.8)
Here P  and R  are the momentum and coordinates of the centre of mass. As shown 
in figure 4.1, particle 3 is the alpha core which has an intrinsic ground state wave 
function $ 3 (C3)- The active part of the three-body wave function is given by $ ' jM(£c, y) 
which carries the labels of J  the total angular momentum, M  its projection and T  the 
total isospin.
For the continuum states this is written as the general solution of a coupled channels 
problem
w) =  M ~ 5/2 E  x fiX % %l,(.K p)T '^LSM(Q5)
KLSlxly,K' L' S'l'P'y
x J 2 (l 'm 'ls 'm 's\JM)y l*% u ,(nj , (4 .9 )
where the primed quantum numbers in equation (4.9) correspond to momenta of ingo­
ing waves.
The wave function TfTJM is a solution of the three-body Schrodinger equation (4.10) 
(T +  V - E ) $ tj m  =  0 , V  =  V12 +  V13 +  + 23, (4.10)
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where V0- is the interaction between i  and j .  After the wave function is substituted 
into equation (4.10) the angular variables are removed and a set of coupled equations 
is obtained
(Kfr'ip) ) (4-11)
<P_
d p 2
C(C +  \)
P*
= -  E
+  Yk ^Kj (p) ~  E  J XK'i(p) 
IOy,J<YVV„, rs'.
where 7  =  {lx, ly, L, S }  and £  =  K  +  3/2. The coupling interactions are given by the 
m atrix elements
(p)  ~  ( fiV7(Q5)
3 3
E E + ( r e )
i=l jj^ i
t * y (o ») (4.12)
The three-body system is now reduced to a set of coupled radial equations similar 
to the case of two particle scattering from a deformed target, or with the possibility 
of excitation. However, in the three-body system, the centrifugal barrier does not 
vanish even when the angular momenta of the subsystems lx and ly are zero. Although 
the two-body interactions Vij have a finite range, the three-body interactions behave 
according to a power law VK>  ^Ky(p °°) ^  P~n with n >  3. This reflects the feature 
of the three-body system where two particles may interact when far from the third.
The boundary conditions for the hyperradial wave functions of the bound state are:
X K j i p  -> 0) ~  p c + 1 , XK- , ( p  -*  00) ~  exp(-Kp) . (4.13)
For the scattering states, the wave functions have the same behaviour at the origin, 
while for p  —► 00 ,
Xk^k'J (KP) ~  ^ k +3/2(k,p)6k%k>^ -  SKy K^' H £+3/2(kp) (4.14)
Here Hk+3j2 and f r J +3/ 2 are ^he Coulomb functions (with 77 =  0) which need to be 
evaluated for half-integer angular momentum. For an incoming plane wave in channel 
K ' f  , SKy Ktyf is the S-matrix for three incoming particles scattering to three outgoing 
particles.
4 .3  The internucleon potentials.
In order to evaluate the three-body interactions using (4.12) a choice as to the form 
of the two-body interactions must be made to allow an accurate representation of 
6He. The neutron-neutron interaction used has the form of an attractive Gaussian 
potential (2 .10 ) for which the position of the virtual state was determined (page 15).
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For the neutron-or interaction a Woods-Saxon potential is used with a spin-orbit 
Woods-Saxon derivative,
Van(r) =
-4 3 .0 1 • s d 40.0
(4.15)
1 +  exp[(r -  Rccn)/a<xn\ r dr 1 +  exp[(r -  Rso)/a so\ '
The values of Ran =  2.0 fm, aan =  0.7 fm and Rso =  1.5 fm, aso =  0.35 fm are used 
to accurately reproduce experimental scattering phase shifts. However this strength is
Figure 4.2: Left: The Woods-Saxon and spin-orbit components of equation (4.15) shown as a
function of r (fm) individually. Right: The full expression of (4.15) for I =  1, s =  1/2, j  =  1/2 and 
Z =  1, s =  1/2, j  =  3/2.
too attractive for d-wave scattering so the strength of the Woods-Saxon component is 
reduced to half its value. For I >  3 the strength is reduced to zero.
W ith the strength used in (4.15) for / =  0 a bound state is formed at about -11 
MeV. However these levels are already occupied by the neutrons in the a-particle, 
and so are forbidden by the Pauli principle for the valence neutrons. To remove this 
forbidden state an auxiliary repulsive ‘soft Pauli core’ is included for the s-wave.
The three-body interactions generated from these n-n and n-a potentials suffer from 
the problem of underbinding common to many three-body methods. In the case of 6He 
the binding energy converges with increasing K  to about -0.4 MeV which compares 
to the experimental value of -0.97 MeV. This underbinding has been attributed [36] 
to the existence of the cluster component 3H -f 3H which is not considered in the 
three-body calculation. Within the three-body system the underbinding can be taken 
into account by assuming that the a  core is polarized by the valence neutrons and is 
therefore slightly larger than the free 4He nucleus. As the binding energy varies by
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about 12 MeV/fm with respect to a change in the range of the n-a interaction, an 
increase of about 3% in Ran is needed to correct the binding energy.
An alternative approach to correct the underbinding is with an additional three- 
body mean field, where an inverse cubic (1/p3) long-range interaction of the form of 
equation (3.4) is added to the diagonal elements of the three-body potential. The 
strength is altered to reproduce the binding energy. This does not necessarily also 
correct the positions of the resonances as illustrated in [35] where the 6He ground 
state is underbound by about 0.3 MeV but the 2+  resonance has Er and T values that 
are smaller than the experimental values. The deviation of the resonance position is 
therefore increased by reproducing the 0+ ground state.
In order to locate S-matrix poles in the complex k plane it is often useful to increase 
the strength of the three-body potentials, so that any resonance poles move closer to the 
real axis. However, if this is done beyond a certain limit, bound states will form in the 
n-n and n-a binary systems and the three-body system will no longer be Borromean.
This is shown in figure 4.3 where a multiplicative scaling factor A is used to alter the 
strength of the potentials. For the n-n interaction with A =  1.1 the phase shift reaches 
about 80° indicating that the virtual state has almost become a bound state. For the 
n-a  interaction the effect of including the spin-orbit term3 is shown when j  =  1/2  
and j  =  3/2. When including the spin-orbit potential for j  =  3 /2  the phase shift 
is comparable to that produced from the Woods-Saxon alone with A =  1.2 . The
Figure 4.3: Left: The s-wave phase shifts for the n-n interaction (2.10) when scaled by a mul­
tiplicative factor A. Right: The p-wave phase shifts for the scaled Woods-Saxon interaction (4.15) 
shown in comparison when the spin-orbit term is included for j  — 1/2 and j  =  3/2.
position of the poles in the complex k plane is shown in figure 4.4 where the virtual
state of the n-n interaction is seen to be just unbound for A =  1.1 .
3For j  = I +  s the value of I • s in (4.15) is given by \[j(j +  1) — 1(1 +  1) — s(s -f 1)], so with
I =  1, s =  1/2 and j  =  1/2, I • s =  -1  and for j  — 3/2, I - s =  1/2 .
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Figure 4.4: Left: Pole positions as a function of the A scaling factor, for the virtual state of
potential (2.10) and for I — 1 with the Woods-Saxon component of (4.15). Including the spin-orbit 
component is also shown. Right: Scaling the full interaction for j  =  1/2,3/2.
For the Woods-Saxon potential alone with I =  1 the S-matrix pole is located at 
k = (0 .2 6 , —z0.09), E  = (1 .49 , —zl.24), including the spin-orbit component for j  =  3 /2  
moves the pole position to k = (0 .18 , —z0.04), E  = (0 .84 , —z0.40). The pole position for 
j  =  1 /2  is located at k = (0 .31 , —z0.18), E  = (1 .67 , —z2.80) and remains unbound for 
A =  1.8 . As for the n-n virtual state, the p3/2 pole remains unbound for A <  1.1 .
Thus in the three-body calculations if a scaling factor is used to move poles closer to 
the real k axis this can only be done for A <  1.1 for the system to remain Borromean.
4 .4  Using the R -m a trix  m ethod for com plex en­
ergy.
The details of the R-matrix method are presented in appendix D and can also be found 
in [15] and [50]. A comprehensive overview is given in the review article [62], This 
approach is necessary to avoid the numerical instability that occurs when direct nu­
merical integration is used to solve a set of N  coupled equations (4.11). One advantage 
of the R-matrix method is evident from equation (D.6) where it is seen that the energy 
for which the R-matrix is evaluated is a parameter that is independent of the rest of 
the terms in the expression. Thus, for a specific case from a computational point of 
view, the eigenfunctions and eigenenergies only need to be calculated once, and can 
be used to construct the R-matrix and hence S-matrix (D.10) at any arbitrary en­
ergy. In this work the R-m atrix parameters were calculated using the existing program 
STU R M XX [55] allowing the evaluation of the R-matrix and S-matrix for complex 
energy.
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The aim of this work is to locate poles of the S-matrix at complex energy, however 
the use of complex coordinate rotation has not been implemented within the R-matrix 
interior. This means that the S-matrix will only be calculable in a limited region of 
the complex plane. It is therefore important to assess how far into the complex plane 
the S-matrix can be accurately calculated.
This was previously considered for the one-channel case in section 2.4 (page 28), 
where the cancellation parameter e (equation (2.19)) was determined when evaluating 
the denominator of the expression for the S-matrix with Im (k) <  0. In the lower half of 
the complex plane, the outgoing waves H f(k rm) diverge exponentially due to k having 
a negative imaginary part. Thus the denominator of equation (D.10) will also involve 
the differences of large quantities when evaluated in the lower half of the k, plane,
Sden =  [H+ -  R (H /+ -  /3H +)]. (4.16)
This expression involves the sum of the H + matrix and a second term. The second 
term also uses H + in the matrix multiplication with R , however the cancellation that 
occurs in the formation of this term is less severe than that occurring when H + is added 
to the second term. The H + terms of equation (4.16) refer to the outgoing waves that 
are described in appendix B, which account for long-range couplings.
The cancellation for each of the N 2 terms in the addition of the matrix elements 
Cij =  Aij +  Bij is again monitored using the definition e =  |C#|/max(|>l#|, |By|). 
As there are N 2 cancellation terms for each matrix addition, an overall picture of the 
distribution of these values can be gained by counting the number of terms that fall 
within a specific range. This is shown in tables 4.1, 4.2 and 4.3 where the columns 
headed correspond to the number of the N 2 e values that fall within the range 
10_1 >  e >  10“J . The column headed e\ refers to the number of values for e >  10_1 .
Table 4.1 shows that when evaluated on the real k axis (k =  (0.30 +  iO.O)) all the 
e values are larger than 10_1. However, as the matrix evaluation is carried out further 
from the real k, axis, more severe cancellation occurs, with most of the e values within 
the range 10-3 to 10“4 for Im(«) =  0.2 . The smallest e values were in the range 
10-6 to 10-7 for k =  (0.3 — z0.2) . W ith Re(«) =  0.45 there is a similar distribution, 
however there seem to be more smaller e values.
Table 4.2 shows the distributions for K max =  16 when the evaluation is done at 
pmax — 35 and 40 fm. As expected, there is more severe cancellation at the larger radius, 
however, in comparison with the case of K max =  10, pmax =  40 fm for k =  (0.45, —z0.2) 
the number of terms within the intervals e45, C56 and e67 represent a smaller fraction 
of the N 2 terms. For K max =  20 as shown in table 4.3 the same applies where there 
is more severe cancellation at the larger radius. Furthermore a smaller fraction of the
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E-max =-1 0 , pmilx= 4 0  fm, N  =  21, Q = 50
Re(ft) Im(ft) €i €12 €23 €34 €45 €56 €67 €78
0.3 0.0 441 0 0 0 0 0 0 0
0.3 -0.04 427 14 0 0 0 0 0 0
0.3 -0.08 307 118 16 0 0 0 0 0
0.3 -0.12 56 241 125 17 2 0 0 0
0.3 -0.16 6 63 231 121 17 3 0 0
0.3 -0.20 2 11 119 196 105 5 3 0
0.45 0.0 441 0 0 0 0 0 0 0
0.45 -0.04 404 35 2 0 0 0 0 0
0.45 -0.08 193 199 49 0 0 0 0 0
0.45 -0.12 29 128 228 54 2 0 0 0
0.45 -0.16 6 18 125 237 50 5 0 0
0.45 -0.20 2 17 75 176 153 11 7 0
Table 4.1: The distribution of e values for the matrix addition in (4.16), for Kmax =  10. Columns 
headed ey list the number of terms within the range 10- i > e > 10-J .
E max -= 16, Pmax—35 fm, N =  45, Q = 50
Re(ft) Im(ft) ei €12 023 0)4 £45 €56 6^7 €78
0.3 0.0 2024 1 0 0 0 0 0 0
0.3 -0.04 2024 1 0 0 0 0 0 0
0.3 -0.08 1996 25 4 0 0 0 0 0
0.3 -0.12 1892 112 20 1 0 0 0 0
0.3 -0.16 1739 179 83 23 1 0 0 0
0.3 -0.20 1480 292 151 78 22 2 0 0
0.45 0.0 2023 2 0 0 0 0 0 0
0.45 -0.04 2003 22 0 0 0 0 0 0
0.45 -0.08 1710 294 21 0 0 0 0 0
0.45 -0.12 1103 700 193 28 1 0 0 0
0.45 -0.16 599 693 551 175 6 1 0 0
0.45 -0.20 254 539 640 520 67 4 1 0
E-max —- 16, Pmax 40 m, N =  45, Q — 55
Re (/c) Im(ft) €i €12 €23 £34 £45 0)6 €67 €78
0.45 0.0 2025 0 0 0 0 0 0 0
0.45 -0.04 1939 86 0 0 0 0 0 0
0.45 -0.08 1237 687 101 0 0 0 0 0
0.45 -0.12 341 936 631 104 13 0 0 0
0.45 -0.16 58 394 842 636 89 6 0 0
0.45 -0.20 3 92 516 919 474 16 5 0
Table 4.2: The distribution of e values for the matrix addition in (4.16), for Kmax — 16. Columns 
headed ey list the number of terms within the range 10“* > e > 10~J .
terms are within the intervals corresponding to severe cancellation than for Kmax =  16 . 
Thus from the tables 4.1, 4.2 and 4.3 the minimum cancellation for Im(ft) =  0.2 is
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Kmax ~= 20, Pmax=40 fm, N  == 66, Q =  55
Re(rc) Im(ft) ei 1^2 2^3 £34 £45 £56 6^7 7^8
0.3 0.0 4356 0 0 0 0 0 0 0
0.3 -0.04 4352 4 0 0 0 0 0 0
0.3 -0.08 4288 64 4 0 0 0 0 0
0.3 -0.12 4077 225 49 4 1 0 0 0
0.3 -0.16 3635 416 239 62 3 1 0 0
0.3 -0.20 2997 612 416 233 94 3 1 0
0.45 0.0 4356 0 0 0 0 0 0 0
0.45 -0.04 4272 84 0 0 0 0 0 0
0.45 -0.08 3384 856 114 2 0 0 0 0
0.45 -0.12 2221 1256 774 96 9 0 0 0
0.45 -0.16 1237 1223 1027 777 88 4 0 0
0.45 -0.20 622 782 1208 1301 423 16 4 0
K - 20, pmcix—45 :m, N  == 66, Q =  55 |
Re(ft) Im(ft) ei ei2 e23 £34 €45 5^6 6^7 7^8
0.45 0.0 4356 0 0 0 0 0 0 0
0.45 -0.04 4156 200 0 0 0 0 0 0
0.45 -0.08 2305 1639 383 29 0 0 0 0
0.45 -0.12 800 1470 1472 593 21 0 0 0
0.45 -0.16 267 634 1371 1728 338 14 4 0
0.45 -0.20 26 286 726 2189 1088 27 14 0
Table 4.3: The distribution of e values for the matrix addition in (4.16), for Kmax =  20. Columns 
headed list the number of terms within the range 10_i > e > 10~J .
of the order 10-7 . This looks like the limit of the complex plane for which the S-matrix 
is accurately calculable.
This analysis, however, does not examine the construction of the R-matrix where it 
is important to determine the appropriate number of basis states /|:7(p), (q =  1 . . .  Q) 
used in the expansion of the wave function in the interior region (D.3).
As a general rule for calculations confined to the real k axis, experience suggests 
that the number of eigenstates Q should be approximately equal to the matching radius 
Pmax in fm. This is illustrated by the upper left plot in figure 4.5 with pmax =  40 fm 
and Re(/c) =  0.3 with Q =  30 ,40 ,50  and 60. Although for Q =  40,50  and 60 there is 
a good agreement in the Sn  value over the range —0.1 <  Im («) <  0.0 , for Q =  30 
there is a significant deviation in the value over this range. W ith Im(tt) <  -0 .1  the 
5Ti values successively converge towards the value corresponding to Q =  60. As the 
calculation of the S-matrix in this case incorporates the long-range couplings by using 
the asymptotic solutions in the matching procedure, the S-matrix elements should be 
independent of the matching radius pmax. Any deviation in these values for different 
Pmax therefore indicates the point at which the numerical procedure is beginning to
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Im(K) lm{K)
Figure 4.5: The Kmax =  10 S-matrix element Sn shown as a function of Iiu(k) for Re(/c) =  0.3
(left) and Re(«) =  0.45 (right) for pmax =  40 fin (upper) and pmax =  30 fm (lower).
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Figure 4.6: The Kmax =  10 S-matrix element Sn shown as a function of Im(ft). Upper: Truncating 
the summation of (D.6) for ep >  eigmax, with Re (ft) =  0.3 (left) and 0.45 (right) when pmax — 40 fm. 
Lower: Altering the accuracy parameter £ used in calculating the asymptotic solutions for pmax =  40 
fm (left) and pmax =  30 fm (right) with Re(ft) =  0.45 .
break down.
This is shown in the lower plots of figure 4.5 where the £ 1 1  values are compared for 
pmax — 40 fm and pmax =  30 fm. For Re(ft) =  0.3 there is a reasonable agreement in the 
S u  values for pmax =  40 fm, Q =  60 and those produced with pmax =  30 fm, Q =  40 
for the range Im(ft) >  —0.14 . However there is a visible deviation for Im(ft) <  —0.11 
when Re (ft) =  0.45 . A similar behaviour is again shown as the number of basis states 
Q is reduced.
In another attempt to reduce the size of the summation (D.6) it was initially thought 
that for a given P  =  NQ  some of the larger ep values could be discarded, a procedure 
that is supported by calculations on the real ft axis. This is shown in the upper two 
plots of figure 4.6 when the S-matrix is evaluated for Im(ft) when the summation (D.6) 
is truncated, including only the ep values below the limit eigmax. In this particular
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case N  =  21 and Q =  50 so that P =  1050 with a maximum ep value of about 
395 MeV, setting the eigmax limit to 100 MeV reduces the summation to 502 terms 
and for 50 MeV, 332 terms. W ith Re(ft) =  0.3 the S-matrix elements calculated when 
truncating the summation (D.6) agree with the untruncated result over a reduced range 
—0.06 <  Im(ft) <  0.0 for eigmax=100 MeV, and over the range —0.05 <  Im(ft) <  0.0 
for eigm ax=50 MeV. These ranges are smaller for Re(ft) =  0.45 . Although the S- 
m atrix elements agree on the real ft axis, this truncation procedure limits the region 
of the complex plane for which the S-matrix can be accurately calculated.
As the evaluation of the S-matrix denominator (equation (4.16)) involves the use of 
the asymptotic solutions it is important that these must be calculated to the required 
accuracy. The asymptotic solutions are calculated using the recurrence relations listed 
in appendix B. During the iteration of the these, the sum of the m atrix elements and 
the sum of the differences between the elements of successive iterations are calculated. 
The iteration is terminated when the ratio of the differences to the sums falls below an 
accuracy parameter £.
The lower two plots of figure 4.6 show the Sn  matrix element calculated when 
using different £ values. In all the previous plots the value of £ was 10-6 , however 
with pmax =  40 fm when £ is decreased to 10-9 the S-matrix elements only differ 
from the £ =  10-6 values for Im(ft) <  —0.17 . When £ is increased to 10~3 the 
values differ for Im(ft) <  —0.1 . This seems to be consistent with the distribution of e 
values shown in table 4 .1 . When pmax =  30 fm the cancellation is less severe than for 
Pmax =  40 fm and for £ =  10~3 the range over which the Sn  elements agree increases 
to —0.14 <  Im(ft) <  0 .
Thus without the use of complex coordinate rotation the evaluation of the S-matrix 
for complex ft involves manipulating the differences of large quantities. Therefore the 
S-m atrix can only be calculated accurately in a limited region of the complex plane.
The extent into the complex plane for which the S-matrix can be accurately calcu­
lated can be assumed to be that range over which there is an agreement in the S-matrix 
elements when using two different matching radii.
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Chapter 5 
Applications to 6He
This chapter presents the results of full three-body model calculations for the 6He 
continuum. Having revealed in the previous chapter the problems associated with 
using the R-matrix method at complex energy, it is now possible to examine some of 
the continuum spin-parity 6He states with the acknowledgement of these caveats. The 
2+ , 0+ and 1” states are considered. Before these results are presented, a summary is 
made of those already published.
5.1 A com parison of existing results
Having established that 6He can be successfully modelled as a three-body system of 
two neutrons and an alpha particle core [49], it is reasonable to expect that the excited 
states of such a system are due to the oscillations of the halo neutrons against the core. 
This is analogous to the giant dipole resonance in conventional nuclear matter, where 
the neutrons oscillate against the protons with an excitation energy of about 20 MeV. 
For halo systems where the restoring forces are much weaker, the neutrons oscillate 
at a lower frequency with an excitation energy in the range 1 to 5 MeV. This form of 
excitation was named the soft dipole mode [80].
Various methods have been used to determine resonance positions and widths 
(Er , T) as shown in tables 5.1 and 5.2. These have been determined by methods using 
complex coordinate rotation [27, 28, 35], and also those using only real energy [40, 54].
The experimentally determined 0+ binding energy is E  =  -0 .9 7 5  MeV [82], so it 
can be seen that most of the three-body models are susceptible to underbinding. The 
only experimentally determined resonance is for the 2+ state, at E r =  0.822 ±  0.025, 
T =  0.113 ±  0.020 MeV [82] which is quite accurately predicted in some cases. There 
is no experimental indication of the second wider 2+ resonance.
An initial indication of the soft dipole mode was provided by the work of Suzuki [31],
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C C R 1 main C C R 2 ACCC
J * ref. [27, 28] ref. [27] cpt. ref. [35 ref. [29]
0f -0.784 -0.975 b z n f -0.06 -
o f (3.91, 9.45) (3.69, 9.14) (pi/2)2 - -
2f (1.02, 0.26) (0.81, 0.13) (P3/2 f (0.74, 0.06) (0.73, 0.07)
2 f (2.64, 4.75) (2.35, 4.22) (P3/2)(Pl/2) - -
Table 5.1: 6He resonance positions and widths (Er,F) (in MeV) determined using complex coordi­
nate rotation (OCR) [27, 28, 35], the main component column pertains to the results of (27, 28]. Also 
shown are results obtained using the analytical continuation of the coupling constant (ACCC) [29].
HH CSF
r ref. [39, 40] ref. [54] ref. [53]
o f -0.64 -0.98 (0.94, 0.64) (0.62, 0.56)
o f (5.0, 6.0) (5.4, 6.0) (1.46, 0.83) (1.16, 0.67)
2f (0.75, 0.04) (0.8, 0.10) (1.02, 0.37) (0.845, 0.093)
2f (3.3, 1.2) (2.7, 1.2) (1.23, 0.45) (1.05, 0.40)
ir - - (1.11, 0.42) (0.95, 0.38)
i 2 - - (1.67, 0.58) (1.43, 0.56)
Table 5.2: 6He resonance positions and widths (Er,T) (in MeV) determined using the hyperspher-
ical harmonics formulation (HH) at real energies [39, 40, 54] and by solving the coordinate space 
Faddeev equations at complex energy without complex rotation [53]. Two three-body forces are con­
sidered with the CSF method which are modified to reproduce the ground state energy (left) and the 
2^ resonance (right).
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where the cluster-orbit shell model was used to calculate the dipole response function. 
The cluster-orbit shell model, being an extension of the conventional shell model, pro­
vides a realistic treatment of the bound and weakly bound states of the valence nucle­
ons. Using a realistic internucleon potential, a binding energy of about —0.5 MeV was 
obtained. The reduced transition probabilities B (E l;gnd —> 1") were calculated and 
revealed a large dipole strength at low excitation energy. The EMD cross sections were 
evaluated assuming a pure soft dipole mode at 4.7 MeV, however these were smaller 
than the experimental values.
However, calculations of the monopole and dipole response functions [32] in the 
hyperspherical harmonics formulation did not find any 0+ or 1~ resonances. Although 
the monopole and dipole response functions were peaked at about 0.7 MeV and 2.0 MeV 
respectively, the latter was described as being only reminiscent of resonance behaviour. 
The known 2+ state at 0.8 MeV was identified.
The apparent contradiction between the results of [31] and [32] prompted the work 
of Csoto, where the complex scaling method was used in a three-body model [34], 
and within the Resonating Group Method (RGM) three-body approach for 6He [35]. 
There were no resonances located for the 1“ state, however the known 2+ resonance 
was identified as listed in table 5.1. This work also suggested that a sequential decay 
process could explain the experimentally observed structures in the excitation function 
for 6He, as discussed in [37, 38].
If the three-body system is excited by an amount of energy that is greater than the 
6He binding energy but less than the resonance energy of 5He, the system breaks up 
into a three-body scattering state. If the excitation energy is increased then the 5He-n 
channel opens up in addition to the three-body breakup channel. A further increase in 
the excitation energy moves the system away from the 5 He resonance energy, lessening 
the probability of the formation of 5He. This sequential decay could produce a two- 
body peak in the three-body cross section.
The 2f  resonance position obtained in [35] was verified in [29] using the analytical 
continuation of the coupling constants method [57]. The ACCC approach involves the 
analytical continuation of the bound state energy, as a function of potential strength, 
to the complex plane revealing the resonance position. The Pade approximation, as 
shown in section B.3, for k as a function of potential strength is constructed. This 
requires solving the bound state energy accurately for various potential strengths in 
order to determine the polynomial coefficients. The result obtained by this method 
is in good agreement with the OCR 2 result of table 5.1, in both cases the Minessota 
interaction [30] was used.
This interaction was also used in [27, 28] where the 0 j 2 and 2^2 resonances are 
located as listed in table 5.1. The three-body model used in this case was the hybrid-
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T V  approach where the three-body wave function is expanded in terms of cluster-orbit 
shell model (COSM; V type) basis states and also in terms of basis states of the ex­
tended cluster model (ECM; T  type). It was shown in [28] that this hybrid-TV method 
provided a more rapid convergence of the 0+ binding energy than the COSM approach 
alone. A three-body interaction was introduced in [27] to account for the underbinding, 
assumed to be the result of vthe frozen 4He core. A corresponding reduction is seen in 
the E r and T values of the resonance positions and a good reproduction of the 2f  reso­
nance position is obtained. No 1“ resonances were located, however the E l  transition 
strength distribution showed a low energy enhancement around 1 MeV due to the large 
two-body 5H e(3/2“ ) +  n  continuum component. The wave function of the 5H e(3/2“ ) 
in this channel is likely to have a large overlap with the 4H e+nP3/2 configuration of the 
ground state. The large transition strength into this channel indicates that one of the 
(P3/2)2 neutrons is excited to an s or d-wave continuum state, in a sequential decay 
process.
For the E 2 transition, the strength distribution showed a sharp peak at 0.8 MeV due 
to the 2f  resonance. The two-body continuum component of 5H e(3/2“ ) +  n  produced 
a much smaller peak around 1 MeV, producing a shoulder in the total strength at 
around 1.5 MeV. The 22 resonance did not make a significant contribution to the total 
strength due to the large width in comparison with the 2 f  resonance and therefore 
may prove difficult to observe experimentally using Coulomb breakup reactions.
W ithin the hyperspherical harmonics formulation the cross section for the charge 
exchange reaction 6L i(n ,p )6He and the inelastic scattering process 6He(p,p )6He were 
calculated using the distorted wave impulse approximation [39, 40]. The internucleon 
potentials were those described in section 4.3, the results of [54] included the three- 
body interaction in order to reproduce the 0+ binding energy. The cross sections for 
both these processes showed the same gross structure with distinct peaks due to the 2a 2 
resonances. The contribution from the 1~ excitation was smaller and peaked around 
4 MeV, this in addition to the contribution from the 22 resonance produced a broad 
peak in the total cross section.
Resonance positions and widths determined from real energy methods were also 
listed, although the width of the 22 resonance was less than half that determined 
in [27]. A similar difference was seen for the width of the Oj resonance.
Resonance positions and widths are also shown in table 5.2 obtained by locat­
ing S-matrix poles at complex energies when solving the coordinate space Faddeev 
equations [53]. Although the three-body interaction was altered to reproduce the 2+ 
resonance, the position and width of the 22 resonance are both smaller than the values 
determined in [27] and [54]. S-matrix pole positions were also located for the 1“ soft 
dipole mode, however these predictions were criticized as being unphysical [33], it was
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also suggested th a t  they m ay correspond to  the two-body branch cu t for the 5H e (3 /2  )
resonance. The validity of the method described in [53] may be questionable as it in­
coordinate rotation.
5.2 T h e  2+ quadrupole mode.
For the 2+ state, a narrow resonance has been experimentally observed [82] with a 
position E r of 0.822 MeV and a width T of 0.113 MeV. The three-body model consid­
ered here reproduces this resonance and also indicates the presence of a second wider 
resonance.
In this particular calculation the maximum value of K  was 10 and matching radii 
pmax of 20 and 25 fm were used. As the S-matrix poles are reasonably close to the real 
k, axis, it is assumed that neglecting the long-range couplings is a good approximation. 
The S-matrix is thus constructed according to equation (D.10) by matching to diagonal 
Coulomb functions. Due to the close proximity of the poles to the real axis, this state 
provides an opportunity to test the procedure of predicting the S-matrix pole position 
from fitting phase shifts with a Breit-Wigner expression (1.11).
The phase information can be extracted from the S-matrix by two different methods. 
The diagonal phase shifts are obtained by treating the diagonal S-matrix elements as 
exp[22<5/(ft)], while for the eigenphase shift this quantity is equated to an eigenvalue of 
the S-matrix. The phase shifts for two of the channels increase to above 90° as shown in 
figure 5.1. The quantum numbers for these channels are; K  =  2, L =  2, S  =  0, lx =  0, 
ly =  2, corresponding to the phase shift which rises rapidly at 1 MeV and K  =  2, 
L — S  =  1, lx — ly =  1 for the phase shift with the shallower gradient. Figure 5.1 also 
shows the diagonal and eigenphase shift over a smaller energy range, where it is seen 
that the diagonal phase shift has a steeper gradient than the eigenphase shift.
As the derivative of the phase shift with respect to energy is proportional to the 
inverse of the width [12]
the diagonal phase shifts will predict a narrower width. It can also be seen that the 
diagonal phase shift corresponding to the wider resonance has a point of inflection near 
the position of the narrow resonance, while the eigenphase shift does not.
The position and width of the resonance can be predicted from the phase shift by 
fitting sin2(J0  with the Breit-Wigner formula
volved a radial integration to a large distance (180 fm) without the use of complex
(5.1)
(5 .2 )
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E (MeV) E (MeV)
Figure 5.1: The phase shifts for the 2+ state shown for two channels with quantum numbers K =  2, 
L =  2, S — 0, lx =  0, ly =  2, rising rapidly at 1 MeV and K  =  2, L =  S =  1, Z* =  ly =  1 (left) and 
shown over a reduced range (right).
where E 0 is the position of the maximum, and T is the full width at half the maximum 
height.
This is shown in figures 5.2 and 5.3, where the diagonal and eigenphase shifts are 
used to predict the resonance position. In both cases the diagonal phase shifts predict a
Figure 5.2: The position of the narrower resonance (E0 — IT/2) is predicted by fitting sin2(^) with 
equation (5.2) for the diagonal phase shifts (1.0526 —i0.01451) (left) and for the eigenphase shifts 
(1.0531 -40.02984) (right).
width that is about half the value predicted by the eigenphase shifts. For the narrower 
resonance there is a better fit to expression (5.2) when using the eigenphase shifts. 
These values are summarized in table 5.3, along with the resonance positions obtained 
by locating the S-matrix pole at a complex energy. There is a good agreement 
between the pole position predicted using the eigenphase shifts and the pole position 
located in the complex energy plane. Furthermore, increasing the matching radius to
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Figure 5.3: The position of the wider resonance (E0 —iT/2) is predicted by fitting sin2(<5/) with 
equation (5.2) for the diagonal phase shifts (2.8357 — i0.4526) (left) and for the eigenphase shifts 
(2.7546 -*0.7315) (right).
Pole Pmax Pole Position kq (fm x) (E 0 - iT /2 )  MeV
1 20 0.2255 —70.003231 1.0549 -70.03023
1 25 0.2258 -ffi.003542 1.0573 -70.03318
I f 20 0.2252 -70.001552 1.0526 -70.01451
1| 20 0.2253 -70.003192 1.0531 -70.02984
2 20 0.3536 -70.04869 2.5452 -70.7144
2 25 0.3411 -70.04737 2.3668 -70.6704
2t 20 0.3709 -70.02941 2.8357 -70.4526
2t 20 0.3675 -70.04797 2.7546 -70.7315
Table 5.3: Pole positions in the k and F-plane for the 2+ state obtained by locating the zero of 
the determinant of the S-matrix inverse. Positions are also obtained from fitting the diagonal phase 
shiftsf and the eigenphase shiftsf.
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25 fm does not significantly alter the position of the resonance, indicating that it is a 
reasonable approximation to neglect the long-range interactions.
It was also emphasized in the previous chapter that when constructing the R- 
matrix for complex energy, the high-energy eigenvalues in the summation (D.6) become 
important. However, in this case, the resonance poles were close enough to the real 
axis to allow the summation (D.6) to be truncated for eigenvalues above 50 MeV.
Although the narrower of these two resonances has been experimentally observed [82], 
more recent work [52] reported that the wider resonance had no clear experimental sig­
nature.
5.2.1 Analysis of the 2+ poles.
The interior norms for both 2 + poles are listed in [54], these give an indication of 
how much of the diagonal wave function is concentrated in an interior region. A 
comparison of these can be made with the S-matrix residues. These are obtained from 
the evaluation of the eigenvalues and eigenvectors of the S-matrix at (or close to) the 
pole position. At the pole position the S-matrix is a matrix of rank 1 , meaning that 
all the columns are multiples of one single column and can be written as S =  ccT 
where c is a column vector. Furthermore, in this form, the S-matrix has one eigenvalue 
equal to E i  cf with all other eigenvalues being zero. The residues are obtained from the 
components of the eigenvector corresponding to this eigenvalue. The S-matrix elements 
Sjk can be expressed in terms of the residues,
*ik(E) =  s%-  i—  J ’ * .r / 2 . (5-3)
these have a specific physical interpretation [12]. The s^ gk elements indicate the presence 
of a background. The quantity \8k\2 is referred to as the partial width for entering the 
resonance from channel k , while \jj\2 is that for leaving the resonance via channel j.
The terms 6k and 7 *. are equal if the system is invariant for time reversal. A comparison 
between the interior norms and S-matrix residues indicates how strongly the resonance 
poles influence what is measured on the real ft axis.
Tables 5.4 and 5.5 compare the interior norms with the S-matrix residues using LS  
coupling in the T  basis and jj  coupling in the Y  basis respectively. The hyperradial 
equations are solved in the T  basis using LS  coupling, the S-matrix eigenvector can 
be transformed to the Y  basis using the Raynal-Revai coefficients [56]. These can then 
be expressed using j j  coupling. From table 5.4 it can be seen that for both poles there 
is a reasonable agreement in the sizes of the components for each channel as predicted 
by the two methods.
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L S lx ly
int.
norm
Pole 1 (Pmax) int.
norm
Pole 2 (pmax)
20 fm 25 fm 20 fm 25 fm
2 0 0 2 0.45 0.573 0.575 0.30 0.240 0.314
2 0 2 0 0.22 0.188 0.192 0.11 0.076 0.092
1 1 1 1 0.32 0.239 0.234 0.58 0.652 0.574
Table 5.4: Components of the S-matrix eigenvector for the 2+ state using LS coupling in the T 
basis evaluated at pmax =  20 and 25 fm for Kmax = 10. Also shown are the interior norms as listed 
in ref. [54].
j j
int.
norm
Pole 1 (Pmax) int.
norm
Pole 2 (Pmax)
20 fm 25 fm 20 fm 25 fm
Pl/2 PS/2 
PS/2 Pl/2 
PS/2 PS/2 
d3/2 Sl/2
d5/2 <51/2
0.047
0.049
0.832
0.022
0.030
0.077
0.077
0.764
0.033
0.046
0.080
0.081
0.755
0.032
0.046
0.423
0.435
0.073
0.022
0.024
0.380
0.403
0.146
0.021
0.020
0.413
0.428
0.092
0.022
0.021
Table 5.5: Components of the S-matrix eigenvector for the 2+ state using jj coupling in the Y basis 
evaluated at pmax =  20 and 25 fm for Kmax =  10. Also shown are the interior norms evaluated at 
1.0702 MeV and 1.9668 MeV.
The residues are evaluated for pmax =  20 and 25 fm, a larger deviation is seen in 
the size of the components for the second pole. This was also indicated from table 5.3 
where there was a larger deviation in the position of the second pole when evaluated 
at different pmax values. In general the truncation of the long-range potential has a 
more significant effect on the position of poles further from the real axis.
Although table 5.4 compares the components for each channel summed over all 
K  values, the largest components are in those channels for AT =  2. The size of the 
components for channels not listed in table 5.4 are all less than 10-3 .
The channels that indicate the pole position via a rapidly rising phase shift are 
also those that contain the largest interior norm component. These are, K  =  2, |S =  
0, [lx =  0, ly =  2]L =  2) for the narrower pole, and K  =  2, 15 =  1, [lx =  1, ly =  1 ]L =  1) 
for the wider pole. This is consistent with the presence of a large attractive diagonal 
potential in each channel.
Figure 6.1 (left) (page 99) shows the diagonal effective potentials for the 2+ state 
used in this calculation. It can be seen that the effective potential for both these 
channels K  =  2, |5 =  0, [lx =  0, ly =  2]L =  2) (circles) and K  =  2, \S =  1, [lx =  1, ly =  
1 ]L =  1) (diamonds) contain a pocket and present a barrier. The pocket for either 
channel is of similar depth. However, the barrier for the K  =  2, \S =  1, [lx =  1, ly — 
1]L — 1) channel is larger, although the eigenphase shift for this channel corresponds to 
the wider pole. If these two diagonal potentials were treated in isolation as uncoupled
71
single channels, then it would be expected that increasing the size of the barrier would 
move the resonance pole to a higher (real) energy closer to the real axis. The off- 
diagonal coupling is therefore important in determining the widths of the two poles.
As in the T  basis lx is the relative orbital angular momentum between the two 
neutrons, and ly is that between the neutron and a-particle, the dominant component 
of the narrow pole has lx =  0 and ly =  2, which reflects the strong attraction of 
the s-wave n-n interaction. When transformed to the Y  basis using j j  coupling, the 
dominant component has lx =  ly =  1, j x =  j y =  3/2. This is consistent with the simple 
shell model prediction of the p3/2 state being the lowest state available to the valence 
neutrons.
At higher energy the wider pole has a dominant component in the T  basis with 
lx =  1, ly =  1. In the Y  basis using j j  coupling, this corresponds to a mixture of p3/2 
and pi/2 states. Therefore, in terms of the simple shell model levels, compared to the 
state of the narrower resonance, one neutron has been promoted from the p3/2 state to 
the pi/2 state.
5.3  T h e 0+ sta te
Unlike the 2+  state, where two of the phase shifts had a distinct Breit-Wigner profile, 
the 0+ phase shifts do not have this shape, as seen from figure 5.4 where the maximum 
phase shift increases to about 100°. The poles of the S-matrix will therefore be expected 
to be located further from the real axis than for the 2+ state.
Figure 5.4 also indicates the convergence of the diagonal phase shifts with respect 
to the maximum hypermomentum K max used in the expansion (4 .9 ). For a maximum 
K  of 20 figure 5.4 indicates that the diagonal phase shifts are not fully converged, and 
that as K max is increased from 10 to 20 there is an increase of about 10° in the largest 
phase shift. The S-matrix poles will therefore be expected to move towards the real 
axis as K max is increased.
As the Kmax value is increased, the number of coupled equations N  of (4.11) in­
creases and for very large K max becomes numerically unmanageable. However the 
Feshbach reduction method described in appendix E allows the number of channels for 
a large K max to be reduced. This is shown in figure 5.5 using the notation N —> M  
to indicate the K max =  N  basis size reduced to the K max =  M  basis size. For 
Kmax — 40,30 and 20 —> 10 the phase shift for channel 2 increases as shown in fig­
ure 5.4, and for K max — 40,30 seems to approach a converged result. However for 
channels 7 and 9 which have a higher K  value, the convergence of the phase shifts with 
respect to K max appears to be slower. Also shown in figure 5.5 is the dependence of the 
diagonal phase shifts on the Feshbach energy E f used in equation (E .8 ) . Increasing
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E (MeV) E (MeV)
Figure 5.4: The 0+ diagonal phase shifts for K max values: 10,12,14,16,18 and 20 for channels 1 and 
2 (left) and 3 and 4 (right). Channels 2 and 3 correspond to the upper lines. The quantum numbers 
for each channel are listed in table 5.6.
channel K L s lx ly channel K L s lx ly
1 0 0 0 0 0 8 6 0 0 0 0
2 2 0 0 0 0 9 6 1 1 3 3
3 2 1 1 1 1 10 6 1 1 1 1
4 4 0 0 2 2 11 8 0 0 4 4
5 4 0 0 0 0 12 8 0 0 2 2
6 4 1 1 1 1 13 8 0 0 0 0
7 6 0 0 2 2 14 8 1 1 3 3
Table 5.6: The quantum numbers for those channels shown in figures 5.4, 5 .5 , 5.6 and 5 .7 . At E  =  3 
MeV with increasing phase shift the order of the channels is: 4,1 ,6 ,7 ,9 ,3 ,2 .
E f  from 0 to 3 MeV increases the maximum value of the phase shift for channel 2 by 
about 5°. The position of any S-matrix poles will therefore be expected to move closer 
towards the origin.
In figure 5.6 the diagonal phase shifts for K max =  20 —> 10 are compared with those 
obtained from the full K max =  20 calculation. It is seen that there is a good agreement 
between the phase shifts for channels 1,2,3,4 and 6, but for channel 9 the phase shifts 
differ slightly. For channel 7 there is a rapid rise in the phase shift that is not present 
for the reduced calculation.
The same behaviour is seen when the phase shifts for Kmax =  40 —> 20 are compared 
with K max =  40 —> 10. In this case there is a larger discrepancy between the phase 
shifts for channel 7 which corresponds to K  =  6 . A comparison of the phase shifts for 
channels 11 to 21, which have K  values of 8 and 10, reveals that the phase shifts for 
some channels show a significant discrepancy. These occur in the same channels for 
the two cases shown in figure 5.6 and are present mainly in channels with large lx, lyi 
although no general rule is obvious.
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Figure 5.5: Left: The 0+ diagonal phase shifts for Kmax =  20,30 and 40 reduced to the Kmax — 10 
basis size using the Feshbach reduction method. Right: The diagonal phase shift for Kmax =  20 -ft 10 
when using a different Feshbach energy Ef .
1.0 2.0 3.0 4.0 5.0 6.0 7.0 1.0 2.0 3.0
E (MeV)
Figure 5.6: The 0+ diagonal phase shifts for Kmax = 20 —> 10, Kmax 
20, KmaX =  40 10 (right).
4.0 5.0 6.0 7.0
E (MeV)
=  20 (left) and Kmax -  40 —>•
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Figure 5.7: The 0+ diagonal phase shifts for Kmax =  40 —» 10 with and without the tensor 
force. With the tensor force two procedures are used when matching to the asymptotic solutions 
of appendix B: (1) including inverse cubic and quintic potential powers, (2) including inverse cubic 
potential powers only.
This difficulty that the Feshbach reduction method has in reproducing the behaviour 
for large K  channels may not be that important if the interesting features are concerned 
with the low K  channels.
Figure 5.7 shows the diagonal phase shifts when the tensor interaction [83] is in­
cluded. As this has a repulsive effect, the three-body interaction is weakened when it 
is included, with the bound state energy moving up by about 0.2 MeV. This effect is 
seen in the phase shift for channel 2, and to a lesser extent channel 3, where including 
the tensor potential reduces the maximum value of the phase shift by about 8° and 4° 
respectively.
An analysis of the bound state wave function [54] has shown that the most dominant 
component of the ground state wave function corresponds to channel 2, with the second 
most dominant being channel 3. This is consistent with the behaviour of the phase 
shifts shown in figure 5.7.
The long-range interactions are normally included by assuming that they behave 
asymptotically as the sum of inverse cubic and quintic powers of the hyperradius. For 
channels 7 and 9 it can be seen that including the tensor interaction has little effect 
on the diagonal phase shift. However if the inverse quintic term is neglected in the 
long-range interaction then a significant deviation is seen over the range E  <  3 MeV. 
The phase shifts for the higher channels also show this systematic difference when the 
inverse quintic term is neglected, indicating the importance of the long-range couplings.
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The convergence of the phase shifts with respect to K max was examined in figures 5.4 
and 5.5, which indicated that as K max is increased any S-matrix poles will move closer 
to the real axis. This is indeed the case when the S-matrix poles are located in the 
complex ft-plane.
Figure 5.8 shows the position of two separate poles as a function of K max and A the 
multiplicative factor used to increase the strength of the three-body interaction.
Figure 5.8: Two separate S-matrix pole positions for the 6He 0+ state are shown for various Kmax 
and potential multiplicative factors A. The n-n interaction did not include the tensor component.
The pole closer to the origin (figure 5.8 left) moves almost linearly towards the origin 
as a function of K maX) from ft «  (0.38 —iO.13) for K max =  10 to ft «  (0.3 —zO.09) for 
Kmax =  20. For the second pole further from the origin (figure 5.8 right), this linear 
dependence only exists for the K max range 14 to 20.
The pole position is also shown as a function of the multiplicative factor A, where 
both poles for all K max values are seen to move towards the origin as the interaction 
strength is increased. The pole closer to the origin moves a larger distance in the ft plane 
for the same increase in A than the second pole. This behaviour has been demonstrated 
before for the single-channel case with short- and long-range interactions. In this case 
the S-matrix pole was seen in figure 2.11 to move in the fc-plane more rapidly with 
respect to the potential strength when closer to the origin.
Although figure 5.8 shows pole positions located for K max =  10 with A =  1.25 it 
was shown in figure 4.4 that for A >  1.1 the three-body system is no longer Borromean. 
However this large A value had to be used to move the second pole into a region where 
the S-matrix could be calculated accurately.
The pole positions located in figure 5.8 were verified by using two different pmax 
values in the matching procedure (D .10). Some of these values are listed in table 5.7 
to show how accurately they can be determined. From table 5.7 it can be seen that 
for K max =  20 with the pole positions closest to the real ft axis the values agree to
76
Kmax — 12
Pole Pmax Q A Pole Position ko (fm x) E  (MeV)
1 30 45 1.0 0.36384311 -iO.11730529 2.46115426 -zl.77107922
1 25 45 1.0 0.36394636 -zO.11728931 2.46279114 -zl.77134047
2 30 45 1.0 0.45487488 -zO. 18775858 3.56155753 -z3.54403482
2 25 45 1.0 0.45080474 -zO. 18805016 3.48280183 -z3.51777790
1 30 45 1.1 0.31747870 -z0.08509426 1.94101050 - z l . 12103996
1 27 45 1.1 0.31749737 -z0.08508103 1.94130318 - z l . 12093158
2 30 45 1.1 0.45464235 -z0.15216897 3.80817653 -z2.87079528
2 27 45 1.1 0.45444706 -z0.15182756 3.80664640 -z2.86312392
K max =  16
1 40 55 1.0 0.32765878 -z0.10182066 2.01240722 -zl.38440753
1 35 50 1.0 0.32761140 —zO. 10188793 2.01147876 —zl.38512185
2 40 55 1.0 0.43606044 -zO. 12004614 3.64620438 -z2.17220657
2 35 50 1.0 0.43574402 -zO. 12133864 3.63400775 - z 2 .19400086
1 40 55 1.1 0.26358381 -z0.07037576 1.33873726 -z0.76974710
1 35 50 1.1 0.26351648 -z0.06997298 1.33917379 -z0.76514613
2 40 55 1.1 0.41374128 —z0.08771328 3.39205374 -zl.50591493
2 35 50 1.1 0.41359470 -z0.08776794 3.38933860 -zl.50631952
Kmax — 20
1 40 55 1.0 0.30237760 -z0.08792091 1.73665172 -zl.10318418
1 45 55 1.0 0.30246616 -z0.08791427 1.73778731 - z l . 10342394
2 40 55 1.0 0.40592548 -z0.09538046 3.23000845 -zl.60661553
2 45 55 1.0 0.40535168 -z0.09542669 3.22016701 —zl.60512209
1 55 60 1.1 0.23090785 -z0.05178459 1.05061215 —z0.49618711
1 50 60 1.1 0.23081168 -zO.05203025 1.04916168 —zO.49833331
2 55 60 1.1 0.37600002 —zO.06424410 2.84763625 -zl.00236837
2 50 60 1.1 0.37609834 -z0.06439770 2.84876050 -zl.00502766
Table 5.7: Pole positions for Kmax — 12,16,20
about 3 decimal places. For K max =  16, as A is increased from 1.0 to 1.1 the poles 
move closer to the real ft axis, and for the second pole a corresponding improvement is 
seen in the agreement between values evaluated at different pmax . The same applies for 
K max =  12, in this case for A =  1.0 the agreement between values obtained for different 
pmax is not significantly improved when the number of eigenstates Q of expansion (D.3) 
is increased to 55. Comparing the S-matrix elements for pmax =  25 and 30 fm indicates 
that the S-matrix can be calculated accurately for Im(ft) >  —0.15.
As K max is increased both poles move closer to the origin so that locating them 
requires accurately evaluating the S-matrix for a smaller |ft|. The matching proce­
dure (D.10) using the asymptotic solutions of appendix B  requires |ft/Wc| to be suffi­
ciently large such that the asymptotic series (B.5) converge to the required accuracy.
However increasing the matching radius pmax to access regions of smaller |ft| de­
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creases the range of Im(/Q for which the S-matrix can be accurately calculated. In 
order to extend into the complex plane the range of Im(ft) for which the S-matrix can 
be determined, a smaller matching radius pmax can be used. However pmax should be 
large enough so that the matching is carried out in the asymptotic region of the three- 
body potentials, where they behave as the sum of inverse cubic and quintic powers of 
the hyperradius.
Figure 5.9 shows the position of the two poles for K max =  20, compared with those 
located when using the Feshbach reduction method. The position of the poles is also 
shown when the tensor interaction is included as described in figure 5.7.
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Figure 5.9: Pole positions obtained when using the Feshbach reduction method. The filled symbols 
show the positions when the tensor interaction is included as in figure 5.7 with the asymptotic solutions 
of appendix B including inverse cubic and quintic potential powers (left) and only inverse cubic 
potential powers (right).
Including the tensor interaction can be seen to have little effect on the pole positions 
(figure 5.9 left). It was noted with reference to figure 5.7 that the phase shifts for only 
two channels showed significant deviation when the tensor interaction was included. 
However including the tensor interaction while neglecting the inverse quintic potential 
power does have a more significant effect on the pole positions. In the majority of the 
cases shown in figure 5.9 (right) this causes the poles to be moved closer to the real k 
axis.
Figure 5.5 indicated that the diagonal phase shift for channel 2 approached a con­
verged result as K max was increased from 30 —> 10 to 40 —> 10. This is reflected in 
the corresponding pole positions for K max =  30 —► 10 and 40 —* 10, which are located 
in positions with similar Im(ft), closer to the real k axis than for K max =  20 —► 10. 
Similarly the effect of increasing the Feshbach energy E f  from 0 to 3 MeV produces 
an increase in the phase shift for all channels, which is reflected in the pole positions 
moving closer to the real k, axis.
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Comparing the pole positions for K max — 20 and K max =  20 -re 10 shows that 
there is a better agreement for the location of the first pole. For K max =  20 both poles 
are positioned closer to the real ft axis which is consistent with figure 5.6 where the 
phase shift for some channels was seen to he larger than for K mal =  20 ^  10.
For K max =  40 20 and K max =  40 -re 10 the discrepancy between the pole
positions is approximately the same for either pole. For K max — 40 -re 20 the poles are 
closer to the real ft axis than for K max =  40 —» 10, although this is not immediately 
obvious from the phase shifts shown in figure 5.6.
Figure 5.9 indicated the importance of correctly including the long-range couplings, 
showing the discrepancy introduced when the inverse quintic potential terms were omit­
ted from the asymptotic solutions. The effect of completely neglecting the long-range 
couplings beyond the matching radius pmax is shown in figure 5.10 for K max =  40 re 10. 
Matching to the asymptotic solutions includes the long-range couplings in the range
Re(ic) Re(K)
Figure 5.10: Poles 1 and 2 (left and right) with Kmax — 40 -+ 10 are located for pmax = 25 and 
30 fm. The asymptotic strengths and w ff are modified by the multiplicative factor a  which is 
altered from 1.0 to 0.0 in steps of 0.05. The tensor interaction is included as in figure 5.9 (left).
[pmax, oo] so that the resultant S-matrix is independent of pmax . This allows the two 
poles to be located at ft ^  (0.26, —70.09) and (0.346, —70.089), these values are accu­
rately reproduced for pmax =  25 and 30 fm. However, when the long-range couplings 
beyond pmax are neglected by matching to the diagonal Coulomb functions (D.10), the 
resultant S-matrix pole positions are dependent on the matching radius pmax. For the 
first pole these are located at ft (0.250, —70.045) and (0.288, —70.044), for pmax =  30 
and 25 fm respectively.
In the limit that the potential strengths and of equation (B.2) tend to 
zero, the asymptotic solutions tend to the solutions of the free equation i.e. the diagonal 
Coulomb functions. When the multiplicative factor a  is used to modify the potential 
strengths w ff and in the limit a  re 0 the pole positions are seen to move towards
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the positions located when matching to the Coulomb functions. However, when the 
long-range couplings are truncated, a number of other poles can be located which do 
not move to fixed positions for a —*■ 1, but continue to move away from the real ft axis.
5.3.1 Extending the calculable region
The positions of the two S-matrix poles shown in figure 5.8 have been confirmed using 
another method involving complex coordinate rotation [84], which also predicted a 
number of other poles located further from the real ft axis. In order to investigate 
these predicted positions, the region in which the S-matrix is accurately calculated 
must be extended further into the complex plane. This is achieved by reducing the 
matching radius pmax, however, as \npmax\ must be sufficiently large for the accurate 
evaluation of the asymptotic solutions, this increases the minimum |ft| for which the 
S-matrix can be evaluated. The multiplicative factor A can also be used to increase 
the strength of the three-body interaction so that the poles will be brought closer to 
the real ft axis.
This procedure allows two more S-matrix poles with a larger Im (k) to be located. 
These are shown in figures 5.11 and 5.12, where the positions are compared for K max — 
20 and 20 —» 10, the multiplicative factor A is increased up to 1.2. Figure 5.11 shows
Re(K) Rb(k)
Figure 5.11: Pole positions as a function of A for Kmax =  20 and 20 —> 10. The second pole (left) 
is also shown in figure 5.8. The position of the third pole (right) for Kmax =  20, A = 1.0 is inferred 
from the linear extrapolation of the two point for A =  1.2, 1.15.
the position of the second pole (also shown in figure 5.8 right) as A is increased from
1.0 to 1.2 in steps of 0.05. The discrepancy between the pole positions for Kmax =  20 
and 20 —♦ 10 increases with A.
Figure 5.11 (right) shows the third pole which for Kmax =  20 and A =  1.2 is located 
at ft w (0.385 —z0.135) for pmax =  37.5 and 40 fm. For A =  1.15 there is a larger
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Figure 5.12: Left;: The position of the fourth pole as a function of A for Kmax =  20 and 20 —> 10. 
The pole position for A = 1.0 is inferred as in figure 5.11 (right). Right: The determinant of the 
S-matrix is shown as a function of Im(«) for Kmax =  20 -> 10, A =  1.05, Re(/c) = 0.46 (upper) and 
Kmax =20, A = 1.2, Refr) =  0.45 (lower).
difference between the pole positions located for the two pmax values. For A <  1.15 
the pole moves too far into the complex plane to be accurately located. However the 
pole position for A =  1.0 can be estimated by assuming that for 1.0 <  A <  1.2 the pole 
moves linearly as a function of A. The line connecting the two points for A =  1.2 and 
1.15 predicts the pole position k, & (0.43 — «0.19) for A =  1.0.
For K max =  20 —> 10 a reasonable agreement is obtained for A =  1.2 and 1.15 with 
Pmax — 25 and 30 fm . However there is a significant deviation in the pole positions 
for A =  1.1 indicating the limit of the region for which the S-matrix can be accurately 
determined.
A fourth pole can also be located with a slightly larger Re(«) shown in figure 5.12 
(left). For Kmax — 20 the pole position is shown with filled circles, for A =  1.0 to 1.2 
increasing in steps of 0.025. As the pole moved towards the origin, pmax was increased 
to allow the accurate evaluation of the asymptotic solutions, for the range A =  1.0 to 
1.125, pmax — 35 fm, while for A =  1.15 to 1.2, pmox =  37.5 fm.
The pole position is also located for a larger pmax shown as the open squares. For 
A =  1.1 pmax — 37.5 fm and for A =  1.15 and 1.2 pmax =  40 fm. The pole positions are 
seen to coincide for the two pmax values with A =  1.2, however a significant deviation 
occurs with A =  1.1 indicating the limit of the region where the S-matrix is accurately 
calculable. As the pole moves linearly for the range A =  1.2 to 1.1, the position for 
A =  1.0 can be estimated, as in the previous case in figure 5.11. For A =  1.0 the pole 
position is predicted as k «  (0.5 —z0.175).
For Kmax =  20 —* 10 there is a reasonable agreement in the pole positions with
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A =  1.2 and 1.15 for pmax =  25 and 30 fm. The discrepancy when compared with the 
pole position for K max =  20 is larger than that for the third pole.
Figure 5.12 (right) shows the determinant of the S-matrix as a function of Im(ft), 
evaluated for two different pmax values. For K max =  20 —► 10 there is a reasonable 
agreement in the region Im(ft) >  -0 .1 5  while for Kmax =  20 this is reduced to Im(ft) >  
—0.13 as a larger pmax value has to be used in order to evaluate the asymptotic solutions.
5.3.2 Analysis of the 0+ poles.
For the 2+ state a good agreement was obtained in tables 5.4 and 5.5, where a com­
parison was made between the interior norms and the S-matrix residues. However for 
the 0+ state the S-matrix poles are located further from the real axis, and there is a 
distinct difference when such a comparison is made. As the phase shifts do not have a 
distinct Breit-Wigner profile they do not directly indicate the S-matrix pole positions. 
However peaks in the response functions calculated in [54] suggest pole positions at 1.2 
MeV and 5.4 MeV. This compares with the 0+ pole positions for K max =  20 listed in 
table 5.7 with Re(J5) »  1.74 MeV and 3.23 MeV respectively.
K L s lx ly
g.s. Pole 1 Pole 2
i.n. cpt. i.n. cpt. i.n. cpt.
0 0 0 0 0 0.04 0.849 0.77 0.099 0.15 0.002
2 0 0 0 0 0.78 0.137 0.16 0.184 0.30 0.001
2 1 1 1 1 0.15 0.014 0.02 0.503 0.51 0.115
4 0 0 2 2 - - - 0.006 - 0.074
4 0 0 0 0 - - - 0.185 - 0.134
6 0 0 2 2 - - - 0.003 - 0.242
6 1 1 3 3 - - - 0.004 - 0.328
Table 5.8: Components of the S-matrix eigenvector (cpt.) for the 0+ state using LS coupling in the 
T basis for Kmax =  20 —► 10. Also shown are the interior norms (i.n.) as listed in ref. [54] for the 
ground state (g.s.) and two possible resonances at 1.2 MeV (Pole 1) and 5.4 MeV (Pole 2) .
Table 5.8 lists the interior norm values shown in [54] and also the S-matrix residues 
calculated in the T  basis using LS  coupling. For the first pole the interior norms 
indicate that the channel K  =  0, \S =  0, [lx =  0, ly =  Q]L — 0) makes the most 
significant contribution. However the S-matrix residues indicate that the channel K  =  
2, |S =  1, [lx =  1, ly =  1 ]L — 1) has the largest component. Furthermore a significant 
contribution is also made by the K  =  4, \S =  0, [lx =  0, ly =  0]L =  0) channel. 
There is a more profound disagreement for the second pole. In this case the interior 
norms indicate a dominant contribution from the K  =  2, \S =  1, [lx =  1 ,ly =  1 ]L =  
1) channel whereas the S-matrix residues indicate that two K  =  6 channels have 
significant components.
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j j
g.s. Pole 1 Pole 2
i.n. cpt. i.n. cpt. i.n. cpt.
Sl/2 51/2 
Pl/2 Pl/2 
PS/2 P3/2
dz/2 d s /2 
ds/2 ds/2
0.07
0.05
0.86
0.854
0.013
0.132
0.000
0.000
0.78
0.06
0.11
0.121
0.242
0.469
0.044
0.124
0.03
0.68
0.17
0.127
0.148
0.516
0.062
0.148
Table 5.9: Components of the S-matrix eigenvector (cpt.) for the 0+ state using jj coupling in the 
Y basis for Kmax — 20 —* 10. Also shown are the interior norms (i.n.) as listed in ref. [54] for the 
ground state (g.s.) and two possible resonances at 1.2 MeV (Pole 1) and 5.4 MeV (Pole 2) .
For the 2+ state the channels with the largest interior norm components are also 
those with a rapidly rising phase shift. This is also the case for the second 0+ pole 
as figure 5.5 and table 5.6 show that the largest and second largest diagonal phase 
shifts are for the channels K  =  2, |/S' =  0, [lx =  0, ly =  0]L =  0) and K  — 2, \S =  
1, [lx =  1, ly =  1]L =  1 ) . The latter corresponds to the dominant component of 
the second pole while the first pole has a large K  =  0 component. However unlike 
the 2+ state the 0+ state forms a bound state. Furthermore there is a disagreement 
between the composition of the bound state as predicted by the two methods. The 
dominant component of the bound state wave function is also listed in [49] as K  =  2,
|S' =  0, [lx =  0, ly =  0]T =  0), however the S-matrix residues indicate that the K  =  0 
component is most dominant.
It is possible, however, that the large K  components predicted by the residues may 
be regarded as unphysical, due to the implications they have on the overall size of 
the three-body system. For two bodies with relative angular momentum I and wave 
number k the distance of closest approach in the absence of any force is given by the 
impact parameter b where I =  bk. The simple transposition of this formula to the 
three-body system yields K  =  p|ft| with |ft| being the modulus of the pole position. 
The determination of ~p at the pole position gives a simple measure of the spatial size 
of the resonance, although it is not possible to evaluate the inter-particle separations 
without assuming a specific structure for the resonance.
For the 2+ state the dominant components of the resonances were for channels with 
K  =  2, the p values obtained using the ft values listed in table 5.3 are 9 fm and 6 fm 
for the narrow and wider poles respectively. The p values for the 0+ state with K  =  2 
and 6, when using the ft values listed in table 5.7, are 6 fm and 14 fm for poles 1 and 
2 respectively. This suggests that the second 0+ pole differs from the first, and may 
not be a true three-body resonance. As p2 =  x2 +  y2, a large p can be obtained if 
either x or y are large, suggesting that two of the three bodies are localized due to the 
resonance within a two-body system.
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When transformed to the Y  basis using j j  coupling as shown in table 5.9 with channel 
contributions summed over all K  values, the interior norm calculations indicate that 
the dominant component of the first pole is S1/2 si/2. However, with the S-matrix 
residues the p3/ 2 P3/2 channels are most significant with the main contribution from 
the K  =  2 channel.
The interior norms for the second pole have a largest component for the p\/2 P1 /2  
channels, while the S-matrix residues have a dominant contribution from the p3/ 2 p3/ 2 
channels where the K  =  6 channel is most significant. Thus for the 0+ state there is a 
disagreement between the make up of the resonances as evaluated at the pole positions 
and on the real ft axis via the interior norms.
For the 2+ state these two quantities did agree. Furthermore, when the S-matrix 
eigenvector components were plotted as a function of Im(ft) from the pole position onto 
the real axis, they were seen to be almost independent of ft. This is however not the
Figure 5.13: The square modulus of the eigenvector components for the 0+ state with Kmax =  20 —> 
10 using LS coupling in the T basis shown as a function of Im(rc) for pole 1 (left) with Re(k) =  0.3063 
and for pole 2 (right) with Refr) =  0.4259. The channel number is also shown as listed in table 5.6.
case for the 0+ state. Figure 5.13 shows the square modulus of the S-matrix eigenvector 
components as Im(ft) is increased from the pole position to the real ft axis, with Re(ft) 
being that of the pole position. It can be seen that for both poles the eigenvector 
components are strongly dependent on Im(ft) .
For the first pole the components do remain reasonably constant in the range 
—0.05 <  Im(ft) <  0.0, but then a significant deviation is seen for Im(ft) <  —0.07. 
For the second pole the components remain reasonably constant over a shorter Im(ft) 
range. However table 5.8 indicates that the largest interior norm component corre­
sponds to the K  =  2, \S =  1, [lx =  1 ,ly =  1 ]L = -1 ) channel, which on the real ft axis 
also has the largest eigenvalue component as shown in figure 5.13 (right).
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The two 0+ poles are located a similar distance apart in the ft plane as the two 
2+  poles are, however the 0+  poles both have similar Im(ft) values. It is therefore not 
immediately clear why the 0+  components deviate significantly a short Im(ft) distance 
from the pole position while the components for the wider 2+  pole remain almost 
constant from the pole position to the real k axis.
As the S-matrix pole positions were examined as a function of K max, potential 
multiplicative factor A and the inclusion of the tensor force, the effect these have on 
the S-matrix eigenvector components is also presented. Figure 5.14 shows the squared
0.5
0.4
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0 .2
0.1
0 .0
Figure 5.14: The square modulus of the 0+ state S-mati'ix eigenvector components for pole 1 (left) 
and pole 2 (centre). Each channel is enumerated as in table 5.6 and contains the component for 
A =  1.0 on the left and A =  1.1 on the right. Pole 1 is also shown for Kmax =  10 with A =  1.0 (right).
modulus of the S-matrix eigenvector components as bar charts when using LS  coupling 
in the T  basis. For the first pole increasing the potential multiplicative factor A from
1.0 to 1.1 increases the size of the components in the low K  channels. For the second 
pole the same increase in A seems to produce an increase in the components of channels 
labelled 4 and 5 which have quantum numbers K  =  4, \S =  0, [lx =  2, ly — 2]L =  0) 
and K  =  4, \S =  0, [lx =  0, ly =  0]L =  0) respectively. Channels 6 and 8 also show an 
increase although the components are much smaller.
A comparison can also be made between the distribution of the components for 
K max ~  20 —> 10 and K max =  10, from figure 5.14 (right) it is seen for K max =  10 that 
the main contribution is made almost entirely by the K  =  2, [S' =  1, [lx =  1, ly =  1]L =  
1) channel. Figure 5.15 also shows the effect of increasing K max from K max =  20 re 10 
to 40 -re 10. For the first pole the size of the largest component corresponding to the 
channel K  =  2, \S — 1, [lx =  1, ly =  1]L =  1) is reduced, with a similar increase in the 
component for channel K  =  4, \S =  0, [lx =  0, ly =  0]L =  0). Although much smaller, 
the contribution for channel K  =  6, \S =  0, [lx =  0 ,ly =  0]L =  0) is also seen to 
increase. For the second pole, a similar increase in K max mainly reduces the size of the
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Figure 5.15: The square modulus of the 0+ state S-matrix eigenvector components for pole 1 (upper) 
and pole 2 (lower). Each channel as enumerated in table 5.6 contains, on the right, the components 
when the tensor force is included as in figure 5.7 (1) and on the left when it is omitted.
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component for the channel K  =  6, \S =  1, [lx =  3, ly =  3\L =  1) with a corresponding 
increase for the channel K  =  6, \S =  0, [Zx =  2, ly =  2}L =  0).
Including the tensor force was seen to have little effect on the phase shifts as shown 
in figure 5.7 or the positions of the poles (figure 5.9). Similarly its inclusion does not 
significantly alter the size of the S-matrix eigenvector components.
5 .4  T h e  1“ sta te
In the 2+ and 0+ states, S-matrix poles were located that can be associated with 
distinct pockets in the diagonal three-body potentials. Thus, when the centrifugal 
term is added, the effective potential forms a barrier. These are present for the 2+ 
state and to a lesser extent the 0+ state.
However, as shown in [54], the I -  state does not form distinct pockets in the 
diagonal potentials. As it is also possible for resonances to be supported in the absence 
of a confining barrier, due to the strong coupling of channels, any resonance located 
for the 1" state can be assumed to be due to this mechanism.
As with the 0+ state, the diagonal phase shifts for K max =  10 and 20 are compared 
with those for K max =  20 —> 10. These are shown in figure 5.16. The tensor interaction 
was included in the internucleon potentials, and the long-range interaction incorporated 
the inverse cubic and quintic hyperradial powers. For K max =  20 —> 10 and 20 it can
Figure 5.16: The 1“ diagonal phase shifts with Kmax =  20 —> 10 for various channels are compared 
with those for Kmax =  20 (left) and for Kmax =  10 (right). The same symbols denote corresponding 
channels.
be seen that there is a good agreement between the phase shifts for channel 1 while 
channels 6,11 and 12 which correspond to higher K  values show a significant deviation. 
The diagonal phase shift for channel 4 behaves differently to any of the 0+ phase shifts, 
in that the phase shift rises with two different gradients over separate energy ranges.
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channel K L S lx ly channel K L S lx ly
1 1 1 0 0 1 8 5 1 0 2 3
2 1 1 1 1 0 9 5 1 0 2 1
3 3 1 0 2 1 10 5 1 0 0 1
4 3 1 0 0 1 11 5 1 1 3 2
5 3 1 1 1 2 12 5 1 1 1 2
6 3 1 1 1 0 13 5 1 1 1 0
7 3 2 1 1 2 14 5 2 1 3 2
Table 5.10: The quantum numbers for those channels shown in figure 5.16. At E =  3 MeV with 
increasing phase shift the order of the channels is: 3,11,2,12,7,6,4,1 for figure 5.16 (left) and 3,2,7,4,1 
for figure 5.16 (right).
When the phase shifts for K max =  10 are compared with those for K max =  20 —» 10, 
a similar behaviour is seen as shown in figure 5.4 for the 0+ state. The phase shift for 
channel 1 has a maximum value of about 120° for Kmax =  20 —► 10, compared with 
about 110° for K max =  10. Therefore any S-matrix poles will be located further from 
the real ft axis for K max =  10.
Furthermore the phase shift for channel 4 with K max =  20 —* 10 shows a rapid 
rise at about E  =  3.5 MeV, which is not seen for K max — 10. This reflects the 
general principle that increasing the basis size allows a more accurate description of 
the three-body system. Figure 5.17 shows the positions of the S-matrix poles that are
Rs(k) Re(K)
Figure 5.17: The S-matrix pole positions for the 6He 1~ state with Kmax =  20 — 10 are compared 
with the pole positions for Kmax — 10 (left) and Kmax =  20 (right). The potential multiplicative 
factor A is also used as shown in figure 5.8.
located in the complex ft plane. The multiplicative factor A is also used to scale the 
strength of the three-body interaction, as in the previous case shown in figure 5.8. For 
Kmax =  20 —> 10 eight poles can be located that seem to be arranged in two rows. As 
A is increased, the poles move as expected towards the origin, with the exception of
the one located at ft ft# (0.24 —70.15) for A =  1.0. Although this pole also moves closer 
to the origin as A increases, it also moves away from the real ft axis.
For K max =  20 -->• 10 the S-matrix pole positions closest to the real ft axis were seen 
to be essentially invariant for a range of pmax. The numerical values obtained with 
pmax =  25 and 30 fm showed agreement to four decimal places. This is comparable to 
the accuracy obtained for the 0+ state indicated by table 5.7.
For K max =  10 five pole positions were located, four of which can be moved by 
similar linear translations towards the pole positions for K max =  20 —» 10, However 
with Kmax =  10, A =  1.0 a pole can also be located at ft ft# (0.40 —70.17), but there 
is not a pole in the expected position for K max =  20 —> 10. There is however for 
K max =  20 —> 10 a pole located at ft ft# (0.36 —70.18) which possibly corresponds to 
this pole. Locating the pole for intermediary K max values could clarify this matter.
For Kmax =  20 the four upper pole positions are located and there is a very good 
agreement with the pole position for K max =  20 -re 10 at ft ft# (0.21 —70.07). For the
other three poles with K max — 20 the positions are situated slightly closer to the real
ft axis than for K max =  20 —> 10. This was also the case with the 0+  state as shown 
in figure 5.9.
For Kmax =  20 with A =  1.0 the pole positions were verified with pmax =  45 and 50 
fm, and for A =  1.1 pmax was increased to 60 fm in order to accurately determine the
position of the pole closest to the origin.
To locate any of the four poles further from the real axis, pmax was reduced allowing 
the calculable region to extend further into the complex plane. For A =  1.1 two poles 
were located, and their positions were verified with pmax =  37.5 and 40 fm. However, 
for Kmax =  20, the pole corresponding to that found with Re(ft) ft# 0.35 was not stable 
with respect to the alteration of pmax .
5.4.1 Analysis of the 1“ poles.
A comparison can also be made as in the previous cases between the interior norm 
calculations and the S-matrix eigenvector components. As with the 0+ state, the phase 
shifts do not have a distinct Breit-Wigner form and therefore do not directly indicate 
the position of the resonance.
In [54] calculations of the excitation strengths for charge-exchange and inelastic 
scattering to various final states are presented. For the 2+ final state, both of these 
functions have peaks at E  ft# 1 MeV and E  ft# 2.5 MeV, which correspond to the 
positions of the narrow and wider resonance respectively. For the 1" final state a 
smaller peak is seen at E  ft# 2.0 MeV, with a slight enhancement around 6.0 M eV. The 
SI continuum response function is also calculated for various K max values and also
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L S lx ly
Pole 1 (Kmax)
i.n. to o J. H—
1
o 20
1 0 0 1 0.875 0.969 0.964
1 1 1 0 0.02 0.028 0.031
1 0 2 1 0.085 0.0 0.002
Table 5.11: Components of the S-matrix eigenvector for the 1 state using LS coupling in the T 
basis. Also shown are the interior norms (i.n.) as listed in ref. [54].
j j
P ole 1 (Kmax)
i.n. 20 —* 10 20
sl/2 Pl/2 0.054 0.106 0.108
Sl/2 P3/2 0.354 0.274 0.264
Pl/2 Sl/2 0.093 0.158 0.157
P3/2 Sl/2 0.428 0.387 0.375
Pl/2 d3/2 0.004 0.009 0.012
P3/2 ds/2 0.010 0.021 0.028
ds/2 Pl/2 0.010 0.014 0.018
ds/2 P3/2 0.019 0.026 0.033
Table 5.12: Components of the S-matrix eigenvector for the 1 state using jj coupling in the Y  
basis. Also shown are the interior norms (i.n.) evaluated at 1.3094 MeV.
shows a peak at about + 2 .0  MeV. As K max is increased this peak becomes narrower 
and moves down to a lower energy. This is consistent with the behaviour of the S- 
m atrix pole moving closer to the origin as K max is increased. The 1“ interior norms 
are also calculated as a function of energy, however, unlike for the 2+ state, they do 
not show distinct peaks and are described as ‘non-resonant’. Thus from the real ft axis, 
only the continuum response functions provide an indication of the pole nearest to the 
origin at f t  ps (0.21 —z0.07), E  ps (0.85 —£0.59) for K max =  20 —> 10.
Table 5.11 lists the interior norm values presented in [54] using LS  coupling in the T  
basis, these are compared with the S-matrix eigenvector components evaluated for the 
pole nearest the origin. The values listed in 5.11 contain the contributions summed over 
all K  values, where both the interior norms and S-matrix residues indicate a dominant 
component due to the channels with quantum numbers L =  1 ,S  =  0, lx =  0, ly =  1. 
The residue calculation shown in figure 5.18 reveals that the majority of this component 
is due to the K  =  1 and K  =  3 channels, with the contributions being 0.886 and 
0.081 respectively. The K  =  1, \S =  0, [lx =  0, ly =  1 ]L =  1) channel has the 
largest interior norm component and also the most attractive phase shift. However the 
diagonal potential for this channel does not contain an attractive pocket.
The interior norms and S-matrix residues are also evaluated using jj  coupling in the 
Y  basis and are shown in table 5.12. The dominant components are for the s i/2 p3/2
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and p3/2 6>i/2  states.
In [54] the three-body interaction is strengthened via the use of the potential mul­
tiplicative factor A in order to create bound states that would otherwise correspond to 
unbound resonances. For A =  1.5 the 0+ ground state moves down in energy to —17.9 
MeV, and a 1 “ state is found at 13.8 MeV above this. This 1“ state is a combination 
of p3/2  Si/2 single-particle states and therefore corresponds to the composition of the 
S-matrix pole closest to the origin (table 5.12).
Although figure 5.14 showed that for the 0+ poles increasing A also increased the 
size of the low K  components, for the 1“ state with A =  1.0 the largest component 
already corresponds to a K  =  1  channel. Therefore increasing A to form a 1“ bound 
state does not appreciably alter the distribution of the components among channels.
0 2 4 6 8 10 12 14 ‘ 0 2 4 6 8 10 12 14
Figure 5.18: The square modulus of the 1~ state S-matrix eigenvector components using LS coupling 
in the T basis. These correspond to the four Kmax =  20 —> 10 poles of figure 5.17 located closest to 
the real k axis listed from 1 to 4 in order of increasing Re(/c). The quantum numbers for each channel 
are shown in table 5.10.
Figure 5.18 shows the squared modulus of the S-matrix eigenvector components for 
the four poles closest to the real ft axis. As already stated, the pole closest to the origin,
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pole 1, has a large K  =  1 component. This is in contrast to the other three poles that 
have dominant K  =  3 components for poles 2 and 3 and a dominant K  =  5 component 
for pole 4 . For the 0+ and 2+ states a naive estimation of the overall resonance size 
was obtained from the relationship K  =  p|ft| . If the same is done for the 1“ state then 
the p value for pole 1 is 4 fm. For poles 2 and 3, p =  8 fm, while for pole 4 with a large 
K  =  5 component p =  13 fm. Although from these p values little can be specifically 
learned of the inter-particle separations, it can be seen that some of these p values are 
large in comparison with the range of the n-n and n-a potentials. Thus the large p 
values suggest that the fourth 1~ pole and second 0+  pole are similar in character.
Furthermore, when the 1“ S-matrix eigenvector components are plotted as a func­
tion of Im (ft), only the components for the first pole are almost independent of ft. The 
eigenvector components for the 1“ poles 2, 3 and 4 vary significantly as for the 0+ poles 
shown in figure 5.13.
5.5 A com parison w ith results obtained using com­
plex coordinate rotation .
It has been possible to make a comparison between the S-matrix pole positions ob­
tained when using the existing methods and the energy eigenvalues of the three-body 
Hamiltonian when using complex rotation. This comparison was made possible via the 
work of [84], and being mutually beneficial is also presented there.
When using complex rotation, the resonance wave function becomes square inte- 
grable and can be treated in the same way as the bound states. Applying the transfor­
mation p -re pexp(z0) to equation (4.11) allows the wave function x?f7(pel°) to become 
bounded for a complex energy, if 6 is large enough. This is in contrast to the res­
onance wave function of the unrotated equation which is divergent for large p. The 
square integrable rotated wave function can then be expanded in terms of N  basis 
functions. In [84] the hyperradial part of these basis functions were proportional to 
the Generalized Laguerre polynomials. The bound states and resonances are obtained 
from the eigenvalues and eigenvectors of a complex symmetric m atrix equation. This 
is in contrast to the R-matrix method where the S-matrix is calculated explicitly and 
pole positions determined.
Figure 5.19 shows the 0+ and 1“ S-matrix pole positions for K max =  20, obtained 
using the R-matrix method when incorporating the long-range couplings. This figure 
also displays the results obtained using complex coordinate rotation for the same K max 
value. The potentials used in this comparison are similar to those presented in [53]. It 
can be seen that for the two 0+ S-matrix poles located for pmax =  45 fm, there is a good
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Rq(k) Re(ic)
Figure 5.19: S-matrix pole positions located using the R-matrix method when including the long- 
range interactions via the asym ptotic solutions of appendix B. These are shown for the 0+ (left) and 
1 “ states (right) for Kmax =  20  and are compared with results obtained using complex coordinate 
rotation (OCR) [84] for Kmax =20,  6 — 0 . 6 .
agreement with the two eigenvalues obtained when using complex rotation. However, 
when using complex rotation it is possible to locate energy eigenvalues further from 
the real axis. In an attempt to extend the calculable region of the complex plane when 
using the R-matrix method, pmax can be reduced. Although there is still a significant 
difference between the energy eigenvalue and the corresponding S-matrix pole positions 
located for pmax =  30, 35 and 40 fm.
Similarly for the 1“ state, there is a good agreement between the two methods 
for the two poles with Re(ft) «  0.38. In order to locate the pole with Re(ft) «  0.25, 
Pmax — 45 fm was required to obtain converged asymptotic solutions. Although the 
S-matrix pole position with Re(ft) «  0.36 is almost stable with respect to pmax, this 
position differs significantly in comparison to the OCR result. An improvement may 
be obtained by increasing the number of eigenstates in the R-matrix expansion (D.3), 
however increasing the number of basis states Q, makes the calculation much larger.
Thus for the 0+ and 1“ states it can be seen that there is a good agreement between 
the two methods in the region where the R-matrix method is most accurate, i.e. close 
to the real axis.
The work presented in [84] shows that many more energy eigenvalues exist, located 
further into the complex plane. According to the ABC theorem [41, 42], various eigen­
values are to be expected for the rotated three-body Hamiltonian. These were shown 
in figure 1.3. For 6He, energy eigenvalues should be found along a straight line that 
forms the 6 rotated three-body continuum. Eigenvalues should also be located along 
two lines parallel to this, that originate on the p3/2 and p\/2 resonance energies of the 
4He-n two-body subsystem. The proper three-body resonance states are found in a
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wedge-shaped region between these continuum lines and the positive real axis.
However, the calculations contained in [84] revealed energy eigenvalues along two 
curved contours that became parallel to the three-body continuum at large energy. 
The eigenvalues along the curved region of the contour were independent of 0, and for 
those located close to the real axis, agreed with the pole positions obtained by the 
R-matrix method as shown in figure 5.19. These two curved contours were attributed 
to the two-body complex threshold cuts for the ps/2 and p\/2 5He resonances. This was 
supported by calculations without the spin-orbit force, where it was seen that only one 
curved contour remained, originating from the 4He-n resonance position.
The agreement of the 0 independent eigenvalues with the S-matrix pole positions of 
figure 5.19 was cited as evidence that the curved region of the contours were peculiar 
to methods involving the hyperspherical harmonic expansion. Due to computational 
limitations it was not possible to assess whether the contour distortions disappeared as 
K max was increased. It should be noted that for a moderate K max, only the two-body 
continua were distorted, while the three-body continuum was straight.
It was also suggested that the reason for the distortion of these two-body threshold 
cuts was due to the boundary conditions used. The three-body asymptotics were stated 
as not being able to reproduce very well the binary structure of the a-n subsystem.
5.6  Sum m ary o f results
Using the R-matrix method to solve the hyperradial Schrodinger equation has allowed 
a number of S-matrix poles to be located for the 6He states: 2+ , 0+ and 1~, as listed 
in table 5.13.
Although for the 2f state, the Er and T values were determined for Kmax =  10, Er 
is larger than the experimental value while the F value is smaller. Figure 5.8 shows 
the 0+ poles moving towards the origin as K max is increased, therefore with the same 
behaviour, the 2f pole would not converge towards the experimental value as Kmax is 
increased.
The position and width for the 2f state are comparable with the values determined 
in [35] listed in table 5.1. For both the 2+ poles the Er values are similar to those 
determined in [27], however this calculation produced T values approximately twice as 
large as those listed in table 5.13. The configuration of the resonance states obtained 
in [27] are consistent with those indicated by the interior norms and S-matrix residues. 
The dominant components, when using jj coupling in the Y basis, are (pz/f)2 and 
(p3/2)(pi/2) for the 2f  and 2\ resonances respectively.
Two poles were also located for the 0+ state and are listed in table 5.13 for Kmax =  
20 and 20 —> 10. A better agreement in these values is seen for the Of pole, being
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J n Pmax Kmax Pole Position Ko (fm l) (Er, P) MeV
2 f 20 10 0.226 -*0.003 (1.05, 0.06)
2f 20 10 0.354 —*0.049 (2.55, 1.43)
01 40 20 0.302 —*0.088 (1.74, 2.21)
of 30 20 —* 10 0.306 —*0.095 (1.76, 2.42)
of 40 20 0.406 —*0.095 (3.23, 3.21)
of 30 20-+ 10 0.425 -*0.116 (3-47, 4.09)
ir 50 20 0.215 -*0.068 (0.86, 1.21)
I f 25 20 —+ 10 0.213 -*0.067 (0.85, 1.18)
u 50 20 0.334 —*0.096 (2.13, 2.68)
12 25 20-+ 10 0.343 —*0.108 (2.20, 3.08)
13 50 20 0.374 —i0.070 (2.80, 2.19)
1-3 25 20 —> 10 0.390 -i0.081 (3.01, 2.63)
u 50 20 0.375 —*0.066 (2.83, 2.05)
11 25 20-+ 10 0.392 —*0.077 (3.06, 2.49)
Table 5.13: A summary of the pole positions in the k plane and (Er, T) values for the 6He 2+, 0+ 
and I -  states.
closer to the real axis. Only one 0+ resonance was located in [27] when using complex 
rotation, listed as Of in table 5.1. Although this has an Er value comparable with that 
of the Of pole listed in table 5.13, the T value of 9.14 MeV is more than twice that 
determined by the R-matrix method. Furthermore, two distinct resonance poles were 
located by the R-matrix method.
Figure 5.19 (left) shows the location of the two 0+ poles obtained using slightly 
different internucleon potentials. These were verified by a method employing complex 
coordinate rotation [84]. The conclusion of [84] would require that the Of and Of poles 
agree with the 6 independent eigenvalues that form a curved region of the two-body 
threshold cut. As K max is increased the Of pole would tend to the position of the 
5He(3/2~) resonance, Er =  0.84, T =  0.8 as discussed in section 4.3. However, this 
comparison is difficult to make due to the finite K max value and the introduction of 
the three-body mean field to correct for the underbinding.
Table 5.9 indicates that both the 0+ poles have a large (P3/2XP3/2) component, as 
predicted by the S-matrix residue calculations. This prediction did not however agree 
with the interior norm calculations, although it does suggest that the wave function 
has a large overlap with that of the 5He(3/2~) +  n channel.
The R-matrix calculation also revealed four 1“ S-matrix poles, although a number 
of publications have asserted that there are no I -  resonances [35, 28, 27]. The 1~ pole 
positions do not agree well with any of those determined in [53], which have T values 
approximately half as large as those listed in table 5.13.
As with the 0+ calculations, the four 1” S-matrix poles were reproduced in fig­
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ure 5.19 (right) where complex coordinate rotation was used. The same conclusion 
was drawn in [84] as for the 0+ poles, in that they correspond to 6 independent eigen­
values along a curved region of the 5He(3/2~) threshold cut.
Calculations on the real energy axis in [54] only showed the influence of the I f  pole, 
table 5.12 indicated that for this pole the interior norm calculations did agree with the 
S-matrix residues. The main components of the wave function are the (p3/2)(si/2) and 
(si/2)(p3/2) states, when using jj coupling in the Y basis. It is therefore possible that 
the I f  pole corresponds to the 5He(3/2“) resonance.
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C h a p t e r  6
T h e  e x t r e m e  a d i a b a t i c  
a p p r o x i m a t i o n
Having presented in the previous chapter the results for full three-body model calcula­
tions of the 6He continuum, a comparison is now made with the same system treated 
using an approximation method.
The extreme adiabatic approximation [71] provides a means of reducing the sys­
tem of coupled hyperradial equations to a single second-order differential equation. 
Although such an approximation would have been more important in former times be­
fore the widespread availability of powerful computers, it is still of interest to assess how 
far the three-body system can be simplified while still yielding accurate results. Fur­
thermore, the extreme adiabatic approximation has been used to calculate the ground 
state and first excited state of 4He [71], as well as the triton binding energy [72, 73]. It 
is therefore useful to examine how well it can reproduce the resonance pole positions.
This procedure is an adaptation of the Born-Oppenheimer approximation used in 
molecular physics. For molecules the motion of the electrons and nuclei are nearly 
decoupled due to the speed of the nuclear motion being small in comparison to that of 
the electrons. The term ‘adiabatic’ is used as the. nuclear coordinate R is assumed to 
vary slowly with time. In the extreme limit of the radial coordinate R being fixed, the 
electrons move in a static field. The Hamiltonian of the electron subsystem, with R as a 
fixed parameter, can then be solved for all R to obtain a series of eigenfunctions, ^ ( r ) .  
The eigenfunctions of the full molecular Hamiltonian ip(R,r) can then be expanded 
in terms of these electron eigenfunctions. The Born-Oppenheimer approximation to 
the exact wave function is represented by the first term of such an expansion. In the 
present case, when applied to the hyperspherical harmonics technique, the adiabatic 
approximation refers to the decoupling of the hyperorbital and hyperradial motions.
In the adiabatic approximation, the matrix MK> j  K (p) is defined for each p value
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^K'yjKyip) =  (2m/K2)VQy,Ky(p) H ~^K'y,Ky • (6-l)
This is then diagonalized to obtain the eigenvalues and eigenvectors, denoted by the 
index A,
Y MK,y\K1(p)</)K'rtx(p) =  W\{p)(l)Ky,x{p) • (6.2)
Ky
For each p value, the eigenvectors (f>Ky,\(p) form a complete set, allowing the hyperradial 
functions XKy(p) °f equation (4.11) to be expanded as
XK-t(p) =  T1zW )0 k i ,\(p) ■ (6-3)
A
The functions z\(p) are the expansion coefficients of <f>Ky,\(p) at each p value. The 
expansion (6.3) can be substituted into equation (4.11) and by taking the inner product 
with 4>Ky,\(p) another system of coupled differential equations are obtained for Z\(p). 
This is written in full in [73] and is similar to the form of (4.11) although there is a 
coupling between A values by terms proportional to the first and second derivative of 
<i>Ky,A- If these coupling terms are neglected the uncoupled adiabatic approximation 
(UAA) is obtained, which for the lowest eigenvalue is,
as the effective potential part of the Hamiltonian (4.11),
d2z0(p) 
dp2 +  M p) +  k2u +  YKy
d(f>Ky,o{p)
dp Z0(p) =  0 . (6.4)
A further simplification is made if the terms d(f>K1fi(p)/dp are neglected from (6.4) 
to obtain the extreme adiabatic approximation (EAA),
~ d +  (M P) +  Kl) M p) =  0 . (6-5)
where ft2 =  —2mEe/h 2 provides a lower limit to the binding energy.
It has been shown [72] that the UAA and EAA methods provide an upper and 
lower limit respectively to the ground state determined from the coupled differential 
equations (CDE) of (4.11),
E eaa < E qde £ E vaa • (6.6)
The six lowest eigenvalues of the effective potential (6.1) or eigenpotentials1 are 
considered for the 6He states 2+ , 0+ and 1“ . These can be used in equation (6.5) 
to determine the phase shifts. The appropriate angular momentum value, necessary
1These are often referred to  as energy surfaces.
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for the correct evaluation of the S-matrix, is determined by examining the eigenpo- 
tential value at large hyperradius (p w 25fm) where the nuclear potential is small in 
comparison with the centrifugal barrier.
The phase shift of the extreme adiabatic approximation (EAA) can be compared 
with the results of the previous chapter where the coupled differential equations (CDE) 
are solved using the R-matrix method.
For the full three-body calculation the phase information is more accurately rep­
resented by the eigenphase shifts. However, unlike the diagonal phase shifts that are 
extracted directly from the diagonal elements of the S-matrix, the eigenphase shifts re­
quire the determination of the S-matrix eigenvalues. The eigenvalues have no specific 
order, but an order can be assigned by making a comparison with the diagonal phase 
shifts at low energy.
6.1  T h e 2+ state .
For the full three-body calculation of the 2+ state, the phase shifts for two channels 
were seen to have a distinct Breit-Wigner profile, allowing two S-matrix poles to be 
located (table 5.3).
Figure 6.1 shows the first six diagonal effective potentials used in the full three-body 
calculation and the six lowest eigenpotentials used in the extreme adiabatic approxi­
mation. In the full three-body calculation two different methods were used to include
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Figure 6.1: Diagonal effective potentials against hyperradius p (fin) for the 2+ state. The Pauli
principle is treated using projection operators (left) and repulsive s-wave interactions (centre,right). 
The six lowest eigenpotentials are also shown (right).
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the Pauli exclusion principle. The results of section 5.2 were obtained where projection 
operators were used to remove the forbidden states so that the resultant Hamiltonian 
is solved in the allowed subspace. An alternative method requires auxiliary repulsive 
interactions in the components of the inter cluster interaction in order to remove the 
forbidden states.
When using the Pauli projection method, distinct pockets are seen in the diagonal 
potentials of the channels K  =  2, \S =  0, [lx =  0, ly =  2]L =  2) (circles) and K  =  2, 
|S =  1, [lx =  1, ly =  1 ]L =  1) (diamonds), the phase shifts of which correspond to 
the narrow and broader resonances respectively. The channel K  =  2, | S =  0, [lx =  
2, ly =  0]L =  2) (squares) also has a distinct pocket, but the phase shift remains small, 
presumably due to the coupling to other channels.
When the repulsive s-wave interactions are introduced, the distinct pocket is re­
moved from the 5 =  0 channel (circles), although the position of the narrow resonance 
is maintained2. After diagonalizing the effective potential, the pocket reappears in the 
second-lowest adiabatic energy surface. These eigenpotentials were then used in equa­
tion (6.5) with the appropriate K  value to determine the phase shifts, which are shown 
in comparison with the eigenphase shifts obtained from the full three-body calculation, 
the details of which are described in section 5.2. Figure 6.2 (left) indicates that there
Figure 6.2: The 2 + phase shifts with Kmax =  10  for the six lowest eigenpotentials treated using the 
extrem e adiabatic approximation (EAA) compared with the eigenphase shifts o f the full three-body 
calculation (CDE). In both cases the long-range interaction was truncated at 2 0  fm.
is a reasonable agreement, for the two methods, in the phase shifts of the two K  =  2 
channels which correspond to the two identified S-matrix poles. In both cases the 
eigenphase shifts for the full three-body calculation are slightly more attractive than
2A  similar figure to 6.1 (centre) is seen in [54] where the 5  =  0 diagonal potential retains a pocket 
at about 8  MeV.
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Pole Kmax Pmax Pole Position fto (fm x) [E0 -iT /2 )  MeV
1* 10 20 0.2255 -ffi.003231 1.0549 -70.03023
1* 10 25 0.2258 -70.003542 1.0573 -70.03318
1 10 20 0.23796 -70.005307 1.17429 -70.052407
1 10 25 0.23852 -70.005441 1.17979 -70.053852
1A 10 25 0.23844 -70.005279 1.17900 -70.052235
1 20 20 0.21426 -70.006696 0.95159 -70.059540
1 20 25 0.21522 -70.008060 0.95972 -70.071987
1A 20 25 0.21545 -70.007521 0.96189 -70.067242
2* 10 20 0.3536 -70.04869 2.5452 -70.7144
2* 10 25 0.3411 -70.04737 2.3668 -70.6704
2 10 20 0.35786 -70.053092 2.59852 -70.788389
2 10 25 0.35323 -70.053759 2.52883 -70.787980
2A 10 25 0.35495 -70.053699 2.55414 -70.790918
2 20 20 0.28541 -70.065863 1.60011 -70.780048
2 20 25 0.30048 -70.059465 1.79989 -70.741446
2A 20 25 0.29631 -70.062164 1.74143 -70.764338
3A 10 25 0.46991 -70.121760 4.27381 -72.374238
3A 20 25 0.38812 —?0.094743 2.93913 -<1.525862
4A 10 25 0.54604 -70.125057 5.86174 -72.833600
4A 20 25 0.39754 -70.109744 3.02916 -<1.810395
Table 6.1: Pole positions in the k and F-plane for the 2+ state obtained using the extreme adiabatic 
approximation. The * indicates values from table 5.3 included for comparison. The A in the initial 
column indicates the long-range potential being included as the sum of inverse cubic and quintic 
hyperradial powers. The potential was otherwise truncated at the matching radius pmax .
the phase shifts obtained from the extreme adiabatic approximation. This is in spite 
of the approximation made in obtaining equation (6.5) from (6.4), which is to neglect 
a repulsive term from the potential. However such a comparison is compromised by 
different treatments of the Pauli principle being used in the two methods.
It can also be seen that there are two K  =  2 channels with repulsive phase shifts that 
show significant deviations between the two methods for E  >  1 MeV. The deviation 
in this case is consistent with the absence of a repulsive term from the eigenpotential.
For K  =  4 the two phase shifts of the extreme adiabatic approximation are identified 
with the two most attractive eigenphase shifts of the full calculation. In order of 
decreasing phase shift, these correspond to channels with the quantum numbers K  =  4, 
|S =  0 ,fc =  0,ly =  2]L =  2) (squares) and K  =  4, \S =  1, [lx =  1 >ly =  1 \L =  2) 
(diamonds), with S-matrix pole positions listed in table 6.1 as pole 3 and 4 respectively.
It can be seen from table 6.1 that there is a reasonable agreement between the S- 
matrix pole positions obtained by the two methods. For K max — 10, pmax — 20 fm the 
discrepancy in the ft plane for pole 1 is about 0.013 and about 0.006 for pole 2.
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As with the full calculation, the position of pole 1, being closer to the real n axis, 
does not vary as significantly as pole 2 when the matching radius is increased from 
20 to 25 fm. For both poles, including the long-range potential at 25 fm produces a 
smaller deviation in the pole position than altering the matching radius pmax when the 
potential is truncated.
Using the extreme adiabatic approximation, pole positions are also located for 
K max =  20 where all the poles are seen to move closer to the origin as Kmax is in­
creased. This is consistent with the behaviour of the pole positions seen for the 0+ and 
1" states when such a comparison was made in figures 5.8 and 5.17 respectively.
The pole positions are also included in table 6.1 for the two K  =  4 channels, 
although these are further from the real axis they should provide an approximate 
location for the pole positions to be located in the full three-body calculation.
6.2  The 0+ state .
The 0+ state provides an opportunity to assess how well the extreme adiabatic approx­
imation reproduces both the bound state energy and the resonance positions located 
using the full three-body calculation in section 5.3. The 0+ state has a bound state at
Figure 6.3: Diagonal effective potentials against hyperradius p (fm) for the 0+ state (left) and the
six lowest eigenpotentials (right).
about —1 MeV, and figure 5.4 indicated that the diagonal phase shifts for two of the 
channels rise to over 100°, although they do not have a distinct Breit-Wigner profile.
Figure 6.3 shows the first six diagonal effective potentials and the six lowest eigen­
potentials. The Pauli exclusion principle was incorporated using repulsive s-wave po-
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Method K Im(kbs) (fm A) Ebs MeV
CDE 10 0.21226 -0.93477
EAA 10 0.23178 -1.11461
CDE 20 0.21949 -0.99951
EAA 20 0.23804 -1.17562
CDE 20 -+ 10 0.21990 -1.00325
CDE 30-+ 10 0.22024 -1.00639
CDE 40 —* 10 0.22026 -1.00661
EAA 40-+ 10 0.23824 -1.17764
Table 6.2: The positions in the ft and F-plane for the 0 + bound state obtained using the extreme
adiabatic approximation (EAA) and by solving the coupled differential equations (CDE) of the full 
calculation (equations 4.11),
tentials in both cases. For K  =  0 the diagonal effective potential is repulsive and does 
not form a pocket, whereas the eigenpotential does have a deep pocket in order to form 
the bound state. Furthermore, for K  — 2 the diagonal effective potentials do contain 
pockets whereas the K  — 2 eigenpotentials do not. Table 6.2 shows the positions of 
the bound state pole evaluated by each method. As K max is increased the values move 
towards convergence, however for the extreme adiabatic approximation the state is in 
all instances overbound. This is also in accordance with the repulsive term being ne­
glected from equation (6.4). This discrepancy in the binding energy decreases slightly 
as K max is increased.
Figure 6.4 shows the phase shifts of the extreme adiabatic approximation compared 
with the eigenphase shifts of the full three-body calculation. Figure 6.4 (left) indicates 
that there is a reasonable agreement between the phase shifts for K  =  0 with K max — 10 
and 20. For the two K  =  2 channels for K max =  10 there is a significant deviation for 
E  >  2 MeV. Although for K max =  20 there is an agreement over a larger E  range for 
the more attractive phase shift, the less attractive phase shift shows a worse agreement. 
The three phase shifts for K  =  4 show a similar agreement for K max =  10 and 20.
In the full three-body calculation of the 0+ state, two S-matrix poles were located 
(table 5.7, figure 5.8) so in the uncoupled problem it is reasonable to attribute these to 
the two channels with the most attractive phase shifts, which will have S-matrix poles 
closest to the origin.
For the first pole, the largest eigenphase shift corresponds to the K  — 2, \S =  
0, [lx =  0, ly =  0]L =  0) channel, which agrees well with the K  =  2 EAA result. 
Figure 6.4 indicates that the second largest EAA phase shift is for K  =  4, which is 
matched to the eigenphase shifts for the channel K  =  4, \S =  0, [lx =  0, ly =  0]L =  0). 
The second largest CDE eigenphase shift, however, corresponds to the channel K  =  2,
|S =  1, [lx =  1, ly =  1]L =  1). To indicate this anomaly, figure 6.5 contains both the
103
K  =  2 and AT =  4 EAA pole positions.
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Figure 6.4 : The 0 + phase shifts w ith K max =  10  (upper) and Kmax =  20  (lower) for the extreme
adiabatic approximation (EAA) compared with the eigenphase shifts o f the full three-body calculation 
(CDE). In both cases the long-range interaction was incorporated as in table 6 .1 .
Figure 6 .5  shows the position in the k plane of the S-matrix poles located for the 
extreme adiabatic approximation and for the full three-body calculation. The multi­
plicative factor A was used in either case to increase the strength of the potentials: A c d e  
was used for the full three-body potential and A e a a  modified the extreme adiabatic 
potential (excluding the centrifugal barrier). A comparison between the pole positions 
is only possible for A c d e  =  A e a a  =  1 as the eigenpotentials obtained for A cd e  =  1 
then multiplied by some arbitrary factor A eaa  — y  would not be expected to be equal 
to eigenpotentials obtained for A c d e  — 2/* Increasing the A factor indicates the pole 
trajectories for the single and multichannel case.
Also shown are circles centred on the Acde =  1 results, the radii of which indicate 
the discrepancies between the CDE and EAA bound state pole positions of table 6.2. 
In all cases the EAA Aeaa — 1 pole position lies outside these circles, indicating a
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Figure 6.5: The S-matrix pole positions for the 0+ state with K max = 10 and 20 (left) and
Kmax — 40 —* 10 (right) as a function of multiplicative factors A cd e  and A eaa- The radius of the 
circles centred on the CDE A cde  =  1 result indicates the difference in the bound state CDE and EAA  
k values of table 6.2 ( |k e a a  — ^ c d e |) -
larger discrepancy than for the bound state pole position. For the second pole with 
K max — 20 and 40 —+ 10 the K  =  4 EAA pole is closer to the CDE result than the 
K  =  2 EAA pole.
The best agreement in the pole positions for the two methods is obtained for the 
Kmax — 10 pole at ft ft# (0.35 —70.12), E  ft# (2.19 —71.78), which, although further from 
the real ft axis than the corresponding pole for K max =  20, is located in an energy 
range where there is a good agreement in the phase shifts. As K max is increased 
the discrepancy in the EAA and CDE pole positions is seen to increase, and for the 
second pole with K max =  20, K max =  40 —► 10 this discrepancy is larger than for the 
(narrower) first pole.
This tendency is perhaps to be expected as the adiabatic recoupling has to account 
for the off-diagonal coupling of more channels when the basis size is large.
6 .3  T h e  1 state .
For the 1“ state, the diagonal three-body potentials do not contain distinct pockets, 
unlike the 2+ and 0+ states, thus the S-matrix pole positions located in section 5.4 are 
assumed to be due to the strong coupling of channels. Figure 6.6 shows the first six 
diagonal effective potentials and the six lowest eigenpotentials. None of the diagonal 
potentials form pockets, but the effect of the off-diagonal coupling is seen in the lowest 
K  =  1 eigenpotential, which does contain a shallow pocket. Furthermore, the four 
diagonal effective potentials with K  =  3 form two distinct upper and lower pairs, while 
this is only true for the eigenpotentials over the lower half of the radial range.
=40->10 X0DE=1.0 to 1.1 
=4Q->10 XCDE=1,0 to 1.1 
=40->10 K=2 ^ = 1 .0  to 1.4 
=40->10 K=2 ^ = 1 .0  to 2.0 
=40->10 K=4 Xc,.=1.0 to 2.0
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Figure 6.6: Diagonal effective potentials against hyperradius p (fin) for the 1 state (left) and the
six lowest eigenpotentials (right).
Figure 6.7 compares the phase shifts of the extreme adiabatic approximation with 
those of the full three-body calculation. For the most attractive 0+ phase shift an 
agreement was obtained at low energy, however in this case there is a deviation of 
about 10° below E  =  1 MeV for the most attractive K  =  1 phase shift. Furthermore 
the CDE phase shifts are seen to be more attractive than the EAA phase shifts although 
a repulsive component has been neglected to obtain equation (6.5).
For the 0+ , K  =  4 channels a reasonable agreement between the phase shifts was 
seen in figure 6.4 (right), however in this case the K  =  3 channels of figure 6.7 (right) 
show deviations of about 10° for K max =  10 and 20.
In the full three-body calculation a number of S-matrix poles were located for 
Kmax — 10 and 20, shown in figure 5.17. With the extreme adiabatic approximation 
four channels had attractive phase shifts and therefore their S-matrix pole positions 
can be compared to the four poles of figure 5.17 that are closest to the real ft axis. 
From the phase shifts it should be expected that the EAA pole positions will be further 
from the real ft axis.
The four attractive EAA phase shifts of figure 6.7 are matched to CDE eigenphase 
shifts with channel quantum numbers: K  =  1, \S =  0, [lx =  0,ly =  1]L =  I), K  =  3, 
\S =  0, [lx =  0, ly =  1\L =  1) (left) circles and diamonds, and K  =  3, 15 =  1, [lx =  
1, ly =  0]L =  1), K  =  3, 15 =  1, [lx =  1, ly =  2]L =  2) (right) circles and squares.
Figure 6.8 shows the EAA pole positions compared with the CDE results obtained 
in section 5.4. The multiplicative factors Acde and Aeaa are again used as with the 0+ 
state. A comparison in pole positions is again only possible for Acde =  Aeaa =  1 • For
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Figure 6.7: The 1” phase shifts w ith K max =  10 (upper) and K max =  20 (lower) for the extreme
adiabatic approximation (EAA) compared with the eigenphase shifts o f the full three-body calculation 
(CDE). In both cases the long-range interaction included inverse cubic and quintic hyperradial powers.
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Figure 6.8: S-matrix pole positions for the 1 state for Kmax =  20 (left) and Kmax =  10 (right)
as a function of multiplicative factor Ac d e  and Ae a a - '
K max =  20 the four poles, in order of increasing Re(ft), correspond to the four phase 
shifts in order of decreasing magnitude.
It can be seen that there is a better agreement in the CDE and EAA pole position 
for the first two located at ft «  (0.22 —z0.08) and ft «  (0.34 — z0.ll) than for the latter 
two poles, although, when a large Aeaa factor is used, the two latter poles do move 
closer to the CDE results. For Kmax — 10 a comparison is only made for the pole that 
corresponds to the most attractive phase shift. The discrepancy in the EAA and CDE, 
K max =  10 pole position is comparable to that for the first two poles with K max =  20.
Although for K max =  10 and 20 the positions of the first pole nearly coincide for 
Acde =  b Aeaa =  1.1, this agreement is not reflected on the real ft axis although the 
discrepancy in the phase shifts is approximately halved.
6 .4  Sum m ary
The extreme adiabatic approximation simplifies the coupled system of hyperradial 
equations to a single second-order differential equation. With the 2+ state the full three- 
body calculation contained 70 coupled equations so any means of reducing the size of 
such a calculation is desirable. It was seen that the extreme adiabatic approximation 
did quite well in reproducing the S-matrix pole positions, although in this case the 
poles were close to the real ft axis and the phase shifts had a distinct Breit-Wigner 
profile.
For the 0+ state the extreme adiabatic approximation of the bound state energy 
was too large, with the state being over bound by a factor of about 1.2. Two S-matrix 
poles were also located, although the agreement with the full three-body calculation 
was not as good as with the 2+ state. The main difference is that the 0+ poles are
-0.05 -
-0.10 -
-0.150.10
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much further from the real axis. This discrepancy should also indicate the expected 
accuracy in the position of the two further poles predicted for the 2+ state by the 
extreme adiabatic approximation.
For the 1“ state four S-matrix poles were located via the full three-body calculation, 
the two poles with the lower Re (ft) values can be reproduced with reasonable accuracy 
by the extreme adiabatic method. The two pole positions of figure 6.8 with larger 
Re (ft) values are not well reproduced by the extreme adiabatic method, although these 
are closer to the real axis.
Thus the extreme adiabatic approximation seems to do better in reproducing S- 
matrix poles closer to the real ft axis if they are generated by a distinct pocket in the 
diagonal potential. This is the case with the 2+ state and to a lesser extent the 0+ 
state.
However, for the 1“ state the diagonal potentials do not form pockets and the S- 
matrix poles were assumed to be due to the strong off-diagonal coupling. In this case 
it seems that the extreme adiabatic approximation does not do as well in reproducing 
all the S-matrix pole positions located in the full calculation. However it does do 
reasonably well for those with low Re(ft).
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C h a p t e r  7  
C o n c l u s i o n
The main conclusion of this work is that it is possible, using existing techniques, to 
identify a number of S-matrix poles for the 2+ , 0+ , and 1“, spin-parity states of 6He in 
a three-body a  +  n +  n model. This was done without the use of complex coordinate 
rotation. The R-matrix method was used to solve the three-body hyperradial equations 
for a complex energy, with the S-matrix being evaluated at a boundary via a matching 
procedure.
When using the R-matrix method for a complex energy, it was shown that it is 
necessary to use more basis states for the expansion of the interior region wave func­
tion (D.3) than are required on the real axis.
It was also shown that it is necessary to include the high-energy eigenvalues in the 
summation of equation (D.6) for the evaluation of the R-matrix. On the real axis this 
summation can be truncated by neglecting terms corresponding to energies above an 
upper limit.
Via the consideration of a single-channel model example, it was shown that it is 
necessary to incorporate the long-range interactions in order to avoid artificial poles. 
This was done by matching to modified asymptotic solutions that are solutions of 
the radial equation in the presence of inverse power couplings. The evaluation of 
these requires the use of asymptotic expansions as shown in appendix B . A simple 
comparison of these two methods showed that the method of Rosel was more stable in 
terms of the convergence at low energy than the method of Gailitis. The Rosel method 
is therefore more suitable for matching at a fixed boundary, as in the R-matrix method.
One of the main problems encountered in this work has been that, without the 
use of complex rotation, the S-matrix is accurately calculable only in a limited region 
of the complex plane. As the evaluation of the S-matrix incorporates the long-range 
coupling, it should be independent of the matching radius pmox. It is therefore possible 
to indicate the boundary to the calculable region by determining the range over which 
the S-matrix elements agree, when using two different matching radii. Furthermore the
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location of any S-matrix poles should also be independent of the matching radius, it 
was shown in table 5.7 that the 0+ pole positions could be determined to an accuracy 
of three decimal places.
Two 2+ S-matrix poles can be located for K max =  10, when neglecting the long- 
range couplings. These are reasonably stable with respect to pmax due to their close 
proximity to the real axis. The dominant component of the resonance wave function 
were shown, by both the interior norm and S-matrix residue calculations, to be con­
sistent with the simple shell model prediction. These were (P3/2)2 and (P3/2)(P1/2) for 
the 20 and 20 resonances respectively, also obtained in [27]. The importance of the 
strong attraction in the n-n s-wave interaction was seen for the 20 resonance, which 
had a dominant component with lx =  0, ly =  2, when using LS  coupling in the T basis. 
Both of the 2+ pole positions were reproduced with reasonable accuracy when using 
the extreme adiabatic approximation.
Various Kmax values were used when locating the two 0+ S-matrix poles, these 
moved closer to the real axis with increasing K max, but full convergence was not at­
tained. The Feshbach reduction method was also used to reduce the number of channels 
for a large Kmax basis. Table 5.13 shows that the 0+ pole positions for the K max =  20 
basis are reasonably well reproduced, when projected onto the K max =  10 basis.
For the 0+ poles the interior norm and S-matrix residue calculations did not agree, 
possibly due to the greater distance of the poles from the real k axis than for the 
2+ state. Furthermore, the S-matrix residue calculations indicated that the 00 pole 
has a significant contribution from a K  =  6 channel. It is possible that this large K  
component may be regarded as unphysical due to simple spatial considerations.
However the two 0+ poles were reproduced in figure 5.19 using a method that 
employs complex coordinate rotation. This also revealed many more poles located 
further into the complex plane. This work [84] concluded that the S-matrix poles agree 
with 6 independent eigenvalues that formed a curved region of the two-body threshold 
cut. This implies that the 00 pole should converge to the 5He(3/2~) resonance energy 
as K max is increased. This is supported by the 00 residue calculations which indicated 
the resonance wave function had a large (P3/2)2 component.
The extreme adiabatic approximation was less effective at accurately reproducing 
the 0+ poles than for the bound state energy.
The interior norm calculations for only the l£ pole showed agreement with the 
S-matrix residue calculations. This showed that the dominant components of the wave 
function are the (p3/2)(si/2) and (S1/2X.P3/2) states. This is consistent with the I7 pole 
corresponding to the 5He(3/2“) resonance. Therefore, it is possible that only the true 
three-body resonances are obtained for the 2+ state while the S-matrix poles located 
for the 0+ and 1“ states are reflective of the dynamics of the two-body n-a subsystem.
I l l
This conclusion does however leave a number of unanswered questions in particular 
concerning the significant variation, from the pole position to the real axis, of the 0+ 
S-matrix eigenvector components. Those for the 2+ state were almost constant.
The halo systems may be useful in addressing some of the open questions that arise 
in the study of three-body systems, in particular the development of a relationship 
between the two-body interactions and the three-body resonances. The halo system 
may provide a useful starting point, due to the resonances depending on the n-n virtual 
state and n-a resonance. The 2f and I f  resonances both with lx =  0 illustrate the 
importance of the n-n virtual state. However it is not completely clear how the position 
and composition of the three-body resonance depend on the n-n and n-a interactions.
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L o c a t i n g  t h e  z e r o s  o f  a n  a n a l y t i c  
f u n c t i o n .
The poles of the S-matrix can be found by locating the zeros of the S-matrix inverse. 
Zeros of the determinant of the matrix inverse can be located when more than one 
channel is considered.
The Newton-Raphson iteration method can be used to locate the zeros of the func­
tion f(z ), given by
Zn+l ~  zn f(Z n)/f (^n) • (A.l)
The use of (A.l) requires that the derivative of f(z )  must also be known, but a simple 
numerical derivative is adequate. The iteration of (A.l) is terminated when \zn+i — zn j 
falls below the desired limit.
This type of zero location is particularly useful if the approximate location of the 
zero is known in advance. This can be achieved simply by plotting \f(z)\ as a contour 
plot.
Further methods also exist to locate zeros of an analytic function, these rely on the 
use of contour integration [16]. If f(z )  has v zeros in the interior region of the closed 
curve C then the integrals
A p p e n d i x  A
contain all the necessary information for determining the zeros Zj (j =  1,2, • • •, v) of 
/(*)•
The evaluation of 70 reveals the number of zeros located on the interior of C, for 
the case v =  1, then I\ =  z\.
If there are many zeros located in the region C then it is possible to construct a
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polynomial that shares the same zeros as f(z)
n  (z -Zj) =  E  , (A.3)
3—1 i=0
where the coefficients Aj are computed recursively from In as shown in [17],
h  +  Ai =  0 , (A.4)
J2 +  Ail\ +  2A2 =  0 ,
Ik +  Ai/ft-i +  A2Ik-2 4 1- ZcAfc =  0 .
The zeros of f(z )  are then obtained from the roots of the polynomial (A.3).
In practice the integral (A.2) is calculated using circular contours, z — zo +  
pz exp(27rzt) for a real variable t over the range [0,1] using the trapezium rule.
If 0iv(t) denotes the integrand of (A.2) then the m-point trapezium rule approxi­
mation is given by
In =  -1> + - )  • (A.5)m \m)
This is improved by the addition of the appropriate m function evaluations to obtain
j2m
<A-6>
this procedure is repeated until the successive iterations converge.
If four points are used around the contour in the first iteration, then 2n+1 points 
will be used after n iterations, however more than 2n+1 function evaluations are needed 
if the derivative is to be calculated over a smaller interval.
A further contour integration method exists that does not rely on the explicit 
evaluation of the derivative [18]. If the integral (A.2) is evaluated around circles centred 
on the origin 2 =  pmel9, and denoting (f)(9) =  f(p met9), the integral can be written
n—k t   /~i   J_  —j(j>(9) ikQ in ( A 7N
h 2W 0 <t09) ’  ^ ^
where Ck is the Fourier coefficient of order k of the function —icfj(9)/(f)(9),
- * $ ? ) - r e "  <A8)
The expression (A.8) can be integrated along the interval [0 — 2ty/N, 9] to obtain
ln = E  — {eiT^ 'N -  l)e-irS +  . (A.9)
r = l  T
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If expression (A.9) is multiplied by elk6 and integrated over the range [0,27r] ex­
pressions for Co and Ck are obtained.
Co =
Ck =
l  N r** 
2 m  2tx
f Z  7T
/ g(e)M,
J O
(A.10)
k
exp(z/c(27r/./V))
Here
g{6) =  In
Onr
m i w  -  j j ) (A-ll)
These can be evaluated in a similar manner using the trapezium rule with N +1 points.
c F  =
a m  _
k/N
(A. 12)
N
E R S i S T S i p r g - " ’ ™ <*’“ '>
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I n c l u s i o n  o f  l o n g - r a n g e  c o u p l i n g s
A p p e n d i x  B
The diagonal and off-diagonal couplings present in the three-body hyperradial Schrodinger 
equation are of a long-range nature, and behave asymptotically as the sum of inverse 
cubic and quintic powers of the hyperradius.
To incorporate the long-range nature of these couplings when evaluating the S- 
matrix, while avoiding simply integrating the solutions out to a large matching radius, 
the functions used in the matching procedure must be modified. Instead of using the 
free incoming and outgoing waves solutions, functions must be used that are the actual 
solutions of the coupled equations in the presence of inverse power couplings.
Various methods exist to generate such functions. In the following example the 
method of Rosel, as proposed in [67] for Coulomb excitation calculations, and the 
method of Gailitis [69] are applied to the asymptotic couplings present in the three- 
body system.
B . l  T he m ethod of Rosel
The radial Schrodinger equation is shown in (B.l) where x =  kr and the factor 2m /h  
has been absorbed into the asymptotic potential strengths wf^ and to^,
d2 , +  i t . vp k3wflipm(x)
dx>+ 1 -  ~  *  ~  S  +  £ .................... • (R1)i l d j  J j  J  m  J j  m. d j
To perform the matching a complete set of coupled outgoing wave solutions can then 
be defined
ip fa) =  a fa )  exp[z(a; -  nlj/2) ] , (B.2)
where the subscript labels the channel in which the outgoing waves appear as x —» oo
and the superscript labels the channel in which there was an incoming wave. The
asymptotic behaviour of a^x) is such that a*, (x) —> 5jt so that
Yjix) — ♦ Sjt exp[z(rr -  7clj/2)], (B.3)
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as the equations (B.l) decouple as a: re oo. The functions a^x) satisfy the coupled 
equations
d 2 n . d  l j ( l j  +  l ) \  \ _  Y '  ^ W\ma m ( X ) . Y  ^  w j m a m (x ) / p  p
d ^ + 2 l d 0 ~ w N ~  r j { x ) ~Ys* + +  ?  (B4)771
and are chosen to have the form
oo A (n)
“K*) =  B  ~ £ r  ■ (B -5)n=0 X
When substituted into equation (B.4), the recurrence relation
,(„+4) =  [(» +  3)(n +  4) -  W  +  1)] A$ f j  - Em -  Em g
** 2i(n +  4)
(B.6)
is obtained. The asymptotic behaviour of equation (B.3) is ensured if =  5jt. The 
values , A f) and A f) are obtained by equating the coefficients of like powers of x 
in equation (B.4), giving
,(2) _  [2 -< if t  +  l)]i4g>-S m fa | 3 .^ S
3< 4i
A3)[6 - IJlj + 1)]A<? - Em
Ajt-  6i ■ (B.t)
The recurrence relation for the coupled incoming solutions is the complex conjugate 
of equations (B.6) and (B.7).
As the matching procedure also uses the derivative of the solutions, the derivative 
of equation (B.2) is required and if written in the form of equation (B.8), then the 
summation of the series (B.9) must also be evaluated,
=  d](x) exp[X^ — n lj/2)], (B.8)
(J /J b
n—0
n aG)4(») = E  i - zSr • (B.9)x
B .2  T h e  m ethod of G ailitis
This is also a method to generate the solutions of equation (B.l), which are defined in 
the following manner
+  ! _  j  Rj{x) „  o , (B .ll)
and i?j (a;) =  dRj(x)/dx. The value of Lj is arbitrary, but may be set equal to lj for 
convenience.
As Rj(x) is the solution of the free equation, the second derivative of ipj(x) can be 
expressed in terms of Rj(x) and Rj(x). This can be substituted into equation (B.l) and 
the coefficients of both Rj{x) and Rj(x) equated to zero allowing recurrence relations 
for and Bj^  to be derived explicitly,
Here the function R (x )  is the solution of the free equation
(n-1)
(B.12)
Bjt =  “  [2Lj(L , +  l)(n -  l ) £ < r 2) -  (n(n -  1) +  1) -  h ih  +  l ) ) ^
+ e  + E (B.13)
In order to use the relations (B.12) and (B.13) the terms for n =  0,1,2,3 are 
obtained by equating the coefficients of like powers of x in the same manner as done 
previously, giving
Ay(o) _3t
(0) Jt i 0
=  o , 4 1} =(i) _  ~ (Lj(L3 +  1) -  lj{lj +  l))Aft
S (2)
E  TOfa»SUJ3 „(2) (2 +  Lj (Lj +  l ) - l j (lj + 1 ) ] ^
A } re'i A
/A3) — iAit ~  6
*3t Q
4 ’ jt 4
(6 +  LfiLj +  1) -  Ijfa  +  1 ))£$> -  E
m
i  [4 L f a  +  1)JB^ -  (6 +  L ^L j +  1) -  +  1))A<?] . (B.14)
The derivative of the wave function (B.10) is also required in the matching procedure
# jO )
dx
Rj(x)
oo (  o(n)
71=0 \ X
A(n)
n- jt>n+l +  Bj(x)
oo /  g(n) '
^  — - nN hEn=0 , (B.15)
where — Qt is the coefficient of R(x) in equation (B.ll).
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B . 3  P a d e  acceleration
For a function f(z)  that can be expressed as a power series, the direct use of such a 
series is governed by the radius of convergence, only being applicable for \z\ <  R. In 
practice only a finite number of the terms of a series are evaluated,
S„CaO =  2 > * r , (B.16)
r=0
so the function f(z)  is approximated by the sequence of partial sums S0(z), S ffz ),. . . ,  Sn(z).
Pade approximation provides a practical method of calculating f(z), for a large 
class of divergent series, in addition, the method frequently accelerates convergence 
when S(z) is convergent, and can also be applied to series with a convergence radius 
of zero.
The (N,M) Pade approximant is defined as a rational function
W 2) = ( F a^ s)  /  f e 6'2')  ’
however various algorithms exist such that f N)M is evaluated using the partial sums 
{5 n}, without explicitly calculating the coefficients {as} and {bt}, or using the formula 
(B.17).
When summed directly the series (B.5) and (B.10) have the usual properties of 
asymptotic expansions. The partial sums converge towards the correct result and then 
diverge. Thus Pade acceleration is needed to generate convergent results. An algorithm 
particularly suitable when dealing with matrices is the e-algorithm [70].
Given the sequence of partial sums, {5n}, a set of quantities e^  (k , n =  0 ,1 ,2 ,...)  
can be evaluated recursively by the relation
=  4 - Y  +  - g a r -  (») - (b -18)
ek -  ek
where =  0 and =  Sn .
To calculate ejf^  the terms e ^  =  So, e^ =  Si, .. =  Sk+n> are needed. This
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can be seen more readily when set out in a triangular format.
0 
0 
0 
0 
0 
0
With the calculation of the partial sum Sn =  the n terms . . . ,  are
added to the lower side of the triangle, using the relation (B.18). Only the lower side 
of the table needs to be stored to generate the next set of terms.
For n =  2N then, =  fN,N+n where fN,N+n is the Pade approximant formed from
the series (B.16) with the partial sums {5 n}. The even columns of (B.19) provide the 
Pade approximants, and thus the appropriate number of partial sums are calculated 
until convergence is attained in the quantity / n,n i.e. e2N.
When dealing with matrices of partial sums each of the ejX is also a matrix so 
the Pade acceleration can be applied to each element individually, or by generalizing 
(B.18) to matrix algebra. The computationally expensive ordinary matrix inversion 
can however be avoided by the use of the pseudo inverse. This is done by representing 
the matrix elements as an n-dimensional vector x =  (aq, £2, . . . ,  xn) with the pseudo 
inverse being defined as
x “1 =  (x.x*)~lx* , (B.20)
where x* represents the complex conjugate of x . This procedure has been shown to 
produce the same results as treating each matrix element individually.
M€q
r(1)eo
f(2)e0
- ( 3 )e0
e(4)eo
.(0)
f(1)el
f(2)el
e(3)el
e(0)e2
e(1)62
42)
,(°>
e3
e(1)e3
F(0)e4 (B.19)
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A p p e n d i x  C
B o r n  a p p r o x i m a t i o n s  f o r  t h e  
l o n g - r a n g e  i n v e r s e  c u b i c  p o t e n t i a l
C .l  S-wave scattering  (I = 0)
Information about the analytic structure of tan(^) can be obtained from the first Born 
approximation [14, 25],
tan(<yB =  [  dr V(r)ji(kr)2 , (C.l)
K JO
where j fk r )  is the /th Riccati-Bessel function, (these are the spherical Bessel functions 
multiplied by their arguments) and g =  2m/h2.
For a truly singular potential, proportional to r~3 down to the origin the inte­
gral (C.l) diverges for I =  0 when evaluated at the lower limit of r =  0. Thus the 
potential is regularized by treating it as a constant below a certain radius rx, i.e.
V(r) =  Vo/r3 for r <  n  and V(r) =  Vo/r3 for r >  rx. This allows the integral (C.l)
to be evaluated over the two ranges, so that tan(50)B is the sum of two components, 
tan(Jo)Bi due to the potential over the range [0,ri) and tan($0)B2 due to the potential 
over the range [ri, oo].
For I =  0, substituting jo(kr) =  sin(/cr) and making the change of variable x =  kr, 
allows tan(5o)B2 to be obtained from the result
r sin2(x) . 1 cos(2a;) sin(2ic) , N
I  f f r d x = - w + - f r - - t L+Cl{2x) ’ (a2 )
where Ci(2a;) is the cosine integral
Ci(z) =  7  +  In ^  f i t . (C.3)
Jo t
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/There is only a contribution from the evaluation of (C.2) at the lower limit kr\. Fur­
thermore the series expansion of (C.2), valid for small arguments is as follows,
- |  +  1  +  ln (2 a ;) -0  +  ^ - - | L  +  O(a;8) . (C.4)
2 v ' 6 90 1890 v v '
Thus if the terms x2 and higher powers are neglected in (C.4), then tan(Jo)s2 will be
given by,
tan(J0)B2 =  ([7 “  +  ln(2)]fc +  k ln(fcri)^ . (C.5)
This formula is similar to equation (3.1) obtained by the (more complicated) pertur­
bation method. Both have the form C\k +  c2/cln(/c), where the coefficients c2 are the 
same (e2 =  g) but C\ differs. In equation (3.1) c\ =  [3 7 - 3 / 2 -1- ln(2g)]g whereas in 
equation (C.5) ci =  [7 — 3/2 +  ln(2ri)]g (adopting the notation g =  2mV0/h2). The 
component due to the constant potential is obtained from the standard result
. 2/ \ j  x cos(:c) sin(®)sin (x) dx =  - ------- , (C.6)
where there is only a contribution from the upper limit Axi, so that tan(J0)Bi is given
“ »!«■*-- m  ( r e - ) -  (“ i
C .2  P-w ave scatterin g  (I = 1)
The same procedure is applied here as described for I =  0. The integral (C.l) is split 
over the same two ranges, and substitutions ji(kr) =  [sin(kr)/(kr) — cos(hr)], x =  kr 
are made. The component due to the interior part of the potential is obtained from 
the standard integral
) 2 —1 cos(2a;) sin(2o;) x
& r e + T + - r  +  2 ’ (°-8)
where the only contribution comes from the upper limit /crq, so that tan(Ji)Bi has the 
form
m V0 (  1 cos(2£ri) sin(2/cri) . \  ,_
* “ (*)» ! =  W  -  -  V ^  - j  ■ (C-9)
The component due to the potential in the region r >  77 is obtained from the result
/
/sin(x) A 2 1 —1 cos(2a;) sin(2a;) 1
( - Y - m  <a i 0 >
where the only contribution comes from the lower limit krn and thus tan(Ji)s2 has the 
form
mkV0 ( cos(2£ri) 1 sin(2fcri) 1 \
t a a f t ) *  =  - f i r  w  -  ^ 4  +  Y Y y -  (C }
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For small k the component due to the long-range part of the potential, tan(<X)B2, 
is more dominant than the interior contribution. The first term of the power series 
expansion of equation (C.10) is a constant which implies that, for small k , tan(Ji)B2 is 
proportional to k. However, the power series expansion for equation (C.8) starts with 
a term proportional to x5 so that for small k, tan(Ji)Bi is proportional to k3.
C .3 D-wave scattering  (Z — 2)
The integral (C.1) is again split over the two radial ranges, and the substitutions 
h (h r) — [{sm(kr)(3/(kr)3 — 1) — 3 cos(kr)/x)], and x =  kr are made. The interior 
component is obtained from the integral
2
J  (sin(a;)(T _  i) _  3coa(a:)j  dx =
3 f —1 cos(2:c) 2sin(2a;) cos(2a;) 1 sin(2a;) x\
+  — V 2 +  h 1  —  F "2 +  o . c -122 V x6 x3 xl x x 6 ° '
so that tan(<$2)Bi Las the form
, . _  3(2m /h2)VQ f  1 cos(2/cri) 2sin(2/cri)
tan 2 bi 2rfk2 \(&ri)3 ( h r f 3 (kri)2
, coa(2fen) +  l  +  sin(2fcn) _  ftrA ^  13^
(kri) (kri) 6 3
The component from the long-range portion of the potential is obtained from the 
integral,
f  (  • t w 8 3cos(rc)\2 1/  sm( * ) ( - - l ) -------—  - 3 dx =
3 0 —1 cos(2a;) sin(2a;) 1 1 sin(2z) 3cos(2a;)\
+  + ------ ------4 ? - ^ — 6 ? ----------- 4a? )  ’ ( )
which only provides a contribution from the lower limit kr i . The tangent of the phase 
shift for this part is thus
, . 3(2m /h2)V0k (  - 1  cos(2&ri) sin(2A:ri)
tan(i2)B2 -  2 V 2 0 + F +  2(fcn)6 +  (krt)5
1 sin(2/cri) 3 cos(2fcn) ^
“  “TTTTvi 777Z77 ■ (a 1 5 )4(Ari)4 6(A+i)2 6(kr{)3 4(kri)4 /
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T h e  R - m a t r i x  m e t h o d .
A p p e n d i x  D
The motivation for using the R-matrix method is to avoid the numerical instabilities 
that occur when using conventional methods to solve the set of N  coupled hyperradial 
Schrodinger equations,
d p 2
C(C + 1 )
+  V R y ,K y (p )  -  E  ) 1pK y ( p )  =  -  Y 'K v to -
Ky^Ky
(D.l)
The S-matrix is normally calculated by numerically integrating N  linearly indepen­
dent solutions from the origin to some large p value, where a linear combination of 
the solutions satisfies the appropriate boundary condition (4.14). However the large C 
values present in some channels mean that some solutions are integrated for a signif­
icant range through their classically excluded region. This leads to the loss of linear 
independence of the solutions. The R-matrix method is used as it is not prone to 
this instability. This consist of expanding the wave function in terms of a basis of 
energy eigenstates, fxy(p) (q =  1 . . .  Q), which are solutions of the diagonal terms of 
equation (D.l) at an energy a q,
( - K
' d 2 £ ( £  + 1 ) '
\  2 m d p 2 p 2
+  V R y ,K y {p )  “  I f k y ( p )  =  0  • (D*2)
All the eigenfunctions /jjj* have a fixed logarithmic derivative /?, at an outer radius pm 
which means that for each AT7  channel these functions form an orthogonal basis set 
over the interval [0, pm\ .
The wave function of the coupled problem can then be solved over the interior 
range [0, pm\ . With N channels and Q eigenstates per channel there are P  =  QN 
eigenenergies ep with corresponding multichannel eigenstates
^Kyip) — Y  ^ KyflCyiP) '
q= 1
(D.S)
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These <ft7(p) functions form another orthonormal basis over this interior region. For 
an arbitrary energy E  with incoming waves in channel K 07o the scattering states can 
be expanded in terms of the multichannel eigenstates,
^Kr-Rojoip) — 52 ApKolQ4)vK l(p) . (D.4)
p= i
The R-matrix is then defined for energy E  as
d
0ft7:#070 (p) =  Y  RKy.K'y'iE) 
K 'i
^K'y'-.I<oyQ(p) ~  PlpK'y'-.Koyo (p) (D.5)
and in the limit of p -re pm the R-matrix can be calculated directly from the eigenstates
r k  k . ,(E) =  E  £  (D 6)
n KTK T V ) 2m (r) ep - E  ( 1
The energy E  is a parameter that is independent of the multichannel wave functions. 
The expression (D .6 ) is only correct when the summation extends over all energies. 
To improve the accuracy of a practical calculation when a finite basis set is used, the 
Buttle correction [63] is used to alter the diagonal elements of the R-matrix. The 
Buttle correction consists of two components: is the one channel R-matrix for the
uncoupled problem, using the eigenstates /^ 7(p),
tdN  _  ft2 Y '  fK y (P m )  /£ . yi
R^ {E) ~  2 ^ ^ ^ E ~  (D‘?)
and R?K l is the exact one-channel R-matrix where Xi<y(p) is the solution of the diagonal 
equation (D .2)
^Ky{R) ~  XKyiPm)/ {XKy(Pm) ~  PXlCyiPm)) •
The Buttle-corrected R-matrix written in full is thus:
BtfrJtV =  R'<r-KN (S ) +  < W v  ( * * , ( « 0  “  * & ,( * « )  • (D.9)
To avoid the poles of equation (D .7 ) the energy Ei may be different to the energy E  at 
which the R-matrix is evaluated, as the Buttle correction varies smoothly with energy.
From the R-matrix it is possible to construct the S-matrix by matching onto the
appropriate incoming and outgoing, waves as shown in equation (D .10). With the
assumption that the coupling is negligible beyond the radius pmy the functions H *  are 
diagonal Coulomb functions,
S =  [H + -  R ( H  + -  /3H + )]~ 1[H "  -  R ( H  ~ -  /? H " ) ]  . (D .10)
The solutions of the hyperradial equation ( D . l)  in the asymptotic region, as discussed 
in appendix B, can also be used in the matching procedure to incorporate the long- 
range couplings.
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T h e  F e s h b a c h  r e d u c t i o n  m e t h o d .
A p p e n d i x  E
This procedure allows the N coupled equations of (4.11) to be reduced to a system of 
M  coupled equations with M <  N. The motivation for doing this is to reduce the size
of the numerical calculation while retaining the relevant physical features that arise 
when using a larger basis.
The N  coupled hyperradial equations can be expressed as
where T; and Li are the kinetic energy operator and the centrifugal barrier terms 
respectively.
The Feshbach reduction is achieved by retaining the kinetic energy operator in 
a subset of the channels i =  1, . ..M  and neglecting this term in the channels i =  
M  + 1,... IV .
This partitioning allows the coupled equations (E.l) to be expressed in matrix form
N
(r< +  l , -  E )Xi{p) +  £  v v (p )x i(p )  =  o (E.1)
j - 1
(E.2)
The blocks A, and D are defined as follows:
 ^ T\ 4- L\ -\~ V\ i
A =
VlM \
(E.3)
D = (E.4)
\ Vnm+i Ln +  Vnn
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with, the kinetic energy operator being omitted from block D. The blocks B  and C 
contain only the interaction potential:
(E.5)
7 ViM+l V lN  \ 7 V m + i i V m + i m  ’
B  =
\ Y m m + i Y m n  /
, c =
\ Y n  i Y n m  /
The solution vectors xa and xb contain the channel components:
X l )  ^ Xm+ i ^
xa — j , x6 = ■
\Xm j \ Xn J
(E.6)
From equation (E.2) an expression for xb can be obtained
x b =  - ( F > - E ) - 1c x'‘ . (E.7)
By substituting expression (E.7) back into equation (E.2), the equation involving only 
Xa is obtained,
(A - E -  B(D -  E ) -1 C)Xa =  0 . (E.8)
Equation (E.8) represents the reduction from N coupled equations to M coupled 
equations. The interaction matrix A is reduced to an M x M matrix modified by the 
addition of the Feshbach term — B(D — £ ,)_1C . Rather than recalculating this term 
for all energies E, a further approximation is made by using the fixed value E f known 
as the Feshbach energy.
127
B i b l i o g r a p h y
[1] G. Breit and E. Wigner, Phys. Rev. 40, 519 (1936).
[2] G. Breit, Phys. Rev. 58, 506 (1940).
[3] G. Breit, Phys. Rev. 58, 1068 (1940).
[4] H. Feshbach, D.C. Peaslee and V.F. Weisskopf, Phys. Rev. 71, 145 (1946).
[5] A.J.F. Siegert, Phys. Rev. 56, 750 (1939).
[6] E. Merzbacher, Quantum Mechanics (Wiley, New York, 1998).
[7] R.G. Newton, Scattering Theory o f Waves and Particles (McGraw-Hill, New 
York, 1966).
[8] G.A. Gamov, Z. Physik 51, 204 (1928).
[9] J.N. Bardsley, Int. J. Quantum Chem. 16, 343 (1978).
[10] I.J. Thompson and A.R. Barnett, Comp. Phys. Commun. 36, 365 (1985).
[11] S.A. Rakityansky and S.A. Sofianos, J. Phys. A 30, 3725 (1997).
[12] J.R. Taylor, Scattering Theory 1972 (New York: John Wiley & Sons, Inc.)
[13] A. Scrinzi and N. Elander, J. Chem. Phys. 98, 3866 (1983).
[14] F. Calogero, Variable Phase Approach to Potential Scattering. Academic Press
1967.
[15] I.J. Thompson, Chapter 3.1.2 in Scattering R. Pike and P. Sabatier (eds.) Aca­
demic Press 2002.
[16] L.M. Delves and J.N. Lyness, Math. Comp. 21, 543 (1967).
[17] B. Davis, J. Comput. Phys. 66, 36 (1986).
[18] M.P. Carpentier and A.F. Dos Santos, J. Comput. Phys. 45, 210 (1982).
[19] H.A. Bethe, Phys. Rev. 76, 38 (1949).
[20] J.M. Blatt and J.D. Jackson, Phys. Rev. 76, 18 (1949).
128
[21] W.M. Frank and D.J. Land, Rev. Mod. Phys. 43, 36 (1971).
[22] T. O’Malley, L. Spruch and L. Rosenberg, J. Math. Phys. 2, 491 (1961).
[23] T. O’Malley, L. Rosenberg and L. Spruch, Phys. Rev. 125, 1300 (1962).
[24] G.N. Stanciu, Nuovo Cimento 50A, 293 (1967).
[25] L. Schiff, Quantum Mechanics (McGraw-Hill New York, 1955) 2nd ed.
[26] J.O. Stott, I.J. Thompson, J.A. Tostevin, J. Phys. G. 25, 2189 (1999).
[27] T. Myo, K. Kato, S. Aoyama and K. Ikeda, Phys. Rev. C 63, 054313 (2001).
[28] S. Aoyama, S. Mukai, K. Kato and K. Ikeda, Prog. Theor. Phys. 93, 99 (1995); 
94, 343 (1995).
[29] N. Tanaka, Y. Suzuki and K. Varga, Phys. Rev. C 56, 562 (1997).
[30] D.R. Thompson, M. LeMere and Y.C. Tang, Nucl. Phys. A 2 8 6 , 53 (1977).
[31] Y. Suzuki, Nucl. Phys. A 5 2 8 , 395 (1991).
[32] B.V. Danilin, M.V. Zhukov, J.S. Vaagen and J.M. Bang, Phys. Lett. B 302, 129 
(1993).
[33] A. Csoto, nucl-th/9807016
[34] A. Csoto, Phys. Rev. C 49, 2244 (1994).
[35] A. Csoto, Phys.. Rev. C 49, 3035 (1994).
[36] A. Csoto, Phys. Rev. C 48, 165 (1993).
[37] A.C. Hayes and S.M. Sterbenz, Phys. Rev. C 52, 2807 (1995).
[38] A. Csoto, Phys. Rev. C 52, 2809 (1995).
[39] S.N. Ershov, B.V. Danilin, T. Rogde, J.S. Vaagen, F.A. Gareev and I.J. Thomp­
son, Phys. Rev. C 56, 1483 (1997).
[40] B.V. Danilin, T. Rogde, S.N. Ershov, H. Heiberg-Andersen J.S. Vaagen, I.J. 
Thompson and M.V. Zhukov, Phys. Rev. C 55, R577 (1997).
[41] J. Aguilar and J.M. Combes, Commun. Math. Phys. 22, 269 (1972).
[42] E. Balslev and J.M. Combes, Commun. Math. Phys. 22, 280 (1972).
[43] B. Simon, Commun. Math. Phys. 27, 1 (1972).
[44] B. Simon, Ann. Math. 97, 247 (1973).
[45] B. Simon, Phys. Lett. A 7 1 , 211 (1979).
129
[46] J.D. Morgan and B. Simon, J. Phys. B 1 4 , L167 (1981).
[47] C.H. Maier, L.S. Cederbaum and W. Domcke, J.Phys.B: At.Mol.Phys 13, L119 
(1980).
[48] A.U. Hazi and H.S. Taylor, Phys. Rev. A  1, 1109 (1970).
[49] M.V. Zhukov, B.V. Danilin, D.V. Fedorov, J.M. Bang, I.J. Thompson and 
J.S. Vaagen, Phys. Rep. 231, 151 (1993).
[50] I.J, Thompson, B.V. Danilin, V.D. Efros, J.S. Vaagen, J.M. Bang and 
M.V. Zhukov, Phys. Rev. C. 61, 024318 (2000).
[51] J.S. Al-Khalili and J.A. Tostevin, Phys. Rev. Lett. 76, 3903 (1996).
[52] T. Aumann et al. Phys. Rev. C. 59, 1252 (1999).
[53] A. Cobis, D.V. Fedorov and A. Jensen, Phys. Rev. Lett. 79, 2411 (1997).
[54] B.V. Danilin, I.J. Thompson, J.S. Vaagen and M.V. Zhukov, Nuel. Phys. A 6 3 2 , 
383 (1998),
[55] I.J. Thompson, Sturmian Bound-state and Scattering program STURMXX, un­
published.
[56] J. Raynal and J. Revai, Nuovo Cimento A  68, 612 (1970).
[57] V.I. Kukulin, V.M. Krasnopol’sky and J. Horacek, Theory of Resonances Princi­
ples and Applications (Kluwer Academic Publishers, Dordrecht, 1989).
[58] S.T. Ma, Phys. Rev. 69, 668 (1946).
[59] S.T. Ma, Phys. Rev. 71, 195 (1947).
[60] T. Wu and T. Ohmura, Quantum Theory of Scattering (Prentiee-Hall, London, 
1962), p. 94 ff.
[61] V.V. Pupyshev and S.A. Rakityansky, Z. Phys. A 3 4 8 , 227 (1994).
[62] A.M. Lane and R.G. Thomas, Rev. Mod. Phys. 30, 257 (1958).
[63] P.J.A Buttle, Phys. Rev. 160, 719 (1967).
[64] B.R. Junker, Adv. At. Mol. Phys. 18, 207 (1981).
[65] W.P. Reinhardt, Ann. Rev. Phys Chem. 33, 223 (1982).
[66] Y.K. Ho, Phys. Rep. 99, 1 (1983).
[67] F. Rosel, J.Phys. G. 3, 613 (1977).
[68] P.G. Burke, D.D. McVicar and K. Smith, Proc. Phys. Soc. 83, 397 (1964).
130
[69] M. Gailitis, J.Phys. B. 9, 843 (1976).
[70] P.R. Graves-Morris, Pade Approximants (The Institute of Physics, London, 1973).
[71] S. Sanyal, Few-Body Systems 4, 141 (1988).
[72] J.L. Ballot, M. Fabre de la Ripelle and J.S. Levinger, Phys. Rev. C 26, 2301 
(1982).
[73] T.K. Das, H.T. Coelho and M. Fabre de la Ripelle, Phys. Rev. C 26, 2281 (1982).
[74] I. Tanihata et al. Phys. Lett. 160B , 380 (1985).
[75] I. Tanihata et al. Phys. Lett. 206B , 592 (1988).
[76] T. Kobayashi et al. Phys. Rev. Lett. 60, 2599 (1988).
[77] R. Anne et al. Phys. Lett. B 250, 19 (1990).
[78] T. Kobayashi, Nucl. Phys A 538, 343c (1992).
[79] N.A. Orr et al. Phys. Rev. Lett. 69, 2050 (1992).
[80] G.P. Hansen and B. Jonson, Europhys. Lett. 60, 409 (1987).
[81] T. Kobayashi, Phys. Lett. B 232, 51 (1989).
[82] F. Ajzenberg-Selove, Nucl. Phys. A 490, 1 (1988).
[83] D. Gogny, P. Pires and R. de Tourreil, Phys. Lett. B 32, 591 (1970).
[84] Imante Raskinyte, Resonances in Few-body Systems, PhD Thesis, University of 
Bergen, Autumn 2002.
131
