Introduction
The drag of an infinitely long cylinder in external cross flow is a well-documented phenomenon. Drag coefficients for cylinders and an explanation of the fluid dynamics that shapes the functional dependence can be found in nearly any fluid dynamics textbook ͓1͔. The drag of a cylinder in channel flow, however, is undocumented. It is unclear how the effects of bounding channel walls and neighboring cylinders may affect the drag coefficient. Regardless, several industries, including electronics and gas turbines, use cylinders within internal flow channels to provide enhanced cooling to critical parts.
The work presented in this paper provides a methodology for making drag measurements on a single cylinder within an evenly spaced row of cylinders in internal cross flow. Specifically, the cylinders had a height-to-diameter ratio ͑H / d͒ equal to 1 and spanwise-to-diameter ratios ͑S / d͒ that ranged from 2 to 12. The cylinders were bounded in a rectangular channel with a width-toheight ratio ͑W / H͒ of 64:1. This large channel aspect ratio ensured that the flow approaching the bounded cylinders was two dimensional. Direct, two-component force measurements were achieved with a cantilever beam force sensor that uses highly sensitive piezoresistive strain gauges, relating the strain at the base of the beam to the drag force. With proper characterization, forces as small as one-tenth of the weight of a paper clip were successfully measured.
Aerodynamic force measurements on cylinders in channel flow require a more sophisticated measurement technique than those employed for external force measurement. The force measurement must be made on an object that is normally rigidly connected to at least one channel wall. To directly measure the force on the object of interest, it must be detached from the surrounding wall while maintaining the fluid dynamic interaction representative when no measurement is being made. The detachment, or decoupling, of the object from the channel walls must be achieved in such a manner as to not attenuate or augment the force apparent to the cylinder. These considerations lead to tight alignment clearances for the force sensor that are difficult to achieve in practice. Additional difficulties arise due to the small size of the drag forces being measured, which could be on the order of a millinewton.
Review of Relevant Literature
This review will provide discussions on current experimental drag results available for cylinders bounded within a channel. While no direct drag force data are available for arrays of pin fins in literature, there were detailed results regarding row-by-row pressure distributions related to pressure drag around an individual cylinder within an array.
Ames et al. ͓2͔ made detailed static pressure measurements about the midline of an individual cylinder in each of the first five rows within an eight row staggered array. The cylinder's heightto-diameter ratio was 2, and the array had an equal spanwise and streamwise pin spacing of 2.5. Integration of their published pressure coefficients yielded the pressure drag or form drag. Their data showed two separate trends with Reynolds number, indicating that the flow developed within the first few rows and became fully developed within the subsequent rows. For the low Reynolds number regime ͑Re d,m Ͻ 10 4 ͒, the pressure drag beyond the first row was similar. The first row exhibited a lower pressure drag. With increasing Reynolds number, the pressure drag coefficient in the first and second rows showed a slight increase compared with the pressure drag in the low Reynolds number regime. In the subsequent rows, however, the pressure drag coefficients showed a decrease with increasing Reynolds number relative to the low Reynolds number regime. Some caution should be taken in the observed trends predicted by the pressure drag coefficients since the values were obtained from pressure distribution measurements around the midline of the cylinder. It was expected that endwall effects due to secondary flows would create a nonuniform pressure distribution. However, Ames and Dvorak ͓3͔ reported within their measurement accuracy that the pressure distribution was essentially uniform along the span height of the channel for the cylinder.
As discussed above, a review of the literature did not yield any experimental work that measured aerodynamic forces on channel cylinders. However, a concept for measuring the cylinder force was found by studying experimental efforts to quantify skin friction. Skin friction measurements were reported to be made with good accuracy using a cantilever beam method. Schetz ͓4͔ suggested the use of a Kistler Morse DSC-6 force sensor as a cantilever beam style measuring device capable of two-axis resolution. De Turris et al. ͓5͔ used the DSC-6 to accurately measure twocomponent skin friction forces in a supersonic combustion flow. The forces of interest to De Turris et al. ͓5͔ ranged from 2.0 ϫ 10 −3 N to 1.0ϫ 10 −2 N. The method involved relating the measured strain at the base of the cantilever beam to the applied skin friction force on a movable element. A thin gap surrounded the force element to permit deflection of the measurement device. The clearance gap was filled with a Newtonian silicone oil to close the gap to the flow and minimize any effect on the fluid dynamics.
Although the measurement method was based off the work of De Turris et al. ͓5͔, the methodology required modification for application to channel cylinders. Because the cylinder extended across the entire height of the channel, it needed to be decoupled from both the channel floor and channel ceiling. Previous skin friction measurements only required that the force element be decoupled from the channel floor.
The results from a direct force measurement are unique in that they fill a void left by the existing cylindrical studies in a channel flow. This paper will present trends in cylinder drag as related to Reynolds number and spanwise pin spacing in a single row of cylinders.
Experimental Facility
To measure the aerodynamic forces on low aspect ratio cylinders placed in a wide channel, it required a specially constructed test facility to be placed in a recirculating flow loop. Figure 1 provides a schematic representation of the facility highlighting several major components. The flow followed a clockwise path as indicated by the arrows. The plenum in Fig. 1 , which had a flow area relative to the test section of 110:1, contained a two plate baffle used to evenly distribute the entering jet of air over the entire plenum cross-sectional area. The flow next entered a tube and fin heat exchanger, which was used to maintain a steady inlet air temperature at the test section entrance. Thermocouples located upstream of the test section inlet were used to monitor the inlet air temperature. Before entering the test section, the flow encountered rounded inlets constructed from large polyvinyl chloride pipes that were halved to provide a smooth contraction for the entering flow.
The test section, where all drag force measurements were made, was designed as a parallel plate channel. The channel was 1.33 m long with an open flow area of 61 cm wide by 0.96 cm high, giving a width-to-height ratio of 64:1. Figure 2 provides a schematic representation of the test section from both side and overhead views. The channel floor was constructed from a single polycarbonate plate while the ceiling was constructed of two separate polycarbonate plates to allow the installation of the force sensor. Pressure taps were placed in the ceiling to obtain static pressure measurements throughout the channel to quantify streamwise pressure drop and spanwise flow uniformity.
The force sensor, to be described later in the paper, assembled to the test section floor through an adjustable mount bolted to the bottom side of the plate. A polycarbonate cup, painted black to shield the sensor from light, encompassed the force sensor and the mount. Within the cup, the force sensor was submerged in a silicone oil bath that also filled the clearance gap between the force sensor cylinder and the through hole in the test section. Silicone oil was fed into the reservoir cup by emptying a plastic bottle connected by tubing to the reservoir cup. A thermocouple in the reservoir cup was used to monitor the temperature of the silicone Transactions of the ASME oil since the submerged sensor was temperature dependent. The silicone reservoir on the channel ceiling was achieved with a counterbore in the downstream polycarbonate ceiling plate. Gravity fed the silicone oil in the ceiling clearance gap. Downstream of the test section in Fig. 1 , the flow exited into an extension that transitioned from the rectangular test section to the circular pipe of the flow measurement section, increasing threefold in flow area within the transition. The circular pipe was fed into one of two interchangeable flow meters, either a venturi or orifice, depending on the volume flow rate. The flow measurement section was designed with 15 hydraulic diameters of pipe upstream of the flow measurement device and nine hydraulic diameters extending downstream to the entrance of the blower. To circulate the air through the test facility, an 11.2 kW, three-phase electric motor having a variable frequency drive was used to power the blower that provided the required pressure difference.
The air flowed from the blower outlet back to the plenum through the flow recirculation section consisting of a circular pipe and a butterfly valve. Also shown in Fig. 1 are two regulator valves, each available to be open to atmosphere, with one located slightly upstream of the blower and the other downstream of the blower. This arrangement of valves was used to adjust the operating pressure in the test section. By balancing the pressure with the surrounding atmospheric pressure, the silicone oil was maintained in the ceiling clearance gap.
Channel Benchmarking
Two requirements were imposed upon the flow in the test section before reaching the cylinder row. The velocity profile of the channel flow had to be hydrodynamically fully developed, and the flow needed to be uniform across the width of the channel. Spanwise static pressure uniformity ensured that the spanwise velocity was consistent across the width of the test section. Hydrodynamic development in the test section was evaluated by measuring pressure distributions along an empty channel ͑no cylinder elements͒ and comparing the friction factor over a range of flow conditions to known correlations. Kakac et al. ͓6͔ provided friction factor correlations for turbulent flow in a rectangular duct. Figure 3 shows the calculated friction factor from the measured static pressures for the test channel over a range of channel Reynolds numbers and compares these values to the correlations. Each correlation is based on different experimental data sets pertaining to different Reynolds number ranges, as indicated in Fig.  3 . Kakac et al. ͓6͔ stated that the correlation beginning at Re = 1.2ϫ 10 4 was preferable in the overlap region 1.2ϫ 10 4 Ͻ Re Ͻ 3.0ϫ 10 4 . The measured friction factors showed agreement with the published correlations to within 2.5%. Additionally, the upstream static pressure across the width of the test channel never varied by more than 2.5% from the average upstream static pressure when normalized by the dynamic pressure head. These conclusions verified that the flow was fully developed and that the desired channel flows were in place.
General Description and Operation of the DSC-6 Force Sensor
The direct force measurement technique made use of an elastic measuring device, which was a Kistler Morse DSC-6 sensor, whose output voltage was proportional to the applied force and was capable of two-axis force measurements. The DSC-6 force sensor had a full scale force limit of 2.45 N and made use of a cantilever beam, as shown in Fig. 4 . The sensor cantilever beam was constructed of hardened stainless steel. The sensor was threaded into the test cylinder using threads tapped in the end of the cantilever beam. A counterbore through-hole at the base of the sensor allowed the sensor to be rigidly secured to a stationary mount.
The DSC-6 force sensor detected an applied force by measuring the induced strain at the base of the 2.54 cm cantilever beam where two pairs of semiconductor strain gauges were located 90 deg apart from each other. Each strain gauge pair consisted of two gauges located 180 deg apart from each other. The strain gauge pairs, each pair corresponding to one axis of sensitivity, were encapsulated in silicone rubber for protection. The pair of gauges formed what is commonly known as a half bridge, type II Wheatstone bridge, as shown in Fig. 5 . In this configuration, bending in one direction placed one strain gauge in a pair in compression while the other gauge was symmetrically loaded in tension. These bending stresses resulted in an equal and opposite resistance provides the relationship that was published by Kistler Morse ͓7͔ to relate the DSC-6 force sensor output voltage to the applied force,
In Eq. ͑1͒, V e represents the excitation voltage applied to the Wheatstone bridge, while V represents the output voltage across the bridge for a given axis. The term ͑2.54− ͒ is identified as the effective cantilever beam length of the force sensor where the distance from the end of the sensor beam is defined to be positive toward and negative away from the base of the beam. The gravitational constant g converts the force from kilograms to newtons. A single constant of proportionality ␦ contains the influences of the strain gauge factor and the cantilever beam mechanical properties.
To obtain the constant of proportionality for each sensor axis, the force sensor had to be calibrated. Calibration of the sensor was performed by hanging ANSI/ASTM E617 class 6 masses from the sensor. At a 95% confidence interval, the uncertainty in a class 6 200 mg mass was 0.03% of the smallest measured drag force, contributing negligibly to the overall uncertainty of the force measurement. The masses hung from the sensor were selected and applied per the guidelines of ASTM E74 ͓8͔. During calibration, the measurement conditions were replicated as much as possible. This included submerging the sensor in silicone oil and applying the masses in ascending order. The sensor proportionality constant for a given axis was obtained by performing a linear regression of that axis' sensor output with respect to the applied masses when that axis was aligned with gravity. To sample ␦ x , masses were hung from the sensor with the x-axis aligned vertically with gravity. Conversely, ␦ y was obtained by aligning the sensor y-axis with gravity. For a given sensor, ␦ x and ␦ y were determined from the averages of ␦ x and ␦ y obtained from individual calibration tests.
Note that a minimum of three calibration tests were performed to obtain the proportionality constant for each axis. The deviation in the proportionality constant from an individual calibration test for a given sensor axis never varied by more than 1% from the average. A representative output from a calibration test for two sensor axes is shown in Fig. 6 . The small difference in the proportionality constant between sensor axes was due to the slightly different deflection behavior of the cantilever beam for a given direction.
The signal conditioning system used was a National Instruments SCXI 1520. This system was able to provide a Wheatstone bridge balance range of Ϯ4% of the excitation voltage. A bridge balance was required as the strain gauge resistors were only matched to within Ϯ5%. This means that the Wheatstone bridge could be unbalanced by up to Ϯ2.5% of the excitation voltage due to sensor gauge mismatch, which was well within the capabilities of the SCXI 1520. Attached to the front of the SCXI 1520 was an SCXI 1314 terminal block, which allowed for the connection of the DSC-6 force sensor. The SCXI 1520 signal conditioner and the SCXI 1314 terminal block were both housed in the SCXI 1000 chassis. The DSC-6 force sensor was connected to the SCXI signal conditioning equipment via an Alpha 6010C Sl005 cable. Each sensor axis required its own individual cable, meaning that there were two cables for each dual axis sensor. Within a single cable were three individually shielded, twisted pairs of 22 AWG wires. Electrostatic noise reduction was achieved by connecting the shielding from each wire to a ground located within the SCXI 1314 terminal block. Further noise reduction was achieved by attaching a drain wire to the aluminum mount that the force sensor was attached to and grounding that wire to the SCXI 1000 chassis.
Data were collected from the signal conditioners via the National Instruments PCI-6280M DAQ card, which provided 18 bit resolution for analog to digital conversion. The 6280M DAQ card was housed in a Dell 4550 dimension computer with a 2.4 GHz Pentium 4 processor and 1.5 Gbyte of random access memory ͑RAM͒. Control of the signal conditioners was achieved using virtual instrument modules, created and controlled by LABVIEW 7.1 software. Excitation voltage, bridge completion resistance, signal filtering, and data collection parameters were easily controlled by using the software. Using the software, the output voltage range of the DSC-6 was set to Ϯ0.1 V with 18 bit analog to digital conversion, and the resolution of the measured voltage was 7.6 ϫ 10 −7 V or 0.35% of the lowest measured drag force. All data were sampled at a rate of 1000 samples/s. The 1000 samples were then averaged to provide a single data point for 1 s. The standard deviation of the 1000 samples used to generate one data point was typically 2 ϫ 10 −10 V. Assuming a normal distribution at a 95% confidence interval, the uncertainty in a single data point was approximately 1.25ϫ 10 −11 V or 5.5ϫ 10 −6 % of the lowest measured drag force.
Sensor Operational Issues
Although Eq. ͑1͒ can be used to ideally describe the output of the DSC-6 force sensor, the voltage ratio ͑V / V e ͒ was found to be slightly influenced by cross axis effects. Cross axis effects were nullified by evaluating the output voltage of one axis relative to the output voltage from the perpendicular axis. The cross axis phenomenon was unexpected, as it theoretically should not exist and was not documented by the manufacturer. This effect was identified while studying the output voltage from both sensor axes during calibration testing where only one axis was loaded parallel with gravity, leaving the other axis perpendicular to gravity. The perpendicular axis theoretically should have had a zero voltage output, as there was no loading in that direction. Figure 7 plots the output voltage ratio of the perpendicular axis to the gravity aligned axis for both sensor axes for two different DSC-6 force sensors. The results in Fig. 7 show that a voltage was indeed produced in the perpendicular axis.
Two key observations can be made in Fig. 7 . First, the cross axis sensitivity was not consistent between force sensors or even between axes on the same force sensor. Second, the ratio of the output voltage in the perpendicular axis to the gravity aligned axis was very nearly constant for a given sensor axis. An inspection of Fig. 7 shows that this was true except below an applied force of approximately 5 ϫ 10 −3 N. This force corresponded to a voltage output on the order of 1 ϫ 10 −6 V ͑0.5% of the lowest measured drag force͒ in the perpendicular axis. This corresponded to the measurement resolution of the data acquisition system. A voltage output of 1 ϫ 10 −6 V was approximately two orders of magnitude smaller than any voltages measured by the DSC-6 force sensor Transactions of the ASME during testing, so the assumption that the output voltage ratio is constant was applicable. This suggested that the cross axis effects could be nulled by subtracting a fraction of the aligned axis' output. Equation ͑2͒ provides a linear correction of the cross axis effects in the force sensor x and y axes,
In Eq. ͑2͒, the corrected voltage ratio for a given axis is represented as V / V e and the raw voltage ratio as V o / V e . The cross axis correction coefficients and were experimentally determined from calibration testing. Equation ͑3͒ provides the definition of and ,
In Eq. ͑3͒, V Ix represents the voltage induced in the x-axis when a load is applied solely to the y-axis. Conversely, V Iy represents the voltage induced in the y-axis when a load is applied solely to the x-axis. It can be seen in Eq. ͑3͒ that the and coefficients represent the voltage induced in the unloaded respective sensor axis as a percentage of the voltage in the loaded perpendicular axis. The corrected voltage ratios provided by Eq. ͑2͒ are the values that should be substituted into Eq. ͑1͒ to calculate the applied force. While the cross axis correction coefficients are different between sensor axes, no sensor axis was found to require a voltage offset of more than 13% of the induced voltage in the perpendicular axis. The and parameters were obtained during the same calibration tests used to sample ␦ y and ␦ x , respectively. The cross axis correction coefficient for a given axis was calculated at each mass application according to Eq. ͑3͒ when the axis was aligned perpendicular to gravity. As was done for ␦ x , was sampled by hanging masses from the sensor with the x-axis aligned vertically with gravity. Conversely, was obtained by aligning the sensor y-axis with gravity. The values for and were determined from the averages of the median values of and obtained from individual calibration tests. For a single calibration test, the calculated value of the cross axis correction coefficient was generally skewed at the low end of the force range due to measurement resolution, as shown earlier in Fig. 7 . These outlying values may distort the mean, but the median remains unaffected. Thus, the median value of the cross axis correction coefficient was selected as the representative test value from the individual test. The median values from individual tests were then averaged to provide the cross axis correction coefficient for each axis. Similar to the proportional coefficient, the deviation in the cross axis correction coefficient obtained from an individual test for a given axis never varied by more than 1.0% from the average.
To obtain the ␦ x , ␦ y , , and parameters, six calibration tests were performed: three with the x-axis aligned with gravity and three with the y-axis aligned with gravity. To validate the ␦ x , ␦ y , , and parameters, an additional test was performed with the xand y-axis of the sensor oriented 45 deg from gravity. Figure 8 plots the output of the test for both the x-and y-axis of the sensor with and without the cross axis correction. From the figure, it can be seen that the cross axis corrections served to decrease the slope of the calibration curve for each sensor axis.
After determining the ␦ x , ␦ y , , and parameters, the relative error between the measured force and the actual force for a given axis on the sensor used to make all drag force measurements was never more than 2% for forces above the lowest measured cylinder drag force. This can be seen in plots of the relative error between the measured force and the calibration force for each sensor axis. Figure 9 plots the absolute relative error as a function of applied force for the force sensor x-axis. Similarly, Fig. 10 plots the absolute relative error for the y-axis calibration tests as a function of applied force. Also shown in Figs. 9 and 10 is the relative error from the 45 deg test without cross axis correction. These results demonstrate the level of accuracy that can be achieved by the DSC-6 force sensor with proper calibration and when the environmental factors are properly controlled.
Through testing, it was determined that the DSC-6 force sensor was sensitive to several environmental factors including temperature and light exposure. But with proper control of these factors, the force sensor can be expected to function as intended with an unloaded drift rate of less than 0.25% per minute of the smallest drag force measured on a single cylinder during testing when the sensor axis bridges are supplied with 2 V of excitation V e in Eq. ͑1͒. Although Eq. ͑1͒ shows that increasing the bridge excitation voltage increases the sensitivity of the sensor, increased excitation voltages resulted in increased power dissipation within the sensor strain gauge resistors. This power dissipation manifested itself as heat generation, leading to temperature increase. Figure 11 summarizes a series of calibration tests conducted with a one-axis version of the DSC-6 sensor at three different excitation voltages: 
Sensor Mounting Considerations
The ability to make accurate force measurements on a cylinder in a channel after successful calibration of a sensor hinged on the properties of the silicone oil and the alignment of the sensor cylinder within the channel clearance hole.
The fluid used in the clearance gaps between the channel and the cylinder could not exhibit any elastic or shear memory properties, as this would distort the force sensor output. Dow Corning 200 silicone oil ͓9͔ is a Newtonian fluid, so in the application of a constant force on the sensor cylinder, the silicone oil surrounding the cylinder in the clearance gaps provided no biased force on the cylinder. The performance of several different silicone oil viscosities ranging from 1000 cS to 100,000 cS were evaluated before selecting the 100,000 cS silicone oil. Since the fluid was Newtonian, the oil viscosity had no effect on the force measurement but a high viscosity oil was desirable to prevent fluid from being sheared out of the channel floor and ceiling clearance gaps. The airflow inherently shears some silicone oil from the clearance gaps but in the case of those silicone oils with viscosities below 100,000 cS, enough leakage was present to affect the flow field around the cylinder. This was evident in the sensor output, which would begin to decrease and oscillate as the silicone oil leaked from the clearance gaps. However, with the 100,000 cS oil, leakage was kept at a minimum, and the sensor output remained steady in internal cross flow. Additionally, the silicone oil also acted as a thermal sink for maintaining the sensor at a constant temperature. The temperature of the silicone oil was found to never vary by more than 0.05°C from the mean during an experiment, ensuring that the temperature dependence of the force sensor was negligible.
The diameter of the clearance hole for the cylinder to protrude through the floor and ceiling of the channel had to be large enough to allow free deflection of the sensor, yet small enough to prevent substantial amounts of silicone oil from flowing out of the clearance gaps. As shown in Fig. 12 , these criteria were satisfied for a channel floor and ceiling clearance hole diameter of approximately 1.029 cylinder diameter. This left a clearance gap size of approximately 0.014 cylinder diameter.
Ideally, the force sensor cylinder would be placed coaxially in the clearance hole and orthogonal to the flow direction. As mentioned previously, this was achieved using an adjustable mount Transactions of the ASME that was attached to the floor of the test section. The mount allowed for 2 deg of translation in the plane of the channel floor as well as 3 deg of rotation of the force sensor. Once properly mounted, the centering of the force sensor cylinder in the channel ceiling and floor clearance holes was checked by deflecting the force sensor in the two perpendicular axis directions and checking the sensor output. In this way, the location of the force sensor cylinder could be verified.
Force Testing Methodology
Special consideration had to be given to the conditioning of the sensor cylinder and the silicone oil before a force test could be conducted. Careful inspection of the sensor cylinder and the silicone oil before and after an attempted force test was required to ensure the validity of the measurements.
Before conducting a force test, an acceptable drift rate was realized by the sensor output, the blower, which was set to a desired rotational speed and was then turned on and the sensor output was recorded. Data were recorded for 15 min at a sample rate of 1000 samples/s. After the test, the condition of the sensor cylinder and the silicone oil was inspected. Specifically, the channel was examined for excess silicone oil leakage from either clearance gap. As mentioned previously, if enough silicone oil was sheared from the reservoirs during a flow test, it would form a small bulb shaped fillet behind the sensor cylinder, which could act to reduce drag. Although the occurrence of either of these phenomena was usually apparent in the sensor output, a visual check was warranted. Force tests that showed excessive silicone oil in the test channel were discarded. If all the prior conditions were satisfactory and the sensor output reached a steady value, then the data were reduced to provide a drag and lift coefficient.
The drag and lift force were calculated according to Eq. ͑1͒ after applying the cross axis corrections defined by Eq. ͑2͒. To obtain the drag and lift coefficients, the forces were normalized by the product of the dynamic pressure head based on the velocity through the open flow area and the projected frontal area of the sensor cylinder, as shown in the Nomenclature. The volumetric flow rate was calculated from the pressure drop measurements made across the flow measurement device during testing and was subsequently used to calculate the Reynolds number in conjunction with the average flow temperature and static pressure.
It is important to note that the data analysis was not conducted using the entire 15 min of data recorded during the force measurement test. Instead, a 60 s analysis window was chosen, and the data within that window were analyzed. The 60 s analysis window was chosen to begin as soon as the sensor output reached a steady state value after the initial transient. In general, the data analysis window was chosen from 360 s to 420 s after the start of the blower, as this was the time that most successful tests had reached a steady value. The standard deviation of the 60 data points used to calculate the average output voltage was typically 2 ϫ 10 −5 V. Assuming a normal distribution at a 95% confidence interval, the uncertainty in the 60 data point average was approximately 5 ϫ 10 −6 V or 2.4% of the lowest measured drag force. Figure 13 illustrates the shape of a typical output curve by plotting the cross axis corrected voltages from the DSC-6 sensor output, specifically a Re= 24,000 flow for a single row of cylinders with a spanwise pin spacing ͑S / d͒ equal to 2. Note that the output voltage corresponding to the lift in Fig. 13 is essentially 0 as was the case for all force tests due to symmetry.
Uncertainty Analyses
Uncertainty analyses were conducted on the drag coefficient ͑C D ͒ and Reynolds number ͑Re͒ according to the methodology of Moffat ͓10͔. The uncertainty analysis was conducted on representative tests at the lowest ͑ReϽ 10,000͒ and highest flow rates ͑ReϾ 30,000͒ for two different spanwise pin spacings, providing bounding uncertainty estimates. The Reynolds number uncertainty was approximately 5% and 1% for ReϽ 10,000 and ReϾ 30,000, respectively. For the case of the widest spaced row of cylinders with an S / d = 12, the uncertainties in the drag coefficient at the low and high Reynolds number were approximately 6.5% and 5%, respectively. For the tightest spaced row of cylinders with an S / d = 2, the uncertainties in the drag coefficient at the low and high Reynolds number were approximately 4% and 3.5%, respectively. Table 1 provides a summary of the contributing uncertainties from each parameter influencing the drag coefficient for the S / d = 2 case at Re= 7,500, which serves as a representative example. The largest contributing factor to uncertainty in both Reynolds number and drag coefficient was the uncertainty within the volume flow rate and the channel height.
The drag coefficient results were an accumulation of several repeated measurements of which the averages results were presented. For ReϽ 10,000, the scatter of the data was within Ϯ3% and Ϯ9% of the average for the S / d = 2 and 12 spaced rows, respectively. For ReϾ 30,000, the scatter of the data was within Ϯ2% and Ϯ1% of the average for the S / d = 2 and 12 spaced rows, respectively.
Drag Force Results
Drag force measurements were taken on a single cylinder within a row of equally spaced cylinders for three different spanwise pin spacings of S / d = 2, 4, and 12. These results are presented in Fig. 14 as drag coefficients versus Reynolds number.
The results in Fig. 14 show that the drag coefficient increases with decreasing spanwise pin spacing. This effect is attributed to the increased pressure drag resulting from the increase in blockage area associated with the tighter spaced rows. While the transition from S / d =12 to S / d = 4 is indicative of an increased blockage area effect, the shift from S / d =4 to S / d = 2 is much larger and suggests an additional augmentation of the flow field around the cylinders. This phenomenon is likely related to the influence of spanwise pin spacing on the flow separation point. The flow separates from the backside of the cylinder due to the adverse pressure gradient encountered by the cylinder boundary layer flow. At the tightest spanwise pin spacing, the velocity between cylinders is much higher than in the case of the wider spaced rows. The relative higher velocity of the flow around the cylinder gives a stronger adverse pressure gradient at close spanwise pin spacings relative to large spanwise pin spacings, causing the flow to detach at an earlier location on the cylinder and substantially increasing the drag coefficient.
It is important to point out that the drag coefficient from the S / d = 12 array reaches a constant value at approximately the same Reynolds number as the S / d = 4 array of Re= 15,000. This is in contrast to the S / d = 2 array where, over the Reynolds number range tested, the drag coefficient remains essentially constant.
Also shown in Fig. 14 is a comparison of the drag coefficients from an infinite cylinder in external cross flow ͓11͔. Note that the infinite cylinder results are plotted versus Reynolds number based on the cylinder diameter compared with the measured results, which are plotted versus Reynolds number based on the channel hydraulic diameter. The data presented in Fig. 14 suggest that viscous drag is much more important in channel flows with H / d = 1 than it is for infinite cylinders. One might expect viscous drag to be more important on a cylinder in channel flow, as a fully developed velocity profile represents the convergence of two boundary layers. However, it can be seen that as the spacing between cylinders becomes larger and the effect of neighboring cylinders diminishes, the drag coefficient results become closer in magnitude and shape to a single two-dimensional cylinder in cross flow.
Additional discrepancies between the drag on a cylinder in channel flow and the drag on an infinite cylinder in external flow can be explained by the presence of secondary flows. Due to the velocity gradients at the channel walls, a total pressure gradient is generated along the cylinder stagnation. The pressure gradient causes the approaching flow to turn and form a horseshoe vortex at the junction of the cylinder and endwall. The vortex is then stretched as it convects around the sides of the cylinder until it becomes oriented in the streamwise direction. These secondary flows are not present for an infinite cylinder in external cross flow. Figure 15 compares the drag results from a single cylinder in each of the three differently spaced rows with the pressure drag coefficients integrated from Ames et al. ͓2͔ static pressure measurements about the midline of a cylinder within the first row of a staggered array. To be consistent with the results from Ames et al. ͓2͔, the experimental drag measurements are plotted versus Reynolds number based on the maximum velocity between cylinders and the cylinder diameter. In addition, the drag coefficients are based on the maximum velocity between cylinders. Figure 15 shows that the experimental drag coefficients are significantly larger than the pressure drag that was calculated from the data presented by Ames et al. ͓2͔. However, as the spanwise spacing between cylinders approaches that used by Ames et al. ͓2͔, the drag coefficients approach the first row results in both magnitude and shape. Geometry differences between the tests exist but the most likely explanation for the difference between the drag coefficients is viscous drag and the presence of secondary flows. Pressure integration about the cylinder midline cannot account for the viscous drag imposed upon the cylinder nor the effect of secondary flows at the cylinder endwalls. The DSC-6, however, measures total drag over the entire cylinder.
Conclusions
This paper summarizes the development of a new force measurement methodology. The methodology is capable of measuring small magnitude, two-axis forces on cylinders in channel flow. The force measurement methodology hinged on the use of a force sensor, an elastic cantilever beam instrumented with semiconductor strain gauges, which was shown to be able to measure forces as low as 3.4ϫ 10 −2 N to within 2%. Additionally, the drag coefficient results were an accumulation of several repeated measurements of which the average result was presented. In almost all cases, the scatter of the drag coefficient was within Ϯ5% of the average. Given the successful calibration of the force sensor and the repeatability of the measurements, it is reasonable to assume that this methodology is capable of resolving two-axis forces on an individual cylinder in channel flow.
Drag coefficient results from a single cylinder within three differently spaced rows indicate that the drag increases with a reduction in spanwise pin spacing. It was shown that the bounded cylinder drag coefficient results were higher than that of an infinite cylinder in external cross flow. These higher drag coefficients are Transactions of the ASME due to the presence of secondary flows at the junction of the cylinder and endwall as well as increased viscous effects intrinsic to internal flows.
