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Abstract
In this paper, we investigate initial value problem for first order impulsive integro-
differential equation of mixed type in a Banach space. Without any compactness-type
assumption, we obtain a unique solution of the equation, an explicit iterative approximation
of the solution and an error estimate of the approximation sequence. Our result improves
and extends many recent results.
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1. Introduction
The theory of impulsive differential equations has been emerging as an
important area of investigation in recent years, because all the structure of its
emergence has deep physical background and realistic mathematical model. But
the corresponding theory for impulsive integro-differential equations in abstract
spaces is yet to be developed (see [2,4]).
We consider, in this paper, the initial value problem (IVP, in short) for first
order nonlinear impulsive integro-differential equation of mixed type in a real
Banach space (E,‖ · ‖):

x ′ = f (t, x, T x,Sx), t ∈ J, t = tk,
x|t=tk = Ik(x(tk)), k = 1,2, . . . , p,
x(0)= x0,
(1.1)
where f ∈ C[J × E × E × E,E], J = [0, a] (a > 0), Ik ∈ C[E,E] (k =
1,2, . . . , p), 0< t1 < t2 < · · ·< tk < · · ·< tp < a, x0 ∈E,
T x(t)=
t∫
0
k(t, s)x(s) ds, Sx(t)=
a∫
0
h(t, s)x(s) ds, t ∈ J, (1.2)
where k ∈ C[D,R+], h ∈ C[D0,R+], D = {(t, s) ∈ R2 | 0  s  t  a}, D0 =
{(t, s) ∈ R2 | 0  t, s  a}, R+ = [0,+∞), x|t=tk denotes the jump of x(t) at
t = tk , i.e., x|t=tk = x(t+k )− x(t−k ), where x(t+k ) and x(t−k ) represent the right
and left limits of x(t) at t = tk respectively.
IVP(1.1) has been investigated by many scholars. In the special case where f
is uniformly continuous, Guo and Liu [3] established existence theorems of
maximal and minimal solutions for IVP(1.1) with strong conditions. Guo and
Liu [7], Lu [8] obtained the same conclusion for IVP(1.1) applying the monotone
iterative technique when f does not contain integral operator S in (1.2). But
they didn’t obtain a unique solution for IVP(1.1). Recently, in the special case
where IVP(1.1) has no impulses, Liu [5] got a unique solution for IVP(1.1) by the
monotone iterative technique with coupled upper and lower quasi-solutions when
f = f (t, x, x, T x,Sx). A similar conclusion was obtained by Liu [6]. However,
one of the requite assumptions in [3,7,8] is that f satisfies some compactness-type
conditions, which as we know is difficult and inconvenient to verify in abstract
spaces. And the method of upper and lower solutions coupled with the monotone
iterative technique has been widely used in the treatment of IVP(1.1) in many
papers. On the other hand, it is difficult to find both upper and lower solutions,
but one can easily find either of them. The aim of this paper is to study existence
of a unique solution for IVP(1.1) under the hypothesis that IVP(1.1) does not
satisfy any compactness-type conditions and has only an upper (or a lower)
solution, we prove existence of a unique solution for IVP(1.1), the approximation
sequence of the solution which is explicitly expressed and an error estimate of
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the approximation sequence. Our results improve and generalize related results in
[3,5–8].
This paper is organized as follows: In Section 2 we will give several important
lemmas, and the main theorems are formulated and proved in Section 3. Finally,
in Section 4, an example is given to illustrate our main results.
2. Several lemmas
In the following, we introduce some notations. Let J0 = [0, t1], J1 = (t1, t2],
. . . , Jk = (tk, tk+1], . . . , Jp = (tp, a], J ′ = J\{t1, t2, . . . , tp}, δ = max{tk − tk−1 |
k = 1,2, . . . , p + 1} (t0 = 0, tp+1 = a), PC[J,E] = {x | x is a map from J
into E such that x(t) is continuous at t = tk , left continuous at t = tk , and
x(t+k ) exist, k = 1,2, . . . , p}. Evidently, PC[J,E] is a Banach space with norm
‖x‖PC = supt∈J ‖x(t)‖. A map x ∈ PC[J,E] ∩C1[J ′,E] is called a solution of
IVP(1.1) if it satisfies IVP(1.1) for all t ∈ J .
Let E be partially ordered by a cone P of E, i.e., x  y if and only if y−x ∈ P .
Obviously, PJ = {x ∈ PC[J,E] | x(t) ∈ P , t ∈ J } is a cone of PC[J,E]. The
cone P is said to be normal if there exists a positive constant N such that
θ  x  y implies ‖x‖  N‖y‖, where θ is the zero element of E, and N is
called the normal constant of P . We can see easily when P is normal, then so
is PJ . For further details on cone theory, see [1].
We list the following lemmas which will play important roles in the proof of
the theorems.
Lemma 2.1 [8]. Let m ∈ PC[J,E] ∩C1[J ′,E] such that

m′(t)−M(t)m(t)−N(t)(T m)(t), t ∈ J, t = tk,
m|t=tk −Lkm(tk), k = 1,2, . . . , p,
m(0) θ,
(2.1)
where M(t), N(t) are bounded integrable nonnegative functions, 0  Lk  1.
Then m(t) θ on J provided that one of the following four conditions hold:
(a) M∗ = 0, N∗k0aδ
∏p
k=1(1−Lk)
1+∑pj=1∏pk=j (1−Lk) ,
(b) M∗ > 0, N∗k0M−1∗
(
eM∗a − 1)δ 
∏p
k=1(1−Lk)
1+∑pj=1∏pk=j (1−Lk) ,
(c) M∗ > 0, (M∗ +N∗k0a)δ 
∏p
k=1(1−Lk)
1+∑pj=1∏pk=j (1−Lk) , and
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(d)
a∫
0
[
M(t)+N(t)
t∫
0
k(t, s) ds
]
dt 
∏p
k=1(1−Lk)
1+∑pj=1∏pk=j (1−Lk) ,
where M∗ = sup{M(t) | t ∈ J }, N∗ = sup{N(t) | t ∈ J }, k0 = max{k(t, s) |
(t, s) ∈D}, h0 =max{h(t, s) | (t, s) ∈D0}.
Let PC[J, (E → E)] = {K: J → (E → E) | K(t) is continuous at t = tk ,
left continuous at t = tk , and its right limit K(t+k ) exists, k = 1,2, . . . , p}.
PC[D,(E→E)] has the same implication, where (E→E) is the Banach space
of all bounded linear mapping from E into E.
The following lemma was essentially established by Qi [9]. In order that this
paper to be self-contained, we provide details here.
Lemma 2.2. Consider the following linear Volterra impulsive integral equation
in E
x(t)= h(t)+ λ
t∫
0
K(t, s)x(s) ds +
∑
0<tk<t
ak(t)x(tk), t ∈ J, (2.2)
where h ∈ PC[J,E], K ∈ PC[D,(E → E)], ak ∈ PC[J, (E → E)] (k = 1,2,
. . . , p). Then for any real λ, Eq. (2.2) has a unique solution x(t) in PC[J,E],
which is given by
x(t)= h(t)+
∞∑
n=1
λn
t∫
0
Kn(t, s)h(s) ds
+
∑
0<tk<t
( ∞∑
n=1
λn
t∫
tk
Kn(t, s)ak(s) ds
)
x(tk)
+
∑
0<tk<t
ak(t)x(tk), t ∈ J, (2.3)
where
x(t1)= h(t1)+
∞∑
n=1
λn
t1∫
0
Kn(t1, s)h(s) ds, (2.4)
x(tk+1)= h(tk+1)+
∞∑
n=1
λn
tk+1∫
0
Kn(tk+1, s)h(s) ds
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+
k∑
i=1
( ∞∑
n=1
λn
tk+1∫
ti
Kn(tk+1, s)ai(s) ds
)
x(ti)
+
k∑
i=1
ai(tk+1)x(ti), k = 1,2, . . . , p− 1, (2.5)
in which
K1(t, s)=K(t, s),
Kn(t, s)=
t∫
s
K1(t, r)Kn−1(r, s) dr, n= 2,3, . . . , (2.6)
Kn ∈ PC[D,(E → E)] (n = 1,2, . . .) and the series in (2.3)–(2.5) converge in
PC[J,E].
Proof. Assume that x ∈ PC[J,E] is a solution of Eq. (2.2). Then, we have
x(t)= h(t)+ λ
t∫
0
K(t, s)x(s) ds +
∑
0<tk<t
ak(t)x(tk)
= h(t)+ λ
t∫
0
K(t, s)
[
h(s)+ λ
s∫
0
K(s, s1)x(s1) ds1
+
∑
0<tk<s
ak(s)x(tk)
]
ds +
∑
0<tk<t
ak(t)x(tk)
= h(t)+ λ
t∫
0
K(t, s)h(s) ds + λ2
t∫
0
K(t, s) ds
s∫
0
K(s, s1)x(s1) ds1
+
∑
0<tk<t
(
λ
t∫
tk
K(t, s)ak(s) ds
)
x(tk)+
∑
0<tk<t
ak(t)x(tk).
Substituting x(s1) according to (2.2) into the above equality, we get
x(t)= h(t)+ λ
t∫
0
K(t, s)h(s) ds + λ2
t∫
0
K(t, s) ds
s∫
0
K(s, s1)h(s1) ds1
+ λ3
t∫
0
K(t, s) ds
s∫
0
K(s, s1) ds1
s1∫
0
K(s1, s2)x(s2) ds2
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+
∑
0<tk<t
(
λ
t∫
tk
K(t, s)ak(s) ds
+ λ2
t∫
tk
K(t, s) ds
s∫
tk
K(s, s1)ak(s1) ds1
)
x(tk)+
∑
0<tk<t
ak(t)x(tk),
and, in general, we obtain
x(t)= h(t)+
n∑
i=1
λi
t∫
0
K(t, s) ds
s∫
0
K(s, s1) ds1
· · ·
si−2∫
0
K(si−2, si−1)h(si−1) dsi−1
+ λn+1
t∫
0
K(t, s) ds
s∫
0
K(s, s1) ds1 · · ·
sn−1∫
0
K(sn−1, sn)x(sn) dsn
+
∑
0<tk<t
(
n∑
i=1
λi
t∫
tk
K(t, s) ds
s∫
tk
K(s, s1) ds1 · · ·
si−2∫
tk
K(si−2, si−1)
× ak(si−1) dsi−1
)
x(tk)+
∑
0<tk<t
ak(t)x(tk), n= 1,2, . . . . (2.7)
Let
Sn(t)= λn
t∫
0
K(t, s) ds
s∫
0
K(s, s1) ds1
· · ·
sn−2∫
0
K(sn−2, sn−1)h(sn−1) dsn−1, (2.8)
and for k = 1,2, . . . , p, let
S(k)n (t)= λn
t∫
tk
K(t, s) ds
s∫
tk
K(s, s1) ds1
· · ·
sn−2∫
tk
K(sn−2, sn−1)ak(sn−1) dsn−1. (2.9)
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In the following, we’ll show by induction that
Sn(t)= λn
t∫
0
Kn(t, s)h(s) ds, n= 1,2, . . . , (2.10)
S(k)n (t)= λn
t∫
tk
Kn(t, s)ak(s) ds, n= 1,2, . . . , k = 1,2, . . . , p. (2.11)
We only prove (2.10) because the proof of (2.11) is similar. When n= 1,
S1(t)= λ
t∫
0
K(t, s)h(s) ds = λ
t∫
0
K1(t, s)h(s) ds.
Assume that
Sn(t)= λn
t∫
0
Kn(t, s)h(s) ds.
Then, (2.6) and (2.8) imply
Sn+1(t)= λn+1
t∫
0
K(t, s) ds
s∫
0
K(s, s1) ds1 · · ·
sn−2∫
0
K(sn−2, sn−1) dsn−1
×
sn−1∫
0
K(sn−1, sn)h(sn) dsn
= λn+1
t∫
0
K(t, s) ds
s∫
0
Kn(s, s1)h(s1) ds1
= λn+1
t∫
0
K(t, s) ds1
t∫
s1
Kn(s, s1)h(s1) ds
= λn+1
t∫
0
( t∫
s1
K1(t, s)Kn(s, s1) ds
)
h(s1) ds1
= λn+1
t∫
0
Kn+1(t, s1)h(s1) ds1
= λn+1
t∫
0
Kn+1(t, s)h(s) ds.
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So, by induction, (2.10) holds for all positive integer n. Let M =
sup(t,s)∈D‖K(t, s)‖,N = supt∈J‖h(t)‖, N1 = supt∈J‖x(t)‖, ak = supt∈J‖ak(t)‖,
by (2.8), we have
∥∥Sn(t)∥∥ |λ|nNMn
t∫
0
ds
s∫
0
ds1 · · ·
sn−2∫
0
dsn−1
= |λ|nNMn (t − a)
n
n! 
N[|λ|M(b− a)]n
n! , t ∈ J. (2.12)
Since
∑∞
n=1
N[|λ|M(b−a)]n
n! converges, we know
∑∞
n=1 Sn(t) is uniformly con-
vergent on J . On the other hand, it is easy to see Kn ∈ PC[D,(E → E)], so
Sn(t) ∈ PC[J,E], and thus∑∞n=1 Sn(t) converges in PC[J,E]. In the same way,
from (2.9) we know ∑∞n=1 S(k)n (t) (k = 1,2, . . . , p) converge in PC[J,E]. Simi-
lar to the proof of (2.12), we get
Rn+1(t)= λn+1
t∫
0
K(t, s) ds
s∫
0
K(s, s1) ds1
· · ·
sn−1∫
0
K(sn−1, sn)x(sn) dsn
converges uniformly to θ in PC[J,E]. So, we know by (2.7) that (2.3) holds. Let
t = t1, t = tk+1 respectively in (2.3), we get (2.4) and (2.5).
Conversely, let x(t) be defined by (2.3), then
λ
t∫
0
K(t, s)x(s) ds
= λ
t∫
0
K(t, s)
[
h(s)+
∞∑
n=1
λn
s∫
0
Kn(s, s1)h(s1) ds1
+
∑
0<tk<t
( ∞∑
n=1
λn
s∫
tk
Kn(s, s1)ak(s1) ds1
)
x(tk)
+
∑
0<tk<t
ak(s)x(tk)
]
ds
= λ
t∫
0
K1(t, s)h(s) ds +
∞∑
n=1
λn+1
t∫
0
Kn+1(t, s)h(s) ds
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+
∑
0<tk<t
(
λn+1
t∫
tk+1
Kn+1(t, s)ak(s) ds
)
x(tk)
+
∑
0<tk<t
(
λ
t∫
tk
K1(t, s)ak(s) ds
)
x(tk)
=
∞∑
n=1
λn
t∫
0
Kn(t, s)h(s) ds +
∑
0<tk<t
( ∞∑
n=1
λn
t∫
tk
Kn(t, s)ak(s) ds
)
x(tk)
= x(t)− h(t)−
∑
0<tk<t
ak(t)x(tk).
So x(t) is a solution of Eq. (2.2). ✷
3. Main results
In this section, we give the main results of our paper.
Theorem 3.1. Let E be a real Banach space, P be a normal cone in E, and N be
the normal constant of P . Assume that the following conditions hold,
(H1) There exists u0 ∈ PC[J,E] ∩C1[J ′,E], such that

u′0  f (t, u0, T u0, Su0), t ∈ J, t = tk,
u0|t=tk  Ik(u0(tk)), k = 1,2, . . . , p,
u0(0) x0,
i.e., u0 is a lower solution of IVP(1.1).
(H2) There exist bounded integrable nonnegative functions M(t), N(t) which
satisfy one of the four conditions in Lemma 2.1, and constants α,β, γ  0, such
that
−M(t)(x − y)−N(t)(T x − Ty) f (t, x, T x,Sx)− f (t, y, T y,Sy)
 α(x − y)+ βT (x − y)+ γ S(x − y),
for x, y ∈ PC[J,E] and x  y  u0.
(H3) There exist constants 0  Lk < 1, Ck  0 (k = 1,2, . . . , p) satisfying∑p
k=1 N(Ck +Lk) < 1 such that
−Lk(x − y) Ik(x)− Ik(y) Ck(x − y),
for x, y ∈ PC[J,E] and x  y  u0.
Then IVP(1.1) has a unique solution x∗ ∈ PC[J,E]∩C1[J ′,E] with x∗  u0.
Moreover, for any y0 ∈ PC[J,E] with y0  u0, iterative sequence {yn(t)} defined
by
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yn(t)= Fn−1(t)+
∞∑
i=1
(−1)i
t∫
0
Ki(t, s)Fn−1(s) ds
+
∑
0<tk<t
( ∞∑
i=1
(−1)i+1
t∫
tk
LkKi(t, s) ds
)
yn(tk)
−
∑
0<tk<t
Lkyn(tk), t ∈ J, (3.1)
converge uniformly and monotonically to x∗(t) on t ∈ J , and for all s > 0,
∥∥yn − x∗∥∥PC =O
(
1
ns
)
, n→∞,
where
Fn−1(t)= x0 +
t∫
0
[
f
(
s, yn−1(s), (T yn−1)(s), (Syn−1)(s)
)+M(s)yn−1(s)
+N(s)(T yn−1)(s)
]
ds
+
∑
0<tk<t
[
Ik(yn−1)+Lk
(
yn−1(tk)
)]
, (3.2)
K1(t, s)=M(s)+
t∫
s
N(r)k(r, s) dr, (3.3)
Ki(t, s) (i = 2,3, . . .) are given by (2.6), and
yn(t1)= Fn−1(t1)+
∞∑
i=1
(−1)i
t1∫
0
Ki(t1, s)Fn−1(s) ds,
yn(tk+1)= Fn−1(tk+1)+
∞∑
i=1
(−1)i
tk+1∫
0
Ki(tk+1, s)Fn−1(s) ds
+
k∑
i=1
( ∞∑
j=1
(−1)j+1
tk+1∫
ti
LiKj (tk+1, s) ds
)
yn(ti )
−
k∑
i=1
Liyn(ti), k = 1,2, . . . , p− 1.
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Proof. Set Q = {x ∈ PC[J,E] ∩ C1[J ′,E] | x  u0}. For any η ∈Q, consider
the following linear IVP

x ′(t)=−M(t)x(t)−N(t)(T x)(t)+ σ(t), t ∈ J, t = tk,
x|t=tk = Ik(η(tk))−Lk(x(tk)− η(tk)), k = 1,2, . . . , p,
x(0)= x0,
(3.4)
with
σ(t)= f (t, η(t), (T η)(t), (Sη)(t))+M(t)η(t)+N(t)(T η)(t).
It is easy to see that x ∈ PC[J,E] ∩ C1[J ′,E] is a solution of IVP(3.4) iff
x ∈ PC[J,E] is a solution of the following impulsive integral equation
x(t)= x0 +
t∫
0
[
σ(s)−M(s)x(s)−N(s)(T x)(s)]ds
+
∑
0<tk<t
{
Ik
(
η(tk)
)−Lk[x(tk)− η(tk)]}, (3.5)
Eq. (3.5) is a linear Volterra integral equation in PC[J,E]. From Lemma 2.1,
Eq. (3.4) has a unique solution x(t) given by (2.3), where
h(t)= x0 +
t∫
0
σ(s) ds +
∑
0<tk<t
[
Ik
(
η(tk)
)+Lkη(tk)],
K(t, s)=M(s)+
t∫
s
N(r)k(r, s) dr,
ak(t)=−Lk, λ=−1.
Define x = Aη. Then A is an operator from Q into PC[J,E] ∩ C1[J ′,E]. It
is easy to verify that x ∈ PC[J,E] ∩ C1[J ′,E] is a solution of IVP(1.1) iff
x ∈ PC[J,E] is a fixed point of A.
As in [8], we can prove (a) u0  Au0 and (b) A is nondecreasing on Q. Let
un =Aun−1 (n= 1,2,3, . . .). From (3.5), we have
θ  u2(t)− u1(t)
=
t∫
0
[
f
(
s, u1(s), (T u1)(s), (Su1)(s)
)− f (s, u0(s), (T u0)(s), (Su0)(s))
−M(s)(u2(s)− u1(s))+M(s)(u1(s)− u0(s))
−N(s)T (u2(s)− u1(s))+N(s)(u1(s)− u0(s))]ds
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+
∑
0<tk<t
{
Ik
(
u1(tk)
)−Lk[u2(tk)− u1(tk)]
− Ik
(
u0(tk)
)+Lk[u1(tk)− u0(tk)]}

t∫
0
[(
α +M∗)(u1(s)− u0(s))+ (β +N∗)T (u1(s)− u0(s))
+ γ S(u1(s)− u0(s))]ds + ∑
0<tk<t
(Ck +Lk)
(
u1(tk)− u0(tk)
)

[
α+M∗ + (β +N∗)k0a + γ ah0]
t∫
0
(
u1(s)− u0(s)
)
ds
+
∑
0<tk<t
(Ck +Lk)
(
u1(tk)− u0(tk)
)
.
Since P is normal, we have∥∥u2(t)− u1(t)∥∥
N
{[
α+M∗ + (β +N∗)k0a + γ ah0]t + p∑
k=1
(Ck +Lk)
}
×‖u1 − u0‖PC. (3.6)
Let
τ =N[α +M∗ + (β +N∗)k0a + γ ah0],
b=
p∑
k=1
N(Ck +Lk).
From (3.6), it follows by induction that for any t ∈ J∥∥un+1(t)− un(t)∥∥

(
bn +C1nbn−1τ t +
C2nb
n−2τ 2
2! t
2 + · · · + τ
n
n! t
n
)
‖u1 − u0‖PC,
n= 1,2, . . . ,
and so,
‖un+1 − un‖PC

(
bn +C1nbn−1h+
C2nb
n−2h2
2! + · · · +
hn
n!
)
‖u1 − u0‖PC,
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where h= τa. It is easy to see that
lim
k→∞
[
bk−1k
(
k
k − 1
)k−1] 1k = b < 1,
hence, we can choose k > 2 such that[
bk−1k
(
k
k − 1
)k−1] 1
k ≡ r < 1.
For any n ∈ N , set n = km + j (0  j < k), where k is given as above. Then
whenever n is sufficiently large, it follows from the Stirling formula that
S1
.= bn +C1nbn−1h+
1
2!C
2
nb
n−2h2 + · · · + 1
m!C
m
n b
n−mhm
 bn−mCmn
(
1+ h+ 1
2!h
2 + · · · + 1
m!h
m
)
=O(1)bn−mCmn
= O(1)b
n−mnn
√
2πn(1+O(1/m))
mm
√
2πm
√
2π(n−m)(n−m)n−m
=O
(
km√
m
)(
bn
n−m
)n−m
=O
(
(bk−1k(k/(k − 1))k−1)m√
m
)
=O
(
rn√
n
)
.
Similarly,
S2
.= C
m+1
n b
n−m−1hm+1
(m+ 1)! + · · · +
hn
n! 
C
[ n2 ]
n (b
n−m−1hm+1 + · · · + hn)
(m+ 1)!
= O(2
n/
√
n )en+1(bn−m−1hm+1 + · · · + hn)√
2π(n+ 1) (m+ 1)m+1(1+O(1/(m+ 1)))
= o
(
1
(m+ 1)s
)
= o
(
1
ns
)
, n→∞,
where s > 0 can be any real constant. Consequently, we have
‖un+1 − un‖PC  (S1 + S2)‖u1 − u0‖PC
=O
(
rn√
n
)
+ o
(
1
ns
)
= o
(
1
ns
)
, n→∞,
which implies that for any fixed s > 0, there exists n0 > 0 such that
‖un+1 − un‖PC < 1
ns+1
, ∀n > n0.
Therefore, for any q > 0, n > n0, we have
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‖un+q − un‖PC
 ‖un+q − un+q−1‖PC + · · · + ‖un+1 − un‖PC <
∞∑
i=n
1
is+1
.
Since (see, e.g., [10])
∞∑
i=n
1
is+1
= 1
s(n− 1)s + o
(
1
(n− 1)s+1
)
, n→∞.
We obtain
‖un+q − un‖PC =O
(
1
ns
)
, n→∞. (3.7)
Hence {un} is a Cauchy sequence in PC[J,E] and there exists x∗ ∈Q such that
‖un − x∗‖PC → 0 as n→∞.
Since un  x∗, we get Aun Ax∗, i.e., un+1 Ax∗, x∗ Ax∗, then un+1 =
Aun  x∗ Ax∗. So, using a similar method as establish (3.6), we have∥∥Ax∗(t)− x∗(t)∥∥N∥∥Ax∗(t)−Aun(t)∥∥N(b+ τ t)∥∥un − x∗∥∥PC.
Therefore∥∥Ax∗ − x∗∥∥
PC
N(b+ τa)∥∥un − x∗∥∥PC → 0 as n→∞,
so, Ax∗ = x∗, x∗ is a solution of IVP(1.1) in Q.
For any y0 ∈ Q, set yn = Ayn−1 (n = 1,2, . . .). Using a similar method as
establish (3.7), we get for any s > 0
∥∥yn − x∗∥∥PC =O
(
1
ns
)
, n→∞,
which implies yn→ x∗, and from above, we can prove x∗ is a unique solution of
IVP(1.1). Thus the proof is completed. ✷
In the same way, we can get the following theorem.
Theorem 3.2. Let E be a real Banach space, P be a normal cone in E, and N be
the normal constant of P . Assume the following conditions hold,
(G1) There exists v0 ∈ PC[J,E] ∩C1[J ′,E], such that

v′0  f (t, v0, T v0, Sv0), t ∈ J, t = tk,
v0|t=tk  Ik(v0(tk)), k = 1,2, . . . , p,
v0(0) x0,
i.e., v0 is an upper solution of IVP(1.1).
(G2) There exist bounded integrable nonnegative functions M(t), N(t) which
satisfy one of the four conditions of Lemma 2.1, and constants α,β, γ  0, such
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that
−M(t)(x − y)−N(t)(T x − Ty) f (t, x, T x,Sx)− f (t, y, T y,Sy)
 α(x − y)+ βT (x − y)+ γ S(x − y),
for x, y ∈ PC[J,E] with v0  x  y.
(G3) There exist constants 0  Lk < 1, Ck  0 (k = 1,2, . . . , p) satisfying∑p
k=1 N(Ck +Lk) < 1 such that
−Lk(x − y) Ik(x)− Ik(y) Ck(x − y),
for x, y ∈ PC[J,E] with v0  x  y .
Then IVP(1.1) has a unique solution y∗ ∈ PC[J,E]∩C1[J ′,E] with y∗  v0.
Moreover, for any y0 ∈ PC[J,E] with y0  v0, the iterative sequence {yn}
defined by (3.1) converge uniformly and monotonically to x∗(t) on t ∈ J , and
for all s > 0, we have
∥∥yn − y∗∥∥PC =O
(
1
ns
)
, n→∞.
The proof of this theorem is almost same as of Theorem 3.1, so we omit it.
Remark 1. When studying IVP(1.1), one usually requires compactness-type
conditions, such as noncompact measure condition, weakly sequentially complete
Banach space and regular cone (see [3,7,8] and references therein). Observe that
in this paper we don’t use any compactness conditions, but we obtain the unique
solution of IVP(1.1). Our theorems generalize and improve the results in [3,7,8].
Remark 2. In the special case where IVP(1.1) has no impulses, Theorem 3
of [5] and Theorem 4 of [6] also get a unique solution by the method of upper
and lower solutions. Here we require IVP(1.1) has only a lower solution (or an
upper solution) and the upward dominated function in (H2) involves an integral
operator S in (1.2).
Remark 3. It is worthwhile to point out that iterative sequences {yn} in
Theorem 3.1 and 3.2 expressed explicitly, which is an advance compared with
above mentioned papers.
4. An example
Consider the IVP of infinite system for nonlinear impulsive integro-differential
equations:
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

x ′n = e
−6t
3n
[
(t − xn)3 + x4n
]− ∫ t0 e−(6t+s)xn(s) ds + t2 ∫ 10 xn(s) sin s ds,
0 t  1, t = 12 ,
xn|t= 12 =−
2
5xn
( 1
2
)
,
xn(0)= 0 (n= 1,2, . . .).
(4.1)
Evidently, xn(t)≡ 0 (n= 1,2, . . .) is not a solution of IVP(4.1).
Conclusion. IVP(4.1) has a unique solution which is continuously differentiable
on [0, 12 )∪ ( 12 ,1] and satisfies
0 xn(t)
{
t
n
, 0 t < 12 ,
t
n
− 15n, 12 < t  1, n= 1,2, . . . .
Proof. Let a = 1, E = c0 = {(x1, . . . , xn, . . .): xn → 0 as n→∞} with norm
‖x‖ = supn |xn| and P = {x = (x1, . . . , xn, . . .) ∈ c0: xn  0, n= 1,2, . . .}. Then
P and PJ are both normal cones. IVP(4.1) can be regarded as an IVP of the form
(1.1) in E. In this case, x0 = (0, . . . ,0, . . .) = θ , J = [0,1], k(t, s) = e−(6t+s),
h(t, s) = sin s, x = (x1, . . . , xn, . . .), y = (y1, . . . , yn, . . .), z = (z1, . . . , zn, . . .),
and f = (f1, . . . , fn, . . .), in which
fn(t, x, y, z)= e
−6t
3n
[
(t − xn)3 + x4n
]− yn + t2zn, n= 1,2, . . . , (4.2)
p = 1, t1 = 12 and
I1(x)=−25x, x ∈E.
Evidently, f ∈ C[J ×E ×E ×E,E] and I1 ∈C[E,E]. Let
u0(t)= (0, . . . ,0, . . .), 0 t  1,
v0(t)=
{(
t, . . . , t
n
, . . .
)
, 0 t  12 ,(
t − 15 , . . . , tn − 15n , . . .
)
, 12 < t  1.
It is easy to verify that u0 and v0 satisfy (H1) and (G1) respectively. Also it is clear
that f satisfies (H2) and (G2) respectively for M(t) = e−6t , N(t) = 1, L1 = 25 ,
k0 = 1, h0 = 1, δ = 12 , M∗ =N∗ = 1, α = 43 , β = 0, γ = 12 . Hence, our conclusion
follows from Theorem 3.1 and Theorem 3.2 immediately. ✷
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