This paper presents the application of echo state network (ESN), a class of recurrent neural network, for the design of flight controllers for a fixed-wing UAV. ESN can be trained by methods such as recursive least-squares in a one-shot fashion, without requiring back-propagation [13] .
The rest of the paper is organized as follows. Nonlinear flight dynamics and feedback linearlization is discussed in Section II. Section III talks about the neural networks, and how it is used for the nonlinear control. Application of ESN for the identification and control of a twin-engine UAV is presented in Section IV followed by conclusion and future work in the last section.
I. AIRCRAFT NONLINEAR EQUATIONS
The dynamics model for aircraft is derived using the nonlinear equations of motion that describe the input-output relationships for the aircraft. For the rigid body dynamics of the airplane, there are three force and three moment equations, which are given below in aircraft body-axes [14] , [15] . 
where c1 through c8 are the functions of moments of inertias [16] . In the above equations, u, v, and w are the translational velocities, p, q, and r are the angular rates, L, M, and N, and Fx, Fy, and Fz are the three moments and three forces, respectively, m is the aircraft mass, ϕ is the roll attitude angle, θ is the pitch attitude angle, and g is the acceleration due to gravity. These equations with some reformulation can be written as the functions of angle of attack (α), sideslip angle (β), translation velocities, angular rates, and control surface deflection angles: δa (aileron), δe (elevator), and δr (rudder). For example, the roll acceleration equation can be written as:
where M is the Mach number. The general nonlinear equation can be written in the following form:
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For the aircraft problem, x is the state vector and δ is the control vector. The required suitable input can be estimated by inverting the above using dynamic inversion technique as given below
where xd is the desired dynamics.
There are three several disadvantages of dynamic inversion [6] , [8] . Due to uncertainty in the aerodynamic model, there will be an error in the inversion process. The number of states and controls should be identical, otherwise dynamic inversion cannot be used, as the g matrix must be square so as to be invertible. Dynamic inversion cannot be applied to non-minimum phase system. Due to these limitations, a neural network approach can be used [17] as discussed below to realize this inversion, i.e., the network can be used to represent nonlinear transformation for feedback linearization, eliminating the need for dynamic inversion. The neural network uses the input/output pairs for the training. The data required for the training in this work is generated from a validated flight dynamics model for the airplane as discussed in Section IV.
II. NONLINEAR CONTROL USING NEURAL NETWORKS
An artificial neural network is a nonlinear and parallel computational model that contains interconnected neurons, which can perform computations significantly faster than that of linearly programmed computer. ANNs can approximate virtually any function with accuracy based on the size of the available sample data, without a priori assumptions of the specific functional form [18] , which is derived directly from the example data, i.e. through learning. There are many different classifications of neural networks. Each classification is geared toward solving certain problems such as prediction, pattern recognition, and adaptive control [19] . The most popular among these classifications is the feedforward network. This model encapsulates neurons within a series of layers. This includes input, hidden, and output layers. Both the input and output layers are linear, while the hidden layers are nonlinear. A model may have single to multiple hidden layers, depending on the design. The model is unidirectional with the input layer flowing through the output layer. The neurons in the hidden layers are activated using an activation function, usually a logistic sigmoid as shown in Figure 1 [20] . Its nonlinear behavior allows it to perform highorder approximations within a close delta to the desired result. The neurons in the output layer exhibit the overall response to the network by the activations, which occur in the hidden layer. The output signal generated from neuron activation is used in adjusting the connection weights between the neurons. This effectively builds a least cost path to the desired output in the model, in turn generating a properly fitted model [20] . However, as discussed above, this paper shows the application of recurrent neural networks for nonlinear flight control.
A. Recurrent Neural Network
Recurrent neural networks (RNN) differ from feedforward networks through the inclusion of a feedback loop. This gives the model an inherently directed cycle between the series of neurons. This brings the behavior of the system closer to that of the mammalian brain, as it relies heavily on feedback. The change offers nonlinear dynamic and temporal behavior through the addition of time delay units feeding into the input signals from the output neurons as shown in Figure 2 . The design allows for the improved training capability, as the multiplexed result of the output and input signals shift the internal neurons closer to the designed teacher signal. This also results in continuous excitation rather than discrete [13] .
The output signal is fed back into the network, exciting the neurons for the generation of the next state. There has been much interest in using RNNs for technical applications where it is necessary to map sequences of input and output pairs, with or without a teacher. Many research efforts are averse to using RNNs due to their complex behavior, difficult implementation, and high computational requirement. However, they tend to have large dynamical memory and highly adaptable computational capabilities. This tends to provide the researchers with a bit of a paradox for using them. One model of this class, echo state network, stands out to rid us of this problem [13] . Other networks such as Hopfield network, which uses stationary inputs and Hebbian learning for training are very complex as compared to the feedforward networks [21] .
Fig. 2. Recurrent neural network
In addition, RNN provides the ability to store the current knowledge using associative memories. In turn, this provides a means for backpropagation over time using the weights throughout all epochs. This provides a complete temporal pattern for deciding the connection weights.
The memory in the hidden layer may be modeled as a state space. The neurons make up the state, charged by the time delay propagation of the output neurons. Effects of the environment are applied to the model through the input sources (signals) as shown in Figure 3 . The activation function a(t) is computed using the weight matrix w, input signal p(t), and scaling coefficients I and i. The input signal, shifted by Training may be completed using supervised or reinforcement learning. In supervised learning, the teacher signal is fed into the input signal used in the activation of the hidden neurons. Reinforcement learning, on the other hand provides a fitness function instead of a teacher signal. 
B. Echo State Network
Echo State Network (ESN) provides a novel reservoir based approach combined with supervised learning [13] . Very practical and computationally inexpensive by design, ESNs provide a means to generate signals based on current knowledge throughout the model's history, and utilizes a leak rate for this current knowledge in the hidden layer. At the heart of its simplistic design is the sparse connectivity between its neurons. This allows for a leaner model and less complex computations in generating the output signal. These design choices provide an overall architecture that is simpler and easier to implement than the aforementioned models [22] .
As with the other recurrent models, the output neurons are driven back into the model. The ESN activates its neurons using a hyperbolic tangent function given below [20] 
where f consists of hyperbolic tangent function, W in is the weight of the network input u(n), W fb is output feedback matrix, x(n) is the reservoir state, and y(n) is the network output. The extended system state that is a concatenation of input and reservoir states is given by
The output of the network is then obtained as given in the following equation: =
where g is an output activation function and W out is the matrix of output weights, which is given by = * ′
where, =
and =
where d(n) is the desired outputs.
As the training data is fed into the ESN, the network activates and harvests the neuron states in its reservoir. The neurons are used to generate the output signal, which is then compared to the target. The target, as mentioned previously, is used to train the model's output signal. As discussed below, one instance of training comprised of driving the network with airplane roll acceleration and aileron. The network emits aileron as output.
C. Error Computation
To determine whether the output signal of the network is close enough to the target signal, a delta of the two signals needs to be calculated [13] . To achieve this, the root mean square formula as given below is used.
This acts as the global rate of error for the entire network, and allows the determination of whether the model is properly fitted and whether or not to continue the training.
III. IDENTIFICATION AND CONTROL OF TWIN-ENGINE AIRPLANE USING NEURAL NETWORKS

A. Twin-Engine Airplane
The airplane being used for this research is a twin-engine airplane, which is shown in Figure 5 . The gasoline powered high-wing airplane has wing span of 134 inches, and is 95 inches long. The empty weight of the airplane is 25 lbs. with 15 lbs. of payload capacity. The airplane is equipped with a Piccolo II autopilot that the Department of Aerospace Engineering at Cal Poly Pomona has been using for autonomous flights [23] . The airplane has been flight tested for data collection. The collected flight data was used for the development and validation of linearized and nonlinear flight dynamics model for the vehicle. The airplane will be equipped with the custom avionics system [24] for the implementation of the controllers being presented in this paper and controllers designed using other techniques. 
B. Aircraft Nonlinear Flight Dynamics Model
A nonlinear flight dynamics model for the twin-engine airplane was developed using Athena Vortex Lattice (AVL) software [25] as well as the System Identification Program for Aircraft (SIDPAC) software [26] . SIDPAC software uses regression and maximum likelihood methods for the determinations of model parameters [26] . The identified model was verified using flight data. The airplane was flown for doublet inputs in the aileron, elevator, and rudder. Figure  6 shows the comparison of the flight data with the simulation results for roll and yaw rates. It is seen that the model response matches well with the flight data. There are some discrepancies. Further refinement of the flight dynamics model is underway. The data required for the neural network training was generated using the FlightGear model of the airplane. Both offline and online training was performed. The simulated data instead of real flight data was used because of the fact that the network training requires a large set of data for effective and accurate training. The generated data is separated into two categories, training and validation. The training data was used to generate the input signal, while the validation data was used to generate the teacher signal. These signals include but not limited to roll rate/acceleration, aileron deflection, sideslip angle, and yaw rate. Figure 8 and 9 show the simulated aileron and roll rate data used for the training. Fig. 8 . Simulated aileron deflection used for the training Fig. 9 . Simulated roll rate used for the training The prototype was modeled in the MATLAB version of ESN within the Simulink environment, while the experimental model was developed in C++. The C++ implementation supports Unix-based operating systems and Windows. It is currently being integrated into to the avionics system as an application running on a QNX Neutrino partition [24] . The matrix algebra is handled by the Eigen2.0 C++ library. The extensibility of this library allows for a well-defined hierarchy of the matrix-and vector-based behavior of signals and weight matrices in the network Both offline and online trainings were performed. The offline training realizes the inversion required for the feedback linearization [8] , [17] . The online training is then performed to reduce the modeling errors. Both training methods use WeinerHopf method for linear regression. This allows for the generation of the output weights, which is then used to generate the output signal. The output signal is fed back into the network as a means of learning. The feedback loop eliminates the requirement of backpropagation of weights, as the output signal is used in calculating the next current state.
C. Offline Training
Offline training utilizes the data generated from the FlightGear model of the aircraft. The Training continues until the output signal comes with an acceptable delta with the teacher, which is set to be 0.01%. At this point, it is properly fitted and ready for the online training. Figure 10 shows the implementation of the offline trained ESN model. 
D. Online Training
For the online training process, the data used was the realtime data from the FlightGear simulator while the airplane was flying in simulation. The data was transmitted to the ESN from the FlightGear simulator using the user datagram protocol (UDP). This was also useful in testing the controller performance in software-in-the-loop (SIL) simulation. Figure  11 shows the implementation of online ESN network. Fig. 11 . Implementation of online ESN model Figure 12 shows the response of online trained ESN compared to the simulated flight data for roll rate. It can be seen that there is an excellent correlation between the two. It can also be seen that the error decreases over time. for roll rate in deg/sec Figure 13 shows the response of offline and online trained ESN compared to the simulated flight data for aileron. It can be seen that there is excellent correlation between the simulated flight data and the online trained model response. With the online training, the error between the response of the offline trained model and the simulated data has largely disappeared. Figure 14 shows the implementation of the trained networks in a closed-loop. The figure also shows the proportional-integral-derivative (PID) controllers in the loop. The PID controller is used to shape the closed-loop response as well as to guarantee the stability. Figure 15 shows the closed-loop response of the airplane to a unit step command in bank angle with the offline only and both offline and online trained models in the loop. It is seen that the closed-loop response is superior with both the models in the loop compared to the response with only the offline network. 
E. Implementation of the Trained Networks in Closed-Loop
F. Lyapunov Stability
One way to determine that the controller designed above will guarantee the stability is to use Lapunov's stability theorem [8] .
It is a means to analyze asymptotic stability for nonlinear systems. Stability is determined by how close the equations are to the point of equilibrium. In order to apply the Lyapunov's theorem, the above equations will need to be reformulated. Lyuponov' Direct Method can be utilized in order to derive the candidate Lyuponov function, which is determined using the model's reference error. This is due to the fact that the error term is used to determine the fitness of the model during training. Once the candidate Lyapunov function is determined, that can be utilized to assess the selfstabilization of the controllers designed above. This is done through witnessing global asymptotic behavior during minima. This would in turn prove little to no bursting in the model response.
III.
CONCLUSION
The paper showed that a recurrent neural network can successfully be used for the identification and nonlinear control of flight vehicles. Echo state network was used for both offline and online training using the input/output pairs for the twin-engine UAV. The offline training realizes the inversion required for the feedback linearization. The data required for the offline training was generated using the FlightGear model of the aircraft that is based on a validated nonlinear dynamics model of the aircraft. The online training is then performed to reduce the inversion errors. Simulation results for roll rate and bank angle show that with the inclusion of online trained network, the performance of the controller significantly improves for both the open-loop and closed-loop responses. Because of the recurrent behavior, the ESN facilitates adaptability with more ease than a feedforward network, and provides shorter bursts while staying stable. It was also found that the error due to offline training was less compared to other networks.
Future work will involve including the controllers for pitch and yaw-axes and determining candidate Lyapunov function in order to prove that the controllers are globally asymptotically stable. Future work will also involve testing the ESN controllers in SIL and Hardware-in-the-Loop (HIL) simulations. If found satisfactory in these simulations, the controller will be tested in flight. The data required for the online training will be the actual flight data. Also, the controllers will include adaptive elements for increased robustness in the presence of modeling errors, disturbance, and noise.
