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Abstract
Off-policy policy estimators that use importance
sampling (IS) can suffer from high variance in
long-horizon domains, and there has been partic-
ular excitement over new IS methods that lever-
age the structure of Markov decision processes.
We analyze the variance of the most popular ap-
proaches through the viewpoint of conditional
Monte Carlo. Surprisingly, we find that in finite
horizon MDPs there is no strict variance reduction
of per-decision importance sampling or station-
ary importance sampling, comparing with vanilla
importance sampling. We then provide sufficient
conditions under which the per-decision or station-
ary estimators will provably reduce the variance
over importance sampling with finite horizons.
For the asymptotic (in terms of horizon T ) case,
we develop upper and lower bounds on the vari-
ance of those estimators which yields sufficient
conditions under which there exists an exponen-
tial v.s. polynomial gap between the variance of
importance sampling and that of the per-decision
or stationary estimators. These results help ad-
vance our understanding of if and when new types
of IS estimators will improve the accuracy of off-
policy estimation.
1. Introduction
Off-policy (Sutton & Barto, 2018) policy evaluation is the
problem of estimating the expected return of a given target
policy from the distribution of samples induced by a dif-
ferent policy. Due in part to the growing sources of data
about past sequences of decisions and their outcomes – from
marketing to energy management to healthcare – there is
1Department of Computer Science, Stanford University 2Mila
- University of Montreal. This work is finished when Pierre-Luc
Bacon was a post-doc at Stanford.. Correspondence to: Yao Liu
<yaoliu@stanford.edu>.
Proceedings of the 37 th International Conference on Machine
Learning, Vienna, Austria, PMLR 108, 2020. Copyright 2020 by
the author(s).
increasing interest in developing accurate and efficient algo-
rithms for off-policy policy evaluation.
For Markov Decision Processes, this problem was addressed
(Precup et al., 2000; Peshkin & Shelton, 2002) early on
by importance sampling (IS)(Rubinstein, 1981), a method
prone to large variance due to rare events (Glynn, 1994;
L’Ecuyer et al., 2009). The per-decision importance sam-
pling estimator of (Precup et al., 2000) tries to mitigate
this problem by leveraging the temporal structure – earlier
rewards cannot depend on later decisions – of the domain.
While neither importance sampling (IS) nor per-decision
IS (PDIS) assumes the underlying domain is Markov, more
recently, a new class of estimators (Hallak & Mannor, 2017;
Liu et al., 2018; Gelada & Bellemare, 2019) has been pro-
posed that leverages the Markovian structure. In particular,
these approaches propose performing importance sampling
over the stationary state-action distributions induced by the
corresponding Markov chain for a particular policy. By
avoiding the explicit accumulation of likelihood ratios along
the trajectories, it is hypothesized that such ratios of station-
ary distributions could substantially reduce the variance of
the resulting estimator, thereby overcoming the “curse of
horizon” (Liu et al., 2018) plaguing off-policy evaluation.
The recent flurry of empirical results shows significant per-
formance improvements over the alternative methods on a
variety of simulation domains. Yet so far there has not been
a formal analysis of the accuracy of IS, PDIS, and stationary
state–action IS which will strengthen our understanding of
their properties, benefits and limitations.
To formally understand the variance relationship between
those unbiased estimators, we link this to a more general
class of estimators: the extended (Bratley et al., 1987) form
of the conditional Monte Carlo estimators (Hammersley,
1956; Dubi & Horowitz, 1979; Granovsky, 1981), and thus
view those importance sampling estimators in a unified
framework and referred to as conditional importance sam-
pling, since they are computing weights as conditional ex-
pectation of likelihood ratio conditioning on different choice
of statistics. Though the intuition from prior work suggests
that stationary importance sampling should have the best
accuracy, followed by per-decision IS and then (worst) the
crude IS estimator. Surprisingly, we show that this is not
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always the case. In particular, we construct short-horizon
MDP examples in Figure 1 that demonstrate that the crude
IS can have a lower variance estimate than per-decision IS
or stationary IS, and also show results for the other cases.
We then describe how this observation is quite natural when
we note that all three estimators are instances of condi-
tional expectation. If X and Y are two well-defined ran-
dom variables on the same probability space such that
θ = E [Y ] = E [E[Y |X]], then the conditional Monte Carlo
estimator for θ is E [Y |x]. By the law of total variance, the
variance of the conditional Monte Carlo estimator cannot
be larger than that of the crude Monte Carlo estimator y.
However when X and Y are sequences of random vari-
ables, and we want to estimate E
[∑T
t=1 Yt
]
, the variance
of the so-called extended conditional Monte Carlo estimator∑T
t=1 E [Yt|xt] is not guaranteed to reduce variance due to
covariance between the summands.
Building on these insights, we then provide a general vari-
ance analysis for conditional importance sampling estima-
tors, as well as sufficient conditions for variance reduction in
Section 5. In Section 6 we provide upper and lower bounds
for the asymptotic variance of the crude, per-decision and
stationary estimators. These bounds show, under certain
conditions, that the per-decision and stationary importance
sampling estimators can reduce the asymptotic variance to
a polynomial function of the horizon compared to the expo-
nential dependence of the per-decision estimator. Our proofs
apply to general state spaces and use concentration inequali-
ties for martingales. Importantly, these bounds characterize
a set of common conditions under which the variance of
stationary importance sampling can be smaller than that
of per decision importance sampling, which in turn, can
have a smaller variance than the crude importance sampling
estimator. In doing so, our results provide concrete theoret-
ical foundations supporting recent empirical successes in
long-horizon domains.
2. Notation and Problem Setting
We consider Markov Decision Processes (MDPs) with dis-
counted or undiscounted rewards and under a fixed horizon
T . An MDP is defined by a tuple (S,A, P, p1, r, γ, T ),
where S ⊂ Rd is the state space and A is the action space,
which we assume are both bounded compact Hausdorf
spaces. We use the notation P (S|s, a) to denote the tran-
sition probability kernel where S ⊂ S, s ∈ S, a ∈ A and
rt(s, a) : S×A× [T ] 7→ [0, 1] for the reward function. The
symbol γ ∈ [0, 1] 1 refers to the discount factor. For sim-
plicity we write the probability density function associated
with P as p(s′|s, a). Furthermore, our definition contains a
1Our analysis works for both discounted and undiscounted
reward.
probability density function of the initial state s1 which we
denote by p1. We use pi(at|st) and µ(at|st) to denote the
conditional probability density/mass functions associated
with the policies pi and µ. We call µ the behavior policy
and pi the target policy. We assume pi(a|s)µ(a|s) <∞ throughout
this paper which is the necessary condition for the effective-
ness of all importance sampling bassed methods. We are
interested in estimating the value of pi, defined as:
vpi = Epi
[
T∑
t=1
γt−1rt
]
.
Furthermore, we use the notation τ1:T to denote a T -step
trajectory of the form: τ1:T = {(st, at, rt)}Tt=1. When
appropriate, we use the subscript pi or µ to specify if τ1:T
comes from the induced distribution of pi or µ. We use the
convention that the lack of subscript for E is equivalent to
writing Eµ, but otherwise write Epi explicitly. We denote
the 1-step likelihood ratio and the T -steps likelihood ratio
respectively as:
ρt =
pi(at|st)
µ(at|st) , ρ1:T =
T∏
t=1
ρt .
We define the T -step state distribution and stationary state
distribution under the behavior policy as:
dµt (s, a) = Pr(st = s, at = a|s1 ∼ p1, ai ∼ µ(ai|si))
dµγ,1:T (s, a) =
∑T
t=1 γ
tdµt (s, a)∑T
t=1 γ
t
, dµγ = lim
T→∞
dµγ,1:T
For simplicity of notation, we drop the γ in dµγ,1:T and
dµγ when γ = 1, and overload d
µ to denote the marginal
state distribution as well: ie. dµ(s) =
∫
a
dµ(s, a)da (and
similarly for dpi). We use c to denote the KL divergence of
µ and pi and where the expectation is taken under dµ over
the states: Edµ [DKL(µ||pi)]. We assume c > 0, otherwise
pi and µ are identical and our problem reduces to on-policy
policy evaluation.
In this paper, we define the estimator and discuss the vari-
ance over a single trajectory but of all our results carry to
N trajectories by multiplying by a factor 1/N . We define
the crude importance sampling (IS) estimator and the per-
decision importance sampling (PDIS) from (Precup et al.,
2000) as:
vˆIS = ρ1:t
T∑
t=1
γt−1rt, vˆPDIS =
T∑
t=1
γt−1rtρ1:t .
The stationary importance sampling (SIS) estimator is de-
fined as:
vˆSIS =
T∑
t=1
γt−1rt
dpit (st, at)
dµt (st, at)
.
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All three estimators are unbiased. Our definition of SIS is
based on the importance ratio of the time-dependent state
distributions (provided by an oracle) rather than the station-
ary distributions as in the prior work by (Liu et al., 2018;
Hallak & Mannor, 2017), but similar with (Xie et al., 2019).
This choice allows us to tackle both the finite horizon and in-
finite horizon more easily under the same general framework
by taking T →∞ when necessary. This is possible because
the ratio d
pi(st,at)
dµ(st,at)
has the same asymptotic behavior as that
of the stationary distribution ratio. Surprisingly, we show
that even under perfect knowledge of the stationary ratio, it
is generally non-trivial to guarantee a variance reduction for
vˆSIS.
The next standard assumptions helps us analyze our estima-
tors in the asymptotic regime by relying on a central limit
property for general Markov chains.
Assumption 1 (Harris ergodic). The Markov chain of
{st, at} under µ is Harris ergodic. That is: the chain is
aperiodic, ψ-irreducible, and positive Harris recurrent. See
(Meyn & Tweedie, 2012) for more
Assumption 2 (Drift property). There exist an everywhere-
finite function B : S ×A 7→ [1,∞), a constant λ ∈ (0, 1),
b <∞ and a petite K ⊂ S ×A such that:
Es′,a′|s,aB(s′, a′) ≤ λB(s, a) + b1((s, a) ∈ K) .
These are standard assumptions to describe the ergodic and
recurrent properties of general Markov chains. Assumption
1 is typically used to obtain the existence of a unique station-
ary distribution (Meyn & Tweedie, 2012) and assumption
2 is used to measure the concentration property (Meyn &
Tweedie, 2012; Jones et al., 2004).
3. Counterexamples
It is tempting to presume that the root cause of the vari-
ance issues in importance sampling pertains entirely to the
explicit multiplicative (Liu et al., 2018) accumulation of
importance weights over long trajectories. The reasoning
ensuing from this intuition is that the more terms one can
drop off this product, the better the resulting estimator would
be in terms of variance. In this section, we show that this
intuition is misleading as we can construct small MDPs in
which per-decision or stationary importance sampling does
not necessarily reduce the variance of the crude importance
sampling. We then explain this phenomenon in section 4
using the extended conditional Monte Carlo method and
point out that the lack of variance reduction is attributable to
the interaction of some covariance terms across time steps.
However, all is not lost and section 6 shows that asymptot-
ically (T → ∞) stationary importance sampling achieves
much lower variance than crude importance sampling or the
per-decision variant.
In all examples, we use a two-steps MDP with deterministic
transitions, undiscounted reward, and in which a uniform
behavior policy is always initialized from the state s1 (see
figure 1). We then show that the ordering of the estimators
based on their variance can vary by manipulating the target
policy and the reward function so as to induce a different
covariance structure between the reward and the likelihood
ratio. We can then compute the exact variance (table 1)
of each estimator manually (see appendix A). Example 1a
shows that the per-decision estimator can have a larger vari-
ance than the crude estimator when stationary estimator
improves on per-decision estimator. Example 1b shows an
instance where the stationary estimator does not improve
on the per-decision importance sampling, but per-decision
importance sampling has a smaller variance than crude im-
portance sampling. Finally, example 1c provides a negative
example where the ordering goes against our intuition and
shows that the stationary estimator is worse than the per-
decision estimator, which in turn has a larger variance than
the crude estimator. Note that the lack of variance reduction
for stationary IS occurs even with perfect knowledge of the
stationary ratio. We show in section 4 that the problem
comes from the covariance terms across time steps.
IS PDIS SIS
Example 1a 0.12 < 0.2448 > 0.2
Example 1b 0.5424 > 0.4528 < 0.52
Example 1c 0.2304 < 0.2688 < 0.32
Table 1. Analytical variance of different estimators. See figure 1
for the problem structure.
4. Conditional Importance Sampling
The unbiasedness of crude importance sampling (IS) esti-
mator follows from the fact that:
E
[
ρ1:t
T∑
t=1
γt−1rt
]
= Epi
[
T∑
t=1
γt−1rt
]
= vpi ,
Let GT be the total (discounted) return
∑T
t=1 γ
t−1rt and if
φT is some statistics such that ρ1:T is conditionally indepen-
dent with GT given φT , then by the law of total expectation:
E [ρ1:TGT ] = E [E [ρ1:TGT |φT , GT ]]
= E [GTE [ρ1:T |φT , GT ]]
= E [GTE [ρ1:T |φT ]] .
Furthermore, by the law of total variance we have:
Var (GTE [ρ1:T |φT ])
= Var (GT ρ1:T )− E [Var(GTφ1:T |φT , GT )]
= Var (GT ρ1:T )− E
[
G2TVar(ρ1:T |φT )
]
.
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s1 s2
(0.6, 1)
(0.4, 1)
(0.6, 0)
(0.4, 1)
(a) Var(vˆIS) < Var(vˆSIS) < Var(vˆPDIS)
s1 s2
(0.6, 0)
(0.4, 1)
(0.4, 0)
(0.6, 1)
(b) Var(vˆPDIS) < Var(vˆSIS) < Var(vˆIS)
s1 s2
(0.6, 0)
(0.4, 1)
(0.6, 0)
(0.4, 1)
(c) Var(vˆIS) < Var(vˆPDIS) < Var(vˆSIS)
Figure 1. Counterexamples. The labels for each edge are of the form (target policy probability, reward) where the first
component is the transition probability induced by the given target policy, and the second component is the reward function for this
transition. All examples assume deterministic transitions and the same initial state s1. The square symbol represents a terminating state.
Because the second term is always non-negative, it follows
that Var (GTE [ρ1:T |φT ]) ≤ Var (GT ρ1:T ). This condition-
ing idea is the basis for the conditional Monte Carlo (CMC)
as a variance reduction method.
If we now allow ourselves to conditions in a stage-dependent
manner rather than with a fixed statistics φT , we obtain
estimators belonging to the so-called extended conditional
Monte Carlo methods (Bratley et al., 1987). Assuming that
rt is conditionally independent with ρ1:T given φt, then by
the law of total expectation:
vpi = E [GT ρ1:T ] =
T∑
t=1
γt−1E [E [rtρ1:t|φt, rt]]
= E
[
T∑
t=1
γt−1rtE [ρ1:t|φt]
]
.
We refer to estimators in this form as “extended conditional
importance sampling estimators”: a family of estimators
encompassing both the per-decision importance sampling
(PDIS) estimator of (Precup et al., 2000) as well as the sta-
tionary variants (Hallak & Mannor, 2017; Liu et al., 2018;
Gelada & Bellemare, 2019). In this paper, we use “con-
ditional importance sampling”2 to refer to all variants of
importance sampling based on the conditional Monte Carlo
method, in its “extended” form or not. To obtain the per-
decision estimator in our framework, it suffices to define the
stage-dependent statistics φt to be the history τ1:t up to time
t:
vpi = E
[
T∑
t=1
γt−1rtE [ρ1:t|τ1:t]
]
= E
[
T∑
t=1
γt−1rtρ1:t
]
.
In this last expression, E[ρ1:T |τ1:t] = ρ1:t follows from the
fact that the likelihood ratio is a martingale (L’Ecuyer &
Tuffin, 2008). Similarly, the stationary importance sampling
(SIS) estimator can be derived by conditioning on the state
2(Bucklew, 2004; 2005) also uses this expression to describe
the “g-method” of (Srinivasan, 1998), which is CMC applied to
IS. Our work considers the extended form of the CMC method for
Markov chains: a more general setting with very different variance
properties.
and action at time t:
vpi = E
[
T∑
t=1
γt−1rtE [ρ1:t|st, at]
]
= E
[
T∑
t=1
γt−1rt
dpit (st, at)
dµt (st, at)
]
.
In this case, the connection between the expected impor-
tance sampling weights conditioned on (st, at) and the ratio
of stationary distributions warrants a lengthier justification
which we formalize in the following lemma (proved in ap-
pendix).
Lemma 1. E(ρ1:t|st, at) = d
pi(st,at)
dµ(st,at)
.
Assuming that an unbiased estimator of the conditional
weights E [ρ1:t|φt] is available, the conditional importance
sampling estimators are also unbiased. However, the law
of total variance no longer implies a variance reduction
because the variance is now over a sum of random variables
of the form:
Var
(
T∑
t=1
rtwt
)
=
T∑
t=1
Var(rtwt) +
∑
k 6=t
Cov(rkwk, rtwt) .
where wt = E
[
γt−1ρ1:t|φt
]
. In general, there is no reason
to believe that the sum of covariance terms interact in such
a way as to provide a variance reduction. If stage-dependent
conditioning of the importance weights need not reduce the
variance in general, all we are left with is to “optimistically”
(Bratley et al., 1987) suppose that the covariance structure
plays in our favor. Over the next sections, we develop suffi-
cient conditions for variance reduction in both the finite and
infinite horizon setting. More specifically, theorem 1 pro-
vides sufficient conditions for a variance reduction with the
per-decision estimator while theorem 2 applies to the station-
ary importance sampling estimator. In section 6, we develop
an asymptotic analysis of the variance when T →∞. We
show that under some mild assumptions, the variance of
the crude importance sampling estimator is always expo-
nentially large in the horizon T . Nevertheless, we show
that there are cases where the per-decision or stationary
estimators can help reduce the variance to O(T 2).
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5. Finite-Horizon Analysis
While the counterexamples of section 3 show that there
is no consistent order in general between the different IS
estimators and their variance, we are still interested in char-
acterizing when a variance reduction can occur. In this
section, we provide theorems to answer when Var(vˆPDIS) is
guaranteed to be smaller than Var(vˆIS) and when Var(vˆSIS)
is guaranteed to be smaller than Var(vˆPDIS). We start by
introducing a useful lemma to analyze the variance of the
sum of conditional expectations.
Lemma 2. Let Xt and Yt be two sequences of random
variables. Then
Var
(∑
t
Yt
)
− Var
(∑
t
E[Yt|Xt]
)
≥ 2
∑
t<k
E[YtYk]− 2
∑
t<k
E[E[Yt|Xt]E[Yk|Xk]] .
This lemma states that the variance reduction of the stage-
dependent conditional expectation depends on the difference
between the covariance of the random variables and that
of their conditional expectations. The variance reduction
analysis of PDIS and SIS in theorems 1 and 2 can be viewed
as a consequence of this result. We develop in those cases
some sufficient conditions to guarantee that the difference
between the covariance terms is positive.
Theorem 1 (Variance reduction of PDIS). If for any 1 ≤
t ≤ k ≤ T and initial state s, ρ0:k(τ) and rt(τ)ρ0:k(τ) are
positively correlated, Var(vˆPDIS) ≤ Var(vˆIS).
This theorem guarantees the variance reduction of PDIS
given a positive correlation between the likelihood ratio and
the importance-weighted reward. The random variables
ρ0:k(τ) and rt(τ)ρ0:k(τ) are positively correlated when
for a trajectory with large likelihood ratio, the importance-
weighted reward (which is an unbiased estimator of reward
under the target policy pi) is also large. Intuitively, a positive
correlation is to be expected if the target policy pi is more
likely to take a trajectory with a higher reward. We expect
that this property may hold in applications where the target
policy is near the optimal value for example.
Theorem 2 (Variance reduction of SIS). If for any fixed
0 ≤ t ≤ k < T ,
Cov (ρ1:trt, ρ0:krk) ≥ Cov
(
dpit (s, a)
dµt (s, a)
rt,
dpik (s, a)
dµk(s, a)
rk
)
then Var(vˆSIS) ≤ Var(vˆPDIS)
This theorem implies that the relative order of variance
between SIS and PDIS depends on the ordering of the co-
variance terms between time-steps. In the case when T is
very large, the covariance on the right is very close to zero,
and if the covariance on the left is positive (which is true for
many MDPs) the variance of SIS can be smaller than PDIS.
6. Asymptotic Analysis
We have seen in section 3 that a variance reduction cannot
be guaranteed in the general case and we then proceeded
to derive sufficient conditions. However, this section shows
that the intuition behind per-decision and stationary impor-
tance sampling does hold under some conditions and in the
limit of the horizon T →∞. Under the light of these new
results, we expect those estimators to compare favorably
to crude importance sampling for very long horizons: an
observation also implied by the sufficient conditions derived
in the last section.
In the following discussion, we consider the asymptotic rate
of the variance as a function when T →∞. We show that
under some mild assumptions, the variance of crude impor-
tance sampling is exponential with respect to T and bounded
from two sides. For the per-decision estimator, we provide
conditions when the variance is at least exponential or at
most polynomial with respect to T . Under some standard
assumptions, we also show that the variance of stationary
importance sampling can be polynomial with respect to T ,
indicating an exponential variance reduction. As a start-
ing point, we prove a result characterizing the asymptotic
distribution of the importance-weighted return.
Theorem 3. Under Assumption 1, if log(pi(a|s)µ(a|s) ) is a con-
tinuous function of (s, a) in the support of µ then for pi 6= µ,
limT (ρ1:T )
1/T
= e−c, limT |vˆIS|1/T < e−c a.s.
Corollary 1. Under the same condition as theorem 3,
ρ1:T →a.s. 0, ρ1:T
∑T
t=1 γ
t−1rt →a.s. 0
Although crude importance sampling is unbiased, this result
shows that it also converges to zero almost surely. Theo-
rem 3 further proves that it converges to an exponentially
small term exp(−cT ). This indicates that in most cases the
return is almost zero, leading to poor estimates of vpi, and
under some rare events the return can be very large and the
expectation is vpi > 0.
Equipped with these results, we can now show that the
variance of the crude importance sampling estimator is ex-
ponential with respect to T . To quantitatively describe the
variance, we need the following assumptions so that log ρt
is bounded:
Assumption 3. | log ρt| <∞
This assumption entails that ρt is both upper-bounded (a
common assumption) and lower-bounded. We only need the
assumption on the lower bound of ρt in the proof of a lower
bound part in theorem 4 and 5. For the lower bound part, it
essentially amounts to the event where all likelihood ratio
terms on a trajectory are greater than zero. Then by the law
of total variance, the original variance can only be larger
than the variance of all returns conditioned on this event.
Before we characterize the variance of the IS estimator, we
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first prove that the log-likelihood ratio is a martingale with
bounded differences.
Lemma 3. Under Assumption 1, 2 and 3, there exists a
function fˆ : S ×A 7→ R such that:
1. ∀(s, a), |fˆ(s, a)| < c1
√
B(s, a) for constant c1.
2. For any T > 0, log ρ1:T + Tc − fˆ(s1, a1) +
fˆ(sT+1, aT+1) is a mean-zero martingale with respect
to the sequence {st, at}Tt=1 with martingale differences
bounded by 2c1
√||B||∞.
We are now ready to give both upper and lower bounds on
the variance of the crude importance sampling estimator
using an exponential function of T from both sides.
Theorem 4 (Variance of IS estimator). Under Assumption
1, 2 and 3, there exist T0 > 0 such that for all T > T0,
Var(vˆIS) ≥ (v
pi)2
4
exp
(
Tc2
8c21‖B‖∞
)
− (vpi)2
where B is defined in Assumption 2, c1 is some con-
stant defined in lemma 3, c = Edµ [DKL(µ||pi)]. If
Ea∼µ
[
pi(a|s)2
µ(a|s)2
]
≤ M2ρ for any s, then Var (vˆIS) ≤
T 2M2T − (vpi)2.
The lower bound part shows that the variance is at least an
exponential function of the horizon T , and the rate depends
on the distance between the behavior and target policies, as
well as the recurrent property of the Markov chain associated
with the behavior policy. This result differs from that of (Xie
et al., 2019), which is based on the CLT for i.i.d sequences,
since our analysis considers more broadly a distribution of
samples from a Markov chain.
Proof Sketch. Let Y be the IS estimator and Z be indica-
tor function 1(Y > vpi/2). By the law of total variance,
Var(Y ) ≥ Var(E(Y |Z)). Since the expectation of E(Y |Z)
is a constant, we only need to show that the second moment
of E(Y |Z) is asymptotically exponential. To achieve this,
we observe that E[(E[Y |Z])2] ≥ Pr(Y > vpi/2)(E[Y |Y >
vpi/2])2. We can then establish that E[Y |Y > vpi/2] is
Ω(1/Pr(Y > vpi/2)) using the fact that the expectation
of Y is a constant. It follows that we can upper bound
Pr(Y > vpi/2) by an exponentially small term. This can
be done by a concentration inequality for martingales. The
upper bound part is proved by bounding the absolute range
of each variable. 
Now we prove upper and lower bounds for the variance of
the per-decision estimator as a function of γ, the expected
reward at time t, Epi[rt], and other properties of MDP. We
then give a sufficient condition for the variance of PDIS to
have an exponential lower bound, and when it is at most
polynomial.
Theorem 5 (Variance of the PDIS estimator). Under As-
sumption 1, 2 and 3, ∃T0 > 0 s.t. ∀T > T0,
Var(vˆPDIS) ≥
T∑
t=T0
γ2t−2(Epi(rt))2
4
exp
(
tc2
8c21‖B‖∞
)
−(vpi)2
where B c1 and c are same constants in theorem 4, and C
is some constant. For the upper bound:
1. If Ea∼µ
[
pi(a|s)2
µ(a|s)2
]
≤ M2ρ for any s, Var(vˆPDIS) ≤
T
∑T
t=1M
2t
ρ γ
2t−2 − (vpi)2.
2. Let Uρ = sups,a
pi(a|s)
µ(a|s) < ∞, Var(vˆPDIS) ≤
T
∑T
t=1 U
2t
ρ γ
2t−2Eµ[r2t ]− (vpi)2.
Proof Sketch. The proof of the lower bound part is similar to
the proof of the last theorem where we first lower bound the
square of the sum by a sum of squares. We then apply the
proof techniques of theorem 4 for the time-dependent terms.
The proof for the upper bound relies the Cauchy-Schwartz
inequality on the square of sum and then upper bound each
term directly. 
Using theorem 5, we can now give sufficient conditions for
the variance of the PDIS estimator to be at least exponential
or at most polynomial.
Corollary 2. With theorem 5 holds, Var(vˆPDIS) =
Ω(exp(T )) if the following conditions hold: 1) γ ≥
exp
(
−c2
16c21‖B‖∞
)
; 2) There exist a  > 0 such that
Epi(rt) = Ω
(
exp
(
−t
(
c2
16c21‖B‖∞
+ log γ − /2
)))
This corollary says that if γ is close enough to 1 and the
expected reward under the target policy is larger than an
exponentially decaying function, then the variance of vˆPDISis
still at least exponentially large. We note that the second
condition is satisfied if rt(s, a) is a function that does not
depends on t and Edpi (r(s, a)) > 0. This is due to the fact
that Epi(rt) → Edpi (r(s, a)) as t → ∞ and we obtain a
constant which is larger than any exponentially decaying
function.
Corollary 3. Let Uρ = sups,a
pi(a|s)
µ(a|s) . If Uργ ≤ 1 or
Uργ limT (Epi[rT ])1/T < 1, Var(vˆPDIS) = O(T 2).
This corollary says that when γ and the reward Epi(rt) de-
creases fast enough, the variance of PDIS is polynomial
in T , indicating an exponential improvement over crude
importance sampling for long horizons. We can now prove
an upper bound on the variance of stationary importance
sampling.
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Theorem 6 (Variance of the SIS estimator).
Var (vˆSIS) ≤ T
T∑
t=1
γt−1
(
E
[(
dpit (st, at)
dµt (st, at)
)2]
− 1
)
The proof uses Cauchy-Schwartz to bound each covariance
term. In this theorem, the left hand side, is very close
to O(T 2) but E
[(
dpit (st,at)
dµt (st,at)
)2]
still depends on t and is
not constant. Intuitively, the assumption that the ratio of
stationary distributions is bounded is enough for this to
hold since dµt and d
pi
t is close to d
µ and dpi for large t. We
formally show this idea in the next corollary. However, we
first need to introduce a continuity definition for function
sequences.
Definition 1 (asymptotically equi-continuous). A function
sequence ft : Rd 7→ R is asymptotically equi-continuous
if for ant  > 0 there exist n, δ > 0 such that for all t > n
and dist(x1, x2) ≤ δ, |ft(x1)− ft(x2)| ≤ 
Corollary 4. If dµt (st) and dpit (st) are asymptotically
equi-continuous, d
pi(s)
dµ(s) ≤ Us, and pi(a|s)µ(a|s) ≤ Uρ, then
Var (vˆSIS) = O(T 2)
This corollary implies that as long as the stationary ratio and
one step ratios are bounded, the variance of stationary IS is
O(T 2). This result is predicated on having access to an ora-
cle of dpit /d
µ
t because our results characterizes the variance
reduction due to conditioning irrespective of the choice of
estimators for dpit /d
µ
t . For general case of approximating
choice of the ratio dpit /d
µ
t by a function wt(st, at), we could
show an plug-in type estimator and a variance upper bound
based on the Theorem above.
Now we consider approximate SIS estimators, which ap-
proximate density ratio d
pi
t (st,at)
dµt (st,at)
by wt(st, at) and plug it
into the SIS estimator. More specifically,
vˆASIS =
T∑
t=1
γt−1wt(s, a)rt (1)
This approximate SIS estimator is often biased based on
the choice of wt(s, a), so we consider the upper bound of
their mean square error with respect to T and the error of
the ratio estimator. We can show the following bound under
the same condition as the oracle ratio case:
Corollary 5. Under the same condition of Corollary 4, vˆASIS
withwt such that whereEµ
(
wt(st, at)− d
pi
t (st,at)
dµt (st,at)
)2
≤ w
has a MSE of O(T 2(1 + w))
Different accuracy bound of wt result in estimators with dif-
ferent variance. Previous work (Xie et al., 2019) shows the
existence ofwt estimator with polynomial MSE. This bound
match the dependency on the horizon O(T 3) from (Xie
et al., 2019) for an O(T ) accurate wt, with our proof con-
siders general spaces with samples coming from a Markov
chain, and potentially works for more general choice of wt.
This result, along with the lower bound for variance of PDIS
and IS, suggests that for long-horizon problems SIS reduces
the variance significantly, from exp(T ) to O(T 2). Only
when corollary 3 holds, which requires a much stronger
assumption than this, PDIS yields O(T 2) variance.
There might also be question on if SIS estimators can poten-
tially achive a better error bound than O(T 2). We demon-
strate an example to show that for any T even with an oracle
of the ratio d
pi
t (st,at)
dµt (st,at)
or d
pi(s)
dµ(s) , there exist an MDP such that
Var(vˆSIS) is at least Θ(T 2).
Definition 2. Given any T > 3, define an MDP and off-
policy evaluation problem in the following way:
1. There are two actions a1 and a2 in initial state s0, lead-
ing to s1 and s2 separately. After s1, the agent will go
through s3, s5, . . . s2n−1 sequentially, no matter which
action was taken in s1, s3, s5, . . . s2T−1. Similarly, s2
leads to a chain of s4, s6, . . . s2T .
2. The reward for s0, a1 and any action on
s1, s3, s5, . . . s2n−1 is one, and zero otherwise.
3. Behavior policy is an uniformly random policy, gives
0.5 probability to go through each of the chains. Eval-
uation policy will always choose a1 which leads to the
chain of s1.
In this example, it is easy to verify that the distribution of
SIS given oracle d
pi
t (st,at)
dµt (st,at)
is a uniform distribution over
{0, 2T}, and the variance is T 2.
7. Related Work
This idea of substituting the importance ratios for their con-
ditional expectations can be found in the thesis of (Hester-
berg, 1988) under the name conditional weights and is pre-
sented as an instance of the conditional Monte Carlo method.
Here instead, we consider the class of importance sampling
estimators arising from the extended conditional Monte
Carlo method and under a more general conditional inde-
pendence assumption than that of (Hesterberg, 1988, p.48).
The “conditional” form of the per-decision and stationary
estimators are also discussed in appendix A of (Liu et al.,
2018) where the authors hypothesize a potential connection
to the more stringent concept of Rao-Blackwellization; our
work shows that PDIS and SIS belong to the extended con-
ditional Monte Carlo method and on which our conditional
importance sampling framework is built.
The extended conditional Monte Carlo method is often at-
tributed to (Bratley et al., 1987). (Glasserman, 1993) studies
the extended conditional Monte Carlo more generally under
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the name filtered Monte Carlo. The sufficient condition for
variance reduction in section 5 is closely related to theorem
3.8 of (Glasserman, 1993), theorem 12 of (Glynn & Iglehart,
1988), the main theorem of (Ross, 1988) on page 310 and
exercise 2.6.3 of (Bratley et al., 1987). Our results in sec-
tion 6 use elements of the proof techniques of (Glynn et al.,
1996; Glynn & Olvera-Cravioto, 2019) but in the context of
importance sampling for per-decision and stationary meth-
ods rather than for derivative estimation. The multiplicative
structure of the importance sampling ratio in our setting
renders impossible a direct application of those previous
results to our setting.
Prior work has shown worst-case exponential lower bounds
on the variance of IS and weighted IS (Jiang & Li, 2015;
Guo et al., 2017). On the upper bound side Metelli et al.
(2018, Lemma 1) provides similar upper bound as our The-
orem 4, but with one difference: our bound only use the
second moment of one step ratio while theirs is the ratio of
the whole trajectory. Additionally, we focus on the order
of variance terms and derive lower bound and upper bound
for the different estimators.. However, these results are
derived with respect to specific MDPs while our Theorem
4 provides general variance bounds. The recent work on
stationary importance sampling (Hallak & Mannor, 2017;
Gelada & Bellemare, 2019; Liu et al., 2018) has prompted
multiple further investigations. First, (Xie et al., 2019) intro-
duces the expression “marginalized” importance sampling
to refer to the specific use of a stationary importance sam-
pling estimator in conjunction with an estimate of an MDP
model. This idea is related to both model-based reinforce-
ment learning and the control variates method for variance
reduction (Bratley et al., 1987; L’Ecuyer, 1994); our work
takes a different angle based on the extended conditional
Monte Carlo. Our Corollary 4 about the variance of the
stationary estimator matches their O(T 2) dependency on
the horizon but our result holds for general spaces and does
not rely on having an estimate of the reward function.
Voloshin et al. (2019) also observed empirically that station-
ary importance sampling can yield a less accurate estimate
than the crude importance sampling estimator or PDIS. Our
analysis also considers how IS and PDIS might also vary in
their accuracy, but focuses more broadly on building a theo-
retical understanding of those estimators and provide new
variance bounds. Finally, parallel work by Kallus & Uehara
(2019b) studies and analyzes incorporating control variates
with stationary importance sampling by leveraging ideas
of “double” machine learning (Kallus & Uehara, 2019a;
Chernozhukov et al., 2016) from semi-parametric inference.
In contrast to that work, we provide a formal characteriza-
tion of the variance of important sampling without control
variates, and our results do not make the assumptions of a
consistent value function estimator which is necessary for
analysis by Kallus & Uehara (2019b).
8. Discussion
Our analysis sheds new light on the commonly held belief
that the stationary importance sampling estimators necessar-
ily improve on their per-decision counterparts. As we show
in section 3, in short-horizon settings, there exist MDPs in
which the stationary importance sampling estimator is prov-
ably worse than the per-decision one and both are worse than
the crude importance sampling estimator. Furthermore, this
increase in the variance occurs even if the stationary impor-
tance sampling ratio is given as oracle. To better understand
this phenomenon, we establish a new connection between
the per-decision and stationary estimators to the extended
conditional Monte Carlo method. From this perspective, the
potential lack of variance reduction is no longer surprising
once we extend previous theoretical results from the simu-
lation community to what we call “conditional importance
sampling”. This formalization help us derive sufficient con-
ditions for variance reduction in theorems 1 and 2 for the
per-decision and stationary settings respectively.
We then reconcile our theory with the known empirical
success of stationary importance sampling through the theo-
rems of section 6. We show that under some assumptions,
the intuition regarding PDIS and SIS does hold asymptot-
ically and their variance can be polynomial in the horizon
(corollary 3 and 4 respectively) rather than exponential for
the crude importance sampling estimator (theorem 4). Fur-
thermore, we show through corollary 2 and corollary 4 that
there exist conditions under which the variance of the sta-
tionary estimator is provably lower than the variance of the
per-decision estimator.
A natural next direction is exploring other statistics that
better leverage the specific structure of an MDP, such as
rewards, state abstractions, and find better conditional im-
portance sampling estimator. Concurrent work (Rowland
et al., 2020) shows an interesting application of the reward
conditioned estimator in online TD learning. However, in
the batch setting, we prove that a reward conditioned esti-
mator with a linear regression estimator yields an estimator
that is equivalent to the vanilla IS estimator (See Appendix
E). This interesting result highlights the subtle differences
between online and batch settings. Exploring other statistics
or lower bounds on this class of estimator is an interesting
future direction.
In summary, the proposed framework of conditional impor-
tance sampling estimator both helps us understand existing
estimators for batch off-policy policy evaluation and may
lead to interesting future work by conditioning on different
statistics.
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A. Details of Couterexamples
In this section we provide details of computing the variance in Figure 1. For each MDP, there are totally four possible
trajectories (product of two actions and two steps), and the probabilities of them under behavior policy are all 1/4. We list
the return of different estimators for those four trajectories, then compute the variance of the estimators.
Probabilities Example 1a Example 1b Example 1c
of path IS PDIS SIS IS PDIS SIS IS PDIS SIS
a1, a1 0.25 1.44 1.2 1.2 0 0 0 0 0 0
a1, a2 0.25 1.92 2.16 2.0 1.44 1.44 1.2 0.96 0.96 0.8
a2, a1 0.25 0.96 0.8 0.8 0.64 0.8 0.8 0.96 0.8 0.8
a2, a2 0.25 1.28 1.44 1.6 1.92 1.76 2.0 1.28 1.44 1.6
Expectation 1.4 1.4 1.4 1 1 1 0.8 0.8 0.8
Variance 0.12 0.2448 0.2 0.5424 0.4528 0.52 0.2304 0.2688 0.32
Table 2. Importance sampling returns and the variance. See figure 1 for the problem structure.
B. Proof of Lemma 1
Proof. In this proof, we use τ to denote the trajectory without reward: τ1:t = {sk, ak}tk=1. Since E(ρ1:t|st, at) =
E(ρ1:t−1|st, at)ρt, we only need to prove that E(ρ1:t−1|st, at) = d
pi(st)
dµ(st)
.
E(ρ1:t−1|st, at) =
∫ t−1∏
k=1
pi(sk, ak)
µ(sk, ak)
pµ(τ1:t−1|st, at)dτ1:t−1 (2)
=
∫
ppi(τ1:t−1)
pµ(τ1:t−1)
pµ(τ1:t−1|st, at)dτ1:t−1 (3)
=
∫
ppi(τ1:t−1)
pµ(τ1:t−1)
pµ(τ1:t−1)p(st|τ1:t−1)µ(at|st)
pµ(st, at)
dτ1:t−1 (4)
=
∫
ppi(τ1:t−1)
pµ(τ1:t−1)
pµ(τ1:t−1)p(st|st−1, at−1)µ(at|st)
dµt (st)µ(at|st)
dτ1:t−1 (5)
=
1
dµt (st)
∫
p(st|st−1, at−1)ppi(τ1:t−1)dτ1:t−1 (6)
=
1
dµt (st)
∫
p(st|τ1:t−1)ppi(τ1:t−1)dτ1:t−1 (7)
=
dpit (st)
dµt (st)
(8)
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C. Proofs for Finite Horizon Case
C.1. Proof of Lemma 2
Proof. Since E (
∑
t E(Yt|Xt)) = E (
∑
t Yt), we just need to compute the difference between the second moment of
∑
t Yt
and
∑
t E(Yt|Xt):
E
(∑
t
E(Yt|Xt)
)2
=E
(∑
t
(E(Yt|Xt))2 + 2
∑
t<k
E(Yt|Xt)E(Yk|Xk)
)
(9)
=
∑
t
E (E(Yt|Xt))2 + 2
∑
t<k
E(E(Yt|Xt)E(Yk|Xk)) (10)
≤
∑
t
E
(
E(Y 2t |Xt)
)
+ 2
∑
t<k
E(E(Yt|Xt)E(Yk|Xk)) (11)
=
∑
t
E(Y 2t ) + 2
∑
t<k
E(E(Yt|Xt)E(Yk|Xk)) (12)
E
(∑
t
Yt
)2
=E
(∑
t
Y 2t + 2
∑
t<k
YtYk
)
(13)
=
∑
t
E(Y 2t ) + 2
∑
t<k
E(YtYk) (14)
Thus we finished the proof by taking the difference between E (
∑
t Yt)
2 and E (
∑
t E(Yt|Xt))2.
C.2. Proof of Theorem 1
Proof. Let τ1:t be the first tsteps in a trajectory: (s1, a1, r1, . . . , st, at, rt), then ρ1:trt = E(ρ1:T rt|τ1:t). To prove the
inequality between the variance of importance sampling and per decision importance sampling, we apply Lemma 2 to the
variance, letting Yt = rtρ1:T and Xt = τ1:t. Then it is sufficient to show that for any 1 ≤ t < k ≤ T ,
E(rtrkρ1:T ρ1:T ) = E(YtYk) ≥ E(E(Yt|Xt)E(Yk|Xk)) = E(rtrkρ1:tρ1:k) (15)
To prove that, it is sufficient to show E(rtrkρ1:T ρ1:T |τ1:t) ≥ E(rtrkρ1:tρ1:k|τ1:t). Since
E (rtrkρ1:tρ1:k|τ1:t) = rtρ21:tE (rkρt+1:k|τ1:t) (16)
= rtρ
2
1:tE (rkρt+1:T |τ1:t) (17)
= rtρ
2
1:tE (rkρt+1:T |τ1:t)E (ρt+1:T |τ1:t) (18)
(19)
Given τ1:t, rk and ρt+1:T can be viewed as rk−t+1 and ρ1:T−t+1 on a new trajectory. Then according to the statement of
theorem, rk−t+1ρ1:T−t+1 and ρ1:T−t+1 are are positively correlated. Now we can upper bound E (rtrkρ1:tρ1:k|τ1:t) by:
rtρ
2
1:tE (rkρt+1:T |τ1:t)E (ρt+1:T |τ1:t) ≤ rtρ21:tE (rkρt+1:T ρt+1:T |τ1:t) (20)
= E (rkrtρ1:T ρ1:T |τ1:t) (21)
This implies E(rtrkρ1:T ρ1:T ) ≥ E(rtrkρ1:tρ1:k) by taking expectation over τ1:t, and finish the proof.
C.3. Proof of Theorem 2
Proof. Using lemma 2 by Yt = ρ1:trt and Xt = st, at, rt , we have that the variance of vˆSIS is smaller than the variance of
vˆPDIS if for any t < k:
E [ρ1:tρ0:krtrk] ≥E [E(ρ1:t|st, at)E(ρ0:k|sk, ak)rtrk] (22)
=E
[
dpit (s, a)
dµt (s, a)
dpik (s, a)
dµk(s, a)
rtrk
]
(23)
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The second line follows from Lemma 1 to simplify E(ρ0:t|st, at). To show that, we will transform the above equation into
a an expression about two covariances. To proceed we subtracting E(ρ1:trt)E(ρ1:krk) from both sides, and note that the
resulting left hand side is simply the covariance:
Cov [ρ1:trt, ρ0:krk] =E [ρ1:tρ1:krtrk]− E(ρ1:trt)E(ρ1:krk)
≥E
[
dpit (s, a)
dµt (s, a)
dpik (s, a)
dµk(s, a)
rtrk
]
− E(ρ1:trt)E(ρ1:krk) (24)
We now expand the second term in the right hand side
E(ρ1:trt)E(ρ1:krk) =E(rtE(ρ1:t|st, at))E(rkE(ρ1:k|sk, ak)) (25)
=E
[
dpit (s, a)
dµt (s, a)
rt
]
E
[
dpik (s, a)
dµk(s, a)
rk
]
(26)
This shows that both sides of 24 are covariances. The result then follows under the assumption of the proof.
D. Proofs for infinite horizon case
D.1. Proof of Theorem 3
Proof. We can write the log of likelihood ratio as sum of random variables on a Markov chain,
log ρ1:T =
T∑
t=1
log ρt =
T∑
t=1
log
(
pi(at|st)
µ(at|st)
)
(27)
By the strong law of large number on Markov chain (Breiman, 1960):
1
T
log ρ1:T =
1
T
T∑
i=1
log
(
pi(ai|si)
µ(ai|si)
)
→a.s. Edµ log
(
pi(ai|si)
µ(ai|si)
)
= −c (28)
If pi 6= µ, the strict concavity of log function implies that:
c = Edµ log
(
pi(a|s)
µ(a|s)
)
< logEdµ
(
pi(a|s)
µ(a|s)
)
= 0 (29)
Thus 1T log ρ1:T →a.s. c and ρ1/T1:T →a.s. e−c. Since rt ≤ 1, |ρ1:T
∑T
t=1 γ
t−1rt|1/T ≤ ρ1/T1:T T 1/T . Since T 1/T → 1,
limT→∞|ρ1:T
∑T
t=1 γ
t−1rt|1/T < e−c.
D.2. Proof of Corollary 1
Proof. ρ1:T →a.s. 0 directly follows from ρ1/T1:T →a.s. e−c in Theorem 3. For ρ1:T
∑T
t=1 γ
t−1rt, if there exist  > 0 such
that ρ1:T
∑T
t=1 γ
t−1rt >  for any T, then:
limT→∞
∣∣∣∣∣ρ1:T
T∑
t=1
γt−1rt
∣∣∣∣∣
1/T
≥ limT→∞1/T = 1
This contradicts e−c > limT |ρ1:T
∑T
t=1 γ
t−1rt|1/T So limT ρ1:T
∑T
t=1 γ
t−1rt ≤ 0, which implies that
ρ1:T
∑T
t=1 γ
t−1rt →a.s. 0
D.3. Proof of Lemma 3
Proof. Let f(s, a) = log pi(s,a)µ(s,a) . According to Assumption 3, |f(s, a)| <∞. Since B(s, a) ≥ 1, |f(s,a)|√B(s,a) <∞. Since f
2
and B are both finite, Edµf2 <∞ and EdµB <∞. Now we satisfy the condition of Lemma 3 in (Glynn & Olvera-Cravioto,
2019): in the proof of Lemma 3 in in (Glynn & Olvera-Cravioto, 2019) they used their Assumption i) Harris Chain, which is
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our Assumption 1, their Assumption vii) ||f ||sqrtV bounded (whic is satisfied by our bound on B in Assumption 2), which
is explained by f is bounded and
√
B >= 1, and finally their assumption iv), which is our assumption 2. The only difference
is we assume a “petite” K which is a slight generalization of the “small” set K (See discussion in (Meyn & Tweedie, 2012,
Section 5)). The proof in Meyn and Glynn 1996 also used petite (which is the part where Glynn and Olvera-Cravioto
need assumption iv)). This assumption (drift condition) is often necessary for quantitative analysis of general state Markov
Chains. The geometric ergodicity for general state MC is also defined with a petite/small set. By Thm 15.0.1 in Meyn
and Tweedie the drift property is equivalent to geometric ergodicity. According to Lemma 3 in (Glynn & Olvera-Cravioto,
2019), whose proof is similar with Theorem 2.3 in (Glynn et al., 1996), we have that there exist a solution fˆ to the following
Poisson’s equation:
fˆ(s, a)− E·|s,afˆ(s′, a′) = f(s, a)− Edµf(s, a) (30)
satisfying |fˆ(s, a)| < c1
√
B(s, a) for some constant c1. Following from the Poisson’s equation we have:
log ρ1:T + Tc =
T∑
t=1
(f(st, at)− Edµf(s, a)) (31)
=
T∑
t=1
(
fˆ(st, at)− Es′,a′|st,at fˆ(s′, a′)
)
(32)
=fˆ(s1, a1)− fˆ(sT+1, aT+1) +
T+1∑
t=2
(
fˆ(st, at)− Es′,a′|st−1,at−1 fˆ(s′, a′)
)
(33)
(
fˆ(st, at)− Es′,a′|st−1,at−1 fˆ(s′, a′)
)
are martingale differences. The absolute value of difference is upper bounded by
2‖fˆ‖∞ ≤ 2c1
√‖B‖∞.
D.4. Proof of Theorem 4
Lemma 4. If Eµ[ρ2|s] ≤M2ρ for any s, E
[
ρ20:k
] ≤M2kρ
Proof.
E
[
ρ20:t
]
= E
[
k∏
i=1
ρ2i
]
(34)
= E
[(
k−1∏
i=1
ρ2i
)
Esk,ak
[
ρ2k|s1, a1, s2, . . . , sk−1, ak−1
]]
(35)
≤ E
[(
k−1∏
i=1
ρ2i
)
M2ρ
]
(36)
= M2ρE
[
k−1∏
i=1
ρ2i
]
(37)
. . . (38)
= M2kρ (39)
Proof. Define Y = ρ1:T
∑T
t=1 γ
t−1rt and Z = 1(Y > vpi/2), then vpi = E(Y ). By the law of total variance,
Var(Y ) = Var(E(Y |Z)) + E(Var(Y |Z)) (40)
≥ Var(E(Y |Z)) (41)
= E(E(Y |Z))2 − (vpi)2 (42)
≥ Pr(Y > vpi/2)(E(Y |Y > vpi/2))2 − (vpi)2 (43)
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Now we are going to lower bound E(Y |Y > vpi/2). We can rewrite E(Y ) = vpi as:
vpi =E(Y ) = E(E(Y |Z)) (44)
= Pr(Y > vpi/2)E(Y |Y > vpi/2) + Pr(Y ≤ vpi/2)E(Y |Y ≤ vpi/2) (45)
≤Pr(Y > vpi/2)E(Y |Y > vpi/2) + 1× vpi/2 (46)
So E(Y |Y > vpi/2) ≥ vpi2Pr(Y >vpi/2) . Substitute this into the RHS of Equation 43:
Var(Y ) ≥ (v
pi)2
4 Pr(Y > vpi/2)
− (vpi)2 (47)
Now we are going to upper bound Pr(Y > vpi/2). Recall that we define c = EdµDKL(µ||pi) = −Edµ log
(
pi(a|s)
µ(a|s)
)
. Now
we define c(T ) = −Edµ1:T log
(
pi(a|s)
µ(a|s)
)
= − 1T Eµ[log ρ1:T ].
Pr(Y > vpi/2) (48)
= Pr(ρ1:T
T∑
t=1
γt−1rt > vpi/2) ≤ Pr(ρ1:TT > vpi/2) (49)
= Pr
(
ρ1:T >
vpi
2T
)
(50)
= Pr (log ρ1:T > log v
pi − log(2T )) (51)
= Pr
(
log ρ1:T
T
>
log vpi − log(2T )
T
)
(52)
= Pr
(
log ρ1:T
T
+ c+
fˆ(sT+1, aT+1)− fˆ(s1, a1)
T
> c+
log vpi − log(2T ) + fˆ(sT+1, aT+1)− fˆ(s1, a1)
T
)
(53)
Since log vpi is a constant, fˆ(sT+1, aT+1) − fˆ(s1, a1) could be upper bounded by constant 2c1
√‖B‖∞, and
limT→∞
log(2T )
T = 0, we know that limT→∞
log vpi−log(2T )+fˆ(sT+1,aT+1)−fˆ(s1,a1)
T = 0. So there exists a constant T0 > 0
such that for all T > T0,
log vpi − log(2T ) + fˆ(sT+1, aT+1)− fˆ(s1, a1)
T
> − c
2
Therefore for all T > T0:
Pr(Y > vpi/2) ≤ Pr
(
log ρ1:T
T
+ c+
fˆ(sT+1, aT+1)− fˆ(s1, a1)
T
> c/2
)
According to Lemma 3, and Azuma’s inequality(Azuma, 1967), we have:
Pr(Y > vpi/2) ≤ exp
( −Tc2
8c21‖B‖∞
)
Thus we can lower bound the variance of importance sampling estimator Y :
Var(Y ) ≥ (v
pi)2
4
exp
(
Tc2
8c21‖B‖∞
)
− (vpi)2 (54)
If the one step likelihood ratio is upper bounded by Uρ, then the variance of importance sampling estimator can be upper
bounded by:
Var(vˆIS) = E[Y 2]− (vpi)2 = E
ρ20:T
(
T∑
t=1
γt−1rt
)2− (vpi)2 (55)
≤ T 2E [ρ20:T ]− (vpi)2 (56)
≤ T 2U2Tρ − (vpi)2 (57)
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Following from lemma 4, the variance term can also be upper bounded by:
Var(vˆIS) = E[Y 2]− (vpi)2 = E
ρ20:T
(
T∑
t=1
γt−1rt
)2− (vpi)2 (58)
≤ T 2E [ρ20:T ]− (vpi)2 (59)
≤ T 2M2Tρ − (vpi)2 (60)
D.5. Proof of Theorem 5
Proof. Let Yt = ρ1:tγt−1rt. For the upper bound:
Var(vˆPDIS) =E
( T∑
t=1
Yt
)2− (vpi)2 (61)
≤E
(
T
T∑
t=1
Y 2t
)
− (vpi)2 (62)
=T
T∑
t=1
E(Y 2t )− (vpi)2 (63)
=T
T∑
t=1
E(ρ20:tγ2t−2r2t )− (vpi)2 (64)
≤T
T∑
t=1
U2tρ γ
2t−2Eµ[(rt)2]− (vpi)2 (65)
Or it can also be bounded as:
Var(vˆPDIS) ≤T
T∑
t=1
E(ρ20:tγ2t−2r2t )− (vpi)2 (66)
=T
T∑
t=1
γ2t−2E(ρ20:t)− (vpi)2 (67)
≤T
T∑
t=1
γ2t−2M2tρ − (vpi)2 (68)
The last step follows from lemma 4. For the lower bound, we notice that Yt ≥ 0 for any t, then:
E
( T∑
t=1
Yt
)2 ≥ E( T∑
t=0
Y 2t
)
=
T∑
t=1
E(Y 2t ) (69)
For each t, we will follow a similar proof as how to lower bound part in Theorem 4:
E(Y 2t ) =E
(
E(Y 2t |1(Yt > γt−1Epi(rt)/2))
)
(70)
≥E (E(Yt|1(Yt > γt−1Epi(rt)/2)))2 (71)
≥Pr(Yt > γt−1Epi(rt)/2)
(
E(Yt|Yt > γt−1Epi(rt)/2)
)2
(72)
Notice that E(Yt) = γt−1Epi(rt),
γt−1Epi(rt) = E(Yt) (73)
= Pr(Yt > γ
t−1Epi(rt)/2)E(Yt|Yt > γt−1Epi(rt)/2) + Pr(Yt ≤ γt−1Epi(rt)/2)E(Yt|Yt ≤ γt−1Epi(rt)/2) (74)
≤Pr(Yt > γt−1Epi(rt)/2)E(Yt|Yt > γt−1Epi(rt)/2) + γt−1Epi(rt)/2 (75)
Understanding the Curse of Horizon in Off-Policy Evaluation via Conditional Importance Sampling
So we can lower bound the E(Y 2t ):
E(Yt|Yt > γt−1Epi(rt)/2) ≥ γ
t−1Epi(rt)
2 Pr(Yt > γt−1Epi(rt)/2)
(76)
E(Y 2t ) ≥
γ2t−2 (Epi(rt))2
4 Pr(Yt > γt−1Epi(rt)/2)
(77)
Now we are going to upper bound the tail probability Pr(Yt > γt−1Epi(rt)/2):
Pr
(
Yt|Yt > γ
t−1Epi(rt)
2
)
(78)
= Pr
(
ρ1:tγ
t−1rt >
γt−1Epi(rt)
2
)
(79)
≤Pr
(
ρ1:t >
Epi(rt)
2
)
(80)
= Pr (log ρ1:t > logEpi(rt)− log 2) (81)
= Pr
(
1
t
log ρ1:t >
Epi(rt)− log 2
t
)
(82)
= Pr
(
1
t
log ρ1:t + c+
fˆ(st+1, at+1)− fˆ(s1, a1)
T
> c+
Epi(rt)− log 2 + fˆ(st+1, at+1)− fˆ(s1, a1)
t
)
(83)
Since |Epi(rt)− log 2 + fˆ(st+1, at+1)− fˆ(s1, a1)| is bounded, there exist some T0 > 0 such that if t > T0, we can lower
bound the right hand side in the probability by c/2. Then for t > T0, by Azuma’s inequality (Azuma, 1967),
Pr
(
Yt|Yt > γ
t−1Epi(rt)
2
)
≤Pr
(
log ρ1:t
t
+ c+
fˆ(st+1, at+1)− fˆ(s1, a1)
t
>
c
2
)
(84)
≤ exp
( −tc2
8c21‖B‖∞
)
(85)
So we have that for t > T0:
E(Y 2t ) ≥
γ2t−2Epi(rt)
4
exp
(
tc2
8c21‖B‖∞
)
For 0 < t ≤ T0, E(Y 2t ) ≥ 0 completes the proof.
D.6. Proof of Corollary 2
Proof. First, γ ≥ exp
(
−c2
16c21‖B‖∞
)
indicate
(
c2
8c21‖B‖∞ + 2 log γ
)
> 0. This is necessary for the second condition to hold
since rt < 1. The second condition Epi(rt) = Ω
(
exp
(
−tc2
8c21‖B‖∞ − 2t log γ + t/2
))
implies that there exist a T1 > 0 and
a constant C > 0 such that (Epi(rt))2 ≥ C
(
exp
(
−tc2
8c21‖B‖∞ − 2t log γ + t
))
, for any t > T1. Then let T > max{T1, T0},
where T0 is the constant in Theorem 5:
Var(
T∑
t=T0
ρ1tγ
t−1rt) ≥
T∑
t=1
γ2t−2(Epi(rt))2
4
exp
(
tc2
8c21‖B‖∞
)
− (vpi)2 (86)
≥γ
2T−2(Epi(rT ))2
4
exp
(
Tc2
8c21‖B‖∞
)
− (vpi)2 (87)
≥γ
−2C
4
exp(T )− (vpi)2 = Ω(exp T ) (88)
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D.7. Proof of Corollary 3
Proof. If Uργ ≤ 1, U tργt−1Epi(rt) ≤ 1/γ for any t since rt ∈ [0, 1]. If Uργ lim (Eµ(rT ))1/T < 1, let δ = 1 −
Uργ lim (Eµ(rT ))1/T > 0. There exist a T0 > 0 such that for all t > T0, Uργ(Epi(rt))1/t ≤ Uργ(lim (Eµ(rT ))1/T +
δ/2(Uργ)) = 1− δ/2 < 1. Therefore in both case, for all T > T0, U tργt−1Eµ(rT ) ≤ 1/γ:
Var(
T∑
t=1
ρ1:tγ
t−1rt) ≤T
T∑
t=1
U tργ
t−1Eµ(rT ) ≤ T
T0∑
t=1
U tργ
t−1Eµ(rT ) + T
T∑
t=T0+1
U tργ
t−1Eµ(rT ) (89)
≤TT0
UT0ρ − 1
Uρ − 1 + 2T
2 1
γ
(90)
Since T0 is a constant, the variance is O(T 2).
D.8. Proof of Theorem 6
Proof.
Var
(
T∑
t=1
dpit (st, at)
dµt (st, at)
γt−1rt
)
(91)
=
T∑
t=1
Var
(
dpit (st, at)
dµt (st, at)
γt−1rt
)
+ 2
∑
t<k
Cov
(
dpit (st, at)
dµt (st, at)
γt−1rt,
dpik (sk, ak)
dµk(sk, ak)
γk−1rk
)
(92)
≤
T∑
t=1
Var
(
dpit (st, at)
dµt (st, at)
γt−1rt
)
+
∑
t<k
2
√
Var
(
dpit (st, at)
dµt (st, at)
γt−1rt
)
Var
(
dpik (sk, ak)
dµk(sk, ak)
γk−1rk
)
(93)
≤
T∑
t=1
Var
(
dpit (st, at)
dµt (st, at)
γt−1rt
)
+
∑
t<k
(
Var
(
dpit (st, at)
dµt (st, at)
γt−1rt
)
+ Var
(
dpik (sk, ak)
dµk(sk, ak)
γk−1rk
))
(94)
=T
T∑
t=1
γ2t−2Var
(
dpit (st, at)
dµt (st, at)
rt
)
(95)
≤T
T∑
t=1
γ2t−2Var
(
dpit (st, at)
dµt (st, at)
)
(96)
=T
T∑
t=1
γ2t−2
(
E
(
dpit (st, at)
dµt (st, at)
)2
− 1
)
(97)
D.9. Proof of Corollary 4
Lemma 4. If dµt (st) and dpit (st) are asymptotically equi-continuous,
dpi(s)
dµ(s) ≤ Us, and pi(a|s)µ(a|s) ≤ Uρ, then,
lim
t
Est,at∼dµt
(
dpit (st, at)
dµt (st, at)
)2
= Es,a∼dµ
(
dpi(s, a)
dµ(s, a)
)2
Proof. According to the law of large number on Markov chain (Breiman, 1960), the distribution of dµt converge to the
stationary distribution dµ in distribution. By the Lemma 1 in (Boos et al., 1985), dµt (s, a) converge to d
µ(s, a) pointwisely,
dpit (s, a) converge to d
pi(s, a) pointwisely. So d
pi
t (s)
dµt (s)
converge to d
pi(s)
dµ(s) pointwisely.
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Est,at∼dµt
(
dpit (st, at)
dµt (st, at)
)2
− Es,a∼dµ
(
dpi(s, a)
dµ(s, a)
)2
(98)
=
∫
s,a
(dpit (s, a))
2
dµt (s, a)
dsda−
∫
s,a
(dpi(s, a))
2
dµ(s, a)
dsda (99)
=
∫
s,a
(dpit (s))
2
dµt (s)
(pi(a|s))2
µ(a|s) −
(dpi(s))
2
dµ(s)
(pi(a|s))2
µ(a|s) dsda (100)
≤Uρ
∫
s,a
∣∣∣∣∣ (dpit (s))2dµt (s) − (d
pi(s))
2
dµ(s)
∣∣∣∣∣ dsda (101)
≤Uρ
∫
s,a
∣∣∣∣dpi(s) (dpit (s)− dpi(s))dµ(s) + dpit (s)dpit (s)dµt (s) − dpit (s)d
pi(s)
dµ(s)
∣∣∣∣ dsda (102)
≤Uρ
∫
s,a
∣∣∣∣dpi(s) (dpit (s)− dpi(s))dµ(s)
∣∣∣∣+ dpit (s) ∣∣∣∣dpit (s)dµt (s) − d
pi(s)
dµ(s)
∣∣∣∣ dsda (103)
≤UρUsdTV(dpit , dpi) + Uρ
∫
s,a
∣∣∣∣dpit (s)dµt (s) − d
pi(s)
dµ(s)
∣∣∣∣ dsda (104)
By the law of large number on Markov chain (Breiman, 1960), dTV(dpit , d
pi) → 0. Since Uρ and Us are constant, and
dpit (s)
dµt (s)
→ dpi(s)dµ(s) , the right hand side of equation above converge to zero, which completes the proof.
Proof of Corollary 4:
Proof. Since d
pi(s,a)
dµ(s,a) is bounded by UρUs and then Es,a∼dµ
(
dpi(s,a)
dµ(s,a)
)2
is bounded by U2ρU
2
s . Following from Lemma 4,
there exist T0 > 0 such that for all t > T0, Est,at∼dµt
(
dpit (st,at)
dµt (st,at)
)2
≤ 2Es,a∼dµ
(
dpi(s,a)
dµ(s,a)
)2
≤ 2U2ρU2s . Then by Theorem 6,
for T > T0
Var
(
T∑
t=1
dpit (st, at)
dµt (st, at)
γt−1rt
)
≤T
T∑
t=1
γt−1E
(
dpit (st, at)
dµt (st, at)
)2
≤T
T0∑
t=1
γt−1E
(
dpit (st, at)
dµt (st, at)
)2
+ 2T (T − T0)U2ρU2s
=O(T 2)
D.10. Proof of Corollary 5
Now we consider an type of approximate SIS estimators, which plug an approximate density ratio into the SIS estimator.
More specifially, we consider it use a function wt(st, at) to approximate density ratio
dpit (st,at)
dµt (st,at)
, and construct the estimator
as:
vˆASIS =
T∑
t=1
wt(s, a)γ
t−1rt (105)
This approximate SIS estimator is often biased based on the choice of wt(s, a), so we consider the upper bound of their
mean square error with respect to T and the error of the ratio estimator.
Theorem 7. vˆASIS with wt such that where Eµ
(
wt(st, at)− d
pi
t (st,at)
dµt (st,at)
)2
≤ w
MSE (vˆASIS) ≤ 2Var(vˆSIS) + 2T 2w (106)
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Proof.
MSE
(
T∑
t=1
wt(st, at)γ
t−1rt
)
= E
(
T∑
t=1
wt(st, at)γ
t−1rt − vpi
)2
(107)
= E
(
T∑
t=1
wt(st, at)γ
t−1rt − vˆSIS + vˆSIS − vpi
)2
(108)
≤ 2E
(
T∑
t=1
wt(st, at)γ
t−1rt − vˆSIS
)2
+ 2E (vˆSIS − vpi)2 (109)
≤ 2E
(
T∑
t=1
γt−1rt
(
wt(st, at)− d
pi
t (st, at)
dµt (st, at)
))2
+ 2Var(vˆSIS) (110)
≤ 2T
T∑
t=1
γ2t−2E
(
wt(st, at)− d
pi
t (st, at)
dµt (st, at)
)2
+ 2Var(vˆSIS) (111)
≤ 2Var(vˆSIS) + 2T
T∑
t=1
γ2t−2w (112)
≤ 2Var(vˆSIS) + 2T 2w (113)
Proof of Corollary 5:
Proof. By Theorem 7 we have that the MSE is bounded by
2Var(vˆSIS) + 2T 2w (114)
According to Corollary 4:
2Var(vˆSIS) + 2T 2w = O(T 2) + 2T 2w = O(T 2(1 + w)) (115)
E. Return-Conditional IS estimators
A natural extension of the conditional importance sampling estimators is to condition on the observed returns Gt. Precisely
we examine the general conditional importance sampling estimator:
GtE [ρ1:t|φt] , (116)
and consider when φt = Gt. An analytic expression for E [ρ1:t|Gt] is not available, but we can model this as a regression
problem to predict E [ρ1:t|Gt] given an input Gt. A natural approach is to use ordinary least squares (OLS) estimator to
estimate E [ρ1:t|φt] viewing φt (or any other statistics Gt) as an input and ρ1:t as an output. While tempting at first glance,
we show that this approach produces exactly the same estimates of the expected return as that of the crude importance
sampling estimator.
We start by considering the OLS problem associated with the conditional weights in which we want to find a θ̂ such that
φ>t θ̂ ≈ E [ρ1:t|φt]. Let Φ ∈ Rn×2 be the design matrix containing the observed returns G(i)t after t steps and Y ∈ Rn be
the vector of importance ratios ρ(i)1:t for each rollout i:
Y =

ρ
(0)
t
...
ρ
(N)
t
 , Φ =

G
(0)
t 1
...
...
G
(N)
t 1
 .
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The OLS estimator for the return-conditional weights is then Ŷ = Φθ̂ and where θ̂ ∈ R2 is defined as:
θ̂ =
(
Φ>Φ
)−1
Φ>Y .
We can now use the approximate return-conditional weights to form a Monte Carlo estimate of the expected return under the
target policy:
vˆRCIS ≡ 1
N
N∑
i=0
G
(i)
t Ŷ
(i) =
1
N
[1, 0]Φ>Ŷ , (117)
where Ŷ (i) = [G(i)t , 0]
>θ̂ and the equality follows from the fact that Φ>Y = [
∑n
i=1 ρ
(i)
t G
(i)
t ,
∑n
i=1 ρ
(i)
t ]
>. Using this
observation, we can also express the crude importance sampling estimator with the linear combination Φ>Y , where Y now
consists of the true weights:
vˆIS ≡ 1
N
[1, 0]Φ>Y . (118)
Note that equation (117) differs from (118) only in the term Ŷ = Φθ̂ = Φ
(
Φ>Φ
)−1
Φ>Y and upon closer inspection, we
find that:
Φ>eˆ = Φ>Y − Φ>Ŷ = Φ>
(
Y − Φ (Φ>Φ)−1 Φ>Y ) = Φ> (I −H)Y = 0 ,
where eˆ is residual vector Y − Ŷ and H = Φ (Φ>Φ)−1 Φ> is the hat matrix. Hence, it follows that the estimate of the
expected return made under the crude importance sampling estimator must be identical to the extended estimator which uses
approximate return-conditional weights:
vˆis − vˆRCIS = 1
n
[1, 0]Φ>Y − 1
n
[1, 0]Φ>Ŷ =
1
n
[1, 0]
(
Φ>Y − Φ>Ŷ
)
= [1, 0]0 = 0 .
This analysis can be generalized to any conditional importance sampling estimator for which Gt can be expressed as a
linear combination of φt. For example, rather than conditioning on the final return, we could condition on the return so
far (the sum of returns to the present) and use φt = [r1, r2, ...rt] with the coefficient vector [1, 1, ...1, 0]. Similarly, this
negative result carries to reward-conditional weights if the immediate reward rt can be expressed as linear combination of
φt, including if φt is simply the immediate reward.
