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INTRODUCTION
We know that the Fibonacci numbers are the numbers from Fibonacci
sequence. It was discovered by Leonardo de Fibonacci de Pisa. The Fibonacci
series was derived from the solution to a problem about rabbits. The problem
is: If a newborn pair of rabbits requires one month to mature and at the end
of the second month and every month thereafter reproduce itself, how many
pairs will one have at the end of n months?
Lucas numbers are the numbers from the Lucas sequence. Lucas se-
quence is defined by the same recurrence relations as Fibonacci sequence with
different initial values. We are considering general Lucas sequence defined by
second-order relation i.e, {Tn} = PTn−1 − QTn−2. where gcd(P,Q) = 1 and
P,Q ∈ Z. The general solution of the sequence is given by {c1αn + c2βn},
where α and β are the roots of the corresponding polynomial equation of
{Tn}. If we put the particular values of c1 and c2 in the general solu-
tion, then we get two particular solutions Un(P,Q) =
αn−βn
α−β where where
(c1 =
1
α−β = −c2) and Vn(P,Q) = αn+βn where (c1 = 1 = c2). This Un(P,Q)
gives the Fibonacci sequence and Vn(P,Q) gives the Lucas sequence. The
later will use in the LUC cryptosystem.
We also know that Cryptography is very important in security problems.
Nowadays, Everybody want secure information.
In the first chapter we give some definations, theorems, lemmas, on el-
ementary number theory. This chapter is useful for next discussion on the
main topic. In the second chapter, we shall discuss the properties of Fi-
bonacci numbers and related numbers call Lucas numbers. And also, we
shall give few applications of Fibonacci numbers. In the third chapter, we
shall discuss basic things of cryptosystem including RSA Public-key system.
Ronald Rivest, Adi Shamir, and Leonard Adleman developed the RSA sys-
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tem in 1977. RSA stands for the first letter in each of its inventors’ last
names. Finally, we shall also discuss about new LUC cryptosystem which is
based on Lucas functions.
“Experience enables you to recognize a mistake when you make it again”
By :FRANKLIN P. JONES.
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CHAPTER 1
Prelimnaries of Number Theory
In this chapter we recall some definitions and known results on elemen-
tary number theory. This chapter serves as base and background for the
study of subsequent chapters. We shall keep on referring back to it as and
when required.
Division Algorithm: Let a and b be two integers, where b > 0. Then there
exist unique integers q and r such that a = bq + r, 0 ≤ r < b.
Definition 1.0.1. (Divisibility) An integer a is said to be divisible by an
integer d 6= 0 if there exist some integer c such that a = dc.
Definition 1.0.2. If a and b are integers, not both zero, then the greatest
common divisor of a and b, denoted by gcd(a, b) is the positive integer d
satisfying
1. d | a and d | b.
2. if c | a and c | b then c | d.
Definition 1.0.3. (Relatively Prime) Two integers a and b, not both of
which are zero, are said to be relatively prime whenever gcd(a, b) = 1.
1.1 Euclidean Algorithm
Euclidean algorithm is a method of a finding the greatest common di-
visor of two given integers. This is a repeated application of the division
algorithm
Let a and b two integers whose greatest common divisor is required.
Since gcd(a, b) = gcd(|a|, |b|), it is enough to assume that a and b are positive
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integers. Without loss of generality, we assume a > b > 0. Now by division
algorithm, a = bq1 + r1, where 0 ≤ r1 < b. If it happens that r1 = 0, then
b | a and gcd(a, b) = b. If r1 6= 0, by division algorithm b = r1q2 + r2, where
0 ≤ r2 < r1. If r2 = 0, the process stops. If the r2 6= 0 by division algorithm
r1 = r2q3 + r3, where 0 ≤ r3 < r2. The process continues until some zero
remainder appears. This must happen because the remainders r1, r2, r3, ...
form a decreasing sequence of integers and since r1 < b, the sequence contains
at most b non-negative integers. Let us assume that rn+1 = 0 and rn is the
last non-zero remainder. We have the following relation:
a = bq1 + r1, 0 < r1 < b
b = r1q2 + r2, 0 < r2 < r1
r1 = r2q3 + r3, 0 < r3 < r2
. . . . . . . . . . . .
rn−2 = rn−1qn + rn, 0 < rn < rn−1
rn−1 = rnqn+1 + 0
Then gcd(a, b) = rn.
Fundamental theorem of Arithmetic: Any positive integer is either 1,
or prime, or it can be expressed as a product of primes, the representation
being unique except for the order of the prime factors.
Congruence: Let m be a fixed positive integer. Two integers a and b are
said to be congruent modulo m if a − b is divisible be m and symbolically
this is denoted by a ≡ b(mod m). We also used to say a is congruent to b
modulo m.
Some properties of Congruence:
1. a ≡ a(mod m).
2. If a ≡ b(mod m), then b ≡ a(mod m).
3. If a ≡ b(mod m), b ≡ c (mod m), then a ≡ c(mod m).
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4. If a ≡ b(mod m), then for any integer c
(a+ c) ≡ (b+ c)(mod m); ac ≡ bc(mod m).
Observe that properties 1 to 4, we say that ≡ is an equivalence relation.
Definition 1.1.1. (Fibonacci Numbers) Fibonacci numbers are the numbers
in the integer sequence defined by the recurrence relation un = un−1 + un−2
for all n ≥ 2 with u0 = 0 and u1 = 1.
Definition 1.1.2. (Lucas Numbers) Lucas numbers are the numbers in the
integer sequence defined by the recurrence relation vn = vn−1 + vn−2, for
n > 1 and v0 = 2, v1 = 1.
1.2 Golden Ratio and Golden Rectangle
The golden ratio, denoted by Φ, is an irrational mathematical constant,
approximately 1.61803398874989. In mathematics two quantities are in the
golden ratio if the ratio of the sum of the quantities to the larger quantity is
equal to the ratio of the larger quantity to the smaller one. Two quantities a
and b are said to be in the golden ratio if
a+ b
a
=
a
b
= Φ
Then
a+ b
a
= 1 +
b
a
= 1 +
1
Φ
⇒ 1 + 1
Φ
= Φ
⇒ Φ2 = Φ + 1
⇒ Φ2 − Φ− 1 = 0
⇒ Φ = 1 +
√
5
2
⇒ Φ = 1.61803398874989
⇒ Φ ∼= 1.618.
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Definition 1.2.1. (Golden Rectangle) A golden rectangle is one whose side
lengths are in the golden ratio, that is, approximately 1 : 1+
√
5
2
.
1.3 Construction of Golden Rectangle
A golden rectangle can be constructed with only straightedge and com-
pass by this technique
1. Construct a simple square.
2. Draw a line from the midpoint of one side of the square to an opposite
corner.
3. Use that line as the radius to draw an arc that defines the height of the
rectangle.
4. Complete the golden rectangle.
1.4 Divisibility
Theorem 1.4.1. For any integers a,b,c
1. If a | b and c | d, then ac | bd.
2. If a | b and b | c then a | c.
3. If a | b and a | c, then a | (bx+ cy) for arbitrary integers x and y.
Proof. 1. Since a | b and c | d then there exist r, s ∈ Z such that b = ra
and d = cs. Now bd = ra · sc = rs · ac⇒ ac | bd.
2. Since a | b and b | c then there exist r, s ∈ Z such that b = ra and
c = sb. Now c = sb = sra⇒ a | c.
3. Since a | b and a | c then there exist r, s ∈ Z such that b = ar and
c = as. But then bx+ cy = arx+asy = a(rx+sy) whatever the choice
of x and y. Since rx+ sy is an integer then a | (bx+ cy).
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1.5 Properties of Greatest Common Divisor
Theorem 1.5.1. Given integers a and b, not both of which are zero, there
exist integers x and y such that gcd(a, b) = ax+ by.
Proof. We consider the set S of all positive linear combination of a and b:
S = {au + bv | au + bv > 0;u, v, integers}. Then S is non-empty. If a 6= 0
then the integer | a |= au+b.0 will lie in S, where we choose u = 1 or u = −1
according as a is positive or negative. By Well-Ordering Principle, S must
contain a smallest element d. Thus, there exist integers x and y for which
d = ax+ by. We claim that d = gcd(a, b).
By Division Algorithm, we have integers q and r such that a = qd + r,
where 0 ≤ r < d. Then r can be written in the form r = a− qd = a− q(ax+
by) = a(1− qx) + b(−qy). Here r > 0 , implies that r is a member of S. This
is a contradiction. Therefore r = 0 and a = qd⇒ d | a. Similarly we will get
d | b. Then d is a common divisor of a and b.
Let c be an arbitrary positive common divisor of a and b. Then c |
(ax+ by)⇒ c | d. Therefore c =| c |≤| d |= d so that d is greater than every
positive common divisor of a and b. Hence d = gcd(a, b).
Theorem 1.5.2. Let a and b be integers ,not both zero. Then a and b
are relatively prime if and only if there exist integers x and y such that
1 = ax+ by.
Proof. If a and b are relatively prime so that gcd(a, b) = 1, then there exist
integers x and y satisfying 1 = ax+by. Conversely, suppose that 1 = ax+by
and d = gcd(a, b). Since d | a and d | b, then d | (ax + by) ⇒ d | 1. This
implies that d = 1.
Theorem 1.5.3. If a | bc, with gcd(a, b) = 1, then a | c.
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Proof. Since gcd(a, b) = 1, then there exist integers x and y such that 1 =
ax+ by. Now c = c.1 = c.(ax+ by) = acx+ bcy. Again since a | ac and a | bc,
then a | (acx+ bcy)⇒ a | c.
Theorem 1.5.4. If b | c, then gcd(a+ c, b) = gcd(a, b).
Proof. Let d = gcd(a, b) and d
′
= gcd(a+ c, b).
To prove: d | d′ and d′ | d.
Now we have d | a and d | b and also b | c. Then d | c⇒ d | (a+c). Therefore
d | d′ . Again d = ax+ by for some integers x and y. Then d = ax+ cry since
b | c.We get d′ | d . Hence d = d′ .
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CHAPTER 2
Properties of Fibonacci Numbers and Lucas
numbers
2.1 The simplest Properties of Fibonacci Numbers
Theorem 2.1.1. The sum of first n Fibonacci numbers is equal to un+2− 1.
Proof. We have
u1 = u3 − u2,
u2 = u4 − u3, ....,
un−1 = un+1 − un,
un = un+2 − un+1.
Adding up these equations term by term, we get
u1 + u2+, ....,+un = un+2 − u2 = un+2 − 1.
Theorem 2.1.2. The sum of first n Fibonacci numbers with odd suffixes is
equal to u2n.
Proof. We know
u1 = u2,
u3 = u4 − u2,
u5 = u6 − u4, ...,
u2n−1 = u2n − u2n−2.
Adding these equations term by term , we obtain
u1 + u3 + u5+, ...,+u2n−1 = u2n.
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Theorem 2.1.3. u21 + u
2
2+, ...,+u
2
n = unun+1.
Proof. We know that
ukuk+1 − uk−1uk = uk(uk+1 − uk−1) = u2k
u21 = u1u2
u22 = u2u3 − u1u2, · · · ,
u2n = unun+1 − un−1un.
Adding up the equations,we shall get
u21 + u
2
2+, · · · ,+u2n = unun+1.
Theorem 2.1.4. un+m = un−1um + unum+1.
Proof. We shall prove the theorem by induction on m. For m = 1, we get
un+1 = un−1u1 + unu1+1 = un−1 + un which is true. Suppose that it is true
for m = k and m = k + 1, we shall prove it is also true that m = k + 2. Let
un+k = un−1uk + unuk+1,
and
un+(k+1) = un−1uk+1 + unuk+2.
Adding these two equations, we get
un+(k+2) = un−1uk+2 + unuk+3.
Hence,
un+m = un−1um + unum+1.
Theorem 2.1.5. u2n+1 = unun+2 + (−1)n.
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Proof. We shall prove the theorem by induction on n. We have since, u22 =
u1u3−1 = 1, the assertion is true for n = 1. Let us assume that the theorem
is true for n = 1, 2, · · · , k. Then adding un+1un+2 to both sides, we get
u2n+1 + un+1un+2 = un+1un+2 + unun+2 + (−1)n,
which implies that un+1(un+1 + un+2) = un+2(un + un+1) + (−1)n. This
simplifies to un+1un+3 = u
2
n+2 + (−1)n. Finally we have, u2n+2 = un+1un+3 +
(−1)n+1.
2.2 Number-Theoretic Properties of Fibonacci Numbers
Theorem 2.2.1. For the Fibonacci Sequence, gcd(un, un+1) = 1 for every
n ≥ 1.
Proof. Let gcd(un, un+1) = d > 1. Then d | un and d | un+1. Then un+1 −
un = un−1 will also be divisible by d. Again, we know that un−un−1 = un−2.
This implies that d | un−2. Working backwards, the same argument shows
that d | un−3, d | un−4, · · · , and finally that d | u1 = 1. This is impossible.
Hence gcd(un, un+1) = 1 for every n ≥ 1.
Theorem 2.2.2. For m ≥ 1, n ≥ 1, unm is divisible by um.
Proof. We shall prove the theorem by induction on n. For n = 1 the theorem
is true. Let us assume that um | unm, for n = 1, 2, 3, ...k. Now um(k+1) =
umk + um = umk−1um + umkum+1 + um. The right hand site of the equation
is divisible by um. Hence d | um(k+1).
Lemma 2.2.3. If m = nq + r, then gcd(um, un) = gcd(ur, un).
Proof. We have gcd(um, un) = gcd(unq+r, un) = gcd(unq−1ur +uqnur+1, un) =
gcd(unq−1ur, un). Now we claim that gcd(unq−1, un) = 1. Let d = gcd(unq−1, un).
Then d | unq−1 and d | un. Also that un | unq. Therefore d | unq. This d is
the positive common divisor of unq and unq−1. But gcd(unq−1, unq) = 1. This
is an absurd. Hence d = 1.
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Theorem 2.2.4. The greatest common divisor of two Fibonacci numbers is
again a Fibonacci number.
Proof. Let um and un be two Fibonacci numbers. Claim gcd(um, un) = ud,
where d = gcd(m,n). Let us assume thatm ≥ n. Then by applying Euclidian
Algorithm to m and n, we get the following system of equations
m = q1n+ r1, 0 ≤ r1 < n
n = q2r1 + r2, 0 ≤ r2 < r1
r1 = q3r2 + r3, 0 ≤ r3 < r2, · · · ,
rn−2 = qnrn−1 + rn, 0 ≤ rn < rn−1,
rn−1 = qn+1rn + 0.
Then from the previous lemma,
gcd(um, un) = gcd(ur1 , un) = gcd(ur1 , ur2) = · · · = gcd(urn−2 , urn).
Since rn | rn−1, then urn | urn−1 . Therefore gcd(urn−1 , urn) = urn . But rn,
being the last non-zero remainder in Euclidian Algorithm for m and n, is
equal to gcd(m,n). Thus gcd(um, un) = ud , where d = gcd(m,n).
Theorem 2.2.5. In the Fibonacci sequence, um | un if and only if m | n.
Proof. If um | un, then gcd(um, un) = um. But we know that gcd(um, un) =
ugcd(m,n). This implies that gcd(m,n) = m. Hence m | n.
Theorem 2.2.6. The sequence of ratio of successive Fibonacci numbers
un+1 | un converges to golden ratio i.e.,limn→∞ un+1un = Φ.
Proof. We consider the sequence rn =
un+1
un
, for n = 1, 2, · · · . Then by
definition of Fibonacci numbers, we have rn =
un+1
un
= un+un−1
un
= 1 + 1
rn−1
.
12
When n→∞, then we can write the above equation in limits:
x = 1 +
1
x
,
⇒ x2 = 1 + x = x2 − x− 1 = 0,
⇒ x = 1 +
√
5
2
= Φ.
Hence
lim
n→∞
un+1
un
= Φ.
2.3 Binet’s Formulae for Fibonacci Numbers and Lucas Numbers
Problem 2.3.1. Let α = 1+
√
5
2
and β = 1−
√
5
2
, so that α and β are both
roots of the equation x2 = x+ 1. Then un =
αn−βn√
5
, for all n ≥ 1.
Proof. When n = 1, u1 = 1 which is true. Let us assume that it is true for
n = 1, 2, ..., n. Then uk−1 =
αk−1−βk−1√
5
and uk =
αk−βk√
5
. Adding these two
equations, we get uk + uk−1 = α
k√
5
(1 + α−1) + β
k√
5
(1 + β−1). Then uk+1 =
αk+1+βk+1√
5
.
Problem 2.3.2. Let α = 1+
√
5
2
and β = 1−
√
5
2
, so that α and β are both
roots of the equation x2 = x+ 1. Then vn = α
n + βn , for all n ≥ 1.
Proof. For n = 1, v1 = 1. Then the theorem is true for n = 1. Let us assume
that it is for n = 1, 2, · · · , k. We have to prove that it is true for n = k + 1.
Now
vk + vk−1 = αk + αk−1 + βk + βk−1
⇒ vk+1 = αk(1 + α−1) + βk(1 + β−1)
⇒ vk+1 = αk(1 + α− 1) + βk(1 + β − 1)
⇒ vk+1 = αk+1 + βk+1.
13
2.4 Relation Between Fibonacci and Lucas Numbers
Theorem 2.4.1. vn = un−1 + un+1 , for n > 1.
Proof. We know that
vk+1 = vk + vk−1
= (uk−1 + uk+1) + (uk−2 + uk)
= (uk−1 + uk−2 + (uk + uk+1)
= uk + uk+1.
Theorem 2.4.2. For all n ≥ 1, u2n = vnun.
Proof. Now
vnun = (
αn − βn√
5
)(αn + βn)
vnun =
1√
5
(α2n − β2n)
vnun = u2n.
2.5 Applications of Fibonacci Numbers
Proposition 2.5.1. There is a connection between the Fibonacci numbers
and the binomial coefficients.
Proof. It is enough to prove that the sum of all numbers making up the
(n− 2)th and the (n− 1)th diagonal of Pascal’s triangle is equal to the sum
of the numbers making up the nth diagonal. On the (n− 2)th diagonal, we
have the numbers
c0n−3, c
1
n−4, c
2
n−5, · · ·
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and on the (n− 1)th diagonal the numbers
c0n−2, c
1
n−3, c
2
n−4, · · · .
The sum of all these numbers can be written as
c0n−2 + (c
0
n−3 + c
1
n−3) + (c
1
n−4 + c
2
n−4) + · · ·
But for the binomial coefficients
c0n−2 = c
0
n−1 = 1
and
cik + c
i+1
k =
k(k − 1) · · · (k − i+ 1)
1.2 · · · i +
k(k − 1) · · · (k − i+ 1)(k − i)
1.2 · · · i · · · (i+ 1)
=
k(k − 1) · · · (k − i+ 1)
1.2 · · · i (1 +
k − i
i+ 1
)
=
k(k − 1) · · · (k − i+ 1)
1.2 · · · i (
i+ 1 + k − i
i+ 1
)
=
(k + 1)k(k − 1) · · · (k − i+ 1)
1.2 · · · i · · · (i+ 1)
= ci+1k+1
. Hence,
c0n−2 + (c
0
n−3 + c
1
n−3) + (c
1
n−4 + c
2
n−4) + · · · = c0n−1 + c1n−2 + c2n−3 + · · ·
2.6 Fibonacci numbers can be used to approximately convert from
miles to kilometers and back.
Fibonacci numbers have a property that the ratio of two consecutive
numbers tends to the Golden ratio as numbers get bigger and bigger. If we
take two consecutive Fibonacci numbers,un+1 and un, we know that their
ratio, un+1
un
is approximately 1.618. Since the ratio is also almost the same as
kilometers per mile, we can write un+1
un
= [mile]
[km]
. Then un[mile] = un+1[km].
15
2.7 Fibonacci numbers in nature
The Fibonacci numbers really appear in nature, in some plants branch
in such a way that they always have a Fibonacci number of growing points.
Flowers often have a Fibonacci number of petals, daisies can have 34, 55 or
even as many as 89 petals.
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CHAPTER 3
Cryptography
3.1 Cryptography
Cryptography is the science of writing in secret codes. A cryptographic
system is any computer system that involves cryptography.
Definition 3.1.1. (Plaintext) In cryptography, plaintext is ordinary read-
able text before being encrypted into ciphertext.
Definition 3.1.2. (Ciphertext) In cryptography, ciphertext is the result of
the process of transforming plaintext using a cipher algorithm in order to
make it unreadable to everyone except those how have the knowledge to
decode it.
Definition 3.1.3. (Encryption) Encryption is the process of obscuring in-
formation to make it unreadable without special knowledge.
Definition 3.1.4. (Decryption) The process of reverting cipher text to its
original plaintext is called decryption.
Definition 3.1.5. (Shift Cipher) Shift cipher is a simple substitution cipher,
in which we get the encrypted text by replacing a letter with another.
We need the following properties for encyption process
1. Encryption and decryption should be fast.
2. Anyone may be able to see ciphertext but should not be to decrypt
easily.
3. Integrability and Repudiability
The receiver should be able to know that message is not tempered with
and sender should not be able to deny the original message.
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Private Key Cryptography: In private-key cryptography, the sender and
the recipient of the message must agree on a common key.
It is secure but needs a lot of keys for communication with many people.
For n people, we need
(
n
2
)
. It is a big problem to mange if n is large.
Public Key Cryptosystem: A cryptographic system that uses two keys -
a public key known to everyone and a private or secret key known only to the
recipient of the message. Public-key algorithms are asymmetric algorithms
and are based on the use of two different keys, instead of just one. In public-
key cryptography, the two keys are called the private key and the public key
Private key: This key must be know only by its owner.
Definition 3.1.6. (Public key) It is the key known to everyone.
3.2 The RSA Public Key System
Definition 3.2.1. (A trapdoor function) A trapdoor function is a com-
putable function whose inverse can be computed in a reasonable amount
of time only if a amount of additional information is known.
3.3 The mathematics of the RSA System
The public key process used by the RSA(Rivest-Shamir-Adleman) method
is defined by two numbers, e and N , which are used in the function:
C ≡M e(modN).
If M is a message, then C is the encrypted message, say M
′
. To make C
a trapdoor function, N , is chosen to be the product of two large primes, p and
q . For the private key process, a number d is needed such that ed ≡ 1Φ(N).
The Euler totient function ofN , denoted Φ(N) is the number of numbers
less than N which are relatively prime to N . If N = pq where p and q are
different primes, then Φ(N) = (p− 1)(q − 1).
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If e is any number relatively prime to Φ(N) then by the extended Eu-
clidean algorithm, a number d can be found such that ed = kΦ(N) + 1, for
some integer k. This implies ed ≡ 1(modΦ(N).
When the public key process is applied to a number M , we obtain
(M emodN)d = M ed(modN).
If the private key process is applied to M followed by the public key pro-
cess, we obtain the same expression, M ed(modN) . Then M ed = MkΦ(N)+1 =
(MΦ(N))k ×M .
The RSA method works because, if M is relatively prime to N , then
MΦ(N)(modN) is 1, by a well-known theorem of Euler. Hence, if M is less
than N , M ed = MkΦ(N)+1 = (MΦ(N))k ×M = M(modN).
3.4 The LUC Public Key System
It is based on a different trapdoor function from the RSA which is
defined by Lucas sequence.
Lucas Sequence:
Let {Tn} be Lucas sequence satisfying the second-order recurrence rela-
tion
Tn = PTn−1 −QTn−2 (3.1)
where gcd(P,Q) = 1 and P,Q ∈ Z. Let α and β be the roots of the charac-
teristic polynomial equation x2−Px+Q = 0. If c1 and c2 are any numbers,
then the sequence {c1αn + c2βn} has the property that
P (c1α
n−1 + c2βn−1)−Q(c1αn−2 + c2βn−2) = c1αn−2(Pα−Q) + c2βn−2(Pβ−
Q) = c1α
n−2(α2) + c2βn−2(β2) = c1αn + c2βn.
So this sequence satisfies the second-order linear (3.1) and any sequence
{Tn} satisfying (3.1) must be of the form {c1αn + c2βn}, T0 = c1 + c2, T1 =
c1α + c2β.
If T0 and T1 are integers, then by (3.1) all the terms in the sequence will
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be integers, even though α, β, c1 and c2 are not integers, and may not even
be real.
There are two particular solutions of the general second− order linear
recurrence relation. They are denoted by {Un} and {Vn}, and are defined by
Un(P,Q) =
αn−βn
α−β where (c1 =
1
α−β = −c2), and Vn(P,Q) = αn + βn where
(c1 = 1 = c2).
These will both be sequences of integers, since we have U0 = 0, U1 =
1, V0 = 2, V1 = P .
3.5 Lucas Sequence Relationships
Since α and β are roots of x2−Px+Q = 0, then α+β = P and αβ = Q
and D = P 2 − 4Q = (α− β)2.
Now we have the following relations
1. V 2n − 2Qn = V2n
Proof. V 2n − 2Qn = (αn + βn)2 − 2(αβ)n = α2n + β2n = V2n.
2. PV 2n −QVnVn−1 − PQn = V2n+1
Proof. PV 2n −QVnVn−1−PQn = (α+β)(αn+βn)2−αβ(αnβn)(αn−1+βn−1)−
(α + β)(αβ)n = α2n+1 + β2n+1
3. V 2n = DU
2
n + 4Q
n
Proof. DU2n + 4Q
n = (α − β)2(αn−βn
α−β )
2 + 4(αβ)n = (αn − βn)2 + 4(αβ)n =
(αn − βn)2
4. 2Vn+m = VnVm +DUnUm
Proof. VnVm +DUnUm = (α
n + βn)(αm + βm) + (α− β)2(αn−βn
α−β )(
αm−βm
α−β ) =
2(αn+m + βn+m) = 2Vn+m
5. 2QmVn−m = VnVm −DUnUm.
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Proof.
L.H.S = VnVm−DUnUm = (αn+βn)(αm+βm−(α−β)2(α
n − βn
α− β )(
αm − βm
α− β ) = 2(α
nβm+βnαm)
and
R.H.S = 2QmVn−m = 2(αβ)m(αn−m + βn−m) = 2(αnβm + βnαm).
Thus L.H.S=R.H.S.
We consider the linear recurrence relation created by using Vk(P,Q) for
P and Qk for Q. Then Tn = Vk(P,Q)Tn−1 −QkTn−2.
The roots of the corresponding quadratic equation be α1 and β1. Then
α1+β1 = Vk(P,Q) = α
k+βk and α1β1 = Q
k = αkβk, so α1 = α
k and β1 = β
k.
This implies that Vn(Vk(P,Q), Q
k) = (αk)n+(βk)n = αnk +βnk = Vnk(P,Q).
If Q = 1,then Vnk(P, 1) = Vn(Vk(P, 1), 1)
Definition 3.5.1. (Legendre symbol)
(D
p
) = 0 if p | D, otherwise
(D
p
) = 1 , if there is a number x such that D ≡ x2(modp),
(D
p
) = −1 if no such number exists.
If p is an odd prime number which does not divide Q or D, and ε is (D
p
)
then Uk(p−ε)(P,Q) ≡ 0(modp) for any integer k, and also Vk(p−ε)(P,Q) ≡
2Q
k(1−ε)
2 (modp).
Now the Lehmer totient function of N = pq ,where p and q are different
odd primes, is T (N) = ((p − (D
p
)(q − D
q
)). We define S(N) = lcm((p −
(D
p
))(q − (D
q
)).
Since S(N) is a product of both (p−(D
p
) and (q−(D
q
) then UkS(N)(M, 1) ≡
0(modN) for any integer k and VkS(N)(M, 1) ≡ 2(modN) for any integer k.
We have V 2e (P, 1) − 4 = DU2e (P, 1). Then (Dp ) = (DU
2
e (P,1
p
) = (P
2−4
p
) =
(V
2
e (P,1)
p
).
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3.6 The New Public Key System, LUC
Suppose N and e are two chosen numbers, with N the product of two
different odd primes, p and q . The number e must be chosen so it is rel-
atively prime to (p − 1)(q − 1)(p + 1)(q + 1). Let M be a message which
is less than N and relatively prime to N . We define L ≡ Ve(M, 1))(modN)
where Ve is a Lucas function. This gives an encrypted message say M1.
To define the matching private key process, we need a number d such that
de ≡ 1(mod(S(N)), where S(N) = lcm((p−(D
p
))(q−(D
q
)), where D = M21−4
and (D
p
) and (D
q
) are Legendre symbols of p and q. We can assume that D
is relatively prime to N .
The number d can be found by the extended Euclidean algorithm such
that ed = kS(N) + 1, for some integer k. Then we get
Vd(Ve(M, 1)) = Vde(M, 1) = VkS(N)+1(M, 1) = MVkS(N)(M, 1)−VkS(N)−1(M, 1) =
MVkS(N)(M, 1)−(12)(VkS(N)(M, 1)V1(M, 1)−DUkS(N)(M, 1)U1(M, 1)) ≡ (2M−
(1
2
)(2M − 0))(modN) = M . Since UkS(N)(M, 1) ≡ 0(modN) for any integer
k and VkS(N)(M, 1) ≡ 2(modN) for any integer k.
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