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The aim of this workshop was to gather together contributions on the random gen- 
eration of combinatorial objects. 
The object is to find efficient methods of constructing a member of a family of 
objects chosen uniformly. 
This family is normally specified by a parameter of the object (called its size), in 
terms of which one evaluates the complexity of the generation algorithm 
The fine book by Nijenhuis and Wilf 1 can be regarded as the seminal work in this 
area. 
Apart from the theoretical interest of the subject (we could mention in particular the 
connections with enumeration techniques), numerous applications have been found in 
recent years. 
0 analysis of algorithms, 
l verification of combinatorial conjectures and assistance to ones intuition (random 
generation is therefore associated with Monte-Carlo methods), 
0 image synthesis, 
l modeling (in Computer Science, Physics, Statistics, etc.) In these application areas, 
one needs to generate objects of very large size (for instance trees of many million 
nodes), which justifies the desire to achieve very low complexities, ideally linear in 
the size of the object to be constructed. 
The methods described during this workshop, but not necessarily published in this 
volume are of three types. 
- general methods introduced by Wilf and Nijenhuis and made systematic by Flajolet 
and others (published in this journal2 ), which can be used when one has a recursive 
definition of the objects to be generated, 
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- direct methods which take into account properties peculiar to the family under con- 
sideration; these methods are generally very efficient but unfortunately often ad 
hoc and unable to be generalised (for instance the generation of binary trees by 
J.L. Remy), 
- rejection methods emi-algorithms which consist of a selection from a superset of the 
target class repeated until an object of the desired class is generated. If the superset 
is as narrow as possible so that we nearly always strike lucky, if the discrimination 
between good and bad objects can be made rapidly and if finally the selection 
of an object in the superset is easy, these methods can have very good average 
performance. 
We note that a fourth very fruitful method has not appeared in this workshop: we are 
talking about the application of Markov chains in this area, concerning which interest 
has been reawakened notably by the results of Jerrum and Sinclair,3 concerning the 
rapid convergence of such chains. 
We are very happy that Herbert Wilf has agreed to write a personal and historical 
overview leading up to the most recent developments. We have decided to place it at 
the head of the Bordeaux talks in the form of an introduction. 
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