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Instruction-based learningBy exploiting information that is contained in the spatial arrangement of neural activations, multivariate pattern
analysis (MVPA) can detect distributed brain activationswhich are not accessible by standard univariate analysis.
Recent methodological advances in MVPA regularization techniques have made it feasible to produce sparse
discriminative whole-brain maps with highly speciﬁc patterns. Furthermore, the most recent reﬁnement, the
Graph Net, explicitly takes the 3D-structure of fMRI data into account. Here, these advanced classiﬁcation
methods were applied to a large fMRI sample (N = 70) in order to gain novel insights into the functional local-
ization of outcome integration processes. While the beneﬁcial effect of differential outcomes is well-studied in
trial-and-error learning, outcome integration in the context of instruction-based learning has remained largely
unexplored. In order to examine neural processes associated with outcome integration in the context of
instruction-based learning, two groups of subjects underwent functional imaging while being presented with
either differential or ambiguous outcomes following the execution of varying stimulus–response instructions.
While no signiﬁcant univariate group differences were found in the resulting fMRI dataset, L1-regularized
(sparse) classiﬁers performed signiﬁcantly above chance and also clearly outperformed the standard L2-
regularized (dense) Support Vector Machine on this whole-brain between-subject classiﬁcation task. Moreover,
additional L2-regularization via the Elastic Net and spatial regularization by the Graph Net improved interpret-
ability of discriminative weight maps but were accompanied by reduced classiﬁcation accuracies. Most impor-
tantly, classiﬁcation based on sparse regularization facilitated the identiﬁcation of highly speciﬁc regions
differentially engaged under ambiguous and differential outcome conditions, comprising several prefrontal
regions previously associated with probabilistic learning, rule integration and reward processing. Additionally,
a detailed post-hoc analysis of these regions revealed that distinct activation dynamics underlay the processing
of ambiguous relative to differential outcomes. Together, these results show that L1-regularization can improve
classiﬁcation performance while simultaneously providing highly speciﬁc and interpretable discriminative
activation patterns.
© 2014 The Authors. Published by Elsevier Inc. This is an open access article under the CC BY-NC-SA license
(http://creativecommons.org/licenses/by-nc-sa/3.0/).Introduction
Overview
Over the past decade, multivariate pattern analysis (MVPA) has
become increasingly popular in the neuroimaging community. By
default, classiﬁers like the Support Vector Machine (SVM) use all avail-
able voxels (or other features) in order to detect distributed patterns in
neuroimaging data. As an alternative to the standard approach, sparse
classiﬁcation techniques can provide better interpretability of discrimi-
native weight maps by using only a subset of voxels for classiﬁcation.esden, Department of General
Dresden, Germany.
Mohr).
. This is an open access article underRecent advances in the implementation of sparse regression techniques
(Friedman et al., 2010) have made it feasible to apply these methods to
notoriously high-dimensional whole-brain fMRI data. However, only
few neuroimaging studies have actually employed sparse regression
or classiﬁcation methods in order to gain new insights into neural pro-
cesses. In the present study, a large fMRI sample (N = 70) (Ruge and
Wolfensteller, 2013) was used to provide evidence that previously un-
detected task-driven effects can be identiﬁed by sparse classiﬁcation
techniques in spite of missing univariate effects. Furthermore, a recent
reﬁnement of sparse regression exploiting the 3D-structure of fMRI
data was employed to potentially obtain higher classiﬁcation accuracies
and weight maps with better interpretability (Grosenick et al., 2013).
The underlying experimental paradigm (Ruge and Wolfensteller,
2010, 2013) has been designed to explore the neural correlates of
rapid learning processes for different types of contingencies among
stimuli (S), responses (R) and outcomes (O) in the context of instructedthe CC BY-NC-SA license (http://creativecommons.org/licenses/by-nc-sa/3.0/).
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sections, followed by a more detailed introduction to the methodologi-
cal framework.
Instruction-based learning and outcome integration
A unique feature of human cognition is the ability to easily convert
abstract instructions (given for instance through manuals, pictograms
or language) into behavior. This ability to rapidly transfer novel instruc-
tions into motor action is crucial for work and everyday life. In spite of
being an important characteristic of human cognitive capabilities, only
recently several studies have examined this topic using fMRI (Cole
et al., 2012 and Wolfensteller and Ruge, 2012). While most of
these studies have been concerned with encoding and execution of
novel S–R rules, a recent study by Ruge and Wolfensteller (2013)
explored how outcomes are integrated into rule representation.
Differential outcomes
The interest in outcome integration stems from the differential out-
comes effect (DOE) in trial-and-error learning. In contrast to
instruction-based learning, in the trial-and-error setting subjects learn
correct responses in the absence of any prior information. At the begin-
ning of an experimental run subjects arbitrarily respond to stimuli and
then acquire correct S–R associations over many repeating trials via
performance feedback. In a classical view, correct response to a certain
stimulus is followed by some rewarding outcome, thereby reinforcing
the preceding S–R association (Thorndike, 1911).
In 1970, Trapold found that presenting differential outcomes (i.e. the
same stimulus is reliably followed by a certain outcome feature) im-
proves response accuracies compared to uniform outcomes (Trapold,
1970). Later, it has been shown that differential outcomes also improve
response accuracies when compared to randomly assigned outcomes
(Urcuioli, 2005). The DOE does not necessarily require outcomes to
be distinguishable with respect to their incentive values, instead dis-
criminability per se seems to be sufﬁcient (Friedrich and Zentall,
2011). It is typically thought to indicate the goal-directedness of action
(i.e., action planning takes place under consideration of anticipated dif-
ferential outcomes of actions) in contrast to habit-like action controlled
by direct S–R associations akin to Thorndike's view.
These ﬁndings have inspired the exploration of outcome integration
in the context of instruction-based learning (Wolfensteller and Ruge,
2012). Since acting in natural environments inherently evokes differen-
tial outcomes, integrating differential outcomes into S–R processing
may be implemented via some general process which is supposed to
be active during feedback-based learning as well as instruction-based
learning. Such a common outcome integration process might be imple-
mented via specialized basal ganglia regions known to be engaged
under model-free feedback-based learning conditions (Daw et al.,
2011). However, outcome integration under instruction-based learning
conditions might involve additional processes related to the incorpora-
tion of outcome relations into an explicit task model buffered in work-
ing memory and supported by a distributed set of cortical regions
including as a central component the lateral prefrontal cortex (LPFC). Fi-
nally,workingmemory related regionsmight interactwith the common
basal ganglia mechanisms when outcome integration occurs under
instruction-based learning conditions.
Experimental paradigm
In order to explore outcome integration in the human brain, the
following procedure was implemented in the study of Ruge and
Wolfensteller (2013). Subjects successively acquired novel S–R associa-
tions via symbolic instructions. After acquiring a certain S–R rule,
subjects responded to a sequence of stimuli according to the current
rule. While participants belonging to the ambiguous outcome group(AOG) were presented with two randomly changing outcomes (imple-
mented as colors) per stimulus, subjects of the differential outcome
group (DOG) were provided with one distinct color deterministically
following each stimulus. Corresponding behavioral studies have
shown that differential outcome colors are actually integrated into
S–R processing in this experimental design (Wolfensteller and
Ruge, 2011). In contrast, under the ambiguous outcome condition
subjects were only enabled to learn uncertain S–O relations, but
were prevented from forming consistent S–R–O associations.
Based on Psychophysiological Interaction (PPI) analysis, Ruge and
Wolfensteller (2013) found that differential outcomes (relative to am-
biguous outcomes) increased functional connectivity between an LPFC
seed region and a number of target regions, including caudate head,
ventral striatum and central orbitofrontal cortex, which have all previ-
ously been implicated in feedback-driven learning of goal-directed ac-
tion (Dolan and Dayan, 2013). At the same time, group comparisons
based on univariate activation contrasts did not result in any signiﬁcant
clusters after appropriate correction for multiple testing both at whole-
brain level as well as for predeﬁned regions of interest. Hence, based on
these previous results one could be tempted to conclude that differ-
ences between the DOG and the AOG are solely expressed via strength-
ened functional connectivity between LPFC and a number of cortical and
subcortical regions and that no speciﬁc regions are associated with
ambiguous outcome processing. However, it might well be that some
areas involved in either acquiring S–R–O associations (DOG) or process-
ing of ambiguous S–O relations (AOG) may have remained undetected
by PPI analysis and standard univariate analysis. First, deﬁning PPI
seed regions constitutes a priori constraints on which brain regions
can be identiﬁed (that is, those sufﬁciently interacting with predeﬁned
seed regions). Second, certain processes might be instantiated via
distributed patterns of brain activation where each component might
be insufﬁciently strong to survive univariate signiﬁcance testing.
Multivariate pattern analysis
Applying more sensitive MVPA techniques (Pereira et al., 2009)
could potentially reveal previously undetected brain regions that are
differentially engaged in the two experimental groups. Whole-brain
multivariate pattern analysis can detect subtle effects distributed
among remote brain regions (Kaplan and Meyer, 2012). In contrast to
searchlight-based MVPA (Kriegeskorte et al., 2006 and Etzel et al.,
2013) where only relatively small fractions of the brain are simulta-
neously exploited (thus designed to detect local, ﬁne-grained patterns),
whole-brain MVPA utilizes all voxels at once in order to ﬁnd large-scale
patterns scattered across the entire brain. Since functional and anatom-
ical between-subject variance can impair ﬁne-grained patterns (Thirion
et al., 2007), for cross-subject classiﬁcation the whole-brain approach
seems to be most promising.
In whole-brain MVPA however, localizing distinct brain regions
that signiﬁcantly contributed to classiﬁcation is a nontrivial task.
Although linear binary classiﬁers straightforwardly produce discrimina-
tive weight maps, applying some arbitrary post-hoc threshold (as in
univariate analysis) to thesemaps is not appropriate since in fact classi-
ﬁcation is based on a combination of the activity in all voxels.
Sparse MVPA
How can sparse classiﬁcation resolve this issue? In fMRI data, and
particularly in whole-brain analysis, the number of voxels far exceeds
the number of participants. To reduce the risk of overﬁtting, overall
weight is usually minimized according to some regularization term.
While the idea of L2-regularized regression coefﬁcients came up in the
early 1960s (Hoerl, 1962 and Tikhonov, 1963), L1-regularization for lin-
earmodelswas introduced by Tibshirani (1996) in themid-1990s and is
by now efﬁciently implemented (Efron et al., 2004; Friedman et al.,
2010) and can be applied to fMRI data, see for example Grosenick
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(2011), Carroll et al. (2009), Ganesh et al. (2008), and Wager et al.
(2011).
Sparse (i.e. L1-regularized) classiﬁers can provide weight maps
with better interpretability compared to traditional L2-regularized
methods by setting most voxel weights to zero, i.e. sparse classiﬁca-
tion only involves few regions with nonzero weights. Because
straight L1-regularization tends to result in very sparse weight
maps, regularization can be relaxed by an additional L2-norm
regularization term (Zou and Hastie, 2005). This additional L2-
regularization increases the number of nonzero voxels by allowing
for voxels that are correlated with group labels but also highly corre-
lated with already selected voxels.
In standard classiﬁers like the Support Vector Machine (SVM, Cortes
and Vapnik, 1995) or the Elastic Net (Zou and Hastie, 2005), the spatial
distance between voxels is ignored, instead solely the correlation
between voxels and group labels and the correlation structure among
the voxels determine the distribution of voxel weights. Therefore,
these classiﬁers are neutral on spatial attributes of their weight maps,
for instance the degree of clustering.
Recently, sparse classiﬁcation was reﬁned by Grosenick et al. (2013)
to take the 3D-structure of fMRI data into account. While classiﬁers like
the Elastic Net or the SVM can be applied to data lacking spatial struc-
ture, the Graph Net is particularly useful for structured data (e.g. EEG
or fMRI). By adding an additional L2-norm regularization term, this ap-
proach minimizes weighting differences between adjacent voxels.
Resultingweightmaps tend to be less sparse and have smoother transi-
tions from nonzero peaks to zeroed surrounding areas, i.e. spatial
regularization actively inﬂuences the degree of clustering of voxel
weights. In Grosenick et al. (2013), the Graph Net compared favorably
to classiﬁers discarding 3D-structure with respect to classiﬁcation
accuracy.
In order to estimate the inﬂuence of the degree of sparsity on classi-
ﬁcation performance, the Elastic Net and its extension the Graph Net
were applied to the above described large fMRI sample of Ruge and
Wolfensteller (2013) with varying parameters. Additionally, the fMRI
sample was analyzed by means of the classiﬁer presumably most fre-
quently used in the neuroimaging literature, the linear soft-margin
SVM,which can be interpreted as a baseline regarding classiﬁcation per-
formance. However, comparability between the Elastic Net and the
standard L2-reg. SVM is limited by the fundamental difference between
sparse and dense classiﬁers. To bridge this gap, an L1-reg. version of the
SVM was additionally employed. A comparison of the performance ofFig. 1. The experimental taskwas composed of an instruction phase and a practice phase. During
S–R associations. Subsequently, single symbols were presented during the practice phase and s
appeared on the screen. Depending on groupmembership, subjects were either randomly prese
bol was consistently highlighted in one distinct color per stimulus after a correct response. Thithese classiﬁers is particularly interesting in light of the large sample
size and the absence of signiﬁcant univariate effects in Ruge and
Wolfensteller (2013).
Methods
Participants
The fMRI sample consisted of two groups of subjects with 35 sub-
jects per group (N= 70). The data were published before in Ruge and
Wolfensteller (2013). The ﬁrst group (ambiguous outcome group,
AOG) comprised 21 female and 14 male participants with age ranging
from 19 to 29 years and a mean age of 25 years while the second
group (differential outcome group, DOG) consisted of 26 females and
9 males with a mean age of 23 years and a range from 19 to 32 years.
The Ethics Committee of the Technische Universität Dresden approved
the experimentwhich also conformed to theWorldMedical Association
Declaration of Helsinki. All subjects gave written informed consent be-
fore they participated in the experiment and were paid 8 Euros per
hour or received course credit for their participation.
Task design
The design as described in detail in Ruge and Wolfensteller (2010)
andRuge andWolfensteller (2013) is only brieﬂy outlined in the follow-
ing (see also Fig. 1). The experiment consisted of 20 stimulus sets with
each set containing 4 visual stimuli (novel abstract symbols) different
from the symbols of all other sets. Each stimulus set was introduced in
a 10 second instruction phase followed by a 32 trial practice phase. Dur-
ing the instruction phase subjects were instructed to learn left hand re-
sponses for two symbols shown on the left side and right hand
responses for the symbols shown on the right side (without pressing
any button). The subsequent practice phase was constructed as a se-
quence of single symbols to which participants had to respond as
instructed. Incorrectly answered trials were indicated by a gray color
and repeated. Each of the four symbolswas presented in pseudorandom
order until 8 correct responses for each symbol were collected. The
maximal response time was 1500 ms. After a correct response one of
four background colors appeared for 500 ms. Four colors were chosen
randomly for each stimulus set from 12 predeﬁned colors. The trials
were randomly separated by an interval of 800 ms or 3500 ms.
Group membership affected the relation of outcome color and pre-
ceding stimulus. Under the ambiguity condition, the four colors of athe instruction phase, four symbolswere displayed and subjects had to learn the indicated
ubjects were asked to respond as instructed. After a correct response, a background color
ntedwith one of two possible colors per stimulus after a correct button press or each sym-
s procedure was repeated 20 times featuring novel stimulus sets each time.
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and red/green) and stimulus symbols 1 and 2 were followed unpredict-
ably by colors of theﬁrst pair (e.g. symbol 1 and symbol 2were followed
by yellow or blue with 50% chance), and stimulus symbols 3 and 4were
randomly followed by colors of the second pair. For subjects belonging
to theDOGhowever, outcome colorswere determined by the preceding
stimulus, i.e. each symbol was followed reliably by the same color if the
response was correct. While subjects of the DOG were able to form
consistent S–R–O associations during the practice phase (additionally
to preexisting S–R associations learned in the instruction phase),
members of the AOG could only learn ambiguous S–O relations, but
were prevented from acquiring consistent S–R–O associations.
Scanner setup
Images were acquired using a Siemens 3T Trio System (Erlangen,
Germany). Structural imageswith a resolution of 1 × 1× 1mmwere col-
lected via an MP-RAGE T1-weighted sequence (TR = 1900 ms, TE =
2.26 ms, TI = 900 ms, ﬂip = 9°). For functional imaging the scanner
was set to an echo planar imaging sequence with TR = 2000 ms, TE =
30 ms, ﬂip = 80°. Functional images were composed of 26 axial slices
with a thickness of 5 mm and an in-plane resolution of 4 × 4 mm.
FMRI preprocessing
A standard SPM8 preprocessing stream was applied to functional
images including slice-time correction, rigid bodymovement correction
with 3 translation and 3 rotation parameters, normalization of the
mean functional image to the standard SPM8 MNI EPI template (sam-
pled to 3 × 3× 3mm) via afﬁne registration, and 8mmFWHMGaussian
kernel smoothing. The preprocessing steps were exactly identical to
those in Ruge andWolfensteller (2013), i.e. EPI sequenceswere not spe-
ciﬁcally prepared for subsequent multivariate analysis.
General linear model
A standard SPM8 AR(1) general linearmodel was estimated for each
subject using a high-pass ﬁlter with cutoff set to 128 s. Eight event-
related regressors of interest modeled the eight repetition levels of the
practice phase,where repetition level 1 consisted of the 4 ﬁrst (correctly
answered) appearances of the 4 symbols of each stimulus sets, repeti-
tion level 2 of the 4 second (correctly answered) appearances of the 4
symbols of each stimulus set and so forth. Instruction phase and error
trials were modeled with separate nuisance regressors. Design-related
regressors were convolved with the canonical hemodynamic response
function of SPM8. Rotation and translation regressors obtained during
preprocessing were added as further regressors of no interest. The
early practice phase was deﬁned as all trials of repetition levels 1 and
2 whereas the late practice phase was deﬁned as repetition levels 7
and 8. In order to capture the dynamics of the practice phase, the con-
trast of interest was deﬁned as late practice phase minus early practice
phase, or in other words repetition levels (7 + 8)− (1 + 2). Hence, a
single contrast image per subject was the ﬁnal outcome at this stage.
Univariate group comparison
As reported in Ruge and Wolfensteller (2013), a univariate two-
sample t-test between AOG and DOG based on the late minus early
practice phase contrast did not produce any signiﬁcant clusters or
voxels with proper correction for multiple tests (i.e. for familywise
error or false discovery rate correction, voxelwise or cluster-level).
In order to plot estimates of each repetition level and each group for
speciﬁc regions during post-hoc analysis following multivariate pattern
classiﬁcation, an ANOVA model with repetition level as within-subject
factor was computed. For each subject 8 beta images of repetition levels
1 to 8 were put in the ANOVA model, while subject itself was set as afactor of no interest. Based on the estimates of the ANOVA model,
post-hoc two-sided two-sample t-tests between groups were conduct-
ed for single repetition levels in speciﬁc regions. Since these results
were exclusively used post-hoc to collectively describe regions showing
qualitatively similar group difference dynamics, a nominal threshold of
p b 0.05 uncorrected was selected.
Multivariate group comparisons
Multivariate pattern classiﬁcationmethods have the ability to detect
effects in fMRI data undisclosed by univariate analysis (Haxby et al.,
2001; Haxby, 2012; Haynes and Rees, 2006; Kay et al., 2008; Knops
et al., 2009; Mitchell et al., 2008). These methods differ in various
aspects, including the selection process for voxels used to predict
group membership. While L2-regularized (dense) methods use all
available voxels to make a prediction, L1-regularized (sparse) methods
choose only a subset of voxels to classify subjects (Grosenick et al., 2013;
Gramfort et al., 2013). During training, i.e. when a classiﬁer adapts to a
given dataset, each voxel gains a certain weight which is subsequently
used for prediction. The weights of a trained classiﬁer indicate the
degree to which each voxel is involved in the decision process.
Voxel weights are typically visualized in 3D-maps similar to beta-
maps or t-maps (Mourão-Miranda et al., 2005). By discarding most
voxels (i.e. setting their weight to zero) L1-regularized classiﬁers
produce weight maps with only few regions involved in the prediction
process, thus potentially improving interpretability of the respective
maps.
In the present study, several approacheswere carried out to evaluate
the activity of many voxels simultaneously in order to predict group
membership of subjects. Concretely, four types of binary linear classi-
ﬁers were employed which are described below. The following mathe-
matical formulas refer to a data matrix X of size N × p where N is the
number of subjects and p is the number of voxels. Moreover, binary
group labels are denoted by yi, matrix rows by xi (size 1 × p), andweight
vectors by β (size p × 1). For the actual analysis the whole-brain late
practice minus early practice contrast map (i.e. beta values) of each
subject was transformed into a 1 × p vector with p = 54,482 voxels.
The required common whole-brain mask was created by a one-
sample t-test in SPM8 containing all N = 70 subjects. Members of the
DOG were labeled yi = + 1 and subjects belonging to the AOG were
labeled yi = 0 or yi =−1 depending on the classiﬁer.
The Elastic Net
The Elastic Net (Zou and Hastie, 2005) is a sparse (i.e. L1-
regularized) linear regression method that can be turned into a binary
classiﬁer by equipping it with a logistic loss function. The algorithmpro-
vides two parameters λ1, λ2which regulate the L1 and L2-regularization
respectively. The objective function of the logistic Elastic Net (Friedman
et al., 2010) is
min
β;β0
1
N
∑Ni¼1−yi β0 þ xi  βð Þ þ log 1þ eβ0þxiβ
 
þ λ1jjβjj1 þ
λ2
2
jjβjj22
with λ1 N 0, λ2 ≥ 0, yi ∈ {0, 1}. When L2-regularization is switched off
(λ2= 0) the Elastic Net reduces to the LASSO (Tibshirani, 1996). This
results in a rather low number of nonzero voxels (typically less than
N) with an increasing number of nonzero voxels for λ1 tending to
zero. Switching-on L2-regularization smoothes the voxel selection
process and increases the number of nonzero voxels for increasing
λ2-values.
The Graph Net
The (logistic) Graph Net (Grosenick et al., 2013) is an extension of
the (logistic) Elastic Net which makes use of the 3D-structure inherent
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the mutual inﬂuence of adjacent voxels on each other. For increasing
λG the classiﬁer increasingly minimizes differences in weighting
between adjacent voxels. Since 3D-regularization is implemented
via the L2-norm the Graph Net produces weight maps with greater
spatial smoothness compared to the Elastic Net. The objective func-
tion is
min
β;β0
1
N
∑Ni¼1−yi β0 þ xi  βð Þ þ log 1 þ eβ0þxiβ
 
þ λ1jjβjj1 þ
λ2
2
jjβjj22 þ
λG
2
∑i; j∈ℵ βi−β j
 2
with λ1 N 0, λ2 ≥ 0, λG N 0, yi ∈ {0, 1} and ℵ being the set of all (un-
ordered) pairs of adjacent voxels. Voxels are deﬁned to be adjacent
when their sides connect (so each voxel has at most 6 neighbors).
This deﬁnition is a special case of a more general deﬁnition compris-
ing a large class of graphs (see Grosenick et al. (2013) for details and
Slawski et al. (2010) for a general introduction to structured
sparsity).
L2-regularized Support Vector Machines
The soft-margin L2-reg. SVM (Cortes and Vapnik, 1995) is one of the
most frequently used classiﬁers in neuroimaging. Since regularization is
implemented exclusively via the L2-norm resulting weight maps are
dense (all voxels get nonzero weights). The objective function (with
L2-loss) is (Fan et al., 2008)
min
β
1
2
jjβjj22 þ C
XN
i¼1
max 0; 1−yi xi  βð Þ2
with C N 0, yi ∈ {−1, 1}. The C-parameter regulates the trade-off
between weight vector regularization and loss minimization.
L1-regularized SVM
A classiﬁer less frequently found in neuroimaging studies is the L1-
reg. SVM (Bradley and Mangasarian, 1998) where the L2-regularization
of the above described SVM is replaced by L1-regularization. The objec-
tive function is then (Fan et al., 2008)
min
β
jjβjj1 þ C
XN
i¼1
max 0; 1−yi xi  βð Þ2
with C N 0, yi∈ {−1, 1}. This approach ﬁlls the gap between the standard
L2-reg. SVM and the Elastic Net.
Parameter ranges and cross validation procedure
The Elastic Net parameter ranges were ﬁtted in several steps. Initial-
lyλ2was set to zero and a suitable range forλ1was chosen. For too small
λ1-values different implementations (see Software section) of the Elas-
tic Net started to give diverging results. When λ1 was set to large values
however, no voxels survived the implicit threshold. Constrained by
these boundaries λ1-values were distributed on a logarithmic scale
with λ1∈ {2−3, 2−4,…, 2−10}. In the next step λ2-values were selected
in order to provide a broad spectrum from sparse to dense weight maps
with λ2∈ {0, 2−12, 2−11,…, 2−2}. For the Graph Net (i.e. for λG N 0), the
λ1-parameter rangewas set equal to the Elastic Net λ1-parameter range,
i.e. λ1 ∈ {2−3, 2−4,…, 2−10}, but additional L2-regularization was set
to zero (λ2 = 0) to reduce the dimensionality of the parameter grid
(cf. Baldassarre et al. (2012) and Watanabe et al. (2014)). Since λG is
an alternative type of L2-regularization its parameter rangewas also de-
ﬁned as λG ∈ {0, 2−12, 2−11, …, 2−2}. L1-reg. SVM and L2-reg. SVM
parameter ranges were deﬁned on a logarithmic scale such that accura-
cies dropped to approximately 50% chance level for small C-values andstabilized for large C-values. The resulting range for the L1-reg. SVM
was C ∈ {2−8, 2−7, …, 211} and for the L2-reg. SVM it was
C ∈ {2−20, 2−19,…, 2−1}.
For the Elastic Net and L1-reg. and L2-reg. SVMs a leave-one-subject-
out cross-validation was implemented. Classiﬁcation accuracies were
estimated for ﬁxed parameters as well as for parameters selected via
nested cross-validations. Nested cross-validations were implemented
to optimize classiﬁcation accuracy in a leave-one-subject-out approach
on the training set. For the Elastic Net, if the accuracy peak of a nested
cross-validation was not unique, parameters were selected such that
λ1wasmaximal andλ2wasminimal,with priority on λ1 beingmaximal.
For the SVMs, if the accuracy peak of a nested cross-validation was not
unique, the C-parameter was selected to be minimal. Nested cross-
validations are computationally demanding but provide unbiased over-
all accuracy estimates (Kriegeskorte et al., 2009). To give an impression
of the degree of linear separability of the training folds, the same train-
ing subjects were used for both training and testing. In order to take the
extended computation time into account, Graph Net accuracies were
only estimated for the parameter grid deﬁned above (with λ2 = 0
always) and no nested cross-validations were performed for the
Graph Net (i.e. overall accuracy was also not estimated for the Graph
Net).
To estimate the inﬂuence of the size of the training set on classi-
ﬁcation accuracy, the L1-reg. SVM was repeatedly trained on a sub-
group of subjects of a certain size and tested on the complementary
subgroup of subjects. The number of training subjects was varied
within {34, 38, …,66}. For a given training set size, the sample was
randomly split in a training subgroup and a test subgroup with bal-
anced experimental groups. For each splitting, the L1-reg. SVM was
trained on the training subjects and tested on the test subjects for
all C ∈ {2−8, 2−7,…, 211}. The random splitting was repeated 1000
times for each training set size. Then classiﬁcation accuracy was
calculated for each training set size and C-value as the average of
the 1000 resampling steps. The L1-reg. SVM was selected for
this analysis since it has only one regularization parameter and
performed roughly at the same level as the Elastic Net.
p-Values were calculated by means of the binomial distribution
B(70,0.5) to determine if classiﬁers performed signiﬁcantly above
chance level. It is known that p-values obtained by the binomial dis-
tribution tend to be overly optimistic for cross-validation schemes
(Pereira and Botvinick, 2011; Stelzer et al., 2013). However,
performing permutation tests was not feasible since this would
have involved nested cross-validations, which was computationally
too demanding. Using the binomial distribution instead may be less
critical on the presented data however. Test folds consisted of a sep-
arate subject, i.e. the independence assumption between training set
and test set should be valid. Furthermore, as can be seen below, the
p-values resulting from the binomial distribution for sparse classiﬁ-
cation were much lower than usual signiﬁcance thresholds (e.g.
p b 0.05 or p b 0.001).
Before each cross-validation step training data were standardized
such that∑i = 1N − 1xij=0 and∑N−1i¼1 xi j2 ¼ N−1, and test subjects were
standardized accordingly. For depiction, weight maps were computed
as the voxel-wise median of the 70 weight maps obtained by the
leave-one-subject-out cross-validation, similar to Grosenick et al.
(2013). This procedure preserves sparsity andmay improve the reliabil-
ity of the coefﬁcients.
In order to ensure consistency with Ruge and Wolfensteller (2013),
all analyses presented in themain text were based on the same general
linear model. For an additional analysis of the trade-off between the
number of training examples and noise level (see, for instance, Pereira
et al. (2009)), a different general linear model was created where
contrast images were estimated for each stimulus set separately, and
L1-reg. and L2-reg. SVMs were trained and tested on these estimates.
Further details on this analysis are provided in the Supplementary
material (S4).
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With these four classiﬁers at hand it should be possible to clarify
if potential improvements of classiﬁcation accuracy depend on the
choice of the loss function (hinge loss vs. logistic loss in case of dif-
fering SVM and Elastic Net results) or on sparse vs. dense weight
distribution (in case of differing L1-reg. SVM and L2-reg. SVM results).
Furthermore, improvements potentially elicited by 3D-regularization
can be demonstrated by a comparison of the Elastic Net and the Graph
Net. Besides potentially higher classiﬁcation accuracies, sparsity and
3D-regularization may also provide more conclusive weight maps. The
interpretability of weightmaps is of particular interest since the present
study was not conducted to actually classify subjects (as in clinical stud-
ies for instance) but to reveal brain regions associated with the experi-
mental paradigm.Software
Most algorithms were run in Matlab (The MathWorks, Inc.) or
accessed viaMatlab (version R2012b). EPI sequenceswere preprocessed
in SPM8 (http://www.ﬁl.ion.ucl.ac.uk/spm/), ﬁrst level analysis and
univariate group level analysis were also conducted in SPM8. NIFTI
ﬁles were loaded and saved in Matlab with a package of scripts
(http://www.mathworks.com/matlabcentral/ﬁleexchange/8797-tools-
for-nifti-and-analyze-image). For SVM analysis, the LIBLINEAR package
was used (http://www.csie.ntu.edu.tw/~cjlin/liblinear/). For the Elastic
Net, two functions were applied (thereby allowing for mutual compari-
son of resulting estimates for brittle parameter settings), glmnet (http://
web.stanford.edu/~hastie/glmnet_matlab/) and lassoglm (part of the
ofﬁcial Matlab Statistics Toolbox). Graph Net estimates were obtained
by the elasticlog function of the Donders Machine Learning Toolbox
(DMLT, https://github.com/distrep/DMLT/). This function was slightly
modiﬁed to deal with high-dimensional whole-brain fMRI data (by
introducing a sparse structure for certain matrices). Graph Net esti-
mates obtained by the elasticlog.m function were compared to esti-
mates obtained by the senet.R function (https://sites.google.com/
site/slawskimartin/code/) as a sanity check. Brain images were cre-
ated with MRIcron (http://www.mccauslandcenter.sc.edu/mricro/
mricron/). Labeling of anatomical regions was carried out with the
Automated Anatomical Labeling (AAL) atlas (Tzourio-Mazoyer
et al., 2002).Computational costs
All analyses were run on a workstation with 2 CPUs (2 × 8 cores,
2.4 GHz) and 32 GB memory. CPU time for SVM and Elastic Net analyses
was in the range of hours (including nested cross-validation),
while Graph Net analysis took several weeks (without nested cross-
validation). Since Graph Net weights were estimated by an active
set algorithm,GraphNet CPU time andmemoryusage crucially depended
on the setting of the regularization parameters (see Grosenick et al.
(2013) for a detailed discussion of computational complexity). Further-
more, the Elastic Net and the SVM algorithms were accessed via Matlab
but the underlying optimization code is written in Fortran or C++,
whereas the Graph Net code is completely written in Matlab. For
instance, it took about 12 h to estimate Graph Net weights when the
number of nonzero voxels was approximately 17,000 (of 54,482). A
leave-one-subject-out cross-validation in this case took 70*12 h CPU
time on a single core. Running several Matlab instances in parallel was
then constrained by memory capacity, since a 17,000 × 54,482 double
precision matrix was stored that needed approximately 12 GB memory.
In contrast, if the number of nonzero voxels was low (e.g. 100 of
54,482), the optimization algorithm converged in the range of minutes
and memory usage was below 1 GB.Results
Elastic Net
The Elastic Net achieved an overall accuracy of 85.7%, with 85.7% of
the AOG subjects and 85.7% of the DOG subjects correctly classiﬁed
(chance level 50%). Modeling the cross validation process as a
Bernoulli experiment with a B(70, 0.5) binomial distribution resulted
in a p-value of p=4 ⋅ 10−10. Overall classiﬁcation results are also sum-
marized in Table 1. In Fig. 2, accuracies and the number of nonzero
voxels over the entire λ1, λ2 parameter grid are depicted. With L2-
regularization turned off (λ2= 0), Elastic Net accuracies were constant-
ly above 82% for λ1 ≤ 0.031. The number of nonzero voxels was then
also only marginally varied (ranging from 31.4 to 47.5 nonzero voxels
on average). Increasing λ2-values generally led to lower accuracies
and a higher impact of the λ1-parameter on accuracy. Concurrently,
stronger L2-regularization was accompanied by an increasing number
of nonzero voxels (up to 14,494 for λ1 = 0.001 and λ2 = 0.250).
The highest accuracy (87.1%) forﬁxedλ1, λ2-parameterswas obtain-
ed for λ1 = 0.031 and λ2 = 0, which was also the parameter pair most
often selected via nested cross-validations. On average 31.4 voxels (out
of 54,482 whole brain voxels) got nonzero weights for this parameter
pair. For this setting all clusters of nonzero voxels are listed in Table 2.
Sections of the respective weight map are shown in Fig. 3. Univariate
post-hoc analysis was based on this conﬁguration since it provided
the highest accuracy. Subsequent comparisons to Elastic Net results
refer to this parameter setting (λ1 = 0.031 and λ2 = 0) unless noted
otherwise.
Graph Net
GraphNet cross-validation analysiswas conductedwithﬁxed λ2=0
and varying λG. As can be seen in Fig. 2, increasing λG values implied an
increase of nonzero voxels in connectionwith a decrease of classiﬁcation
accuracy. Genuine Graph Net (λG N 0) accuracies did not reach top Elas-
tic Net accuracy, i.e. there was no further classiﬁcation improvement
achieved by this method on the presented data. However, comparing
standard Elastic Net L2-regularization and spatial Graph Net regulariza-
tion against each other (i.e. setting either λ2 N 0, λG = 0 or vice versa)
revealed that 3D-regularization provided more stable accuracies for
larger numbers of nonzero voxels (Fig. 4).
In order to give an impression of a 3D-regularized weight map,
parameters were set such that the Graph Net performed above 80%
and returned maximally many nonzero voxels (λ1 = 0.001, λ2 = 0,
λG = 0.004, accuracy = 81.4%, number of nonzero voxels = 1603).
Clusterwise summed up weights of this setup are partly listed in
Table 2 and sections of the respective weight map are shown in Fig. 3.
Graph Net peak voxel coordinates of clusters that were also weighted
nonzero by the Elastic Net never deviated from Elastic Net peaks for
more than one voxel in each direction. While 74.6% of the Graph Net
mass was used to extend clusters that were also found by the Elastic
Net, 25.4% of the 3D-regularized weights were distributed among
additional regions.
L1-reg. SVM
The L1-reg. SVM classiﬁed 81.4% of the subjects correctly (AOG 77.1%,
DOG 85.7%, p= 5 ⋅ 10−8). Maximum accuracy for ﬁxed C= 0.063 was
85.7% with on average 30.9 nonzero voxels. Accuracies and number of
nonzero voxels for the complete parameter range are depicted in Fig. 5.
Coordinates and weights produced by the L1-reg. SVM are listed in
Table 2. Peak voxel coordinates never deviated from Elastic Net coordi-
nates more than one voxel (3 mm) in each direction but two regions
with minor weights were discarded by the L1-reg. SVM though selected
by the Elastic Net or vice versa. Due to the high similarity between the
Elastic Net and L1-reg. SVM voxel weighting and in order to avoid
Table 1
Summary table of overall classiﬁcation accuracies. Mean accuracy for test subjects was estimated with parameter settings optimized on training subjects only. Asterisk indicates that the
mean test subject accuracywas signiﬁcantly (p b 0.05) above chance level (50%).Mean accuracy for training setswas obtainedby conducting both training and testing on the same training
set. The latter procedure does of course not indicate how classiﬁcation performancewill generalize. Instead, it shows the degree of linear separability of the training sets. GraphNet overall
accuracy was not estimated due to computational constraints. Abbr.: Accu = accuracy, DOG = differential outcome group, AOG = ambiguous outcome group, reg. = regularized,
SVM = Support Vector Machine.
Classiﬁer Parameters % Accu test Binomial p-value % Accu DOG % Accu AOG % Accu training
Elastic Net λ1, λ2 85.7* 4 · 10−10 85.7 85.7 100.0
L1-reg. SVM C 81.4* 5 · 10−8 85.7 77.1 100.0
L2-reg. SVM C 57.1 0.14 60.0 54.3 99.8
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reg. SVMmaps.
Classiﬁcation accuracies of the L1-reg. SVM for varying training set
sizes are depicted in Fig. 6. When only half of the subjects were used
for training, classiﬁcation accuracy dropped below 60%. Overall, classiﬁ-
cation performancewasmonotonically increasing as a function of train-
ing set size. When 66 of the 70 subjects were used for training,
classiﬁcation accuracy peaked at 82%.
The analysis of the trade-off between the number of training examples
andnoise level revealed that the L1-reg. SVMperformedbetter on a lower
number of high quality activation estimates than on a larger number of
training examples with higher noise levels. Detailed results are reported
in the Supplementary material (S4) and ﬁgures therein.
L2-reg. SVM
Overall accuracy of the L2-reg. SVM was 57.1% (AOG 54.3%,
DOG 60.0%). Accuracies for all C-parameters are shown in Fig. 5. AsFig. 2. A: Percentage of correctly classiﬁed subjects for the Elastic Net. Accuracies were estimated
Correspondingmean values of the number of nonzero voxels on a log10-scale. C: Percentage of cor
of nonzero voxels for the Graph Net. These results are also provided in table format in the Supplean L2-regularized classiﬁer the SVM gave nonzero weights to all
54,482 voxels. Since the classiﬁcation result was not signiﬁcantly
above chance (p= 0.14), no post-hoc analysis was conducted.Post-hoc univariate analysis
Theultimate goal of this studywas to locate BOLD responses and fur-
thermore to examine BOLD dynamics associated with the experimental
manipulation of S–O contingencies. The ﬁrst part, i.e. identifying regions
involved in outcome integration or processing of ambiguous S–Oassoci-
ations, was conducted by means of multivariate pattern classiﬁcation.
Since all employed L1-regularized classiﬁers produced nearly identical
coordinates of local maxima (see Table 2), post-hoc analysis did not
crucially depend on the choice of the classiﬁer and its exact parameter
settings. The most successful classiﬁer was the Elastic Net, so further
analysis was based on corresponding peak coordinates of its weight
map.on a 8 × 12 (λ1, λ2) parameter grid via a 70-fold leave-one-subject-out cross-validation. B:
rectly predicted subject groupmemberships by theGraphNet. D:Mean values of the number
mentary material (S1). Abbr.: Accu. = accuracy, NNZ= number of nonzero voxels.
Table 2
List of all voxels/clusters which obtained nonzero weights by the Elastic Net or L1-reg. SVM, ordered by Elastic Net weights. Peak coordinates are given in millimeter according to MNI space.
Elastic Net parameterswere set toλ1 = 0.031 andλ2 = 0, and the SVMparameterwas set to C = 0.063. For theGraphNet, parameter settingswereλ1 = 0.001, λ2 = 0, andλG = 0.004. For
the Elastic Net and L1-reg. SVMvoxelswere listed as one cluster if theywere locatedwithin the sameGraphNet cluster (not necessarily being directly adjacent). Univariate differences between
AOG and DOG at repetition level 1 were assessed by a two-sided, two-sample t-test with threshold p b 0.05 uncorrected. Repetition level 7 and 8 signiﬁcance refers to a signiﬁcant group
difference (as deﬁned for repetition level 1) at repetition level 7 and repetition level 8. Coordinates of peak voxels never deviated more than one voxel (3 mm) in each direction across the
three classiﬁers (but two regions were discarded by either the Elastic Net or the L1-reg. SVM). Abbr.: IC = insular cortex, tIFG = triangular part of the inferior frontal gyrus, IPC = inferior
parietal cortex, CSF = cerebrospinal ﬂuid, CB = cerebellum, MFG = middle frontal gyrus, MOG = middle occipital gyrus, mSFG = medial superior frontal gyrus, SMG = supramarginal
gyrus, IOG = inferior occipital gyrus, SOG = superior occipital gyrus, SFG = superior frontal gyrus, SPC = superior parietal cortex, PC = precuneus, MTG = middle temporal gyrus,
STG = superior temporal gyrus, AG = angular gyrus, MCG = middle cingulate gyrus, L = left, R = right, AAL = Automated Anatomical Labeling, EN = Elastic Net, GN = Graph
Net, SVM = Support Vector Machine, RL = repetition level, AOG = ambiguous outcome group, DOG = differential outcome group, n.s. = not signiﬁcant.
AAL Number of voxels EN peak SVM peak GN peak % weight RL RL
(EN peak) EN SVM GN x y z x y z x y z EN SVM GN 1 7 & 8
IC R 2 2 55 27 21 −12 27 21 −12 30 21 −15 15.1 14.9 6.6 AOG N DOG n.s.
tIFG L 1 1 59 −39 30 12 −39 30 12 −39 30 12 9.9 10.3 4.9 AOG N DOG AOG N DOG
IPC R 2 2 60 45 −51 60 42 −48 60 45 −51 60 6.1 6.1 5.4 AOG N DOG n.s.
CSF 1 1 69 3 6 15 3 6 15 6 6 15 4.0 4.3 4.2 – –
CB R 1 1 40 9 −54 −9 9 −54 −9 9 −54 −9 3.5 3.4 3.0 AOG N DOG AOG N DOG
MFG R 1 1 66 36 36 21 36 36 21 39 36 18 3.0 3.4 2.9 AOG N DOG n.s.
MOG L 1 1 45 −39 −81 21 −39 −81 21 −42 −84 18 2.1 1.7 3.7 AOG N DOG AOG N DOG
mSFG L 1 1 23 −6 18 42 −6 15 45 −3 18 45 1.8 0.8 0.7 AOG N DOG n.s.
SMG R 1 0 30 63 −27 30 63 −27 30 0.9 1.5 n.s. n.s.
SMG L 1 1 18 −45 −39 30 −45 −39 30 −48 −39 30 0.1 0.7 0.7 AOG N DOG n.s.
IOG R 2 2 65 39 −90 −3 39 −90 −3 39 −90 −3 −13.0 −13.2 −7.4 n.s. AOG N DOG
SFG R 1 1 59 21 33 51 21 33 51 21 33 51 −8.4 −8.1 −5.9 DOG N AOG n.s.
SOG R 1 2 80 24 −78 39 24 −78 39 24 −81 39 −8.3 −9.2 −6.1 DOG N AOG n.s.
SPC L 1 1 36 −18 −51 75 −18 −51 75 −18 −51 75 −8.1 −8.2 −5.4 DOG N AOG n.s.
PC 1 1 69 0 −81 45 0 −81 45 0 −81 45 −6.8 −6.5 −5.1 DOG N AOG n.s.
MTG L 2 1 30 −66 −36 6 −66 −36 6 −66 −33 9 −5.0 −4.3 −4.3 n.s. AOG N DOG
STG R 2 2 67 63 −30 6 63 −30 6 66 −33 6 −2.1 −2.6 −4.5 n.s. AOG N DOG
AG R 2 2 23 54 −66 36 54 −66 36 54 −69 33 −1.7 −1.5 −1.6 DOG N AOG n.s.
MCG R 0 1 19 3 −15 39 3 −15 39 −1.0 −0.7 DOG N AOG n.s.
Sum 24 24 913 Sum of absolute values: 100% 100% 74.6%
100% 100% 58.6%
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provide sufﬁcient information. For instance a positiveweight could indi-
cate that the DOG had a stronger increase of BOLD activation across
repetition levels than the AOG, but alternatively it could be the case
that the DOG had a less severe decrease of BOLD activation during the
practice phase.
To shed light on underlying activation dynamics, beta estimates of
the eight repetition levels were extracted and analyzed for regions
which had obtained nonzero weights. Exemplary plots of four regions
are depicted in Fig. 7. The plots unveiled that several regions showed
strong group differences in both directions already at repetition level
1. During post-hoc univariate analysis repetition level 2 was then
neglected in favor of a clear picture of group differences at repetition
level 1. Results of univariate two-sided two-sample t-tests for repetition
level 1 (as well as 7 and 8) are listed in Table 2.
In nearly all positively weighted clusters the AOG had signiﬁcantly
larger activations at repetition level 1 than the DOG. The group differ-
ences then either rapidly vanished (clusters within the right insular
cortex, right inferior parietal cortex, right middle frontal gyrus, left me-
dial superior frontal gyrus and left supramarginal gyrus) or were still
signiﬁcant at repetition levels 7 and 8 (clusters located within the left
triangular part of the inferior frontal gyrus, right cerebellum and left
middle occipital gyrus). In regions with larger weights, typically both
groups showed decreasing activation patterns (deﬁned as repetition
levels 7 and 8 minus repetition levels 1 and 2 below zero) with the
exception of the cerebellum cluster, where both groups exhibited
increasing activations. In marginally weighted regions (beginning with
the left middle occipital cluster in Table 2) various patterns appeared
that are not further discussed to avoid any over-interpretation.
Moreover, one cluster was excluded from post-hoc analysis since it
was primarily located within cerebrospinal ﬂuid.
In negatively weighted clusters exhibiting signiﬁcantly higher acti-
vations for the DOG at repetition level 1, group differences alwaysdropped below signiﬁcance at repetition levels 7 and 8 (clusters within
the right superior occipital gyrus, right superior frontal gyrus, left supe-
rior parietal cortex, precuneus, right angular gyrus andmiddle cingulate
gyrus). A qualitatively different kind of group difference dynamics was
foundwithin the right inferior occipital gyrus and left and right superior
temporal sulcus. While these regions did not exhibit signiﬁcant group
differences at repetition level 1, group differences successively
increased and reached signiﬁcance in repetition levels 7 and 8. In all
three clusters AOG activations were higher than DOG activations in
late repetition levels. The AOG showed increasing activation proﬁles in
all aforementioned regions whereas the DOG exhibited decreasing
activations in the right inferior occipital cluster and the right superior
occipital cluster.Discussion
The goal of this study was to localize outcome integration pro-
cesses based on different classiﬁcation techniques which were ap-
plied to whole-brain data lacking signiﬁcant univariate effects.
Most importantly, subjects were successfully assigned to their
groups by sparse classiﬁers while a standard dense classiﬁer did
not perform signiﬁcantly above chance. Moreover, logistic loss led
to slightly higher and better balanced classiﬁcation accuracies than
hinge loss. Increasing L2-regularization, both with or without exploi-
tation of 3D-structure, lowered accuracies but increased the number
of nonzero weighted voxels. To enable a process-oriented functional
interpretation of the discriminative whole-brain pattern, a post-hoc
univariate analysis was conducted. This detailed analysis revealed
distinct dynamics underlying the discriminative pattern. After
reviewing the results from a technical perspective, cognitive pro-
cesses that might be differentially engaged in the two experimental
groups will be discussed.
Fig. 3. Horizontal sections of Graph Net (left side, continuous color scale) and Elastic Net (right side, binary coloring) weight maps. The depicted maps show median values of the 70
weight maps obtained by cross-validation. Graph Net parameters were set to λ1 = 0.001, λ2 = 0, λG = 0.004, which gave an accuracy of 81.4%. Elastic Net parameters were set to
λ1= 0.031, λ2= 0, resulting in an accuracy of 87.1%. Coordinates are inMNI space, sections are displayed in neurological convention. A: A clusterwithin the right anterior insula (Elastic
Net peak at 27 21−12) obtained the highest positive weight. B: A part of the right visual cortex got the largest negative weight (peak at 39−90−3). Less weight (or zero weight, re-
spectively)was attached to the contralateral region. C: Both classiﬁers putweight on symmetrical bilateral clusters within the superior temporal sulcus (peaks at−66−36 6 and 63−30
6). D: A cluster within the triangular part of the inferior frontal gyrus scored the second highest positive Elastic Net weight (peak at−39 30 12). Additionally, weight maps for the L1-reg.
SVM (looks similar to the Elastic Net map shown here), the Elastic Net with λ1 = 0.001, λ2 = 0.004 (looks similar to the Graph Net map shown here) and the L2-reg. SVM (dense map,
chance level classiﬁcation accuracy) can be found in the Supplementary material (S2).
Fig. 4. Comparison of solely spatial (depicted as dots) and exclusively non-spatial (depicted as diamonds) regularization performances. Parameter settings were selected such that
λ1≤ 0.063 and eitherλG N 0, λ2=0 orλG=0, λ2 N 0. Only parameter settings that returnedmore than 1000 nonzero voxels are depicted. In both approaches stronger L2-regularization
led to an increasing number of nonzero voxels accompanied by decreasing classiﬁcation accuracies. However, the 3D-regularizedGraphNetwas able to provide higher accuracies than the
Elastic Netwhenmore than 1000 voxels obtained nonzeroweights. For sparserweightmapswith less than 1000 nonzero voxels, the GraphNet and the Elastic Net performed comparably
to each other. The respective plot is provided in the Supplementary material (S3).
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Fig. 5. Accuracies of L1-reg. and L2-reg. SVMs and the number of nonzero voxels of the L1-reg. SVM (the L2-reg. SVM gave nonzero weight to all voxels). L1-reg. and L2-reg. SVMs had
different parameter ranges, therefore two scales are plotted on the x-axis. For the L1-reg. SVM, performance was above or equal to 80% when the number of nonzero voxels ranged
from 31 to 835. The number of nonzero voxels stabilized for large C-values and never exceeded 2600 voxels. Peak accuracy achieved by the L2-reg. SVM was 62.9%.
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On the presented whole-brain data L1-regularized classiﬁers
outperformed the L2-reg. SVM by far. The relatively weak performance
of the L2-reg. SVM implies that signal differences between the experi-
mental groups were not distributed across large portions of the brain,
since minor group differences in most voxels would have resulted in a
superior performance of the L2-reg. SVM. Instead, distributing weights
across a relatively small fraction of voxels boosted classiﬁcation accura-
cy based on L1-regularization. This is in line with the common assump-
tion that distinct areas in the brain are involved in speciﬁc tasks
(Kanwisher, 2010).
Of course, these ﬁndings do not imply that sparse classiﬁers are
generally better than dense classiﬁers. Which classiﬁer performs best
depends on many factors. For instance, one could speculate that
implementing the condition of interest (ambiguous vs. differential out-
come) as a within-subject factor and then classifying whole-brain
within-subject might lead to increasing performance for additional
L2-regularization, instead of decreasing accuracy when additional L2-
regularization is applied as observed on the presented data.Fig. 6. Accuracy of the L1-reg. SVM for varying training set sizes. As might be expected, adding
increasing ratio of training subjects to test subjects, peak classiﬁcation accuracy shifted from
Abbr.: #Train = number of subjects used for training, #Test = number of subjects used for teAlternatively, in within-subject classiﬁcation based on a small region
of interest a dense classiﬁer might perform best.
Several studies have been published using both sparse and dense
classiﬁers on fMRI data, with heterogeneous results. For example,
Grosenick et al. (2008) and Ng et al. (2012) found better classiﬁca-
tion accuracies for sparse classiﬁers as compared to dense classiﬁers
on their data. Jenatton et al. (2012) observed that standard sparse
classiﬁers performed worse than a standard dense classiﬁer whereas
sparse hierarchical structured regularization improved classiﬁcation
accuracy. Rasmussen et al. (2012) reported that dense classiﬁcation
worked best for some of their data. These diverse ﬁndings show that
there is no universally best classiﬁer for all data. Instead, for a given
classiﬁer, high classiﬁcation performance on certain classes of data is
always accompanied by low performance on other classes of data
(sometimes referred to as the No Free Lunch Theorem, see for in-
stance Schaffer (1994) or Wolpert (1996)). It will be interesting to
see if there are other design scenarios or experimental paradigms
in which switching from dense to sparse classiﬁcation causes a
large boost of classiﬁcation accuracy, as observed on the presented
data.more subjects to the training set improved classiﬁcation accuracy. Furthermore, with an
right to left, i.e. models with smaller C-values performed better for larger training sets.
sting.
Fig. 7. Exemplary plots of beta estimates (and 90% conﬁdence intervals) for each group (AOG= ambiguous outcome group, DOG= differential outcome group) and each repetition level.
For each region univariate estimates of the respective peak voxel are displayed. Beta estimates and conﬁdence intervals were extracted from an ANOVA model in SPM8. A: Plot of BOLD
estimates of the right anterior insula peak voxel. At repetition level 1 the AOG had signiﬁcantly (deﬁned in the following as p b 0.05, two-sided two-sample t-test) higher activations than
theDOG. The group difference then rapidly vanishedwithin the next few repetition levels. Clusters with similar group difference dynamicswere locatedwithin the inferior parietal cortex,
middle frontal gyrus andmedial superior frontal gyrus. B: Instance of a region (locatedwithin the inferior frontal gyrus)where group differences remained signiﬁcant at repetition levels 7
and 8. Enduring group differenceswere also found in cerebellar andmiddle occipital areas. C: In early visual cortex signiﬁcant group differences only occurred during late repetition levels.
Similar dynamics were found in bilateral clusters within the superior temporal sulcus. D: Both groups started below the implicit baseline in the right superior frontal gyrus cluster, with
signiﬁcantly lower activation for the AOG at repetition level 1. However, the AOG exhibited a larger activation increase across repetition levels, resulting in marginally higher activations
during the late practice phase compared to the DOG.
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by means of multivariate whole-brain analysis? On the presented data,
strictly following the accuracy maximization idea leads to very sparse
maps, with each cluster containing only one or two voxels. These are
quite different from maps based on univariate statistics, where usually
larger (or no) clusters surpass a given threshold. Additional L2-
regularization enables a broader distribution of weights, thereby pro-
ducing weight maps that better resemble traditional univariate maps.
These more convenient maps come at the price of reduced accuracies
and higher model complexity. This may leave one puzzled which of
the patterns at hand (in Fig. 3) most realistically describes underlying
neural activity. Observational errors and cross-subject variabilitywithin
each group may lead to very sparse maps in the sense of ﬁnding the
least common denominator, yet additionally L2-regularized maps
could provide a more accurate picture of actual discriminative brain ac-
tivity. It remains unclear how to ﬁnd the optimal trade-off between ac-
curacy maximization and weight map interpretability in the absence of
a nontrivial accuracy peak (i.e. accuracy is maximal when L2-
regularization is switched off). This holds both for L2-regularization
provided by the Elastic Net and spatial L2-regularization implemented
in the Graph Net. In order to ﬁnd such a potentially optimal trade-off,
deﬁning some performancemeasure that could be applied alternatively
to classiﬁcation accuracy would be necessary. Rasmussen et al. (2012)
suggested a split-half resampling approach, where the data are split
into two independent subsamples and then some similarity measureis applied to the two independently obtained weight maps. However,
as can be seen in Fig. 6, the presented between-subject design required
sufﬁciently large training sets for successful classiﬁcation. Splitting the
sample into two subsets led to a massive decrease of classiﬁcation
accuracy, thereby rendering the resulting weight maps useless. It
would be interesting to know if there is an alternative approach to quan-
tify robustness that can be successfully applied to the presented data.
It is important to note that the type of spatial regularization present-
ed here (i.e. penalizing squared differences between adjacent voxels) is
a special case of a more general deﬁnition given in Grosenick et al.
(2013). This deﬁnition offers versatile applications, for instance in
connectivity analysis (Watanabe et al., 2014) and encoding models
(Schoenmakers et al., 2013). Furthermore, Michel et al. (2011) intro-
duced Total Variation (TV) as an alternative type of spatial regulariza-
tion for fMRI. A sparse version of TV was introduced (TV-L1) and
compared to the Graph Net in Baldassarre et al. (2012). In contrast to
the Graph Net, TV promotes homogenous clusters with sharp edges
instead of smooth transitions from peak voxels to surrounding
areas. Gramfort et al. (2013) and Dohmatob et al. (2014) further ex-
plored TV-L1 and suitable optimization techniques. This form of spa-
tial regularization also offers versatile application opportunities, for
instance on resting state data (Abraham et al., 2013). It will be inter-
esting to see how this form of spatial regularization performs on the
presented data, once TV-L1 implementations become publicly
available.
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Most regions that obtained positiveweights startedwith signiﬁcant-
ly larger activations for the AOG at repetition level 1, with group differ-
ences vanishing across repetition levels in all but three regions. This
dominant patternwas found in the cluster that obtained the largest pos-
itive weight, centered at the right anterior insular cortex (IC) and partly
overlapping with the orbitofrontal cortex. In a smaller set of three
regions signiﬁcantly larger activations for the AOG were maintained
across all 8 stimulus repetitions. This pattern was found in the cluster
that obtained the second largest positiveweight andwas locatedwithin
the left triangular part of the inferior frontal gyrus (tIFG). Surprisingly,
the alternative case of diverging group activations (with no signiﬁcant
group differences at repetition level 1 but signiﬁcantly larger activations
for the DOG at repetition levels 7 and 8) did not occur in any region, i.e.
strengthening of consistent S–R–O associations was not accompanied
by increasing BOLD activations. Hence, positively weighted regions
seem to bemore strongly engaged in processing of uncertain outcomes
than outcome integration.
The activation proﬁle of the IC cluster – showing stronger activations
in the AOG especially for early stimulus repetitions – is consistent with
ﬁndings from other studies suggesting that this region might generate
or evaluate predictions under uncertainty. A study by Huettel et al.
(2002) has provided evidence that this region is involved in detecting
pattern violations in random sequences of stimuli. Similarly, Cools
et al. (2002) have found that this region is activated when S–R associa-
tions need to be switched in a probabilistic reversal learning task. More-
over, the anterior insular cortex has been associated with the degree of
uncertainty in outcome prediction (Preuschoff et al., 2008). Together,
these ﬁndings suggest that subjects of the AOG processed uncertainty
of outcomes in the IC cluster, which was required to a lesser extent for
differential outcomes.
The activation proﬁle of the left tIFG cluster – showing stronger acti-
vation in the AOG throughout all stimulus repetitions – is consistent
with studies implicating this region in situations where stimuli have
to be combined in order to respond correctly (Hartstra et al., 2012) or
during the generation of deductive conclusions (Reverberi et al.,
2012). Moreover, functional connectivity between this region and
visual area V4 is increased when attention is directed towards colors
(Zanto et al., 2011). Hence, the extension from S–R associations learned
during the instruction phase to S–R–O associations could be facilitated
in this region. This interpretation would imply a very rapid outcome
integration process since in the DOG this region is only activated
above baseline during repetition level 1. This putatively rapid outcome
integration might be actively guided by a top-down process, i.e. after
being presented with the ﬁrst few stimulus sets subjects of the DOG
might have been able to infer that a general consistency rule holds in
their task (that is, within a given stimulus set each stimulus is consis-
tently followed by the same color). Following this line of reasoning,
higher activations of the AOG in this region could be caused by
increased efforts to integrate ambiguous outcomes into S–R processing.
Interestingly, in the IC cluster group differences vanished after the
early practice phase, i.e. presumed outcome prediction efforts in this
region only manifested during the initial transfer phase from abstract
encoding of S–R rules to pragmatic S–R processing. In contrast, in the
tIFG cluster group differences were maintained throughout all repeti-
tion levels, thereby indicating that in this region some reduced
resources were constantly devoted to the integration of ambiguous out-
comes into S–R processing.
In sum, activation proﬁles of positively weighted regions indicate
that additional efforts were made by the AOG to integrate ambiguous
outcomes into S–R processing. However, consistently presented colors
also evoked higher activations at repetition level 1 relative to the late
practice phase in most regions, thus differential outcomes were also
processed in those areas, but more efﬁciently than ambiguous
outcomes.Most negatively weighted regions exhibited signiﬁcantly larger
activations for the DOG at repetition level 1. However, in three regions
activations started to diverge subsequent to early practice (with signif-
icantly higher activations for the AOG at repetition levels 7 and 8). In a
straightforward interpretation, clusters of the ﬁrst type account for
outcome integration taking place in the DOG. In these clusters DOG
activations rapidly (after repetition level 1 or 2) level out at AOG activa-
tions, thereby indicating a rapid transition from S–R to S–R–O
associations.
The only negatively weighted prefrontal region, located within the
right superior frontal gyrus (SFG), has been consistently associated
with reward or expected reward. In Huettel (2006) this region has
been associated with reward delivery as opposed to omission, while in
Nieuwenhuis et al. (2005) activation of this area has been correlated
with positive outcomes in contrast to negative outcomes. Moreover, in
Preuschoff et al. (2006) and Hsu et al. (2005), high activity in this region
has been associated with expected reward. O'Reilly et al. (2013) found
higher activity in the SFG associated with higher accuracy of outcome
prediction. Furthermore, functional connectivity between this region
and visual area V4 is also increased when attention is directed towards
colors (Zanto et al., 2011). In both groups this area was deactivated, i.e.
started below the implicit baseline, followed by a subsequent increase
towards the baseline across repetition levels. Subjects of the AOG
started at a lower activation level (i.e. larger deactivation), but exhibited
a larger activation increase across repetition levels and ended up with
higher activations than subjects of the DOG during the late practice
phase. In the light of the aforementioned literature, one could be
tempted to conclude that being presented with ambiguous outcomes
leads to a lower rewarding signal or outcome-prediction feedback-
signal at the beginning simply because of the uncertainty or unpredict-
ability of outcomes. The ability to eventually constrain possible
outcomes towards the end of the practice phasemay then be expressed
in this higher rewarding/accuracy signal during the late practice phase.
Interestingly, outcome colors were not associated with differential in-
centive values, i.e. this speciﬁc SFG region is differentially modulated
when outcomes are merely discriminable.
Clusters of the second type, with increasing activations for the AOG,
were locatedwithin the right inferior occipital gyrus and (symmetrically)
left and right superior temporal sulci. The Graph Net additionally re-
vealed a contralateral cluster within the left inferior occipital gyrus.
These areas have in common that group activations started to signiﬁcant-
ly diverge after repetition levels 4 or 5 and then maintained signiﬁcant
group differences up to the end of a stimulus set. In Braga et al. (2013)
the right middle temporal gyrus was activated during passive viewing
relative to attentive viewing. Shultz et al. (2010) have shown that this
area ismore strongly activatedwhile viewing failed goal-directed actions
as compared to successful goal-directed actions. Moreover, this region is
involved in decision-making when the underlying probability distribu-
tion is unknown (Hsu et al., 2005). The left temporal cluster has been ac-
tivated during an outcome reversal learning task (Xue et al., 2008). In the
view of rapidly declining AOG activations in the other (positivelyweight-
ed) clusters one could speculate if these occipital and temporal regions
get activated when the abstract-to-automated rule transfer is largely ac-
complished and resources become available for passively viewing ambig-
uous outcome colors (i.e., screening which of the two possible colors
actually appeared on the screen).
In Ruge and Wolfensteller (2013) a functional connectivity analysis
was conducted on the same data based on well-established ﬁndings
showing basal ganglia and LPFC circuits are underlying feedback-
driven learning of goal-directed action (Dolan and Dayan, 2013). The
L1-regularized classiﬁers employed in the present work did not distrib-
ute weight on any of these regions, hence providing additional (indi-
rect) evidence that outcome integration processes in LPFC, caudate
head and central orbitofrontal cortex are exclusively expressed via
increased functional connectivity but not activation differences in
these regions.
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While L1-regularized classiﬁersmay provide greater sensitivity than
univariate statistics and higher speciﬁcity relative to L2-regularized
algorithms, false positive clusters may still emerge as can be seen by
the large positive weighting of a region located within CSF. False posi-
tive clusters are related to the issue of weight map robustness. With
the data at hand, estimating weight map stability via the split-half ap-
proach was not feasible. Maybe it is possible to develop an alternative
approach that can be applied when data are insufﬁcient for split-half.
Moreover, a technical limitation of theGraphNet is the highermodel
complexity that led to considerably higher computational demands,
which obstructed rigorous accuracy estimation via nested cross-
validated parameter optimization.
In the presented paradigm, transition from abstract-to-automated
rule representation and the presentation of outcome colors start simul-
taneously at the beginning of a practice phase. A temporal segregation
of these two events could help to extract amore distinct neural correlate
of outcome integration processes.Moreover, some sort of task-structure
learning, as a consequence of the implementation of outcome integra-
tion as a between-subject factor, may confound group differences. In
order to prevent subjects from learning a comprehensive consistency
rule (as mentioned above), differential outcomes versus ambiguous
outcomes could be implemented as a within-subject factor. Further-
more, it would be interesting to see how differential outcomes and am-
biguous outcomes compare to a ﬁxed (unique) outcome (cf. Urcuioli,
2005).
Conclusion
Overall, sparse classiﬁcation provided novel insights into the func-
tional localization of outcome-integration processing, whereas dense
classiﬁcation and univariate analysis did not yield signiﬁcant results.
Additional spatial or non-spatial L2-regularization did not further im-
prove classiﬁcation accuracy. With an increasing number of nonzero
voxels, the Graph Net produced slightlymore robust classiﬁcation accu-
racies than non-spatial L2-regularization, but was also accompanied by
extended computational demands. Post-hoc univariate analysis shed
light on the dynamics underlying outcome-integration processing.
Comparison of identiﬁed regions with previous ﬁndings revealed that
areas associated with outcome integration, especially prefrontal
regions, have also been involved in forming abstract S–R associations,
integration of logical statements and incentive value of outcomes. How-
ever, further research is required for a deeper understanding of the
functionality of the newly identiﬁed regions in S–R–O processing.
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