Abstract-In this paper, we study shared-memory switches under multicast bursty traffic and characterize the relation between their performance and the multicast distribution that defines the mix of multicast traffic arriving at the switches. We consider two schemes that have been used in practical realizations of these switches to replicate multicast cells: 1) replication-at-receiving (RAR), where multiple copies of a multicast cell are stored in the buffer and served independently, and 2) replication-at-sending (RAS), where a single instance of a multicast cell is stored in the buffer, and the cell is replicated as it is transmitted to the output ports. For each scheme, we study two configurations: 1) the shared-memory-only (SMO) configuration, where the bandwidth of the replication mechanism is sufficient to accommodate even the worst-case replication requirements, and 2) the shared-memory-with-replication-first-infirst-out (SM+RFIFO) configuration, where the bandwidth of the replication mechanism is lower than what required by the worst case, and thus an additional buffer is used in front of the shared memory to temporarily store cells while they are replicated. For all cases, using simulation, we find upper bounds for the buffer requirements to achieve a desired cell-loss rate. We show that these upper bounds are significantly larger than the buffer requirements under unicast traffic and are approached even for very small volumes of multicast traffic; thus, these upper bounds are what should be used in practice to size the buffers to achieve desired performance under traffic with general multicast distributions. We also study shared-memory switches with output demultiplexers and characterize and compare the different multicasting schemes that are used in these switches.
I. INTRODUCTION

M
ANY envisioned applications in asynchronous transfer mode (ATM) networks are multicast in nature and are expected to generate a significant portion of the total traffic; examples of such applications are broadcast video, video-conferencing, multiparty telephony, and workgroup applications. The ability to support multicast traffic is therefore a basic functionality that needs to be implemented in ATM switches [1] ; mechanisms have to be provided in the switches to replicate cells arriving at an incoming multicast virtual connection (VC) and deliver them to multiple outgoing legs of that connection.
Depending on the switch architecture, multicast traffic may affect the switch performance in a way that is dramatically different from unicast traffic, due to the correlation among queues introduced by traffic with multiple destinations. The study of multicasting in ATM switches, however, has been rather limited in literature and mostly focused on the architectural design of switches with the multicast functionality [2] - [6] . Because of the complexity involved in the study of switches under multicast traffic, very few performance studies have been presented so far, and have generally not considered bursty multicast traffic [7] , [8] . In particular, no attempt has been made to characterize the relation between the performance of the switches and the multicast distribution. 1 Given that ATM switches have to be designed to operate under traffic having different multicast distributions and that the buffer requirements may vary widely with the traffic mix, a characterization of the impact of the multicast distribution on the buffer requirements is necessary in order to properly size the buffers of the switch to achieve a desired cell-loss rate under multicast traffic.
In this paper, we consider shared-memory switch architectures. Shared-memory ATM switches have become popular, due to their reduced buffer requirements with respect to switches with buffers partitioned per output port, especially under bursty traffic [9] , [10] . (Indeed, existing switches use this type of architecture [2] , [11] , [12] , and more switches of this type have been announced for next-generation switches.) We consider two schemes that have been used in practical realization of these switches to replicate cells and provide the multicast functionality [2] , [13] : 1) replication-at-receiving (RAR), where a multicast cell is physically replicated in front of the shared buffer, the multiple copies of the cell are stored in the buffer, and each copy is queued in one of the output queues to which the cell is destined and served independently, and 2) replication-at-sending (RAS), where a single instance of a multicast cell is stored in the buffer and queued in all the desired output queues, and the cell is physically replicated only as it is transmitted to each output port.
For each scheme, we consider two configurations that have been used in practice. In the first configuration, referred to as the shared-memory-only (SMO) configuration, the mechanism that performs the replication function has sufficient bandwidth to accommodate even the worst-case replication requirements, i.e., the case where multicast cells destined to all output destinations arrive at all inputs of the switch simultaneously. In the second configuration, referred to as the shared-memorywith-replication-first-in-first-out (SM+RFIFO) configuration, the replication mechanism does not have sufficient bandwidth to accommodate the worst case, and an additional buffer is used in front of the shared memory to temporarily store the cells while they are replicated. The buffer requirements under multicast bursty traffic heavily depend on the replication scheme and on the configuration used in the switch.
In our studies, we have found that it is difficult to statistically relate the performance of a shared-memory switch to the multicast distribution. For example, we have studied a given switch at a given load under several traffic scenarios where the multicast distributions were different, but had equal first moments, and observed dramatically different cell-loss rates. Similarly, we have used multicast distributions with equal second moments, and again observed dramatically different cell-loss rates; conversely, we have studied traffic scenarios where the multicast distributions had markedly different means and second moments and observed very similar cell-loss rates [14] .
For this reason, in this paper, rather than trying to find a cumbersome statistical explanation for the relation between multicast distribution and switch performance (which is perhaps buried in a combination of several moments of the multicast distribution, and may not be general enough to be useful in designing the switches), we select and study by simulation a number of relatively simple multicast distributions which give upper bounds on the buffer requirements in the switch under multicast bursty traffic. We show that these upper bounds heavily depend on the replication scheme used in the switch, and in all cases are significantly larger than the buffer requirements under unicast traffic (e.g., for the SMO configuration, they are three times larger in the case of RAS, and more than ten times larger in the case of RAR). These upper bounds are approached for very small volumes of multicast traffic (e.g., as small as 0.5% in the case of RAS, and less than 5% in all cases); thus, the upper bounds are what should be used in practice to size the buffers to achieve desired performance under traffic with general multicast distributions. In the case of RAR, the SM+RFIFO configuration performs visibly better than the SMO configuration (but still the total buffer requirements are about 70% larger than those of RAS); in the case of RAS, the SM+RFIFO configuration suffers only a relatively small performance penalty in terms of buffer requirements with respect to the SMO configuration.
We also study three-stage shared-memory switches where input multiplexers and output demultiplexers are used at the periphery of a center-stage shared-memory switch [15] . We present simulation results on two multicasting schemes that have been used in switches of this kind: 1) the one-step scheme, where all multicasting is performed in the centerstage, and 2) the two-step scheme, where multicasting is performed in both center stage and demultiplexers. We characterize these two schemes and quantify the advantages of the latter scheme over the former scheme. Finally, we compare the three-stage architecture with switches that do not use multiplexers/demultiplexers. This paper is organized as follows. In Section II, we describe the switch model, the replication schemes, the traffic model, and the multicast distributions used in our study. In Section III, we discuss RAR and RAS for the SMO configuration. In Section IV, we discuss RAR and RAS for the SM+RFIFO configuration. In Section V, we study the multicasting schemes used in three-stage shared-memory switches. Finally, in Section VI, we present concluding remarks.
II. SWITCH AND TRAFFIC MODELS
A. Switch Architectures and Replication Schemes
In this paper, we consider the switch model shown in Fig. 1(a) . It consists of an switch with input ports and output ports, each of capacity . We study two architectures for the switch: 1) the single-stage sharedmemory switch and 2) the three-stage shared-memory switch. The single-stage shared-memory switch, shown in Fig. 1(b) , is simply a single shared-memory switch with buffer size ; as it is well known [2] , [11] , [12] , internally to the switch, cells are organized in separate queues (implemented as linked lists of cells), one queue per output port, and the memory is fully shared among all queues. The threestage shared-memory switch, shown in Fig. 1(c) , consists of a center stage shared-memory switch of size (where each center-stage port has capacity ), input multiplexers, each multiplexing input ports of capacity into a single center-stage port, and output demultiplexer, each demultiplexing a center-stage port into output ports of capacity . (This architecture has also been known in literature as shared-memory with hierarchical multiplexing [15] , and is in practice a common variation of the shared-memory architecture; the aggregation stage in front of the switch allows to share the cost of a port card among several ports.) The input multiplexers have no buffering, since no statistical multiplexing occurs in the input stage; the center stage has a fully-shared buffer of capacity ; each demultiplexer in the output stage has a buffer of capacity to demultiplex traffic from the high-speed center-stage port into the lowspeed switch ports. Each demultiplexer organizes the cells into separate queues (one queue per output port) and the buffer is fully shared among all queues.
As shown in Fig. 1(a) , several VC's are multiplexed on each port of the switch. In general, VC's may be unicast or multicast; multicast VC's arrive at a single input port of the switch and are switched to multiple output ports. The switch receives a single cell belonging to a multicast VC and sends a copy of the cell to each of its destination. Shared-memory switches that have been implemented (or that are currently been designed) differ in the way they perform this cell-replication function [2] , [13] . Here we consider two replication schemes that have been used: 1) RAR and 2) RAS. In RAR, a multicast cell arriving at the switch and destined to destinations is first copied times. A copy of the cell is linked to each output queue to which the multicast cell is destined. All copies are stored in the buffer; then, each copy is served independently. In RAS, a multicast cell arriving at the switch is simultaneously linked on all the queues to which is destined. Only a single instance of the cell is stored in the buffer. Each time one of the queues serves the cell, the instance of the cell stored in the buffer is read and transmitted to the corresponding output port. The single instance of the cell remains in the buffer until the last copy of the cell is transmitted. The RAR scheme has been used in several existing shared-memory switches because it is relatively simple to implement [2] . In fact, once a cell has been replicated, each copy of the cell can be treated in the same way as a unicast cell; consequently, both the control and the structure of the linked lists are basically the same as those used in a unicast switch. The RAS scheme has also been recently adopted in shared-memory switches; since a cell must be linked to several queues simultaneously, the structure of the linked lists in RAS is typically more complex than what necessary in RAR [13] .
It is common knowledge that the two main implementation issues in a shared-memory switch are the bandwidth of the common memory and the bandwidth of the circuitry managing the output queues, which must be adequate to sustain the aggregate flow of cells in and out of the common memory. With unicast traffic, in a switch of size , the input memory bandwidth requirement as well as the output memory bandwidth requirement is , and the queue management circuit must be able to process incoming and outgoing cells per cell time (i.e., it must be able to process 2 requests of link updates in the output queues per cell time). With multicast traffic, the requirements on the input memory bandwidth and/or on the number of requests of link updates that have to be processed by the queue-management circuit to sustain the incoming flow of cells (which we collectively refer to as the bandwidth requirements on the mechanism that performs the replication function) are, in the worst case, equal to replication requests per cell time. The worst case occurs when multicast cells destined to all output destinations arrive at all inputs of the switch simultaneously. Two configurations have been used in practice and are considered here for both RAR and RAS; they differ on whether or not the bandwidth of the replication mechanism can accommodate the worst-case replication requirements under multicast traffic.
In the first configuration, referred to as the SMO configuration, the bandwidth of the replication mechanism is sufficient to accommodate the worst case. More specifically, in the case of RAR, the circuitry that maintains the linked lists must be able to process requests of link updates in the output queues per cell time to sustain the incoming flow of cells (the circuitry must also process requests per cell time to sustain the outgoing flow of cells, as under unicast traffic); the required input bandwidth of the shared memory is (the required output bandwidth of the shared memory is , as under unicast traffic). Also in the case of RAS, the queuemanagement circuitry on the input side must be able to process requests of link updates in the output queues per cell time; the required bandwidth of the shared memory is the same as under unicast traffic. Clearly, in both schemes, for large and/or , the required bandwidth of the replication mechanism may become a limiting factor.
To reduce the bandwidth requirements, a second configuration, referred to as the SM+RFIFO configuration, has been used. In this configuration, the bandwidth of the replication mechanism is not sufficient to sustain the worst case, and a replication FIFO is used in front of the shared memory to temporarily store cells while they are replicated. In fact, although the worst-case instantaneous bandwidth requirement on the replication mechanism is requests per cell time, the average bandwidth requirement must be equal to the available capacity of the output ports, equal to requests per cell time. In this configuration, arriving cells are first stored in the replication FIFO. 2 Every cell time, cells are served from the FIFO, up to the maximum number of requests that can be handled by the replication mechanism; each multicast cell counts for a number of replication requests equal to its degree of multicasting. Once a cell has been replicated the desired number of times and stored in the common memory, it is removed from the FIFO. (Although the minimum required bandwidth of the replication mechanism is requests per cell time, a higher bandwidth may be used to contain the length of the replication FIFO.)
B. Traffic Model
We characterize the performance of the switch model depicted in Fig. 1(a) under bursty traffic generated by a certain number of VC's multiplexed on each input link. Since there is traffic expansion in the switch due to multicasting, the traffic load at the inputs is in general lower than the traffic load at the outputs of the switch. Throughout this paper, we refer to as switch load the load at the outputs of the switch (in this way, it is meaningful to compare the switch behavior for the same load under different multicast distributions), and explicitly distinguish input and output loads wherever ambiguity may arise. Each VC is modeled as an on-off source which alternates between active and idle periods of geometrically distributed durations; during an active period, a VC emits cells at peak rate equal to the switch port rate. The average length of the bursts (active periods) is , and the average length of the gaps between bursts (idle periods) is ; then, the VC load is equal to . All VC's are homogeneous. The traffic offered to the switch is generated as follows. First, a traffic matrix that specifies source, degree of multicasting, and destination(s) of each VC is randomly generated. For each VC, its degree of multicasting is determined by the multicast distribution. Each of the destinations is randomly chosen, uniformly over all possible destinations. An additional constraint is that a VC can be destined to a switch port at most once; this constraint limits the maximum fanout for a virtual connection to . Since we assume that all VC's have the same load, we have , where is the number of VC's on each output link. VC's are generated sequentially and in a round-robin fashion over all inputs of the switch until VC's are multiplexed on each output of the switch ( needs to be sufficiently large to make the traffic matrix statistically significant). In general, the number of VC's on each input of the switch is smaller than , since a single multicast VC at the input corresponds to multiple VC's at the outputs (i.e., multiple outgoing legs of that connection). Once the traffic matrix is generated, the system is simulated for a simulation time sufficiently long to achieve a desired confidence level. The procedure is then repeated, and the system is simulated over a number of random traffic matrices sufficiently large to make the results significant over the multicast distribution. This traffic model approximates a realistic scenario where a large number of bursty multicast VC's with a certain multicast distribution are handled by the switch, and the duration of the connections is long.
Throughout this paper we assume . The load of each virtual connection is assumed to be 1%, to make sufficiently large. The average burst length in our simulation studies is ten cells. It is well known, however, that in a shared memory switch the buffer requirements scale approximately linearly with the burst size [16] . (We have confirmed that this indeed holds fairly well in all the scenarios studied in this paper.) For this reason, we present our results with the buffer size normalized to the burst size, since they actually hold independently from the burst size. All the data points in the simulation results presented below for the cell-loss rate have a 95% confidence interval at least one order of magnitude smaller than the cell-loss rate value.
C. Multicast Distribution
As mentioned in the Introduction, we have selected and studied a number of relatively simple multicast distributions which give useful insights of the switch behavior, and to which more general distributions can be related. Specifically, we consider three multicast distributions:
1) the multicast-only distribution, shown in Fig. 2(a) , where all VC's have fanout ; 2) the unicast/multicast distribution, shown in Fig. 2(b) , where all VC's are either unicast with probability 1-, or have fanout with probability ; the value of specifies the percentage of multicast VC's in the system; 3) the power-of-two distribution, shown in Fig. 2(c) , where the VC's have fanout equal to any power of two, up to a certain , with probability (in this case, is assumed to be a power of two).
III. MULTICASTING IN SINGLE-STAGE SWITCHES-SHARED MEMORY ONLY
In this section, we study the switch model described in Section II, in the case of the single-stage shared-memory architecture for the SMO configuration.
A. Replication-at-Receiving (RAR)
We first study the switch behavior using RAR under multicast traffic with multicast-only distribution for (for simplicity, here we only consider equal to a power of two). In Fig. 3(a) , we plot the cell-loss rate 3 in the sharedmemory switch for different 's, with a normalized buffer size per port equal to five, for 70% and 80% loads. The cell-loss rate increases monotonically with the degree of multicasting. This is intuitively explained as follows. As the degree of multicasting increases, there is more correlation between the activity of different queues. Thus, at a given time, there is less variation in the queue lengths (and higher probability that more than one output queue is simultaneously congested); consequently, the benefit due to sharing is reduced. 4 Since output contention is not reduced (the same number of virtual connections go out from each queue regardless of the degree of multicasting), the cell-loss rate increases for a given total buffer size (or, conversely, a larger total buffer size is necessary to achieve a desired cell-loss rate). In the limit, for , each burst arriving at the switch contends in every output queue with all other bursts, and all queues have equal length at any time. In this case, no benefit is given by the fact that the memory can be shared, and the switch behaves no better than a switch with partitioned buffers. We refer to this effect as the reducedsharing-benefit effect. This effect is indeed quite evident by comparing the cell-loss rate in the shared-memory switch with the cell-loss rate in a switch using partitioned buffers with the same buffer size per port, as shown in Fig. 3(a) for 80% load. With partitioned buffers, the cell-loss rate does not depend on and is always the same as under unicast traffic (again, this is because output contention in any individual queue is basically the same for any ). The cell-loss rate in the shared memory switch rapidly approaches the cell-loss rate in the partitioned-buffer switch as increases. Considering the shared-buffer as a single entity, the impact of multicast traffic on the shared-memory switch can also be seen from a different point of view as a sudden overload of the buffer. If more than one multicast cell arrive at the switch simultaneously, the system behaves as if the input bandwidth of the switch were instantaneously much higher than the capacity of its input ports, while the output capacity remains constant. This leads to violent transient variations in the activity of the queues and consequently to higher losses. The effect is obviously more pronounced as the degree of multicasting increases. We refer to this effect (which is simply a different expression of the increased correlation introduced by multicast traffic) as the instantaneous-overload effect. This same effect could also be viewed as an increase in the burstiness of the traffic arriving at the shared buffer. In fact, although a smaller number of bursts arrives at the inputs of switch (since there are less virtual connections on each input), every time a burst arrives, its length is instantaneously multiplied by the degree of multicasting, due to cell replication. As the degree of multicasting increases, although the load at the input of the switch decreases (it is equal to the load at the output of the switch), the load at the input of the buffers remains constant, because of cell replication. Due to the increased burstiness for the same traffic load, the cell-loss rate for a given buffer size increases. From these considerations, it is rather straightforward to be convinced that, in the case of RAR, the multicast-only distribution is the worst-case distribution (i.e., the distribution that causes the higher cell loss in a switch of a given buffer size, at a given traffic load) among all distributions whose maximum degree of multicasting is , for any ; in fact, the multicast-only distribution is the distribution for which these effects which have a negative impact on the cell-loss rate are the strongest. Consequently, the absolute worst-case distribution is the multicast-only(64) distribution.
To understand in what cases a general multicast distribution may approach the worst-case, we then study the switch behavior under traffic with unicast/multicast distribution, for %. The cell-loss rate in the switch for different percentages of multicast VC's, for 80% load and with a normalized buffer size per port equal to five, is shown in Fig. 3(b) . The monotonic increase of the cell-loss rate with is clearly expected, given the arguments presented above. For the same percentage of multicast VC's, a multicast distribution with higher degree of multicasting always generates higher loss rates than one with lower degree of multicasting. For any , as the percentage of multicast VC's increases, the cellloss rate starts from its value under unicast traffic (represented in the plot by the unicast/multicast distribution), rapidly approaches the worst case value given by the unicast/multicast distribution (which is, by construction, identical to the multicast-only distribution), and then saturates at that value. The trend is more and more rapid as gets larger. Quite interestingly, the cell-loss rate approaches the worst case as soon as the traffic contains even a very small percentage of multicast traffic (less than 5%, for any , and as low as 0.5% for ). The dominant role of the multicast traffic component even for small values of is easily understood by considering the histogram of the total buffer occupancy (normalized to the burst size) in a shared-memory switch with infinite buffers, under traffic with unicast/multicast distribution (see Fig. 4 ). For , the curve is the one for unicast traffic. The distribution of the queue length of each individual queue for infinite buffers under unicast bursty traffic has been derived analytically using several approaches [17] - [19] ; the distribution can be expressed as a sum of exponential terms, each corresponding to one of the eigenvalues of a system of governing differential equations [17] , [18] or of the ratetransition matrix of a transient Markov process [19] . As a first approximation, the distribution of the queue length is, therefore, of the type , where is a constant that can be numerically computed [17] - [19] , and is the dominant eigenvalue. With infinite buffers, the distribution of the total buffer occupancy in the shared memory is reasonably approximated by the convolution of the distributions of each individual queue length (the queues can be considered independent because of the large buffers), resulting in a Gaussian distribution [12] , thus with a behavior of the type ( and are numerically computed). This is visually confirmed by the simulation results for , shown in the figure. For large values of (e.g., % in Fig. 4) , as the correlation between the queues increases, the distribution approaches the behavior of the distribution of an individual queue (in fact, as noted above, in the limit of %, all individual queues have the same length at any time). As increases, the distribution changes very rapidly from a behavior of the type (for ) to a behavior of the type ( and are constants, in general different from and ). As increases, the more and more gradual behavior dramatically affects the tail of the distribution, explaining the large increase in the cell-loss rate; the change in the tail of the distribution is very significant even for small values of (see the curve for % in Fig. 4) . Similarly, considering the unicast/multicast distribution for different , for a given , the impact of the multicast component of the traffic on the distribution increases with . For example, in Fig. 5 we show the histogram of the total buffer occupancy in the shared memory under traffic with unicast/multicast( %) and unicast/multicast( %) (equal to the multicast- only distribution), for different ; also in these cases, the distribution starts from a behavior of the type for , and rapidly approaches a behavior of the type as increases.
B. Replication-at-Sending (RAS)
In Fig. 6 , we show the cell-loss rate 5 in the switch using RAS under multicast traffic with multicast-only distribution, for , with a normalized buffer size per port equal to two, for 70% and 80% loads (we have chosen a smaller buffer size than the one used in the corresponding Fig. 3(a) for RAR, in order to keep the cell-loss rate within an observable range). Contrary to RAR, here the cell-loss rate starts from its value under unicast traffic and decreases exponentially as the degree of multicasting increases. The reason is that, although the load at the output of the switch is constant, the load at the input of the switch as well as the load at the input of the buffers (since there is no cell replication in front of them) decreases as , thus dramatically reducing the cell-loss rate for a given buffer size. We refer to this effect as the reduced-input-load effect. The effect is clearly recognizable in the histogram of the total buffer occupancy (normalized to the burst size) in a shared-memory switch with infinite buffers, shown in Fig. 7 . Again, as mentioned above, the curve for (unicast traffic) is (as a first approximation) a Gaussian distribution; as increases, the curve maintains a Gaussian behavior, with decreasing mean and variance; this is intuitively expected, since it is well known that the dominant eigenvalue increases as the traffic load decreases [17] - [19] . For , the curve approaches the behavior of an individual queue, since all queue lengths are equal at any time; however, for , the load is so low (and thus the eigenvalue is so large) that despite the fact that the curve has a behavior, the curve is well below the other curves for any relevant buffer size.
Although this is clearly the dominant effect on the cell loss, the instantaneous-overload effect is obviously still present, since it is intrinsic to the multicast function. In this case, the instantaneous-overload effect is not as strong as in the RAR scheme, since only one buffer space per cell is occupied; the shared buffer, however, still sees an aggregate number of cells arriving at the queues that can be instantaneously much higher than their output capacity. The instantaneousoverload effect has a negative effect on the cell-loss rate, in contrast with the reduced-input-load effect, and is stronger as increases. Therefore, with RAS, due to these effects that have opposite impact on switch performance, it is not as straightforward as with RAR to understand which distribution constitutes the worst case, i.e., produces the highest losses for a given buffer size. In particular, the multicast-only distribution is certainly not the worst-case distribution (since it always gives better performance than unicast traffic).
To further understand the switch behavior, in Fig. 8 , we plot the cell-loss rate in the switch under traffic with unicast/multicast distribution, for , for different percentages of multicast VC's, for 80% load, and with a normalized buffer size per port equal to five (the buffer size is the same as the one used in the corresponding Fig. 3(b) for RAR). In this plot, we recognize the combined impact of the two effects mentioned above. All curves start from the value of the cell-loss rate under unicast traffic ( ). For very small values of ( %), the instantaneous-overload effect dominates, while the reduced-input-load effect is not yet very significant. As a result, the cell-loss rate increases rapidly as increases, until it reaches a peak, where the reduced-inputload effect overcomes the instantaneous-overload effect; then, the cell-loss rate decreases as the reduced-input-load effect becomes more and more dominant. The peak is reached for small percentages of multicast traffic and more rapidly as gets larger; this is clearly expected, since for larger both effects are more "violent." The curves cross over for around 10%. For %, the larger is, the larger the cell-loss rate is. In this region, where the effect of instantaneous overload is observable (we call this region the instantaneous-overload region), the cell-loss rate is larger than under unicast traffic. The crossover occurs for values of the cell-loss rate that are basically equal to the value of the cell-loss rate under unicast traffic. For %, the larger is, the smaller the loss rate is, since the reduced-input-load effect heavily dominates the other effect. In this region, the cell-loss rate is smaller than under unicast traffic.
The histogram of the total buffer occupancy (normalized to the burst size) for infinite buffers, shown in Fig. 9 , provides additional insights on the impact of the multicast traffic component. As increases, the distribution changes very rapidly from a behavior of the type (for ) to a behavior of the type , in a similar way to RAR. For values of in the instantaneous-overload region, the more gradual behavior affects the tails of the distribution, and the curves cross the curve for , thus explaining the higher losses; for values of outside the instantaneous-overload region, however, the load decreases so rapidly that, despite the more gradual behavior, the curves stay below the curve for for any relevant value of the buffer size (see Fig. 9(b) , where we plot the histogram using a logarithmic scale).
The unicast/multicast distribution at the peak (which occurs for about equal to 0.5%) represents the worst-case distribution. Using the results shown above, we can convince ourselves that this is the case according to the following argument. Given a general multicast distribution , where is the probability that a VC has degree of multicasting , and is the highest degree of multicasting, as a first approximation, we can reason in terms of the corresponding traffic mix represented by the set , where is the number of VC's with degree of multicasting (i.e., a percentage of the total VC's has degree of multicasting ). Once and are fixed, the total number of outgoing legs of multicasting is constant for any multicast distribution, and equal to the total number of VC's under unicast only traffic; thus, is computed as , where is the mean of the multicast distribution. Let assume a large number of VC's and a large switch size. Then, the exact set of destinations of each VC is not a crucial factor in determining the loss rate (indeed this is rather well verified in our simulations, since the actual destinations of each VC are randomly generated, and is large). For our purpose, we can therefore disregard the exact set of destinations for each connection and simply say that, for given traffic characteristics, a traffic mix produces a certain cell-loss rate when applied to the switch. We can also consider two VC's as "identical" if they have the same traffic characteristics and the same degree of multicasting. Furthermore, we can make the following observation. Given two traffic mixes and which produce cell-loss rates , removing or adding "identical" connections from each traffic mix does not change the relation between cell-loss rates.
With this in mind, consider an arbitrary traffic mix , corresponding to a multicast distribution . Then there exists a traffic mix which corresponds to a unicast/multicast distribution (where we use the notation to refer to the value of for the unicast/multicast distribution at the peak) which produces higher cell-loss rate than . In fact, let be the first nonzero element in , for . Then, the traffic mix , obtained by removing from all connections with degree of multicasting higher than , corresponds to the unicast/multicast distribution for a certain . From the results shown above, there is a traffic mix , corresponding to the unicast/multicast distribution, which produces higher (or equal) cell-loss rate than , and there is a traffic mix , corresponding to the unicast/multicast distribution, which produces higher cell-loss rate than . Therefore, the traffic mix , obtained by adding back to the connections that were removed to obtain from , produces higher cell-loss rate than the initial traffic mix . The procedure is then repeated, at each step removing one of the 's, and getting a traffic mix that produces higher loss rate than the previous one. The final result is the desired traffic mix , which corresponds to the unicast/multicast distribution. Since this is valid for any , and since the loss rate at the peak increases with , the unicast/multicast distribution at the peak represents the worst-case distribution.
C. Comparison of Buffer Requirements for RAR and RAS
By comparing Figs. 3(b) and 8, it is clear that under traffic with a given unicast/multicast
distribution, RAS always produces lower cell loss than RAR (the loss rapidly becomes orders of magnitude lower as the percentage of multicast VC's increases).
In Fig. 10 , we show the normalized buffer requirements per port to achieve a 10 cell-loss rate for RAR and RAS under the unicast/multicast distribution as the percentage of multicast VC's increases from 0 to 20%, for 80% load. The buffer requirements with RAS are always dramatically smaller than with RAR. With RAR, the buffer requirements increase very rapidly with the percentage of multicast VC's, and with even 5% of multicast VC's, the required buffer size is about ten times larger than that required with unicast traffic ( ). With RAS, the buffer requirements at the peak are about three times larger than those under unicast traffic. These results show that the worst-case buffer requirements with RAR under multicast traffic are dramatically larger than those under unicast traffic, and they are rapidly approached for even a minute percentage of multicast traffic. Given the small amount of multicast traffic that is sufficient to degrade the buffer requirements, we can say that, in order to achieve a desired cell-loss rate under traffic with some general multicast distribution in a shared-memory switch that uses RAR, its buffers must be sized very closely to the worst-case buffer requirements, and are much larger than those necessary with unicast traffic. With RAS, there is degradation only in a relatively narrow region, and if multicast traffic were to become a major portion of the total traffic, the switch would achieve better performance than under unicast traffic.
As an example to confirm that the unicast/multicast distribution is indeed the worst-case distribution for RAS, in Fig. 11 , we plot the normalized buffer size per port to achieve a 10 cell-loss rate with the unicast/multicast and the power-of-two distributions for different percentages of multicast VC's. In the case of the power-of-two distribution (which approximates a general distribution), we have fixed for and adjusted and to vary the percentage of multicast VC's with maximum fanout (in the specific case shown in the figure, , , , , ). As expected, the buffer requirements of the powerof-two distribution are always well below those of the unicast/multicast distribution around the peak and in the instantaneous-overload region. (Consistent with the results discussed above, the curves tend to cross over as becomes large.)
Finally, in Fig. 12 , we compare the absolute worst-case normalized buffer requirements per port to achieve a 10 cell-loss rate at 80% load as a function of the maximum degree of multicasting in the distribution for the two replicating schemes. For RAR, the curve is the one for multicast-only ; for RAS, the curve is constructed by finding the normalized buffer size under unicast/multicast distribution for the value of that gives the peak in the loss rate. The absolute maximum for the buffer requirements in this case is given by the unicast/multicast( %) distribution. Using Fig. 12 , we can size the buffer in the switch to achieve a desired loss rate under a general multicast distribution. Again, as the maximum degree of multicasting increases, the required buffer size to accommodate the absolute worst-case distribution is much smaller with RAS than that necessary with RAR.
IV. MULTICASTING IN SINGLE-STAGE SWITCHES-SHARED MEMORY WITH REPLICATION FIFO
In this section, we study RAR and RAS in the configuration, described in Section II-A above, where a FIFO is placed in front of the shared memory to reduce the bandwidth requirements on the replication mechanism. Every cell time, cells are served from the FIFO up to the maximum number of replication requests that can be processed by the replication mechanism; each multicast cell with degree of multicasting counts for replication requests. If during a certain cell time a multicast cell can be only replicated a number of times smaller than its degree of multicasting because all the available bandwidth of the replication mechanism has been used, the cell is replicated for the remaining number of times in the following cell time. Only once the cell has been replicated the desired number of times (either by storing copies in the shared memory in case of RAR, or by creating links to the desired queues in case of RAS), the cell is removed from the FIFO.
A. Replication-at-Receiving (RAR)
For the SM+RFIFO configuration with RAR, we consider the case where the bandwidth of the replication mechanism is equal to requests per cell time, i.e., where both the bandwidth requirements of the shared memory and of the circuitry managing the output queues are the same as under unicast traffic. We assume that the FIFO is physically separate from the shared memory.
The normalized buffer size per port to achieve a 10 total cell-loss rate in a 64 64 switch, under traffic with unicast/multicast distribution for 80% load is shown in Fig. 13 . In this figure, we assume that the cell-loss rate is distributed equally in the FIFO and in the shared memory. The behavior of the FIFO [see Fig. 13(a) ] is easily explained, since it is very similar to that of the SMO configuration with RAS, studied in Section III-B. Indeed, no replication occurs in the FIFO, and we clearly recognize the combination of the instantaneous-overload and reduced-input-load effects. Also here, the unicast/multicast distribution at the peak gives the worst-case buffer requirements; again, for any , the peak is reached for very small values of for any ; in particular, for , the peak occurs for %. For large values of , the curves for different 's eventually cross, as was the case in SMO with RAS. The behavior of the shared memory [see Fig. 13(b) ] is more complex, and appears to depart from that of the shared memory in the SMO configuration with RAR discussed in Section III-A. Despite the differences, the behavior can still be explained as the effect of increased correlation in the traffic destined to different queues, induced by multicast traffic. Increased correlation caused the reducedsharing-benefit effect observed in Section III-A in the SMO configuration with RAR, which negatively affected the loss rate. Increased correlation, however, also increases the output utilization of the shared memory for the same amount of traffic, since it decreases the probability that an output queue is idle. In the SMO configuration, this beneficial effect of correlation was totally dominated by the negative reduced-sharing-benefit effect. In the SM+RFIFO configuration, the reduced-sharingbenefit effect is smoothed by the FIFO in front of the shared memory, since at most cells (rather than cells) enter the shared memory every cell time, and the effect of increased output utilization is observable. The relative strength of the two effects depends heavily on and . For , for large , cells enter the shared memory 64 at the time and distribute very evenly in the output queues, resulting in low cell-loss rates; in the limit, for %, cells are always served immediately as they are queued, and there is no loss in the shared memory. For small , the unicast traffic component breaks the regularity of the input arrival process with respect to the output service process, and the negative side of correlation in the form of the reduced-sharing-benefit effect dominates. For small , the multicast traffic component is not able to significantly increase the output utilization [see for example the curves for and in Fig. 13(b) ]. For , the relative strength of the two contrasting effects is very similar, and the curve of the buffer requirements oscillates as increases.
The combined buffer requirements in the FIFO and in the shared memory, shown in Fig. 13(c) , are dominated by the buffer requirements in the FIFO for large and small (i.e., around the peak in the FIFO). The absolute worst case still occurs for unicast/multicast distribution at the peak, reached for %. For small values of , the impact of the buffer requirements in the shared memory becomes progressively more and more important. Indeed, the case of SM+RFIFO configuration is a combination of RAR and RAS; not surprisingly, the total buffer requirements are in between those of the two schemes in the SMO configuration. In the worst case, the buffer requirements with this configuration are about five times larger than those under unicast traffic.
B. Replication-at-Sending (RAS)
For the SM+RFIFO configuration with RAS, we consider the case, used in practice, where the whole operation of replicating a cell (i.e., of creating links in all output queues) can be accomplished by simply manipulating the pointers that implement the FIFO and the linked lists corresponding to the output ports, without touching the cell stored in the memory as it is logically moved from the FIFO to the output queues. In this case, the FIFO and the linked lists share the same common memory (which we refer in the rest of this subsection to as the switch memory); a single copy of the cell is maintained in the switch memory at all times, from when the cell arrives at the switch to when the last copy of the cell is transmitted. As noted in Section II-A, the minimum required bandwidth of the replication mechanism is equal to requests per cell time, but higher bandwidths can be used. The speed up of the replication mechanism is defined as the ratio between the actual bandwidth of the replication mechanism and the minimum required bandwidth. Of course, for a speed up equal to or larger, the FIFO is not necessary, and the SM+RFIFO configuration reduces to the SMO configuration.
In Fig. 14 , we show the cell-loss rate in a switch with a normalized size per port of the switch memory equal to five, under traffic with unicast/multicast distribution at 80% load, for different speed ups. With a speed up equal to one, the cell-loss rate is at most half order of magnitude higher than in the SMO configuration. With a speed up equal to two or larger, the loss rate (and the required buffer size to achieve a desired loss rate) is basically the same as in the SMO configuration (in Fig. 14 , the curves for speed up 2 and speed up 5 are on top of the curve for speedup ). In Fig. 15 , we show the mean and the standard deviation of the number of cells in the FIFO (in this figure, mean and standard deviation are not normalized to the burst length). With speed up equal to one, for small , the length of the FIFO may become very significant. With speed up equal to two or larger, the FIFO is always very small.
V. MULTICASTING IN THREE-STAGE SHARED-MEMORY SWITCHES
In this section, we study the switch model described in Section II in the case of the three-stage shared-memory architecture. We consider the case , ; the center stage is therefore a shared-memory switch with input/output ports of bandwidth 8 , and each demultiplexer serves eight ports. We are interested in comparing the two multicasting schemes that are used in practical realizations of switches of this type: 1) the one-step scheme, where a multicast cell is replicated in the center stage to all its destinations; thus, a cell destined to more than one port served by the same demultiplexer is sent to the demultiplexer multiple times; 2) the two-step scheme, where a multicast cell is first multicast in the center stage to all the demultiplexers to which it is destined; then, in each demultiplexer, the cell is multicast to all the desired destinations; thus, a single copy of the cell is sent to each demultiplexer, even if the cell is destined to more than one destination served by that demultiplexer. The one-step scheme has been adopted in actual switches because it centralizes the control necessary to perform multicasting in the center stage, thus minimizing the intelligence necessary in the demultiplexers (i.e., in the port cards). The two-step scheme requires intelligence in the port cards, thus the total cost of the system may be higher than with the one-step scheme; on the other hand, this scheme has been implemented because it reduces the maximum fanout in each component and, therefore, the multicasting function may be locally simpler to implement. Intuitively (and it is confirmed in the sequel), the two-step scheme is a more efficient multicasting scheme than the one-step scheme.
For simplicity, in both multicasting schemes we assume that each component where multicasting is performed (i.e., center stage, demultiplexers) uses RAS; thus, a single instance of a multicast cell is stored in the buffer. (Of course, RAR, or even a combination of replication schemes in the case of twostep multicasting, could be studied in a similar way.) We also assume that the SMO configuration is used in all components. Throughout this study, we use the unicast/multicast distribution (which, as seen in Section III, is the worst-case distribution for the RAS scheme in the instantaneous-overload region).
The normalized buffer size per port to achieve a 10 total cell-loss rate in the switch with one-step and two-step multicasting schemes for different percentages of multicast VC's, for 80% load, is shown in Fig. 16 . In this figure, we show the buffer size in the center stage to achieve 5 10 cell-loss rate, the buffer size in the demultiplexers to achieve 
5
10 cell-loss rate (i.e., the assumption is that the cellloss rate is distributed equally in the center stage and in the demultiplexers), and the total buffer size in the switch.
With the one-step scheme, as far as the center stage is concerned [see Fig. 16(a) ], the behavior is very similar to the case of the single-stage shared-memory switch with RAS, with the familiar combination of the instantaneous-overload effect and the reduced-input-load effect; the peak in buffer requirements is reached for close to 2%. The curve of the buffer requirements in the demultiplexers has a similar trend [see Fig. 16(b) ]. This is due to the speed mismatch between the high-speed demultiplexer input and the lowspeed demultiplexer outputs. Because of the mismatch, each individual output queue in the demultiplexer experiences an effect similar to the instantaneous-overload effect described above; as the percentage of multicast VC's increases, however, this instantaneous-overload effect decreases, because more and more arriving cells distribute evenly over all output queues, 6 and the buffer requirements decrease. For very small values of , there is a small region where the buffer requirements are actually higher than under unicast traffic. This is due to an effect similar to the reduced-sharing-benefit effect described in Section III above, since the correlation in the activity of different queues increases with multicasting; this effect is not very strong, however, and the switch behavior is rapidly dominated by the decreasing instantaneous-overload effect.
With the two-step scheme, most of the cell loss occurs in the demultiplexers, and very small buffers are necessary in the center stage [see Fig. 16(a) ]. This is because the higher the , the smaller the load (both at the input and at the output) in the center stage. In the demultiplexer, the situation is very similar to the single-stage architecture with RAS [see Fig. 16(b) ]. Again, we recognize the usual trend of the curve of the buffer requirements, due to the combination of the instantaneous-overload and reduced-input-load effects.
The buffer size in the center stage, where the buffer capacity may be more expensive due to the higher bandwidth requirements ( times larger than in the demultiplexers), is dramatically smaller in the two-step scheme than in the one-step scheme. In general, the total buffer requirements are smaller in the two-step multicasting scheme, especially for small percentages of multicast traffic [see Fig. 16(c) ]. This confirms the intuitive expectation that the two-step scheme is a more efficient multicasting scheme than the one-step scheme. On the other hand, it is certainly counter-intuitive the fact that the buffers in the demultiplexers are actually larger in the two-step scheme than in the single-step scheme. This indicates that the instantaneous-overload effect intrinsic to the two-step scheme is very strong, and dominates the benefit of receiving and storing a single copy of a multicast cell, especially for relatively small percentages of multicast traffic.
Finally, in Fig. 17 , we compare the total buffer requirements to achieve a 10 cell-loss rate for the three-stage architecture using the two-step multicasting scheme (which is the variation of the three-stage architecture that has the smallest buffer requirements) and the single-stage architecture under unicast/multicast distribution, for 80% load (both architectures use RAS with SMO configuration). The singlestage architecture performs significantly better than the three- stage architecture. In particular, at the peak, with the singlestage architecture, the buffers are three times larger than under unicast traffic, while with the three-stage architecture they are more than four times larger.
VI. CONCLUSIONS
We have studied the performance of shared-memory switches under multicast traffic. In the single-stage architecture, for both RAR and RAS, we have studied the impact of the multicast distribution on switch performance. We have shown that the RAS scheme in the SMO configuration always achieves significantly better performance than the RAR scheme in both SMO and SM+RFIFO configurations. RAS in the SM+RFIFO configuration achieves very similar performance as RAS in the SMO configuration, provided that the bandwidth of the replication mechanism is equal to at least 2 requests per cell time. For all schemes, we have found upper bounds for the buffer requirements which are significantly larger than the buffer requirements under unicast traffic. We have shown that these upper bounds are actually approached under realistic multicast distributions, and even for small volumes of multicast traffic; thus, they should be used to size the buffers in the switch to achieve a desired cell loss rate under multicast traffic.
For the three-stage architecture, we have characterized the two multicasting schemes that have been used in practical realizations of these switches, and shown that the two-step scheme performs significantly better than the one-step scheme. 
