Abstract. In this paper we study the Z/2 action on real Grassmann manifolds Gn(R 2n ) and Gn(R 2n ) given by taking (appropriately oriented) orthogonal complement. We completely evaluate the related Z/2 Fadell-Husseini index utilizing a novel computation of the Stiefel-Whitney classes of the wreath product of a vector bundle. These results are used to establish the following geometric result about the orthogonal shadows of a convex body: For n = 2 a (2b + 1), k = 2 a+1 − 1, C a convex body in R 2n , and k real valued functions α 1 , . . . , α k continuous on convex bodies in R 2n with respect to the Hausdorff metric, there exists a subspace V ⊆ R 2n such that projections of C to V and its orthogonal complement V ⊥ have the same value with respect to each function α i , which is α i (p V (C)) = α i (p V ⊥ (C)) for all 1 ≤ i ≤ k.
Introduction
The Grassmann manifold of all n dimensional linear subspaces in the vector space V over some field is one of the classical and widely studied objects of algebraic topology with important applications in differential geometry and algebraic geometry. In this paper we study a particular free Z/2 action on a real Grassmann manifolds induced by taking orthogonal complements and use its properties to present an interesting geometric application. The main tool in the study of this action is the ideal valued index theory of Fadell and Husseini.
A variety of different index theories, for the study of the non-existence of equivariant maps, were introduced and considered over the last seven decades. In 1952 Krasnosel'skiȋ [20] introduced a numerical Z/2-index for the subsets of spheres, which he called genus. He used genus to estimate the number of critical points of a particular class of weakly continuous functionals on a spheres in a Hilbert space; consult also [21] . Yang in 1955 introduced yet another Z/2-index calling it B-index with the aim of obtaining results of Borsuk-Ulam type [33] . The work of Conner and Floyd followed at the beginning of '60s and the co-index was introduced [8, 9] . At the end of '80s Fadell and Husseini in series of papers introduced a general index theory and applied it on various problems [11, 12, 13, 14, 15] . Further refinements of the Fadell and Husseini work were done by Volovikov in [32] . Since then computation of a concrete index for the given space and the given action was, and still is, a formidable, and by now a classical, problem. For example, the work of Volovikov [31] , Petrović [28] , Hara [16] , Crabb [10] , Blagojević and Karasev [2] , Petrović and Prvulović [29] , Blagojević, Lück and Ziegler [3] , Simon [30] illustrate wide diversity of novel ideas and methods needed to be employed in course of computation of different Fadell-Husseini indexes.
Let n ≥ 1 and 1 ≤ k ≤ n be integers. The real Grassmann manifold of all n dimensional linear subspaces in the Euclidean space R n+k is denoted by G n (R n+k ). Classically, as a homogeneous space, it is defined to be the quotient
where O(n) denotes the orthogonal group. The real oriented Grassmann manifold of all oriented n dimensional linear subspaces in the Euclidean space R n+k is denoted by G n (R n+k ), and is defined to be G n (R n+k ) := SO(n + k)/(SO(n) × SO(k)), where SO(n) denotes the special orthogonal group. The inclusion map of the pairs
induces the map of quotients c : G n (R n+k ) −→ G n (R n+k ) which is a double cover.
Now we specialize to the situation where the integers k and n coincide. Let Z/2 = ω be the cyclic group of order 2 generated by ω. A Z/2 action on real Grassmann manifolds G n (R 2n ) and G n (R 2n ) we consider is defined by sending an n-dimensional (oriented) subspace V to its (appropriately oriented) orthogonal complement V ⊥ , that means ω · V = V ⊥ . In the case when n is even these actions can be lifted to actions on O(2n) and SO(2n) in such a way that the quotient maps p 1 : O(2n) −→ G n (R 2n ) and p 2 : SO(2n) −→ G n (R 2n ) are Z/2-maps. Indeed, for (v 1 , . . . , v n , v n+1 , . . . , v 2n ) and element of O(2n), or SO(2n) we set ω · (v 1 , . . . , v n , v n+1 , . . . , v 2n ) = (v n+1 , . . . , v 2n , v 1 , . . . , v n ).
Thus, for n even we have the following commutative square of Z/2-maps:
where i : SO(2n) −→ O(2n) is the inclusion, and c : G n (R n+k ) −→ G n (R n+k ) is the double cover map.
The central result of this paper is the evaluation of the Fadell-Husseini index [14] of the Grasmmann manifolds with respect to the Z/2 action we just introduced. Before we state the result we briefly recall the definition and some basic properties of the Fadell-Husseini index. For a finite group G and a G-space X the Fadell-Husseini index with the coefficients in the fields F is the kernel of the following map in cohomology Index G (X; F) := ker π Index G (X; F) ⊇ Index G (Y ; F).
For example, it is a known fact that the Fadell-Husseini index of the sphere S n−1 , equipped with any free Z/2 action, is the ideal generated by t n , that is Index Z/2 (S n−1 ; F 2 ) = t n . The Fadell-Husseini index of a path connected G-space X with coefficients in a field F can be computed from the Serre spectral sequence associated with the Borel construction fibration
whose E 2 -term is given by
2 (EG × G X) = H i (BG; H j (X; F)) ∼ = H i (G; H j (X; F)).
Here H i (BG; H j (X; F)) denotes the cohomology with local coefficients induced by the action of the fundamental group of the base space π 1 (BG) ∼ = G on the cohomology of the fiber H j (X; F). On the other hand H i (G; H j (X; F)) denotes the cohomology of the group G with coefficients in the G-module H j (X; F). Those two cohomologies are isomorphic by definition. For a definition of cohomology with local coefficients consult for example [17, Sec. 3 .H]. The Fadell-Husseini index of a path-connected G-space X can be evaluated using the equality Index G (X; F) = ker E * ,0 2 (EG × G X) −→ E * ,0 ∞ (EG × G X) .
(
In this paper we compute the Fadell-Hussini index of Grassmann manifolds with respect to the introduced Z/2 action and prove the following two theorems. Theorem 1.1. Let n ≥ 1 be an integer, and let a ≥ 0 and b ≥ 0 be the unique integers such that n = 2 a (2b + 1). Then Index Z/2 ( G n (R 2n ); F 2 ) = t 3 , a = 1, t 2 a+1 , a = 0 or a ≥ 2. Theorem 1.2. Let n ≥ 1 be an integer, and let a ≥ 0 and b ≥ 0 be the unique integers such that n = 2 a (2b + 1). Then
. Theorems 1.1 and 1.2 have interesting geometrical consequences. One of them is the following result.
Corollary 1.3. Let a ≥ 0 and b ≥ 0 be integers, n = 2 a (2b + 1) and k = 2 a+1 − 1. Let α 1 , . . . , α k be real valued functions on the space of n-dimesional convex bodies in R 2n that are continuous with respect to the Hausdorff metric. Then for every proper convex body C ⊆ R 2n there exists an n-dimensional subspace V ⊆ R 2n such that
where p V and p V ⊥ are orthogonal projections onto V and its orthogonal complement V ⊥ .
Proof. Let α 1 , . . . , α k be continuous real valued functions on the space of n-dimesional convex bodies in R 2n , and let C ⊆ R 2n be a convex body. Let f C : G n (R 2n ) −→ R k be a continuous map defined by
for V ∈ G n (R 2n ). If the Z/2 action on the Euclidean space R k is assumed to be antipodal, and the Z/2 action on G n (R 2n ) is given by ω · V = V ⊥ , then f C is a Z/2-map. If the claim (2) does not hold then there exists a convex body C such that 0 ∈ imf C . Thus the map f C factors through R k \ {0} as follows
There exists a composition of Z/2-maps
where r is the Z 2 -invariant radial retraction onto the sphere S k−1 with the antipodal action. Consequently, by the basic property of the Fadell-Husseini index
This is a contradiction, and therefore the claim (2) holds.
Geometrically meaningful examples for functions α 1 , . . . , α k may be given by quermassintegrals (intrinsic volumes), that is average k-dimensional volumes of orthogonal k-dimensional projections of a body C ⊂ R 2n , for 1 ≤ k ≤ n. Another meaningful function is the radius of the minimal containing ball of C. These functions have an additional property that they are rotationally and translationally invariant.
A direct consequence of the proof of Corollary 1.3 is the following geometrical result. Corollary 1.4. Let a ≥ 0 and b ≥ 0 be integers, n = 2 a (2b + 1) and k = 2 a+1 − 1. Let α 1 , . . . , α k be real valued functions on the space of n-dimesional convex bodies in R 2n that are continuous with respect to the Hausdorff metric. Then for every proper convex body C ⊆ R 2n containing the origin in its interior there exists an n-dimensional subspace V ⊆ R 2n such that
where V ⊥ is the orthogonal complement of V .
For example, if a proper convex body C ⊆ R 4 with the origin in its interior is given, then there exist orthogonal 2-dimensional planes through the origin V and V ⊥ such that the intersections C ∩ V and C ∩ V ⊥ have equal areas, equal perimeters, and equal radii of the smallest containing disks.
A further geometrical application of the results of Theorem 1.2 is the following corollary.
Corollary 1.5. Let a ≥ 0 be an integer, n = 2 a , and X ⊆ R 2n a finite set of points. There exist two projections P : R 2n −→ R 2n and Q : R 2n −→ R 2n of the Euclidean space R 2n onto mutually orthogonal n-dimensional subspaces of R 2n so that the two inertia tensors
are similar, that is transformable one to another by an orthogonal transformation.
Proof. The configuration space of all pairs of projectors (P, Q) equipped with the Z/2-action given by (P, Q) −→ (Q, P ) can be identified with the Grassmann manifold G n (R 2n ) where the corresponding Z/2-action is V −→ V ⊥ . The tensors (the quadratic form) I P and I Q can be considered as a matrix which has the characteristic polynomials det(I P − λI 2n ) and det(I Q − λI 2n ) having at least n zero roots (here I 2n denotes the unit 2n × 2n matrix). Indeed, I P and I Q , seen as matrices, have the kernels containing the n-dimensional subspaces ker P and ker Q, respectively. Since every quadratic form can be taken to a diagonal quadratic form by an orthogonal transformation I P −→ O T I P O without changing the characteristic polynomial, in order to show I P and I Q are transformable one to another it is sufficient to show that their characteristic polynomials are equal.
In both characteristic polynomials we only have n nonzero coefficients at λ 2n−1 , . . . , λ n , call them a(P ) 2n−1 , . . . , a(P ) n for I P and a(Q) 2n−1 , . . . , a(Q) n for I Q ; they depend continuously on the pair (P, Q). Since we want to find a pair (P, Q) with the property that associated characteristic polynomials coincide we consider the following Z/2-map
Like in the previous corollary, from the Grassmannian index estimate, this map must have a zero, which completes the proof.
This paper builds on the ideas and methods presented in [19] and presents the journal version of that preprint.
First estimates of the index
In this section we make initial observations about the Z/2 actions on the Grassmann manifolds G n (R 2n ) and G n (R 2n ) and obtain some estimates of the corresponding indices. Furthermore, we discuss the action of Z/2 on the cohomology of the Grassmann manifold G n (R 2n ).
The first elementary observation we make is that the covering map between the Grassmann manifolds is a Z/2-map. Proposition 2.1. Let n ≥ 1 be an integer. The covering map c :
The covering map c is a map that forgets orientation and is defined in general c : G n (R n+k ) −→ G n (R n+k ) for any n ≥ 1 and k ≥ 1, including the case when n + k = ∞.
Next we construct Z/2-maps between Grassmann manifolds of different dimensions. Proposition 2.2. Let m ≥ 1 be an integer, and let n be a multiple of m. There exist Z/2-maps
and consequently
Proof. Let d := n m . Choose a decomposition of the Euclidean space R 2n = (R 2m ) ⊕d . Then define the map g and g by
In the case of the map g appropriate orientations of the spaces V and V ⊕d are assumed. By direct inspection the maps g and g are Z/2-maps.
The Z/2-map g we just defined has an additional property. Let γ n (R n+k ) denotes the canonical n-dimensional vector bundle over the Grassmann manifold G n (R n+k ), consult [25, Lem. 5.2] .
Proof. The vector bundle map that covers g is defined by
Now we define a Z/2-map from a Grassmann manifold into a sphere equipped with the antipodal action.
Proposition 2.4. Let n ≥ 1 be an integer, and let the sphere S 2n−1 be equipped with the antipodal action. There exists a Z/2-map h : G n (R 2n ) −→ S 2n−1 , and consequently
Proof. For the definition of the map h we consider elements V of the Grassmann manifold G n (R 2n ) as (2n) × (2n)-matrices A = (a i,j ) which represent the orthogonal projection onto V . Such matrices fulfill the following properties A = A, A 2 = A, trA = n.
Here A denotes the transpose matrix of A. The Z/2-action on G n (R 2n ) in the language of matrices is given by ω · A = I − A, where I denotes the unit (2n) × (2n)-matrix. First, we define the map
is an eigenvalue of A with eigenvector (1, 0, · · · , 0). This yields a contradiction with the requirement that A 2 = A. Further on, if the action on R 2n \{0} is assumed to be antipodal then k is a Z/2-map; as it can be demonstrated by the following commutative diagram:
. . , −a 1,2n ), where δ i,j is the Kronecker symbol. Finally, the map h is defined as the composition of k and the radial retraction R 2n \{0} −→ S 2n−1 which is also a Z/2-map.
The cohomology of the Grassmann manifold is described as a quotient polynomial algebra by the following classical result of Borel [4, p. 190 ].
Theorem 2.5. Let n, k ≥ 1 be integers. Then
where deg(w i ) = i for 1 ≤ i ≤ n, deg(w j ) = j for 1 ≤ j ≤ k, and the ideal I n,k is generated by n + k relations which are derived from the equality
Here the generators w i , for 1 ≤ i ≤ n, can be identified with the Stiefel-Whitney classes of the canonical bundle γ n (R n+k ). The remaining generatorsw i , for 1 ≤ i ≤ k, can be identified with the dual Stiefel-Whitney classes of γ n (R n+k ). In the case when n = k the Z/2 action on the Grassmann manifold G n (R 2n ) we consider, induces an action on the the corresponding cohomology H * (G n (R n+k ); F 2 ). Let ν n (R 2n ) denote the normal bundle of the canonical vector bundle γ n (R 2n ). The continuous map ω : 
Using the description of the Z/2 action on the cohomology of the Grassmann manifold G n (R 2n ) we compute Fadell-Husseini indices in the case when n = 1 and n = 2. Proposition 2.6.
with a sphere S 1 equipped with a free Z/2 action. Consequently,
(ii) In the case of the Grassmann manifold G 2 (R 4 ) we consider the Borel construction fibration
and its associated Serre spectral sequence whose E 2 -term is given by
The action of π 1 (B(Z/2)) ∼ = Z/2 on the cohomology of the fiber H * (G 2 (R 4 ); F 2 ) is non-trivial, and thus we first describe this action. From Theorem 2.5 follows that
where the ideal I 2,2 is given by
Thus, the cohomology H * (G 2 (R 4 ); F 2 ), as a Z/2-module, can be presented as
otherwise.
Consequently the E 2 -term of the spectral sequence (4) can be evaluated as follows:
For an illustration of the E 2 -term see Figure 1 . Each row of the spectral sequence (4) is a H * (Z/2; F 2 )-module. In particular, the rows 0, 1, 3, 4 of the E 2 -term are free H * (Z/2; F 2 )-modules generated, respectively, by
In the first column of the second row we have that E 0,2 2
] is a free Z/2-module the rest of the second row has to vanish, that
The module structure on the second row E * ,2
) is obvious and is given by t · (w 2 +w 2 ) = 0.
First we prove that the second differential ∂ 2 vanishes on
For that we use a comparison of spectral sequences. Since 2 is a multiple of 1, according to Proposition 2.2, there exists a Z/2-map g :
The map g induces a bundle morphism between the following Borel construction fibrations:
The bundle morphism furthermore induces a morphism between corresponding Serre spectral sequences
with the property that E i,0 On the other hand Corollary 2.3 implies that the map g is covered by a vector bundle map
Hence, from naturality of the Stiefel-Whitney classes we have that
and the proof of the proposition is complete. Now using Proposition 2.2, Corollary 2.3 and comparison of Serre spectral sequences we evaluate the index Index Z/2 (G n (R 2n ); F 2 ) for all odd integers n.
Corollary 2.7. Let n ≥ 1 be an odd integer. Then
Proof. Let n ≥ 1 be an odd integer. Since n is a multiple of 1 from Proposition 2.2 we get a Z/2-map g :
As in the proof of Proposition 2.6 the map g induces a bundle morphism between the corresponding Borel construction fibrations:
This bundle morphism induces furthermore a morphism between Serre spectral sequences
2 (g) = id for all i ∈ Z. The spectral sequence E * , * * (G 1 (R 2 )) can be described completely. First, the E 2 -term is given by
Since
The spectral sequence E * , * * (G 1 (R 2 )) converges to the cohomology of the Borel construction:
.
The naturality of Stiefel-Whitney classes implies that
The rows of the spectral sequences E * ,1
) and E * ,1
F 2 )-modules generated respectively by w 1 and w 1 . Thus the the morphism E i,1 2 (g) is an isomorphism. Since the morphism E i,j k (g) of spectral sequences commutes with differentials we have that,
Hence the equality (1) implies the final conclusion:
Stiefel-Whitney classes of the wreath product vector bundle
In this section we introduce a notion of the wreath square of a vector bundle and derive a formula for computation of its total Stiefel-Whitney class. This formula will be essentially used in the proof of Theorem 1.1. We work in generality necessary for giving this proof.
3.1. Wreath squares. Let B be a CW-complex, not necessarily finite. The Cartesian square B × B is equipped with a Z/2 action given by ω·(x, y) := (y, x), where ω is the generator of Z/2 and (x, y) ∈ B ×B. Then the product space (B × B) × EZ/2 is a free Z/2-space if the diagonal action is assumed. This means that ω · (x, y, e) := (y, x, ω · e) for (x, y, e) ∈ (B × B) × EZ/2. Consequently, the projection map
is a Z/2-map. The quotient space ((B × B) × EZ/2)/(Z/2) will be denoted either by B Z/2 or by (B × B) × Z/2 EZ/2, and will be called the wreath square of the space B.
Next, let f : B 1 −→ B 2 be a continuous map. Then the map
is a Z/2-map and consequently induces a continuous map between the wreath squares:
Let ξ := (p ξ : E(ξ) −→ B(ξ)) be a real n-dimensional vector bundle over the CW-complex B(ξ) whose fiber is F (ξ). The total space of ξ is E(ξ), and p ξ is the corresponding projection map. We consider the following pull-back p * 1 (ξ × ξ) of the product bundle vector ξ × ξ:
Here we recall that by definition [25, p. 27] . Unlike the product bundle ξ × ξ the pull-back bundle p *
Consequently, after taking quotient we get a 2n-dimensional vector bundle
that we denote by ξ Z/2 and call the wreath square of the vector bundle ξ.
The wreath square of the vector bundle behaves naturally with respect to the Whitney sum of vector bundles. More precisely, if ξ and η are vector bundles over the same base space B then
Indeed, for proving (5) it suffices to exhibit a fiberwise isomorphism between the corresponding vector bundles, see [25, Lem. 2.3] . The fibers of these bundles, respectively, are
Thus the obvious shuffling linear isomorphism gives the required isomorphism in (5).
3.2.
Cohomology of the wreath square of a space. Let B be a CW-complex and (B × B) × Z/2 EZ/2 its wreath square. The wreath square of B is the total space of the following fiber bundle
The Serre spectral sequence associated to the fibration (6) has E 2 -term given by
The spectral sequence (7) converges to the cohomology of the wreath square H * ((B × B) × Z/2 EZ/2; F 2 ). Here the local coefficient system H * (B × B; F 2 ) is determined by the action of the fundamental group of the base π 1 (B(Z/2)) ∼ = Z/2 on the cohomology of the fiber H * (B × B; F 2 ). The Künneth formula gives a presentation of the cohomology of the fiber in the form
and the action of Z/2 interchanges factors in the tensor product. The E 2 -term of the spectral sequence (7) can be described in more details using [1, Cor IV.1.6].
Proposition 3.1. Let B := {v k : k ∈ K} be a basis of the F 2 vector space H * (B; F 2 ), where the index set K is equipped with a linear order. The E 2 -term of the spectral sequence (7) can be presented as follows
Furthermore, E * , * 2
as a H * (Z/2; F 2 )-module decomposes into the direct sum
where the action of H * (Z/2; F 2 ) on each summand of the first sum is given by the cup product, and on the each summand of the second sum is trivial.
From the classical work of Nakaoka [27] , see also [1, Thm. IV.1.7], we have that the E 2 -term of the spectral sequence (7) collapses. Proposition 3.2. Let B be a CW-complex. The Serre spectral sequence of the fibration (6) collapses at the
In order to give a description of the E ∞ -term of the spectral sequence (7), and therefore present the cohomology H * ((B × B) × Z/2 EZ/2; F 2 ), we introduce the following maps. First we consider the map (not a homomorphism)
given by P (a) := a ⊗ a, for a ∈ H j (B; F 2 ) and j ∈ Z. From direct computation we have that the map P is not additive but is multiplicative. Next we consider the map
F 2 ) and j ∈ Z. The map Q is additive but not multiplicative.
Now from Propositions 3.1 and 3.2, using maps P and Q, we have that:
2 ) for j ≥ 2 even and i ≥ 1, where deg(t) = 1. From the previous description of the spectral sequence, multiplicative property of the map P , and the relation The next property of the cohomology of the wreath square will be essential in application of the Splitting principle. 
is injective, then the induced map between cohomologies of wreath squares
is injective.
Proof. The induced map f Z/2 = (f × f ) × Z/2 id between wreath squares defines the following morphism of fibrations
Consequently, it induces a morphism between the corresponding spectral sequences
, and furthermore from Proposition 3.1 that E i,j 2 (f Z/2) is injective for every i, j ∈ Z. Since we are working over a field the absence of an additive extension problem implies that the map (f Z/2) * is also injective.
3.3. The total Stiefel-Whitney class of the wreath square of a vector bundle. To every real n-dimensional vector bundle ξ we associate the characteristic class
which is the total Stiefel-Whitney class of the 2n-dimensional vector bundle ξ Z/2 living in the cohomology of the wreath square of the total space. The assignement ξ −→ u(ξ) we just defined is natural with respect to continuous maps. Indeed, for a continuous map f : B −→ B(ξ) consider the following commutative diagram of vector bundle maps (fiberwise linear isomorphism):
where q 1 : (B × B) × EZ/2 −→ B × B is the projection. After taking the quotient of the left hand side square of the diagram, with respect to the free Z/2-action, we get the following vector bundle map between wreath product squares:
In particular this means that (f Z/2)
Now we are ready to give and verify the formula for computing the characteristic class u(ξ).
Theorem 3.4. Let ξ be a real n-dimensional vector bundle over a CW -complex. Then
The proof of Theorem 3.4 will be conducted using a modification of the Splitting principle. Thus we first give a proof in the special case of a line bundle.
Proposition 3.5. Let ξ be a real 1-dimensional vector bundle over a CW -complex. Then
Proof. First, consider the following maps of vector bundles: 
Next consider an arbitrary point b ∈ B(ξ) and the inclusion map h : {b} −→ B(ξ) and the induced map between wreath squares h Z/2 : {b} Z/2 −→ B(ξ) Z/2. Then we have a map of vector bundles going from ξ| {b} Z/2 to ξ Z/2, that is
by direct inspection we see that ξ| {b} Z/2 decomposes into a sum of a trivial line and non-trivial line vector bundle. More precisely we can explicitly compute that w(ξ| {b} Z/2) = 1 + t. Therefore
We have already discuss how the ambient cohomology H * (B(ξ) Z/2; F 2 ) for the characteristic class u(ξ) can be computed from the spectral sequence (7). In particular, we can interpret that
∞ . Now from relations (10) and (11) , and the fact that E 1,1
concluding the proof of the proposition.
In order to prove the general case of Theorem 3.4 we use the general idea of the Splitting principle. For that we first introduce a notion of a splitting map of a vector bundle.
Let ξ be a vector bundle over the base space B(ξ). A continuous map f : B −→ B(ξ) from a space B to the base space of ξ is called a splitting map if the pull-back bundle f * ξ is isomorphic to a Whitney sum of line bundles and the induced homomorphism f * : Proof of Theorem 3.4. Let ξ be a real n-dimensional vector bundle over a CW -complex B(ξ). Then according to Proposition 3.6 there exists a splitting map f : B −→ B(ξ). Hence, f * ξ ∼ = α 1 ⊕ · · · ⊕ α n , where α 1 , . . . , α n are line bundles over B. Moreover, f * : H * (B(ξ); F 2 ) −→ H * (B; F 2 ) is a monomorphism that sends, due to naturality and the Whitney sum formula, Stiefel-Whitney classes of ξ into elementary symmetric polynomials in "variables" w 1 (α 1 ), . . . , w 1 (α n ), that is
where σ k (x 1 , . . . , x n ) = 1≤i1<i2<···<i k ≤n x i1 · · · x i k denotes the k-th elementary symmetric polynomials in variables x 1 , . . . , x n . Now, the isomorphism of vector bundles (5) yields that
Consequently,
Next, Proposition 3.5 implies that for all 1 ≤ k ≤ n:
Combining last two equalities get that
Now we prove the equality
applying an induction on n. It is important to recall that w k (f * ξ) = σ k (w 1 (α 1 ), . . . , w 1 (α n )) for all 1 ≤ k ≤ n, meaning that we want to prove
The induction basis n = 1 is holds since both sides of (14) are identical for n = 1. For clarity of the induction proof we first present the proof of case n = 2. having in mind that P is multiplicative, Q is additive and t · Q(·) = 0 we have
In order to make computation more transparent we separately evaluate different pieces of the last sum separately. The first piece is:
The next piece is:
In the third piece we compute
The final piece yields:
Gathering all these calculations together in (15) we have that:
This concludes the proof of the case n = 2. Now let us assume that the equalities (13) and (14) hold for all k ≤ n − 1. Using the induction hypothesis we calculate as follows:
Q(σr(w1(α2), . . . , w1(αn)) ⊗ σs(w1(α2), . . . , w1(αn)))+
By a direct calculation we get that (α1) , . . . , w1(αn)) ⊗ σs(w1(α1), . . . , w1(αn)))+ 0≤r≤n P (σr(w1(α1), . . . , w1(αn))) · (1 + t) n−r , which concludes the induction proof. Finally, from equalities (12) and (13) we have that
Furthermore, the naturally of the wreath product construction implies that
Since f is a splitting map the induced map in cohomology f
is an injection. Consequently, according to Proposition 3.3, the induced map between wreath squares
induces a monomorphism in cohomology. Hence equality (16) implies that
concluding the proof of theorem.
The index of the oriented Grassmann manifold
In this section we utilize the definition of the oriented Grassmann manifold as a homogeneous space to obtain an alternative description of the index that will further on allow us to give a complete proof of Theorem 1.1 in Section 6. In particular, at the end of this section we prove Theorem 1.1 in the case when n = 4 and n = 6.
For this section we assume that n ≥ 2 is an even integer. Consequently there exist unique integers a ≥ 1 and b ≥ 0 such that n = 2 a (2b + 1).
4.1.
A useful description of the index of the oriented Grassmann manifold. The real oriented Grassmann manifold G n (R 2n ) can be defined by
The Z/2 = ω action on G n (R 2n ) we consider is defined by sending an oriented n-dimensional subspace V to its (appropriately oriented) orthogonal complement V ⊥ .
Let Z/2 acts on the product SO(n) × SO(n) by interchanging the factors, and let
be the semi-direct product induced by this action. In other words W is the wreath product SO(n) Z/2. Thus we have an exact sequence of groups
The exact sequence of groups (18) induces a Lyndon-Hochschild-Serre spectral sequence [1, Sec. IV.1] whose E 2 term is given by
and that converges to the cohomology H * (W ; F/2). From a classical result of Nakaoka [27] , or from [1, Thm. 1.7], we have that this spectral sequence collapses at E 2 -term. Consequently, the induced map in cohomology
is injection.
The group W can be seen as a subgroup of SO(2n) via the following embedding
where (A, B) ∈ SO(n) × SO(n) and ω ∈ Z/2. A direct computation verifies that
Thus, there is a homeomorphism between the quotient spaces
Since the action of any subgroup on the ambient group by multiplication is free we have homotopy equivalences between quotient spaces and associated Borel constructions
The space ESO(2n), as a free contractible SO(2n)-space, can be seen also as a model for EW via the inclusion map i : W −→ SO(2n). Thus we have the morphism of Borel construction fibrations presented by the right commutative square of the diagram
The left square of the diagram is induced by the homotopy (19) and commutes up to a homotopy. Notice that ESO(2n) × SO(2n) SO(2n) SO(2n)/SO(2n) ∼ = {pt}.
From the homotopy equivalence (19) and the fact that B(p)
* is an injection we get the following alternative description of the index of the oriented Grassmann manifold
4.2. Description of the kernel of π * 1 . In order to describe the kernel we study the morphism of Serre spectral sequences (20 The Serre spectral sequence of the fibration
has the E 2 -term given by
where the local coefficient system is determined by the action of π 1 (BSO(2n)). Since π 1 (BSO(2n)) = 0 the cohomology with local coefficients we consider becomes ordinary cohomology, and then the Universal Coefficients theorem gives the isomorphism
The spectral sequence converges to H * (ESO(2n) × SO(2n) SO(2n); F 2 ) ∼ = H * (pt; F 2 ), and therefore 
The Serre spectral sequence of the fibration
where the local coefficient system is determined by the action of π 1 (BW ). Since the action of π 1 (BW ) is determined via the inclusion π 1 (BW ) −→ π 1 (BSO(2n)) and π 1 (BSO(2n)) = 0 we have that the cohomology with local coefficients we consider is just the ordinary cohomology due to the Universal Coefficients theorem. Thus
The morphism (20) between fibrations (25) and (24) , that have identical fibers, induces a morphism between the corresponding Serre spectral sequences E * , * * (ESO(2n) × W SO(2n)) ←− E * , * * (ESO(2n) × SO(2n) SO(2n)) that is the identity on the zero column of the E 2 -terms. Since differentials of spectral sequences commute with morphisms of spectral sequences we have that in the spectral sequence E * , * * (ESO(2n) × W SO(2n)) differential have the following values on the system of simple generators ∂ k (e k−1 ) = B(i) * (w k ) for all 2 ≤ k ≤ 2n. In particular, we have described ker(π * 1 ) as the following ideal ker(π *
In order to further describe ker(π * 1 ) as an ideal we identify its generators B(i) * (w k ) as Stiefel-Whitney classes of an appropriate pull-back vector bundle. Since w k = w k (c * γ 2n (R ∞ )) we have that
The vector bundle (c•B(i)) * (γ 2n (R ∞ )) can be described as follows. The canonical vector bundle γ 2n (R ∞ ) can be presented as the following Borel construction Figure 2 . The E2-term of the spectral sequence (29).
Consequently we have pull-back bundles c * γ 2n (R ∞ ) and (c • B(i)) * (γ 2n (R ∞ )) also presented as Borel constructions
Thus in order to completely describe ker(π *
) we need to compute Stiefel-Whitney classes of the vector bundle (c • B(i))
* (γ 2n (R ∞ )):
4.3. Cohomology of the group W . The group W was defined in (17) to be the wreath product SO(n) Z/2 = (SO(n) × SO(n)) Z/2. As we have seen the exact sequence of the groups (18),
induced a Lyndon-Hochschild-Serre spectral sequence [1, Sec. IV.1] whose E 2 -term is given by
This spectral sequence converges to H * (BW ; Z/2). A classical work of Nakaoka [27] , or for example [1, Thm. IV. 1.7] , implies that this spectral sequence collapses at the E 2 -term, that means E * , * 2 (W ) ∼ = E * , * ∞ (W ). We now describe the E 2 -term, and therefore E ∞ -term, in more details. For that we use [1, Lem. IV.1.4] and its consequence [1, Cor. IV.1.6], see also discussion in Sections 3.1 and 3.2. Note that we here use the fact that the classifying space BW of the group W can be modeled by the wreath square of BSO(n). For an illustration of this spectral sequence see Figure 2 . Now we apply [1, Cor. IV.1.6] to our spectral sequence (29) . Let us denote
where as before deg(t) = 1. Then we have that
In the case when j ≥ 2 is even description can be made more precise
Furthermore, still for j ≥ 2 even and i ≥ 1 we have that
From the combination with the previous description of the spectral sequence, multiplicative property of the map P and appropriate formula for Q, and the relation
we get a description of the multiplicative structure of the E ∞ -term as well as H * (BW ; Z/2). For the fact that no multiplicative extension problem arrises see for example [22, Rem. after Thm. 2.1].
4.4.
Stiefel-Whitney classes of (28) and proof of particular cases of Theorem 1.1. In the process of describing ker(π * 1 ) we obtained in (26) that this kernel is an ideal in H * (W ; F 2 ) generated by the elements B(i) * (w 2 ), . . . , B(i) * (w 2n ). Furthermore, in (27) we interpreted the generators of the kernel ideal to be the Stiefel-Whitney classes of the vector bundle (c • B(i))
It is critical to observe that the vector bundle (c • B(i)) * (γ 2n (R ∞ )) is isomorphic to the wreath square vector bundle c * γ n (R ∞ ) Z/2. Consequently we get a formula for the computation of the Stiefel-Whitney classes of the vector bundle (28) in H * (W ; F 2 ) as a direct consequence of the general formula derived in Theorem 3.4. 
Example 4.2. For n = 2 using the relation (31) we can give the total Stiefel-Whitney class of the vector
Here we use simplified notation
Since c * pulls-back the tautological bundle γ 2 (R ∞ ) to the oriented Grassmann manifold we have that w 1 = 0. Therefore, we have
Consequently, from (26) we get that
In particular, the multiplication property (30) implies that t · (Q(w 0 ⊗ w 2 ) + t 2 ) = t 3 ∈ ker(π * 1 ). Now, alternative description of the index (21) implies that
Thus Theorem 1.1 holds for n = 2. 
Thus,
We do the following computation in the ideal J := ker(π * 1 ) with the multiplication property (30) in mind:
Hence t 7 / ∈ J while t 8 ∈ J. Therefore
This concludes a proof of Theorem 1.1 for n = 4.
Example 4.4. Let n = 6, and let w i := w i (c * γ 6 (R ∞ )). Again, since c * pulls-back the tautological bundle γ 6 (R ∞ ) to the oriented Grassmann manifold we have that w 1 = 0. Now from the relation (31) we get that
In particular, we get that
The multiplication property (30) and the alternative description of the index (21) imply t 2 / ∈ ker(π * 1 ), and furthermore that
and Theorem 1.1 holds when n = 6.
The index of the Grassmann manifold
Similarly as in Section 4 for the computation of the index we utilize the definition of the Grassmann manifold G n (R 2n ) as a homogeneous space. This new description of the index will be used in Section 6 for the proof of Theorem 1.2.
In this section we assume that n ≥ 1 is an arbitrary positive integer, and a ≥ 0 and b ≥ 0 are unique integers such that n = 2 a (2b + 1).
5.1.
A useful description of the index of the Grassmann manifold. The real Grassmann manifold G n (R 2n ) can be defined by
Recall, the Z/2 = ω action on G n (R 2n ) we study is given by sending an n-dimensional subspace V to its orthogonal complement V ⊥ .
Let Z/2 acts on the product O(n) × O(n) by permuting the factors, and let
be the semi-direct product induced by this action. Thus, U is the wreath product O(n) Z/2 and there is an exact sequence of groups
This exact sequence induces a Lyndon-Hochschild-Serre spectral sequence [1, Sec. IV.1] whose E 2 -term is given by
and that converges to the cohomology H * (BU ; F 2 ). As we have already seen the classical result of Nakaoka [27] (see also [1, Thm. IV.1.7]) implies that this spectral sequence collapses at E 2 -term. Hence, the induced map in cohomology
has to be injective.
The group U can be seen as a subgroup of O(2n) via the following embedding
Consequently, there is a homeomorphism between the quotient spaces
The space EO(2n) is a free contractible O(2n)-space. Thus it can be treated as a model for EU via the inclusion map i : U −→ O(2n). We have the morphism of Borel construction fibrations presented in the right commutative square of the diagram
The left square of the diagram is induced by the homotopy (34) and commutes up to a homotopy. Observe that
The homotopy equivalence (34) and the fact that B(p)
* is an injection yield the following alternative description of the index of the Grassmann manifold
5.2. Description of the kernel of π * 1 . For the description of the kernel we analyze the morphism of Serre spectral sequences (35). We first recall that
where
. Then the cohomology of the associated classifying space can be evaluated to be
where The Serre spectral sequence of the fibration
whose fiber has two path-connected components, has the E 2 -term given by
where the local coefficient system is determined by the action of π 1 (BO(2n)) ∼ = π 0 (O(2n)) ∼ = Z/2. The first isomorphism follows from the long exact sequence in homotopy associated to the fibration O(2n) −→
) and π 1 (BO(2n)) acts by interchanging summands we have that as a π 1 (BO(2n))-module
Thus according to the Shapiro lemma [7, Prop. 6 .2] the E 2 -term simplifies to
Since the spectral sequence converges to
Now applying the classical work of Borel [5] and Zeeman [34, Thm. 2] we have that all elements of the simple system of generators e 1 , e 2 , e 3 , . . . , e 2n−2 , e 2n−1 of the cohomology of SO(2n) are transgressive with
with disconnected fiber, has the E 2 -term given by
where the local coefficient system is determined by the action of
The first isomorphism again is obtained from the long exact sequence in homotopy associated to the fibration U −→ EU −→ BU . Here D 8 denotes the Dihedral group of isometries of a square. Let U + := U ∩ SO(2n) be the index 2 subgroup of orientation preserving elements of U . Then as a π 1 (BU )-module
Therefore the Shapiro lemma [7, Prop. 6 .2] allows us to simplify the E 2 -term again
The morphism (35) between fibrations (40) and (39), that have identical fibers, induces a morphism between the corresponding Serre spectral sequences
which is the identity on the zero column of the E 2 -terms, but now is not the identity on the zero row of the E 2 -terms. In fact, the morphism of the spectral sequence on the zero row of the E 2 -terms is the restriction homomorphism res
. Differentials of spectral sequences commute with morphisms of spectral sequences. Hence in the spectral sequence E * , * * (EO(2n) × U O(2n)) the differential have the following values on the system of simple generators
Unlike in Section 4.1 we did not yet reached a description of ker(π * 1 ). For that we expand the diagram (35) as follows
with diagonal maps induced by the O(2n), and also U , equivariant projection τ : O(2n) −→ pt. The cube diagram of bundle morphisms (41) induces the following diagram of the corresponding spectral sequence morphisms:
where the vertical maps η 1 and η 2 are induced by the O(2n), and also U , equivariant projection τ . The spectral sequences in the bottom row of the diagram collapse at the E 2 -term. Thus, from the infinity term of the diagram (42) we get the equality
Now in order to understand ker(η 1 ) we specialize diagram (42) to the E 2 -term and get
Furthermore, on the zero row of the E 2 -term we have
The vertical maps in (44) are determined by the coefficient morphism τ
we have that η 1 = res
SO(2n) . From computation of the spectral sequences of the fibrations (39) and (40) we have that the diagram (44) in infinity term becomes
Since η 1 is the restriction, B(i| U + ) * (w 2 ), . . . , B(i| U + ) * (w 2n ) are Stiefel-Whitney classes fulfilling naturality, using the sequence of group inclusions
Observe that commutativity of the diagram (45) and the naturally of Stiefel-Whitney classes force the first Stiefel-Whitney class B(i) * (w 1 ) in the kernel.
Thus in order to completely describe ker(π * 1 ) we need to compute Stiefel-Whitney classes of the vector bundle B(i)
5.3. Cohomology of the groups U . The group U was defined to be the wreath product
The exact sequence of the groups (33),
induced a Lyndon-Hochschild-Serre spectral sequence whose E 2 -term is given by
This spectral sequence converges to H * (BU ; Z/2). As we have seen this spectral sequence collapses at the E 2 -term, meaning E * , * 2 (U ) ∼ = E * , * ∞ (U ). Like in Section 4.3 we describe the E 2 -term, and therefore E ∞ -term, in more details. For that we use again [1, Lem. IV.1.4] and [1, Cor. IV.1.6], consult also Sections 3.1 and 3.2. We utilize the fact that the classifying space BU of the group U can be obtained to be the wreath square of BO(n).
Let us apply [1, Cor. IV.1.6] to our spectral sequence (48). Denote
In particular when j ≥ 2 is even description can be made even more precise
we get a description of the multiplicative structure of the E ∞ -term as well as H * (BU ; Z/2). The multiplicative extension problem does not arise in this situation, for more details consult for example [22, Rem. after Thm. 2.1].
5.4.
Stiefel-Whitney classes of (47) and proof of particular cases of Theorem 1.2. In the process of describing ker(π * 1 ) we obtained in (46) that this kernel is an ideal in H * (BU ; F 2 ) generated by the elements B(i) * (w 1 ), . . . , B(i) * (w 2n ). Furthermore, we interpreted the generators of the kernel ideal to be the Stiefel-Whitney classes of the vector bundle B(i)
As before it can be seen that the vector bundle B(i) * (γ 2n (R ∞ )) is isomorphic to the wreath square vector bundle γ n (R ∞ ) Z/2. Thus the following formula for the computation of the Stiefel-Whitney classes of the vector bundle (47) in H * (BU ; F 2 ) is a direct consequence of the general formula derived in Theorem 3.4.
Proposition 5.1. With the notation and assumptions already made the total Stiefel-Whitney class of the vector bundle B(i)
Example 5.2. For n = 2 using the relation (50) we can give the total Stiefel-Whitney class of the vector bundle B(i) * (γ 4 (R ∞ )) in the following form
This completes a proof of Theorem 1.2 in the case when n = 4.
Proofs of main theorems
In this section we prove both Theorem 1.1 and Theorem 1.2 along the same line of arguments. Therefore we introduce a common notation.
Let n ≥ 2 be an even integer, and let a ≥ 1 and b ≥ 0 be the unique integers such that n = 2 a (2b + 1). Recall that we saw W = SO(n) Z/2 as a subgroup of SO(2n) so that G n (R 2n )/(Z/2) ∼ = SO(2n)/W . Furthermore we denoted by i : W −→ SO(2n) the inclusion, and by B(i) : BW −→ BSO(2n) the induced map.
For n ≥ 1 an arbitrary positive integer, let a ≥ 0 and b ≥ 0 be integers such that n = 2 a (2b + 1). Recall that we interpreted the group U = O(n) Z/2 as a subgroup of O(2n) so that G n (R 2n )/(Z/2) ∼ = O(2n)/U . As before, by abusing the notation, we denoted by i : U −→ O(2n) the inclusion, and with B(i) : BU −→ BO(2n) the corresponding induced map. Notice that we denote by i two different inclusions. This should not cause any confusion since these two maps play the same role in the corresponding proofs of Theorems 1.1 and 1.2 that proceed along the same lines.
In order to ease the notation in the proofs of theorems we introduce a simplification of notation:
As we have seen in the Section 4.3, for oriented Grassmann manifolds, and in the Section 5.3 for Grassmann manifolds, the 0-column of the E 2 -term of the Lyndon-Hochschild-Serre spectral sequence (29) and (48) is additively generated by appropriate
for the oriented Grassmann manifold, and E 0, * 2
Z/2 in the case of the Grassmann manifold. Furthermore, w 0 = 1 and consequently P 0 := P (w 0 ) = 1 ⊗ 1 = 1.
Recall that in (26) and (46) we have proved the following description of the kernel ideal
Notice when we work over the oriented Grassmann manifold
* (w 1 ) = 0 and so Q 1,j = Q j,1 = 0 and P 1 = 0.
Proposition 6.1. Let n ≥ 2 be an even integer, and let a ≥ 1 and b ≥ 0 be the unique integers such that n = 2 a (2b + 1). For every 1 ≤ k ≤ 2 a+1 − 1 the relation
(ii) in the case when k is even and k / ∈ {2 a+1 − 2 a , 2 a+1 − 2 a−1 , . . . , 2 a+1 − 2} equivalent to
(iii) in the case when k = 2 a+1 − 2 r+1 , where r ∈ {0, 1, . . . , a − 1}, equivalent to
(iv) in the case when k = 2 a+1 − 1 equivalent to
Proof. For the proof we use equations (31) and (50) which are equivalent to the following sequence of equalities
In computations of binomial coefficients we use the classical Lukas's theorem [23] : Let a = a s 2 s + a 
Now the proof of the proposition follows in several steps by considering several independent cases.
First we establish the claim in the case when a = 1, that is for n = 2(2b + 1). In this case the equality (55), for 1 ≤ k ≤ 3 = 2 a+1 − 1, implies that
as claimed by the proposition Now let us assume that n is fixed and a ≥ 2, meaning 4 | n, and let 1 ≤ k ≤ 2 a+1 − 1. We prove the proposition in this case using induction on k, where for the induction hypothesis we take that the claim is true for all values smaller than k. We investigate several cases.
• Let k = 1. From (55) we get Q 0,1 + n 1 t = 0. Since n is even this simplifies to the equality Q 0,1 = 0, which is in compliance with (51).
• Let k = 2. The equality (55) now reads:
confirming (52).
• Let k be odd, and let k ≤ 2 a − 1. Assume that the claim holds for all values 1, 2, · · · , k − 1. Since t · Q i,j = 0 for all values of i and j, and, by inductive hypothesis, all P i are sum of Q's, for 1 ≤ i ≤ k − 1, we conclude that t · P i = 0. Therefore, in the second sum of the formula (55) the only possibly non-zero summands are for i = 0 or k − 2i = 0. Because k is odd the second possibility is not possible. On the other hand the first summand is zero since for i = 0 the binomial coefficient n k = 0. Thus we obtained (51).
• Let k be even, and let k ≤ 2 a −2. With the same reasoning as in the case for k odd, all summands in the second sum of the formula (55) are zero except when i = 0 and k − 2i = 0. For i = 0 the coefficient is equal to n k , but the last a digits in dyadic expansion of n are zeros, while this is not the case for k since k < 2 a . Therefore, the coefficient n k vanishes. For k − 2i = 0 the corresponding coefficient is 1 and we have verified (52).
• Let k = 2 a . As before, all summands in the second sum of the formula (55) are zero except for i = 0 and k − 2i = 0. For i = 0 the binomial coefficient is equal to n k = 2 a (2b+1) 2 a = 1 with the corresponding summand equal to t 2 a . For k − 2i = 0, that is i = 2 a−1 , the related summand is P 2 a−1 . Consequently, we get (53) in the case r = a − 1.
• Let k be odd, and let 2 a +1 ≤ k ≤ 2 a+1 −3. Then there exists a unique integer r ∈ {1, 2, · · · , a−1} such that 2 a+1 − 2 r+1 + 1 ≤ k ≤ 2 a+1 − 2 r − 1. Now in the second sum of the formula (55), using inductive hypothesis and the fact that t · Q i,j = 0, we conclude that possible non-zero summands are obtained only for i ∈ {0, 2 a − 2 a−1 , · · · , 2 a − 2 r+1 }. The binomial coefficients of those summands are equal to n−2 a +2 j k−2 a+1 +2 j+1 , for some j = r, r + 1, . . . , a. All of them vanish since n − 2 a + 2 j is even and k − 2 a+1 + 2 j+1 is odd. So we get (51).
As before, using inductive hypothesis, all summands from the second sum of the formula (55) which are possibly non-zero are obtained for i ∈ {0,
We analyze three different cases.
-For i = 0 the binomial coefficient is n k and is equal to zero since 2 a k.
2 the binomial coefficient is equal to 1 while the corresponding summand is equal to P k 2 .
-For i = 2 a − 2 j , where j ∈ {r, r + 1, · · · , a − 1}, the binomial coefficient is equal to n−2 a +2 j k−2 a+1 +2 j+1 . In this case we have to examine dyadic expansion of the numbers involved more closely. We get the following:
n − 2 a + 2 j = n 1 . . . n s 0 . . . 010 . . . 0, where 1 is on the (j + 1)-st place from the right. It could happen that all n 1 , . . . , n s are equal to 0. On the other hand since 2 a+1 − 2 r+1 + 2 ≤ k ≤ 2 a+1 − 2 r − 2 we have k = 1 . . . 10k 1 . . . k r , with a − r 1's and some k s = 1. Consequently, k − 2 a+1 + 2 j+1 = 1 . . . 10k 1 . . . k r , with j − r 1's and some k s = 1. Therefore, some of the first r coefficients from the right of the number k − 2 a+1 + 2 j+1 is equal to 1, while all of the first r coefficients of the number n − 2 a + 2 j are equal to 0, and we may conclude that all binomial coefficients have to vasnih. Thus, we verified (52).
• Let k = 2 a+1 − 2 r+1 , and let 0 ≤ r ≤ a − 2. As before, using inductive hypothesis, we conclude that all summands from the second sum of the formula (55) which have a chance to be non-zero are obtained for i ∈ {0, k 2 , 2 a − 2 a−1 , · · · , 2 a − 2 r }. We discuss three separate cases. -For i = 0 the binomial coefficient is equal to n k and is equal to 0, since dyadic expansion of k is k = 1 . . . 10 . . . 0, with a − r ones and r + 1 zeros. Therefore, k has at least one non-zero entry in the first a places from the right, while n has only zeros.
a − 2 r , the binomial coefficient is 1 and the corresponding summand is P 2 a −2 r . -For i = 2 a − 2 j , where j ∈ {r + 1, . . . , a − 1}, we have that the relevant binomial coefficient is n−2 a +2 j 2 a+1 −2 r+1 −2 a+1 +2 j+1 . The dyadic expansion of the top entry in the binomial coefficient is of the form n − 2 a + 2 j = n 1 . . . n s 0 . . . 010 . . . 0, having a − j and j zeros, respectively. On the other hand the lower entry has the following dyadic expansion
with j − r ones and r + 1 zeros. The only non-zero coefficient appears for j = r + 1 with the summand t 2 r+1 · P 2 a −2 r+1 . Hence we have
Use inductive hypothesis for P 2 a −2 r+1 and get .
We completed the proof of (53).
• Let k = 2 a+1 − 1. Since k is odd in the second sum of the formula (55), if i is even, the binomial coefficient has to vanish since n − i is even and k − 2i is odd. If i is odd, all summands are zero unless i = 2 a − 2 r , for some r ∈ {0, 1, . . . , a − 1}, because they are of the form t · P i and for such i, P i is a sum of Q's. Now let i = 2 a − 2 r , for some 0 ≤ r ≤ a − 1. In this case the binomial coefficient is equal to n−2 a +2 r 2 a+1 −1−2 a+1 +2 r+1 and dyadic expansions of the binomial coefficient are equal to: n − 2 a + 2 r = n 1 . . . n s 0 . . . 010 . . . 0,
where there are a − r and r zeros, respectively; and
with r + 1 ones. The only i for which the coefficient is equal to 1 is for r = 0, that is i = 2 a − 1. For such i, an appropriate summand is equal to t · P 2 a −1 , and we proved (54). Since we cover all possibilities we have completed the proof of the proposition. Corollary 6.2. Let n ≥ 2 be an even integer, and let a ≥ 1 and b ≥ 0 be the unique integers such that n = 2 a (2b + 1). In the quotient algebra H * (X; F 2 )/ w 1 (ξ Z/2), w 2 (ξ Z/2), . . . , w 2 a+1 −1 (ξ Z/2) holds
Proof. We have Finally we prove Theorem 1.1 and Theorem 1.2.
Proof of Theorem 1.1. We consider three different cases depending on value of integer a ≥ 0. Let n ≥ 1 be an odd integer, that is a = 0. Since n is a multiple of 1 from Proposition 2.2 we get a Z/2-map g : G 1 (R 2 ) −→ G n (R 2n ). Furthermore, applying Proposition 2.1 we have an additional Z/2-map c : G n (R 2n ) −→ G n (R 2n ). The composition map
and the Corollary 2.7 yield the following relation between the indexes
Since G 1 (R 2 ) ∼ = SO(2) is a sphere S 1 equipped with a free Z/2 index we have that Index Z/2 ( G 1 (R 2 ); F 2 ) = t 2 . Thus, we concluded the proof of Theorem 1.1 for n odd by showing that Index Z/2 ( G n (R 2n ); F 2 ) = t 2 .
Next, let a = 1, that is n = 2(2b + 1). From Proposition 6.1 with k = 2, using the fact that w 1 = 0 and consequently Q 1,j = 0, for all j, and P 1 = 0, we have that t 2 = Q 0,2 . Since there are no other relations for Q 0,2 we conclude that t 2 = 0 and that t 3 = tQ 0,2 = 0. Therefore,
Now consider the case a ≥ 2. First note that from Proposition 2.2 and using Corollary 6.2 we get
Therefore, it is enough to prove the Theorem 1.1 for n = 2 a . Let n = 2 a . As we know the index is generated by the first power of t which is equal to zero in the quotient H * (W ; F 2 )/ w 2 (ξ Z/2), . . . , w 2 a+1 (ξ Z/2) .
What is left to be proved is that t 2 a+1 −1 / ∈ w 2 (ξ Z/2), . . . , w 2 a+1 (ξ Z/2) .
In order to simplify calculation we will expand the ideal with more generators and show that t 2 a+1 −1 is not in the bigger ideal. Let I := {w 2 (ξ Z/2), . . . , w 2 a+1 (ξ Z/2)} ∪ {Q i,j |1 ≤ i + j ≤ 2 a+1 − 2} .
In the quotient H * (W ; F 2 )/I we have from Proposition 6.1 that relations from ideal I are equivalent with the following P k = 0, for 1 ≤ k ≤ 2 a − 1 and k / ∈ {2 a − 2 a−1 , 2 a − 2 a−2 , . . . , 2 a − 1}, P k = t 2k , for 1 ≤ k ≤ 2 a − 1 and k ∈ {2 a − 2 a−1 , 2 a − 2 a−2 , . . . , 2 a − 1}, and t · P 2 a −1 = Q 2 a −1,2 a . Now from (50) and w 2 a+1 = 0 we get P 2 a = 0. It follows that all t k = 0 for 1 ≤ k ≤ 2 a+1 − 2 including t 2 a+1 −2 = P 2 a −1 and that
Since this is the only relation involving Q 2 a −1,2 a , we get that the right hand side is not equal to 0. So t 2 a+1 −1 / ∈ I and it does not belong in the smaller ideal w 2 (ξ Z/2), . . . , w 2 a+1 (ξ Z/2) as well. Therefore, using Corollary 6.2 we get
