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Abstract
The White Beam Synchrotron X-Ray Topography (WBSXRT) technique was 
used to assess sapphire wafer quality. The dislocation distribution, dislocation 
density, Burgers vectors of selected dislocations and stacking faults in the sapphire 
wafers were studied. A correlation between the sapphire quality and its performance 
as an X-ray backscattering mirror was established in this study. The results reveal the 
high quality of the inspected Heat-Exchanger Method produced sapphire wafers and 
their subsequent improved performance as Bragg backscattering mirrors.
Wing tilts in the epitaxial lateral overgrowth (ELO) of GaN on sapphire 
substrates using a Si02 mask were observed and measured with the WBSXT method. 
The wing tilt increases as the fill factor (ratio of stripe opening width to stripe period) 
increases and asymmetric wing tilts are observed in all samples with different fill 
factors. The crystal misorientation in the window regions and beneath the seed layer 
is approximately an order of magnitude less than the wing tilt.
A regular wave-like two dimensional stress distribution was observed in the 
ELO GaN epilayer by using high resolution micro-Raman spectroscopy (p.RS). The 
average compressive stress in the ELO GaN was around 450-460 MPa, and the 
coalesced region between two ELO wings usually exhibits a lower compressive 
stress by about 60 MPa compared to the average stress in the epilayer. The ELO 
process increases the residual compressive stress in the GaN epilayer.
The stress in both device silicon cap layers and the underlying Sii_xGex virtual 
substrates was characterized with fiRS using both the 488 nm Ar+ visible laser and 
325 nm HeCd UV laser sources. The Si0.70Ge0.30 capping layer at the virtual substrate 
is fully unstrained as the result of formation two perpendicular <110> misfit 
crosshatches, while the top silicon cap layer is in extremely high tension with a 
measured tensile stress of 2.4 GPa.
1  X - R a y  T o p o g r a p h y
1.1 Description of X-ray topography
X-ray topography (XRT) is a non-destructive X-ray imaging technique based 
on the difference in reflecting power (according to Bragg’s law X = 2 dhki sinG, with 
X = X-ray wavelength, dhki = lattice plane spacing, 0= Bragg angle) between perfect 
and imperfect crystal regions [1]. It is suitable for studying the character and 
distribution of crystallographic defects in large, nearly perfect, single crystal 
materials. Defects, such as dislocations, typically appear as dark lines in topographs 
[2], as the curved crystal planes around a defect reflect the divergent rays that are not 
reflected by the surrounding perfect region, thus the integrated intensity around the 
defects is larger than elsewhere. The principle is shown schematically in Fig. 1.1. As 
an example, Fig. 1.2 shows two topographs corresponding to two premium grade 
sapphire wafers produced with the Heat-Exchanger Method (HEM) [3-4] at Crystal 
System Inc. (CSI). These two topographs were obtained from two wafers cut from 
different boules of sapphire with the white beam synchrotron large area back 
reflection method at Beamline FI, HASYLAB (Hamburg Synchrotron Radiation 
Laboratory), DESY (Deutsches Elektronen-Synchrotron). In the topograph of the 
first HEM sapphire wafer, many curved dislocations were observed, while in the 
second HEM wafer, no dislocations were detected at all. Despite the fact that many 
dislocations exist in the first sapphire wafer, its quality is still quite good compared 
to the usual commercially available sapphire wafers [4-5].
The contrast of defects (imperfections) is affected by several physical factors in 
the experiment which include x-ray wavelength, the amount of collimation, specimen 
absorption, the scattering factor of a particular Bragg reflection, geometry of the 
experiment and the ratio of the source-specimen distance to the specimen-detector 
distance. The diffracted intensity can lie somewhere between the two extremes of an 
“ideally perfect crystal” and that of an “ideally imperfect crystal”. The latter term is 
somewhat harder in practice to realize. The diffracting power of imperfect crystals is 
usually much higher than that from perfect crystals [6],
XRT provides a two-dimensional map of the defect content in a single crystal.
It is mainly used for the study of dislocations, planar defects, stacking faults, domain
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Figure 1.1: Basic principle of X-ray diffraction topography for an extended 
(homogeneous) beam. Situation for: a) perfect and b) imperfect crystals. Due to the 
high intensity of the direct transmitted beam, the defect image is usually immersed in 
the strong black background, and the defect contrast is very low and can hardly be 
discerned. Thus other reflections are always used for the interpretation of defects in 
the studied sample.
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F ig u r e  1 .2 : Synchrotron white beam back reflection X-ray topographs for (a) a HEM 
sapphire wafer containing dislocations, 0118 reflection; (b) a perfect HEM sapphire 
wafer, 1 1 08 reflection. The diffraction vector g  is defined as the vector that is 
perpendicular to its corresponding Bragg planes with a length equal to the reciprocal 
of the interplanar spacing.
3
Figure 1.3: Schematics for geometrical resolution in X-ray topograph.
walls in ferroelectric and magnetic materials, growth defects, large precipitates, etc 
[7]. As dislocations have important effects on the semiconductor materials and 
devices, they are carefully studied in a selection of crystal materials in this study.
The basic theory of dislocations, their effects on semiconductor devices and related 
information will be introduced briefly in chapter 2.
The spatial resolution of X-ray topography depends on many factors, for 
example, distance from the X-ray source to the sample, distance from the sample to 
the detector (usually high resolution or standard X-ray film), divergence of the X-ray 
source, X-ray beam size and the detector resolution. The horizontal (r/,) and vertical 
(rv) resolutions can be expressed as [2]:
A
L
rh — x
v
(1.1)
(1.2)
where x  is the distance from sample to detector; L  is the distance from X-ray source 
to sample; h and v are the horizontal and vertical dimensions of the source. The 
schematics for geometrical resolution are shown in Fig. 1.3. However if the natural 
divergence of the synchrotron X-ray beam, Q, is smaller than or \ , then the
resolution is equal to Q • x  [14],
For topography experiments in beamline F I , HASYLAB, in this study, L  is 
about 33 metres, x is about 50 to 90 millmetres [3-5, 8], The full width at half 
maximum horizontal and vertical dimensions of the source are 1.224 mm and 0.510 
mm, respectively [9]. Thus the theoretical horizontal and vertical resolution for 
topographs obtained at Beamline FI are estimated to be: 2 to 3 microns along the 
horizontal direction and 0.8 to 1.4 microns along the vertical direction. Because of its 
resolution limitation, X-ray topography is suitable for studying single crystals with a
low density of imperfections. Typically the maximum defect density that can be 
studied is ~104cm'2. For example, it is not easy to discern each dislocation line in a 
modified Czochralski method produced sapphire wafer, which has a dislocation 
density of 9 x 104cm'2[4]. If the dislocation density increases further, only black and 
featureless topograph will be obtained [5,8], and the individual dislocation contrast 
disappears from the corresponding topograph because the resolution of the topograph 
is not high enough. One such topograph is shown in Fig. 1.4, which is taken from an 
ELO GaN epilayer, wherein the dislocation density in the ELO GaN epilayer is 
believed to be around 107cm'2[8, 10-12].
However this resolution can be much improved by extending the distance from 
source to sample. For example, in Spring8, this distance is 1 km for the topography 
beamline [13].
In the x-ray topography technique , the defect is only active through the strain 
introduced in the host lattice, and the additional variation of departure 5(A9) from the 
Bragg incidence in the defected region is [1]:
♦ «
Figure 1.4: Synchrotron white beam large area transmission 1212 topograph of 
epitaxial lateral overgrown GaN epilayer (the dimension for this topograph is 3.5 mm 
x 2 mm).
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where 0 is the Bragg angle for the corresponding reflection; S|, is the coordinate 
along the reflected direction; g  is the diffraction vector; and b is the displacement 
field of the defect. It can be seen from equation ( 1.3) that if the defect displacement 
field is normal to the diffraction vector g , the defects will not be detected in the 
corresponding reflection. Thus by checking the extinction of defect images from 
several reflections, it is possible to determine the Burgers vectors or fault vectors for 
dislocations or stacking faults [3].
6
Table 1.1[6] A chronological summary of the topographic techniques employed by 
various workers with laboratory equipment. The table shows whether a white 
radiation beam or single wavelength x-rays were used in the investigation and the 
type of experimental arrangement used to obtain the topographs.
Year Author Continuous
Radiation
Characteristic
Wavelength
Transmission Reflection
1931 Berg V X V
1944 Ramachandran V V
1945 Barrett VCo X V (sc)
1945 Wooster & 
Wooster
VCu V (DS)
1949 Guinier & 
Tennevin
V V
1952 Bond & Andrus VCuKa V (DC)
1954 Schulz V V
1957 Lang V AgKa (SC)
1958 Newkirk VCrK« V( sc )
1958 Lang
1958 Bonse & Klapper V (DC)
1959 Newkirk, Lang
Abbreviations in parenthesis: SC -  slit collimated, DS -  diverging source, DC- 
double crystal technique
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1.3  D escr ip tio n  o f  sy n ch ro tro n  X -ray p rod u ctio n
Synchrotron radiation is produced when energetic charged particles (electrons 
or positrons) are accelerated to near the velocity of light in a curved path. The 
charged particles are kept in the orbit by the magnetic field, B, perpendicular to the 
plane of the orbit, i.e. the Lorentz force applied to the charges must be equal to the 
centripetal force. The applied magnetic field B can be expressed as [14]:
B = ^  (1.4)
where y  = , E  is the energy of the particles, e is their charge and in is the rest
mass of the charged particle, R is the radius of the orbit and c is the velocity of light. 
The storage ring is composed of an alternation o f bending magnets and insertion 
devices which are inserted in the straight sections of the storage ring.
Synchrotron radiation was first observed by scientists in the General Electric
laboratory around 1947 [14]. As this kind of radiation was first observed in a 
synchrotron, it was named "synchrotron radiation". The theory for the 
electromagnetic radiation emission by a charged particle moving along a circular 
orbit at speeds close to light was developed by Schwinger [14-15] a little later. The 
power radiated by a charged particle at speed of v in a solid angle 4n can be 
expressed:
P  = (i.5)
P  decreases very rapidly with the mass of the particle, so only electrons or 
positrons are used as the charged particles for synchrotron radiation. The synchrotron 
source used in this study uses radiation emitted by positrons in the DORIS III storage 
ring in HASYLAB.
Energy lost by the electric charges is supplied once or more per revolution by 
an oscillating radio frequency electric field along the orbit [14]. The beam current 
decays exponentially by collisions with residual gas molecules in the ultra-high 
vacuum system, thus regular new charge injection is necessary in order to maintain 
high X-ray intensity. A schematic for the generation of synchrotron radiation is 
shown in Fig. 1.5, but actually the orbit of storage ring is not circular. It consists of 
dipole bending magnets separated by straight sections with insertion devices. 
Beamlines are constructed to extract the beams from the tangent points of
9
Storage ring
Experimental stations
B :  m agnetic field
Synchrotron Radiation
Figure 1.5: Schematics for Synchrotron radiation.
the bending magnets or from insertion devices within the straight sections [16].
A typical insertion device is comprised of rows of magnets with alternating 
polarity and is installed in a straight section of the electron orbit. The orientation of 
the magnetic fields is perpendicular to the trajectory of the particles, therefore the 
relativistic charged particles wiggle around their mean path. Corresponding to weak 
and strong magnetic fields, there are two types of insertion devices : the undulator or 
the wiggler. The schematics for synchrotron radiation produced in the bending 
magnetic and undulator configurations are shown in Fig. 1.6.
For the bending magnet, the stored charges run in a circular orbit and emit 
synchrotron radiation with a continuous spectrum when they encounter the bending 
magnet. In the case of insertion devices, the charges are deflected with a small radius 
of curvature by a succession of dipole magnets of alternating sense. The particle 
beam wiggles with a large deviation angle in a wiggler because of the strong 
magnetic fields, and as a result, bright and spectrally continuous light with short 
wavelengths is obtained. In the undulator, the electron beam wiggles with a small 
deviation angle, and as a result, ultra-bright and quasi-monochromatic light is 
obtained via an interference effect [14, 16].
The natural vertical divergence of the radiation (see Fig. 1.5) from the 
synchrotron is about:
2(p ^ 2 y ~ x. (1.6)
Since the energy of the positrons in DORIS III is about 4.45 GeV [9], the vertical 
divergence for the synchrotron radiation is estimated to be about 11 Ojirad.
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Figure 1.6: Schematics for synchrotron radiation produced by a: a) bending magnet, 
b) undulator [13].
The horizontal divergence of the synchrotron radiation is usually determined by the 
slit before the beam arriving at the sample [14, 16],
The synchrotron radiation possesses many properties which simply cannot be 
achieved using conventional radiation sources such as X-ray tubes.
The radiation from the synchrotron source is continuous in wavelength, usually 
extending from the infrared to the hard X-rays with a broad maximum in the number 
of emitted photons close to the critical wavelength Xc (A) given by [14]:
Ac = f  n R j ' 1 (1.7)
After replacing the constants by their numerical values, the critical wavelength can 
be written as:
18.64 (1 .8)
Xc BE2
and its corresponding critical energy E c can be expressed as: 
-  0.665BE1 (1.9)
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In (1.8) and (1.9) /lcis in A, E c is in KeV. B  = in Tesla (T), E  is the kinetic 
energy of the accelerated particles expressed in GeV and R  the bending radius in the 
magnet expressed in metres. The critical wavelength Ac is defined as that wavelength
such that half of the total power emitted by the synchrotron is at wavelengths A Z A C.
For the DORIS III bending magnetic storage ring, the usual energy E  for 
positrons is 4.45 GeV, i?=12.1849 m, and 5=1.2182 T, thus yielding a normal critical 
wavelength Ac =0.7717 A and a critical energy £,=16.04 KeV. At higher energies
with wavelengths shorter than Ac, the radiation intensity falls fast, but at lower 
energies, the radiation intensity changes more slowly. In fact it decreases only by a 
factor of 10 over a wavelength range up to 1000Ac [14].
The spectrum produced by a wiggler is similar to that from a bending magnet 
except that the wavelength is shifted to a shorter value because of the higher 
magnetic fields in the wiggler.
The spectrum from the undulator is much different. Radiation from it has a 
smaller divergence than that from the wiggler. Beams are emitted by the individual 
pole interface of the undulator, and the radiation is emitted along the undulator axis 
and is quasi-monochromatic. The spectrum consists of the sum of a fundamental line 
and its harmonics. The beam frequency from the undulator is tuneable; it can range 
from very narrow band, even monochromatic radiation, to a continuous spectrum 
similar to those from bending magnets and wigglers. As the spectrum from an 
undulator varies rather fast as a function of angle, this means that the beam arriving 
at the sample has a different spectral characteristic at every point. The synchrotron 
X-ray source from the undulator is not suitable for X-ray topography unless a long 
beamline is used [16].
Compared to the traditional laboratory X-ray source, the brightness of the 
synchrotron radiation source could be 103 to 108 times higher or even more, where 
the brightness is defined as the flux of photons emitted by the source per solid angle
1 9  1and per bandwidth. It is expressed in units of photons s' mrad' (0.1%5AA)~ [14]. In 
some cases, another parameter, brilliance, is used to indicate the synchrotron 
radiation intensity. This is defined as brightness per unit transverse area of the 
source, which is expressed as photons s '1mrad‘2mm’2(0.1%8XA)'1.
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The typical synchrotron spectra for HASYLAB-DESY are shown in Fig. 1.7. 
The low wavelength fall-off is determined by the energy of the electron or positron 
beam and the radius of curvature at the point of emission.
Modem synchrotron radiation facilities, such as HASYLAB, are composed of a 
large range of advanced equipment which occupies a large area. Large funding for 
maintenance and operation is needed, and certainly a lot of interesting and useful 
scientific results can be obtained from these facilities by researchers from all over the 
world.
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Figure 1.7: Spectral angular flux o f  insertion d ev ices  at D E S Y  [9].
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1.4  F ea tu res  o f  S yn ch ro tro n  X-ray to p o g ra p h y
1.4.1 Conventional laboratory X-ray sources
The most common X-ray source in the laboratory is the high vacuum tube with 
an anode and cathode under high voltage, usually around 20-50 kV. Electrons are 
emitted from the cathode and moved to the anode with high energy, E«e.V, where e 
is the charge of electron and V is the applied voltage. The anode is usually referred 
as the target. The emitted spectrum is the superposition of a continuous white 
spectrum and a few characteristic lines. The characteristic lines are specific for each 
anode metal [14]. The usual anode metals are Cu, W, Fe or Mo, etc. The continuous 
spectrum emitted by the anode is due to the slowing down of electrons in the anode 
from the cathode, which is normally referred to as bremsstrahlung, this German tenn 
"bremsstrahlung" meaning "braking radiation". The highest frequency for 
bremsstrahlung is:
v m ,  =  ‘f  (1-10)
where /z=6.625 x 10'34J.s is the Planck constant. If greater X-ray intensity is required, 
then higher voltage is necessary. However when electrons hit the target, most of the 
energy from the electrons is transferred into heat. In order to keep the equipment 
working properly, the target needs to be cooled effectively; usually it is cooled with 
water. For even higher power X-ray generators, the anode target is rotated for more 
effective cooling.
The characteristic lines result from the decay of excited states of the element 
constituting the metal anode of the tube. As the elements can exist in different states 
(such as the ground state, lower excited state, etc.), after decay, photons of different 
energies are consequently emitted, and as a result X-rays with different wavelengths 
are generated. The energy gaps between different electron states are specific for each 
element, thus characteristic lines are produced. The laboratory X-ray source is 
unpolarized and can be considered as a sum of incoherent spherical waves emitted by 
the different points of the anode. The smallest dimension of the focus from a 
laboratory X-ray generator for high resolution topography is of the order of 10-100 
Urn [14].
1.4.2 Advantages of white beam synchrotron X-ray topography
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The advantages of white beam synchrotron x-ray sources over the traditional 
laboratory x-ray source are [1, 7, 14, 16]:
1) High brilliance, ranging from 1014 photons s '1mrad'2mm'2(0.1%5AA)'1 for a 
bending magnet to 1019 to 1021 photons s 'lmrad'2rmn"2(0.1%SAA)‘l for 
undulators. This implies much shorter exposure time, usually in the range of a 
few seconds for standard X-ray recording films and a few minutes for high 
resolution films.
2) White spectrum available for bending magnets and wigglers, and possibly 
monochromatic use with undulators.
3) Narrow divergence (in the 10"4 rad. range).
4) Small beam size possible, which can be a few tens of microns vertically and one 
or two hundred microns horizontally.
5) Very low emittance, as a consequence of the small source size and the small 
beam divergence.
6) Long source to sample distances possible. For example, it is up to 1000 metres 
for some beamlines at Spring-8, thus enabling more complicated equipment to be 
placed between the sample and source, e.g. for in situ measurements.
7) Nearly pure linear polarization.
8) Less stringent requirement for sample positioning (a fraction of a degree, while it 
is a few seconds of arc in laboratory set-ups working with characteristic lines).
9) Compared to Lang topography, no need for scanning since the instantaneous 
image is two dimensional.
10) Simultaneous recording of many reflections with different diffraction vectors for 
white beams.
11) Ability to obtain homogeneous images for warped samples or crystals presenting 
a subgrain structure because of the simultaneous satisfaction of Bragg’s law for 
different regions.
Due to the increasing availability o f synchrotron X-ray sources, the 
applications of topographic techniques have grown considerably. These can now be 
applied to study, under reasonable conditions, very weak reflections, weak 
distortions, in-situ crystal growth, defect nucleation and movement in crystals and 
thin films, dynamics of domains, phase transitions, etc. [1, 33]. The new features of
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third generation synchrotrons provide even more possibilities for the application of 
these techniques. Some of these features (high intensity, high energy photons in the 
beam) extended substantially the previous possibilities (investigation of heavier or 
thicker crystals, study of dynamical phenomena with smaller typical times) and have 
also enhanced the spatial resolution (weak beam technique, systematic use of section 
topographs) [33]. The small angular size of the source 8 leads to a very high 
geometrical resolutions.
1.4.3 Disadvantages o f white beam synchrotron X-ray topography
Despite the many advantages of this technique, like every other technique, 
white beam synchrotron x-ray topography has its disadvantages. These are listed as 
follows [1]:
1) radiation damage;
2) heat damage;
3) high fluorescence background from the sample or its immediate surroundings;
4) problems with the superposition of several harmonics in each diffracted spot, k, 
7J2, X/3... (see Section 1.6)
16
1.5 Typical experimental set-ups and procedures for white beam 
synchrotron X-ray topography
Two main experimental arrangements are employed in this study, i.e. set-ups 
for back reflection and transmission topography. In each set-up, there are two 
experimental methods, i.e. large area and section topography methods.
1.5.1 W hite beam Transmission topography
1.5.1.1 White beam large area transmission topography
Large area transmission (LAT) topography is one of the most commonly used 
techniques. In this technique, the recording film is put behind the studied sample in 
the transmission method.
When a single crystal is immersed in a white X-ray beam a number of lattice 
planes (hkl) select out o f the continuous spectrum the proper wavelengths to be 
reflected according to Bragg's Law. A beam diffracted in a certain direction 20 with 
respect to the incident beam has a spectrum of wavelengths X, 7J2, X/3, etc. 
corresponding to diffraction lattice planes (hkl), (2h 2k 21), (3h 3k 31) etc. The 
fundamental reflection hkl or its harmonics may, however, be structure factor 
forbidden (see later). This is the well-known Laue method.
Fig. 1.8 shows the typical experimental set-up for large area transmission 
topography. Due to the low divergence of the synchrotron radiation beam, each spot 
of this particular Laue pattern is itself a high-resolution topograph.
□
Beam Catcher
Collimator
Crystal
Figure 1.8: Schem atic set-up for large area transm ission  topography.
An arrangement similar to that for Large Area Topography is used, only in this 
case the incoming beam is collimated into a narrow ribbon by a slit typically 10-15 
|xm in width. Provided that the Bragg angle is not too small, the image gives detailed 
information about the energy flow within the crystal and direct depth information on 
the defects present in a particular crystal slice. The imaging mechanism for just two 
reflections is shown in Fig. 1.9.
Collimating Film
1.5 .1 .2  W hite beam  transm ission topography in section  topography (ST ) m ode
Figure 1.9: Schematic set-up for transmission section topography.
1.5.2 W hite beam back reflection topography
1.5.2.1 Large area white beam back reflection topography
In the large area back reflection topography (BRT) set-up, the incoming x-rays 
are perpendicular to the upper surface of the sample. This Bragg geometry is used to 
access information about the upper regions of the sample as illustrated in Fig. 1.10. 
Depending on the wavelength of the diffracted beam typical penetration depths, tp, 
which will be introduced later in Section 1.6, can vary from <1 jim to >1000 pm in 
the studied sample. Penetration depths tend to be much smaller in unstrained perfect 
crystals, where the dynamical theory of diffraction applies. However, for imperfect 
or strained materials, e.g. GaN, GaAs, SiC, InP or silicon with circuit topography or 
strained epitaxial layers, conventional kinematical theory applies.
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Incom ing X -ray
Studied sample
Film
Figure 1.10: Schematic set-up for large area back reflection topography.
1.5.2.2 White beam back reflection section topography
The white beam back reflection section topography (BRST) technique is 
essentially similar to BRT, only in this case the incoming beam is again collimated 
into a narrow ribbon by the slit. A set of Bragg case section topograph images of 
sample cross-sections is produced. The schematic set-up is shown in Fig. 1.11.
In this study, the topographs were recorded on both standard Kodak Lndustrex 
SR film or high resolution Slavich VRP-M holographic film having an emulsion 
grain size of about 0.04 pm. The storage ring operated at a typical currents of 80-150 
mA- The exposure time depends on the ring current and the film type. It is common 
practice to use the total integrated exposure as a benchmark and this is expressed as 
mA.min or mA.s. Thus if  we have a beam current o f 100 mA and expose the X-ray 
film for 60 s then the total integrated exposure is 6000 mA.s. Usually, the high 
resolution films need to be exposed for 60 times longer, i.e. if  10 mA.min is 
necessary for the high resolution film, then lOmA.s is enough for the standard film. 
The appropriate exposure time needs to be tested before the final topograph can be 
taken in order to optimize the topograph contrast. For section topography, exposures 
usually take about 10 times longer than large area topography.
The exposed films are developed and fixed in the dark room with standard 
procedures. In this process, the films are first soaked in the developer solution for 
about 5 minutes, then moved to the fixer solution for another 10 minutes; before 
moving to the fixer solution, they are soaked in the stop bath for a few seconds.
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Figure 1.11: Schematic set-up for back reflection section topography.
Finally the films are washed in cold, running, filtered water for a few hours and dried 
in a dying cabinet.
The pictures, which appear in this study, have been generated on a system 
comprising of a CCD camera, frame-grabber and appropriate software.
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1.6 Indexing th e  reco rd ed  d iffraction  pattern
One important step in the interpretation of X-ray topographs is the indexing of 
the diffraction pattern on the recorded film, through which the correct diffraction 
vectors g  can be obtained. In many situations, for example in the determination of the 
Burgers vectors b o f dislocations in this study or the assessment of stress [17-18], 
etc., a knowledge of the diffraction vector g  is essential. In this study, a software 
package named OrientExpress [19] is used to obtain the correct indices. 
OrientExpress makes it possible to orient a single crystal of known unit cell 
dimensions from a single Laue pattern. This pattern can be registered on the X-ray 
film, a two-dimensional sensitive detector or bitmap picture.
The program first computes and displays the corresponding simulated Laue 
pattern or set of patterns, and then the correct solution is unambiguously obtained 
through a visual comparison of the experimental pattern with the set of simulated 
ones. In order to do the simulation, some information related to the crystal sample 
and experimental set-up must be input on the screen panel of the software, which 
includes:
1) The crystal system and space group.
2) The crystal unit parameters.
3) The sample to film distance and the angle between the film normal and the 
incoming X-ray direction; in this study, this angle is 0° for the transmission 
topography and 180° for the back reflection topography.
4) The wavelength range.
5) The dimension of the film.
6) The coordinates of a few strong reflection spots (i.e. darker spots on the film). 
Usually choosing 4 or 5 spots is better, if more spot coordinates are input, 
sometimes it is not easy to get the solution.
During simulation the distance between the film to sample should be adjusted 
slowly to arrive at a simulated pattern close to the experimental pattern, as the 
measurement for this distance may be slightly erroneous. Sometimes the step size for 
this distance adjustment can be around 0.05 mm or even smaller. After a similar 
simulation pattern is obtained, a rotation of this pattern along the X, Y and Z axis or
21
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Figure 1.12: Example of experimental and simulated Laue pattern for sapphire 
single crystal. The black squares are experimental Laue spots, and the bright circles 
are simulated Laue spots. Note: only the fundamental harmonic index for the 
reflection spot appears on the simulated pattern.
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their combination is also very effective.
Occasionally adjustment of the wavelength range may help the simulation. If 
some information about the crystal orientation is available, it may be easy to start 
from the known sample orientation or from the estimated orientation for the 
unknown orientation sample, then one can rotate the simulated pattern continuously 
until exact matches between the experiment and simulation are reached.
One such example is shown in Fig. 1.12, which shows that the simulated Laue 
pattern fits quite well with the experimental result. The indices for some reflection 
spots are also indicated in Fig. 1.12.
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1.7  P en etra tion  d ep th  for X -rays
In the crystal samples, defects are usually distributed along different depths 
from the sample surface. Defect images appearing in the X-ray topographs, for 
example, for a back reflection topograph, are actually overlapping images of defects 
within a certain thickness from the surface. If the crystal sample is thick enough, 
defects in the deeper part o f the sample cannot be detected, as the X-ray intensity 
will decrease due to absorption. It is therefore important to learn what is the depth 
within which the defects appear in the topograph, and this depth is defined by the X- 
ray penetration depth, tp.
1.7.1 Penetration depth fo r large angle incidence topography
When the incident and exit angles are bigger than the critical angle <()c for total 
reflection (<j)c is usually around a few tenths of degree), the kinematical penetration 
depth tp, which is measured perpendicular to the surface, at which the intensity of the 
outgoing reflected beam has dropped to 1/e times of that o f the incident beam due to 
absorption, can be expressed as [20]:
where \i is the wavelength-dependent linear absorption coefficient for the material, 
whose value can be obtained from the wavelength-dependent attenuation length D of 
the material, which can be obtained from the literature [21 ], <))o is the incident angle, 
and (|)n is the exit angle.
The relationship between the effective linear absorption coefficient p and the 
attenuation length D  is:
(1.11)
(1.12)
1.7.2 Penetration depth fo r grazing incidence topography
When <|)o, <|)n i-e- in the grazing incidence geometry, (1.11) will be invalid, 
and the X-ray penetration depth is expressed via the general equation [22]:
(1.13)
where
l . f  = f 2 { ( 2 S - sin2 a , / )+[(sin2 a , ,  - 2 J ) 2 + (2/?)2]1/2}2 -]l/2 ■) 1/2 (1.14)
For (1.13), X is the vacuum wavelength, 
/3 -  X^,I(Atc)
S  -  p ee 2X2 /[2»ie<F0(2/rc)2]
(1.15)
(1.16)
where p e is the number of electrons per unit volume, me is the electron mass and e 
is the elementary charge, s Q is the vacuum permittivity and c is the velocity of light.
For grazing incidence topography, the X-ray penetrates only a few nanometres 
of the sample. However when the incident angle <|>o approaches the critical angle (|>c, 
the penetration depth increases rapidly, while the penetration depth increases much 
more slowly with the incident angle when it is larger than the critical angle. 
Descriptions and graphs indicating the relationship between the penetration depth 
and the incident angles can be found in the literature [20, 23]. As a specific sample, 
the penetration depth usually changes more obviously for some reflections [20], thus 
by combining different experimental set-ups (grazing incident and large angle 
incident) and selections of reflections, it is possible to study the defect distribution 
for different depths of the measured sample.
1.7.3 Calculation o f the penetration depth fo r some reflections in sapphire
For white beam synchrotron X-ray topography, the topographs are the result of 
overlapping images formed by several harmonics. The detector, i.e. the film for this 
study, records the integrated intensity. After considering the effect of the synchrotron 
X-ray source spectrum, the absorption of X-rays in the air, beryllium windows, 
aluminium filters, film envelopes and film emulsions (AgBr), and the structure factor 
for each harmonic, the contribution of each harmonic to the integrated contrast can 
be estimated [2, 20, 24-25]. If the contribution of harmonics is less than 5%, then 
usually they can be neglected in the integrated topograph intensity [18].
crystal
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The number of photons absorbed in the recording film exposed during an X-ray 
topography experiment is [20]:
AT* W  = A W f ,  W f ,  ( W o  W  (1.17)
where N 0 (A) is the spectral photon brightness of the synchrotron X-ray source at the 
orbit plane, which can be expressed as [20, 26]:
JV„a) = C(A)JA:22,1( i )  (1.18)
where C  is a constant, y  = , K 2n is a modified Bessel function and Xc has already
been defined in equation (1.8).
The factor j \  (A) is calculated according to the following equation:
/ m ) = n « -”  (!*i9)
i
where ja, and *,• are the effective linear absorption coefficient and the effective 
thickness of the i-th absorption layer, respectively. f x (X) is used to estimate 
contribution of the absorption effects of different materials, between the beryllium 
window and the envelope containing the film, to the topograph intensity. In this 
study, the absorption effects of air between the beryllium window and the film, the 
beryllium window itself, an aluminium foil in front of the film envelope and the 
envelope (paper) were considered. The effective thickness for each absorption layer 
in this study is given in Table 1.2.
f 2(A) is calculated according to the following equation [24]:
f 2(A) = KFhklAi (1.20)
where k  is a constant and Fhkl is the structure factor for each reflection and their 
harmonics, whose value can be calculated with a software package XRDIFF [27],
Table 1.2 Effective thickness for each absorption layer
Absorption
Material
Beryllium
window
Air Aluminium Envelope
(Carbon)
Effective
thickness
0.25 mm 25 or 30 cm 40 p.m 200 (xm
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(AgBr), i.e. taking into account the number of photons absorbed in the film. It is
expressed as:
/ 3(1) = l - e * '* '  (1.21)
where pr and Xf are the emulsion effective linear absorption coefficient and the 
effective thickness, respectively. In this study, the thickness o f AgBr emulsion is 
estimated to be about 5 microns for the films.
In practice, for the calculation of the contribution of each harmonics, only the 
relative values of f \ ( A ) , f 2 (A) , f 3 (A) and N 0 (A) are needed, so knowledge of the
constants C and k are unnecessary.
Figs. 1.12-1.15 show graphs of the relationship between the attenuation length 
D  and the X-ray energy for air, aluminium, carbon and beryllium as a function of X- 
ray photon energy [21].
The relationship between the X-ray energy E  and its wavelength A is expressed
E  = 1f  (1.22)
where E  is in units of eV, and A is in units of microns.
As shown in (1.17), in order to calculate the number of photons absorbed in the 
recording film in exposed during an X-ray topography experiment, the individual 
components of (1.17) need to be calculated first. Table 1.3a and Table 1.3b list the
4
values used for the calculation of ^  , which is used for the calculation of the
i=i
absorption factor f  (A) for some reflections and their harmonics for a sapphire 
crystal. The wavelengths for reflections and their harmonics are calculated with 
XRDIFF also. It can be noticed that in Table 3a and Table 3b, some reflections 
appear to be missing. For example, for the 3 0 3 18 series of reflections, 10 16 and
2 0 2 12, etc. are not listed. This is due to the fact that these reflections are structure 
factor forbidden as the result o f structural extinction effect [28].
The space group of sapphire crystal [29-31] is R 3 c , and its reflection 
conditions are expressed as [32]:
f 3 (A) is  u sed  to calculate the absorption effect caused b y  the film  em ulsion
h k i l : - h  +  k  + 1 =  3 n  (1-23)
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Nl,5620,42C.0003Ar,0094 Density=0.135 IE -03, Angle=90,deg
Photon Energy (eV)
Figure 1.12: Relationship between the attenuation length and X-ray energy for air.
Be Density= 1.848, Angle=90. d eg
P hoton  Energy (eV)
Figure 1.13: Relationship between the attenuation length and X-ray energy for 
beryllium.
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A1 Density=2,699, Angle=90.deg
Figure 1.14: Relationship between the attenuation length and X-ray energy for 
aluminum.
C D ensity=¡3.2. Angle=90.deg
P hoton  Energy (e V )
Figure 1.15: Relationship between the attenuation length and X-ray energy for 
carbon (paper).
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Table 1.3a Calculation o f  the absorption e ffec t caused  b y  air, beryllium  w indow ,
alum inum  fo il and en velop e during w h ite  beam  synchrotron X -ray back  reflection
topography exposure.
Index of 
reflection
X-Ray
wavelength
(A)
HiXi for 
air
P2X2 for 
Be
P3X3 for 
A1
P4X4 for 
C
4
i=l
1 1 2 12 1.832 0.5837 0.0710 0.8273 0.3154 1.7974
2 2 4 2 4 0.916 0.0679 0.0076 0.1081 0.0336 0.2172
3 3 6 36 0.611 0.0184 0.0019 0.0313 0.0086 0.0602
4 4  8 48 0.458 0.0073 0.0007 0.0127 0.0032 0.0239
1 2 1 12 1.829 0.5837 0.0710 0.8273 0.3154 1.7974
2 4 2  24 0.914 0.0679 0.0076 0.1081 0.0336 0.2172
3 6 3  36 0.609 0.0184 0.0019 0.0313 0.0086 0.0602
4 8 4 4 8 0.457 0.0073 0.0007 0.0127 0.0032 0.0239
T o 1 11 2.151 0.9554 0.1190 1.3100 0.5219 2.9063
2 0 2 2 2 1.076 0.1141 0.0128 0.1756 0.0573 0.3599
3 0 3 33 0.719 0.0500 0.0034 0.0520 0.0149 0.1204
4 0 4 4 4 0.514 0.0122 0.0013 0.0209 0.0055 0.0399
5 0 5 55 0.430 0.0060 0.0006 0.0105 0.0026 0.0197
2 2 0 2 2 1.082 0.1141 0.0128 0.1756 0.0573 0.3599
4 4 0 4 4 0.541 0.0125 0.0013 0.0215 0.0057 0.0410
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Table 1.3b C alculation  o f  the absorption effec t caused b y  air, beryllium  w indow ,
alum inum  fo il and en velop e during w h ite beam  synchrotron X -ray back  reflection
topography exposure.
Index of 
reflection
X-Ray
wavelength
(A)
HiXi for 
air
1-12X2 for 
Be
H3X3 for 
A1
P4X4 for 
C
4
I > , x
;=1
10 17 3.035 2.2727 0.3706 3.5714 1.5528 7.7675
2 0  2 14 1.517 0.2809 0.0447 0.4843 0.1807 0.9906
3 0 3 21 1.012 0.0806 0.0165 0.1463 0.0527 0.2961
4 0  428 0.759 0.0357 0.0106 0.0623 0.0245 0.1331
5 0 5 35 0.607 0.0192 0.0087 0.0321 0.0154 0.0754
6 0 642 0.506 0.0132 0.0079 0.0189 0.0117 0.0517
7 0 749 0.433 0.0100 0.0076 0.0123 0.0099 0.0398
1 T 0 8 2.782 1.7607 0.2827 2.7972 1.1919 6.0325
2 2 0  16 1.391 0.2146 0.0351 0.3752 0.1379 0.7628
3 3 024 0.928 0.0630 0.0141 0.1132 0.0412 0.2315
4 4 0 3 2 0.696 0.0281 0.0097 0.0482 0.0201 0.1061
5 5 040 0.557 0.0163 0.0083 0.0249 0.0133 0.0628
6 6 048 0.464 0.0113 0.0077 0.0148 0.0106 0.0444
1 0 T 10 2.353 1.0638 0.1673 1.7316 0.7095 3.6722
2 0  220 1.176 0.1286 0.0230 0.2288 0.0824 0.4628
3 0 3 30 0.784 0.0389 0.0111 0.0688 0.0265 0.1453
4 0 440 0.588 0.0185 0.0086 0.0293 0.0146 0.0710
3 0 3 18 1.099 0.1046 0.0197 0.1871 0.0672 0.3786
6 0  6 36 0.550 0.0158 0.0082 0.0240 0.0131 0.0611
0 3 3 18 1.099 0.1046 0.0197 0.1871 0.0672 0.3786
06  6 36 0.550 0.0158 0.0082 0.0240 0.0131 0.0611
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hh 00 : h = 3>n
hkiO : - h  + k  -  3n
hhOl : h + / = 3n, I = 2 n
0001 \ l  = 6n
h h lh l : l = 3n
(1.24)
(1.25)
(1.26)
(1.27)
(1.28)
Thus some harmonics do not appear in the list of Tables 1.3a and 1.3b.
The process for the calculation of other components of eq. (1.17), i.e. N 0 (A) ,
f 2 (A) and / 3 ( A ) , can be obtained via a similar method. Fig. 1.16 shows graph of 
the relationship between the attenuation length D  and X-ray energy for AgBr, which 
is needed for the calculation of / 3 (A) (see eq. 1.21).
After calculating the components of eq. (1.17), the relative contribution of each 
harmonic to the integrated topograph intensity can be estimated using the normalized 
number of photons, N'abs (A ), absorbed in the recording film during exposure. In this 
study N ab\ (A) is calculated by dividing N abs (A) of each harmonic by the largest 
N abs(A) value among all harmonics. Table 1.4a and Table 1.4b list the calculation 
results for sapphire back reflections listed in Tables 1.3a and 1.3b. The calculation 
results in Tables 1.4a and 1.4b indicate that for many reflections, such as the 1 0 1 
10 reflection, the topograph contrast is actually a mixed contribution from several 
harmonics.
Eq. (1.11) indicates that in order to calculate the penetration depth, tp, of the 
studied sample, its effective linear absorption coefficient jo. must be known. In this 
study, the X- ray penetration depth in sapphire crystal is studied [4], and its effective 
linear absorption coefficient (a can be easily obtained from the relationship between 
the attenuation length/) and X-ray energy for sapphire (see Fig. 1.17).
Fig. 1.18 shows the geometry of the X-ray reflection in topography 
experiments. For the large angle incident X-rays, in order to calculate the penetration 
depth, eq. (1.11) indicates that the incident angle (J>o and exit angle <j>n of the X-rays 
should be known in addition to the effective linear absorption coefficient, \i, of the 
sample. As only the penetration depths for back reflection topographs are required in 
this study, eq. (1.11) can be expressed as:
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AgBr D ensity=6,473, Angle=90.deg
Photon  Energy (eV)
Figure 1.16: Relationship between the attenuation length and X-ray energy for 
AgBr.
A1203 D ensity=3.97, Angle=90.deg
Photon  Energy (eV)
Figure 1.17: Relationship between the attenuation length and X-ray energy for 
sapphire.
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Table 1.4a E stim ation  o f  photon  count absorbed b y  the film  during a (0 0 0 1 ) sapphire
w h ite beam  synchrotron X -ray back reflection  topography exposure.
Index of 
reflection
X-Ray
wavelength
(A)
N 0(A) f M ) f 2W A  (*) N abM ) N  abs (A) tp
(Mm)
1 1 2 12 1.832 0.547c 0.166 82.084k 0.549 4.083kc 0.794 21
2 2  4 24 0.916 1.251c 0.805 19.713k 0.259 5.140kc 1 163
3 3 636 0.611 1.731c 0.942 0.859k 0.096 0.134kc 0.026
4 4  8 48 0.458 1.942c 0.976 0.634k 0.112 0.134kc 0.026
1 2 1 12 1.829 0.549c 0.166 81.588k 0.549 4.07 lkc 0.796 21
2 4 2 24 0.914 1.252c 0.805 19.584k 0.259 5.112kc 1 162
3 63  36 0.609 1.733c 0.942 0.853k 0.096 0.134kc 0.026
4 8 448 0.457 1.942c 0.976 0.630k 0.112 0.134kc 0.026
To 1 11 2.151 0.443c 0.055 196.169k 0.731 3.473kc 1 14
2 0 2  22 1.076 1.055c 0.698 3.361k 0.172 0.426kc 0.123 110
3 0 3 33 0.719 1.546c 0.887 0.599k 0.146 0.120kc 0.035
4 0 444 0.514 1.880c 0.961 0.836k 0.068 0.103kc 0.030
5 0 5 55 0.430 1.956c 0.981 0.367k 0.096 0.068kc 0.020
2 2 022 1.082 1.046c 0.698 3.417k 0.172 0.429kc 1 111
4 4 044 0.541 1.841c 0.960 0.974k 0.070 0.120kc 0.280 830
N'abs (A): Normalized value for N abs (A.).
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Table 1.4b Estim ation o f  photon count absorbed b y  the film  during a (0001)
sapphire w h ite beam  synchrotron X -ray back reflection  topography exposure.
Index of 
reflection
X-Ray
wavelength
(Á)
N0 (A) f M ) M ) A W N abM ) N  abs (A ) tp
(pm)
10  17 3.035 0.287c 0.0004 121.550k 0.951 0.014kc 0.001
2 0  2 14 1.517 0.728c 0.371 138.810k 0.384 14.090kc 1 34
3 0 3 21 1.012 1.165c 0.744 15.390k 0.147 1.960kc 0.139 115
4 0 428 0.759 1.522c 0.875 7.020k 0.166 1.550kc 0.110 270
5 0 5 35 0.607 1.765c 0.927 0.811k 0.095 0.125kc 0.009
6 0 642 0.506 1.910c 0.950 0.521k 0.059 0.055kc 0.004
7 0 749 0.433 1.974c 0.961 0.620k 0.098 0.115kc 0.008
1 1 0 8 2.782 0.319c 0.002 628.990k 0.911 0.43 8kc 0.052 6
2 2 0  16 1.391 0.814c 0.466 69.870k 0.317 8.415kc 1 47
3 3 0 24 0.928 1.272c 0.793 2.190k 0.117 0.259kc 0.031
4 4 032 0.696 1.624c 0.899 3.400k 0.134 0.666kc 0.079 369
5 5 040 0.557 1.845c 0.939 1.290k 0.076 0.169kc 0.020
6 6 048 0.464 1.948c 0.957 1.350k 0.116 0.292kc 0.035
1 0 I  10 2.353 0.408c 0.025 741.700k 0.790 6.076kc 1 11
2 0  220 1.176 0.990c 0.630 34.547k 0.214 4.601kc 0.757 84
3 0 3 30 0.784 1.479c 0.865 12.920k 0.180 2.974kc 0.489 279
4 0 440 0.588 1.800c 0.932 1.181k 0.087 0.173kc 0.028
3 0 3 18 1.099 1.068c 0.685 41.800k 0.181 5.523kc 1 79
6 0 636 0.550 1.855c 0.941 0.662k 0.073 0.084kc 0.015
0 3 3 18 1.099 1.068c 0.685 41.800k 0.181 5.523kc 1 79
0 6  6 36 0.550 1.855c 0.941 0.662k 0.073 0.084kc 0.015
N abs (A) : Normalized value for N abs ( A ) .
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normal line of 
crystal plane
Recording film
Incident X-ray 
Sample Surface
Crystal plane
normal line of 
sample surface
Figure 1.18: Schematics for the geometry of reflection in back reflection 
topography.
= M i s + M  + - fe )]-1 d  -29)
The exit angle <j>n can be measured easily with the following expressing:
« S .= t a i r ' ( i )  (1.30)
where L\  is the distance from sample to film and L2 is the distance from the 
reflection spot to the film centre, where the incoming X-ray passes through a hole in 
the film for the back reflection experimental set-sup.
The calculated penetration depths for some sapphire reflections are listed in 
Tables 1.4a and 1.4b.
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2  B a s i c  t h e o r y  o f  d i s l o c a t i o n s  a n d  p r a c t i c e  f o r  
s e m i c o n d u c t o r s
2.1 In troduction
A dislocation is one kind of line defect in a crystal. They can have complex 
effects on the performance and reliability of the devices produced thereon, and their 
origin is complicated, especially in the hétéroépitaxial films. In general, dislocations 
tend to have adverse effects on electronic devices, though occasionally they can have 
positive effects. Dislocations appear in most crystalline materials, such as 
semiconductors. The impact of dislocations has interested many scientists from 
different fields and has been extensively studied in the past two generations. In this 
chapter, some concepts related to dislocations are introduced, and the origins and 
effects of dislocations on semiconductor materials and devices are briefly reviewed. 
Some preventive methods and characterization techniques for dislocations are also 
presented.
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2.2 C oncepts and properties of d islocations
2.2.1 Type and properties of dislocations
There are two main kinds of pure dislocation, i.e. the edge dislocation and the 
screw dislocation. An edge dislocation can be formed when stress is applied to a 
crystal so that the lower part moves with respect to the upper part. In this dislocation, 
an extra plane of atoms is inserted into the upper plane. Another kind of dislocation 
is the screw dislocation; in this case the slip direction is parallel to the dislocation 
line. The schematics for edge and screw dislocations are shown in Fig. 2.1. The 
dislocation line [1] is defined as the boundary between the slipped and unslipped 
parts of a crystal. An important concept related to the dislocation is the Burgers 
vector, which is a unit slip distance for the dislocation and is always parallel to the 
direction of slip. The Burgers vector can be determined by carrying out a circuit
Fig. 2.1 Schematics for (a) Pure edge and (b) Pure screw dislocations occurring 
during plastic deformation [1].
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count of atoms on lattice positions around the dislocation [1]. The dislocation line in 
the pure edge dislocation is perpendicular to the Burgers vector, while in the pure 
screw dislocation, it is parallel to the Burgers vector. When a screw dislocation and 
edge dislocation are combined, a mixed dislocation is then formed. Fig. 2.2 shows 
the schematics for pure screw (left), pure edge (right) and mixed dislocations 
(middle). Some of the important properties of dislocations are listed as follows [2]:
1. For a given dislocation, there is only one Burgers vector b regardless of the 
shape of the dislocation line.
2. A dislocation must end on itself, thus forming a loop, or on other 
dislocations, thus forming a network, or on surfaces such as an external 
surface or a grain boundary.
3. In general, dislocations in real crystals form three-dimensional networks.
Fig. 2.2 Combination of edge and screw dislocations. Burgers vector b shown for 
pure screw and for pure edge. The dotted dislocation line connecting these is shown 
also [1],
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The sum of the Burgers vectors at the node or point of junction of the 
dislocations is zero.
4. The slip (or glide) plane of a dislocation contains the dislocation line and its 
Burgers vector.
The existence of crystal dislocations was first postulated independently by 
several scientists in 1934 to explain plastic deformation. But it was not directly 
observed in real crystals until 1953 [1]. Dislocations disturb the regular atomic 
arrangement in crystals, and an elastic strain field is created after the dislocation 
forms. For example, atoms around the upper part of a positive edge dislocation 
experience a tensile stress, and the lower atoms bear a compressive stress. An 
approximate relationship for the strain energy per unit length of a dislocation (edge, 
screw or mixed dislocation) can be written as [1]:
E = aGb2 (2.1)
where a«0.5-1.0, is a constant, G is the shear modulus of elasticity, and b is the 
magnitude of the Burgers vector. As can be seen from equation (2.1), dislocations 
with the smallest Burgers vector have the lowest strain energy and consequently are 
the most likely to form.
2.2.2 Origin of dislocations in (semiconductor) crystals
Depending on the required application, both bulk and thin film materials are 
used in semiconductor technology. Dislocations in bulk and thin films have different 
origins. Dislocations in bulk crystals have three main sources [3]: (1) dislocations 
present in a seed crystal could propagate into a growing crystal; (2) point defects 
could cluster to form dislocation loops during the cool down, and they may undergo 
multiplication, resulting in highly dislocated crystals; (3) under the influence of 
thermal-gradient-induced stresses, dislocations present in the peripheral regions of a 
growing crystal could propagate into the interior of the crystal. The thermal-gradient- 
induced stresses are a major source of dislocations in III-V crystal semiconductors.
Thin films can be produced in many ways, consisting of physical, chemical or 
mixed methods, such as vapour phase epitaxy (VPE), metalorganic chemical vapour 
deposition (MOCVD), plasma-induced molecular beam epitaxy (PIMBE) [4], etc. 
Sometimes multilayer epitaxial structures are required for many devices [5].
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If the film is deposited over the same type of material, the process is called 
homoepitaxy, such as Si thin film deposited over a Si substrate. Usually the thin film 
material is different from that of the substrate, such as a GaAlAs film upon a GaAs 
substrate, Sii-xGex epilayer on a Si substrate, etc. and this process is called 
heteroepitaxy.
The concept of misfit is important in the heteroepitaxy technique, which is 
defined as:
6 % =
cif 
—— xlOO (2 .2)
where as is the lattice parameter for the substrate, and af is the lattice parameter for 
the thin film.
By growing a semiconductor overlayer on top of a thick substrate, a large strain 
can be built into the overlayer [5-6], while still maintaining crystallinity and long- 
range order. The following rules are useful in the heteroepitaxy process [2],
1. If s is less than eci (-10%), the first monolayer has no dislocations. If s lies 
between sci and sC2 (~14%), the lowest energy state of a monolayer has 
dislocations running along the monolayer, although the dislocations may not 
be generated in a metastable state. If s>eC2, dislocations will be always 
generated in the very first monolayer and the thick overlayer may continue 
growth in a different orientation than the substrate.
2. For £<sci, it is possible to divide the overlayer thickness d into two regions: 
d<dc (the critical thickness), where the overlayer grows in coherence with the 
substrate (i.e. no dislocations are produced, and the thin film is 
pseudomorphic); d> dc, where dislocations are produced at the interface and 
overlayer grows with its own bulk lattice constant.
The critical thickness is an important concept in thin film growth and will be 
introduced in section 2.2.3.
The strain in the overlayer will relax after dislocations are produced [5], but 
pseudomorphic films below critical thickness are thermodynamically stable, i.e. the 
relaxed state with dislocations has a higher free energy.
As stated above in the film-substrate system, the most favorable site for 
dislocation formation is the film-substrate interface [3, 7-9].
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For epilayers there are two main categories of defects, i.e. growth-process- 
independent and growth-process-dependent defects. Dislocations are usually growth- 
process-independent defects. In homoépitaxial and lattice-matched hétéroépitaxial 
layers, threading dislocations in the substrate are the major source of dislocations [3, 
10]. For lattice-unmatched hétéroépitaxial layers, the linear density p of misfit 
dislocations, i.e. the number per unit length, is given by [10] 
a , — a,
p = - L- r -
a f * a s
where as and af are the unstrained lattice parameters of the substrate and the epilayer 
respectively.
2.2.3 Critical thickness
The critical thickness ( d c) is the thickness of the deposited epilayer above 
which dislocation generation is favored and the strain relaxes. A rough theoretical 
estimate is given by [2] equation (2.4),
d ' - - ? -  (2.4)
2 e
where a is the lattice constant and s is the misfit. Another simple empirical 
expression for the critical thickness is given by Blaqnc [2], which is:
d ‘ ~ i  ( 2 ' 5 )
where b is the magnitude of the Burgers vector of the dislocation.
However the onset of the critical thickness is often not abrupt and depends
upon the growth conditions, since growth is carried out away from equilibrium
conditions. It depends on the structure and elastic properties of the materials, and the
type of dislocation [8] as well. As a result, the reported critical thicknesses for
similar mismatched epitaxial systems often differ from each other.
2.2.4 Movement of dislocations in sem iconductors
There are several mechanisms for the movement of dislocations in a crystal, 
such as climb and slip. Dislocation climb is the movement of dislocations out of their 
slip planes, which is defined by the position of the dislocation line and the Burgers 
vector of the dislocation [45], It requires a diffusional jump of an atom above the
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dislocation line into the dislocation. This is equivalent to the motion of the 
dislocation into the adjacent plane. Slip means the movement of a dislocation along 
its slip planes.
In general dislocation mobility in semiconductor materials is very low 
compared to that in metals. As a result, if  material is deposited rapidly and at a 
relatively low temperature, films with low dislocation densities can be grown to 
thicknesses well beyond the critical thickness. Such films are very resistant to 
dislocation formation if they are cooled to low temperature as they are in a 
metastable state, thus making it nearly impossible for the formation of new 
dislocations from the point view of dynamics.
Dislocations tend to have different mobilities along different crystalline 
directions [11-12]. For example, dislocations lying along the two <110> directions in 
a (001) plane of GaAs have different activation energies [11].
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directions
Figure 2.4 Crosshatch of misfit dislocations observed in the Sii-xGex virtual 
substrates with the large area back reflection topography, (013) reflection.
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During the growth of relaxed SiGe buffers, the inhomogeneous misfit 
dislocation densities in the graded buffer form regions of more severe crosshatch on 
the surface that will impede the dislocation flow [ 13]. A crosshatch is the two groups 
of misfit dislocations formed along the two perpendicular < 1 1 0> directions when, for 
example, growing Si|.xGex virtual substrates over Si substrates. Such an example is 
shown in Fig. 2.4, which is a large area back reflection topograph of the sample 
measured with micro-Raman spectroscopy in this study (see chapter 5). Fig. 2.4 
clearly shows two perpendicular dislocation groups along the two < 1 1 0> directions. 
By using chemomechanical planarization (CMP), deleterious pile-up formation can 
be avoided, and previously formed pile-ups can be destroyed by regrowth of a graded 
layer[13].
46
2.3 E ffects of d is lo ca tio n s  on  th e  p erfo rm an ce  of se m ico n d u c to r  
dev ices
Dislocations in semiconductor materials usually have prominent effects on the 
performance of devices. As they provide easy diffusion paths for dopants, which can 
lead to short circuits across film layers, they cause band bending [3], which can 
result in a resistivity increase in the semiconductor. Dislocations can act as acceptors 
or donors in a semiconductor and thus also change the electrical performance. For 
example, in n-type materials, dangling bonds related to the dislocations can accept 
electrons from energy states in the conduction band to form pairs, thus behaving as 
acceptors. On the other hand, dislocations in p-type materials can act as donors. The 
strain induced by dislocations in the semiconductor also affect its performance; 
sometimes dislocations provide recombination centers which reduce the charge 
carrier density, and they interfere with subsequent deposition by providing sites for 
defect nucleation, growth and multiplication [9].
Defects in crystals often cause device degradation (including rapid degradation, 
gradual degradation and catastrophic degradation) and are a major hindrance to 
device reliability [8],
In general, dislocations have dramatic effects on minority carrier devices [3, 
10], such as solar cells, light emitters, bipolar transistors, photodetectors, etc. The 
performance, yield, reliability and degradation behavior of minority carrier devices 
are adversely affected by the presence of defects [3], One study showed that when a 
compressive load was applied to diffused GaAs electroluminescent diodes, their 
degradation rate increases by an order of magnitude and the degradation was 
accompanied by the multiplication of dislocations [14], Other studies showed [15] 
that the breakdown voltage for an n-type InP based diode reduces substantially when 
the dislocation density increases from 2.2 x 107 to 1.5 x 108 cm'2, and in reverse bias 
the leakage current dramatically increased. In contrast, the impact of dislocations on 
majority carrier devices (for example, MOSFETs) is not so dramatic [3].
Luminescent properties are important for the operation of light emitting 
devices. Dislocations may have a great influence on the luminescent properties. 
However the effects of dislocations on the performance of semiconductor devices 
vary with type and orientation. For example [16], the yellow luminescence of GaN
was related to the presence of screw dislocations with ¿ = [0001], but it is not
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significantly influenced by edge-type dislocations. It may be that edge-dislocations 
induce only shallow levels in the bandgap, while screw dislocations may form deep 
levels. The yellow luminescence acts as the lifetime killer and suppresses the desired 
UV luminescence. Electron microscopy and cathodoluminescence [4] results suggest 
that the yellow luminescence relates to dislocations at low-angle grain boundaries or 
point defects nucleated at the dislocations, and the band-to-band UV luminescence 
originates from the bulk of the crystal.
Evidence also shows that recombination-enhanced dislocation climb and glide 
are responsible for the rapid degradation of optical devices [8], such as 
GaAlAs/GaAs double-heterostructure light-emitting diodes or InGaAsP/InGaP 
double-heterostructure lasers.
A recent experimental result indicated [17] that dislocations reduced the 
sapphire crystal reflectivity when it is used in X-ray optics. Defects in sapphire 
crystal will also affect its transparency [44] when it is used as a transparent window 
material. In all o f these cases it is clear that dislocations should be suppressed during 
growth of bulk or epitaxial crystal materials to improve the performance and 
reliability of the devices, etc. A dislocation analysis in crystals, such as, sapphire, is 
an essential prerequisite for improvement of the crystal quality, and can provide 
useful information for the manufacturers about the defects inside the crystal material.
In most situations, dislocations have adverse effects on electronic devices. 
However if  the dislocations generated are all confined to the substrate-overlayer 
interface, their effects are not felt in the active region of the overlayer where the 
devices are to be fabricated. Furthermore, dislocations in this interface region may 
absorb defects and hazardous dopants in the active layer, leading to improvements in 
the performance and reliability of the devices [2]. Dislocations are sometimes used as 
electronic elements on a semiconductor chip to make the smallest transistor [18]. 
Sometimes scientists take advantage of the presence of dislocations to develop new 
products and improve the device performances [5, 9, 19]. For example, lattice- 
mismatched semiconductor systems have been extensively investigated for the 
realization of strained-layer devices [5, 19]. On the other hand, if  the dislocations 
thread through the growing overlayer, they will propagate in the overlayer and cause 
deterioration of active devices fabricated in the overlayer.
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2.4 Preventive m ethods for d islocations in sem iconductors
Depending on which semiconductor process is used, the preventive methods 
for dislocations are quite different. For bulk semiconductor, usually all dislocations 
present in the seed will be incorporated into the as-grown crystals. Using small- 
diameter seeds [20-2 1 ] could reduce the magnitude of the thermal stresses, thus 
lowering the dislocation density in the bulk crystal. The procedure of forming a neck 
by an initial rapid pull of the growing bulk crystal could also prevent the propagation 
of dislocations from the seed into the crystal [22],
One approach to growing crystals of compound semiconductors with lower 
dislocation densities is to reduce the magnitudes of the thermoelastic stresses to low 
levels so that the slips are not activated [23-25], However it is not easy to operate in 
practice, as the yield stresses of compound semiconductors at high temperature are 
very low [23-25], Some intentionally introduced impurities can reduce the 
dislocation density as they can strengthen the matrix, thus improving the yield stress 
[26-28],
For thin epitaxial films, several schemes have been proposed [3] to lower the 
density of threading dislocations in lattice mismatched layers: (i) graded buffer layers 
[5, 19]; (ii) growth on compliant substrates; (iii) epitaxial lateral overgrowth [6, 29- 
30].
By selecting materials and dimensions carefully, it is theoretically possible to 
force dislocations to form and to propagate them into the substrate rather than into 
the film [9], thus leaving the film surface unaffected. Some preliminary experimental 
results have proved this possibility. In Christiansen’s experiment [16], he and his 
colleagues found that dislocations reacted with each other or bent back to the 
interface, so that a reduced density of surviving dislocations was observed at a height 
larger than 400 nm above the interface.
In order to produce strained-layer devices, misfit dislocations must be 
eliminated. This can be achieved by preventing the nucleation of misfit dislocation, 
by minimizing dislocation multiplication, and limiting the glide of existing misfit 
dislocations [1 1 ].
By limiting the lateral dimension of the sample before film growth, the 
interface dislocation density may be reduced, as too few threading dislocations 
would be present to nucleate a large number of misfit dislocations. This method is
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believed [11] to be useful for any nucleation sources that depend on area. If non­
area-dependent nucleation sources become active, the reduction of dislocation 
density with growth area will still be observed, but the lowest achievable dislocation 
density will be higher than if  these sources were not active. The results for quality 
improvement o f the Epitaxial Lateral Overgrowth (ELO) epilayers compared with 
non-ELO samples can be found in many studies [29,31-37].
In addition, chemomechanical planarization (CMP) and regrowth of graded 
layers are also effective methods in reducing the threading dislocation density [13].
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2.5 Characterization m ethods for d islocations in sem iconductors
2.5.1 Etch method
The strain energy of a dislocation leads to a faster rate of chemical etching at 
the point of emergence of a dislocation at a free surface, resulting in the formation of 
etch pits at such points. Similarly, because of the strain energy, dislocations act as 
catalytic sites for precipitation from solid solution. So it is possible to decorate the 
dislocations which intersect the free surfaces with Cu, etc. By using this method, 
dislocations may be revealed by various optical techniques. It is the earliest 
characterization method for dislocations, but it cannot reveal those dislocations 
located inside the sample [38].
2.5.2 Transm ission electron microscopy (TEM)
Because of the contrast difference between the perfect and dislocated area, 
TEM is able to detect dislocations in semiconductor materials. The high resolution 
capability of TEM makes it a powerful and exact tool for the characterization of 
dislocations. However the TEM method is a destructive method, and the cost and 
time needed for preparing the sample limits its widespread application [31, 34, 39].
2.5.3 High resolution x-ray diffractometry and topography
Threading dislocation densities may be determined with x-ray diffraction 
methods by using the linewidth of x-ray rocking curves combined with 
computational simulation [41].
The topography method for dislocation characterisation has been introduced in 
Chapter 1. With the help of synchrotron radiation sources, synchrotron x-ray 
topography techniques (SXRT) have become powerful and versatile characterisation 
tools for dislocation analysis.
In comparison with other characterization techniques, such as transmission 
electron microscopy (TEM), X-ray topography enables large area measurements, for 
example, 5 mm x 5 mm, and this is very useful in obtaining wafer quality assessment 
and dislocation density calculations [11, 17, 42], Consequently, the SXRT technique 
was employed to characterize dislocations in a number of crystal materials in this 
study.
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Many other techniques have also been developed to characterize dislocations in 
semiconductors, some of which include cathodoluminescence [7, 40],
photoluminescence (PL) [43], etc.
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2.6 Summary
Dislocations have been studied for almost 70 years, and still their impact on 
semiconductors and devices are not understood completely. It is not easy to produce 
perfect semiconductors, especially compound semiconductors, though much progress 
has been achieved in recent decades. Many questions still need to be answered by 
materials scientists and process technologists. These include an understanding of 
how do dislocation interactions influence the process during elastic strain relaxation 
in epitaxial heterostructures with mismatch beyond critical thickness? Researchers 
would also like to know if there is a more direct means of controlling threading 
dislocation density in epitaxial films.
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3  W h i t e  b e a m  s y n c h r o t r o n  X - R a y  t o p o g r a p h y  
e x p e r i m e n t a l  r e s u l t s
3.1 S ap p h ire  c rysta l m e a su rem en t re su lts
3.1.1 Why are sapphire wafers studied in this research?
Sapphire is a strong, tough, hard, highly chemically stable, low-scatter 
material, combining multispectral range transparency, high thermal conductivity and 
high temperature capability. Sapphire also has good insulating and dielectric 
properties, and is resistant to solarization. It has become an important optical 
materials for scientific, industrial and military applications [1-4], such as high power 
laser windows, hypersonic missile domes, etc.
As an optical window material, sapphire is transparent in the range from 142 
nm to longer than 5 pm; it is also transparent from 50 pm through to microwave 
wavelengths.
Since the pioneering work of Maruskas and Tietjen in 1969 [5], sapphire 
remains the most commonly used substrate material for the heteroepitaxial growth of 
Group III-nitrides which are extensively exploited as the wide bandgap materials for 
blue laser and light emitting diode technologies [6], etc. Due to its relatively high 
thermal and chemical stability at high growth temperatures, excellent structural and 
surface morphology, its availability in large quantities and size, and its relative low 
cost, sapphire will continue to be an important substrate material for many kinds of 
epitaxial application.
In the past few years, non-cubic crystals, such as AI2O3 and 6H-SiC, especially 
the former, have been studied as backscattering mirrors for X-ray and Mossbauer 
radiation instead of traditional silicon crystals [7-9]. Exact back reflection in silicon 
suffers from extremely low -  tending to zero -  reflectivity [8, 10]. This occurs in 
cubic crystals because the condition for exact Bragg backscattering is fulfilled 
simultaneously with the condition for multiple beam Bragg diffraction. Furthermore, 
silicon single crystals allow backscattering only in limited regions of the X-ray 
spectrum. Non-cubic crystals, such as AI2O3 are free from these drawbacks. They can 
provide a higher density of backscattering reflections with high reflectivity. In fact
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sapphire allows backseattering for x-rays with practically any energy above 10 KeV 
[8]. However for this to be realized, thick and perfect sapphire crystals have to be 
used. The crystal quality affects greatly the mirror performance [7-9].
As a result of its rhombohedral structure, sapphire has anisotropic properties, 
such as birefringence. However in the (0001) orientation, the anisotropic properties 
are minimized as a consequence of the radial crystal symmetry along the c-axis [1 , 
11-13], Therefore (0001) sapphire is important for lenses and optics shaped to 
maintain optical and mechanical symmetry. For the manufacture of high temperature 
semiconductor devices, (0001) sapphire is also the most commonly used substrate [6, 
14-19]. When it is used as a substrate for the fabrication of light-emitting diodes, 
sapphire has the advantage of being transparent up to 8.8 eV [6]. As described 
earlier, its quality has important effects on the fabricated devices, because 
dislocations in the epilayer may originate from the substrate, which in turn will 
deteriorate the device performance and reliability [20-2 1 ].
Single crystal sapphire can be manufactured by several methods, for example, 
the Vemeuili technique (flame fusion rowth), edge-defined film fed growth (EFG), 
the Czochralski method, the heat exchanger method (HEM), and the gradient 
solidification method (GSM) [22], which is also referred to as the temperature 
gradient technique (TGT). Because of the poor sapphire quality produced with the 
Vemeuili technique as a result of fast growth rates, sapphire produced with this 
technique is not used for GaN epitaxy [22].
The Czochralski method is a process in which sapphire crystal is pulled from a 
AI2O3 melt. The seed crystal is contacted with the melt surface and withdrawn 
slowly. The crystallization occurs on the seed with its same crystal orientation [23].
With the exception of HEM, other methods cannot produce large boules as the 
high temperature gradient in the boules during the cooling down stage will cause 
cracks [4, 24], At present 34 cm diameter, 65 kg boules are grown on a production 
basis with the HEM technique. The production of high quality 500 mm diameter 
sapphire boules using this method has been attempted; the next step will be the 
production of 750 mm diameter sapphire boules with this technique [2-4, 25].
The HEM method was first called Schmid-VI echni cki or Gradident Furnace 
technique [4, 26]. It was developed at the Army Materials and Mechanics Research 
Centre in 1969 [25]. In this method, high purity AI2O3 material is put in the melt, a 
controllable, helium-cooled heat exchanger was used to extract heat during the
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crystal growth [27]. The crystallization is initiated at the bottom centre of the 
crucible because of the cooling caused with the flow of helium. The sapphire crystal 
growth is conducted under vacuum to keep the high purity of the crystal, as higher 
vapour pressure impurities will volatilize under vacuum condition. Besides, most 
impurities have a low segregation coefficient in sapphire, and thus these impurities 
are rejected to the last material to solidify, which is near the outside surface of the 
boule; they are thus easily removed. In the final sapphire crystal product, most 
impurities are below the detectibility level («1 ppm w/w%) [1]. The name HEM has 
been in use since 1972 [28].
Despite the progress in sapphire growing techniques, it is still difficult to 
produce (0001) sapphire boules [1]. (0001) sapphire is actually produced by cutting 
perpendicular to the growth axis of (l 12o) or (loio) oriented crystals [1,4].
In the past few years, advances in fabrication technology for sapphire 
components makes it possible to make large planar and spherical sapphire optics 
economically, with a combination of supersmooth surfaces and tight optical control. 
Thus sapphire will become a more widely used material in high technology 
applications.
In fact, sapphire has been extensively studied in theory and experiments in the 
past few decades [11-13, 29-32]. Among them there are a few papers related to 
dislocation studies using the X-ray transmission topography technique [29-32] and a 
laboratory X-ray source was typically used in these studies [29-32]. These included 
studies of Czochralski-grown sapphire [33], TGT sapphire [31], early stage HEM 
produced sapphire [29-30], etc.
In this study defects in sapphire wafers produced with the modified 
Czochralski method and the more recent HEM method [9, 34] were analysed with 
the synchrotron X-ray topography technique. The HEM sapphire samples were 
produced at Crystal System Inc.(CSI) [1-4, 25]. A premium grade “HEMEX” 
sapphire selected by optical methods was used, and several regions on each 
individual wafer were examined in order to study the dislocation distribution. Wafers 
cut from different boules were tested. The dislocation densities in a selection of 
wafers were calculated, the effects of the dislocation density on the X-ray reflectivity 
were studied, and the Burgers vectors for dislocations in the HEM sapphire were also 
carefully studied.
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3.1.2 Quality a ssessm en t of sapphire wafers for X-Ray crystal optics
3.1.2.1 Dislocation distribution and density
Figure 3.1 Large area back reflection topographs of HEMEX sapphire wafers cut
* • 3 2 —from different boules show different dislocation densities: (a) - 1 0  c m '; 1 1 2 12 
reflection, the thickness of the sample is about 1mm; (b) much lower dislocation 
density; 3 0 3 18 reflection, the thickness o f the sample is about 2.5 mm. Sample 
area illuminated by X-rays is 2.1 mm x 1.7 mm.
LA-BRT topographs show that dislocations exist in most o f the sapphire 
wafers. However in all samples discrete dislocation lines can be discerned, which 
indicates a relatively low dislocation density and high overall sapphire quality. The 
dislocation density in the studied sapphire can vary significantly from sample to 
sample, especially between samples produced with the different methods.
The nominally highest quality HEMEX sapphire typically shows a dislocation 
density in the range of ~103 cm-2 -  see Fig. 3.1(a). In samples cut from a different 
boule a much lower dislocation density was detected -  see Fig. 3.1(b). In some
Figure 3.2 0 1 1 1  transmission section topograph at a region in HEMEX sapphire 
with no dislocations (Note: the black spots in the image are due to defects in the 
film)
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Figure 3.3 Large area back reflection topographs of a MCM sapphire wafer at 
regions with different dislocation densities: (a) Centre part of the wafer, 1 0  1 7  
reflection; (b) Edge part of the wafer, 3 0 3 18 reflection . Sample area illuminated 
by X-rays is 2.1 mm x 1.7 mm; the thickness of the sample is about 0.3 mm.
regions of these samples no dislocations were detected at all. Pendellosung fringes 
were observed in the corresponding transmission Section Topographs (ST) (Fig. 3.2), 
which confirms the very high quality of the sapphire wafer [35]. The topograph of 
Fig. 3.3(a) was taken from the centre part of a MCM wafer. The dislocation density 
is high: 9.0xl04cm'2. It can be observed from Fig. 3.3(a) that two sets of dislocations 
exist in this wafer, which run roughly in the direction of [0 1 1 0] and [1 1 0  0] 
respectively, as indicated by directions A and B in the figure. An examination of the 
edge region of the same wafer indicates a higher crystal quality, as fewer dislocations 
(4xl03cm'2) were detected in its corresponding topographs -  see Fig. 3.3(b).
Dislocation densities were calculated using the equation [36]: 
p=L/V (3.1)
where V is the volume of the sapphire wafer exposed to the x-rays during the 
experiment and L is the total dislocation line length in that volume and p is the 
density. V is calculated using the x-ray penetration depth tp [37] and the beam size.
3.1.2.2 Correlation of Bragg reflectivity and dislocation density
Figure 3.4 shows the energy dependence of the reflectivity of the sapphire 
crystals for X-rays at normal incidence to the (0 0 0 30) atomic planes. The X-rays 
were monochromatized to an energy band of 7 meV width and scanned around Eo
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Figure 3.4 Energy dependence of the reflectivity of the sapphire crystals for X-rays 
at normal incidence to the (0 0 0 30) atomic planes. X-rays were scanned around Eo « 
14.314 keV. (a) HEMEX low dislocation density sapphire; its corresponding 
topograph is shown in Fig. lb. Circle curve is the measured result, and solid line is 
the calculated value with the dynamical theory of X-ray diffraction in perfect 
crystals, (b) MCM sapphire with high dislocation density; its corresponding 
topograph is shown in Fig. 3.3a.
«14.314 keV by using a high-energy resolution monochromator as described in detail 
in Ref [8]. The reflectivity curve shown in Fig. 3.4(a) was measured for the same 
region of the HEMEX AI2O3 crystal where few dislocations were detected -  as seen 
in Fig. 3.1(b). The reflectivity curve shown in Fig. 3.4(b) was measured for the same 
region of the MCM AI2O3 crystal where the high dislocation density was detected -  
see Fig. 3.3(a). The HEMEX sapphire shows a high peak reflectivity of « 86% and a 
narrow reflection curve -  circles in Fig. 3.4(a) -  with a full width at half maximum 
(FWHM) of 13 meV which fits well to the curve (solid line) calculated with the 
dynamical theory of X-ray diffraction in perfect crystals [8]. The MCM sapphire 
shows a much lower peak reflectivity of « 14% and a broad reflection curve with a 
peak FWHM o f«  50 meV.
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A comparison of the reflectivity and topography results shows that the white 
beam X-ray topography technique provides information on defect and dislocation 
distributions that correlates well with the reflectivity measurements.
3.1.2.3 Stacking fault observation
(a): 3 3 6 30 Reflection (b): 1 1 2  12 Reflection
Note: Scratches in the image are due to 
defects in the film
Figure 3.5 Stacking fault features for different reflections in the sapphire wafer; the 
thickness of the sample is about 50 (am.
One prominent feature observed in the sapphire samples is the occurrence of 
numerous stacking faults (SF). Stacking faults are found in most topographs and in 
all wafers inspected in this study. Some topographs of the SFs are shown in 
Fig.3.5(a)-(b), which comprise of two reflections from the same experimental spot. If 
the phase shift a  (a=2 n g  * r, where r refers to the fault vectors) between the normal 
crystal and the stacking faulted region is not an integer times 2tx [35], the fault 
contrast in the topographs can be easily observed as shown in Fig. 3.5. In some 
samples, no dislocations were detected, but many stacking faults were still observed.
3.1.3 Dislocation analysis for Heat-Exchanger Method grown sapphire
3.1.3.1 Burgers vector analysis for dislocations in the HEM sapphire
As indicated in Section 3.1.2.1, topography measurement results show that 
dislocations exist in most of the HEM sapphire wafers. However the dislocation 
density in the studied sapphire can vary significantly from sample to sample [9].
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The X-ray topographs indicate that the length for most dislocation lines is of 
the order of one millimetre. Considering the thickness of the sample and the 
experimental set-up for transmission topography [17], it is reasonable to conclude 
that most of the dislocations observed in this study are parallel or nearly parallel to 
the (0001) plane.
When examining dislocations in different reflections from the same region, one 
may notice that their contrast changes with each reflection. Occasionally the 
dislocation contrast disappears in certain reflections. By applying the criterion g  • b 
=0, where g  is the diffraction vector of the x-ray and b is the Burgers vector of the 
dislocation, one can in principle determine the Burgers vector of individual 
dislocations [29-31, 35].
More than 100 topographs were obtained from 10 HEM sapphire crystals in 
this study. Fig. 3.6 shows a selection of X-ray topographs for a typical individual 
HEM sapphire sample for different reflections. A schematic diagram indicating 
certain directions within this sapphire sample is included in Fig. 3.6(b). It can be seen 
that most straight dislocation lines intersect with each other at angles of 30°, 60°, 90° 
or 120°; a few dislocations are parallel to each other. Dislocations indicated as a, /3 
and c show strong contrast in the 2 1 1 0  reflection (Fig. 3.6(a)) and disappear or 
show weak contrast in the 3 0 3 0 reflection (Fig. 3.6(e)). They also disappear or 
show weak contrast in the 2 0 2 1 and 1 0  1 2  reflections. Thus the Burgers vector 
for dislocations of type a, [i and c is parallel to the [ 1 2  1 0 ] direction. As the 
dislocation line of a is parallel to its Burgers vector, this dislocation is a pure screw 
dislocation. The dislocation line of /? is parallel to [1 0 10] and perpendicular to its 
Burgers vector, so dislocation f i  is a pure edge dislocation. But for dislocation c, the 
situation is quite different. The Burgers vector and dislocation line have a 60° angle 
with respect to each other. It is therefore most likely a 60° mixed dislocation. This is 
confirmed by the fact that dislocation c does not disappear completely but shows low 
contrast in the 2 0 2 1 and 10  12 reflections (Fig. 3.6(h) and (Fig. 3.6(i)).
Dislocations d~g disappear or show low contrast in the 3 3 0 0 and 4 4 0 2 
reflections, and their Burgers vector is calculated to be parallel to the [ 1 1 2  0] 
direction. They are all mixed dislocations.
Similarly dislocation h disappears in the 1 1 2  0 and 1 2  3 1 reflections, and 
its Burgers vector is along [1 10 1], and it is also a mixed dislocation.
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(a) 2  1 1 0  to p o g rap h
1 mm
[i
[01 10]
(b) Orientation of dislocations in the sapphire 
crystal
Note: scale bar for 
topographs 3.6(c)~3.6(i)
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(e) 3 0 3 0 toooeraDh
(f) 3 3 0 0 topograph
1
g *
(g) 1 2 3 1 topograph (h) 2 0 2 1 topograph
Slftsv
g
(i) 10 12 topograph (j) 4 4 0 2 topograph
Figure 3.6 Topographs of the same sapphire crystal with different reflections
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Dislocation i disappears in the 2 1 1 0  reflection (see Fig. 3.6(c)), which 
indicates that the Burgers vector is parallel to [0 1 1 L], where L is a constant, and it 
is a pure edge type dislocation.
Dislocations No. 1~7 show strong contrast in the 2 1 1 0  reflection, but 
disappear or almost disappear in the 0 3 3 0 reflection. Thus the Burgers vector of 
these dislocations should be parallel to the [2 1 1 L\ direction. The most common 
value for L is 0, which is confirmed by the following arguments. Dislocations 
6(b(=[2 1 1 LJ), d(ba=[ 1 1 2 0 ] )  and c(bc=[ 1 2 1 0 ] )  intersect at node M (see 
Fig.3.6(a)). Since bc+bi/+b6=0 [29], it then can be concluded that the Burgers vector 
for dislocation 6  is parallel to the direction of [2 1 1 0], i.e. L equal to zero. 
Dislocation 1 is a screw type dislocation. Dislocations 2~4 are mixed dislocations. 
Dislocations 5 and 6  are of a curved shape; they change from mixed type dislocations 
on the left part (Fig. 3.6(a)) to pure screw type dislocations on the right part of the 
dislocation line; near the middle, they are edge type dislocations. Dislocation 7 is 
also curved; it changes from a mixed dislocation in its upper part to a possible pure 
edge type dislocation in the lower part (Fig. 3.6(a)). Usually, curved dislocations in 
these crystals are caused by a fast growth rate, as the fast growth rate leads to an 
instability of the interface between the growing crystal and the melt [38]. The 
supersaturation of vacancy related dislocation climb motion during crystal growth 
[38] or a dislocation climb and reaction mechanism [30] also tends to cause the 
formation of curved dislocations.
The straight dislocations are usually formed in crystals with a slow growth rate
[38]. Since the HEM sapphire crystals are grown for long periods, typically 25 days 
for the total cycle [3], many dislocations detected in the HEM sapphire tend to be 
straight lines. The curved dislocations detected in the HEM sapphire could be caused 
by mechanisms other than a fast growth rate. In fact, the curved dislocation lines in 
the topographs are usually connected with a dislocation reaction node, such as M.  
Each reaction represents a self-pinning point, thus the dislocations involved cannot 
glide easily [39], and dislocation climb will result in a curved dislocation line. But 
such a climb mechanism requires a transfer of materials and a high activation energy
[39]. This can only be activated at high temperature, so the curved dislocations in the 
observed topographs are most probably formed during the cooling stage in the HEM
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Table 3.1 List of reflections in which dislocations show strong contrast or 
d isappear
Dislocation Symbol 7-7 a,j3,c d~g h i
Diffraction vector shows strong 
dislocation contrast (g) 2 1 1 0 2 I  To 2 1 1 0 2 I  To 03 3 0
Diffraction vector show no or 
almost no contrast (g) 03 3 0
3 0 3 0
2 0  2 I  
Ï 0 1 2
3 3 0 0
4 4 0 2 1 1 2 0  
12 3 1
2 T To
Direction of the Burgers vector for 
dislocations (b)
6 :[ 2 1 1 0] 
7-5,7: [2 1 1 L]
[ 1 2  1 0] [ 1  1 2 0] [1 1 0 1] [0 1 T L]
Dislocation type 7: screw 
2—#:raixed
a: screw 
/?: edge 
c: mixed
mixed mixed Edge
sapphire manufacturing process. To produce higher quality, dislocation free sapphire 
crystal, the cooling process should be controlled tightly during manufacturing.
A summary of the dislocation types is listed in Table 3.1, which indicates the 
reflections from which the dislocations exhibit strong, low or null contrast as well as 
other properties. At first glance dislocations e, j  and k  seem to be connected together, 
and should have the same Burgers vector and a similar contrast appearance. In fact, 
they are different dislocation lines, which are not easily detectable in most of the 
reflections, especially for dislocations j  and k. But a careful inspection of the 1 1 2  0 
and 1 2  3 1 reflections will enable the reader to arrive at this conclusion. A similar 
phenomenon was reported in [29].
3.1.3.2 Comments on the Burgers vector calculation using g  *b=  0
Traditionally four indices, i.e. hkil, are used to indicate the lattice planes of 
Trigonal Structural sapphire crystal [11, 40], but only three indices h, k  and I are 
independent, the fourth index i is dependent on h and k through the following 
relation: i=-(h+k) [40]. For the calculation of Burgers vectors with the condition g  • b
68
=0, either the three or four index system can be adopted, i.e. h.U+k.V+i.T+l.W=0 for 
the four index system or h’.U’+kf.V+l'.W=0 for the three index system, where hkil 
and h'ttl' are indices of reflection for the crystal planes, i.e. diffraction vector (g) 
indices, in the four and three index systems respectively. [UVTWj and [ U V W ]  are 
the direction indices of the Burgers vector for dislocations in the four and three index 
systems, respectively. Similarly T=-(U+V) [40], Though h=h'\ k=k! and /=/' in the 
above notation, the conversion of the Burgers vector indices between the three and 
four index system is not so simple. The relation between [UVTWj and [ U V W ]  is 
listed as follows [40]:
U=(2U-V)/3 (3.2)
V=(2V-U)I3 (3.3)
T=-(U+V) (3.4)
W= W  (3.5)
U=U-T (3.6)
V=V-T (3.7)
W=W  (3.8)
So care should be taken in the calculation of Burgers vector for dislocations in 
sapphire and other trigonal or hexagonal crystals.
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3.2 Epitaxial Lateral Overgrown GaN m easurem ent results
3.2.1 Application of GaN based  sem iconductor devices
GaN is a wide-bandgap semiconductor, and a-GaN has a direct bandgap of 3.4 
eV [6], The physical properties of GaN make it an attractive semiconductor for many 
electronic and optoelectronic devices [22, 41 -42]. Its wide and direct bandgap make 
it suitable for short wavelength emitters, LEDs (light-emitting diodes) and diode 
lasers, and detectors[43]. GaN based semiconductors [44] are extremely important 
for next generation opto-electronics by filling the voids in the opto-electronic 
spectrum from green to the ultra-violet. They have created new markets in green 
LED traffic signals, full colour outdoor displays, and promised the next great 
advance in white solid-state lighting. Their possible electronic applications are in the 
area of sources and amplifiers for communications and low loss switches in power 
conditioning. GaN based semiconductors are also promising as the light source for 
high-density optical storage systems. In 1999, a capacity of 22 GB was achieved 
using a GaN-based blue laser diode [42, 45], The strong chemical bonds, wide 
bandgap and good thermal stability of GaN make it suitable for high temperature, 
high power electronics [22, 45] and high radiation exposure operation conditions 
[44], The wide bandgap, high breakdown field (3 x 106 V cm'1), high peak (3 x 107 
cm s '1) and saturation velocity (1.5 x 107 cm s'1) of GaN enable the excellent 
microwave power performance of GaN based heterojunction field effect transistors 
[44, 46],
3.2.2 Structure of GaN
The thermodynamically stable structure of GaN is the hexagonal wurtzite 
structure (a-phase). In addition it has a metastable zincblende structure ((3-phase). 
The a-phase and (3-phase only differ in the stacking sequence of nitrogen and 
gallium, and it is possible that both phases can co-exist in the same epilayer [47]. For 
the a-phase GaN, its lattice constants are: ao=3.189 A, c0=5.185 A [48].
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Growing bulk GaN crystal requires extreme high N2 pressure and high 
temperature to promote crystallization from solutions of atomic N in liquid Ga. GaN 
crystal grown with this method shows strong growth anisotropy, thus platelet shape 
crystals will be obtained [49]. It is not easy to enhance the growth along the (0001) 
direction. Though progress has been made in bulk crystal growth [49], it is still 
difficult to grow large (>1 cm), high quality GaN crystals suitable for substrates [6], 
and consequently most o f the GaN-based applications are exploited with 
heteroepitaxial thin films over foreign substrates.
The six most commonly employed substrates are sapphire, 6H-SiC, Si, GaAs, 
LiGaC>2 and AIN [22]. Among them, as indicated earlier, sapphire is the most 
commonly used substrate. GaN epilayers grown on a sapphire substrate are usually 
of higher quality than those grown on other substrates [22]. In order to grow GaN 
epilayers, the sapphire substrate surface should be treated to remove contaminants 
and remnant polishing damage and to produce a step and terrace surface structure. 
Then the substrate surface is nitridated to alter the wetting characteristics of the 
deposited layers. Thirdly, a thin buffer layer of either GaN or AIN, which is usually 
about 10-100 nm thick, is deposited and annealed to produce a surface ready for the 
final epitaxial growth.
By far, (0001) sapphire is the most commonly used substrate for the GaN 
epitaxial growth (referring to page 58). GaN epitaxy on (0001) sapphire results in 
(0001) plane orientated epitaxial film, but with a 30° rotation of the in-plane GaN 
crystal directions with respect to the same directions in the sapphire. This 30° 
misorientation between the (0001) nitride plane and the (0001) sapphire plane occurs 
to reduce the lattice constants mismatch to 13.9 % [6], Otherwise the lattice constants 
mismatch between the (0001) planes of sapphire and GaN is more than 30%. As a 
result of the high lattice mismatch, standard epitaxial deposition of GaN on AI2O3 
leads to very high threading dislocation densities in the GaN epilayer, usually in the 
range of 1010cm‘2 [6 , 14, 50-54], However candela class high brightness GaN based 
light emitting diodes are realized [42, 55] on this kind of epilayer.
Although III-N based quantum structures containing InGaN are more tolerant 
of crystal lattice defects than the structures based on GaAs compounds, for high 
performance devices, it is still preferable to reduce defects in the epilayers [42, 45,
3.2.3 Typical GaN crystal material growth
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49]. There are a few methods to achieve high quality GaN based materials, such as 
growing large high quality bulk GaN crystal or using a low temperature buffer [56] 
as mentioned previously [49, 57], or using the epitaxial lateral overgrowth technique 
[17-18, 58-61],
As pointed out previously, it is difficult to grow large, high quality GaN single 
crystals. Epilayers grown only on lower temperature buffers (standard method) still 
possess high threading dislocation densities (1010cm‘2). Besides, the surface of the 
GaN epilayer grown with the standard method is also rough (its roughness is more 
than 10 nm), which would cause mirror losses of at least 2-3% for laser diodes [42],
3.2.4 Epitaxial Lateral Overgrowth of GaN epilayer
Epitaxial lateral overgrowth (ELO) was first developed by Nishinaga et al. in 
1988 [62] to improve GaAs epilayer quality, and was introduced to GaN-based 
semiconductors in 1997 [63-64].
In the ELO GaN process, a mask film is first deposited over the GaN seed 
layer, then parallel windows are opened along a specific direction in the mask. GaN 
starts to grow vertically at the window position in the later process, after which the 
GaN grows laterally along the mask surface (wing region). The adjacent GaN wings 
will coalesce to form a continuous film if enough growth time is given. As the crystal 
growth direction changes in the wing regions using the ELO technique, most of the 
dislocations threading from the underlying GaN seed to the window regions will not 
cross the upper surface of the wing areas [60-61, 65-68]. Thus GaN epilayer quality 
over the wing regions improves remarkably. Some reports show that even defect free 
wing regions can be obtained occasionally [60, 69-71] in the ELO epilayer. Overall 
the ELO technique can result in dislocation densities three or four orders of 
magnitude lower than in the planar GaN heterostructures [50, 52, 60, 68], and the 
roughness for the surface of the wing region is less than 1 nm also [42]. GaN-based 
devices have benefited from this reduced dislocation density [43, 52, 72-75]. The 
lifetime of laser diodes made on ELO GaN are more than 1000 hours at 30 mW 
continuous wavelength operation at 60°C and more than 10,000 hours at an output 
power of 2 mW [42, 76], However ELO GaN is far from perfect at present, e.g. an 
unwanted «106-107cm‘2 dislocation density still exists in the epilayer [42, 50-52]. 
Moreover, interaction of the wings with the mask underneath is commonly observed
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Figure 3.7 Schematic cross section of the GaN ELO sample. At the edge of the ELO 
GaN (i.e. the coalescence region between the neighbouring ELO GaN wings), the 
wing tilt reaches the largest value A0max. -  not drawn to scale
in ELO structures. This phenomenon leads to a downward tilt of the ELO wings and 
to the creation of low angle boundaries over the mask edges as well as causing 
problems for defect-free coalescence of tilted wings grown from adjacent seeds [77]. 
A schematic for the ELO GaN technique and the tilted GaN wing is shown in Fig.
3.7; for clarity, only one window in the mask is shown in this schematic, but actually 
a lot of parallel windows are opened in the sample for the GaN epilayer lateral 
growth and the neighbouring wings coalesce to form a continuous ELO GaN epilayer 
for the samples measured in this study.
Therefore, many researchers are trying to optimize the ELO process by 
changing the process parameters [15, 78-80] and by studying other mask materials 
instead of the commonly used dielectrics [65, 81-82]. An understanding of the 
processes active during the ELO procedure, and their impact on defect generation, 
will help promote ELO GaN quality improvements. This will require a better 
understanding of MOVPE ELO growth mechanisms and advanced diagnostic tools 
to study the properties of the structures produced.
In this work white beam SXRT [9, 17-18, 34, 83] has been applied to measure 
the crystal misorientation in GaN on sapphire ELO structures. The data obtained is 
then compared with that from standard X-ray diffraction (XRD) studies of the same 
sample. X-ray diffraction measurements were performed using a Bede Model 150 
double crystal diffractometer, by measuring the rocking curve about the GaN (0004) 
peak. Furthermore the stress distribution of the ELO GaN epilayer was studied with 
micro-Raman spectroscopy, which will be presented in chapter 5.
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3.2.5 ELO GaN sample preparation
Table 3.2 Fill Factor at Different Regions on the Sample
Region a b c d
Si02 stripe width: S  (jun) / 3 3 3
Window size: W  (|am) / 3 4 5
Fill Factor non-ELO 0.5 0.571 0.625
The growth of the GaN films was carried out in a vertical rotating disk 
MOVPE reactor manufactured by Thomas Swan & Co. operated at a pressure of 100 
Torr. Initially, a low temperature thin (50 nm) GaN buffer layer was grown on the 
430 [am thick (0 0 0 1) sapphire substrate at 550 °C [84], On top of this, a 1.1 (am 
thick GaN buffer was deposited at 1050 °C. In both cases, trimethylgallium (TMG) 
and ammonia (NH3) were used as the Ga and N precursors. Subsequently, a 150 nm 
thick S i02 mask was deposited using plasma enhanced chemical vapour deposition 
followed by conventional photolithography and dry etching. The width of the Si02 
stripes in the sample was 3 fxm, but the window sizes varied between 3 and 5 |xm for 
different regions of the sample. As shown in Table 3.2, the wafer was divided into 
four regions according to their respective fill factors, i.e. ratio of stripe opening width 
to stripe period. In order to achieve large lateral growth rates the Si02 stripes were 
oriented in the <1 I  0 0> direction relative to the GaN epilayer.
2.4 um ELO GaN 
150 nm S i02 mask 
1.1 um GaN buffer 
50 nm low temperature 
GaN buffer
430 |im A120 3 substrate
Mask window
Figure 3.8 Schematic of ELO GaN over sapphire substrate- not drawn to scale
Normal Overgrown 
region region
Fill Factor:
F -  _JL_ 1 ~ w+s
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Prior to the actual ELO growth the sample was dipped for 5 s in a 1:4 solution 
of HF:H20 to remove the surface oxide. Then, the ELO growth took place at a 
temperature of 1060 °C using H2 as the carrier gas. Typical flow rates for the TMG 
and NH3 were 23.7 jimol/min and 5 1/min respectively. The thickness o f the resulting 
ELO layer as well as that of the reference planar layer of GaN (region a) was 2.4 |im, 
which was enough to get complete coalescence of neighbouring ELO stripes. The 
structure of the ELO GaN over sapphire substrate is shown in Fig.3.8.
3.2.6 Determination of crystal misorientation in Epitaxial Lateral Overgrowth 
of GaN
In this study White Beam Synchrotron X-ray Topography (WBSXT) is applied 
to the evaluation of regions a - c of the aforementioned ELO GaN and the sapphire 
substrate itself. The sample was tilted at an angle of 18° with respect to the 
perpendicular direction during transmission topography experiments. The GaN 
epilayer was on the film side as shown in Fig. 3.9. For the back reflection 
topography, the GaN epilayer was also on the film side. Two Laue patterns of 
topographs, i.e. one from the sapphire substrate and another from the GaN epilayer, 
appear on every recording film. Fig. 3.10 shows typical large area transmission 
topographs of the GaN on sapphire ELO structure; a few of these reflection indices
Figure 3.9 Schematic diagram of transmission X-ray topography- not drawn to scale
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/o r
-  -  - 102^120 3- -  «. 
“ I 1 2/GaN -
A '110/GaN 
lOO/'AljO,
2 cm
Figure 3.10 Laue patterns of large area transmission topographs of the GaN epilayer 
and of the sapphire (AI2O3) substrate
are indicated in Fig. 3.10.
All regions a - d  o f the sample were measured with the high resolution X-ray 
rocking curve for the GaN (0004) peak. The high resolution X-ray rocking curve 
method is a commonly used technique for measuring the crystal misorientation in 
ELO GaN epilayers [15].
Fig. 3.11 shows a series of 1 0 1 2 sapphire and 1 1 2  2 GaN transmission 
section topographs taken from different regions of the sample. Individual 
dislocations are not visible in the GaN topographic image, as their density is too 
high. This is also confirmed by large area transmission topographs (shown in Fig.
1.4) of the sample.
For the topographs shown in Fig. 3.11, the most interesting feature is the 
“fuzzy” feature that appears in the epitaxial GaN topographs [Figs. 3.11 (b)-3.11 (e)]. 
It is also found in the large area transmission topographs (Fig. 3.12) and topographs 
taken with the back reflection method (in both large area and section modes). Fig. 
3.13 shows the 1 1 0 5 back reflection section topograph taken from region b, and 
the “fuzzy” feature is clearly seen in Fig. 3.13. This feature appears only in the
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“fuzzy” feature
I
0.5mm
(a) Section topograph taken 
from region a on non-ELO 
structure.
0.5mm
(b) Section topograph taken from 
boundary of regions a (non-ELO) 
and b (ELO region). Left: non- 
ELO; Right: ELO.
0.5mm
(c) Section topograph taken from 
ELO region b : 3 jim stripe/3 |j.m 
window.
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oI O 'Î
0.5mm
(d) Section topograph taken from 
the boundary of region b (ELO 
region) and c (ELO region). Left:
3 jim stripe/3 |am window; Right:
3 jam stripe/4 i^m window. The 
0 0 ' dotted line represents the 
interface between the two different 
window sizes.
0.5mm
(e) Section topograph taken from 
ELO region c: 3 (am stripe/4 (am 
window.
Figure 3.11 Transmission section topographs ( 1 0  1 2  sapphire and 1 1 2  2 GaN 
reflections) taken from different regions of the sample. The sapphire (AI2O3) 
topograph is located in the upper part and the GaN topograph is located in the lower 
part of all pictures.
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Part of the GaN large area
topograph v  ■ 0.5mm
x  io
O '
Figure 3.12 Part of the 1 12 2 GaN large area transmission topograph taken from 
the boundary of region b and c of the ELO sample. Left: region b (3 jam stripe and 3 
H.m window); Right: region c (3 fim stripe and 4 (am window). The 0 0 ' dotted line 
represents the boundary between the two different window sizes. This large area 
topograph corresponds to the section topograph listed in Fig.3.11(d), but the sapphire ' 
substrate topograph is not included here.
fuzzy” feature
Figure 3.13 1 1 0  5 back reflection section topograph taken from region b
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topographs taken from the ELO regions, so it is absent in the topograph of region a 
of the sample (Fig. 3.11(a)). It is worth noting that the size of the “fuzzy” features 
increases when the ELO fill factor increases (see Fig. 3.1 Id and Fig. 3.12). The 
meaning of that is explained below.
Previous research has shown that the crystallographic orientation of the ELO 
epilayer tilts in the wing region relative to the window region [71, 82]. The nature of 
this tilting has not been folly explained yet, but the adhesion between the ELO stripe 
and the underlying mask caused by the surface energy and the van der Waals force 
[70, 85], capillary forces which are driven by an overall energy minimization in the 
stripe [15] or thinning/densification of the Si02 mask [50], are regarded as possible 
causes of the observed wing tilt. The way in which tilting of the ELO wings results in 
the appearance of the “fozzy” features visible in the topographs can be explained as 
follows. When the crystal is immersed in a beam of X-rays, it diffracts the X-rays 
according to Bragg’s Law:
2</hkisin<9=>4, (3.9)
where </hki is the interplanar spacing of the lattice planes, 9 is the Bragg angle and X 
is the wavelength of the diffracted beam. As shown in Fig. 3.9, in the transmission 
topography experiment, the distance (L) from the nominal centre of the transmitted 
beam to one Laue spot is calculated according to the following formula:
L  =Dtan(2 9) (3.10)
where D is the distance from the film to the sample, its value having been confirmed 
using the X-ray diffraction simulator OrientExpress [86],
As the crystallographic orientation tilts in the laterally overgrown parts of ELO 
GaN, the corresponding lattice planes of the wings and the normal region (i.e. 
vertically grown part of ELO and the underlying GaN buffer) have different Bragg 
angles with respect to the incident beam. If 9 is the Bragg angle of the window 
region, the Bragg angle in the wing region m aybe 9-A 9  or 0+A9 according to which 
way the wing tilts. However Bragg’s Law is still satisfied in the wing region as a 
white beam is used in this study. But the wavelength of the diffracted beam in this 
region is different from that in the window region as indicated in equation (3.11). 
2dsin(9±A9)=A' ' (3.11)
As we have shown already, A9  varies with the distance from the ELO stripe 
centre [87]. The topograph of the tilted wing will appear at the upper (for 9+A 9) or
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lower (for O-AQ) position on the recording film with respect to the topographic image 
of the normal region. Therefore, the ELO GaN topograph will produce separate 
images of the normal region and of the wings, as observed in Figs. 3.11(b) -  3.11(e). 
The “fuzzy” streaks above and below the normal topograph are the images of the left 
and right wings, respectively. As the topograph in the ELO regions b -  d of the 
sample separates into different parts, the intensity corresponding to the normal GaN 
decreases compared to that of the planar GaN epilayer (see Fig. 3.1 lb).
The width of the “fuzzy” or misorientational features provides quantitative 
information about the wing tilt in the ELO grown GaN. Table 3.3 lists the measured 
largest widths of the topographic images of the wing regions of ELO GaN, h>/, and n>/, 
in the 1 1 0  2 transmission section topographs and Wf,b and Wib in the 1 1 0  5 back
Table 3.3 Wing tilt m easurem ent results
Region b c d
Fill factor 0.5 0.571 0.625
Measured “fuzzy” width from 
1 1 2 2 TS topograph (mm)
W, 0.75 1.32 /
w h 0.80 1.42 /
Calculated wing tilt from 
1 1 2 2 TS topograph (arcsec)
Ad, -1275 -2253 /
A 6h +1343 +2371 /
Measured “fuzzy” misorientationed width 
from T105 BRS topograph (mm)
w lb 0.80 1.65 /
w hb 0.80 1.65 /
Calculated wing tilt from 
1105 BRS topograph (arcsec)
AOib -1040 -2124 /
AOhb +1059 +2205 /
(0004) X-ray Rocking curve measured 
wing tilt (arcsec)
Acoi -731 -1174 1448
Aco,, +743 +1330 1602
TS=Transmission Section
BRS=Back Reflection Section
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reflection section topograph (as defined schematically in Fig.3.11b and Fig.3.13), 
and the calculated wing tilts. A 6 h ,  A d i  are the wing tilt values calculated from 
the 1 1 0  2 transmission section topograph measurements of the widths of W,t and 
Wf, AOhb, Adib are the wing tilt values calculated from the 1 1 0  5 back reflection 
section topographic image widths of the tilted GaN wing regions Whb and Wib. A d / ,  or 
AOhb is the increment of the Bragg angle in the left wing region relative to the 
window region caused by the wing tilt; A d i  or A d / b  is the decrement of the Bragg 
angle in the right wing region relative to the window region caused by the wing tilt.
The Bragg angle increment A0h from the transmission section topograph or 
A0hb frorn the back reflection section topograph is calculated by the following 
formulae:
Dtan2(#M 0h) -  Dtan(2 9)= W/, (3-12)
Dtan(18O-20) -  Dtan[180-2(d±Adhb)\ = Whb (3.13)
The Bragg angle decrement is calculated with a similar method.
As can be seen from Table 3.3, the wing tilts increase with an increase of the 
fill factor. To explain this finding we recall the report by Marchand et al. [88], who 
showed that the GaN ELO stripes become wider and thinner when the fill factor 
increases. As tilting of the ELO wings is caused by their interaction with the 
underlying mask, the tilt angle increases with wing width and decreases with its 
thickness [15, 89]. Thus, a large fill factor enhances lateral overgrowth at the 
expense of vertical growth, which results in a large tilt of the wings, in agreement 
with the available literature and data [15]. The data in Table 3.3 also shows that the 
wings tilt asymmetrically. This may in part be due to difficulties in precisely 
controlling the off-orientation of the substrate with respect to the ELO stripe growth; 
this asymmetry could also possibly be related to the fact that during growth the 
stripes were orientated perpendicular to the rotation direction (i.e. radially in the 
reactor), which could lead to a difference in the supply of species and the extent of 
lateral overgrowth between both sides of the stripes. This in turn should result in a 
tilt asymmetry as the tilt angle is sensitive to wing dimensions. Similar behaviour has 
been reported by Fini et al. for samples grown by MOVPE [15].
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The wing tilt tendency with the increase of the fill factor and the tilt asymmetry 
around the window are further confirmed with the X-ray diffraction measurements 
for the GaN (0 0 0 4) peak. The X-ray rocking curves measured with the scattering 
plane (defined by incident and reflected wave vectors) set perpendicular to the 
seeding lines are shown in Fig. 3.14. It can be seen from Fig. 3.14 that the ELO GaN 
(0 0 0 4) reflection splits into three peaks: the central one is due to reflection from the 
window region and the underlying seed GaN and the two side peaks are caused by 
reflections from the tilted wings. These X-ray diffraction curves show the same tilt 
asymmetry and wing tilt angle dependence on the fill factor. However, as shown in 
Table 3.3, they give smaller values of tilt angle compared to the X-ray topography 
method. In the SXRT technique the maximum widths, wt, wth or wh, wi,b, used in the 
wing tilt measurement (see equations (3.12), (3.13)), give the maximum wing tilt 
information. On the contrary, the two side peaks of the X-ray diffraction curve are 
diffuse, which is related to the fact that the wing tilts are distributed over a certain 
range. Thus, the X-ray beam, the size of which is usually much larger than the 
window spacing, samples many ELO stripes. Actually, this tilt distribution can be 
studied by X-ray topography as images of individual tilted wings can be resolved in 
the topographs (see Fig. 3.11(c)), while the X-ray diffraction technique gives the tilt 
information integrated over all stripes illuminated by the beam. The centre positions 
in the peaks of the diffraction curve are regarded as the nominal wing tilt values, so 
they give information on the average wing tilt only. Consequently, the X-ray
Aco [deg]
Figure 3.14 X-ray rocking curves mesured from different regions of the sample
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diffraction method always yields smaller wing tilt values than those obtained by X- 
ray topography.
Table 3.3 also shows that the 1 1 2  2 transmission section topograph and 
the 1 1 0 5 back reflection section topographs exhibit different wing tilts. This is 
reasonable as each set of diffracting planes will exhibit a different level of distortion 
due to the anisotropic property of the GaN crystal and the non-uniform stress 
distribution in the GaN epilayer. Thus different wing tilt results are obtained by using 
different reflections. Because of the experimental set-up limitations, it is difficult to 
measure and compare the wing tilt values from the same reflection in the back 
reflection and transmission topography. However the wing tilt tendency measured 
from the back reflection and transmission topography is the same as the fill factor 
changes.
Furthermore, let us point out that the section topograph image of the 
vertically grown GaN and of the underlying buffer appears to be almost as thick as 
that of the sapphire substrate despite the fact that the GaN film is about 3.5 (im thick 
only, while the sapphire has a thickness of 430 jam. This effect is most likely due to 
the fact that the GaN buffer is far from perfect and this manifests itself via local 
deviations from lattice coherence. Various regions in the buffer, each slightly 
misoriented with respect to its neighbour, though macroscopically aligned, will each 
contribute to a topographic image in a manner similar to a mosaic structure with a 
high dislocation density. Each of these regions will produce images at slightly 
different locations on the film, which in turn will result in broadening of the whole 
GaN buffer image. The measured width of the 1 1 2 2 GaN transmission section 
topographs, wepi- (as defined in Fig. 3.11(c)), of region b is 0.2 mm, which gives the 
maximum GaN crystal lattice misorientation of ±170 arcsec if  calculated with the 
same method as that for the wing tilt. This value is an order of magnitude less than 
that measured in the wing region, which shows that lattice misorientation caused by 
tilting of the ELO wings is of prime importance in GaN ELO structures.
3.2.7 Quality of the sapphire substrate used for the ELO GaN
Figure 3.15 is the 5 4 10  large area transmission topograph of the sapphire 
substrate. It shows that the dislocations form networks in the sapphire substrate. It is
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Figure 3.15 5 4 1 0 transmission large area topography of sapphire substrate
not easy to discern individual dislocations in this topograph. The transmission 
section topograph of the sapphire substrate also shows a high dislocation density and 
the dislocations are distributed through the whole thickness of the substrate. After 
comparing Fig. 3.15 with the topograph in Fig. 3.3a [9], which is taken from a 
modified Czochralski produced sapphire wafer with a dislocation density of 9 x 
104cm‘2, as well as considering the sapphire substrate thickness used for this ELO 
GaN and the X-ray penetration depth for topograph in Fig. 3.3a, the dislocation 
density in the substrates examined in this study is roughly estimated to be 
approximately ~106cm'2. This implies a relatively low quality sapphire substrate.
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4  R a m a n  s p e c t r o s c o p y
4.1 In troduction
Electronic products have had a major impact on our way of life in the past 
decades; from computers to mobile phones, human beings are enjoying the greatest 
range of convenience, often courtesy of modem semiconductor techniques. Moore’s 
law states that the amount of data storage in a microchip doubles every year or at 
least every 18 months, i.e. the number of bits per square centimeter doubles at least 
every 18 months [1]. This trend leads to an exponential rise in device speed, 
computational power, and smaller device structures. As the different thermal 
expansion coefficients of the various oxide, nitride and metal layers induce large 
mechanical stresses in the underlying silicon substrate, one result of the continuing 
reduction of feature size is the increase of mechanical stress in the device structures. 
Above a certain threshold, stress will trigger defects, cracking or formation of voids 
and will thus render the devices useless. Besides the detrimental influence on the 
fabrication process, mechanical stress also influences the electrical properties of the 
device even in the absence of any defects [2-3], It is therefore necessary to measure 
mechanical stress during device processing so as to adjust the process parameters to 
avoid high stress, or occasionally to keep the high stress, for example for the making 
of stressed transistor channels [4-5]. In the latter case the carrier mobility can be 
increased and thus the devices speed are improved [6-7],
Furthermore, in the last few years [8-10] there has been a new interest in 
silicon (Si) technology, related to the development of Micro-Electro-Mechanical 
Systems (MEMS) in which sensor devices and micro-actuators are integrated 
together with the electronic circuits for signal processing and control. In such 
systems, the characterization of the electrical, optical, mechanical and thermal 
properties of the thin films and structures are also critical for the performance of the 
device. The study of both crystallographic and physical features of the structure is of 
high technological interest in order to improve the process steps in MEMS 
technologies.
In summary the rapid evolution in semiconductor technology, including device 
fabrication, thin-film deposition, interface preparation and microelectronic
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processing, have increased the need for characterization techniques that can provide 
more precise information, especially on the structure of the materials. The quality of 
this information is one of the most critical factors in designing and manufacturing 
microelectronic devices since high performance integrated circuits and devices 
demand an excellent quality material, either in the form of bulk material, thin-film or 
device structures.
The increasing densification and miniaturisation of devices in microelectronics 
components demands analytical techniques with a very high spatial resolution, in 
general higher than the limit set by far field diffraction of visible light. This offers 
challenges for optical techniques, such as micro-Raman spectroscopy (pRS) [11], In 
fact, several methods can deliver information on mechanical stress in semiconductor 
devices. The most important are X-ray diffraction, transmission electron microscopy 
(TEM), and micro-Raman spectroscopy. All of these methods have advantages and 
disadvantages. The criteria that decide the usefulness of a technique for stress 
measurements in silicon microelectronic technologies include spatial resolution, 
stress sensitivity, and measurement time. These criteria make micro-Raman 
spectroscopy one of the more suitable techniques for modem microelectronic device 
stress measurement.
X-ray diffraction [12-13] is very sensitive to small changes in the lattice 
constant, ao, with a strain sensitivity of Aao/ao«10‘7. The size of the probe spot for X- 
ray diffraction is usually in the range of 1 mm2; the best spatial resolution of X-ray 
diffraction is around 30 (j.m, though this is inadequate to determine the stress 
distribution at a local area especially when the strain gradient is high [14], such as for 
modem devices. Since device dimensions are of the order of a micron (and 
submicron for recent advanced devices), the measurement of locally resolved stress 
on a device scale is impossible with X-ray diffraction technique.
The TEM methods [15-18], such as stress contrast in cross-sectional TEM 
(XTEM) and convergent beam electron diffraction (CBED), reach spatial resolutions 
of a few nanometres. The strain sensitivity of 10^ is lower than that o f X-ray 
diffraction, but is about the same as for micro-Raman spectroscopy. The main 
disadvantage of this technique is the destructive sample preparation and the extensive 
modelling required to extract the information on stress from the measurement [15- 
18]. The time using TEM to get the stress information is often in the range of weeks
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or even months. This is impractical in an industry, where such information is often 
desired within hours or at the most within a few days.
Micro-Raman spectroscopy (fjRS) reaches neither the stress sensitivity of X- 
ray diffraction nor the spatial resolution of TEM, but is yet very suitable method to 
deliver stress information on a microscopic scale. The strain sensitivity is the same as 
for TEM (10"4) and the spatial resolution can reach around 0.6-1.0 [am [19-20]. The 
time it takes to gain information on mechanical stress in a device structure is often of 
the order of hours or minutes. These properties make uRS a useful method to 
monitor processing stress in microelectronic devices.
Micro-Raman scattering is an extremely powerful contactless tool which 
allows non-destructive and quantitative microanalysis of structural and electrical 
properties [5, 11, 21-27], This technique is very useful since the micro-Raman signal 
is very sensitive to the microstructural state of the sample and other local 
environments, therefore giving information on the structure of the material. The 
Raman signal depends on the electron-phonon interaction, i.e. lattice vibrations. The 
greatest advantages of Raman spectroscopy are its ease of sample preparation, the 
short time required for obtaining data (data acquisition is automated and it takes a 
few seconds to acquire a spectrum at an individual location), and high spatial 
resolution for micro-Raman spectroscopy. This would be an obvious benefit to 
manufacturers wanting data quickly from the products in a non-destructive manner 
such that they can easily move on to the next stage in the process.
Raman spectroscopy has been well exploited in the field of semiconductor 
materials. It allows analyses of many kinds of materials with no sample preparation. 
Solids are easily studied by placing them on a standard glass microscope slide [11].
However for micro-Raman spectroscopy mechanical stress assessment, the 
information obtained is averaged over the probed sample volume, which is 
determined by the laser spot size and the penetration depth of the laser in the studied 
material. Another drawback of the micro-Raman spectroscopy technique is that this 
technique can not be used to measure the stress in pure metal [1 1 , 22] due to the 
extremely short penetration of the electromagnetic radiation in the metal and the low 
Raman scattering efficiency of the metal.
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4.2 P rinc ip les  o f R am an sp e c tro sc o p y  an d  m icro-R am an s tr e s s  
m ea su rem en t
The Raman effect was named after Prof. C. V. Raman, who published the 
observation of “a new type of secondary radiation” for the first time in 1928 [28],
When light encounters the surface of a material, most of the energy is reflected, 
transmitted, absorbed, or Rayleigh scattered, because of the first-order elastic 
interactions with phonons. There is no photon frequency change for this fraction of 
the light intensity. But a small fraction of the light, a few Raman-scattered photons, 
interacts inelastically with phonon modes, resulting in outgoing photons whose 
frequency is shifted with respect to the incoming values, i.e. their energies are 
changed as a consequence of their interaction with the phonons in the sample. These 
scattered photons gain energy by absorbing a phonon (anti-Stokes shifted), or lose 
energy by emitting a phonon (Stokes shifted), according to the energy and 
momentum conservation rules:
hcos =hcol ±ha>j (4.1)
where hcoj is the incident photon energy, hcos is the scattered photon energy and hcoj 
is the energy transferred for the elementary excitation; K; is the incident photon 
wavevector, Ks is the scattered photon wavevector and qj is the wavevector for the 
elementary excitation; the minus sign stands for the process in which an elementary 
excitation is generated (Stokes process), and the plus sign is for the process in which 
an elementary excitation is annihilated (anti-Stokes process) [21]. The schematics for 
the three basic processes, i.e. Rayleigh Scattering, Stokes Scattering and anti-Stokes 
Scattering, are shown in Figs. 4.1 -4.3.
Usually the Raman spectra are plotted against emitted photon energy in units of 
wavenumber, which is the reciprocal of the wavelength in units of cm' 1 [27].
From the point of view of solid state physics, the vibrations of crystal atoms 
are described as collective motion waves (i.e. lattice vibrations), each possible 
vibration j  being characterized by a wavevector qj and a frequency (Oj. The vibration 
amplitude at position r is expressed as:
(4.2)
Qj = Aj exp[±Hq. • r -  » / ) ]
where Qj is the normal coordinate of the vibration, Aj is a constant.
(4.3)
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virtual energy-JL
level
Eo= &o>i E= hcos Rayleigh Scattering:
-¥ -¥ AE=E-Eo=0
1st excited
vibrational state
Vibrational
ground state r
Figure 4.1 Schematic of Rayleigh Scattering. The atom is excited by a photon, E0= 
hcoi, to a virtual energy-level, which is in fact a distortion of the electron distribution 
of a covalent bond. The atom returns to the vibrational ground state while emitting 
the same amount of energy, E= hcos.
virtual energy- i 
level
E0= hojj
1 st excited 
vibrational state
Vibrational 
ground state
E = h(Ds Stokes Scattering:
AE= E - Eo= -  hcOj
Figure 4.2 Schematic of Stokes Scattering. The atom is excited to a virtual energy- 
level, which is in fact a distortion of the electron-cloud, by absorption of a photon 
E0= hcoj. The atom returns to the first excited vibrational state and emits the energy 
difference as a photon with lower energy, AE= E - Eo= -  h(Oj. The radiation with 
lower energy (higher wavelength) is called Stokes Scattering.
95
virtual energy- 
level
E0= h(Oi e = hco anti-Stokes Scattering:
AE=E - E0= ft(Oj
1 st excited 
vibrational state
Vibrational 
ground^state^^J r
Figure 4.3: Schematic of anti-Stokes Scattering. The atom is situated on the first 
excited vibrational level, and absorbs a photon with energy E0= hco;. Again the atom 
is excited to a virtual energy level, which is higher in energy than is the case with 
Rayleigh and Stokes Scattering. The atom relaxes, and returns to the vibrational 
ground state, emitting the energy difference as a photon with energy AE = hcoj. This 
results in light with a shorter wavelength and is called anti-Stokes Scattering.
When monochromatic light of frequency C0j is incident on a crystal in a direction 
at position r, the associated electric field E  will induce an electric dipole moment P  
with the following relationship:
where % is the susceptibility tensor. It describes the response of the crystal to the 
electric field. The susceptibility may change as a function of the atomic vibration, 
and it can be expanded into a Taylor series with respect to the normal coordinate of 
the vibration Qj[ 11]:
The first term is related to the Rayleigh scattering, the second term is related to 
the first-order Raman scattering. The third term is related to second-order Raman 
scattering, where two phonons are involved. Higher order Raman scattering will not 
be discussed here. Combining equations (4.4) and (4.5), then the electric dipole 
moment can be expressed as:
P  = £oX - E  = e0% - e o exP[i(k, • r - a>,i)] (4.4)
(4.5)
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The first term give rise to Rayleigh Scattering. The second term describes the 
anti-Stokes (for plus) and Stokes scattering (for minus) with frequencies Wj+coj. The 
second term (Raman scattering) will be observed only when:
<4-7>
The elements of are referred as the Raman tensor components, and these 
carry the geometric information of the sample crystal. The exact form of the Raman 
tensor depends on crystal symmetry, and they have been derived by Loudon [29] for 
all crystal types. For silicon, in the orthonormal coordinate system X=[ 100], 
F=[010], Z=[001], the Raman tensors have the form:
"0 0 0"
*x = 0 0 d (4.8a)
d oj
'0 0 d y
0 0 0 (4.8b)
u 0 0,
r 0 d 0"
R ,= d 0 0 (4.8c)
0 0,
The full calculation of Raman intensity is difficult, but the qualitative intensity 
I  for the observed Raman band is [27]:
I  cc |<3. R. -es \2 (4.9)
where ei and es are unit vectors giving the directions of the incident and scattered
electric field respectively, and Rj is the Raman tensor. Equation (4.9) determines 
which phonon modes are allowed or forbidden for different sample orientations.
Usually the Stokes modes are stronger and dominate in measurement [27], The 
mode strengths depend on the number of phonons available, which is a count of the 
distribution of normal mode harmonic oscillators in the lattice as a function of 
temperature. The relative strength of the anti-Stokes line to the Stokes line can be 
expressed as [27]:
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where kB is the Boltzmann constant and T  is the sample temperature in Kelvin. The 
anti-Stokes line intensity decreases to zero as T  reaches 0 K. The intensity ratio 
between Stokes and anti-Stokes processes can sometimes be used to determine the 
sample temperature and local temperature distribution of the sample [30-31 ].
The Raman scattering has a frequency equal to one of the lattice vibrations, it 
is a second order inelastic scattering process and inherently a weak process, typically 
1 in 107 photons being scattered by a Raman process [22]. As long as the lasers 
provide enough power, the Raman spectra can still be routinely measured.
Despite the Raman signal being usually very weak, its intensity increases 
dramatically if  the energy of the incident laser matches a fundamental gap in the 
semiconductor band structure. It is therefore possible to study the band features of 
the studied semiconductor by this method [27].
Raman scattering is a very sensitive technique to probe local atomic 
environments. The properties of the vibrational modes are basically determined by 
the mass, bond type and symmetry of the constituting atoms in the elemental unit of 
a sample, which can be solid (primitive unit cell), liquid (molecule) or gas 
(molecule). Any physical factor affecting the short-range order of the sample, such as 
defects or impurities, has a direct impact on the atomic vibrational properties. These 
modifications of the vibrational characteristics are easily detected in the Raman 
spectrum features. Initially, Raman spectroscopy was used extensively to study the 
excitation and vibrational properties of molecules. In 1970, Anastassakis et ah 
started to study the effects of stress on the optical phonon modes, and since then this 
method was developed for stress characterization [5, 11, 21, 23-26, 32-33].
Micro-Raman spectroscopy can be used for the analysis of residual stresses, as 
mechanical stress will affect the frequencies of the Raman bands, and lift their 
degeneracy. For example, in crystal Si the triple degeneracy optical phonon with 
frequency co0 is lifted in the presence of a symmetric strain, which itself is caused by 
anistropic changes in the lattice constants [21]. The three optical modes in the 
presence of elastic strain can be obtained by solving the following secular equation
pE  n  + q (s21 +  ^ 3 3  ) A
2  re] 
2  rs.
12
2 ren
pS22 + <7(^ 33 ± ^ll) — ^
2rsv
2 rs 23
2r£ 23
= 0(4.11)
where p, q, r are phonon deformation potentials, i.e. material constants; Sy are the 
strain tensor components. The above equation is given in the crystal coordinate 
system, though it is usually much easier to solve the secular equation in the sample 
coordinate system [25-26]. For that purpose the strain tensors, Sy, must be given in 
the sample axis system also. After calculating the eigenvalues Aj (j=l, 2, 3) of the 
above secular equation, the Raman frequency shift of each mode in the presence of 
stress relative to the strain free degenerate frequency, co0, can be obtained with the 
following relationship [1 1 ]:
/I,= ffl ' / - © 02 (4.12)
Since co'j is usually very close to coo,
Xj = (®’y+®0) • (co'-a0) ~ 2o>0 ■ (fflV-ffl0) (4.13)
=>A a)j =G)'j -(D0 K ^-o (4.14)
It is not practical to give a general solution to (4.11), but is simple for the two 
most common cases: uniaxial stress and biaxial stress, which apply to many 
situations in microelectronic device structures. For example, the uniaxial stress is
often a good approximation in the centre o f overlayer lines or at least a certain
distance away from the edges.
In the case of uniaxial stress in Si crystal, for backscattering from the z'=[001] 
direction, according to the Raman selection rule with ef=es=(100), only the third 
Raman mode can be observed. The relation between the measured Raman shift and 
the stress can be obtained from (4.11) and (4.14) to be [21]:
= 2ffl,| [pS \2 + 9(^11 + *^12)3°"o (4-15)
where Sy is the elastic compliance tensor element of silicon. The strain free 
degenerate frequency (Do of crystal silicon is about 520 cm’1. The phonon 
deformation potentials (p, q and r) and the elastic compliance tensor element (Sy) are 
material properties. Values o f the theoretical and experimental phonon deformation 
potentials from different authors differ from each other [34-38], thus different 
literature sources produce different relations between the measured Raman shift and
99
the stress, and the stress determined from the Raman shift varies consequently. 
However for uniaxial stress, the relation between the measured Raman shift and the 
stress is often regarded as [11]:
10"12 Pa'1 and Si2=-2.14 x 10"12 Pa'1. Equation (4.16) shows that the Raman band is 
sensitive to the presence of stresses or strains in the scattering volume: a tensile 
stress will increase the lattice spacing and, hence, induce a decrease in the 
wavenumber of the vibrational mode. In the case of compressive strain, the decrease 
of the lattice parameter yields a corresponding increase of the vibrational frequency. 
In the elastic regime, these shifts depend in a linear way on the magnitude of the 
stress, and the position of the Raman band can be used to measure the stress.
In case of biaxial stress in theX-7 plane, with stress components axx and ayy, 
the relation between the stress and the measured Raman shift is:
For GaN, experimental results indicate that the relation between in-plane
° ~ x t  ~^~<7yy
biaxial stress 2  *n the epilayer and the measured Raman shift Aeo is [39]:
Besides crystal materials, the micro-Raman technique is also a powerful tool in 
identifying stress and strain in polycrystalline silicon structures used for the 
fabrication of large polysilicon micromechanical structures [42-44], These 
micromechanical systems based on surface-micromachining technologies can have 
serious stress effects that can cause mechanical device failure, curling or fracture.
Relations between the stress and the Raman peak shift under stress for other 
materials can be found in the literature [45].
As described above, the relation between the measured Raman shift and the 
stress has been well studied for many materials. Based on this knowledge, the author
A®, = - 2 x 1 0  9 <j (4.16)
where AiD3 is given in units o f cm’1 and cr in Pascal (Pa). The parameters for the 
above relation are from reference [32], which are p=-1.43coo2, q=-1.89coo2, Sn=7.68 x
(4.17)
[40-41],
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measured stress distributions in a few selected semiconductor materials with the 
micro-Raman technique in this study. However the strong dependence of the Raman 
experimental frequency (bandwidth and intensity as well, which will be discussed 
later in this chapter) on the structural features in the scattering volume calls for 
extremely accurate measurement of the Raman line. So the experimental conditions 
should be as stable as possible.
Many factors can affect the Raman band frequency, and one such important 
factor is the temperature in the room where the spectrometer is installed. Variation in 
the laboratory temperature produces subtle mechanical changes in the diffraction 
gratings and optical parts. When high resolution measurements are required, the 
laboratory temperature stability should be better than ± 1°C. However some of these 
effects can be corrected (mainly for the frequency shift) by measuring reference 
samples with well known bands, such as a single crystal reference Si wafer (520 cm' 
!). Another possibility is to use the plasma lines of the laser beam as internal 
calibration lines. In this study, a plasma line was used as the internal calibration and 
the equipment itself was calibrated with single crystal reference Si wafers from time 
to time. Fig. 4.4a shows a mapping of the GaN E2 Raman peak position 
(«568 cm'1) along an area of an ELO GaN epilayer on sapphire [46-48] as shown in 
Fig. 4.4b. Fig. 4.4a was obtained without internal plasma line calibration, while the 
environmental temperature of the spectrometer varied during the measurement, 
which took more than 10 hours and spanned from daytime to night. In the 
measurement, the sample was placed on a motorized X-Y stage with a minimum step 
size of 0.1 pm. So the laser scanned the sample along the X axis from left to right, 
and then from top to bottom along the Y axis. The measurement started in the 
afternoon when the room temperature is about 5°C higher than when the 
measurement finished in the early morning next day. It can be seen from Fig. 4.4a 
that the GaN E2 Raman peak position appears higher when the ambient temperature 
is higher and decreases gradually as the ambient temperature drops. In this study, a 
plasma line around 561 cm'1 was used as an internal reference for the GaN E2 Raman 
peak position correction. Even though the sample surface stress differs from point to 
point (thus the GaN E2 Raman peak position changes also), the plasma line peak 
position should be at a fixed position if  the equipment condition stays the same. The 
ambient temperature variation and equipment condition changes will cause both the
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(b)
Figure 4.4: (a) Mapping of GaN E2 Raman peak position («568 cm'1) in an area of 
36.1 jj,m x 20 |U,m as indicated in the square area of (b) in the Epitaxial Lateral 
Overgrowth of a GaN sample on sapphire without the internal plasma line calibration 
for Raman peak position.
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Figure 4.5 (a) Mapping of plasma line peak position during the ELO GaN stress 
measurement as indicated in Fig. 4.4; (b) Plasma line peak position variation during 
measurement.
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plasma line and the GaN E2 Raman peak position movement. After obtaining the 
plasma line peak position variation data during the measurement (Fig. 4.5b), the GaN 
E2 Raman peak position variation caused only by the stress difference can be easily 
calculated by subtraction of the two mapping data. This kind of calculation can be 
performed conveniently with software provided by the equipment manufacturer.
Thus stress information of the studied sample can be accurately obtained [46-49].
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4.3 Experim ental se t-u p  for m icro-R am an sp e c tro sc o p y
In this study, a Jobin Yvon LabRam HR800 micro-Raman spectroscopy system 
was used for the stress measurement [5, 48], In the micro-Raman technique, the 
incident monochromatic laser beam is reflected by a beam splitter and a flip mirror 
onto the microscope objective which focuses the laser on the specimen surface. The 
scattered light is recollected through the same microscope objective (back-scattering 
configuration), passes through the beam splitter and is focused onto the entrance slit 
of the spectrometer that disperses the Raman scattered light onto a CCD detector 
(which is cooled with liquid nitrogen in the LabRam HR800). Finally the spectrum is 
analysed. The flip mirror situated in the microscope also permits us to visualize the 
microscopic region under analysis with a TV camera. In the case of materials opaque 
to the laser, such as most semiconductors, the visualization of the sample in the 
camera must be achieved with a bright field reflection illumination system. A typical 
micro-Raman instrument is shown in Fig. 4.6 [11], It is clear that this is a rather 
complex optical instrument. The advantage of using a back-scattering set-up is that 
the laser spot on the sample can be directly observed on the TV monitor which 
allows precise identification of the microscopic region of the sample analyzed.
Figure 4.6 Experimental set-up of a typical micro-Raman spectrometer [11].
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Figure 4.7 Schematic of confocal entrance optics for the LabRam HR800
For the LabRam HR800, the confocal technique is employed in the entrance 
optics. As shown in the schematic of Fig. 4.7, this confocal technique allows 
rejection of radiation originating away from the focal point conjugate to the confocal 
aperture. The radiation from the S' and S" planes does not pass through the aperture, 
because they are not focussed in the confocal plane. Thus, Raman radiation 
originating away from the sample depth of interest never reaches the entrance to the 
spectrograph, so that the acquired spectrum is specific to the depth of the sample in 
focus. The HR800 confocal entrance optics enables astigmatism correction and 
provides an adjustable confocal pinhole; pinholes with 50|_im, 100 (j,m, 150jim and 
200 ^m diameters can be chosen conveniently via the control software of the 
LabRam HR800 system, thus different resolutions and signal intensities can be 
obtained for the experimental results. The confocal design requires very accurate 
optical alignment with a high degree of stability and reproducibility not previously 
obtainable with conventional laser spectrometers.
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4.4 Spatial reso lu tio n  and  sp o t s ize
An important point that has to be considered in microanalysis with micro- 
Raman spectroscopy is the spatial resolution. The spatial resolution of the Raman 
instrument depends on the focused beam size on the sample and the wavelength. A 
useful definition of the spot size is given by defining the diameter of a diffraction
limited spot to be the diameter at which the intensity of the spot has decreased to
of its value in the middle of the spot, 1(0). This kind of spot is obtained by having a 
laser beam with a diameter much larger than the entrance aperture of the focusing 
lens (uniform illumination) and is the smallest spot we can ever obtain with ordinary 
optics. It has an intensity profile of the form:
7(r) = 1(0)
2M r )  2 (4.19)
with Ji(r) a Bessel function of the first kind of order one, and r the distance to the 
middle of the spot [50].
The diffraction limited spot reaches its 1/e2 intensity value at a radius r with:
r = °—  (4.20)
2NA
so its diameter is given by
0  = —  (4.21)
NA
where X is the wavelength of the light, and NA is the numerical aperture of the 
objective. NA = njsinG, the angle 9 is the angle the outer rays make with the optical 
axis, and n, is the refractive index of the material surrounding the object. For a 
typical xlOO microscope objective used in the experiment in this study, NA=0.95. 
This is the fundamental minimum spot size. Considering the Ar+ blue laser 
wavelength (A=488nm) for the LabRam HR800, equation (4.21) produces a 
theoretical spot diameter of 0.45 (im (NA«0.95).
The Rayleigh criterion [20]
r = X- ^  (4.22)
2NA
gives us the radius o f the ring at which the first zero of the Bessel function occurs.
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The actual laser beam spot size can be determined experimentally in the 
conditions of routine micro-Raman experiments by recording successive Raman 
spectra at different positions across a sharp metal (which is opaque to the laser light) 
edge over the Si substrate or similar samples [21] using a microscope XY translation 
stage controlled by a computer to probe the Raman signal across the interface. The 
intensity of the Raman band of Si at 520 cm'1 was measured for each spectrum 
recorded and plotted as a function of the analyzed position.
Eq. (4.21) or (4.22) means that by using lenses with higher NA, or applying a 
shorter wavelength UV laser, the micro-Raman spectroscopy resolution can be 
improved. Ordinary objectives (with a sample in air) are limited to ni = 1 (refractive 
index of air) to a maximum NA « 1 (sin 0 < 1 always). By using oil immersion lens 
(NA » 1.4) [19] or solid immersion lens with the index of refraction greater than 
one, the spectroscopy resolution can be improved. A spatial resolution of about 0.5 
Urn was reported with the 457.9 nm laser after using the oil immersion lens [19].
As pointed out above, the UV-^RS approach is very promising, but in practice 
the UV-^iRS spot size reduction is smaller due to the lack of good objectives with 
high numerical aperture in the UV region. The resolution of current UV-Raman 
instruments is about 1 jam [20], When the UV laser is employed in the 
measurements, a special objective is needed. For the LabRam HR800, a special 
objective with a magnification of 40 is employed for the 325 nm UV laser source.
Due to the high power density of the laser on the sample surface caused by the 
focusing of the laser beam with the microprobe, typically between 104-105 W cm'2, 
precautions should be taken to use as low a laser power as possible. Otherwise 
samples under measurement with high optical absorption in the spectral region close 
to the laser frequency will be locally overheated and damaged, and the Raman 
spectrum shape, intensity and wavenumbers of bands will also be affected since the 
local heating of the crystalline network causes anharmonic effects in the spectra. 
However, this effect is totally reversible and is determined by the temperature 
gradient in the scattering volume of the sample [51]. The laser energy absorption is 
higher for highly damaged or amorphous semiconductors, thus the local overheating 
effects are more serious for those materials. In this study, the output laser power 
from the equipment is limited to a safe value (<18 mW) and the actual laser power 
on the sample surface is smaller.
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4.5 P en e tra tio n  dep th  of th e  la se r  beam  in th e  sam p le
When the laser beam passes through the semiconductor, its intensity decreases 
as a result of absorption of the material. Upon passing through the semiconductor to 
a depth d ,  the light intensity Id can be expressed as [27]:
I■d = I 0e ad (4.23)
where I0 is the original light intensity at the sample surface, a  is the absorption 
coefficient of the specific light wavelength in this material (its value can be obtained 
from reference [52] for some common materials).
One definition for the penetration depth d p  or skin depth is defined as the
depth at which the laser intensity decreases to 1/e of its original intensity [52], i.e.
77 =  i  (4.24)
Then d p = ^ . But in studies [11], the penetration depth is given by the depth that 
satisfies the following relationship:
4 ^ 7  = 0.1 (4.25)
where I ,  is the total scattered light intensity integrated from the surface to a depth d ,  
which is given by [53]:
I s = I qD  e 2axdx = %  (1 -  e -2Qrf ) (4.26)
and I ' d  is the total scattered light intensity integrated from the depth d  to infinity, 
which is given by:
t  t~\ —2ax j    I qD  —2cxdI d ~   ^e dx —  2 a  e  (4.27)
In equations (4.26) and (4.27), D is the Raman scattering cross section. I 0 and a
have the same meaning as before. According to the definition of (4.25), the 
penetration is then given by:
d p = ^  =  %  (4.28)
Therefore there are small differences in the calculated penetration depth according to 
different definitions. In this study, the laser penetration depth is calculated according 
to equation (4.28).
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Since there are different penetration depths for different wavelength laser 
beams, it is possible to probe to different depths, from a few nanometres to about 10 
pm, within the sample. H igher penetration depths can be achieved by  decreasing the 
excitation energy, because optical absorption decreases for energies in the visible- 
near infrared region. The LabRam HR800 is one o f  the m ost popular Raman 
microprobes now on the market. Two laser beam s, a H eCd U V laser with a 
wavelength o f  325 nm and a visible argon ion laser w ith a wavelength o f  488 nm, 
were supplied with our apparatus. The two laser beam s can be changed conveniently 
w ithout moving the sample. As a result, stress inform ation at different depths for the 
same location can be detected easily [5].
Actually the optics o f  the LabRam HR800 is designed for excitation from the 
U V to the near IR.
Since stress decreases quickly into the substrate and changes by  orders o f 
m agnitude within a few nanom eters aw ay from  the edge or surface where stress is 
created [21], an assessm ent o f  the true near-surface stress is desirable. The true near 
surface stress can be assessed very well using m icro-Ram an spectroscopy w ith the 
U V excitation in the LabRam HR800 [5].
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4.6 O ther ap p lica tio n s  o f R am an s p e c tro sc o p y
Different parameters and varied inform ation can be obtained from the Raman 
spectrum o f  solid state materials. Besides the stress inform ation o f  the studied sample 
as described previously, by analyzing the Ram an spectrum, other information related 
to structure and physical properties o f  the studied samples can be obtained also:
4.6.1 Frequency
The frequency o f  the phonon Ram an band depends on the interatomic forces 
(i.e. force constants o f  the bonds), the bond length, and the m asses and positions o f 
the atoms. A ny factor affecting these features w ill produce a change in the frequency 
o f  the band.
Besides stress in the sample, the presence o f  crystalline disorder also gives rise 
to changes in the frequency o f  the band, usually towards lower wavenumbers. These 
are related to the breaking o f  translational symmetry in the crystal, which can be 
produced b y  structural defects such as dislocations or by grain boundaries in 
nanocrystalline materials.
O ther factors affecting the frequency o f  the Raman band are the temperature 
which has been discussed already, and the presence o f  chemical impurities in the 
crystalline network w hich leads to changes in  the mass o f  the atoms in the lattice 
sites. For example, the presence o f  Ge atoms at substitutional positions in the Si 
network produces a decrease in  the frequency o f  the vibrational modes, due to a 
higher Ge mass. This is know n as the chemical effect [51]. The presence o f 
impurities at substitutional positions also affects the lattice spacing due to the 
different size o f  the im purity. Hence, a stress effect will also occur in addition to the 
chemical one [51], As a result, Ram an spectroscopy can be used also as an useful 
complementary m ethod to X -ray diffraction for the characterization o f 
heteroepitaxial layers. The Ram an spectrum o f Sii.xGex alloys presents three main 
lines, related to Si-Si at about 500 cm '1, Si-Ge around 400 cm '1 and Ge-Ge about 300 
cm"1 vibrational modes. A  typical Sii_xGex spectrum is shown in Fig. 4.8. The line at 
around 220 cm '1 is the folded acoustical mode and is related to the layered sample 
structures [54] o f  the virtual substrate upon which this Ram an spectrum was 
measured [5]. It was shown [55] that the wavenumber o f  these modes present a linear 
relation w ith respect to both chemical composition and strain. For example, the
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Figure 4.8 A  typical Sii-xGex Ram an spectrum, 
following relationships were reported:
(Dsi-si = 520 - 68x - 830a (4.29a)
©si-Ge = 500.5 + 14.2x - 575a (4.29b)
fflGe-Ge = 282.5 + 16x - 384a (4.29c)
where to is the wavenumber o f  the Ram an mode, x the chemical com position and a 
the strain parallel to the substrate. Similarly the above relationships m ay have some 
small variations in different studies [56-57]. So a single Ram an spectrum o f Sii-xGex 
allows the determination o f  silicon and germanium contents as well as strain. In this 
study, the Raman band positions o f  a Sii-xGex virtual substrate w ere measured and 
analysed for stress inform ation with the LabRam HR800 [5].
4.6.2 Ram an bandwidth and bandshape
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Raman bandwidth and bandshape are closely related to the crystalline order.
For crystalline Si, the Ram an spectrum has a well defined single line at about 520 
cm '1. This line has a Lorentzian shape, w ith a full w idth at ha lf m axim um  of 
approxim ately 3 cm '1. In principle the bandwidth is related to the lifetime o f the 
phonons. The presence o f  crystalline disorder decreases the phonon lifetime thus 
generating an increase o f  the bandwidth [51]. Therefore the density o f  defects can be 
evaluated from the bandwidth. The bandshape o f  the Ram an line is also affected by 
confinement o f  phonons (for example in the case o f  polycrystalline structures where 
the phonons are confined in crystalline grains o f  average size L), these being defined 
by a correlation length m odel [58], This correlation length is defined as the 
characteristic size o f  crystalline domains in the scattering volum e where the 
translational symmetry o f  the crystal holds, and is related to the average distance 
between defects for damaged crystals or to the grain size for nanocrystalline 
materials. The position and shape o f  the Raman band can be simulated with a 
correlation length model [58] which allows one to estimate the value o f  the 
correlation length L, the average stress, as well as the density o f  defects in highly 
damaged Si films [59] in  the scattering volume. This is useful for nanocrystalline 
materials where the average grain size is given by  the correlation length. The main 
lim it for this measurement is that phonon confinement only occurs for sizes in the 
nanom etric range (L<20nm for Si).
In general the application o f  these models for grain size assessment has to take 
into account the fact that these are very simple models in which stress is assumed not 
to affect the shape o f  the Ram an line and both stress and correlation lengths are 
assumed as uniform  in the scattering volume.
For amorphous materials, the lack o f  long-range order yields a breakdown o f 
the m om entum  conservation rule, and all the phonons becom e Raman active. For 
amorphous silicon, four broad bands centred at about 150 cm '1, 310 cm '1, 380 cm"1 
and 480 cm"1 m ay appear in the spectrum, the broad peak at 480 cm '1 being the 
strongest [45]. It has been shown that the width o f  the TO m ode is a good measure o f 
local order which provides a tool for the structural assessment o f  the amorphous 
layers.
4.6.3 Ram an intensity
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The intensity o f  the Raman band is very sensitive to the structure o f  crystals 
and as a result significant information can be obtained from intensity measurements. 
Damage in the lattice leads to a decrease o f  the intensity o f  the first order modes, 
related to the breaking o f  bonds and changes in atomic force displacements, and, 
hence produces a decrease o f  the Ram an polarizability tensors. For example, ion 
bombardm ent during doping processes w ill alter the original crystal w ith a 
consequent reduction o f  the Ram an signal intensity. The measurement o f  the 
intensity o f  the Raman band can be applied to quantify the residual damage in 
processed wafers, such as ion im planted ones [60-61], This can be performed by 
analysing the normalised intensity In=(I0-I)/I0, where I is the intensity o f  the Raman 
band measured in the implanted layer and I0 is the intensity o f  the Ram an band 
measured in  a virgin non-processed sample. For a low degree o f  damage, I is very 
similar to I0 and In is close to 0. As dam age increases, I decreases and In tends to the 
maximum value o f  1. This gives a 100% damage benchmark, which corresponds to 
the damage level for which full am orphization o f  the implanted layer occurs. In this 
case, all the crystalline m odes vanish from  the spectrum, and I becomes 0. This 
method allows the degradation o f  the crystalline structure to be followed. It can also 
be used to optimize the annealing process after ion im plantation in  order to eliminate 
the induced damage.
However, the intensity o f  the Ram an line can be affected by possible 
dispersion o f  light by dust particles in  the air, as well as on the m easuring surface and 
mirrors. The environmental tem perature will affect the Ram an intensity also. Fig. 4.9 
is the GaN E2 Ram an band intensity mapping in an area o f  31 (am x 10.1 (am. As 
before the laser scanned the X  axis from  left to right, then scanned along the Y  axis 
from top to bottom. Fig. 4.9 shows that the GaN E2 Raman band intensity decreases 
gradually from top to bottom  o f  the sample. This is caused by  the ambient 
temperature change when the measurem ent is performed. It is difficult to establish a 
relationship between the sample structure and the Raman band intensity from the 
results o f  Fig. 4.9. It is not easy to calibrate the Raman band intensity vibration due 
to environmental tem perature changes, so tight environmental temperature control is 
necessary if  such inform ation is wanted.
The quantitative analysis o f  the band intensities related to the crystalline and 
amorphous phases gives the crystalline fraction in partially amorphous systems [62].
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Figure 4.9 GaN E2 Raman band («568 cm '1) intensity mapping in an area o f  31 jam x 
10.1 (am on the Epitaxial lateral Overgrown epilayer.
This technique is also useful to the research and manufacturing o f  glass-ceramic [63].
Besides the inform ation listed above, local crystallographic orientation on 
semiconductor layers [64-67], free electrical charge carrier (electrons, holes) 
concentrations and the carrier m obility in semiconductors, etc. can also be measured 
[67-69] w ith the Ram an technique.
Furthermore, Raman spectroscopy is also an efficient technique for other 
industries, for example, the pharmaceutical manufacturers [70]. Rapid, high 
throughput assessment o f  the composition, structure and uniform ity o f  active 
ingredient distribution in drug tablet formulations is o f  great interest to the 
pharmaceutical industry. Understanding these parameters is critical to tablet quality 
m onitoring and control. Typical analytical strategies for perform ing tablet assays 
often involve invasive sample preparation procedures, including tablet crushing, 
dissolution and chromatographic separation o f  active ingredients from  excipients. 
W here tablet content uniform ity m ust be measured, invasive sample staining 
procedures are often required to generate image contrast between active ingredients 
and excipients. Active ingredient distribution can then be visualized using optical
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microscopy, for example. W hile traditional analytical strategies are effective, they 
are labour intensive due to the extensive sam ple preparation required and the 
techniques are applied to only a very limited number o f  tablets. Raman chemical 
imaging is an effective high throughput screening tool for the analysis o f  
pharmaceutical tablet content uniformity. Analysis is performed without sample 
preparation, and characterization o f  tablets in situ is feasible, even in manufacturing 
environments as a quality monitoring tool. Similarly micro-Raman spectroscopy can 
be used to detect the contaminants in integrated circuits [71].
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5  M i c r o - R a m a n  s t r e s s  m e a s u r e m e n t  r e s u l t s
5 .1  S t r e s s  d i s t r i b u t i o n  in  E L O  G a N
Up to now the crystal structure, defect distribution and the effects o f  process 
steps on the crystal structure o f  the ELO GaN have been studied extensively [1-4]. 
Unfortunately, relatively little research has been carried out on the stress distribution 
in ELO GaN epilayers [5-6], despite the fact that stress has important effects on the 
performance and reliability o f  devices [7]. The aim o f  this work was to study the 
stress distribution in the ELO GaN layers on sapphire by  the use o f  the micro-Raman 
spectroscopy technique.
Each spectrum in this study was obtained w ith 3 accumulation times to 
improve signal-to noise ratios. The GaN E2 (high, it will be simply referred to as E2 
later) Ram an peak positions presented in this paper were obtained from the original 
experimental spectrum with a Gauss/Lorentz fitting function using the software 
provided by  the equipm ent manufacturer.
5.1.1 ELO G aN  s tr e s s  m e a su re m e n t re su lts  an d  d iscu ss io n
Fig. 5.1 shows a typical two dimensional GaN E2 Ram an peak position 
mapping o f  the sample in a rectangular area o f  36.1 x 20 pm  from region c (i.e. fill 
factor: 0.571, refer to Section 3.2.5) o f  the ELO GaN epilayer. This m apping was 
abstracted from m ore than 7000 original GaN Raman spectra measured in this area. 
The X  axis o f  Fig. 5.1 is set perpendicular to the Si02 stripe direction, and the Y  axis 
is parallel to the Si02 stripe direction. It can be seen from Fig. 5.1 that the GaN E2 
Raman peak position shift in  this ELO GaN sample exhibits a regular wave-like 
shape, w hich m eans the stress in the ELO GaN changes regularly in accordance with 
the periodicity o f  the structure along the X  axis. The wave-like valleys (i.e. lower 
stress region) are usually located over m idpoints o f  the Si0 2  stripes (i.e. at the 
regions o f  adjacent w ing coalescence, which are indicated with arrows in Fig. 5.1), 
and the w ave-like peaks (i.e. higher stress region) are usually located at the window 
positions. Each spectrum from the measured region exhibits a GaN E2 Raman peak 
higher than 568 cm '1. This indicates that the ELO GaN epilayer is under a
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F igure  5.1 GaN E2 Ram an peak mapping o f  the ELO GaN epilayer in region c 
obtained with micro-Raman spectroscopy. The regions where the ELO wings 
coalesce are indicated by the arrows.
compressive stress [8-9], as is expected from the difference o f  thermal expansion 
coefficients o f  GaN and the underlying sapphire substrate. The statistical average 
GaN E2 Raman peak position o f this region is 569.89 cm '1, so an average biaxial 
compressive stress o f  450 M Pa exists in the epilayer (calculated using equation
(4.18)).
Fig. 5.2 shows a typical stress distribution measured along the X axis. The 
w indow and coalesced regions are also indicated in Fig. 5.2. The wave-shaped stress 
distribution along the X direction is very clear. The GaN E 2 Ram an peak at the 
coalesced regions usually shifts to a value about 0.25 cm '1 lower than the average 
position for this sample. This implies the existence o f  a lower compressive stress by 
about 60 M Pa at the coalesced region compared to the average stress in the ELO 
GaN epilayer. An average compressive stress difference o f  about 120 M Pa between 
the window and coalesced regions exists in the studied samples.
Holtz et al. [ 10] found that the epitaxial lateral overgrown region showed a 
slightly lower com pressive stress compared to the window region. In their research
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F igure  5.2 GaN E2 Ram an peak shift and compressive stress distribution along the 
line perpendicular to the S i0 2 m ask stripe direction in region c. The cross sectional 
view o f  the ELO GaN epilayer is schematically shown at the bottom  o f the diagram. 
Voids at the coalesced regions, i.e. at the midpoints o f  the S i0 2 m ask stripes, are 
schematically indicated with the black short bars.
isolated hexagonal GaN islands were grown by selective area overgrowth. The 
compressive stress in the overgrown region relaxed because o f  the free overgrown 
edge. The situation for our sample is different, as continuous ELO GaN epilayer was 
formed. However voids usually exist in the two coalesced w ing regions [1, 11], and 
they are close to the m ask surface at the front where two adjacent wings merge.
These voids are generated due to the limited flow o f  reactants along the side walls o f 
merging layers. M oreover, it has been shown that the creation o f  voids is easier if  
two merging wings are tilted in opposite directions [1, 12-13].
As indicated in Section 3.2.6, white beam synchrotron X -ray topography 
measurements o f  the sample indicated that the crystal planes o f  the overgrown wings 
tilted relative to the crystal planes in the window regions [2-3], Thus, generation o f 
voids at the coalescence fronts cannot be avoided in our sample. It is quite possible 
that the lower regions o f  the ELO GaN epilayer in this sample are actually partially 
separated from each other at the coalesced areas by these voids, despite the fact that a
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continuous ELO GaN epilayer is formed at the upper part. Similar to the result o f 
H oltz et al [10], in the area around the voids, i.e. the coalesced wing regions, the 
compressive stress o f  the epilayer will be partially relaxed. Consequently, a lower 
compressive stress in the coalesced regions was observed in  our sample. Finite 
element analysis by B enyoucef et al. [14] showed that the compressive stress relaxed 
faster in the wing area compared to the window region. Their micro-Raman stress 
measurement result in  M OVPE grown ELO GaN on sapphire substrate confirmed 
this trend [6, 14]. In agreement with the data shown in Fig. 5.1 and Fig. 5.2, they 
have found a m axim um  o f  stress located in the GaN grown vertically from the 
seeding window and significant stress relaxation in the w ing areas. Similar behaviour 
has been also found in thick ELO GaN layers grown on sapphire by  hydride vapour 
phase epitaxy [15-16].
Occasionally a small compressive stress increase is observed near the 
coalescence front for adjacent wings as indicated w ith arrows in Fig. 5.2. A  similar 
finding was reported in  [6, 14] and the presence o f  voids at the coalescence region 
was again thought as the local source o f  this increased compressive stress. It has been 
shown by finite element analysis that com pressive stress arises in GaN on sapphire 
ELO structures close to the tip o f  the void at the coalescence boundary [14]. 
Therefore, it is reasonable to attribute the local com pressive stress increase at the 
m idpoints o f  the S i0 2 stripes (Fig. 5.2) to void induced stress. It is im portant to point 
out here that the m agnitude o f  stress generated b y  the voids has been found to 
increase w ith their size [14], The wing tilt and size o f  void at the seam lines is 
unlikely to be identical across the entire ELO GaN sample. M ost probably, the 
appearance o f areas w ith a local increase o f  com pressive stress on the micro-Raman 
map in Fig. 5.1 is consistent w ith a void distribution that differs from region to 
region. I f  the voids are too small the stress they induce is below the sensitivity o f  our 
measurements and they are not visible on the map.
5 .1 .2  E ffects o f th e  Epitaxial Lateral O vergrow th  on  th e  G aN  ep ilay e r s t re s s
Fig. 5.3 shows the typical GaN E2 Raman peak position m apping in region b 
(i.e. fill factor: 0.5) similar to Fig. 5.1. Also, the one dimensional GaN E2 Raman 
peak position shift along the X  axis is shown in Fig. 5.4. The length o f  this scanned
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Figure 5.3 GaN E2 Raman peak mapping of the ELO GaN epilayer in region b 
obtained with micro-Raman spectroscopy. The regions where the ELO wings 
coalesce are indicated by the arrows.
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Figure 5.4 GaN E2 Raman peak position shift and stress distribution of the ELO 
GaN epilayer along the line perpendicular to the Si02 stripes (X axis) in region b. 
The cross sectional view of the ELO GaN epilayer is schematically shown at the 
bottom of the diagram. Voids at the coalesced regions, i.e. at the midpoints of the 
Si02 mask stripes, are schematically indicated with the black short bars.
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line for Fig. 5.4 was 31 |im and it consists of 310 individual spectra along this line 
scan. The window and the coalesced regions of the ELO GaN epilayer are also 
indicated in Fig. 5.4. Again both Fig. 5.3 and Fig. 5.4 indicate the wavy stress 
distribution in region b, but in this region, the measured average GaN E2 Raman peak 
position across the scanned area is 569.93 cm'1. The average compressive stress in 
this ELO GaN epilayer is calculated to be 460 MPa, which is very close to the 
average stress in region c, 450 MPa. The stress difference between the coalesced 
regions and the window regions is also similar to that in region c, being about 120 
MPa.
For comparison, the average compressive stress in the Non-ELO GaN epilayer,
i.e. region a, of the sample is measured to be about 350 MPa. The wavy stress 
distribution does not appear in this region. A GaN E2 Raman peak mapping at the 
boundary area of region a and region b is shown in Fig. 5.5. Wavy stress 
distributions only appear in the ELO epilayer region. This clearly shows that the
Figure 5.5 GaN E2 Raman peak mapping at the boundary area of region a (upper 
part of this mapping, non-ELO epilayer) and region b (lower part, ELO epilayer with 
a fill factor of 0.5).
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presence o f  the SiC>2 m ask in our ELO process increases the residual compressive 
stress in the GaN epilayer. There are m any possible reasons for this, such as the 
thermal expansion coefficients o f  materials, moisture level and the deposition 
technique o f  the film, dislocation density, etc. can affect the stress o f  the epilayer.
5 .1 .3  C orrela tion  b e tw ee n  th e  m icro -R am an  s tr e s s  m e a su re m e n t and  X-ray 
to p o g rap h y  resu lts
Discussions about the “fuzzy” lattice misorientational features in the ELO GaN 
topograph in Section 3.2.6 are based on the assumption that the interplanar spacing, 
d hkl, o f  the lattice planes remains unchanged or is small enough in the studied 
sample. According to equations (3.9) and (3.10), the “fuzzy” feature in the 
topographs (as shown in Figs. 3.11-3.13) and the two side peaks in the X-ray rocking 
curves (Fig. 3.14) can also be caused in  principle by  an interplanar spacing change as 
a result o f  the stress which exists in the ELO GaN epilayer. In this case, as the side 
peaks appear on both sides o f  the norm al peak in the rocking curves, or for the 
topographs, the “fuzzy” feature appears above and below the normal GaN topograph 
position at the same tim e (see Figs. 3.11 and 3.13. For the large area topographs, 
only the lower fuzzy feature is shown in  Fig. 3.12 due to the lim itation o f  the 
m inim um  im age magnification o f  the CCD camera used in this study). Thus the 
interplanar spacing o f  the reflecting GaN crystal planes increases in some parts o f  the 
sample, and decreases in other parts o f the same sample, i.e. both tensile and 
compressive stress are expected to exist in the GaN epilayer. As pointed out 
previously, the m icro-Ram an spectroscopy stress measurement results showed [17] 
that a compressive stress with the value o f  about 450~460 M Pa exists in the epilayer 
in the ELO GaN epilayer. Despite the w avy stress field was observed in this study, 
no tensile stress was detected in  this sample.
The 488 nm Ar+ laser light source was used as the exciting source for the (J.RS 
m easurem ent for this ELO GaN sample. The penetration depth o f  the light in GaN is 
m ore than 2 f jrn  [18], which is almost equal to the ELO GaN layer thickness, thus the 
average stress inform ation over the whole thickness o f  the ELO GaN epilayer is 
obtained with the pRS technique. The topographs and rocking curves also show the 
overall epilayer structures along the whole thickness o f  the sample, and consequently
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it is reasonable to conclude that the “fuzzy” features in the topographs and the side 
peaks of the rocking curves shown previously are caused by the GaN crystal 
misorientation rather than the epilayer stress.
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5.2 S tre s s  in th e  Sii.xG ex virtual s u b s tra te  and  th e  d ev ice  c a p  layer
5.2.1 S ign ificance  of S i^ G e x  virtual s u b s tra te  an d  th e  s tra in ed  Si dev ice  layer
Epitaxially grown lattice mismatched heterostructures are increasingly used for 
both microelectronic and optoelectronic applications. Silicon-germanium (Si-Ge) 
epitaxial heterostructures are becoming increasingly important for high frequency 
microelectronics applications. One option under serious consideration is that of using 
relaxed SiGe buffer layers, i.e. Si-Ge virtual substrates. They are compositionally 
graded layers, either linearly graded layers or stepped graded layers, designed to 
accommodate the lattice mismatch between the underlying Si substrate and the 
overlying active epilayers(s).
Since Si and Ge are completely miscible over the whole composition range, 
crystal properties such as bandgap and lattice constant can be varied continuously.
For the Sii.xGex alloys, Vegard’s law is a reasonable approximation [19], the lattice 
parameter a Sj] Ge of relaxed Si].xGex varies linearly with the Ge concentration, and
can be expressed as [20]:
{ X S i i_ x G e x  ~  0 -  _  X ) a S i  X a G e  ( 5 - 1 )
where a Si and a Ge are lattice parameters for crystal silicon and germanium 
respectively, x is the germanium concentration in the alloy, whose value lies in the 
range 0%< x <100%. Thus the lattice parameter of Sii.xGex can be adjusted by 
alternating the germanium concentration in the alloy. This is lattice constant 
engineering for unstrained layer overgrowth.
Some devices require a virtual substrate with a defined lattice constant for 
unstrained layer overgrowth. For example, the integration of GaAs-based epitaxial 
devices with Si technology can be possible via a Sii.xGex virtual substrate graded to 
pure Ge, as the lattice constants of Ge and GaAs have very close values [21].
Many other devices call for a virtual substrate with an adjustable lattice 
constant in order to provide the appropriate strain required to achieve specific 
properties, such as high speed, etc. By engineering the lattice mismatch between the 
Si]_xGex layer and the Si substrate, as well as the lattice mismatch between individual 
Sii-xGex layers of different compositions, a multitude of new electronic properties 
and advanced devices based on bandgap and strain engineering have been enabled. 
For example, when thin, fully strained, Si is grown over the relaxed Sii_xGex capping
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layer, the electron and hole mobility o f  Si improves because o f  the effective mass 
reduction and/or the band structure m odification by  the in-plane tensile strain [22- 
23]. This structure enables improvements in circuit speeds at low er prices than HI­
V ’s used so far, and at high levels o f  integration, and have led to increased interest in 
silicon-based heterojunction field effect transistors using conventional Si-processing 
technology [24]. However if  the strain in  the device layers relaxes through the 
introduction o f  misfit dislocations, the carrier m obility o f  the resulting devices will 
decrease due to the strain loss [22] and scattering effects by the m isfit dislocations 
[22-23, 25], In addition, the leakage currents o f  the devices w ill also increase by  the 
introduction o f  m isfit and threading dislocations in the device layer [23, 26]. Thus it 
is im portant to preserve the strain regim e and epilayer quality in the Si device layers.
V irtual substrates can also be used to confine holes in Ge and SiGe layers 
under biaxial compression [21].
Simulation results indicate that devices incorporating Si and SiGe layers grown 
on Sii.xGix virtual substrates offer notew orthy advantages in perform ance [27]. They 
are used for high electron m obility transistors, m etal-oxide-sem iconductor field 
effect transistors and for the integration o f  III-V devices on Si [28-29].
High quality strain-relaxed Sii_xGex virtual substrates assist in the prevention o f 
the development o f  misfit and threading dislocations in  the overlying 
heterostructures which can im pact adversely on the active device regions. They offer 
a new degree o f  freedom in strain and bandstructure engineering for devices via 
lattice mism atched templates for strained layer overgrowth.
As the lattice constant o f  Ge is 4.2% larger than that o f  Si [20], a strain relaxed 
SiGe buffer layer can only be achieved with the creation o f  m isfit dislocations, and 
some o f  these m isfit dislocations w ill penetrate towards the sample surface as 
threading dislocations [27]. The high threading dislocation densities in the relaxed 
Si].xGex virtual substrates m ay be avoided by using a series o f  interfaces with low 
mism atch and increasing the Ge concentration in steps, or linearly w ith a relatively 
high growth temperature [24, 30]. Since the gradual increase o f  the lattice mismatch 
in the virtual substrate induces a m isfit dislocation network distributed over the range 
o f  compositional grading, rather than being concentrated at the interface with the Si 
substrate, the threading dislocation density is reduced by  three orders o f  magnitude. 
Typically, the threading dislocation densities drop from 108- l O10 cm’2 for uniform 
SiGe layers on Si substrate to 10 -10 cm ' for virtual substrates [23-24]. However
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high growth temperatures for the virtual substrate, which can lead to 3D growth and 
can result in a rough surface m orphology [24], and which m ay affect lithography 
steps in subsequent device processing, are desired for a low threading dislocation 
density. M aterial scientists are trying to optimise the virtual substrate process to 
reduce this threading dislocation density to obtain high quality Sii_xGex virtual 
substrates [21].
Research has shown that an incom plete strain relaxation in the underlying Sii_ 
xGex virtual substartes would induce strain relaxation in the Si device layers [23]. 
Thus, the ability to m onitor the strain (stress) state o f  the Si device layer(s) and the 
underlying Sii_xGex virtual substrate is essential for the development o f  Si - Sii_xGex 
heterostructures and related devices.
As indicated in Section 3.2, besides micro-Raman spectroscopy [5, 17], high 
resolution X -ray diffraction [24, 31-33] and TEM  [34-37] methods can also be used 
for the stress characterization. In some studies, the selective etching method was 
used as an indirect m ethod to infer the fully strained state o f the Si channel [22] via 
the absence o f  m isfit dislocations at the interface. However this method is destructive 
for the studied sample and provides only indirect evidence o f  the stress.
In this study, the high resolution m icro-Ram an spectroscopy method was used 
to study the stress both in  the Si device layer(s) and the underlying Si].xGex layers[5].
5 .2 .2  Sii-xG e x virtual s u b s tra te  an d  th e  overlying Si d ev ice  layer s tru c tu re  and  
p rep a ra tio n
The analysed heterostructure was grown using low pressure chemical vapour 
deposition (LPCVD) in the University o f  Southampton, U.K. The LPCVD system 
used is o f  the cold-wall type (using w ater for cooling), thus producing the least 
amount o f  chamber coating. The sample substrates are heated by  a 300 mm diameter 
graphite m eander m ounted on the top flange o f  the chamber. In order to minimise 
possible carbon contamination during growth, every new heating element is coated 
with silicon at high temperature before any device layers are grown. During growth, 
the substrates are continuously rotated in order to ensure uniformity. Epitaxial 
growth can be carried out in  the temperature range from 1000°C down to less than 
700°C. The sample studied in this study was grown at 750 °C. The LPCVD system 
for growing this sample uses gaseous sources, which can be replenished without
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needing to disturb the vacuum in the growth chamber. The lowest base pressure in 
this LPCVD machine is 10"3 Torr. The LPCVD technique used provides control over 
both the growth pressure and the source gas flow, thus enabling additional control 
over the growth rates. The growth pressure values can be varied between 0.03 -1  
Torr and the heterostructures for this study w ere grown at 0.5 Torr.
The growth sequence for this SiGe virtual substrate-based heterostructures is as 
follows:
- Ex-situ chemical clean (standard RCA), which leaves the wafers oxide 
terminated;
- V ery b rie f dip in dilute HF:H20 (1:100), which thins the ‘R C A ’ oxide, thus 
allowing its reliable desorption at lower temperatures;
Load w afer into the growth chamber through the load lock;
Purge the chamber w ith hydrogen, at 900 °C, to therm ally desorb the ‘R C A ’ 
oxide that covers the wafer surface;
LPCVD o f  the SiGe heterostructures using as gaseous sources: silane (SilLt) and 
germane (GelLi); for the dopants: diborane (B2H 6) for p-type, and phosphine 
(PH3) for n-type; and as carrier gas, hydrogen;
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F igure  5.5 Schematic of the sample structure.
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- Purge the growth chamber w ith hydrogen again at the end o f  the process, before 
transferring the w afer to the load lock;
- Unload the w afer ready to be analysed and further processed.
M ore details about the sample preparation can be found in reference [21]. The 
sample structures are shown in Fig. 5.5. Both a 488 nm  wavelength visible Ar+ laser 
and a 325 nm  HeCd UV laser were used as excitation sources for the measurements, 
which were perform ed at room temperature [5].
5 .2 .3  S tre s s  in th e  d ev ice  layers  an d  th e  underly ing S ii.xG e x virtual su b s tra te
Fig. 5.6 is a typical Raman spectrum obtained from the sample w ith the 488 nm 
Ar+ laser source. The standard strain free Si Ram an spectrum w ith the 488 nm  Ar+
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F igure  5.6 Typical Ram an spectrum o f the sample w ith the 488 nm Ar+ laser. Dots 
are experimental results and solid line is software fitted curve with a Gauss/Lorentz 
function.
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laser source is included in the inset o f  Fig. 5.6. Software fitting o f  the spectrum with 
the Gauss/Lorentz function indicates a strong peak located -500 .7  cm '1, plus one 
weak peak located at — 510.7 cm"1 in the measured spectrum.
The penetration depth dp o f  the laser in the m easured sample is estimated 
according to (4.28). The calculated penetration depths for the 488 nm laser light in Si 
and Ge crystals are listed in Table 5.1. For Sii.xGex, the penetration depth depends on 
the composition and lies between those o f  Si and Ge. It can be estimated with the 
following equation [18]:
dp-SiGe —(l-x)dp-Si +xdp-Gc (5*2)
For the 488 nm  laser light, its penetration depth in  Sio.7oGeo.3o is estimated to be 
396 nm. Considering the penetration depth o f  the 488 nm laser light in  different 
materials and the sample structure as indicated in Fig. 5.5, it can be concluded that 
the strong Raman peak at -500 .7  cm '1 in Fig. 5.6 is the Si-Si phonon mode o f  the 
Sio.7oGeo.3o capping layer. The weak Raman peak at -510 .7  cm '1 is the Si Raman 
signal o f  the Si cap and channel layers, which is supported by the U V  laser micro- 
Raman m easurem ent results, and will be explained later. As the penetration depth for 
the 488 nm  laser light is m uch larger than the thickness o f  the top Si device layers, 
the Si Raman signal from these layers constitutes only a small part o f  the whole 
Raman signal presented in Fig. 5.6.
For Sii-xGex alloys, the Si-Si phonon m ode peak position depends both on the 
alloy com position and strain o f  the epilayer [18, 38-39], The Ge content causes the 
Si-Si phonon m ode peak position to shift from the strain free Si Raman peak position 
(Aoosi-sO- For relaxed Sii_xGex alloys it is reported to be Aa>si-si= -6 8 x  [18]; AcoSi-si=
T able 5.1 A bsorption coefficient (a )  and penetration depth (dp) in crystalline Si and 
Ge for 325 nm  and 488 nm  laser excitation sources
Crystal sample Laser wavelength 
(nm)
Laser energy 
(eV )
10'3a
(cm '1)
dP
(nm)
Si 325 3.81 1235.18 9
488 2.54 20.61 558
Ge 325 3.81 1159.28 10
488 2.54 605.94 19
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-69x  [38] or AwSi-si- - 7 Ox [39], This means that a higher Ge content induces a 
downward shift o f  the Si-Si phonon mode peak position in Sii_xGex alloys. In 
contrast, a compressive strain in the Sii-xGex epilayer increases the Si-Si phonon 
mode peak position [18], i.e. decreases the m easured A©si-si value. In this study the 
Si-Si phonon m ode peak position shift o f  the Sio.7oGeo.3o cap layer relative to the 
strain-free Si Ram an peak position is 21.32 cm '1, which is the average result o f  more 
than 400 spectra obtained for an area scan w ith the 488 nm  wavelength laser. This 
value is very close to the expected Si-Si phonon m ode peak position shift for a 
relaxed Sio.70Ge0.30 epilayer using the relation: Acosi-si= -7 0 x  [39]. Thus, it is 
reasonable to conclude that the Si0.70Ge0.30 virtual substrate capping layer and the Sii- 
xGex virtual substrate are fully relaxed.
Fig. 5.7 is a typical Ram an spectrum obtained from the sample w ith the 325 nm 
UV laser excitation. A  sharp Raman peak at -510 .9  cm ’1 is observed in this 
spectrum. A  corresponding strain free Si Ram an spectrum is also included in the 
inset o f  Fig. 5.7. The calculated penetration depths for the 325 nm  laser light in Si
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Figure 5.7 Typical Ram an spectrum o f the sample w ith the 325 nm  UV laser. The 
Raman peak position is fitted with a Gauss/Lorentz function.
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and Ge crystals are also listed in Table 5.1. Table 5.1 shows that the penetration 
depth o f  325 nm  w avelength light in Si is estimated to be 9 nm, which means that 
only the top surface o f  the sample contributes to the U V  laser Ram an signal, i.e. most 
o f  the Ram an signal in Fig. 5.7 comes from the top Si cap layer. Thus, only the Si 
Raman signal from the Si cap layer was detected. The m easured Si Raman peak 
position at -510 .9  cm '1 supports our previous assertion that the weak peak at -510 .7  
cm '1 in Fig. 5.6 is the Si Raman signal from the top Si device layers. The Si Raman 
peak position o f  the top Si cap layer shifts to a m uch lower position w hen compared 
to that o f  the strain free Si sample, which is usually located around 520 cm '1 as 
indicated in the inset o f  Fig. 5.7. This large downward shift o f  the Si Ram an peak 
position, Acosiuv w ith the UV laser (or Acosi w ith the visible laser), o f  the device cap 
layer indicates an extremely high tensile stress in this layer. The average Acosiuv 
value obtained in the line scan, which is com posed o f  30 spectra, in this study is 9.53 
cm '1. This average AooSi value obtained w ith the 488 nm  laser data in the 
aforementioned area scan is 9.70 cm '1, also very close to the UV laser result. By 
applying the relationship between the UV Si Ram an peak position shift Acosiuv and 
the in-plane biaxial stress a xx and a yy [7], which is expressed in (4.17), the tensile 
stress in the Si cap layer is estimated to 2.38 GPa.
As seen from Fig. 5.5, the device layers are m uch thinner than the Si substrate. 
In the case o f  a fully strained Si cap layer, the tensile stress Gf in the Si cap can be 
estimated w ith the following equation [40]:
Cf=Yf m /(l-v) (5.3)
where Yf is the film Y oung’s modulus, m is the m isfit between the film and the 
substrate lattice param eters and v is Poisson’s ratio o f  the film. As the Si0.70Ge0.30 
virtual substrate capping layer is fully relaxed, its lattice param eter (not the 
param eter o f  Si) should be used in the m isfit calculation. The lattice parameters o f  Si 
and Ge are 0.543089 nm  and 0.565754 nm  respectively [41]. The lattice param eter 
for the fully relaxed Si0.70Ge0.30 virtual substrate capping layer is estimated to be
0.549889 nm  according to V egard’s Law. So the m isfit between the Si cap layer and 
the substrate is about 1.25%. The Y oung’s modulus and Poisson’s ratio for the Si 
crystal are 130.2 GPa and 0.28, respectively [42]. Thus the tensile stress for a fully 
strained Si cap layer is estimated to be 2.26GPa, which is very close to the tensile
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stress in this layer measured in this study. This suggests strongly that the Si cap layer 
in the studied sample is folly strained.
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6  C o n c l u s i o n
In this study, non-destructive white beam synchrotron X-ray topography and 
high resolution m icro-Raman spectroscopy (fiRS) are used to characterize three types 
o f  crystal materials, i.e. sapphire, epitaxial lateral overgrowth (ELO) o f  GaN over a 
sapphire substrate and Si/SiGe on Sii_xGex virtual substrates. For the X-ray 
topography technique, both transm ission and back reflection methods in either large 
area or section modes are employed; for the high resolution micro-Raman 
spectroscopy, two laser sources (488 nm  Ar+ blue laser and a 325 nm  HeCd UV 
laser) are used. Information about the general w afer quality, Burgers vectors o f 
dislocations, crystal misorientation in the ELO GaN epilayer and the stress in the Sii. 
xGex virtual substrate and the overlying Si device layers, etc. are obtained in this 
study. The conclusions for each kind o f  material are listed as follows:
(1) SAPPHIRE W AFERS:
Overall, the sapphire wafers measured in this study are o f  good quality. 
D iscrete dislocation lines have been discerned in all samples, which implies that the 
dislocation density in the wafer is below 105 cm '2 or thereabouts.
Sapphire wafers grown with the HEM m ethod have fewer dislocations 
compared with the sapphire wafers grown with the M CM  method. In some regions o f 
the HEM EX samples, no dislocations were detected. For a typical M CM  wafer the 
dislocation density near the centre was found to be higher than that near the edge. 
The highest dislocation density is about 9 .0x l04cm '2.
The Burgers vectors for dislocations in high quality (0001) HEM  sapphire 
wafers are analysed. M ost dislocations in the HEM  sapphire can be identified 
unam biguously in one exposure with the white beam  synchrotron X -ray topography 
technique. For the samples measured in this study, m ost o f  the dislocations in the 
sapphire possess Burgers vectors which belong to the two groups o f  <2 1 1 0> and 
< 1 0  1 0>. Three types o f  dislocations, i.e. screw, edge and mixed dislocations are 
found in the HEM  sapphire, but m ost are o f  mixed type.
Stacking faults represent another common defect in the sapphire wafers, they 
exist in m ost samples, even in  regions with no dislocation lines.
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Pendellosung fringes are found in m any samples even w ith numerous stacking 
faults, which indicates that the overall crystal quality is high, despite the presence o f 
these stacking faults.
The reflectivity o f  sapphire X-ray optics is affected by its quality. W ith an 
increase o f  the dislocation density, its reflectivity decreases.
(2) EPITAXIAL LATERAL OVERGROW TH OF GaN:
The low quality o f  the GaN buffer due to its high lattice m isfit to the substrate 
and tilting o f  ELO wings due to their interaction with the underlying m ask were 
simultaneously observed within a single w hite beam  synchrotron X -ray topographic 
image o f  the sample. The wing tilt was determined by measuring the length o f 
streaks observed in the section topographs. An increase o f  the GaN wing tilt with an 
increase o f  the fill factor and wing tilt asymmetry for all fill factors were found in 
this study. The W BSXT m ethod gives the maximum wing tilt in the measured 
samples and its measured results are confirmed by the X-ray rocking curve method. 
The average wing tilt reaches approxim ately 1600 arcsec measured using the X-ray 
rocking curve m ethod at a fill factor o f  0.625, but the maximum wing tilts can reach 
values as large as 2400 arcsec m easured by  SXRT when the fill factor is only 0.571. 
The crystallographic misorientation in the window region and the seed GaN was 
found to be not as serious as that in the wing region, being approximately one tenth 
o f  the w ing tilt. The sapphire substrates used for the growth o f  ELO GaN in this 
study are not relatively very high quality, the dislocation density being ~106cm '2.
A  regular two dimensional wave-like stress distribution was observed in the 
ELO GaN epilayer via m icro-Ram an spectroscopy. An average compressive stress o f 
about 450-460  M Pa was observed in the ELO GaN epilayer. The ELO GaN 
coalesced regions usually exhibit a lower compressive stress by  about 60 M Pa 
compared to the average stress in the ELO GaN epilayer. The ELO process increases 
the compressive stress in  the GaN epilayer.
(3) Si/SiGe ON THE S i|.vGe, VIRTUAL SUBSTRATE:
The Si/Sio.7oGeo.3o/Sii-xGex system measured in this study reveals a fully 
relaxed Sii_xGex virtual substrate w ith the formation o f  two perpendicular <110> 
m isfit crosshatches, w hile the top Si device layers are fully strained. Both the visible 
and UV laser m icro-Ram an spectroscopy measurements exhibit similar results. The
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tensile stress in the top Si device layers is as large as 2.4 GPa. The step grade of Ge 
combined with the LPCVD technique proved to be an effective method in making 
excellent Sii-xGex virtual substrates.
POSSIBLE FUTURE RESEARCH DIRECTIONS FOR THIS PROJECT:
Correlations between sapphire wafer quality and sapphire crystal 
manufacturing processes enable us to learn more about the origin of defects in 
sapphire crystal materials. Thus higher quality sapphire wafers can be produced. 
These efforts can be continued through cooperation with crystal manufacturers, such 
as Crystal System Inc.
For the ELO GaN epilayer, the effects of different mask materials and process 
parameters, such as temperature, pressure, etc. on the wing tilts require further study 
to improve the epilayer quality.
The critical thickness measurement for the Si device layers over Sii-xGex 
virtual substrates with the (jRS is an interesting and useful area; correlations between 
the stress relaxation and different process parameters may provide useful information 
for the development of high quality Si/Sio.7oGeo.3o/Sii-xGex materials systems.
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