This paper is concerned with classical solutions to the interaction of two arbitrary planar rarefaction waves for the self-similar Euler equations in two space dimensions. We develop the direct approach, started in Chen and Zheng (in press) [3], to the problem to recover all the properties of the solutions obtained via the hodograph transformation of Li and Zheng (2009) [14] . The direct approach, as opposed to the hodograph transformation, is straightforward and avoids the common difficulties of the hodograph transformation associated with simple waves and boundaries. The approach is made up of various characteristic decompositions of the self-similar Euler equations for the speed of sound and inclination angles of characteristics.
Introduction
We are interested in solutions to multi-dimensional compressible Euler systems. To get started we consider the two-dimensional isentropic compressible Euler system where ρ is the density, (u, v) is the velocity and p is the pressure given by p(ρ) = K ρ γ where K > 0 will be scaled to be one and γ > 1 is the gas constant (see [4] ). We provide initial data to the system such that the data is constant along any ray, starting at the origin, of the initial plane. For this type of data, we may look for solutions that depend on the self-similar variables (ξ, η) = (x/t, y/t). Solutions of this type is called pseudo-steady or self-similar. The mathematical solutions to the well-known Mach experiment of a planar shock hitting a wedge falls into this category.
The solution to the Mach experiment involves shock waves and in general is very complicated. A simpler situation is the expansion of a wedge of gas into vacuum. The gas off the tip of the wedge develops into two one-dimensional rarefaction waves; at the tip of the wedge, however, the gas is affected by both sides of the wedge, and mathematically speaking, it is the problem of interaction of two planar rarefaction waves.
One approach to the pseudo-steady Euler system, and in particular the solution of the gas expansion problem, is to utilize its similarity to the steady case. Thus, assuming that the flow is ir-rotational, then a classical hodograph transformation (see Pogodin, Suckov and Ianenko [19] ) can be used to eliminate the self-similar variables to result in a partial differential equation of second order for the speed of sound c in the velocity variables (u, v) , much like the classical hodograph transformation for the steady case. In a series of work [11, 13, 14] , a complete solution with details to the gas expansion problem was constructed via the hodograph method.
The method of hodograph transformation is a difficult procedure, let us say, since the transformation is degenerate for common waves such as the constant states and simple waves, and its inversion is needed. In order to simplify the procedure and pave a straightforward road for future study, we avoid the hodograph transformation and construct in this paper, expanding the work of Chen and Zheng [3] , various characteristic decompositions for the inclination angles of characteristics and the speed of sound directly in the self-similar plane. For the gas expansion problem, the results of [3] are valid for interaction angles close to the explicit Suchkov [22] solution (i.e., interaction half angles are between π/6 and π/2 for gas constant γ between 1 and 2). Our results cover all the interaction angles and all γ > 1 obtained in [14] . Technically, our paper uses the decomposition for the variable c -speed of sound -and the inclination angle of the pseudo-flow characteristics whereas [3] uses the decomposition of the velocity u and the inclination angles of the pseudo-wave characteristics. In addition, we find the Riemann variables, which are similar to the Riemann invariants for the steady Euler system. Using the newly found Riemann variables, we find that the estimate of higher-order derivatives in this paper are transparent.
The expansion problem is shock-free and relatively simple, yet it catches an important class of binary wave interaction. It has been an interesting problem for a long time. The problem was interpreted hydraulically as the collapse of a wedge-shaped dam containing water with a uniform initial velocity, see Levine [10] . In Suchkov [22] , a set of interesting explicit solutions were found for special interaction angles. For more related papers, see [18, 19, 11, 5] . In the context of two-dimensional Riemann problems, the expansion problem of a wedge of gas into vacuum is the interaction of two-dimensional planar rarefaction waves [25, 26] . The method developed here may apply to those problems locally and piecewise, as well as globally [15] . A quick round-up of cases that involves hyperbolic regions of non-constant continuous waves turns up these papers [1, 2, 7, 4, 6, 8, 9, 12, 20, 23, 26] , so the problem identified here has general applicability. It will play a vital role, we hope, in the construction of general pseudo-steady solutions, as seen in a parallel piece work
Here is a list of our notations: We use c = √ γ p/ρ speed of sound, i = c 2 /(γ − 1) enthalpy, ϕ pseudo-velocity potential, θ wedge half-angle and 
In addition, we use the angleθ :
, for 1 γ < 3.
(1.4)
Our paper is organized as follows. In Section 2 we describe our basic system, the inclination angles, and the characteristic forms of the system in both the inclination angle variables and the Riemann variables (ψ −β, ψ +α). A key step is (2.21). In Section 3 we present the characteristic decompositions for the state variables (u, v, c) , the inclination angle variables (α, β), and the Riemann variables. The formulas in Sections 2-3 are applied in Section 4 to resolve the gas expansion problem for interaction angles greater thanθ . Comparing with [3, 14] , our direct approach is much shorter and intuitively acceptable. Parallel to this work, the direct approach has been applied successfully in studying semihyperbolic patches of solutions for the Euler system, see M. Li and Y. Zheng [16] . One open question is the gas expansion problem for interaction angles less thanθ .
Primary system and preliminaries
Our primary system is system (1.1) in the self-similar variables (ξ, η) = (x/t, y/t):
Assuming that the flow is ir-rotational, i.e., u η = v ξ , system (2.1) can be re-written as
which is closed with (pseudo-)Bernoulli's law
We note at this point that (2.2) and (2.3) are quite different from the steady counterpart, which explains why our present study is much more involved. (In the steady case, Bernoulli's law is c
The eigenvalues of (2.2) are Then, using left-eigenvectors, we can write (2.2) in the traditional characteristic form [13] ,
(2.7)
The inclination angles variables
Following paper [14] , we use inclination angle variables (α, β) of characteristics, see notation (1.2). One can express (U , V ) in terms of (α, β) as
This was derived in detail earlier in [3, 14] , which we outline here for completeness and also for revealing the hidden choice of signs in (2.10). Start with tan α = Λ + , tan β = Λ − ; i.e.,
Taking the difference and the product of these two equations, respectively, yield
Then one solves easily
While every choice of the signs is useful, the most convenient one for our gas expansion problem is
which simplifies to the first equation of (2.8). Taking sum of equations in (2.9) we obtain 2U V = (U 2 − c
Characteristic form in terms of α, β, and c
The characteristic form of the system can be expressed in terms of α, β and c as
(2.11)
They have been derived before. Here we give a different proof. We use (2.8) to obtain
(2.14)
Plugging (2.12) and (2.13) into (2.14) and solving for∂ − c, we obtain 
We have thus derived system (2.11).
Remark 2.2.
We can express all directional derivatives of (u, v, c, α, β) in terms of∂ ± c:
(2.20)
Riemann variables and diagonalization
It is useful to notice that (2.11) can be reduced to a diagonal form,
where (2.22) and the pseudo Mach number M is related to δ as
The Riemann variables ψ − β and ψ + α correspond to the classical Riemann invariants for homogeneous systems and there is a one-to-one correspondence from (α, β) to (−β + ψ, α + ψ). In the present paper, we use this diagonal system to show the boundedness of W 2,∞ norms of solutions.
The proof of (2.21) is as follows. We rewrite the first equation of (2.11) as
collect terms that depend either on δ or β, and then integrate the term of δ to find the first equation of (2.21). The proof of the other two are similar.
Characteristic decompositions
In this section, we present various characteristic decompositions for α, β and α + β, as well as the primitive state variables. They are extensively used to construct invariant regions of solutions and establish a priori gradient estimates or higher-order derivative estimates. We first cite the commutator relation from [13] .
Proposition 3.1 (Commutator relation). For any quantity I(ξ, η), we have
We use Proposition 3.1 to establish: 
Proposition 3.2 (Normalized commutator relation). For any I(ξ, η), we havē
Proof. We apply the normalized commutator relation (3.2) for u to obtain
Recall that∂ − u = κ −1 sin α∂ − c and∂ + u = −κ −1 sin β∂ + c in (2.19). Then we havē
That is, sin α∂
We apply again the normalized commutator relation (3.2) for c,
Then we substitute (3.7) into (3.6) to yield Remark 3.5. Since u and v are related to c through (2.19), we have similar characteristic decompositions for u and v. We will not write them explicitly here.
Characteristic decompositions for inclination angles
For the inclination angles of α, β and α + β, we have characteristic decompositions that are similar to (3.3). 
Proposition 3.6. For the inclination angles α and β, we have
or∂ Then we use the same approach as above to derive the characteristic decompositions for σ . (3.14) where
Proposition 3.7. For the inclination angle
We note that a(δ) > 0 for γ 3. For 1 < γ < 3, we have this factorization: 
Other second-order derivatives
Since W 2,∞ estimates are needed later in order to obtain the existence of solutions, we establish the equations for other second order derivatives. Note that the relation between (∂ ξ , ∂ η ) and (∂ + ,∂ − ),
It suffices to discuss the derivatives in terms of (∂ + ,∂ − ) provided that α − β = 0 or π . For convenience in presentation, we denote R 1 = −β + ψ(δ) and R 2 = α + ψ(δ). Then for the Riemann variables R j , j = 1, 2, we have the following proposition.
(3.20)
In other words, second-order derivatives can be represented algebraically or through integration by lower-order ones. (The form of W depends on j and ∇

.)
Proof. The proof for R 1 and R 2 are similar, so we just present the proof for R 1 . We differentiate (2.21) to obtain∂ We continue to use (3.21) to write (3.22) in the form of (3.20).
As for∂ −∂ − R 1 , we again use the normalized commutator relation (3.2) for I =∂ − R 1 , (3.24) where P and Q are algebraic functions of (α, β, c, ∇ R 1 , ∇ R 2 ). Thus we integrate along∂ + -direction to write∂ −∂ − R 1 in the form of (3.20 
The gas expansion problem
As an application of the characteristic decompositions we provided previously, we study the problem of a wedge-shaped gas expansion. This problem is also the interaction of planar rarefaction waves.
The planar rarefaction waves
First we prepare our planar rarefaction waves. Assume that the initial data for (1.1) is
where n 2 1 + n 2 2 = 1, and ρ 1 is a constant. We shall normalize the data so that c 1 = 1. The solution of (1.1) and (4.1) takes the form, see [12] ,
2)
A wedge of gas
We place the wedge of gas symmetrically with respect to the x-axis and the sharp corner of the wedge at the origin, as in Fig. 3.1(a) . Let θ be the wedge half-angle ranging from 0 to π/2. Let l 1 and l 2 denote the two edges of the wedge. The initial density of the gas is normalized to have unit speed of sound as we have done in the previous sub-section. We consider the gas to be at rest initially. We note that the gas may be allowed to move with any constant velocity, since the coordinate system moving with the gas can reduce the moving gas to be still. The gas at the edges l 1 and l 2 expands into vacuum as planar rarefaction waves, see Fig. 3.1(b) .
The rarefaction waves R 10 , R 20 from l 1 , l 2 are expressed in (4.3) with (n 1 , n 2 ) = (sin θ, − cos θ) and (n 1 , n 2 ) = (sin θ, cos θ), respectively. These two waves begin to interact at a point P = (1/ sin θ, 0)
in the (ξ, η) plane due to the presence of the sharp corner. A wave interaction region, called the interaction region D, is formed adjacent to the planar rarefaction waves with boundaries k 1 , k 2 , where k 1 and k 2 are two characteristics from P , associated with the nonlinear eigenvalues of system (2.1), see [12, 25] . The third boundary of the wave interaction region D is the interface of gas with vacuum, connecting D and E, see Fig. 3.1(b) . In other words, the solution outside D consists of the constant state (ρ 1 , 0, 0), the vacuum, and the planar rarefaction waves R 10 and R 20 .
Gas expansion problem. Find a solution of (2.1) inside the wave interaction region D, subject to the bound-
ary values on k 1 and k 2 , which are determined continuously from the rarefaction waves R 10 and R 20 .
This problem is a Goursat-type boundary value problem for (2.1) since k 1 and k 2 are characteristics. Existence of a local solution is known, see [24, 17, 27] .
Boundary data estimates
For the boundary data ⎧ ⎨
Integrating along k 1 and noting the direction of∂ − , it is easy to deduce that 2θ θ − β 2θ s (note 
, there holds
See Fig. 4.1 . Recall thatθ is an angle that satisfies a(θ, c) = 0, see (3.18) .
Remark 4.3.
We cannot find an invariant triangle at present for 0 < θ <θ . Numerical simulations indicate an affirmative answer. For systematic treatment of invariant regions, see [21] .
Proof of Theorem 4.2. We first prove case (i). We note that Ω > 0, Now we show that Ω > 0 in the interaction region. A simple bootstrapping argument on (3.14)
shows that∂ + σ < 0 and∂ − σ > 0 inside the region c > 0. Hence we find c∂
This implies that Ω > 0 in the region c > 0. This proves that the triangle is invariant.
For case (ii), first let γ ∈ [1, 3) so that θ > θ s > 0. We show that the lower triangle is invariant, see Fig. 4.1(b) . The proof is similar to case (i). Let L denote the line α − β = 2θ s , which is below the line α − β = 0. We now consider using Eq. (3.14) to establish∂ + σ > 0 and∂ − σ < 0. We note that ∂ + α > 0 and∂ − β < 0 before the solution hits L, so α θ and β −θ , thus δ < θ and δ > θ s >θ and a(δ) > 0 for the solution before the solution hits L. In addition, there hold∂ + σ > 0 on k 2 and ∂ − σ < 0 on k 1 . A simple bootstrapping argument on Eq. (3.14) implies that∂ + σ > 0 and∂ − σ < 0 inside the region c > 0. Thus, we find c∂ 
Gradient estimates
Now we supply a priori gradient estimates on the solutions (u, v, c) or (α, β). We start from the characteristic decompositions for c, c∂
where
Note that h 2 is always positive: 
Global solutions
We are now in a position to obtain the global solution in the whole interaction region. Proof. The proof follows from the lemmas, and the fact that level curves of c are non-characteristic.
We omit the details since they are similar to those in paper [14] . This completes the proof. 2
