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1.1 Contexte industriel et méthodologique
1.1.1 Besoins et outils
Le crissement de frein est une nuisance sonore récurrente dans l’automobile. L’augmentation
des coefficients de friction et la réduction de la masse des composants du système de frein mènent
aujourd’hui à de hauts niveaux vibratoires dans les fréquences auditives, et ces problèmes de
qualité se traduisent par des pénalités économiques aux équipementiers, bien qu’il n’existe pas
de méthode robuste de conception.
Chassis Brakes International (CBI), qui est le partenaire industriel de ce projet, est spécialisé
dans la production de systèmes de frein d’entrée et de moyenne gamme pour lesquels la latitude
sur le coût des produits est très faible mais avec un niveau d’exigence sur les caractéristiques
vibratoires tout de même élevé. Les produits classiques sont les freins à tambour et les freins à
disque. CBI développe également d’autres activités comme les freins de parking automatiques
et cherche à se développer dans les freins de services électriques dont les actionneurs peuvent
également être source de nuisances sonores. Cet aspect ne sera pas abordé dans ces travaux.
La pratique industrielle pour le développement des systèmes de frein repose sur deux voies
que sont la conception numérique et la caractérisation expérimentale.
Dans certains projets de freins, la conception numérique ne va pas jusqu’au calcul vibratoire.
L’objectif des essais est alors de fournir des résultats d’analyses vibratoires aux équipes de
développement. Ces projets s’inscrivent en général dans la durée et répondent aux questions
classiques de la caractérisation vibratoire des prototypes, de la répétabilité des composants en
production et de propositions éventuelles de modifications avec le support de la simulation. Ces
projets sont également l’occasion d’évaluer la pertinence des modèles éléments finis (EF) et le
cas échéant d’aider à les améliorer à travers des processus de recalage.
Dans d’autres cas, des calculs vibratoires sont réalisés et il est souvent nécessaire de nourrir les
modèles de conception en paramètres physiques à travers des activités de corrélation calcul/essai
et de recalage. Ces phases nécessitent des itérations approfondies entre ingénieurs de calculs et
ingénieurs d’essai.
Une dernière situation est la résolution d’un phénomène crissant alors que le système de
freinage est déjà en production. Le projet s’inscrit alors dans un temps beaucoup plus court
et il est indispensable de disposer d’outils permettant une réactivité très importante vis à vis
du client, car la qualité des produits est remise en cause et des sanctions économiques lourdes
peuvent être appliquées.
Le support à la conception numérique et la résolution de crises sont les deux types de projets
classiquement traités par les équipes essais du département NVH (Noise Vibration Harshness).
La conception ayant lieu en amont, elle est bien intégrée dans les coûts ainsi que dans les délais
de projet et est perçue comme source de valeur ajoutée. En revanche, la validation expérimentale
ne peut avoir lieu qu’une fois les produits disponibles. La résolution de crise est vue comme une
source de coût, même si elle est très souvent indispensable à la proposition de correctifs. Ces
deux types de projets sont par ailleurs associés à deux échelles de temps très différentes.
Du point de vue industriel, les objectifs de la thèse sont de faire un bilan des méthodes
d’exploitation des essais utilisables pour les différentes situations évoquées plus haut, d’améliorer
les possibilités d’exploitation des essais par l’équipe simulation et de démontrer la capacité de
les mettre en œuvre dans les applications CBI.
1.1.2 Mesures vibratoires
Les mesures vibratoires réalisées chez CBI sont principalement de deux types : les mesures
avec accéléromètres et les mesures avec un laser à balayage 3D à effet Doppler (3D Scanning
Laser Doppler Vibrometer). Ces moyens de mesure présentent trois différences importantes.
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Premièrement, les mesures avec accéléromètres peuvent être effectuées simultanément lors
d’un même essai, alors que les mesures lasers sont effectuées séquentiellement, point par point.
La mesure laser nécessite donc autant de mesures que de localisations de capteurs et repose sur
l’hypothèse de répétabilité : le système doit être stable pour permettre l’agrégation des mesures
réalisées séquentiellement.
Deuxièmement, la densité du maillage de mesure est beaucoup plus faible dans le cadre
d’une mesure avec accéléromètres que dans le cadre d’une mesure laser. En effet, l’ajout de
masse qu’engendre le collage d’un accéléromètre et le nombre de voies de mesure limité restreint
le nombre de capteurs utilisables. En revanche, la mesure laser est sans contact et la limitation
dans le nombre de capteurs est liée au temps de mesure.
Enfin les accéléromètres peuvent effectuer des mesures dans des zones “cachées”, alors que
le laser ne permet de mesurer que des parties du système visibles directement ou à travers un
miroir. Il n’est par exemple pas possible de mesurer l’intérieur d’un frein à tambour en conditions
opérationnelles par une mesure laser.
Deux familles d’accéléromètres sont utilisées pour les mesures dans ce travail : les accélé-
romètres monoaxe et triaxe. Les accéléromètres sont collés sur la structure et permettent de
mesurer l’accélération dans la direction normale à la surface uniquement pour les monoaxes (il
s’agit donc d’un seul capteur) ou en 3D pour les triaxes avec deux mesures supplémentaires dans
le plan orthogonal à la normale (il s’agit donc de trois capteurs par triaxe). Les capteurs triaxes
sont fréquemment utilisés pour mesurer les déformations du système car ils permettent une vi-
sualisation 3D mais il peut être parfois plus pertinent d’utiliser un monoaxe qui, s’il est placé
dans une direction de déformation pertinente, permet de récupérer l’essentiel de l’information
avec l’utilisation d’une seule voie de mesure au lieu de 3.
La mise en place d’une mesure avec accéléromètres est souvent plus longue en raison du
temps nécessaire à l’installation et à la définition du maillage de mesure. Un système de frein
à tambour équipé d’accéléromètres permettant de mesurer l’intérieur du système (non visible
lorsque le tambour est remis en place) est présenté en figure 1.1
Figure 1.1 – Accéléromètres équipant un frein à tambour
La figure 1.2 montre le dispositif de mesure laser disponible au laboratoire NVH de CBI. La
mesure présentée est celle d’un disque de frein. Celui-ci est suspendu par des fils de pêche de
façon à limiter l’interaction avec l’environnement extérieur, le but étant de se rapprocher le plus
possible d’une configuration libre, comme dans le cas d’un calcul de modes propres numériques.
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Les trois têtes laser visent successivement tous les points du maillage de mesure visible sur la
figure 1.3 et enregistrent la réponse temporelle en vitesse à chaque impact de marteau. Le système
d’acquisition intègre toutes ces données pour fournir les réponses fréquentielles de chaque point
du maillage dans les trois directions (x y z) du repère cartésien lié à la pièce.
Figure 1.2 – Mise en place de la mesure (en haut), dispositif laser (en base à gauche), système
mesuré (disque) et marteau (en bas au centre), système d’acquisition (en bas à droite)
La figure 1.3 montre le maillage capteur de cette mesure. Celui-ci comporte 477 points, soit
1431 réponses fréquentielles. Les mesures peuvent donc être très riches, mais la qualité doit être
vérifiée. En effet, il est fréquent pour des mesures laser que certains capteurs bruités viennent
dégrader les essais et ainsi nuire à son exploitation. L’annexe A résume les problèmes de qualité
de mesure laser, principalement liés à la puissance du retour lumineux et à l’état de surface visé.
Figure 1.3 – Maillage de mesure Polytec
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1.1.3 Exploitations des mesures EMA et ODS
Les mesures par laser ou accéléromètres sont classiquement utilisées en laboratoire pour
répondre à plusieurs besoins :
— analyser la dispersion fréquentielle des modes sur plusieurs composants théoriquement
identique en sortie de chaîne de fabrication ;
— identifier les déformées modales d’un système (Experimental Modal Analysis ou EMA) ;
— mesurer la déformation d’un système en condition de crissement (Operational Deflection
Shape ou ODS).
Dans tous les cas, une attention importante doit être portée à la qualité de la mesure, qui
détermine de façon directe la qualité de son exploitation.
Les mesures réalisées en vue d’une EMA nécessitent la maîtrise de l’excitation du système,
classiquement obtenue avec des impacts marteau ou des pôts vibrants. Ces actionneurs sont équi-
pés de cellules d’efforts qui permettent de mesurer la quantité d’effort injectée dans le système.
A partir des mesures des sorties (vitesses pour le laser ou accélération pour les accéléromètres) et
des entrées (forces), il est possible à l’aide d’un algorithme d’identification d’extraire les modes
physiques du système.
Les mesures effectuées en vue d’une ODS nécessite d’être capable de reproduire en laboratoire
les phénomènes de crissement observés sur véhicules. Des bancs d’essais d’inertie permettent de
fournir la puissance d’entrainement du tambour ou du disque et de contrôler de nombreux de
paramètres lors du freinage : la pression exercée, la vitesse de rotation, le couple de freinage et
la température de la garniture. La figure 1.4 montre la mise en place d’un système de frein sur
un banc à essai, avec sur la gauche le cardan d’entrainement qui fourni la puissance et sur la
droite un système de frein à tambour équipé d’accéléromètres.
Figure 1.4 – Banc à essai avec un système de freinage complet
Ces bancs sont classiquement utilisés lors du développement d’un nouveau frein pour évaluer
ses caractéristiques vibratoires : un schéma type de freinages est appliqué et les niveaux et
fréquences de bruit sont mesurés avec, en cas de crissement, les paramètres auxquels il est
apparu.
L’utilisation de ces informations permet par la suite de cibler certains comportements cris-
sants, afin de les reproduire de façon contrôlée et permettre la mesure des déformées opération-
nelles pour analyser précisément le phénomène.
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1.1.4 Modèles éléments finis
Pour comprendre les phénomènes vibratoires et proposer des modifications, les modèles élé-
ments finis sont nécessaires. Ceux-ci sont classiquement obtenus à partir des modèles CAO
(Conception Assistée par Ordinateur). Chaque composant est maillé et les contacts entre les
pièces sont construits par l’équipe de simulation. La figure 1.5 montre le passage d’une CAO
à un composant maillé ainsi qu’un exemple de modèle éléments finis d’un système de frein à
tambour complet.
Figure 1.5 – Modèle CAO (en haut à gauche), modèle EF maillé (en haut à droite) et modèle
EF d’un système complet de frein à tambour sans le tambour (en bas)
Les modèles sont utilisés pour des besoins très variés, par exemple chez CBI pour :
— simuler un processus d’emboutissage de composant ;
— fournir des calculs de résistance aux sollicitations mécaniques du système (contraintes
statiques ou dynamiques) ;
— aider à planifier les essais vibratoires ;
— analyser le comportement vibratoire du système ;
— proposer des orientations de modification du système.
Nous nous intéresserons dans ce travail aux aspects vibratoires.
Tout comme les mesures EMA et ODS permettent d’analyser les comportements vibratoires
au niveau du composant et du système complet, les modèles peuvent être utilisés pour calculer les
modes des composants ou les modes d’un système de frein complet en condition de freinage. Les
résultats obtenus sont beaucoup plus détaillés spatialement que les mesures, mais des questions
de prédictibilités du modèle se posent avec trois sources identifiées d’erreurs de modélisation : la
géométrie réelle des pièces, les propriétés matériau et la définition des contacts entre composants.
Avec l’augmentation des capacités informatiques, la taille des modèles devient de plus en
plus importante, permettant de s’affranchir de la problématique de mauvaise convergence liée
à une discrétisation trop grossière des composants. La difficulté est alors de s’adapter à ces
gros modèles : la moindre étude paramétrique devient rapidement très gourmande en temps et
cela est souvent une limitation dans l’exploitation complète des modèles. Le développement de
méthodes mettant en œuvre des techniques de réduction est un besoin clairement identifié.
Les résultats de calculs et d’essai peuvent être exploités individuellement, mais leurs confron-
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tations et exploitations conjointes sont souvent nécessaires à une compréhension fine.
1.1.5 Exploitation conjointe du calcul et des essais
Les équipes d’essais vibratoires et de simulation travaillent traditionnellement de façon re-
lativement indépendante, le lien étant fait quasiment exclusivement à travers les managers de
projets. Pourtant, les deux activités sont très complémentaires et une interaction plus impor-
tante serait bénéfique : les essais nécessitent une bonne compréhension du système pour mettre
en place des campagnes de mesures les plus pertinentes possibles et les incertitudes de mo-
délisation demandent une confrontation aux résultats d’essais pour évaluer la prédictivité du
modèle.
Pour permettre un dialogue simplifié et l’utilisation conjointe des résultats d’essai et simu-
lation, un outil commun est nécessaire, permettant de faire le lien de façon la plus transparente
possible entre les types de fichiers et les formalismes d’implémentation utilisés dans chacune
des équipes. Plusieurs objectifs sont établis quant aux fonctionnalités globales auxquelles devra
répondre l’outil :
— Assister la mise en place d’un essai en utilisant les modèles EF
— Evaluer la qualité de corrélation entre les essais et le calcul
— Permettre le recalage de paramètres clés du modèle en cherchant à se rapprocher des
résultats d’essai
— Utiliser le modèle pour interpoler spatialement les mesures (expansion)
1.2 Organisation et contributions de la thèse
La première utilisation des essais vibratoires est l’analyse modale expérimentale (EMA) qui,
pour des composants ou assemblages, combine mesure et identification des propriétés modales.
Le chapitre 2 se concentre sur l’identification modale. La première contribution de cette thèse
est une analyse critique des résultats d’identification avec l’introduction de critères détaillés sur
la qualité des propriétés modales.
La section 2.2 reprécise tout d’abord l’origine des hypothèses classiquement utilisés pour
l’identification modale. Après un rappel de la théorie de l’algorithme LSCF, la section 2.3 illustre
l’existence de biais générés par l’utilisation d’une minimisation linéaire sous-optimale pour ex-
traire les pôles et par la présence de modes numériques. Ces biais peuvent ensuite être diminués
par une optimisation non-linéaire présentée en section 2.4, à partir des pôles initialement iden-
tifiés.
Après l’identification des pôles et des résidus, puis leur optimisation, une exploitation directe
consiste en une analyse des propriétés modales obtenues. Cependant, la question de la qualité
de l’identification, qui n’est pas classiquement évaluée, est abordée en section 2.5 qui reprend
les résultats publiés en [1, 2].
Une analyse fine de la superposition des transferts mesurés et identifiés conduit à la définition
de quatre critères de qualité d’identification. La mise en œuvre sur un cas réel permet d’illustrer
l’efficacité de ces critères pour analyser les mesures laser, avec un grand nombre de capteurs
dont on sait qu’une partie présente des mesures très bruitées.
Le chapitre 3 aborde la corrélation calcul/essai qui est la deuxième utilisation classique des
résultats d’identification. La corrélation donne une distance entre les résultats d’identification
et de calcul EF. Cette distance peut être évaluée de plusieurs façons et la section 3.2 rappelle
les plus classiques, à savoir la comparaison entre les fréquences modales et la comparaison des
formes modales avec le critère de MAC. Pour calculer le MAC, la superposition précise du
maillage de mesure sur le modèle EF est nécessaire et un algorithme de superposition a été
développé, augmentant fortement l’efficacité et la qualité de cette étape.
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Une fois la corrélation évaluée, l’identification des sources de mauvaise corrélation est un
besoin identifié depuis longtemps. La section 3.3 commence par rappeler les outils développés
dans la littérature et précise leurs limites. La distinction des erreurs en deux sources, expérimen-
tales à travers les outils de qualité d’identification présentés en section 2.5 et numériques par
l’exploitation du critère MACCo, constitue une deuxième contribution de ce travail [1, 2].
Pour la prise en compte de l’erreur d’identification, un critère MACError est défini de façon à
créer automatiquement pour chaque mode des lots de capteurs dont l’identification est de bonne
qualité. Pour la mise en évidence des erreurs sur les formes modales issues du calcul, le critère
MACCo est optimisé de façon à réduire les temps de calculs et plusieurs stratégies d’utilisation
permettent d’identifier par mode les capteurs menant à une mauvaise corrélation.
Pour le MAC, la corrélation est définie comme une comparaison des formes au niveau des
capteurs. Une autre approche pour évaluer la précision du modèle EF est de vérifier la qua-
lité de l’équilibre dynamique du modèle pour des déformées respectant le déplacement mesuré
aux capteurs. Cette approche appartient à la classe plus globale des méthodes d’expansion qui
permettent également l’interpolation spatiale des capteurs aux DDL du modèle. La section 3.4
présente tout d’abord les méthodes d’expansion les plus classiques (sous-espace, statique et dy-
namique) avant d’introduire la méthode plus complexe MDRE (Minimum Dynamic Residual
Expansion). Cette méthode est basée sur la minimisation d’un objectif combinant une énergie
liée au non-respect de l’équilibre dynamique et une erreur de mesure. L’évaluation des erreurs
permet de mettre en évidence sur un cas industriel les sources d’erreurs liées à la mesure et celles
liées à la simulation.
Après avoir évalué la qualité de la corrélation calcul/essai et éventuellement avoir mis en
évidence certains paramètres clés sources d’erreurs de simulation, un processus de recalage [3]
de modèle doit être mise en œuvre pour améliorer la précision du modèle éléments finis. Les
procédures de recalage développées pendant cette thèse sont présentées au chapitre 4 et ont fait
l’objet de la communication [4]. Partant d’un retour d’expérience sur les paramètres les plus
influents, le protocole défini considère les étapes suivantes : recalage géométrique, recalage des
propriétés matériau et recalage des contacts entre composants. Chaque étape doit permettre
l’évaluation de la nouvelle corrélation ainsi que de la comparaison entre le modèle avant et après
recalage.
La section 4.2 présente l’influence du recalage de la géométrie au niveau du composant seul, à
travers la comparaison des comportements vibratoires entre un composant recalé en géométrie et
un composant nominal sur un modèle industriel. Le recalage des propriétés matériau est ensuite
explicité en section 4.3 et le biais engendré par la non prise en compte du recalage préalable en
géométrie est mis en évidence.
Une fois chaque composant recalé en géométrie et en propriétés matériaux, les contacts
d’assemblage restent la dernière source d’erreur identifiée. Ceux-ci sont assez classiquement
considérés dans l’industrie comme des contacts parfaits (aucun déplacement relatif entre les
surfaces sur l’ensemble du contact) ou parfois estimés à partir d’un calcul statique de mise en
pression des composants (serrage de vis, rivets...), mais l’évaluation du résultat est très rarement
réalisée. Pour permettre le recalage, le contact doit être paramétré et le modèle réduit pour que
les temps de calcul soient compatibles avec le temps industriel.
Cette étape de recalage des liaisons est une troisième contribution notable de ce travail.
La section 4.4 présente la méthode de paramétrisation. Il y est montré qu’une densité de raideur
sur l’ensemble de la surface potentielle de contact s’avère conduire aux mêmes variations de
modes qu’une évolution de surface. Par ailleurs, la méthode de réduction multi-modèle permet
à partir de 4 calculs complets d’obtenir une approximation très fidèle du modèle pour n’importe
quel paramètre de contact. Le modèle réduit ainsi obtenu est utilisé pour recaler le contact par
rapport à un essai sur un sous-assemblage industriel. Le paramétrage du contact peut également
être utilisé comme outil d’étude de sensibilité : une nouvelle contribution est une extension
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de la notion de modes de composants intégrés dans un assemblage. Leurs évolutions avec les
paramètres de contact sont analysées en section 4.5 reprenant les résultats présentés en [5].
Finalement, même si le recalage des modèles EF augmente leurs qualités, le nombre de pa-
ramètres non pleinement maîtrisés dans la modélisation ne permet pas de se passer des mesures
expérimentales des phénomènes crissants. La mesure fournit une évaluation du crissement qui
dépend de tous les paramètres non maîtrisés par la simulation, mais dont le résultat est spa-
tialement pauvre. La simulation permet de mieux appréhender la bonne manière d’exploiter
les mesures, d’enrichir spatialement ces dernières et d’évaluer l’impact de modifications poten-
tielles. La dernière contribution de cette thèse est donc la réalisation et l’analyse détaillée
d’une campagne de mesures sur un système de frein réel présentant un problème crissant [6].
Les mesures ODS des cycles de crissements sont difficiles à interpréter en particulier du fait
de fluctuations en amplitude et en fréquence. Il convient donc de comprendre le mécanisme
d’instabilité modale pour mieux les analyser. La section 5.2 propose une analyse numérique, sur
un frein simplifié, de la génération de modes complexes instables (modes présentant un amortis-
sement négatif) et met notamment en évidence qu’il s’agit principalement de l’interaction entre
deux modes réels. Les mesures du cycle limite sont analysées en section 5.3 et une transformation
dans le domaine temps-fréquence confirme que du point de vue expérimental, la variabilité du
cycle limite se situe, comme en numérique, dans un sous-espace composé majoritairement de
deux formes réelles. La question de la reproductibilité du phénomène est également analysée,
car les mesures nécessitent plusieurs lots de capteurs et une bonne reproductibilité est nécessaire
à l’agrégation des résultats.
Par ailleurs, des mesures EMA, permettant d’identifier les modes de la structure et non le
cycle limite, semblent utiles à une compréhension plus large du système. La section 5.4 analyse
les difficultés de la mise en œuvre de telles mesures.
Finalement, malgré des difficultés liées à l’agrégation des lots de mesure, le résultat obtenu
est étendu avec le modèle EF du système de freinage complet. La section 5.6 présente le résultat
de cette expansion ainsi que quelques interprétations pouvant en être tirées.
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2.1 Introduction
L’abondance de livres et articles détaillant différentes méthodes d’identification, comme par
exemple [7, 8, 9, 10], rend compte de la difficulté de synthèse des différentes pratiques dans ce
domaine. Un historique de l’évolution des techniques est proposé au chapitre 4.3 de [11] et au
chapitre 3.1.1 de [12].
La classification retenue ici, et illustrée par la figure 2.1, consiste à définir l’identification
comme un problème inverse défini par les données de référence, le choix de la paramétrisation
du modèle devant reproduire ces données et l’algorithme qui permet de choisir les différents
paramètres du modèle reproduisant les données de façon optimale.
MODELE
• Fractions rationnelles
{y(s)} = [a0]+[a1]s+...+[aN ]s
N−1
[b0]+[b1]s+...+[bN ]sN
{u(s)}
•Modèle d’état{
(sI − [A]) {x(s)} = [B] {u(s)}
{y(s)} = [C] {x(s)} + [D] {u(s)}
• Pôles/Résidus
{y(s)} =
(∑2N
k=1
{cψk}NS
{
ψT
k
b
}
NA
(s−λk)
)
{u(s)}
DONNEES
Réponses
impulsionnelles
FRF
FONCTION OBJECTIF
‖Test− Id‖
ALGORITHME
• LSCF
• LSCE
• ERA
• IDRC ...
Modes et pôles
Figure 2.1 – Principe de l’identification modale
Pour le choix des données de référence, l’essentiel des méthodes d’identification modale re-
posent sur des mesures répétées où l’utilisation de moyennes permet de réduire les niveaux de
bruits. Le plus souvent, ce sont des réponses fréquentielles et plus spécifiquement des fonctions de
transfert ou leurs transformées de Fourier inverses, les réponses impulsionnelles. En particulier,
on considéra ici l’estimateur H1 classique [7] donné par
H1(ω) = Syf (ω)Sff (ω)−1 (2.1)
où Syf est la densité interspectrale de puissance (ou Cross Power Spectrum) entre les mesures de
déplacement en sortie et les mesures de force en entrée, et Sff la densité spectrale de puissance
(ou Auto Power Spectrum) des mesures de force en entrée.
Pour le choix du modèle, les formes usuelles de paramétrisation sont :
— Les fractions rationnelles
{y(s)} = [a0] + [a1] s+ ...+ [aN ] s
N−1
b0 + b1s+ ...+ bNsN
{u(s)} (2.2)
où {u(s)}NA est le vecteur des NA entrées (Number of Actuators) dans le domaine fré-
quentiel, {y(s)} le vecteur des NS sorties (Number of Sensors), [ak]NS×NA les coefficients
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matriciels du polynôme au numérateur et bk les coefficients scalaires du polynôme au dé-
nominateur. Une autre forme appelée fraction matricielle à droite (Right Fraction Matrix)
utilise des coefficients matriciels au dénominateur [bk]NA×NA menant à
{y(s)} = [a0] + [a1] s+ ...+ [aN ] s
N−1
[b0] + [b1] s+ ...+ [bN ] sN
{u(s)} (2.3)
— Les modèles d’état {
(sI − [A]) {x(s)} = [B] {u(s)}
{y(s)} = [C] {x(s)}+ [D] {u(s)} (2.4)
où les matrices [A] [B] [C] [D] sont indépendantes du temps. [A] [B] sont les matrices de
l’équation d’état et [C] [D] les matrices de l’équation d’observation. Dans le cadre de ce
travail, les entrées {u(s)} correspondent à des efforts et les sorties {y(s)} à des vitesses
ou accélération. Mais des entrées en déplacement et des sorties en effort ou déformation
sont aussi classiques.
— Le modèle pôles/résidus
{y(s)} =
( 2N∑
k=1
[Rk]NS×NA
(s− λk)
)
{u(s)} (2.5)
où [Rk]NS×NA sont les résidus et λk les pôles (directement reliés aux coefficients du
numérateur et du dénominateur du modèle fraction polynômiale). Enfin, il est possible
de décomposer le résidu en une observabilité modale {cψk} et une commandabilité
{
ψTk b
}
(ou contrôlabilité) conduisant ainsi au modèle modal
{y(s)} =
 2N∑
k=1
{cψk}NS×1
{
ψTk b
}
1×NA
(s− λk)
 {u(s)} (2.6)
La section 2.2 reprécise les liens entre le modèle pôles/résidus (2.5) et le modèle modal (2.6)
à partir du modèle mécanique du second ordre classique. La nature des termes résiduels rajoutés
est également rappelée pour gérer au mieux la troncature modale dans le cas des vibrations où
les modes hors de la bande de fréquence ont des contributions rarement négligeables.
L’organisation des différentes étapes de l’identification et les sections de ce chapitre les abor-
dant sont montrées en figure 2.2.
Pour l’algorithme d’identification, l’objectif usuel est de trouver les paramètres p du modèle
minimisant l’erreur en sortie, définie à chaque fréquence ωf et chaque capteur c par la différence
entre fonction de transfert prédite et mesurée, soit
εc(p, ωf ) = Hc(p, ωf )−Htestc (ωf ), (2.7)
éventuellement pondérée par une information de variance de façon à satisfaire le maximum de
vraisemblance [13]. Cette fonction objectif conduisant à des algorithmes d’optimisation non-
linéaires, il est classique de décomposer la procédure d’identification en deux problèmes linéaires
sous-optimaux, correspondant aux deux étapes en bleu sur la figure 2.2.
Dans un premier temps, on cherche à identifier les pôles (et les commandabilités modales
pour certains algorithmes), à l’aide de modèles polynomiaux à coefficients matriciels (matrix
coefficient polynomial model) selon la terminologie proposée dans [10], qui cherche à unifier
les différents algorithmes classiques selon un formalisme commun. Pour ce problème, le modèle
fraction rationnelle (2.2) (ou fraction matricielle à droite (2.3) pour l’identification simultanée
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Diagramme de stabilisation
ou
Estimation bande étroite
Section 2.3
Minimisation linéaire de l’erreur
Moindres carrés
Section 2.4.1
Comparaison modèle/test
Qualité d’identification
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Ajouter modes locaux,
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Enlever modes de calculs,
etc.Optimisation des pôles
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Sections 2.4.2 et 2.4.3
Modèle pôles/résidus
ou modèle modal
Critères de qualité
d’identification
Pôles et commandabilités
Résidus et termes résiduels
Figure 2.2 – Etapes d’identification
des commandabilités modales) est le plus classiquement utilisé actuellement. Pour cette phase,
la section 2.3 détaillera l’algorithme LSCF, la construction d’un diagramme de stabilisation et
illustrera certaines de ses limitations en particulier en termes de biais.
Dans une deuxième phase, après un choix toujours plus ou moins manuel des pôles à conser-
ver, les résidus pour le modèle pôles/résidus (2.5) ou les observabilités modales pour le modèle
modal (2.6), sont estimés à partir de ces pôles par moindre carré linéaire avec la fonction objectif
d’erreur en sortie (2.7).
A l’issue de la phase d’estimation des résidus (ou observabilités modales), il est assez courant
de ne faire qu’exploiter les formes résultantes. Il est cependant important de noter que l’analyse
de la superposition des transferts mesurés et synthétisés, permet des interventions manuelles
(ajout de modes locaux, retrait de modes numériques,... ), ou des optimisations non-linéaires
utilisant l’erreur en sortie (2.7). La section 2.4 rappelle l’estimation des résidus à partir de pôles
connus et présente la méthode IDRC d’optimisation non linéaire des pôles, illustrée sur un cas
numérique.
Enfin, la dernière partie du chapitre, la section 2.5, présente une analyse fine de la super-
position des transferts mesurés et identifiés à travers la définition de quatre critères de qualité
d’identification. Des exemples d’utilisation de ces critères sont donnés à partir de mesures expé-
rimentales effectuées sur un plateau de frein à tambour.
2.2 Modes, résidus, termes résiduels
Les formes pôles/résidus (2.5) et modèle modal (2.6) étant les formes d’utilisation finale
des résultats d’analyse modale expérimentale, il est important de les analyser en détail. Cette
section reprend donc des résultats plutôt classiques, mais souvent peu détaillés, sur le lien entre
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les équations de modèles mécaniques et les formes utilisées en analyse modale expérimentale.
Partant d’un modèle mécanique amorti, la section 2.2.1 détaille le calcul des modes com-
plexes, puis la construction des modèles modaux et pôles/résidus. L’hypothèse d’amortissement
modal étant souvent considérée en calcul, la section 2.2.2 aborde les liens entre modes réels issus
d’un calcul élastique et complexes issus d’un calcul amorti.
Enfin, ces modèles seront utilisés pour identifier les modes à partir de mesures effectuées sur
une bande de fréquence limitée. L’influence des modes hors-bandes est analysée en section 2.2.3
et permet de justifier le besoin d’introduire des termes résiduels hauts et bas représentant les
contributions d’inertie et de flexibilité résiduelle.
2.2.1 Calcul de modes complexes et construction du modèle pôles/résidus
Dans le cadre de cette section, nous partons du modèle mécanique classique du second ordre
où le comportement de la structure est caractérisé par le vecteur de degrés de liberté {q(t)}
(alors que le modèle d’état utilise l’état x qui combine le déplacement q et la vitesse q̇). Ce
modèle combine les équations d’évolution et d’observation de la forme{
[M ] {q̈(t)}+ [C] {q̇(t)}+ [K] {q(t)} = [b] {u(t)}
{y(t)} = [c] {q(t)} (2.8)
avec [M ], [C] et [K] les matrices de masse, d’amortissement et de raideur, {u(t)} les entrées
(typiquement des efforts) et {y(t)} les sorties (typiquement des déplacements). L’utilisation d’un
modèle du second ordre plutôt que d’un modèle d’état est en fait très peu limitative et est en
particulier compatible avec les modèles à amortissement viscoélastique [14].
Par rapport aux écritures mécaniques classiques, il est important de noter la définition de
la matrice de contrôlabilité [b] qui définit la localisation spatiale des entrées et la matrice d’ob-
servabilité [c] qui définit la relation supposée linéaire entre degrés de libertés et sorties (ce qui
est vérifié pour les quantités usuelles : déplacements, déformations, contraintes élastiques, résul-
tantes, ...). Avec les notions d’entrée et de sortie linéairement dépendantes des DDL, la définition
du problème est rendue indépendante de la discrétisation.
Une façon de résoudre l’équation (2.8) est de réécrire le problème du second ordre de di-
mension N en un problème du premier ordre de dimension 2N (une forme plus restrictive mais
analogue au modèle d’état général présenté à l’équation (2.4)). On introduit pour cela la relation
triviale [M ] {q̇(t)} − [M ] {q̇(t)} = 0, ce qui conduit à
[
C M
M 0
]{
q̇
q̈
}
+
[
K 0
0 −M
]{
q
q̇
}
=
[
b
0
]
{u(t)}
{y(t)} = [c 0]
{
q
q̇
} (2.9)
où le lien avec le modèle d’état est [A] = −
[
C M
M 0
]−1 [
K 0
0 −M
]
, [B] =
[
C M
M 0
]−1 [
b
0
]
,
[C] = [c 0] et [D] = 0. On cherche des modes ou solutions de la forme q(t) = {Ψ} eλt et ainsi
l’état s’écrit {x(t)} =
{
q
q̇
}
=
{
Ψ
λΨ
}
eλt = {θ} eλt. De la connaissance de λk, on extrait
classiquement les paramètres modaux définis par
fk =
ωk
2π =
|λk|
2π et ζk =
−<(λk)
ωk
= −<(λk)2πfk
(2.10)
Pour faciliter l’écriture de la suite des calculs, on pose [α] =
[
D M
M 0
]
et [β] =
[
K 0
0 −M
]
.
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Résoudre la forme homogène de l’équation (2.9) mène au problème aux valeurs propres
généralisées à droite (et ses vecteurs propre [θkR]). Le problème aux valeurs propres adjointes à
gauche (et ses vecteurs propres à gauche [θkL]T ) est également dérivé{
([α]λkR + [β]) {θkR} = 0
{θkL}T ([α]λkL + [β]) = 0
. (2.11)
On cherche maintenant à montrer que les valeurs propres sont communes aux vecteurs propres
à gauche et à droite. On remarque que les vecteur propres à gauche correspondent aux vecteurs
propres à droite si l’on remplaçait les matrices [α] et [β] par leurs transposées. En appliquant
cette transformation à la deuxième équation de (2.11), il vient(
[α]T λkL + [β]T
)
{θkL} = 0. (2.12)
Les valeurs propres λkL sont solutions de
det([β]T + λkL [α]T ) = 0 (2.13)
et comme [β]T + λkL [α]T = ([β] + λkL [α])T et det(xT ) = det(x), on obtient
det([β]T + λkL [α]T ) = det([β] + λkL [α]) = 0. (2.14)
On a donc det([β] + λkL [α]) = det([β] + λkR [α]) = 0, ce qui conduit à λkL = λkR.
On reprend la première ligne de l’équation (2.11) pour une valeur propre k et la deuxième
ligne pour une valeur propre j. Multiplier la première à gauche par {θjL}T , multiplier la seconde
à droite par {θkR} et soustraire le tout donne
{θjL}T [α] (λk − λj) {θkR} = 0, (2.15)
ce qui équivaut à écrire ∀k 6= j
{θjL}T [α] {θkR} = 0. (2.16)
On obtient alors la première condition d’orthogonalité
[ΘL]T [α] [ΘR] =
[
\νk\
]
(2.17)
et on montre facilement, en introduisant cette égalité dans (2.11), la seconde condition d’ortho-
gonalité
[ΘL]T [β] [ΘR] =
[
\−νkλk\
]
. (2.18)
Le choix de la mise à l’échelle des modes est lié au choix des valeurs arbitraires de νk. Pour
faciliter l’expression du lien entre les modes complexes et les modes normaux (section 2.2.2),
cette valeur sera conservée explicitement.
Dans le domaine fréquentiel, en utilisant la variable de Laplace s = jω (ce qui est équivalent
à Fourier pour des conditions initiales nulles), l’équation (2.9) prend la forme (s [α] + [β]) {q(s)} =
[
b
0
]
{u(s)}
{y(s)} = [c 0] {q(s)}
(2.19)
qui permet d’expliciter la fonction de transfert [H(s)], qui fait le lien entre les entrées {u(s)} et
les sorties {y(s)}, sous la forme
{y(s)} = [c 0] (s [α] + [β])−1
[
b
0
]
{u(s)} = [H(s)] {u(s)} . (2.20)
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Avec en entrée des efforts et en sortie des déplacements, cette fonction de transfert est appelée
flexibilité.
En utilisant les deux conditions d’orthogonalité (2.17) et (2.18), on peut écrire
[ΘL]T (s [α] + [β]) [ΘR] =
[
\νk(s− λk)\
]
(2.21)
et en en prenant l’inverse, multiplié à gauche par [ΘR] et à droite par [ΘL]T , on obtient
(s [α] + [β])−1 = [ΘR]
[
\ 1
νk(s−λk)\
]
[ΘL]T . (2.22)
Injecter (2.22) dans (2.20) mène à
{y(s)} = [c 0] [ΘR]
[
\ 1
νk(s−λk)\
]
[ΘL]T
[
b
0
]
{u(s)} = [H(s)] {u(s)} (2.23)
On rappelle que [ΘR] et [ΘL] sont composés d’une participation en déplacement et en vitesse
[ΘR] =
[
[ΨR]
[ΨR] [Λ]
]
[ΘL]T =
[
[ΨL]
[ΨL] [Λ]
]T (2.24)
et l’écriture de (2.24) peut être simplifiée en supprimant les participations en vitesse, donnant
{y(s)} = [c] [ΨR]
[
\ 1
νk(s−λk)\
]
[ΨL]T [b] {u(s)} . (2.25)
Cette équation peut aussi s’écrire sous la forme d’une somme pour toutes les valeurs propres
λk du produit de la contrôlabilité {ΨL}Tk [b] (vecteur ligne de longueur le nombre d’entrées
décrivant la localisation des efforts) et de l’observabilité [c] {ΨR}k (vecteur colonne de longueur
le nombre de sorties décrivant la localisation des capteurs)
{y(s)} =
2N∑
k=1
[c] {ΨR}k {ΨL}
T
k [b]
νk(s− λk)
{u(s)} =
2N∑
k=1
[Rk]NS×NA
νk(s− λk)
{u(s)} = [H(s)] {u(s)} . (2.26)
Cette forme de modèle est appelé modèle pôles/résidus. Dans la suite de ce mémoire, les ob-
servabilités et contrôlabilités modales identifiées seront notées {cΨR} et
{
ΨTLb
}
(les localisations
sont intrinsèquement liées à la mesure) et celles issues du calcul [c] {ΨR} et {ΨL}T [b]. Dans la
littérature [7], le résidu identifié est souvent noté
[Rk] = {ψk} {Lk} (2.27)
où les formes modales {ψk} et les observabilités modales {cψkR} ne sont pas explicitement
différenciées et où les contrôlabilités modales
{
ψTkLb
}
sont appelées facteurs de participation
notés {Lk}. La notation utilisée ici, bien que moins classique est préférée car elle met en avant la
dualité entre les entrées et les sorties avec le rôle similaire de l’observabilité et de la contrôlabilité
par rapport aux modes physiques, indépendamment des choix de localisation des capteurs et
des excitations.
En faisant l’hypothèse supplémentaire d’un modèle à coefficients réels ([M ], [C] et [K] sont
réelles), le polynôme caractéristique det([β] + λ [α]) est à coefficients réels et les pôles sont soit
réels, soit viennent par paires conjuguées. La fonction de transfert peut alors être réécrite
[H(s)] =
N−NR∑
k=1
(
[Rk]
νk(s− λk)
+ [Rk]
ν̄k(s− λ̄k)
)
+
NR∑
kr=1
[Rkr]
νkr(s− λkr)
. (2.28)
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En présence d’amortissement faible, la base modale est souvent considérée sans la matrice
d’amortissement qui est ensuite réintroduite dans la forme modale. Les modes ainsi obtenus
sont dits normaux, et très souvent calculés pour les modèles éléments finis. Le plus souvent, ce
sont donc ces modes normaux que l’on cherchera à comparer avec les modes identifiés.
2.2.2 Hypothèse d’amortissement modal, modes réels
Les modes normaux sont définis à partir du modèle décrit à l’équation (2.8) mais sans la
matrice d’amortissement, ne conservant donc que les matrices de masse et de raideur. Ces deux
matrices vérifient également des propriétés supplémentaires : la matrice [M ] est symétrique
définie positive et la matrice [K] est symétrique semi-définie positive. Un problème aux valeurs
propres équivalent du premier ordre est ainsi directement obtenu en cherchant les solutions
au problème homogène associé sous la forme x(t) = {φk} ejωkt (soit un pôle imaginaire pur
λk = jωk)
−ω2k [M ] {φk}+ [K] {φk} = {0} . (2.29)
En prenant la transposée de l’équation (2.29), et en utilisant l’hypothèse de symétrie des
matrices [M ] et [K], on obtient que les vecteurs propres à droite correspondent aux vecteurs
propres à gauche.
En faisant l’analogie avec la section 2.2.1, les matrices [M ] et [K] jouent le rôle des matrices
[α] et [β] et les valeurs propres λk sont analogues à −ω2k. Les deux conditions d’orthogonalités
analogues aux équations (2.17) et (2.18) sont alors
[Φ]T [M ] [Φ] =
[
\µk\
]
et
[Φ]T [K] [Φ] =
[
\µkωk
2
\
]
.
(2.30)
La matrice d’amortissement peut être réintroduite ici et projetée sur la base des modes nor-
maux. Dans beaucoup d’applications, et particulièrement celles présentant des amortissements
faibles et des modes non couplés [15], l’hypothèse est faite que la matrice d’amortissement est
diagonale dans la base des modes normaux
[Φ]T [C] [Φ] =
[
\2µkζkωk\
]
, (2.31)
où le coefficient d’amortissement modal ζk est l’amortissement du pôle λk = ωk(−ζk+j
√
(1−ζ2k)).
Cette hypothèse est appelée amortissement modal. Un cas particulier d’amortissement modal
est l’amortissement de Rayleigh
[C] = α [M ] + β [K] . (2.32)
En appliquant le même raisonnement que celui menant de (2.19) à (2.26), on écrit l’équa-
tion (2.8) dans le domaine de Laplace{ [
Ms2 + Cs+K
]
{q(s)} = [b] {u(s)}
{y(s)} = [c] {q(s)} (2.33)
et on aboutit à l’écriture de la flexibilité dynamique [H(s)] sous la forme
{y(s)} = [H(s)] {u(s)} =
Nm∑
k=1
[c] {φk} {φk}T [b]
µk(s2 + 2ζkωks+ ωk2)
{u(s)} =
Nm∑
k=1
[Tk]
µk(s2 + 2ζkωks+ ωk2)
{u(s)} .
(2.34)
On peut alors essayer de mettre en relation les modes normaux et complexes. Avec les hypo-
thèses de matrices symétriques et d’amortissement faible, l’écriture sur base modale complexe
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s’écrit
[H(s)] = ∑Nk=1 ( [Rk]νk(s−λk) + [Rk]ν̄k(s−λ̄k)
)
= ∑Nk=1 (2<([Rk]/νk)s−<(λ̄[Rk]/νk)s2−(λk+λ̄k)s+λkλ̄k
)
= ∑Nk=1 (2<([Rk]/νk)s+ζkωk<([Rk]/νk)−ωk√1−ζ2k=([Rk]/νk)s2−2ζkωks+ω2k
)
.
(2.35)
La comparaison terme à terme des numérateurs entre (2.34) et (2.35) donne <
(
[Rk]
νk
)
= 0
2ζkωk<
(
[Rk]
νk
)
− 2ωk
√
1− ζ2k=
(
[Rk]
νk
)
= [Tk]µk
(2.36)
et injecter la première ligne dans la seconde aboutit au lien entre les résidus du modèle réel [Tk]µk
et les résidus du modèle complexe [Rk]νk , soit
[Tk]
µk
= 2jωk
√
1− ζ2k
[Rk]
νk
= 2j=(λ) [Rk]
νk
. (2.37)
On note ici que lorsque l’hypothèse d’amortissement proportionnel est respectée, les résidus
des modes réels [Tk]µk sont réels purs et les résidus des modes complexes
[Rk]
νk
sont imaginaires
purs.
Un choix de normalisation classique des modes normaux est la normalisation en masse :
µk = 1. Cette normalisation sera celle choisie dans toute la suite de ce mémoire. Elle est équi-
valente à une normalisation des modes complexes avec νk = 2j=(λk). Avec ces deux choix de
normalisation, chaque mode normal défini par (ωk, ζk et {φk}) est associé à deux modes com-
plexes définis par (λk, {ψk}) et (λ̄k, ¯{ψk}) avec {ψk} = ¯{ψk} = {φk}, vecteur réel pur.
Dans la suite, nous adopterons pour la normalisation des modes complexes la convention
νk = 1. La correspondance entre modes normaux et modes complexes sera donc la suivante :
chaque mode normal défini par (ωk, ζk et {φk}) est associé à deux modes complexes définis par
(λk, {ψk}) et (λ̄k, ¯{ψk}) avec {ψk} = 1√2j=(λk) {φk} vecteur monophasé incliné de -45° dans le
plan complexe.
Que ce soit pour les modes normaux ou complexes, dans le cadre d’une identification modale,
celle-ci est toujours réalisée sur une bande de fréquence bornée. La section suivante analyse
l’influence des modes hors bande sur la qualité d’identification.
2.2.3 Modèle pôles/résidus avec termes résiduels
Une analyse modale expérimentale (Experimental Modal Analysis ou EMA) est réalisée
à partir de transferts mesurés. L’échantillonnage nous impose donc toujours de travailler sur
une bande fréquentielle finie. Cependant, des modes haute fréquence au-dessus de la fréquence
maximale sont physiquement présents, mais non mesurés et non représentés par le modèle
pôles/résidus tel qu’énoncé en (2.28). De plus, dans le cadre de mesures de pièces suspendues
(au plus proche des calculs de modes libres classiquement réalisés en simulation), les 6 modes de
corps rigide correspondant au balancement du système en raison de sa suspension sont visibles
à très basse fréquence. Ceux-ci n’ont pas besoin d’être identifiés, mais leurs contributions sur la
réponse dans la bande de fréquence d’étude peuvent être non négligeables et doivent être prise
en compte.
Pour bien comprendre l’influence des modes hors de la bande d’étude, la figure 2.3 représente
une fonction de transfert comportant trois modes normaux avec amortissement modal. Les trois
modes sont représentés individuellement en pointillés et leur somme est représentée en trait
plein. Les paramètres modaux correspondant sont donnés dans la table 2.1.
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Figure 2.3 – Fonction de transfert de trois modes : tracés individuels en pointillés et somme
des trois modes en trait continu
Mode # Fréquence (Hz) Amortissement (%) Résidu (m/N)
1 1000 3 1e3
2 2500 8 5e3
3 7000 5 5e4
Table 2.1 – Paramètres modaux
La figure 2.3 montre notamment que l’influence des deux modes 1 et 3 éloigne sensiblement la
réponse autour de la fréquence du second mode de sa réponse lorsqu’il est considéré individuel-
lement. Si l’on cherche à identifier uniquement le second mode à partir d’une mesure restreinte
à une bande autour de sa fréquence de résonnance, l’identification sera biaisée en ne considérant
qu’un seul mode dans le modèle.
Pour présenter l’origine des termes résiduels, on considère tout d’abord le modèle pôles/résidus
pour trois modes :
{y(s)} =
3∑
k=1
(
[Rk]
s− λk
+
¯[Rk]
s− λ̄k
)
{u(s)} (2.38)
En nous restreignant à une bande d’étude autour du deuxième mode, on peut faire l’hypothèse
que :
|s|  |λ1| et |s|  |λ3| . (2.39)
En utilisant ces hypothèses, la contribution du premier mode peut être approchée par
[R1]
s− λ1
+
¯[R1]
s− λ̄1
= 2
< ([R1]) s−<
(
[R1] λ̄1
)
s2 −
(
λ1 + λ̄1
)
s+ λ1λ̄1
≈ 2< ([R1])
s
−
2<
(
[R1] λ̄1
)
s2
≈ [F1]
s
+ [F2]
s2
(2.40)
et celle du troisième mode par
[R3]
s− λ3
+
¯[R3]
s− λ̄3
=
< ([R3]) s−<
(
[R3] λ̄3
)
s2 −
(
λ3 + λ̄3
)
s+ λ3λ̄3
≈ −
<
(
[R3] λ̄3
)
λ3λ̄3
≈ [E] . (2.41)
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Le terme résiduel basse fréquence, aussi appelé terme résiduel d’inertie, contient une contribution
en 1/s qui est souvent négligée car dans le cas de systèmes très peu amortis, les modes attendus
sont réels et les résidus ont une partie réelle nulle : [F1] = 2<([R1]) = 0. Il est ainsi souvent
réduit à une contribution en 1/s2 uniquement. Le terme haute fréquence, aussi appelé flexibilité
résiduelle, est lui composé d’une unique contribution constante. Dans [16], un terme résiduel
composée d’une fraction rationnelle d’ordre 2 au numérateur et 2 au dénominateur (très proche
de l’introduction de deux modes en dehors de la bande d’étude) est introduit. Cela améliore
la consistance de l’identification, mais demande un processus d’optimisation pour trouver les
coefficients du dénominateur.
La figure 2.4 montre graphiquement l’approximation énoncée par les équations (2.40) et
(2.41). Dans la bande passante d’intérêt, matérialisée par les deux traits verticaux, le mode de
plus basse fréquence est approché par un terme résiduel en 1/s2 (une droite pour une représen-
tation logarithmique de l’échelle de fréquence) et le mode de plus haute fréquence par un terme
résiduel constant.
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Figure 2.4 – Termes résiduels haut et bas
On obtient ainsi la forme de l’équation (1.3) pour un mode et les deux termes résiduels hauts
et bas :
{y (s)} =
[(
[R2]
s− λ2
+
¯[R2]
s− λ̄2
)
+ [E] + [F ]
s2
]
{u (s)} (2.42)
La figure 2.5 montre l’intérêt de l’introduction des termes résiduels dans le modèle d’identi-
fication. A gauche, le modèle sans termes résiduels (en pointillés) ne représente pas fidèlement
l’évolution avec la fréquence de la fonction de transfert mesurée (trait plein) : l’identification
cherchera à optimiser les paramètres modaux pour minimiser l’écart avec la mesure et le résul-
tat sera biaisé. En revanche, à droite de la figure 2.5, on observe clairement que dans la bande
de travail, le modèle utilisé (second mode plus termes résiduels) est très proche de la solution
exacte : l’introduction des termes résiduels minimise le biais d’identification sur les modes dans
la bande de fréquence d’intérêt.
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Figure 2.5 – Comparaison entre modèle sans terme résiduel (gauche) et modèle avec termes
résiduels (droite) : les modèles sont représentés en pointillé et la mesure en trait continu
On précise ici que les termes résiduels ont été écrits pour une fonction de transfert en dépla-
cement/force. Il faut, en fonction du type de mesure, adapter ces termes : [E] s + [F ]s pour une
mesure vitesse/force et [E] s2 + [F ] pour une mesure accélération/force.
Le modèle fraction polynômiale, présenté à l’équation (2.2), peut être directement relié au
modèle pôles/résidus de l’équation (2.5). Cependant, cette forme ne permet pas d’expliciter
simplement les termes résiduels. Pour compenser ce problème, on augmente l’ordre du modèle, ce
qui engendre l’apparition d’un certain nombre de modes numériques. Si le biais qu’engendrerait
une absence de termes résiduels est corrigé, il ne l’est pas de façon maitrisée. De plus, cela
demande par la suite d’être capable de discerner les modes physiques des modes numériques.
2.3 Algorithmes d’identification modale
L’algorithme d’identification le plus classiquement utilisé dans l’industrie, commercialisé sous
le nom Polymax, correspond à l’algorithme p-LSCF [17] (polyreference-Least Square Complex
Frequency). Il est basé sur le modèle fraction matricielle présenté en équation (2.3) mais les
polynômes sont exprimés sur une base différente de celle de la transformée de Laplace. Pour
saisir l’essentiel des principes de cet algorithme, l’algorithme LSCF, qui est basé sur le modèle
de l’équation (2.2) et ne prend pas entre compte les entrées multiples, est présenté en section 2.3.1
Pour exploiter l’algorithme LSCF, un outil classique est le diagramme de stabilisation. Pour
des raisons explicitées en section 2.3.2, il est souvent nécessaire de surévaluer le degré du modèle
fraction rationnelle par rapport au nombre de mode à identifier et le diagramme de stabilisa-
tion aide par la suite à discriminer les modes physiques des modes numériques. Une étude de
consistance à partir d’un cas test numérique évalue l’utilisation de ce diagramme, mettant en
évidence un biais sur les paramètres identifiés.
Il est parfois nécessaire de corriger un premier résultat d’identification, notamment par l’ajout
de modes oubliés ou non stabilisés par la méthode LSCF couplée à un diagramme de stabilisation.
Une méthode ciblée d’estimation locale à un seul mode est présentée en section 2.3.3.
2.3.1 Algorithme Least Square Complex Frequency
L’algorithme LSCF [18] cherche à approcher des fonctions de transfert fréquentielles par
un modèle de type fraction rationnelle. Pour une paire entrée/sortie indexée c, la fonction de
transfert dans le domaine fréquentiel est modélisée, pour un modèle d’ordre N , par
Hc(ωf ) =
∑N
k=0 ac,kΩk(ωf )∑N
k=0 bkΩk(ωf )
. (2.43)
22
Cette fraction rationnelle est formée d’une combinaison linéaire d’une base Ωk(ωf ) de poly-
nômes dépendant de la fréquence, dont le choix sera discuté plus loin, avec des coefficients de
pondération ac,k au numérateur et bk au dénominateur.
Le vecteur des inconnues recherchées est donc
P T = {. . . ac,k . . . bk} . (2.44)
Les coefficients ac,k dépendent de la paire entrée/sortie, car ils sont liés à la forme des modes,
alors que les coefficients bk n’en dépendent pas puisque les pôles sont indépendants du choix de
capteur/actionneur.
On note que la principale différence avec la version p-LSCF se situe ici : l’algorithme p-LSCF
utilise un polynôme matriciel au dénominateur (équation de type (2.3)) avec des coefficients
de taille NA×NA, au lieu d’un dénominateur commun utilisé dans cette section (équation de
type (2.2)). Les coefficients matriciels permettent d’obtenir à la fois les pôles et les contrôlabilités
modales (permettant le lien avec le modèle modal) alors que l’utilisation d’un dénominateur
commun comme présenté dans cette section ne donne que les pôles (permettant le lien avec le
modèle pôles/résidus).
Pour un modèle d’ordre N , avec NS×NA coefficients par polynôme de la base au numérateur
et N + 1 coefficients au dénominateur, on a donc (NS ×NA+ 1)× (N + 1) inconnues.
L’utilisation d’une erreur en sortie (2.7) conduisant à une fonction objectif faisant intervenir
les coefficients bk de façon non-linéaire, il est usuel de définir une nouvelle erreur obtenue en
multipliant la précédente par le dénominateur de (2.43). L’objectif retenu, sous optimal mais
dépendant linéairement des coefficients ac,k et bk, est donc
ε
′(ac,k, bk, ωf ) = ε(ac,k, bk, ωf )×
N∑
k=0
bkΩk(ωf ) =
N∑
k=0
ac,kΩk(ωf )−Htestc (ωf )×
N∑
k=0
bkΩk(ωf ).
(2.45)
Pour un ensemble de pulsations ωf , on définit donc un résidu vectoriel
{E′c} =

Ω0(ω1) · · · Ωk(ω1) · · · ΩN (ω1)
...
...
...
Ω0(ωf ) · · · Ωk(ωf ) · · · ΩN (ωf )
...
...
...
Ω0(ωNf ) · · · Ωk(ωNf ) · · · ΩN (ωNf )


ac,0
...
ac,k
...
ac,kN

−

Htestc (ω1)Ω0(ω1) · · · Htestc (ω1)Ωk(ω1) · · · Htestc (ω1)ΩN (ω1)
...
...
...
Htestc (ωf )Ω0(ωf ) · · · Htestc (ωf )Ωk(ωf ) · · · Htestc (ωf )ΩN (ωf )
...
...
...
Htestc (ωNf )Ω0(ωNf ) · · · Htestc (ωNf )Ωk(ωNf ) · · · Htestc (ωNf )ΩN (ωNf )


b0
...
bk
...
bN

= [Xc] {Ac}+ [Yc] {B}
(2.46)
Pour un ensemble de transferts (paires entrée/sortie c) et toutes les fréquences ωf , un résidu
global est alors donné par
{
E′
}
=

X1 0 · · · · · · 0 Y1
0 . . . . . .
...
...
... . . . Xc
. . . ... Yc
... . . . . . . 0
...
0 · · · · · · 0 XNiNo YNiNo


A0
...
Ac
...
ANiNo
B

= [J ] {P} (2.47)
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Le minimum au sens des moindres carrés de la norme de ce résidu s’écrit
min
ac,k,bk
 Nf∑
f=0
NiNo∑
c=0
|ε′(ac,k, bk, ωf )|2
 = min
P
({
E′
}H {
E′
})
= min
P
(
{P}H [J ]H [J ] {P}
)
(2.48)
Pour trouver ce minimum, on cherche à annuler les dérivées partielles de cette fonction coût par
rapport aux paramètres P
∂
∂P
(
{P}H [J ]H [J ] {P}
)
= 2 [J ]H [J ] {P} = 0 (2.49)
Le problème devient donc
[J ]H [J ] {P} =

XH1 X1 0 · · · · · · 0 XH1 Y1
0 . . . . . .
...
...
... . . . XHc Xc
. . . ... XHc Yc
... . . . . . . 0
...
0 · · · · · · 0 XHNiNoXNiNo X
H
NiNo
YNiNo
Y H1 X1 · · · Y Hc Xc · · · Y HNiNoXNiNo
∑NiNo
c=1 Y
H
c Yc

{P}
=

R1 0 · · · · · · 0 S1
0 . . . . . .
...
...
... . . . Rc
. . . ... Sc
... . . . . . . 0
...
0 · · · · · · 0 RNiNo SNiNo
SH1 · · · SHc · · · SHNiNo
∑NiNo
c=1 Tc

{P} = 0
(2.50)
avec Rc = XHc Xc, Sc = XHc Yc et Tc = Y Hc Yc.
La matrice [J ]H [J ] fait intervenir des produits de puissances de la base polynomiale Ωk(ω)
utilisée en (2.43). En utilisant la base classique de la transformée de Laplace Ωk(ω) = (jω)k, le
conditionnement numérique devient vite très mauvais lorsque l’ordre du modèle augmente. Pour
résoudre ce problème, plusieurs méthodes ont été proposées [10]. Il a été proposé de normaliser
la bande de fréquence sur une gamme (-1,1) mais cela ne fait que repousser le problème du
conditionnement numérique. L’utilisation de polynômes orthogonaux (polynômes de Forsythe
ou de Chebychev par exemple) permet également d’améliorer fortement le conditionnement,
les inconvénients étant la difficulté d’extraire les paramètres modaux à partir des coefficients
identifiés sur la base orthogonale, ainsi qu’une augmentation des temps de calcul.
La base de la transformée en z, introduite par la méthode LSCF, s’est naturellement imposée
car sa relation avec les pôles est quasiment directe et le conditionnement numérique est fortement
amélioré. Après avoir mis la bande de fréquence d’intérêt sur l’intervalle [0; 2π[, cette base s’écrit
Ω(ω) = e
j2π
(
ω−ωmin
ωmax−ωmin
)
(2.51)
L’intérêt de cette base est que passer à la puissance n’engendre qu’une rotation sur le cercle
unité dans le plan complexe. Le conditionnement numérique est naturellement bon et le lien
avec les paramètres modaux est simple. Des comparatifs de conditionnements numériques pour
différentes bases sont disponibles en [10] et dans la section 5.3.3 de [11].
Un intérêt supplémentaire, décrit en détail en annexe B du chapitre 5 de [11], est lié à la
structure de la matrice [J ]H [J ] et l’utilisation de la base de la transformée en z. Chaque bloc
[Rc], [Sc] et [Tc] est à diagonale constante (également appelé matrice de Toeplitz), ce qui permet
24
de les construire en ne calculant que la première colonne pour Rc et Tc qui sont des matrices
hermitiennes et la première colonne et la première ligne pour Sc. De plus, ce calcul peut être
accéléré en remarquant qu’il peut s’écrire sous la forme d’une transformée de Fourier, permettant
d’utiliser l’algorithme de la transformée de Fourier rapide (FFT).
Comme indiqué dans la section 2.1, seule l’extraction des pôles est nécessaire, les résidus
étant classiquement obtenus dans un second temps à partir du modèle pôles/résidus avec termes
résiduels. Comme les pôles ne sont reliés qu’aux paramètres bk du dénominateur de (2.43), on
cherche donc à éliminer les paramètres ac,k du système (2.50). Les NiNo premiers blocs lignes
donnent
[Rc] {Ac}+ [Sc] {B} = 0 (2.52)
soit
{Ac} = − [Rc]−1 [Sc] {B} (2.53)
En injectant ces NiNo blocs d’équations dans le dernier bloc ligne, on obtient un système
beaucoup plus compact pour lequel il ne reste que les inconnues bkNiNo∑
c=1
[Tc]− [Sc]H [Rc]−1 [Sc]
 {B} = [D] {B} = 0 (2.54)
et en fixant arbitrairement un coefficient bk de {B} (ce choix est discuté en section 2.3.2), les
autres coefficients sont obtenus par inversion du sous-bloc de la matrice [D]. Par exemple, en
fixant bN = 1
{B} =
{
− [D(1 : N, 1 : N)]−1 {D(1 : N,N + 1)}
1
}
(2.55)
Les coefficients étant bk connus, les pôles zk du polynôme
∑N
k=0 bkz
k sont extraits à l’aide
d’un solveur polynômial. Une fois ces pôles obtenus, il faut retourner dans la base classique de
Laplace s = jω. La relation entre les pôles zk dans la base z et les pôles λk dans la base s est
d’après (2.51)
zk = e
2π λk−jωmin
ωmax−ωmin = e2π
<(λk)
ωmax−ωmin e
j2π=(λk)−ωmin
ωmax−ωmin (2.56)
et la correspondance terme à terme avec la forme trigonométrique zk(wk) = |zk|ejθk permet de
faire le lien avec les pôles
<(λk) = ln(|zk|)
ωmax − ωmin
2π et =(λk) = (ωmax − ωmin)
θk
2π + ωmin. (2.57)
Le choix de l’ordre du modèle à considérer étant une difficulté, il est usuel de construire un
diagramme de stabilisation en calculant les pôles sur une gamme d’ordres de modèles, comme
présenté en section 2.3.2. Une méthode de calcul rapide est présentée au chapitre 5.3.5 de [11].
Il s’agit de construire une seule fois la matrice [D] de l’équation (2.54) pour l’ordre maximal
souhaité et de résoudre les équations (2.55) à (2.10) de façon itérative en considérant un sous-
bloc de [D] de taille croissante : chaque résolution du sous-bloc de taille k nous donne ainsi les
pôles du modèle d’ordre k.
2.3.2 Diagramme de stabilisation et sélection des pôles
Si la procédure précédente permet d’estimer les pôles efficacement, le choix de l’ordre du
modèle nécessaire à une bonne estimation est une difficulté reconnue. Il est même bien établi
qu’une représentation correcte de la réponse, tenant aussi compte des contributions résiduelles
et en présence de bruit de mesure, nécessite d’utiliser un ordre largement supérieur au nombre
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de modes effectivement présents dans la bande. Après des rappels bibliographiques, cette sec-
tion cherche à illustrer l’impact de différentes stratégies sur un exemple théorique permettant
d’évaluer la consistance des résultats.
Le diagramme de stabilisation est l’outil le plus classiquement utilisé pour effectuer cette
étape d’extraction des pôles physiques. Cette méthode consiste à résoudre successivement le
problème en incrémentant l’ordre du modèle et à ne retenir que les modes raisonnablement
constants en amortissement, fréquence et résidus. La distinction entre modes numériques et
modes physiques repose alors sur l’hypothèse que les modes numériques sont instables avec
l’évolution de l’ordre du modèle, alors que les modes physiques sont stables.
L’obtention d’un diagramme de stabilisation le plus propre possible (retrait des modes clai-
rement numériques) avant la sélection manuelle des pôles est discutée dans [19]. En particulier,
le choix du paramètre contraint pour déterminer les coefficient bk (voir Eq.(2.55)) est d’une
très grande importance : fixer le dernier paramètre (coefficient lié à l’ordre le plus élevé) bN
permet, lorsque la base choisie est la base de la transformée en z, d’obtenir la majorité des
modes numériques avec un amortissement négatif, ce qui aboutit à un nettoyage préliminaire
très simple.
Plusieurs critères déterministes sont envisageables pour évaluer la stabilité des modes avec
l’évolution de l’ordre du modèle, dont les plus classiques sont rappelés dans [20] :
— Ecarts relatifs en fréquence et amortissement
— Stabilité de la déformée modale (avec le critère MAC introduit en section 3.2.3)
— Mesure de la complexité des modes (souvent révélateur de modes numériques puisque
l’on cherche généralement des modes à amortissement proportionnel, donc réels) avec le
Modal Phase Collinearity ou le Modal Phase Deviation
Dans le cas de méthodes d’identification stochastiques, comme la méthode Maximum Likeli-
hood [13], une incertitude sur les pôles identifiés est obtenue (reliée aux variances de la mesure).
Si ces incertitudes sont disponibles, d’autres indicateurs peuvent être calculés. Le chapitre 7 de
[11] présente trois critères stochastiques : écart-type des pôles, “pole-zeros pairs” et “pole-zero
correlation”. Les deux derniers critères utilisent l’idée qu’un mode numérique contribue très peu
à la fonction de transfert et doit donc être annulé dans la majorité des transferts par un zéro.
Ces indicateurs stochastiques, décrits comme plus robustes que les déterministes par l’auteur,
sont combinés aux indicateurs déterministes classiques par des poids prédéfinis par l’expérience
(et sans doute fonction du type de mesure à identifier) pour former un indicateur unique de
qualité d’identification du mode (Mode Quality Index).
Etant donné le faible amortissement de la plupart des systèmes que l’on cherchera à identifier,
nous n’avons pas jugé utile d’explorer ces méthodes stochastiques et seulement des critères
déterministes sont utilisés pour interpréter le diagramme de stabilisation : nous regarderons la
stabilité en fréquence et en amortissement entre les pôles d’ordres successifs.
Ces critères sont calculés pour plusieurs ordres de modèle et le diagramme de stabilisation
est affiché. L’utilisateur doit alors sélectionner l’ordre voulu (et donc les paramètres physiques
associés) pour chaque mode, ou ne pas sélectionner certains modes, qu’il jugerait non physiques.
Cette étape correspond à la phase 1 de la figure 2.2 et fournit les pôles (et les contrôlabilités
modales pour l’algorithme pLSCF).
Pour appuyer l’importance des choix de l’utilisateur sur le résultat de l’extraction des pôles,
une étude de consistance est menée ici.
Le système simulé contient 4 modes normaux présentant tous un amortissement de 0.1%
sur 100 capteurs. Le premier mode à 1000 Hz est isolé avec une forte participation sur tous
les capteurs qui présentent tous un résidu de 1. Le second mode à 1500 Hz présente les mêmes
caractéristiques que le premier mais est très proche du troisième à 1510 Hz qui lui présente une
participation croissante (résidus croissant de 0 à 1 sur les différents capteurs). Enfin le mode 4 à
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2000 Hz est très localisé : le résidu vaut 1 pour les trois premiers capteurs et 0 pour les autres.
Les caractéristiques de la mesure simulée sont rassemblées en table 2.2.
Mode # Fréquence (Hz) Amortissement (%) Résidu (m/N)
1 1000 0.1 1 pour tous
2 1500 0.1 1 pour tous
3 1510 0.1 0, 0.01, ..., 1
4 2000 0.1 1, 1, 1, 0, ..., 0
Table 2.2 – Paramètres modaux pour simuler la mesure
Pour les mesures de type vibromètre laser, une source importante d’erreurs de mesures est
liée au phénomène de drop-out, pics d’amplitudes très localisés dans le temps, qui engendrent un
bruit large bande en fréquence. L’annexe A précise l’origine de ces erreurs de mesure laser. Pour
se rapprocher de cette situation, on rajoute à chaque fréquence d’un transfert vitesse/effort un
bruit additif sur les parties réelles et imaginaires, de distribution normale, avec une moyenne de
0 et un écart type de 4.5e(−2)ms−1N−1.
Figure 2.6 – Visualisation des transferts synthétisés : diagramme de Bode pour les voies 1, 30
et 100
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La figure 2.6 montre trois voies du transfert simulé. La première met en évidence les deux
premiers modes et le quatrième. Sur la voie 30, on voit toujours les deux premiers modes, le
troisième commence à contribuer suffisamment pour être visible à côté du second et le dernier
mode n’est pas visible du tout. Enfin, pour la dernière voie, le mode 1 est toujours très présent,
le mode 4 absent et les deux modes proches 2 et 3 contribuent de façon équivalente.
La figure 2.7 montre trois diagrammes de stabilisation pour lesquels des paramètres différents
ont été choisis. Tout d’abord, les pôles affichés ne sont que ceux présentant un amortissement
positif. Ensuite deux critères sur la stabilité en fréquence et en amortissement ont été considérés :
un pôle est considéré comme stable si l’écart relatif entre deux ordres successifs est inférieur à
0.1% pour la fréquence et 20% pour l’amortissement. Si ces deux conditions sont réunies sur
plus de 5 ordres successifs, les pôles sont dits stables et sont matérialisés par une croix + bleue.
Si une seule de ces conditions est vérifiée ou qu’elles sont vérifiées mais pour moins de 5 ordres
successifs, les pôles sont affichés avec un triangle jaune. Enfin si aucune de ces conditions n’est
vérifiée, mais que le pôle présente un amortissement positif, il est représenté par une croix x
rouge.
Figure 2.7 – Diagrammes de stabilisation : ordre 100 sur toute la bande (haut), ordre 100 par
bande de 1000Hz (milieu) et ordre 200 par bande de 1000 Hz (bas)
Le premier diagramme de stabilisation correspond à une identification de toute la bande (0-
3000 Hz) d’un coup avec un ordre maximal du modèle de 100. Le premier mode est stabilisé dès
l’ordre 45 sans problème. La seconde colonne de stabilisation montre une plus grande difficulté
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à stabiliser le mode, et n’identifie qu’un seul mode autour de 1500 Hz là où deux modes dont un
contribuant plus faiblement que l’autre sont en réalité présents. Enfin, le dernier mode localisé
à 2000 Hz n’est pas identifié du tout.
Le second diagramme présente un cas où l’ordre du modèle est toujours 100 mais pour lequel
3 identifications successives avec une bande passante de 1000 Hz (1-1001, 1001-2001 et 2001-
3000) ont été effectuées. Le premier mode est dans ce cas stabilisé encore plus tôt, dès l’ordre
30 et les modes deux et trois sont cette fois ci identifiés séparément. Le mode 4 n’est quant à
lui toujours pas identifié.
Enfin, le dernier diagramme correspond toujours aux mêmes 3 bandes d’identifications suc-
cessives mais jusqu’à l’ordre 200, ce qui permet d’identifier le quatrième mode. On note ici
qu’il est souvent intéressant d’effectuer une succession d’identification sur une bande réduite
qui permettra une meilleure détection des modes qu’une identification sur la bande totale de
fréquence d’étude. De plus, le coût de calcul que cela engendre est souvent moindre : nombre de
bande × (construction + inversion de la matrice [D] de l’équation (2.54), de taille N2) contre
(construction + inversion de la matrice [D] de taille Ñ2 avec Ñ > N).
Dans la configuration favorable qui permet d’obtenir les 4 modes, on cherche maintenant à
étudier la convergence des propriétés modales. La figure 2.8 montre l’évolution avec l’ordre du
modèle de l’erreur relative de chaque pôle par rapport à leur valeurs théoriques.
La première remarque est que pour la fréquence comme pour l’amortissement, l’identification
est de meilleure qualité pour les ordres élevés du modèle d’identification. On visualise à gauche
que l’erreur en fréquence est très faible et qu’elle tend vers les valeurs théoriques pour les
ordres élevés du modèle (<0.01%). Pour l’amortissement en revanche, les erreurs peuvent être
significatives si l’ordre du modèle d’identification n’est pas suffisamment élevé. Même pour l’ordre
200, si les modes 1 et 2 présentent une erreur d’estimation de l’amortissement de 2%, l’erreur pour
le mode 3 est de 8% et le mode 4 n’est pas du tout convergé avec une erreur sur l’amortissement
estimé de 85%.
Comme certains modes peuvent être identifiés avec un biais significatif, une optimisation non
linéaire partant du résultat donné par LSCF pour l’initialisation des pôles est à envisager. La
méthode basée sur IDRC est présentée en section 2.4.1.
On note que des résultats similaires sur le biais ont été présentés en [21].
Figure 2.8 – Evolution de l’erreur relative en fréquence (gauche) et en amortissement (droite)
par rapport aux valeurs théoriques, en fonction de l’ordre du modèle
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L’exploitation du diagramme de stabilisation peut dans beaucoup de cas être automatisée en
prenant en compte l’ensemble des observations précédentes. Une procédure semi-automatisée a
été mise en place pour assister l’identification et demande les deux paramètres d’entrée suivant :
— l’ordre du modèle
— la taille des bandes de fréquence
Pour les mesures de composants réalisées pendant la thèse, après utilisation fréquente de
l’outil, on remarque que pour assurer l’identification de modes sur une bande de fréquence
comportant N modes, il faut choisir un ordre de modèle au moins 10 fois plus grand. Comme
on souhaite une réactivité assez importante lors du processus d’identification, nous avons fixé à
100 l’ordre d’un modèle raisonnable : pour notre exemple numérique de 100 voies et 3000 pas
de temps fréquentiels, la résolution prend 1 seconde (6s pour un ordre 200, 26s pour un ordre
300). Connaissant le nombre de modes approximativement recherchés sur l’ensemble de la bande
de fréquence et en faisant l’hypothèse qu’ils sont équitablement répartis, la taille des bandes de
fréquence est définie de façon à avoir en moyenne un nombre cible de modes par bande (dans
notre cas 10 fois plus petit que l’ordre du modèle, donc 10).
Une fois le diagramme construit, les pôles à amortissement négatif sont automatiquement
exclus. En fonction du type de mesure (plus ou moins amorti, plus ou moins bruité), l’utilisateur
donne des paramètres de stabilisation en fréquence et amortissement qui sont appliqués pour
afficher le diagramme de stabilisation (avec les règles déjà expliquées). Les pôles stables pour le
dernier ordre du modèle depuis au moins 5 ordres successifs sont automatiquement sélectionnés
(moyenne sur les 5 derniers pôles). Les autres colonnes non complètement stabilisées sont alors
affichées en jaune et l’utilisateur ne se focalise que sur celles-ci pour valider ou non la stabilisation.
Un diagramme de stabilisation sur le cas industriel d’un plateau de frein à tambour (présenté
en détail en section 2.5.1) et l’extraction automatique des pôles a été effectué. L’algorithme
LSCF a été utilisé pour les fréquences 0-5000 Hz par bande de 1000Hz et pour un ordre de
modèle de 100. La mesure contient 1 actionneur, 1692 capteurs et 6400 échantillons fréquentiels.
La Figure 2.9 montre le diagramme de stabilisation obtenu, le temps de calcul étant pour cet
exemple de 27s.
Figure 2.9 – Diagramme de stabilisation sur le cas test industriel
Une analyse manuelle a été effectuée en parallèle et le diagramme de stabilisation fournit
tous les modes sélectionnés manuellement sauf le mode très amorti à 2706Hz qui n’est pas
complètement stabilisé (en jaune sur le diagramme). Le résultat de l’identification à partir des
pôles extraits permet de superposer le transfert synthétisé sur le transfert mesuré pour une voie
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donnée. La Figure 2.10 montre cette superposition. Certaines résonnances du transfert synthétisé
présentent assez nettement des erreurs d’identification, où la largeur du pic est trop faible et
l’amplitude à la résonnance surestimée, typique d’une sous-estimation de l’amortissement. De
plus, pour les fréquences inférieures à 3500Hz, la qualité de l’identification entre les résonnances
est assez mauvaise, avec bien entendu une erreur importante liée à l’absence de pôle à 2706Hz.
Figure 2.10 – Superposition des transferts synthétisés et mesurés pour une voie donnée.
Certains modes très localisés ou bruités peuvent être difficilement accessibles avec la méthode
LSCF (souvent en raison d’une difficulté à obtenir un diagramme de stabilisation exploitable).
La méthode plus simple d’estimateur à un pôle peut alors être envisagée.
2.3.3 Initialisation par estimateur à un seul mode
Un algorithme d’estimation de mode unique sur bande étroite est utilisé dans SDT [22]
pour ajouter un mode spécifique (en remplacement de LSCF ou parce que le mode n’est pas
stabilisé). Cet algorithme permet à partir d’une fréquence et d’un amortissement approximatif
d’identifier le pôle du mode ciblé à partir d’un modèle bande étroite, comportant un seul mode
complexe et deux termes résiduels. Ce modèle Single Input Single Output est utilisé sur une
bande de fréquence centrée autour de la fréquence donnée, typiquement sur l’intervalle classique
[−ζω; ζω] en considérant une valeur arbitraire souvent surestimée de ζ, de l’ordre de 10%. Le
modèle pour chaque voie c s’écrit
Hc(ωf ) =
rc
jωf − λc
+ ec +
fc
−(ωf )2
(2.58)
et avec le même raisonnement que pour l’algorithme LSCF, considérer l’erreur classique
ε(rc, ec, fc, λc, ωf ) = Hc(ωf )−Htestc (ωf ) (2.59)
mène à une résolution non linéaire (en λ). On lui préfère une erreur sous-optimale mais linéaire
pour les paramètres en multipliant par le dénominateur jωf − λc, ce qui donne
ε
′(rc, ec, fc, λc, ωf ) = ecjωf + (rc − ecλc) +
fc
jωf
+ fcλc
−ωf 2
+Htestc λc −Htestc jωf . (2.60)
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Comme on ne cherche ici que la valeur du pôle λc, on introduit de nouvelles constantes en
facteur des puissances de ωf . Pour améliorer le conditionnement numérique, les pulsations sont
normalisées par la pulsation minimale de la bande de fréquence considérée ωmin et la fonction
de transfert est normalisée par son amplitude moyenne sur la bande
〈
|Htestc |
〉
, donnant
ε
′(αc, λc, ωf ) = α1,c
ωf
ωmin
+α2,c+α3,c
ωmin
ωf
+α3,c
(
ωmin
ωf
)2
+H
test
c (ωf )
〈|Htestc |〉
λc−
Htestc (ωf )
〈|Htestc |〉
jωf . (2.61)
Ceci conduit à une expression matricielle de l’erreur
{E′c} =

1 1 1 1 H
test
c (ωmin)
〈|Htestc |〉
ω2
ωmin
1 ωminω2
(
ωmin
ω2
)2 Htestc (ω2)
〈|Htestc |〉...
...
...
...
...
ωmax
ωmin
1 ωminωmax
(
ωmin
ωmax
)2 Htestc (ωmax)
〈|Htestc |〉


α1,c
α2,c
α3,c
α4,c
λc

−

Htestc (ωmin)
〈|Htestc |〉
jωmin
Htestc (ω2)
〈|Htestc |〉
jω2
...
Htestc (ωmax)
〈|Htestc |〉
jωmax

= [A]
{
α1,c α2,c α3,c α4,c λc
}T
− {b}
(2.62)
dont la minimisation au sens des moindres carrés donne les 5 paramètres
{
α1,c α2,c α3,c α4,c λc
}T
= [A]+ {b} (2.63)
et le pôle estimé correspond au dernier paramètre.
Ce système est résolu sur chaque voie de mesure et on obtient donc un pôle par voie. Un
premier nettoyage est effectué en retirant de l’ensemble des pôles ceux présentant une fréquence
en dehors de la bande d’étude ou un amortissement négatif. Un nettoyage supplémentaire peut
également être envisagé pour retirer les pôles identifiés sur des voies où le mode ne contribue
pas ou peu (à l’aide du critère de contribution présenté en section 2.5.2), ce qui peut représenter
la majorité des voies pour des modes très localisés. En effet pour les voies où le mode n’est
quasiment pas visible, aucune confiance sur la validité des pôles n’est possible. Enfin, il faut
ensuite mettre en place une stratégie de type clustering pour récupérer une valeur unique de
pôle.
2.4 Raffinement à partir d’un modèle à pôles connus
L’objectif de la première phase d’identification était de construire une liste initiale des pôles.
La deuxième phase est alors l’estimation des déformées modales dans la forme pôles/résidus
(2.5) ou modèle modal (2.6), avec les termes résiduels introduits en section 2.2.3. Cette seconde
phase est détaillée en section 2.4.1 qui présente l’estimation des résidus et termes résiduels par
moindres carrés et précise les problématiques liées aux mesures avec entrées multiples (Multi
Input Multi Output ou MIMO).
En superposant les réponses fréquentielles estimées aux transferts mesurés, on peut itérer en
supprimant des modes identifiés qui seraient en réalité des modes de calculs ou en enrichissant
la base modale, consistant le plus souvent à la compléter par de nouvelles identifications sur des
bandes étroites.
Ensuite, l’exemple de la section 2.3.2 ayant mis en évidence le caractère biaisé ou mal convergé
des estimateurs classiques, la section 2.4.2 détaille une stratégie d’optimisation non-linéaire des
pôles à partir des pôles préalablement identifiés. L’algorithme utilisé, IDRC, est ensuite appliqué
au cas test numérique ainsi qu’à une mesure industrielle en section 2.4.3.
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2.4.1 Estimation des résidus à pôles connus
Une fois les pôles connus, il est possible d’utiliser l’erreur en sortie (2.7) pour estimer les
coefficients au numérateur du modèle pôle résidu avec termes résiduels introduit en section 2.2.3.
On cherche donc à résoudre le problème
min
Rk,E,F
∣∣∣∣∣[Htest]−
(∑
k
(
[Rk]
s− λk
+
¯[Rk]
s− λ̄k
)
+ [E] + [F ]
s2
)∣∣∣∣∣. (2.64)
Afin de prendre en compte correctement la contrainte selon laquelle les pôles et résidus viennent
par paires conjuguées, il est nécessaire de réarranger l’équation (2.64) et de faire intervenir les
parties réelles et imaginaires de Rk. L’erreur utilisée pour la minimisation peut être réécrite
comme[
Htest
]
−
(∑
k
(
<([Rk])
( 1
s− λk
+ 1
s− λ̄k
)
+ j ×=([Rk])
( 1
s− λk
− 1
s− λ̄k
))
+ [E] + [F ]
s2
)
(2.65)
dont on évalue ensuite les parties réelles et imaginaires. Pour simplifier l’écriture, commençons
par écrire cette erreur pour une paire entrée/sortie c et un modèle à un pôle k (sans termes
résiduels). Son écriture matricielle est composée de 2Nf lignes correspondant à la partie réelle
de l’erreur (Nf lignes) et la partie imaginaire de l’erreur (Nf lignes sous les premières). En
posant
Xk(ωf ) =
1
jωf − λk
+ 1
jωf − λ̄k
et Yk(ωf ) =
1
jωf − λk
− 1
jωf − λ̄k
, (2.66)
l’erreur s’écrit
{Ec} =

<(Htestc (ω1))
...
<(Htestc (ωNf ))
=(Htestc (ω1))
...
=(Htestc (ωNf ))

−

<(Xk(ω1)) −=(Yk(ω1))
...
...
<(Xk(ωNf )) −=(Yk(ωNf ))
=(Xk(ω1)) <(Yk(ω1))
...
...
=(Xk(ωNf )) <(Yk(ωNf ))

{
<(Rk,c)
=(Rk,c)
}
=
{
H̃testc
}
− [Ak]
{
R̃k,c
}
(2.67)
où l’opérateur ˜ correspond à la décomposition du vecteur en sa partie réelle suivie de sa partie
imaginaire.
Cette erreur peut ensuite être écrite pour l’ensemble des NiNo voies et pour N modes plus
les deux termes résiduels :
[E] =
[
H̃test1 · · · H̃testNiNo
]
−
[
A1 · · · AN B C
]

R̃1,1 · · · R̃1,NiNo
...
...
R̃N,1 · · · R̃N,NiNo
E1 · · · ENiNo
F1 · · · FNiNo

(2.68)
avec
{B} =

1
...
1
0
...
0

et {C} =

0
...
0
−ω1−2
...
−ωNf−2

(2.69)
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car [E] et [F ] sont supposés réels comme discuté en section section 2.2.3. Les résidus et termes
résiduels sont alors calculés par minimisation au sens des moindres carrés comme indiqué dans
l’équation (2.64).
La gestion des configurations à plusieurs entrées et sorties (MIMO) doit faire l’objet d’une
attention spécifique. On rappelle que l’équation (2.26) donnait la relation entre les modes et le
résidu associé [Rk] = {cψkR}
{
ψTkLb
}
.
Dans la cas de mesures SIMO, le vecteur ligne de commandabilité modale
{
ψTkLb
}
est un
scalaire. Le vecteur de résidus {Rk} et le vecteur d’observabilité modale {cψkR} sont propor-
tionnels. En revanche, dans le cas d’une mesure MIMO, la matrice résidu [Rk] est une matrice
dyadique correspondant au produit du vecteur colonne d’observabilité {cψkR} par le vecteur
ligne de commandabilité
{
ψTkLb
}
: la matrice recherchée est de rang 1 alors qu’aucune contrainte
n’a été imposée dans ce sens.
Deux approches sont alors possibles : appliquer la contrainte de rang après estimation de la
matrice de résidu [Rk] ou ajouter une contrainte au problème de moindre carré.
Pour la première approche, l’approximation de rang 1 optimale d’une matrice est associée à
sa première valeur singulière, c’est-à-dire
[Rk] = [U1 · · ·UNi]

σ1 0 · · · 0
0 σ2
. . . ...
... . . . . . . 0
0 · · · 0 σNi
 [V1 · · ·VNi]T ≈ {U1}σ1 {V1}T . (2.70)
L’observabilité modale {cψkR} est assimilée à {U1} et la commandabilité modale
{
ψTkLb
}
à
{V1}T .
Plusieurs auteurs font état d’une dégradation importante de la qualité de l’identification entre
avant et après l’application de la contrainte de rang sur le résidu [23, 24, 17, 25]. Pour pallier à ce
problème, des algorithmes d’identification prenant en compte directement cette contrainte ont
été développés. Ils consistent pour la plupart en une généralisation d’un algorithme SIMO à un
algorithme MIMO (ces algorithmes sont souvent identifiables par le terme “polyreference”). Ainsi
l’algorithme p-LSCF [26] ne part plus d’un modèle fraction matricielle avec un dénominateur
commun à toutes les voies mais utilise un modèle RFMD (Right Fraction Matrix Description)
qui contient au dénominateur un polynôme à coefficient matriciels, avec des matrices carrées
de taille le nombre de points d’excitations NA × NA. Cela permet d’identifier les pôles mais
également les commandabilités modales directement. On ne cherche alors plus à identifier les
résidus, mais directement l’observabilité modale avec
min
cψkR,E,F
∣∣∣∣∣∣[Htest]−
∑
k
{cψkR}
{
ψTkLb
}
s− λk
+ {cψkR}
{
ψTkLb
}
s− λ̄k
+ [E] + [F ]
s2
∣∣∣∣∣∣ (2.71)
D’après les résultats montrés par ces auteurs, l’erreur globale d’identification est plus faible
en identifiant directement avec l’algorithme p-LSCF qu’avec le résultat obtenu en utilisant suc-
cessivement LSCF et la décomposition en valeur singulière de la matrice résidus.
Un autre intérêt pointé notamment par [26] est la plus grande capacité de p-LSCF à identifier
des modes très proches en fréquence qui ne sont typiquement synthétisés que par un seul mode
par l’algorithme LSCF. Cet intérêt est cependant discutable puisque la décomposition en valeurs
singulière sert justement à détecter des configurations de modes multiples.
Cette méthode n’a pas été implémentée dans le cadre de cette thèse : aucun cas de modes
trop fortement couplés pour être stabilisés avec LSCF ou de dégradation importante après SVD
n’a été rencontré pour justifier de la mettre en place.
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2.4.2 Optimisation non linéaire des pôles
Comme les pôles extraits d’un diagramme de stabilisation sont souvent biaisés, la deuxième
étape d’identification présentée à la section précédente, à savoir l’extraction des formes modales
à partir de ces pôles, est également susceptible d’être biaisée. Plusieurs algorithmes proposent de
réaliser une optimisation globale de tous les paramètres : les résidus ou observabilités modales
et les pôles.
La logique itérative de ce processus d’optimisation est présentée en figure 2.2. Une combi-
naison d’algorithmes est utilisée pour initialiser les pôles et à l’issue de la première estimation à
pôles connus (2.64), une comparaison des transferts permet de détecter des difficultés. L’utilité
et les raffinements possibles de cette analyse de qualité des transferts synthétisés seront détaillés
en section 2.5.
L’idée de la comparaison des transferts est qu’il est assez facile de détecter les modes man-
quants. De même des modes numériques ou des modes trop peu excités pour être considérés
comme pertinents peuvent être retirés, sur la base de critères clairs (définit en section 2.5.2), ce
que ne permet pas le diagramme de stabilisation.
Dans [13], une fois les pôles initialisés avec l’algorithme LSCF, l’ensemble des paramètres
de la fraction rationnelle (coefficients des matrices au numérateur et coefficients scalaires au
dénominateur) sont optimisés avec un algorithme de type Gauss-Newton. Cette méthode est
appelée Maximum Likelihood Frequency Description (MLFD).
En considérant que le bruit correspond à une distribution normale et qu’il est non corrélé
entre les différents transferts, celui-ci est introduit dans le calcul de l’erreur (2.7) par la variance
de la mesure qui agit comme un facteur de pondération par fréquence et par paire entrée/sortie.
Cette erreur
εc(p, ωf ) =
Hc(p, ωf )−Htestc (ωf )√
var {Htestc (ωf )}
, (2.72)
est ensuite utilisée pour optimiser les paramètres p du modèle qui la minimise au sens des
moindres carrés sur toutes les paires entrée/sortie c et toutes les fréquences ωf .
Le résultat du modèle fraction rationnelle est transposable au modèle pôles/résidus qui ne
prend pas en compte la propriété de la minimalité de la matrice de résidu (rang 1). La minimalité
peut être imposée en utilisant le modèle “right fraction matrix” (les coefficients au dénominateur
sont des matrices de taille le nombre d’entrées). L’algorithme pLSCF est alors utilisé pour
initialiser les coefficients du modèle, puis l’ensemble de ces paramètres sont optimisés (p-MLFD)
[27].
Enfin, une dernière version plus récente appelée Maximum Likelihood-Modal Model (ML-
MM) [23] propose d’utiliser directement le modèle modal avec termes résiduels : le biais engendré
par la non prise en compte des termes résiduels est corrigé. Dans [16], les termes résiduels
classiques sont ensuite remplacés par un terme comprenant plus de paramètres (proche d’un
modèle avec termes résiduels plus deux modes extra bande) qui permet de réduire à nouveau
le biais d’identification. Une information non trouvée de façon claire dans les différents papiers
traitant de cette méthode concerne le temps de calcul. [16] montre par exemple une mesure
comportant 294 capteurs, 2 actionneurs et 256 échantillons fréquentiels et l’optimisation prend
7 minutes, mais il n’est pas fait mention du nombre de modes ni du nombre d’itérations.
Dans [28, 29], l’algorithme Identification Des Résidus Complexes (IDRC) utilise le modèle
pôles/résidus. La fonction coût considère la norme quadratique de l’écart entre le modèle et la
mesure
min
λk,Rk,E,F
∣∣∣∣∣[Htest]−
(∑
k
(
[Rk]
s− λk
+ [Rk]
s− λ̄k
)
+ [E] + [F ]
s2
)∣∣∣∣∣ . (2.73)
La limitation pour réaliser cette optimisation de façon immédiate est le nombre de paramètres
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à considérer et donc le coût numérique élevé. Pour limiter cet impact, l’algorithme propose de
considérer les formes modales et les termes résiduels comme des fonctions implicites des pôles. En
effet, on peut voir sur l’équation précédente que la minimisation est linéaire selon ces paramètres,
il est donc possible d’écrire explicitement la résolution de leur minimisation, à pôles fixés. La
minimisation complète ne dépend alors plus que des pôles et on obtient le problème suivant :
min
λk
(
min
Rk,E,F
∣∣∣∣[Htest]− (∑
k
(
[Rk]
s−λk +
[Rk]
s−λ̄k
)
+ [E] + [F ]
s2
)∣∣∣∣)
= min
λk
(∣∣∣∣[Htest]− (∑
k
(
[Rk(λk)]
s−λk +
[Rk(λk)]
s−λ̄k
)
+ [E(λk)] + [F (λk)]s2
)∣∣∣∣)
(2.74)
avec [Rk(λk)] , [E(λk)] et [F (λk)] les résultats de la minimisation explicite à pôles fixés. Ce
calcul est explicité en section 2.4.1.
Pour traiter cette minimisation, l’algorithme calcule le gradient de la fonction coût. Pour des
pôles fixés et une fois les résidus calculés, l’erreur s’écrit
E =
[
Htest
]
−

1
jω1−λ1
1
jω1−λ̄1
· · · 1jω1−λN
1
jω1−λ̄N
1 1−ω12
...
...
...
...
...
...
1
jωNf−λ1
1
jωNf−λ̄1
· · · 1jωNf−λN
1
jωNf−λ̄N
1 1−ωNf 2


R1,1 · · · R1,NiNo
R1,1 · · · R1,NiNo
...
...
RN,1 · · · RN,NiNo
RN,1 · · · RN,NiNo
E1 · · · ENiNo
F1 · · · FNiNo

=
[
Htest
]
− [Φ] [R]
(2.75)
avec
[R] = ([Φ]H [Φ])−1 [Φ]H
[
Htest
]
(2.76)
la solution analytique de R qui minimise la fonction coût de l’erreur au sens des moindres carrés
J = trace(EHE) (2.77)
Le gradient de cette fonction coût selon un paramètre θ s’écrit
∂J
∂θ = trace
(
2EH ∂E∂θ
)
= trace
(
2
(
Htest − ΦR
)H (−∂Φ∂θR− Φ∂R∂θ ))
trace
(
2
(
ΦR−Htest
)H ∂Φ
∂θR
)
+ trace
(
2
(
ΦR−Htest
)H Φ∂R∂θ ) (2.78)
En injectant l’équation (2.76) dans le deuxième terme de (2.78), on obtient
(
ΦR−Htest
)H Φ∂R∂θ = (Φ(ΦHΦ)−1ΦHHtest −Htest)H Φ∂R∂θ
= (Htest)HΦ(ΦHΦ)−1ΦHΦ∂R∂θ −Htest HΦ
∂R
∂θ = 0
(2.79)
et le gradient de la fonction coût s’écrit alors
∂J
∂θ = trace
(
2
(
ΦR−Htest
)H ∂Φ
∂θR
)
(2.80)
En pratique, le gradient est calculé pour les dérivées des parties réelles et imaginaires des
pôles. On note que le signe de la partie réelle de ∂J/∂(Re(λk)) nous renseigne sur la sur- ou
sous-évaluation de l’amortissement et que le signe de la partie imaginaire de ∂J/∂(Im(λk)) nous
renseigne sur la sur- ou sous-évaluation de la fréquence propre.
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Il est ainsi proposé un algorithme ad-hoc d’optimisation qui à chaque itération ajoute aux
valeurs courantes ωk et ζk les pas en pulsation δωk et en amortissement δζk. Lorsque le signe
de Im(∂J/∂(Im(λk))) change, l’incrément en pulsation est divisé par deux, et de même lorsque
Re(∂J/∂(Re(λk))) change de signe avec l’incrément en amortissement.
Si cette méthode ne donne aucune garantie de convergence, elle permet en pratique d’obtenir
des résultats satisfaisants dans une majorité de cas. Un de ses inconvénients est que les nouveaux
résidus et termes résiduels doivent être calculés à chaque itération, ce qui est gourmand en temps
de calcul (la taille du problème de minimisation de l’erreur (2.68) est directement liée au nombre
d’échantillons fréquentiels, au nombre de modes et au nombre de voies mesurées).
Comme on sait que les modes sont fortement découplés entre eux (notamment en présence de
modes à amortissement très faible suffisamment éloignés), une optimisation automatique tirant
parti de cette propriété est proposée pour décomposer le problème global en une somme de
problèmes de petite taille. Les modes sont classés par amortissement décroissant : plus un mode
est amorti, plus son influence est étendue dans le domaine fréquentiel. Ensuite, chaque mode
est séquentiellement optimisé alors que les autres sont conservés fixes : cela mène à résoudre N
optimisations à un mode, qui sont plus rapides qu’une optimisation des N modes directement.
Cette optimisation automatique est illustrée sur un cas industriel en section 2.4.3.
Enfin, un commentaire sur la nécessité de l’identification large bande peut être fait. Il arrive
que des mesures présentent des phénomènes qui ne peuvent être assimilés à du bruit classique,
pouvant engendrer un biais d’identification important (même en pondérant avec la variance
des mesures). Ce problème est typiquement rencontré en présence de phénomènes non linéaires
impactant une certaine gamme de fréquence ou en présence de bruit non assimilable à un bruit de
distribution normale. Il peut dans ces cas être envisageable de réaliser de multiples identifications
séparées par bande, qui donneront des résultats plus représentatifs qu’en considérant toute
la gamme de fréquence. Un exemple de cette problématique est également montré sur le cas
industriel du plateau.
2.4.3 De l’utilité de l’optimisation non-linéaire
Pour illustrer l’utilité de l’optimisation non-linéaire, le cas test numérique dont les pôles ont
été identifiés en section 2.3.2 avec l’algorithme LSCF, est de nouveau exploité. Les écarts entre
les fréquences exactes et identifiées sont très faibles, mais la figure 2.11 à gauche rappelle le biais
d’identification entre les amortissements exacts et identifiés. Les écarts en amortissement sont
significatifs notamment pour le modes 3 (8%) et même très élevés pour le mode 4 (85%).
L’estimation des résidus est réalisée à partir des pôles extraits avec LSCF. L’erreur définie
pour comparer les résidus est
Err = | {Rest} − {Rexact} |
2
| {Rexact} |2
(2.81)
qui permet de prendre en compte des erreurs sur les formes mais également sur les amplitudes.
Comme la même convention de norme en masse est utilisée pour synthétiser les transferts et pour
les identifier, les résidus peuvent être comparés directement, un écart en amplitude traduisant
une erreur de mise à l’échelle. La figure 2.11 à droite montre cette erreur relative. Comme
attendu, pour les modes 3 et 4 qui présentent des pôles mal identifiés, on obtient des résidus
également mauvais, spécialement pour le mode 4, à 78% d’erreur relative. On note ici que la
comparaison des formes uniquement donne un MAC de bonne qualité pour le mode 4 à 96 %
mais que c’est principalement l’amplitude qui est la source de l’erreur.
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Figure 2.11 – Ecart relatif entre les valeurs identifiées et théoriques : en amortissement (gauche)
et en résidu (droite)
Après optimisation des pôles grâce à l’algorithme IDRC, la figure 2.12 à gauche montre une
erreur d’identification de l’amortissement beaucoup plus faible, notamment pour le mode #4 où
l’erreur n’est plus que de 2.5%. Cela engendre également une baisse significative de l’erreur en
résidu (à droite de la figure), même si celle-ci reste assez élevée pour le mode #4, puisque 96%
des capteurs ne voient que du bruit.
Figure 2.12 – Ecart relatif entre les valeurs identifiées et théoriques après optimisation : en
amortissement (gauche) et en résidu (droite)
Un second exemple d’optimisation est réalisé, utilisant le cas test du plateau dont le résultat
de l’identification avec LSCF a été présenté en Figure 2.10. Le mode manquant à 2607 Hz est
introduit avec l’estimateur à un seul mode. L’ensemble des pôles est alors optimisé avec IDRC et
la figure 2.13 montre l’évolution des amortissements modaux entre leurs valeurs avant et après
l’optimisation.
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Figure 2.13 – Evolution relative de l’amortissement par mode, entre après et avant l’optimisa-
tion
Les amortissements initiaux étaient tous sous-estimés, dont certains très fortement. L’impact
de l’optimisation des pôles sur la superposition des transferts synthétisés et mesurés (sur la
même voie que pour la figure 2.10), est montré en figure 2.14. La qualité de la superposition est
fortement améliorée, notamment au niveau des résonnances de chaque mode.
Figure 2.14 – Superposition des transferts synthétisés et mesurés pour une voie donnée, après
optimisation.
La mesure dans la bande de fréquence 3000-3400Hz est très bruitée et les sauts de phases
pourraient indiquer la présence de modes très mal excités et donc non identifiables. Pour analyser
l’influence de la non prise en compte de cette zone de la mesure, deux optimisations indépen-
dantes sont réalisées les bandes 500-3000Hz et 3400-5000Hz. La figure 2.15 montre le résultat de
la superposition et on constante que les deux identifications sont quasiment parfaites, avec no-
tamment une bien meilleure qualité de superposition au niveau des antirésonances. Cela illustre
qu’il est parfois utile de réaliser des optimisations par bande plutôt que sur bande large, notam-
ment en présence d’une bande très bruitée ou présentant un comportement qui ne semble pas
pouvoir être fidèlement représenté par le modèle.
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Figure 2.15 – Superposition des transferts synthétisés et mesurés pour une voie donnée, après
optimisation par bande.
2.5 Qualité des transferts au voisinage des modes
2.5.1 Motivation
Les erreurs de mesures ont plusieurs origines. La variabilité en production peut jouer un
rôle majeur dans les procédures de recalage et d’analyse de corrélation [30, 31, 32] mais elle ne
sera pas prise en compte ici. La variabilité des mesures (chargements, évolution de température
durant les essais,...) est classiquement contrôlée par des essais de reproductibilité. Des méthodes
mettant en œuvre des stratégies de type bootstrap [33, 34] peuvent être utilisées pour obtenir
des incertitudes sur les paramètres identifiés à partir de mesures répétées. Un intérêt fort de
ces méthodes est qu’aucune hypothèse n’est formulée sur la loi statistique observée par ces
paramètres. Cependant la limitation majeure est que toutes les mesures doivent être enregistrées
indépendamment (pas de moyenne des mesures). Des résultats comparables peuvent être obtenus
en utilisant des méthodes de type Monte Carlo [35] ou des identifications avec maximum de
vraisemblance utilisant la variance des mesures (Maximum likelihood) [36, 37], mais cela fait
l’hypothèse que le bruit sur les transferts mesurés suit une loi normale. Dans toutes ces situations,
il est important de préciser que tout biais introduit par la méthode d’identification choisie peut
avoir des effets qui ne sont pas du tout pris en compte [34].
Plutôt que de construire un modèle d’incertitude pour les paramètres modaux identifiés,
l’objectif retenu ici sera de quantifier l’erreur d’identification. Le modèle d’identification uti-
lisé est le modèle pôles/résidus avec termes résiduels présenté par l’équation (2.42). L’erreur
d’identification est tout d’abord définie en évaluant, pour chaque mode et chaque capteur, la
différence entre les fonctions de transfert mesurées et synthétisées autour de chaque fréquence
de résonnance. Ce critère, défini à la section 2.5.2, ne nécessite pas l’utilisation de méthodes
stochastiques pour estimer les bornes d’incertitudes sur les paramètres modaux [36, 37] et est
ainsi plus facilement utilisable. Trois critères supplémentaires, le niveau (level), la contribution
et le bruit sur signal (Noise Over Signal) sont alors introduits pour assister le tri des mesures
et l’évaluation de leur pertinence pour le processus d’identification. En prenant les résultats
d’identification obtenus avec la stratégie d’optimisation des pôles [28] à l’aide de la Structural
Dynamics Toolbox [22] pour MATLAB, ces critères permettent de définir des lots de capteurs
pertinents par mode pour lesquels l’identification est de bonne qualité.
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Pour illustrer l’utilisation de ces nouveaux critères, le cas test d’une analyse modale expé-
rimentale d’un composant de frein à tambour sera utilisé en section 2.5.3 : un plateau embouti
sur lequel est riveté un guide-câble (voir à gauche de la figure 2.16). Pour être aussi proche que
possible de conditions limites libres, l’ensemble est suspendu par des fils de pêche qui n’inter-
agissent qu’en quelques points avec la structure. Afin de s’assurer que l’ensemble des modes sont
suffisamment bien excités, trois points d’excitation ont été testés : deux dans la direction hors-
plan et un dans le plan. Du fait que les critères proposés ne sont pour le moment pas étendus
aux mesures présentant plusieurs entrées, mais limités aux mesure avec excitation unique, seul
un point d’excitation hors plan a été retenu pour l’analyse. Ce point a été choisi car il engendrait
la meilleure excitation modale moyenne sur la gamme de fréquence d’étude.
Les mesures sont réalisées à l’aide d’un vibromètre laser 3D à balayage par effet doppler (3D-
Scanning Laser Doppler Vibrometer ou 3D-SLDV PSV-400 fabriqué par Polytec). A gauche de
la figure 2.17 est montré le maillage de mesure composé de 493 points, associés à 1479 fonctions
de transfert (3 capteurs par point de mesure dans chacune des trois directions X,Y et Z). Pour
chaque point, les réponses de 8 impacts marteaux sont mesurés et les fonctions de transfert sont
obtenues à l’aide de l’estimateur H1 classique [7].
Une validation manuelle des 1479 mesures ne peut pas être réalisée en un temps raisonnable
alors que l’on sait qu’une partie non négligeable des mesures peut être considérée comme clai-
rement bruitée. Le nombre important de mesures et l’existence d’une observabilité faible dans
certaines directions augmente le besoin d’une définition automatique de lots de capteurs. De plus,
ces procédures sont également très pertinentes dans le cas de mesures avec des accéléromètres
ainsi que pour des mesures d’impacts marteau.
Figure 2.16 – Configuration de mesure : (a) Marteau à impact automatique, (b) plateau de
frein à tambour, (c) fils de pêche, (d) 3D-SLDV
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Figure 2.17 – Maillage de mesure : 493 points, 1479 capteurs
2.5.2 Définition des critères
La fonction objectif définie en (2.64), bien que très classiquement utilisée, n’est pas analysée
dans le détail. Une identification parfaite est obtenue si les fonctions de transfert mesurées et
identifiées sont parfaitement superposées. La visualisation de cette superposition est souvent
utilisée mais celle-ci n’est pas envisageable pour plus que quelques transferts. Ainsi, d’autres
outils sont proposés ici.
Il est utile de noter que la fonction objectif (2.64) est obtenue comme une somme de contri-
butions positives associées à chaque paire capteur/actionneur (correspondant aux colonnes de
H qui seront indexées c par la suite) et à chaque fréquence (lignes de H).
La contribution d’un mode est caractérisée par le fait que son amplitude est maximale autour
de sa fréquence de résonance. Une méthode classique est de recentrer l’identification sur la bande
passante à demi-puissance (ou à -3dB) donnée par [ωj(1− ζj) ωj(1 + ζj)] avec ωj la fréquence de
résonnance et ζj l’amortissement modal. On propose ainsi de définir l’erreur d’identification
pour un mode j une paire entrée/sortie c par
ej,c =
∫ ωj(1+αζj)
ωj(1−αζj) |HTest,c(s)−Hid,c(s)|
2∫ ωj(1+αζj)
ωj(1−αζj) |Hid,c(s)|
2
(2.82)
avec HTest,c le transfert mesuré et Hid,c le transfert synthétisé. α est un facteur d’échelle de
la largeur de bande de fréquence, avec α = 1 correspondant à la largeur de bande classique à
-3dB et α = 5, une valeur pertinente utilisée dans [22] et dans ce papier. Ce critère d’erreur
d’identification peut être vu comme une évaluation numérique de la qualité de la méthode
historique d’identification “circlefit” pour chaque paire entrée/sortie. La figure 2.18 illustre un
cas simple sur le mode à 4050Hz situé au centre de la visualisation. Sur la gauche, la mesure
en bleu clair est bruitée, ce qui engendre que la correspondance avec l’identification en rouge
pointillé ne peut pas être bonne. Ceci est cohérent avec la valeur du critère d’erreur évaluée à 30%.
Sur la droite, la résonnance du mode est très bien visible et la superposition avec l’identification
quasiment parfaite. Ce résultat visuel est très bien restitué par le critère d’erreur évalué à 0.4%.
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Figure 2.18 – Exemple de fonctions de transfert avec un critère d’erreur élevé de 30% (à gauche)
et faible de 0.4% (à droite)
Pour la plupart des applications et plus spécialement pour des mesures 3D laser, une erreur
importante est attendue près des noeuds de vibration où l’observabilité est faible. Pour éviter
de prendre en compte de telles fonctions de transfert, le critère de niveau pour un mode donné
est défini comme le ratio entre la moyenne quadratique autour de la résonnance de ce mode et
la moyenne quadratique maximale sur l’ensemble des paires de capteur/actionneur
Lj,c =
∫ ωj(1+αζj)
ωj(1−αζj) |HTest,c(s)|
2
maxc
∫ ωj(1+αζj)
ωj(1−αζj) |HTest,c(s)|
2
(2.83)
Les capteurs problématiques sont ceux présentant une erreur importante malgré un niveau si-
gnificatif. Ainsi, considérer les critères d’erreur et de contribution de façon séparée n’est pas
toujours approprié, comme illustré dans la discussion sur le post-traitement en section 2.5.3.
Un nouveau critère, appelé “Bruit sur Signal” ou Noise Over Signal (NOS) est obtenu en
multipliant les critères d’erreur et de niveau
NOSj,c = ej,c × Lj,c ≈
∫ ωj(1+αζj)
ωj(1−αζj) |HTest,c(s)−Hid, c(s)|
2
maxc
∫ ωj(1+αζj)
ωj(1−αζj) |HTest,c(s)|
2
(2.84)
de façon mettre en évidence les fonctions de transfert où une erreur importante est associée à un
niveau élevé, donc critique. Pour une identification raisonnable, l’approximation faite en (2.84)
utilise le fait que HTest,c et HId,c doivent se superposer et que donc∫ ωj(1+αζj)
ωj(1−αζj) |HTest,c(s)|
2/
∫ ωj(1+αζj)
ωj(1−αζj) |Hid,c(s)|
2 ≈ 1. Cette approximation illustre que le produit
ej,c × Lj,c est proche du ratio de l’erreur d’identification (soit une estimation du bruit) sur la
réponse maximale (soit le niveau de signal), ce qui explique la terminologie NOS retenue.
La figure 2.19 (à gauche) montre l’exemple d’une fonction de transfert avec une valeur de NOS
élevée (8.3%) : l’erreur est très élevée à 40.4% alors que le niveau est tout de même significatif
à 20.5%. Le mode est très mal identifié (à peine visible dans le transfert) mais l’amplitude du
résidu identifié est importante pour la définition de la forme du mode. L’existence de paires
capteur/actionneur présentant un haut niveau de bruit pour une amplitude importante, mises
en évidence par les valeurs de NOS, est typique de modes faiblement excités (la contrôlabilité
du mode est faible pour le point d’excitation utilisé). Sur la droite, la fonction de transfert
montre également une valeur de NOS élevée (24.7%) et une erreur importante (24.7%) mais
graphiquement, le mode est très visible. La valeur importante du NOS est ici due à une mauvaise
identification (pôle mal identifié engendrant un résidu biaisé et une erreur importante). En effet,
ce transfert spécifique a été mesuré dans un second lot de mesure, pour lequel le paramétrage
du traitement de signal de la mesure avait été changé par rapport au premier lot, entrainant un
amortissement apparent différent. Cet exemple illustre le fait que le critère NOS est également
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bien adapté pour la détection de problèmes de cohérence entre les mesures (paramétrage différent
entre les systèmes de mesure, changement du comportement du système mesuré, ...)
Figure 2.19 – Exemples de fonctions de transferts présentant des valeurs de NOS élevées en
raison de : mauvaise excitation (à gauche) et concaténation de mesures incohérentes (à droite)
Après le dépouillement manuel de nombreuses mesures, il se trouve que deux cas tendancieux
sont souvent rencontrés : la mesure est bruitée mais présente une contribution suffisante pour
être identifiée avec confiance ou la contribution du mode est si faible qu’il ne peut pas être séparé
des autres modes sans poser la question d’un biais d’estimation plus ou moins important. Pour
distinguer ces deux cas de figure, un dernier critère de contribution est introduit
Cj,c = 1−
∫ ωj(1+αζj)
ωj(1−αζj) |HTest,c −Hid,j,c|
2∫ ωj(1+αζj)
ωj(1−αζj) |HTest,c|
2
. (2.85)
pour mesurer la contribution modale d’un mode spécifique j relativement à la réponse globale
de tous les modes autour de sa fréquence de résonnance, donnant ainsi une indication de sa
visibilité (Hid,j,c est la synthèse du transfert ne comportant que le mode j). Pour des fonctions
de transfert très bruitées, cet indicateur peut être négatif et est alors ramené à 0. Le choix de
HTest plutôt que de HId pour la normalisation est sujet à discussion. L’utilisation de HId semble
générer plus de “fausses détections” , où des contributions estimées sont élevées pour des signaux
très bruités, alors qu’aucune confiance dans la qualité de l’identification n’est possible.
La figure 2.20 montre des fonctions de transfert pour lesquelles ce genre de discussion est
nécessaire. Sur la gauche, autour de 4050Hz, le mode est bien visible malgré un niveau de
bruit relativement élevé. Il peut être important de conserver cette mesure pour bien interpréter
la corrélation. Sur la droite, la figure montre une fonction de transfert où l’erreur est très
faible mais pour laquelle la résonnance du mode d’intérêt n’est pas visible du tout. La capacité
d’identifier le résidu avec confiance est faible puisque l’identification est clairement susceptible
d’être significativement biaisée.
Figure 2.20 – Exemples de fonctions de transfert : Erreur élevée de 18.7% avec un contribution
élevée de 73.5% (à gauche) et erreur faible de 0.1% avec une contribution faible de 0% (à droite)
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Les critères proposés permettent de décomposer les sources d’erreurs d’identification en
contributions pour chaque mode et chaque fonction de transfert. Pour chaque mode, les cap-
teurs clairement problématiques, présentant une erreur importante avec une contribution faible
et un niveau faible peuvent être ignorés automatiquement et seulement les résultats proprement
identifiés peuvent être conservés avec une grande confiance sur la qualité. Les résultats intermé-
diaires peuvent être analysés plus en détail en utilisant des tris par le niveau, la contribution ou
le NOS pour mettre en évidence les fonctions de transfert problématiques, comme illustré dans
la prochaine section.
2.5.3 Cas test industriel
Pour des raisons pratiques et plus particulièrement en présence de beaucoup de capteurs, des
outils de post-traitement permettant de les trier dans des tables et de générer des visualisations
de type carte de couleurs en fonction des différents critères de qualité sont nécessaires et vont
être présentés ici.
Dans le cas présent, les modes ont été préalablement identifiés par l’équipe des essais chez
CBI à l’aide de l’algorithme Polymax implémenté dans le logiciel commercial LMS Test.Lab. La
pertinence des pôles sélectionnés dans le diagramme de stabilisation est toujours une question.
Après avoir réalisé une optimisation des pôles initiaux avec IDRC, une table de qualité globale
de l’identification par mode est proposée et montée en Table 2.3
Pour chaque mode, l’erreur moyenne et la contribution moyenne sont calculées. Ces critères
globaux sont utiles pour évaluer rapidement la qualité générale de l’identification de chaque
mode. Le critère classique Modal Phase Collinearity (MPC) [38], qui quantifie si les formes
modales sont réelles (attendu dans une majorité de systèmes mesurés chez CBI) est également
calculé.
La table est colorée en utilisant des seuils définis pour chaque critère de façon à mettre en
évidence rapidement les modes pour lesquels une attention plus particulières semble nécessaire.
Ces seuils sont sujets à discussion, mais les valeurs qui semblent pertinentes après plusieurs
dépouillements manuels, et utilisées ici sont
— Erreur : 0% < 10% < 30% < 100%
— Contribution : 100% > 20% > 10% > 0%
— MPC : 100% > 90% > 10% > 0%
Dans notre cas, les modes 15, 27, 32, 35, 36 et 37 doivent être rejetés à cause de leur valeur
très faible de MPC et de contribution : ils correspondent à des modes numériques.
Etant donné le grand nombre de modes, trois d’entre eux présentant un intérêt particulier
ont été retenus. Leurs déformées modales sont montrées en figure 2.21.
Figure 2.21 – Modes retenus pour l’illustration des critères de qualité #9 (gauche), #6 (milieu)
and #26 (droite).
Le mode #9 présente une forme modale plutôt localisée avec une grande déformation autour
du trou central. Malgré cela, le mode est très visible sur la plupart des fonctions de transferts.
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Mode Number Freq[Hz] Damp[%] Error[%] Contribution[%] MPC[%]
1 445 0,13 6 75 99
2 457 0,31 13 74 98
3 919 0,37 16 73 99
4 1116 0,14 9 61 98
5 1125 0,09 7 75 97
6 1234 1,44 37 42 99
7 1581 0,12 8 86 100
8 1814 0,07 5 87 99
9 1995 0,08 4 93 99
10 2083 0,09 4 83 99
11 2159 0,06 8 74 99
12 2205 0,09 15 40 95
13 2255 0,14 7 82 99
14 2463 0,19 8 79 98
15 2609 0,08 25 7 1
16 2732 0,14 6 83 96
17 2825 0,07 4 89 99
18 2899 0,06 6 80 99
19 2930 0,06 16 36 98
20 3492 0,17 13 70 97
21 3604 0,11 8 75 99
22 3674 0,11 8 79 99
23 3750 0,21 27 32 92
24 3868 0,11 11 71 98
25 3919 0,17 27 34 94
26 4044 0,06 20 38 92
27 4154 0,03 16 6 2
28 4192 0,07 4 66 98
29 4236 0,17 5 76 99
30 4352 0,08 3 85 98
31 4499 0,23 8 75 99
32 4606 0,04 15 4 3
33 4696 0,06 24 22 90
34 4737 0,14 19 56 96
35 4803 0,09 32 16 10
36 4820 0,05 31 10 7
37 4924 0,04 39 11 5
Table 2.3 – Table de qualité globale de l’identification
Il est en effet très bien excité par la localisation de l’impact marteau, à côté de ce trou central.
Ceci est bien illustré par la figure 2.22 où la plupart des capteurs présentent une erreur faible
(marqueurs + bleus) et une contribution élevée (marqueurs o jaunes avec une échelle fixée pour
que la valeur maximale soit 0.5, soit la moitié de Eq.(2.85), qui se trouve être une échelle
plus pertinente pour visualiser les différents critères simultanément). Les quelques capteurs qui
présentent une erreur élevée sur la droite de l’image correspondent à des réponses avec un niveau
faible (marqueurs × rouges avec le maximum à 0.5 comme pour la contribution) où les mesures
sont attendues comme bruitées.
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Figure 2.22 – Erreur(+), niveau(x) et contribution (o) pour le mode #9
Le mode #6 présente une déformée modale bien plus localisée encore, correspondant à la
première flexion du guide-câble. Les niveaux d’erreur présentés par la figure 2.23 sont significa-
tivement au-dessus de 10% pour quasiment deux tiers des capteurs. Néanmoins, le zoom sur les
100 premiers capteurs avec l’erreur la plus faible confirme que pour les capteurs pertinents où
le niveau est élevé, l’erreur est très faible et la contribution plutôt élevée. La capacité à amélio-
rer la qualité de l’identification à travers de nouvelles mesures n’est donc pas claire et le choix
d’ignorer les capteurs avec une erreur élevée est confirmé.
Figure 2.23 – Erreur(+), niveau(x) et contribution (o) pour le mode #6 (gauche) et zoome sur
les 100 premiers capteurs avec l’erreur la plus faible (droite)
La figure 2.24 montre, pour le mode #26, des erreurs et contributions caractéristiques
moyennes similaires au mode #6. Le mode présente une déformée modale bien plus globale
et l’analyse détaillée des fonctions de transfert montre que beaucoup de capteurs avec un ni-
veau important (au-dessus de 10% ou 0.05 sur la figure, en raison du facteur d’échelle 0.5) ont
également une erreur élevée (typiquement, au-dessus de 10%).
Figure 2.24 – Erreur(+), niveau(x) et contribution (o) pour le mode #26
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Une utilisation efficace des critères proposés nécessite la mise en place d’outils de navigation.
La capture d’écran à gauche de la figure 2.25 montre une table supérieure Modes qui permet
de naviguer dans la liste des modes et une table inférieure I/O Pairs qui permet d’analyser les
différents critères de qualité pour chaque fonction de transfert mesurée. Dans le cas présent, une
seule entrée était considérée, ce qui explique la valeur constante dans la colonne In. La table
Modes montre les indices des modes de mesure, leurs fréquences et amortissements. Les indices
des modes numériques et leurs fréquences, le seuil “Thres” et les valeurs de MAC sont également
montrés et seront expliqués et analysés en section 3.3.3. Dans la table I/O Pairs, le tri utilisé
sur l’image est basé sur le critère NOS et le transfert sélectionné (cellule bleue dans la table)
est montré à la droite de la figure 2.25. La figure indique clairement un mode faiblement excité
d’où résulte une mauvaise qualité d’identification.
Figure 2.25 – A gauche : tables de navigation divisés en Modes et en fonctions de transfert I/O
Pairs. A droite : la fonction de transfert sélectionnée présentant une valeur de NOS élevée pour
le mode #26.
Les vues présentées aux figures 2.22, 2.23 et 2.24, qui classent les capteurs par erreur
croissante, ne restituent pas l’information importante qu’est la localisation de ces capteurs sur
la structure. Il est donc intéressant de reformater les critères de qualités de façon à les afficher
comme des cartes de couleurs montrant les amplitudes dans les directions x, y (horizontale et
verticale dans la vue choisie) et dans la direction z (normale à la vue).
Les cartes d’erreur pour les modes #9, #6 et #26 sont montrées en figure 2.26. L’erreur est
beaucoup plus importante pour les capteurs dans le plan (directions x et y), spécialement pour
les modes #6 et #26. Ce comportement était attendu car il est bien connu que dans le cadre
de mesures avec vibromètre 3D, le bruit est plus important dans les directions relativement
orthogonales à la direction de la mesure (soit ici le plan xy). Le mode #26 montre des zones
dans les directions dans le plan où l’erreur est faible. Elles correspondent à des endroits où
les déplacements sont importants :le niveau du signal augmente, ce qui explique la plus faible
erreur. Le mode #9, qui est très bien excité, montre globalement une erreur faible, même dans
les directions dans le plan. Les capteurs restants avec une erreur importante sont principalement
localisés dans des endroits où la surface est courbe et donc inclinée par rapport à la direction du
laser, ce qui est également connu pour contribuer fortement à un appauvrissement de la qualité
de mesure [39].
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Figure 2.26 – Erreur dans les directions x, y et z (de gauche à droite) des modes #9, #6 et
#26 (de haut en bas)
Les cartes de contribution pour les modes #9, #6 et #26 sont montrées à la figure 2.27.
Comme attendu, le mode #9 montre une contribution globale très élevée. Sa carte de contribu-
tion est presque l’exact opposé de sa carte d’erreur, ce qui montre que partout où il n’y a pas
de bruit, le mode est bien visible dans les fonctions de transfert. Pour le mode #6, les zones où
l’amplitude de la déformée modale est grande contribuent fortement. C’est la même chose pour
le mode #26 sauf autour du trou central et près de trou supérieur. Dans ces zones, l’amplitude
du mode est grande mais la contribution est faible, ce qui peut être interprété comme des zones
où le mode d’intérêt est caché par les contributions plus fortes des modes voisins. Pour ces
capteurs, la capacité à identifier proprement le résidu est une question puisque le résultat est
susceptible d’être biaisé.
Figure 2.27 – Contribution dans les directions x, y et z (de gauche à droite) des modes #9,
#6 et #26 (de haut en bas)
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Le critère de NOS, qui a été utilisé dans la table 2.25 pour visualiser rapidement les fonctions
de transfert associées, peut également être affiché sous forme d’une carte de couleur. Dans notre
cas, la figure 2.28 met clairement en avant que pour les modes #6 et #9, aucun capteur mal
identifié ne présente un niveau élevé. En revanche, certains capteurs du mode #26 sont sujets à
une NOS important (jusqu’à 10%), remettant clairement en cause la qualité des formes extraites.
La tendance est confirmée en animant le mode identifié #26 qui montre des déplacements dans
le plan non physiquement réalistes.
Figure 2.28 – NOS dans les directions x, y et z (de gauche à droite) des modes #9, #6 et #26
(de haut en bas)
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3.1 Introduction
Une des principales motivations de l’extraction de déformées modales à partir d’expériences
est la corrélation calcul/essai, c’est-à-dire la définition d’une distance entre calculs et essais. Cette
distance, combinée à une paramétrisation de modèle peut ensuite être utilisée pour corriger les
paramètres du modèle qu’on estime mal connus dans une procédure de recalage qui sera abordée
au chapitre 4.
L’approche la plus classique pour définir une distance calcul/essai est de comparer des quan-
tités pouvant être mesurées et calculées. En particulier, les fréquences propres sont comparables.
Cette comparaison nécessite cependant d’appairer les modes, ce qui n’est que rarement trivial,
en particulier du fait des problématiques de croisements de modes illustrées en section 3.2.3.
La comparaison des formes modales est donc une nécessité abordée en section 3.2. Les formes
modales ne sont connues qu’aux capteurs comme cela sera détaillé dans la définition de l’obser-
vation en section 3.2.1. Cette définition exige une étape préalable de superposition du maillage
de mesure sur le modèle éléments finis suivant la procédure détaillée en section 3.2.2 avec des
erreurs induites illustrées en section 3.2.4.
Le critère MAC (Modal Assurance Criterion) [40] est le plus classiquement utilisé pour éva-
luer la distance entre formes connues aux capteurs et appairer les formes correspondantes. Le
calcul du MAC s’insère dans une procédure globale de corrélation et recalage de modèle illus-
trée par la figure 3.1. D’un côté, les données issues des mesures expérimentales sont identifiées,
donnant ainsi les fréquences expérimentales ωj , les coefficients d’amortissement ζj et les dé-
formées modales aux capteurs {cψj}. D’un autre côté, les calculs à partir du modèle éléments
finis donnent les fréquences numériques ωk et les déformées modales {ψk} connues aux DDL du
modèle.
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Figure 3.1 – Evaluation de la corrélation durant une procédure de recalage de modèle
Pour une évaluation fine de la corrélation, le besoin de localiser les capteurs conduisant à
des différences a été identifié très tôt dans la littérature et la section 3.3.1 fait une synthèse
de résultats existants. De façon plus précise, il convient dans la comparaison des formes de
distinguer deux sources de différences : les erreurs de mesure et les erreurs de modèle.
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Les essais étant imparfaits, chaque composante d’une déformée expérimentale {cψj} est
entachée d’erreur. Le modèle étant imparfait, les déformées issues du calcul et de l’essai diffèrent
en certains capteurs et il est utile d’analyser la localisation de ces écarts.
La localisation des erreurs liées aux essais est classée en deux catégories : les erreurs de
configuration de mesure (capteur défectueux, mauvaise orientation ...) et les erreurs liées à la
qualité d’identification. Le besoin d’une telle localisation est particulièrement avéré pour les
essais considérés ici, où une petite fraction d’un grand nombre de mesures est de mauvaise
qualité et où le grand nombre de voies rend irréaliste un repérage manuel.
Les erreurs de configurations sont des erreurs globales qui affectent l’ensemble des modes
identifiés sur certains capteurs. La section 3.3.2 présente l’utilisation du critère MACCo pour
identifier les capteurs menant globalement à une mauvaise corrélation.
Les erreurs provenant d’une mauvaise qualité d’identification sont ensuite traitées en sec-
tion 3.3.3. L’erreur d’identification, présentée et analysée en section 2.5, est calculée avant l’éva-
luation de la corrélation. Elle fournit une estimation a priori des mauvais capteurs, qui est
utilisée pour définir, pour chaque mode, des lots de capteurs identifiés avec confiance. Dans la
procédure de la figure 3.1, un jeu Sj de capteurs valides est donc construit pour chaque mode
identifié. Ces jeux permettent de bien analyser les difficultés expérimentales et de donner des
valeurs de MAC corrigées des erreurs expérimentales : une procédure MACError est proposée
et permet de visualiser l’influence des capteurs mal identifiés sur l’évaluation du MAC.
Une fois les erreurs expérimentales éliminées, il reste utile de caractériser a posteriori la
localisation des différences de forme entre les modes identifiés et issus du calcul. L’algorithme
MACCo est utilisé en section 3.3.4 et sa mise en oeuvre permet de visualiser par mode les zones
de la mesure contribuant à une baisse du MAC. Cette visualisation sert généralement dans les
procédures de recalage à identifier les composants ou contacts mal modélisés qui seront ensuite
paramétrés et optimisés pour se rapprocher des essais.
Une alternative aux approches de corrélation au niveau des capteurs est la définition de
méthodes dites d’expansion [41] qui estiment la réponse mesurée sur l’ensemble des DDL du
modèle. Les sections 3.4.1 à 3.4.4 reviennent sur les définitions théoriques des méthodes classiques
et illustrent leurs limites sur un cas test numérique.
La méthode la plus simple, dite expansion modale et présentée en section 3.4.1, cherche à
minimiser la distance euclidienne entre les mesures aux capteurs et un jeu de formes du modèle
numérique. Cette méthode n’utilise pas à priori la dynamique du modèle pour extrapoler les
mesures, si ce n’est pour la définition du lot de formes admissibles.
Une deuxième famille d’approches utilise la définition d’une erreur sur les équations méca-
niques devant être vérifiées. Par exemple un mode est censé être auto-équilibré et donc vérifier
l’équation d’équilibre
[
K − ω2jM
]
{φj} = 0.
Les expansions statiques et dynamiques, respectivement présentées en sections 3.4.2 et 3.4.3,
considèrent que les erreurs de modèles peuvent être représentées par des efforts localisés aux
capteurs. Ainsi, l’expansion est obtenue en calculant la réponse du modèle en imposant les
déplacements mesurés aux capteurs (dual d’un effort imposé). L’expansion statique ne prend
pas en compte la dynamique du modèle, permettant le calcul de l’expansion de tous les modes
en une fois. L’expansion dynamique demande, elle, un calcul par mode (déplacement imposé à
la fréquence du mode identifié), ce qui nécessite la mise en place d’une réduction de modèle pour
limiter le temps de calcul.
La méthode MDRE, présentée en section 3.4.4 cherche à minimiser une énergie résiduelle
obtenue à partir du résidu en effort sur l’ensemble des DDL (et non plus seulement aux capteurs),
à laquelle s’ajoute la prise en compte d’une erreur de mesure. Elle est appliquée et analysée plus
en détail sur un cas industriel en section 3.4.5.
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3.2 MAC ou corrélation des formes aux capteurs
La comparaison des formes modales nécessite de distinguer les mesures connues aux capteurs
et les résultats de calcul connus aux degrés de liberté du modèle. La section 3.2.1 introduit donc
la notion d’observation. L’étape initiale de positionnement relatif des géométries expérimentales
et numériques est ensuite détaillée en section 3.2.2. Le critère MAC est finalement introduit en
section 3.2.3 pour comparer les formes, avec une discussion sur la notion de croisement de modes
et l’impact d’erreurs de positionnement est évalué en section 3.2.4.
Les illustrations réutilisent le cas test présenté en section 2.5.1. La figure 3.2 montre à gauche
la géométrie expérimentale et à droite la géométrie du modèle EF.
Figure 3.2 – Géométrie de mesure (à gauche) et modèle EF (à droite)
3.2.1 Observation
Les déformées modales expérimentales ne sont connues qu’aux capteurs et les déformées
modales numériques le sont aux degrés de libertés du modèle : les dimensions spatiales ne
sont pas cohérentes. Pour obtenir des formes comparables, le modèle éléments finis doit être
observé selon les capteurs utilisés pour la mesure. L’hypothèse générale est que les mesures y
dépendent linéairement de l’état du modèle éléments finis q, ce qui revient à poser une équation
d’observation de la forme
{y}NS = [c]NS×N {q}N (3.1)
avecNS le nombre de capteurs etN le nombre de DDL numériques. Ainsi une forme modale issue
du calcul {ψj} est observée pour conduire à une forme aux capteurs [c] {ψj} qui est directement
comparable à une forme expérimentale.
La construction de cette observation correspond à une phase dite de corrélation topologique
décomposée de deux étapes :
— le positionnement relatif du maillage de test sur le modèle EF, étape qui peut être com-
plexe en l’absence d’outils adéquats. Une procédure semi-automatisée a donc été mise en
place et est décrite en section 3.2.2.
— l’estimation du mouvement du modèle éléments finis au niveau de la position physique
exacte des capteurs. Il s’agit alors de la construction de l’observation (3.1).
Plusieurs stratégies d’observation classiques sont présentées en figure 3.3.
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Figure 3.3 – Méthodes d’observation avec le capteur en bleu et l’observation en rouge : noeud
le plus proche (gauche), surface la plus proche (milieu) et lien rigide (droite)
La stratégie la plus simple (à gauche de la figure 3.3) est de rechercher autour du capteur le
noeud du maillage EF le plus proche et d’extraire les quantités vues à ce noeud dans la direction
du capteur. Une approximation est donc faite sur la position précise du capteur.
Pour limiter cette approximation sur la position, il est possible d’observer le modèle EF à
l’endroit de la surface la plus proche du capteur (par projection orthogonale, comme montrée
au milieu de la figure 3.3). Cette observation se fait à l’aide des fonctions de formes de l’élément
concerné, évaluées à l’endroit de la projection orthogonale et dans la direction du capteur.
L’erreur sur la position du capteur est réduite, mais non nulle si la mesure est effectivement
réalisée à une certaine distance de la surface (fibre neutre d’un élément de coque, position de
l’élément sensible d’un accéléromètre).
Dans le cas de capteurs situés à une certaine distance de la surface du modèle, l’approche
retenue ici est de considérer un lien rigide entre la position capteur et sa projection orthogonale
sur la surface et d’utiliser les rotations associées au point projeté pour corriger le déplacement
du capteur. Dans le cas d’éléments de volume pour lesquels la rotation n’est pas définie, celle-ci
est estimée à partir du gradient des déplacements.
La figure 3.4 montre la superposition du maillage de test, issu de la mesure du plateau par
vibromètre laser 3D, sur le modèle éléments finis. A droite, le zoom met en évidence le maillage
expérimental en rouge, les projections orthogonales en vert et les DDL concernés pour construire
la matrice d’observation reliés aux projections en bleu.
Figure 3.4 – Construction de la matrice d’observation pour la mesure d’un plateau de frein à
tambour : vue globale (gauche) et zoom (droite)
3.2.2 Superposition de maillage (ICP)
La construction de l’observation nécessite au préalable la superposition du maillage de test
sur le modèle EF. L’objectif de cette étape est donc de trouver la transformation rigide qui
minimise l’écart entre les deux géométries, cette mesure de l’écart restant à définir.
Dans la littérature, les algorithmes permettant ce positionnement relatif optimal sont appelés
algorithmes ICP (Iterative Closest Points) dont beaucoup de variantes existent. La comparaison
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entre les algorithmes classiques, faite dans [42], montre que la différence principale résulte dans
la vitesse de convergence, liée à la définition de la distance entre les deux surfaces et à la méthode
d’optimisation.
Deux définitions de la distance sont mises en avant : la distance “point à point” (distance
euclidienne entre chaque point de mesure et le noeud du modèle le plus proche) et la distance
“point à plan” (distance entre chaque point de mesure et le plan tangent au noeud du modèle le
plus proche). En raison d’une convergence plus rapide et de la possible linéarisation du problème,
la méthode “point à plan” a été implémentée.
La figure 3.5 présente l’algorithme mis en place.
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Figure 3.5 – Algorithme de superposition d’un maillage de mesure sur un modèle EF
Dans une première phase, afin de réduire les temps de recherche des noeuds les plus proches,
une sous-sélection de la surface du modèle EF peut être réalisée. Dans l’exemple du plateau,
on retire typiquement tous les noeuds qui ne sont pas visibles du point de vue de la mesure (la
peau inférieure du plateau). Cela diminue la taille de la surface admissible du modèle et permet
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également de ne pas tomber dans un minimum local qui mettrait en correspondance des points
de mesure sur la peau supérieure avec des noeuds du modèle sur la peau inférieure.
Comme l’algorithme fait intervenir un déplacement rigide qui comprend des rotations, l’op-
timisation est non linéaire : un positionnement initial est nécessaire pour démarrer dans une
position proche de la solution optimale. Pour cela, trois noeuds en correspondance sont sélec-
tionnés sur les deux surfaces.
Le positionnement initial est alors calculé comme suit :
— superposition des premiers noeuds (translation) ;
— alignement des premiers et deuxièmes noeuds (rotation autour du point résultant de la
superposition des premiers noeuds) ;
— coplanarité des deux lots de trois noeuds (rotation autour de la droite engendrée par les
premiers et deuxièmes noeuds).
Ces trois transformations sont appliquées au maillage de test et une translation est ensuite
effectuée pour positionner l’origine du repère au centre de gravité (cela donne plus de sens à la
valeur des angles et améliore le conditionnement numérique).
La transformation rigide s’écrit à partir des 6 degrés de libertés spatiaux classiques : les trois
angles α, β et γ (rotations autour de x, y et z respectivement) et les trois translations tx, ty et
tz. Ces paramètres permettent de définir la matrice de transformation rigide de taille 4x4
[M ] = [T (tx, ty, tz)] [Rz(γ)] [Ry(β)] [Rx(α)]
= [T (tx, ty, tz)] [R(α, β, γ)] =

0 0 0 tx
0 0 0 ty
0 0 0 tz
0 0 0 1


r11 r12 r13 0
r21 r22 r23 0
r31 r32 r33 0
0 0 0 1
 (3.2)
qui transforme un point {q} en {q′} par la relation

q′x
q′y
q′z
1
 = [M ]

qx
qy
qz
1
 . (3.3)
Les coefficients de la matrice de rotation sont détaillés dans [43] et dépendent non-linéairement
(fonctions trigonométriques) des angles α, β et γ.
Puisque le positionnement initial est proche de l’optimum, l’hypothèse d’angles petits permet
de linéariser les fonction trigonométriques en posant classiquement sin(θ) ≈ θ et cos(θ) ≈ 1. La
matrice de transformation en corps rigide s’écrit alors
[M ] =

1 −γ β tx
γ 1 −α ty
−β α 1 tz
0 0 0 1
 . (3.4)
L’objectif est de trouver les trois translations et rotations qui minimisent la distance entre
les points du maillage de test {Si} et les noeuds du modèle EF {Di}, définie comme la distance
de projection du point {Si} sur le plan tangent à {Di} (plan de normale {Ni}). La figure 3.6
tirée de [43] schématise cette distance.
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Figure 3.6 – Schéma présentant la distance point à plan [43]
L’erreur s’écrit donc
εi(α, β, γ, tx, ty, tz) =


Dix
Diy
Diz
1
− [M(α, β, γ, tx, ty, tz)]

Six
Siy
Siz
1


T 
Nix
Niy
Niz
0
 (3.5)
et [43] détaille comment elle peut être réorganisée sous la forme d’une minimisation au sens des
moindres carrés de la forme [A]NS×6 {α, β, γ, tx, ty, tz}
T = {b}NS .
Les normales aux noeuds du modèle EF sont calculées et une boucle d’optimisation est
initiée :
— Appariement de chaque point de mesure avec le noeud EF le plus proche
— Minimisation de l’erreur présentée à l’équation (3.5) au sens des moindres carrés.
— Application de la matrice de transformation rigide non linéaire (3.2) pour ne pas déformer
le maillage de mesure.
— Si l’évolution relative entre deux erreurs résiduelles successives est plus petite que la
tolérance, arrêt du processus, sinon poursuite jusqu’à convergence ou dépassement d’un
nombre maximal d’itération.
L’intérêt de la linéarisation de la minimisation est qu’elle permet d’obtenir le résultat d’op-
timisation en un temps très faible. La section 3.2.4 montre son application au cas du plateau et
précise l’impact de la qualité de superposition sur l’évaluation de la corrélation.
3.2.3 Corrélation en forme MAC
Ayant des déformées modales identifiées {cψidj} (où l’observation est intrinsèquement liée
à la localisation de la mesure) et l’observation aux capteurs [c] {ψk} des déformées modales
numériques {ψk}, le critère de MAC est le plus classiquement utilisé pour les comparer. Pour
chaque couple de modes (j, k), le MAC s’écrit
MACjk =
| {cψidj}H [c] {ψk} |2
| {cψidj}H {cψidj} || {ψk}H [c]H [c] {ψk} |
, (3.6)
ce qui correspond au coefficient de corrélation entre les deux formes observées. Une valeur de
MAC supérieure à 0.9 est typiquement considérée comme une bonne corrélation, alors qu’une
valeur en dessous de 0.7 est généralement assimilée à une mauvaise corrélation.
Un des objectifs importants du MAC est de permettre l’appariement des déformées modales
en vue, en particulier, de comparer leurs fréquences. Un exemple de matrice de MAC est montré
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en figure 3.7. La matrice n’étant pas diagonale, il apparait que les formes comparables entre les
déformées numériques et expérimentales ne viennent pas dans l’ordre, ce qui illustre la nécessité
d’un critère permettant l’appariement ou mise en correspondance de formes comparables.
Figure 3.7 – Matrice de MAC sur le cas test du plateau entre les modes numériques (“Normal
modes”) et les modes identifiés (“IdMain”)
On note ainsi par exemple que le mode expérimental #6 n’est apparié avec aucun mode
numérique, et inversement le mode numérique #10 n’est corrélé avec aucun mode expérimental.
La conséquence est que les 4 modes numériques (#6-#9) et expérimentaux (#7-#10) sont
corrélés, mais sont décalés en indices.
Dans la figure, les modes 4-5 présentent des niveaux importants de corrélation croisée.
Ce type de configuration où des modes proches en fréquence ont des corrélations moyennes
avec des termes extra-diagonaux notables peut facilement s’expliquer par la notion de croi-
sement de modes. Il est ainsi montré en [44], que pour deux modes proches en fréquence
{φ1(p0)} et {φ2(p0)}, des petites modifications de la structure, décrites par des paramètres p
proches de p0, peuvent induire une rotation du sous-espace modal, c’est-à-dire donner
[φ1(p) φ2(p)] = [φ1(p0) φ2(p0)]
[
cos(θ(p)) sin(θ(p))
−sin(θ(p)) cos(θ(p))
]
(3.7)
On se convaincra facilement, que pour θp variant dans l’intervalle possible [0;π/2], le critère
MAC(φi(p), φj(p0)) présentera des valeurs en 0 et 1.
Pour illustrer ce phénomène, la figure 3.8 présente le modèle masse-ressort cyclique le plus
simple ayant deux modes à des fréquences non nulles (le troisième mode correspond au dépla-
cement en corps rigide des trois masses à 0Hz).
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Figure 3.8 – Système masse ressort cyclique présentant deux modes non nuls
En prenant les valeurs M1 = M2 = M3 = 1 et k1 = k2 = k3 = 1/3, on obtient deux modes
doubles exactement à la même pulsation de 1rad/s. Si la symétrie exacte du système est rompue,
avec par exemple k1 = 0.3275 et k2 = 0.3325, la figure 3.9 montre l’évolution des modes avec
k3 ∈ [0.3, 0.36]
Figure 3.9 – Croisement de modes avec l’évolution de k3 : Evolution des pulsations (gauche) et
du MAC entre le premier mode initial φ1(k3 = 0.3) et les deux modes évoluant avec k3(à droite)
Avec l’évolution de k3, le premier mode se rapproche de la pulsation du second et les formes
commencent à se coupler. Pour une valeur légèrement plus élevée que k3 = 0.33, les deux formes
ont tourné de 45° l’une par rapport à l’autre : le MAC de la première forme initiale φ1(p0) est de
50% avec φ1(p) ainsi qu’avec φ2(p). Les deux modes poursuivent ensuite leur croisement jusqu’à
atteindre une rotation de quasiment 90°. On note que pour une rotation complète de 90°, cela
correspond à la condition où les deux modes se croisent instantanément, c’est à dire en présence
de modes double présent uniquement pour k1 = k2 = k3. Ici, cela n’est pas possible puisque
k1 6= k2 et plus l’écart entre k1 et k2 est important, plus le croisement est long et la rotation
non complète.
Figure 3.10 – Evolution de la matrice de MAC entre les modes initiaux et les modes pour
k3 = 0.3 (MAC diagonal à gauche), k3 = 0.33 (milieu) et k3 = 0.36 (droite)
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La figure 3.10 montre ce croisement sur trois figures de MAC. La première correspond au
MAC parfait entre modes initiaux [φ1(p0)φ2(p0)] et eux-mêmes (puisque la matrice de masse
est ici l’identité). La deuxième figure montre le MAC entre les modes initiaux et les modes
[φ1(k3 = 0.33)φ2(k3 = 0.33)] : le croisement de mode fait chuter la corrélation dans la diagonale
et augmente les termes hors diagonaux. Finalement, la troisième figure montre que les deux
formes se sont presque complètement échangées.
Dans ces cas de figure, une faible variation d’un paramètre peut engendrer des modifications
de formes modales pour les modes proches en fréquence. Le MAC juge ces formes comme non
corrélées alors qu’elles se situent dans le même sous-espace. Le MAC Combine a été développé de
façon à permettre de prendre en compte ce phénomène : pour des modes proches en fréquence,
l’algorithme trouve la rotation des modes EF aboutissant à la meilleure corrélation, permettant
de comparer les sous-espaces entre eux et non directement les formes.
En dehors de l’évaluation de la corrélation de modes pour l’appariement, il est aussi usuel de
vérifier que les modes distincts sont plutôt orthogonaux. Si cette propriété est souvent vérifiée,
elle n’est censée l’être que pour une norme en masse (il s’agit alors de la propriété d’orthogonalité
des solutions d’un problème aux valeurs propres).
Il est par exemple possible que deux modes propres soient quasiment identiques au niveau
des capteurs mesurés et différents ailleurs. Il est également possible que la différence entre deux
modes ne soit visible que sur quelques capteurs et que l’absence de pondération de ces quelques
capteurs par rapport aux autres conduise à une corrélation apparente.
Lorsqu’un nombre important de capteurs est disponible (typiquement dans le cadre d’une
mesure par vibromètre laser), il est très rare d’être confronté à une difficulté de distinction de
modes. En revanche, dans le cas de mesure avec un nombre de capteurs limités (typiquement
pour des mesures avec des accéléromètres), il est préférable de mettre en place une stratégie de
positionnement permettant de distinguer des modes spécifiques. L’algorithme MSeq détaillé en
section 4.2.2 propose, à partir d’un modèle éléments finis et d’un sous-espace composé de formes
numériques d’intérêt, un positionnement des capteurs dans ce but.
3.2.4 MAC et sensibilité au positionnement
Avant d’aborder les problématiques d’utilisation du MAC, on cherche ici à illustrer l’impor-
tance de la corrélation topologique et en particulier de l’étape de positionnement des maillages
par la méthode ICP point à plan introduite en section 3.2.2. La figure 3.11 montre à gauche
le positionnement initial mettant en correspondance deux listes de trois points sélectionnés sur
le maillage de test d’une part et sur le modèle EF d’autre part. A droite de cette figure, le
positionnement relatif des deux maillages est celui obtenu après l’optimisation ICP.
Figure 3.11 – Superposition du maillage de mesure sur le modèle EF : initialisation avec trois
points en correspondance (à gauche) et résultat après optimisation ICP (à droite)
Après la mise en position initiale, l’erreur moyenne point à plan est de 1.14mm avec un écart
type de 0.88mm et une erreur maximale de 5.34mm. Après optimisation ICP, la superposition
semble de meilleure qualité visuellement et cela est confirmé par l’amélioration des trois critères :
l’erreur moyenne est de 0.82mm, l’écart-type de 0.58mm et l’erreur maximale de 3.01mm.
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En terme de temps de calcul, le maillage de mesure compte environ 300 points et le modèle
EF 200 000 noeuds. Sans compter le temps de calcul des normales aux noeuds EF (typiquement
de quelques secondes), l’optimisation compte 7 itérations pour converger (évolution relative de
l’erreur moyenne entre deux itérations < 10−6) en 0.69 secondes.
La figure 3.12 montre l’erreur point à plan résiduelle après optimisation ICP : il s’agit de
la distance de projection orthogonale de chaque point de mesure sur le plan tangent au noeud
EF le plus proche. Sur l’ensemble du plateau, cette erreur semble être un bruit aléatoirement
réparti sur une gamme de 0-2mm. Ceci est lié à la qualité de scanner de géométrie utilisé par
le vibromètre laser 3D pour définir les points de mesure. Au niveau du guide câble, une erreur
plus uniforme de l’ordre de 2.5mm pose tout de même la question du bon positionnement de ce
composant dans l’assemblage du modèle EF.
Figure 3.12 – Erreur résiduelle (distance point à plan) après optimisation ICP
Enfin, l’impact de la qualité de la superposition sur l’évaluation de la corrélation des formes
modales est analysé. La figure 3.13 compare le MAC pour les modes appairés (MAC >50% sur
la figure 3.7) avec d’une part l’observation résultant de la superposition initiale avec trois points
(barres bleues) et d’autre part celle résultant de la superposition après optimisation ICP (barres
jaunes). Les valeurs de MAC sont globalement plus faibles lorsque la superposition n’est pas
optimale.
Figure 3.13 – Impact du repositionnement sur les MAC appairés
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Dans les procédures de corrélation, il convient donc de minimiser l’impact des erreurs de
configuration qui se décomposent en erreur de positionnement relatif des géométries et erreur
de relevés exacts des positions de mesure dans la géométrie d’essai.
3.3 Localisation d’erreur
Une fois éliminées les erreurs associées à la corrélation topologique, l’étape suivante est de
localiser les capteurs menant à une mauvaise corrélation. Les critères classiques de la littérature
sont présentés en section 3.3.1. Deux sources d’erreurs peuvent être distinguées : les erreurs liées
à la mesure et les erreurs liées à la modélisation.
Les erreurs de mesures peuvent être globales (capteur mal positionné, capteur défectueux,
...) et un retrait des capteurs incriminés sur tous les modes est nécessaire, comme illustré en
section 3.3.2. Elles peuvent également résulter d’une mauvaise qualité d’identification, et cela
nécessite alors un tri des capteurs par mode, illustré en section 3.3.3, réutilisant le critère d’erreur
d’identification présenté en section 2.5.
Les erreurs de modèles sont ensuite analysées en cherchant à localiser les différences de formes
entre les modes identifiés et les modes numériques, en ne considérant que les capteurs fiables
par mode. La section 3.3.4 illustre cette étape avec l’utilisation de l’algorithme MACCo.
3.3.1 Localisation d’erreurs dans la littérature
Le besoin de localiser les capteurs menant à une mauvaise corrélation a été identifié très tôt et
a mené à différentes approches. Pour les critères suivants, les déformées modales identifiées {cψj}
et les déformées numériques calculées et observées selon les capteurs {cψk} ([c] {ψk} sera par la
suite écrit {cψk} par commodité) sont supposées appariées. Cet appariement est classiquement
réalisé en associant à chaque déformée modale expérimentale la déformée modale numérique
avec laquelle elle est le plus corrélée (avec la plus grande valeur de MAC). Ensuite, un seuillage
est appliqué sur les déformées modales appairées pour ne conserver que celles ayant une valeur
de MAC supérieure à 70%
Le CoMAC [45] utilise le même critère de corrélation que le MAC, mais au lieu de comparer
les données sur tous les capteurs à chaque déformée modale j, il compare les données sur toutes
les déformées modales appariées pour chaque capteur c, soit
CoMACc = 1−
{ ∑
j,k∈Pairs
|ccψj ccψk|
}2
∑
j,k∈Pairs
|ccψj |2
∑
j,k∈Pairs
|ccψk|2
(3.8)
où l’écriture 1− est utilisée ici pour obtenir une bonne corrélation pour des valeurs faibles
du CoMAC. Cette définition du CoMAC suppose que les modes sont mis à l’échelle de façon
similaire. Comme cela est parfois difficile à assurer, un scaled CoMAC (CoMAC mis à l’échelle)
est proposé en mettant à l’échelle les déformées modales {cψk} en utilisant le Modal Scale Factor
(MSF)[46] {
ĉψk
}
= {cψk}MSFjk = {cψk}
{cψk}H {cψj}
{cψk}H {cψk}
(3.9)
qui permet de minimiser la norme quadratique de la différence entre {cψj} et
{
ĉψk
}
.
Alors que le critère du CoMAC est assez ancien, le nombre de papiers y faisant référence est
assez limité. Une raison expliquant cette limitation est probablement qu’il nécessite un nombre
élevé de modes identifiés pour mette en évidence les capteurs contribuant à la mauvaise cor-
rélation de façon pertinente. La seconde limitation est liée à la nature globale de ce critère :
comme montré en section 2.5, certains capteurs peuvent présenter une contribution faible ou
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une erreur importante pour beaucoup de modes (et être donc potentiellement mal identifiés,
même avec un niveau élevé), mais être pourtant très pertinents pour d’autres (en particulier les
modes locaux). Le CoMAC peut ainsi engendrer des retraits de modes globalement mauvais,
mais parfois essentiels.
La figure 3.14 montre le scaled CoMAC appliqué au cas test du plateau de frein à tambour.
Beaucoup de capteurs dans le plan sont détectés comme étant une source globale de mauvaise
corrélation. Cela est probablement dû au fait que la qualité globale de mesure dans le plan
est moins bonne et que la majorité des modes sollicite principalement les capteurs hors-plan.
Cependant, les capteurs dans le plan peuvent être très pertinents voire indispensable pour la
définition de certains modes.
Figure 3.14 – Scaled CoMAC pour le cas test du plateau de frein à tambour, directions X Y
et Z
Le critère enhanced CoMAC (eCoMAC), introduit dans [47], utilise la moyenne de l’écart
entre les amplitudes des déformées modales identifiées et numériques pour chaque capteur sur
tous les modes, à la place du critère de corrélation utilisé par le CoMAC. Il est obtenu avec
eCoMACc =
∑
j,k∈Pairs
∥∥∥∥∥∥ {ccψj}‖{ccψj}‖ −
{
ĉcψk
}
∥∥∥{ĉcψk}∥∥∥
∥∥∥∥∥∥
2NM (3.10)
où l’écart est calculé à partir de déformées modales tout d’abord mises à l’échelle avec le MSF
(pour assurer la corrélation en phase) et ensuite normalisée à 1 (pour que le critère soit borné
par 0 et 1 comme le CoMAC). De même que pour le CoMAC original, ce critère nécessite un
nombre suffisant de modes identifiés et travaille sur une suppression globale de capteurs pour
tous les modes.
La figure 3.15 montre le résultat du critère eCoMAC appliqué à notre cas test. Ce critère
est décrit dans [47] comme plus sensible aux erreurs de phase et de mise à l’échelle. Il met en
évidence, dans les directions hors plan, le problème avec le capteur proche du guide câble (voir
les explications en dessus de la figure 3.17 pour les détails). Cependant, dans les directions hors-
plan, il semble que les différences entre le test et le modèle sont suffisamment élevées pour être
détectées avec le même niveau sur le contour extérieur et autour du trou central du plateau.
Le eCoMAC ne parvient donc pas ici à séparer clairement les capteurs menant globalement à
une mauvaise corrélation (erreur de setup ou de mesure) des capteurs qui ne sont problématiques
que pour certains modes (différence de comportement réelle entre le test et le modèle).
64
Figure 3.15 – Critère eCoMAC pour le cas test du plateau de frein à tambour, directions X Y
et Z
Les deux approches CoMAC et eCoMAC supposent que l’identification est correcte. Un
autre critère, le COMEF [48], introduit la prise en compte d’erreurs de mesure en minimisant la
détection d’erreurs pour les capteurs présentant des amplitudes de mesures faibles, qui sont plus
susceptibles d’être bruités. Quelques critères se sont penchés sur un tri non global des capteurs,
mais spécifique par mode. Le critère COrthog [49] pointe les capteurs divergents pour chaque
mode apparié, en analysant le critère POC. La constitution de lots de capteurs par mode est
développée dans [50] où les réponses d’amplitude faible sont supprimées pour chaque mode.
Un dernier critère, appelé MAC Variation Technique dans [51] ou MAC Coordinate criterion
(MACCo) dans [22] est un algorithme itératif qui retire successivement les capteurs menant à
une mauvaise corrélation (valeur faible du MAC). La structure de l’algorithme est détaillée en
figure 3.16. Pour une paire de modes j, k donnée et un lot de capteur Sn, le MACCo d’indice
n+ 1 est le couple formé par un nouveau lot Sn+1 associé à une valeur de MAC. Ce couple est
calculé à partir du lot précédent Sn auquel on retire le capteur qui améliore le plus la valeur du
MAC.
Paires cψj , cψk
Lot de capteur initial
S0
∀s ∈ Sn calculer
MACjk(Sn sans s)
Définir Sn+1 en retirant
le capteur s qui améliore
le plus le MAC
Encore des capteurs ?
MACCon+1 est la paire
{Sn+1 ; MACjk(Sn+1)}
cS0ψj , cS0ψk, S
0
cSn+1ψj , cSn+1ψk, S
n+1
Oui
Non
Fin
Figure 3.16 – Algorithme MACCo
Contrairement aux variantes du CoMAC qui nécessitent plusieurs modes, la procédure peut
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aussi bien être appliquée par mode (pour chaque paire de mode individuellement) que globale-
ment en prenant le MAC moyen sur un ensemble de modes appairés.
Retirer itérativement les capteurs et calculer à chaque fois la valeur du MAC est très gour-
mand en temps de calcul. L’efficacité peut être grandement améliorée en réécrivant le calcul du
MAC pour une paire de mode jk avec un capteur s retiré, en faisant intervenir des produits
scalaires pré-calculés sur le lot Sn auxquels les produits liés à la composante s sont soustraits
MACjk(Sn, s) =
| {cSnψj}H {cSnψk} − (csψj)H(csψk)|2
| {cSnψj}H {cSnψj} − (csψj)H(csψj)|2| {cSnψk}H {cSnψk} − (csψk)H(csψk)|2
(3.11)
Par exemple, appliqué à notre cas test qui a 26 paires de modes et 1479 capteurs, cela ne prend
que 4 secondes pour calculer le MACCo pour tous les modes.
3.3.2 Détection de capteurs erronés
Avec le besoin de mettre en évidence les sources d’erreurs provenant de la mesure, le premier
objectif évident est de localiser les capteurs qui sont globalement erronés. Les raisons classiques
sont des erreurs d’orientation, d’échelle ou encore des mesures très bruitées sur l’ensemble de la
bande de fréquence.
Dans le but de détecter les capteurs contribuant globalement à la mauvaise corrélation,
plusieurs stratégies sont envisageables. Le MACCo peut être appliqué à la valeur moyenne de
MAC des modes appairés plutôt qu’à chaque paire de modes prise individuellement. Une autre
stratégie est de calculer le MACCo pour chaque paire de mode et ensuite de calculer la moyenne
sur l’ensemble des modes de l’évolution relative du MAC résultant du retrait d’un capteur
spécifique : ce critère est appelé MACevol.
La figure 3.17 montre le résultat de ce critère global MACevol. Les capteurs 212x et 212y
améliorent en moyenne le MAC des modes appairés respectivement de 2% et 1% lorsqu’ils sont
sortis du lot de capteurs valides. Ces capteurs correspondent à une localisation de la mesure
pour laquelle la trajectoire du laser était trop proche du guide-câble. Avec le léger balancement
en corps rigide de la pièce pendant la mesure, les lasers étaient parfois coupés par le guide-câble,
introduisant de ce fait des mesures très faussées : pour quasiment toutes les déformées modales,
ces capteurs montrent des déplacements clairement non physiques.
En regardant les résultats fournis par les critères scaled CoMAC à la figure 3.14 et eCoMAC
à la figure 3.15, tous les deux pointaient ces capteurs comme source de mauvaise corrélation.
Cependant, ils étaient mélangés avec d’autres capteurs qui étaient, eux, symptomatiques d’une
différence globale réelle de comportement entre la mesure et le modèle. Le MACevol pointe
clairement ces deux capteurs comme source primaire de mauvaise corrélation.
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Figure 3.17 – MACevol : la carte dans les directions x, y et z (en haut) et la valeur pour les
10 premiers capteurs (en bas)
3.3.3 Impact des erreurs expérimentales sur le MAC
Une fois les capteurs erronés éliminés, la deuxième source d’erreur de mesure est liée à la
qualité de l’identification. Cette qualité d’identification peut être mesurée à l’aide des différents
critères présentés en section 2.5. Un tri des capteurs pour chaque mode et selon chacun des
quatre critères est alors obtenu.
Pour être efficace dans l’analyse de la corrélation avec beaucoup de capteurs, des outils
interactifs sont nécessaires pour naviguer parmi les paires de modes via la matrice de MAC,
observer les déformées modales issues de l’identification et de la simulation, trier les capteurs en
fonction des critères de qualités pour rapidement visualiser des transferts pertinents.
Figure 3.18 – Affichage de la matrice de MAC et des déformées modales associées (gauche) et
table avec les modes appairés et les critères de qualité par mode et par capteur.
La figure 3.18 montre sur la gauche le MAC évalué pour notre cas test. Les informations
sur les modes appairés sont résumées dans la partie supérieure de la table à droite de la figure,
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où les colonnes peuvent être triées. Cela permet par exemple un post traitement par fréquence
croissante ou par MAC croissant. Quand une ligne correspondant à une paire de mode est
sélectionnée, la partie inférieure de la table montre pour chaque capteur, les valeurs des critères
de qualité pour le mode considéré : Erreur, Niveau, Contribution et NOS. Cette table permet
également un tri selon ces critères, permettant de visualiser directement le transfert associé au
capteur sélectionné (visualisation de la superposition des transferts mesuré et synthétisé, centrée
autour de la fréquence du mode).
Afin de permettre un retrait automatique des capteurs dont la qualité d’identification est
clairement mauvaise, le critère d’erreur est utilisé. Pour chaque paire de modes, le MAC-Error
est l’évolution de la valeur du MAC avec le retrait de capteurs par erreur décroissante. Des
exemples de résultats types sont donnés en figure 3.19 pour les modes identifiés #9, #26 et #33
associés à leurs modes numériques appairés.
Figure 3.19 – MACError pour les modes identifiés #9, #26 et #33. La ligne bleue continue
et l’échelle à gauche donnent les valeurs de MAC et la ligne rouge hachée et l’échelle de droite
donnent la fraction de capteurs retirés.
Le mode #9, qui est très bien excité, ne montre aucune amélioration de la valeur du MAC
avec le retrait des capteurs présentant l’erreur la plus grande, et très peu de capteurs sont retirés
(en dessous de 5% d’erreur) en comparaison avec les deux autres modes. Le mode #26 a été
présenté comme trop peu excité, avec un critère d’erreur globalement élevé ainsi qu’un niveau
élevé du critère NOS. Le retrait de capteurs ayant la plus grande erreur améliore notablement
l’évaluation de la corrélation : la valeur de MAC est de 53% avec tous les capteurs et de 60%
avec uniquement les capteurs présentant une erreur inférieure à 10%. Le mode #33 est un mode
plutôt localisé où seulement le pourtour extérieur du plateau se déforme. Malgré une valeur
de MAC satisfaisante avec tous les capteurs de 79%, le retrait des capteurs avec plus de 10%
d’erreur améliore sensiblement cette valeur, l’amenant à 84%. Les capteurs retirés pour les modes
#26 et #33 sont principalement localisés dans le plan.
Dans les tables résumant la qualité de corrélation en figure 3.18, la colonne Threshold dans
la table Modes est utilisée pour fixer la valeur de l’erreur maximale acceptable pour le calcul
du MAC. Cette valeur est typiquement fixée à 30% voire 20%, valeur au-dessus desquelles les
transferts ne sont généralement pas exploitables.
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3.3.4 Erreurs de forme calculée aux capteurs
Le critère MACevol est utilisé en premier lieu pour éliminer les capteurs globalement mauvais
sur tous les modes. Le MAC-Error est ensuite utilisé pour supprimer des capteurs associés à une
mauvaise identification en appliquant un seuil sur le critère d’erreur. Le résultat de ces deux
critères donne des lots de capteurs pour chaque mode. L’information restante dans ces lots de
capteurs peut alors être considérée comme fiable, de sorte qu’il est maintenant pertinent de
chercher à localiser où les déformées modales diffèrent significativement.
Cette dernière étape est réalisée à l’aide du MACCo par mode, qui peut être affiché comme
une fonction (évolution de la valeur du MAC avec le retrait des capteurs) ou sous forme de
cartes de couleurs (chaque capteur prend la valeur du MAC lorsqu’il est retiré). Plutôt que la
valeur du MAC, il peut être intéressant également d’afficher son évolution relative à chaque
retrait de capteur, mettant en avant les capteurs qui améliorent “rapidement” la corrélation.
Cette stratégie de visualisation correspond au MACevol, mais évalué par mode et non plus de
façon moyenne sur l’ensemble des modes (comme fait pour le retrait des capteurs globalement
erronés).
La figure 3.20 montre un résultat type pour le mode #9. Avant de calculer le MACCo, un
seuil de 20% est appliqué sur l’erreur, menant à un retrait de 3% des capteurs avec le critère
MAC-Error. Ce premier retrait est visible par le décalage au début de l’axe x en haut de la
figure 3.20 et par les zones blanches sur l’affichage en carte de couleurs.
Figure 3.20 – Affichage du MACCo pour le mode identifié #9 : Evolution du MAC avec le
retrait de capteur (en haut), affichage sous forme de carte de couleur (milieu) et affichage de la
version MACevol (en bas).
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L’évolution du MAC montre une augmentation rapide focalisée sur quelques capteurs seule-
ment : quelques capteurs localisés contribuent beaucoup à la mauvaise corrélation. Les cartes de
couleurs de la figure 3.20 indiquent que le retrait de 4 capteurs à l’extrémité du guide-câble amé-
liore la valeur du MAC de 78% à 87% mettant en avant une grande différence de comportement
entre les déformées modales à cet endroit.
La visualisation du critère MACevol en bas de la figure 3.3.3 permet de mettre clairement
en évidence la prépondérance des quatre capteurs quant à leur influence forte sur l’amélioration
du MAC. Le retrait des 4 capteurs sur le guide-câble mène à une augmentation du MAC de 2%
chacun.
La figure 3.21 illustre que ce résultat est également vrai pour les modes #3, #7 et #13,
ce qui indique clairement une erreur de modélisation au niveau du guide-câble. Dans l’étude
industrielle, le recalage du contact entre le plateau et le guide-câble a été considéré et cela a
confirmé qu’il était la source principale de la mauvaise corrélation.
Figure 3.21 – MACevol dans la direction z pour les modes #3, #7 and #13
3.4 Estimation des mouvements non mesurés : théorie de l’ex-
pansion
Dans beaucoup de cas d’application, un modèle éléments finis associé à une mesure expé-
rimentale est généralement disponible. Même lorsque la représentativité de celui-ci n’est pas
vérifiée, à travers notamment un processus de recalage de modèle, il peut être utilisé en com-
plément des mesures dans des algorithmes dits d’expansion. L’utilisation de ces méthodes a
principalement deux objectifs :
— enrichir la mesure en utilisant le modèle éléments finis pour interpoler spatialement les
mesures en estimant la réponse sur l’ensemble des degrés de liberté du modèle. Cela a
été par exemple utilisé pour des applications en modification structurale dans [52].
— analyser les erreurs de modélisation en observant l’énergie résiduelle après expansion [53,
54, 55].
Les sections suivantes rappellent et illustrent des méthodes d’expansion classiques : méthodes
de sous-espace, expansion statique, expansion dynamique et MDRE (Minimul Dynamic Residual
Expansion)
Pour évaluer la pertinence de chaque algorithme, une étude de consistance sera systémati-
quement réalisée. Le modèle numérique utilisé est présenté en figure 3.22. Il est composé de deux
composants assemblés : une poutre horizontale et une poutre verticale. Les deux poutres sont
couplées entre elles et la poutre verticale est encastrée en trois zones à sa base. Pour ces contacts,
une liaison point surface parfaite est implémentée sous forme de contrainte multipoints : les dé-
placements des noeuds encastrés sont imposés comme nuls et les déplacements des noeuds de la
poutre horizontale sont linéairement dépendants des noeuds de la poutre verticale (en utilisant
pour les noeuds esclaves l’observation du déplacement de la surface maitre, voir section 3.2.1).
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Figure 3.22 – Modèle éléments finis avec les contacts en surbrillance (gauche), zoom sur le
contact entre les deux poutres (milieu) et zoom sur les encastrements à la base (droite)
L’étude de consistance vise à évaluer la qualité de l’expansion pour chacun des algorithmes
à partir d’une mesure simulée que l’on sait exacte par rapport au modèle. Deux géométries de
mesure sont utilisées pour simuler une identification que l’on cherche à étendre. La première
géométrie de mesure est très dense en capteurs (les directions n’ont pas été représentées, car
il s’agit pour chaque point de capteurs triaxiaux), elle représente une géométrie typique de
mesure par vibromètre laser. La seconde diffère par l’ajout d’un capteur triaxial sur la poutre
horizontale, qui représente un accéléromètre positionné sur une partie non visible du système,
ajoutant une information supplémentaire sur le comportement vibratoire de ce composant.
Figure 3.23 – Géométrie de mesure pour la consistance : forte densité de capteurs sur la poutre
verticale (gauche) et ajout d’un triaxe à l’extrémité de la poutre horizontale (droite)
La méthode MDRE sera également utilisée pour analyser les erreurs de modélisation en
regardant la répartition de l’énergie résiduelle (utilisée comme fonction coût par cette méthode).
3.4.1 Méthode de sous-espace
Les méthodes de sous-espaces utilisent des informations fournies par le modèle pour construire
une base [T ]N×NR d’un sous-espace de déplacements possibles du modèle éléments finis. Le dé-
placement global {qEx} est alors une combinaison linéaire de ces formes, soit {qEx} = [T ] {qR}.
Pour comparer la forme étendue globale avec la mesure, on observe le modèle aux capteurs avec
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[c] {qEx} et la meilleure combinaison linéaire est celle qui minimise l’écart avec la mesure
{qR} = arg min ‖{yTest} − [c] [T ] {qR}‖2 (3.12)
Pour conduire à un problème bien posé il est nécessaire que la dimension du sous-espace soit
inférieure ou égale au nombre de capteurs. Pour un sous-espace de taille inférieure à NS, un effet
de lissage intervient et peut être considéré comme bénéfique en présence d’erreurs de mesure.
On note que la minimisation étant définie sur l’observation du sous-espace, il est important que
[c] [T ] soit bien conditionnée c’est-à-dire que les formes soient bien distinctes au capteur. Le sous-
espace le plus classiquement utilisé est le sous-espace modal [56]. On note que si la dynamique
du modèle est utilisée pour construire le sous-espace (pour calculer les formes modales), elle
n’intervient pas dans la minimisation de la fonction coût : l’erreur est purement algébrique,
faisant intervenir la norme euclidienne de l’écart en déplacement aux capteurs. Il en résulte qu’il
est assez courant de constater des contributions importantes de modes très éloignés en fréquence,
ce qui est une limitation forte de la méthode.
3.4.2 Réponse forcée du modèle : expansion statique
Une utilisation plus complète du modèle est possible à travers le calcul de la réponse forcée
du modèle EF aux déplacements mesurés, imposés aux capteurs.
On considère tout d’abord que les capteurs sont coïncidents avec des degrés de liberté du
modèle. Ceci permet de distinguer les DDL actifs {qa} (correspond classiquement aux DDL
d’interface et ici aux capteurs) et les DDL complémentaires {qc}. L’expansion statique corres-
pond à la résolution du problème qa = yTest pour des efforts statiques appliqués aux capteurs,
c’est-à-dire la solution de [
Kaa Kac
Kca Kcc
]{
yTest
qc
}
=
{
Fa
0
}
(3.13)
Ce problème correspond à la condensation de Guyan [57] sur les capteurs pour laquelle on
néglige les efforts d’inertie (on pose ω = 0, ce qui élimine la matrice de masse de l’équation
de mouvement) et on suppose qu’il est pertinent de ne prendre en compte des efforts qu’aux
capteurs (soit Fc = 0). La solution de ce problème est assimilable à une méthode de sous-espace
avec [T ] donné par {
qa
qc
}
=
[
I
K−1cc Kca
]
{yTest} = [T ] {yTest} (3.14)
plutôt que les modes propres de la structure.
Ici, les capteurs ne correspondent pas nécessairement aux DDL du modèle mais à une combi-
naison linéaire de ceux-ci (via la matrice d’observation [c]). Nous allons alors utiliser les modes
d’attache (efforts imposés aux capteurs) plutôt que les modes de contraintes (déplacements im-
posés aux capteurs), qui génèrent le même sous-espace [58]. Avec la réciprocité, la matrice de
commandabilité aux capteurs [b] est liée à la matrice d’observabilité aux capteurs [c] par la
relation [b] = [c]T . Les déplacements engendrés par les efforts aux capteurs sont donc obtenus
par [
T̃
]
= [KFE ]−1 [b] = [KFE ]−1 [c]T (3.15)
On note que la matrice de raideur n’est pas inversible en présence de modes de corps rigides et
que des méthodes spécifiques existent dans ce cas [58].
Comme le sous-espace obtenu par effort imposé est identique à celui correspondant à des
déplacements imposés, on cherche maintenant une organisation de ce sous-espace
[
T̃
]
[A] (avec
[A] matrice non singulière) permettant d’écrire directement la relation entre la mesure {yTest}
et l’ensemble des DDL q. Pour retrouver la forme de (3.14), soit {q} = [T ] {yTest}, on cherche
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[A] telle que [T ] =
[
T̃
]
[A] vérifiant [c] {q} = {yTest}. Il est donc nécessaire que [c]
[
T̃
]
[A] = I,
ce qui conduit à l’expression finale de la forme étendue
{q} =
[
T̃
] [
cT̃
]−1
{yTest} (3.16)
Pour le cas test de la poutre sans accéléromètre sur la barre horizontale, la figure 3.24 montre
la matrice de MAC entre les déformées obtenues par expansion statique et les déformées réelles
du modèle. Dans les basses fréquences, seuls 4 modes sont correctement étendus.
Figure 3.24 – MAC entre les déformées du modèle nominal et les déformées étendues avec une
expansion statique à partir de la géométrie de mesure #1
La figure 3.25 montre que le troisième mode étendu ressemble fortement au mode nominal,
mais l’amplitude du déplacement en corps rigide de la barre horizontale est plus faible du fait
de la non prise en compte de l’inertie. Dès le mode #6, les modes étendus sont majoritairement
non corrélés avec les modes nominaux. Pour les modes #6, #7 et #10, la première flexion, la
deuxième flexion et la torsion de la barre horizontale marquent les différences entre les modes
étendus statiquement et les modes nominaux.
Pour donner une indication sur la gamme de fréquence pour laquelle l’expansion peut se
passer de façon satisfaisante, la notion de mode à capteurs fixes peut être utilisée [59]. Cette
notion est le pendant des modes à interface fixe de la méthode de Craig-Bampton. Il s’agit de
calculer les modes de la structure pour laquelle on contraint les déplacements vus par les capteurs
à être nuls. Les modes obtenus donnent donc une indication des déformations dynamiques non
visibles par les capteurs et des fréquences pour lesquelles elles se produisent.
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Figure 3.25 – Différence entre les déformées nominales (première ligne) et les déformées éten-
dues par expansion statique avec la géométrie #1 (deuxième ligne) pour les modes 3 6 7 et 10
(de gauche à droite)
La figure 3.26 montre que le premier mode à capteurs fixes apparait à la fréquence 1969Hz,
soit juste après la fréquence du 5ème mode à 1262Hz. On retrouve, dans ces modes à capteurs
fixes, les trois formes (première flexion, deuxième flexion et torsion de la barre horizontale) qui
ne sont pas décrites par l’expansion statique pour les modes #6, #7 et #10.
Figure 3.26 – Trois premiers modes à capteurs fixes : 1969Hz, 3201Hz et 8074Hz
Pour augmenter la bande de fréquence, le maillage de mesure #2 est doté d’un capteur
supplémentaire sur la barre horizontale. Le calcul des modes à capteurs fixes à partir de cette
géométrie donne une première fréquence à 4404Hz, soit juste après la fréquence du 9ème mode
à 4087Hz.
Le MAC entre les modes obtenus par expansion statique et les modes nominaux pour la
géométrie de mesure #2 est montré en figure 3.27. La corrélation des modes en dessous de la
fréquence du premier mode à capteurs fixes est très bonne.
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Figure 3.27 – MAC entre les déformées du modèle nominal et les déformées étendues avec une
expansion statique à partir de la géométrie de mesure #2
A partir du mode #10, la qualité de l’expansion est dégradée et très mauvaise pour cer-
tains modes. Les comparaisons entre les modes étendus et nominaux, montrés en figure 3.28,
expliquent ces écarts. La torsion de la poutre ne peut pas être imposée avec un seul triaxe sur la
poutre horizontale et les flexions d’ordre supérieur de la poutre horizontale apparaissent entre
les capteurs.
Figure 3.28 – Différence entre les déformées nominales (première ligne) et les déformées éten-
dues par expansion statique avec la géométrie #2 (deuxième ligne) pour les modes 10 13 14 et
16 (de gauche à droite)
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L’ajout de capteurs est toujours une difficulté expérimentale et l’expansion statique peut dans
certains cas être insuffisante. La dynamique du modèle peut alors être utilisée pour améliorer
les résultats.
3.4.3 Réponse forcée du modèle : expansion dynamique
Contrairement à l’expansion statique, l’expansion dynamique prend en compte la fréquence
de la réponse à étendre. Ainsi, pour chaque mode à étendre, on résout le problème dynamique
à effort nul sur les degrés de liberté complémentaires, soit[
Zaa(ω) Zac(ω)
Zca(ω) Zcc(ω)
]{
qa(ω)
qc(ω)
}
=
{
Fa(ω)
0
}
(3.17)
qui en posant qa = yTest donne{
qa(ω)
qc(ω)
}
=
[
I
Z−1cc (ω)Zca(ω)
]
{yTest(ω)} (3.18)
Par rapport à l’expansion statique où un seul sous-espace était généré pour tous les modes,
il faut pour l’expansion dynamique générer un sous-espace spécifique par mode ou réponse
étendue. Ceci engendre des temps de calculs potentiellement très longs. La solution retenue ici
est de résoudre ce problème dans le sous-espace combinant les modes de la structure et la réponse
statique aux efforts appliqués sur les capteurs (3.15). Le sous-espace ainsi obtenu,
[T ] =
[
[KFE ]−1 [c]T [Φ]NM
]⊥
(3.19)
est utilisé pour réduire le modèle. La notation ⊥ est utilisée pour indiquer le besoin d’orthogo-
naliser les vecteurs de cette famille (par rapport aux matrices [M ] et [K] du modèle) avec des
éliminations éventuelles. Sur la géométrie #1 par exemple, cela revient à réduire le modèle sur
580 DDL (560 capteurs + 20 modes), ce qui permet par la suite des calculs rapides.
On cherche donc à résoudre le problème[
T TZ(ω)T
]
{qR(ω)} = [ZR(ω)] {qR(ω)} = [T ]T
{
cTFa
}
avec
[c] [T ] {qR(ω)} = {yTest(ω)}
(3.20)
Pour se ramener à une forme similaire à (3.18), il faut générer une base du sous espace
engendré par [T ] telle que les NS premiers DDL généralisés correspondent aux capteurs notés
qT . En d’autres termes, on cherche la base
[
T̃
]
= [T ] [A] associée aux nouveaux DDL généralisés
{q̃R} décomposés en des déplacements selon les capteurs et des DDL réduits complémentaires,
soit
{q̃R} =
{
qT
qRc
}
(3.21)
vérifiant
[c]
[
T̃
]{ qT
qRc
}
= {qT } (3.22)
ce qui revient à trouver une matrice [A] telle que
[c] [T ] [A] =
[
[I]NS∗NS [0]NS∗(NR−NS)
]
(3.23)
Pour obtenir [A], on construit par décomposition en valeurs singulières une base [Ker(cT )]
du noyau de [c] [T ] que l’on complète par le sous-espace orthogonal à ce noyau, noté
[
Ker(cT )⊥
]
.
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En considérant le sous-espace engendré par [T ]
[
Ker(cT )⊥
]
, que l’on notera
[
T⊥
]
, on se retrouve
dans la situation de (3.16) : l’observation de cette base aux capteurs [c]
[
T⊥
]
est de rang plein.
Les NS premières colonnes de [A] sont donc construites de façon similaire à (3.16) en considérant
la base initiale comme
[
T⊥
]
. Les NR −NS dernières sont prise égales à la base [Ker(cT )]. La
matrice [A] correspond donc à
[A] =
[
Ker(cT )⊥(cT⊥)−1 Ker(cT )
]
(3.24)
Dans cette base
[
T̃
]
= [T ] [A], l’équation de mouvement devient[
ZTT (ω) ZTRc(ω)
ZRcT (ω) ZRcRc(ω)
]{
qT (ω)
qRc(ω)
}
=
[
T̃
]T { FT (ω)
0
}
, (3.25)
où les DDL actifs sont les capteurs {qT (ω)} = {yTest(ω)} et des DDL complémentaires sont les
inconnues. La réponse étendue est donc donnée par
{q(ω)} =
[
T̃
] [ I
−Z−1RcRc(ω)ZRcT (ω)
]
{yTest(ω)} (3.26)
L’intérêt de la réduction de modèle est ici très visible, car la matrice de rigidité dynamique
ZRcRc(ω) à inverser est de taille NR-NS (le nombre de modes utilisés pour enrichir le sous-espace
de l’expansion statique), ce qui est beaucoup plus acceptable que pour (3.18) où la matrice de
rigidité Zcc(ω) est de taille N-NS (soit l’ordre de grandeur du nombre de DDL du modèle, souvent
quelques millions de DDL pour les modèles complets).
La pertinence de la base retenue pour la réduction n’a pas été établie ici et pourrait faire
l’objet d’une analyse de convergence par itération sur résidu [60, 61], mais dans la mesure où les
résultats affichés plus loin sont pertinents cette étude n’a pas été réalisée.
Quelle que soit la géométrie de mesure choisie (#1 ou #2), la consistance de l’expansion
dynamique est parfaite, le MAC est diagonal. Ce résultat était attendu puisque les modes propres
nominaux sont dans la base de réduction et toute la dynamique du modèle est prise en compte.
Il parait cependant pertinent d’évaluer la robustesse de cette méthode d’expansion aux er-
reurs de modèle. A cet effet, les modes ont été étendus avec la forme du mode nominale (vue
aux capteurs), mais pour une fréquence non exacte variant de -50% à +50%.
Pour le mode #5 et la géométrie #1, la figure 3.29 montre que le mode étendu présente
une corrélation presque parfaite (supérieure à 99.986%) sur la bande de fréquence d’expansion
considérée. On note à nouveau que l’expansion est exacte à la vraie fréquence soit 1001Hz.
Figure 3.29 – Evolution du MAC avec la fréquence d’expansion dynamique du mode identifié #5
sans accéléromètre sur la poutre horizontale (gauche) et visualisation du mode étendu (droite)
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Pour le mode #6 à 2319Hz, la figure 3.30 indique une forte baisse de la corrélation autour
de 1948Hz et de 3200Hz et il parait intéressant de comprendre l’origine de ces fréquences.
Figure 3.30 – Evolution du MAC avec la fréquence d’expansion dynamique du mode identifié #6
sans accéléromètre sur la poutre horizontale (gauche) et visualisation du mode étendu (droite)
Lors de l’expansion, les mouvements possibles sont liés à qT qui est ici contraint aux déplace-
ments mesurés {yTest} et aux DDL complémentaires {qRc}. On cherche donc des réponses dans
le sous espace engendré par [
T̃
] [ yTest 0
0 I
]
. (3.27)
Le calcul des modes dans ce sous-espace peut mettre en évidence des résonnances du système,
proches de la fréquence d’expansion imposée. La figure 3.31 affiche les déformées modales cal-
culées dans ce sous espace : imposer les déplacements aux capteurs aux fréquences 1948Hz et
3200Hz fait entrer en résonnance les deux modes de flexion de la poutre horizontale.
Pour chaque mode à étendre, il est donc judicieux de vérifier si un mode de résonnance du
modèle réduit (sur la base “mesure étendue à la fréquence identifiée + modes à capteurs fixes”)
n’est pas présent en dessous ou proche de la fréquence d’expansion. De façon analogue à la
présence de modes de capteurs fixes pour l’expansion statique, cela remet en cause la qualité de
l’expansion dynamique puisqu’aucune mesure ne permet de valider la participation des formes
non visibles par les capteurs.
Figure 3.31 – Modes du système réduit au sous espace “mesure étendue+ capteurs fixes” :
premier mode à 1948Hz (gauche) et deuxième mode à 3200Hz (droite)
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Tout comme pour l’expansion statique, il est toujours théoriquement possible d’ajouter un
capteur pour améliorer la confiance dans le résultat d’identification. La figure 3.32 présente le
résultat de l’expansion dynamique du mode #6 avec la géométrie #2 qui ajoute un triaxe sur
la poutre horizontale. Avec le capteur supplémentaire, les deux modes de flexion de la poutre
horizontale ne peuvent plus s’exprimer (leurs formes ne font plus partie des modes à capteurs
fixes) et l’erreur de modèle, approchée par une erreur de fréquence, n’a que peu d’influence sur
la qualité du résultat d’expansion.
Figure 3.32 – Evolution du MAC avec la fréquence d’expansion dynamique du mode identifié
#6 avec triaxe sur la poutre horizontale
Il faut alors monter jusqu’à la fréquence du mode #10 à 4951Hz pour voir le problème
réapparaitre. Sur le modèle réduit (mesure étendue + capteurs fixes), le mode de torsion de la
poutre est précédé par un mode à 4258Hz. La forme correspondante affichée à droite dans la
figure, est également une torsion mais à fréquence plus basse et avec une rotation autour du
capteur situé sur la poutre horizontale.
Figure 3.33 – Evolution du MAC avec la fréquence d’expansion dynamique du mode identifié
#6 avec accéléromètre sur la poutre horizontale (gauche), mode de torsion étendu (centre) et
mode du sous-espace “mesure étendue + capteurs fixes” (droite)
Si l’expansion dynamique est plus robuste que l’expansion statique, il convient donc cepen-
dant de faire attention à la possibilité de couplage avec des déformées correspondant aux modes
du sous-espace “mesure étendue + capteurs fixes”.
3.4.4 Méthode de minimisation du résidu : erreur de mesure et erreur de
modèle
L’expansion statique impose les déplacements aux capteurs en négligeant les effets d’inertie
(ω = 0), l’expansion dynamique ajoute la prise en compte de l’inertie, mais dans les deux cas
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le modèle et les mesures yTest sont supposés exacts. Pour lever cette limitation la méthode
MDRE (Minimum Dynamic Residual Expansion, qui est très proche de l’erreur en relation de
comportement étendue [53, 54, 55]) utilise une fonction coût composée d’une erreur de modèle
et d’une erreur de mesure.
L’erreur de mesure est classiquement une mesure de l’écart entre la forme identifiée {yj,Test}
et l’observation aux capteurs de la forme étendue [c] {φj}, soit
εTest = ([c] {φj} − {yj,Test})T [Q] ([c] {φj} − {yj,Test}) (3.28)
avec une norme Q à choisir. La norme euclidienne classique ([Q] = [I]) a été utilisée dans
ces travaux, mais une pondération de la mesure utilisant le critère d’erreur d’identification
introduit en section 2.5 est envisageable avec par exemple [Q] = [I] − diag(ec,j) ou [Q] =
diag(max(emax− ec,j , 0)/emax) avec emax une valeur maximale d’erreur au-dessus de laquelle, la
mesure n’est pas du tout prise en compte.
L’erreur de modèle est ensuite prise en compte, à travers le non-respect de l’équilibre dyna-
mique, où les efforts résiduels
{RjL} = [Z(ωj)] {φj} (3.29)
ne sont nuls que si le modèle et les mesures sont exacts, ce qui correspond au cas de l’expan-
sion dynamique exacte illustré dans la section précédente. On rappelle ici que le second point
commun entre les expansions statique et dynamique est l’hypothèse selon laquelle les erreurs de
modèle sont reprises par des efforts aux capteurs : dans les deux cas, les efforts selon les DDL
complémentaires sont considérés nuls. Cette hypothèse n’est pas faite par la méthode MDRE
qui considère les efforts résiduels {RjL} sur l’ensemble des DDL du modèle.
Pour obtenir une mesure de ce résidu en effort {RjL}, la méthode d’itération sur résidu
définit le déplacement statique associé
{RjD} = [K]−1 {RjL} = [K]−1 [Z(ωj)] {φj} (3.30)
et l’erreur de modèle associée est l’énergie de déformation engendrée par ce résidu en déplace-
ment, soit
εMod = {RjD}H [K] {RjD} (3.31)
L’expansion MDRE cherche donc à minimiser l’erreur totale définie comme somme pondérée
de l’erreur de mesure et de l’erreur de modèle
ε = γεTest + εMod
= γ ([c] {φj} − {yj,Test})H [Q] ([c] {φj} − {yj,Test}) + {RjD}H [K] {RjD}
(3.32)
La définition du résidu en déplacement [K] {RjD} = [Z(ωj)] {φj} peut être intégrée à la mini-
misation par un vecteur multiplicateurs de Lagrange soit
minφj ,RjD,λ ( γ ([c] {φj} − {yj,Test})
H [Q] ([c] {φj} − {yj,Test})
+ {RjD}H [K] {RjD}
+ {λ}H ([K] {RjD} − [Z(ωj)] {φj}) )
(3.33)
La minimisation de cette fonction coût conduit à l’annulation des dérivée partielles par
rapport aux paramètres (φj , RjD, λ) qui donne
γ [c]T
(
[Q] + [Q]H
)
([c] {φj} − {yj,Test})− [Z(ωj)]H {λ} = 0(
[K] + [K]H
)
{RjD}+ [K]H {λ} = 0
[K] {RjD} − [Z(ωj)] {φj} = 0
(3.34)
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De la deuxième ligne, on tire la relation {λ} = − [K]−H
(
[K] + [K]H
)
{RjD} permettant de
réduire le nombre d’inconnues. La forme matricielle de la minimisation s’écrit alors
[
γcT
(
Q+QH
)
c Z(ωj)HK−H
(
K +KH
)
−Z(ωj) K
]{
φ
RjD
}
=
{
γcT
(
Q+QH
)
yj,Test
0
}
(3.35)
qui, lorsque les matrice [K], [Z(ωj)] et [Q] sont symétriques, se simplifie en
[
γcTQc Z(ωj)
−Z(ωj) K
]{
φ
RjD
}
=
{
γcTQyj,Test
0
}
(3.36)
Le choix du paramètre γ est important puisqu’il gère la pondération entre l’erreur du modèle
et l’erreur de mesure. Une procédure de réglage simple est de donner une estimation de l’erreur
de mesure relative √εTest/ ‖yj,Test‖ et d’itérer sur les valeurs de γ jusqu’à atteindre ce critère.
Pour évaluer la pertinence de la méthode MDRE, le mode identifié #11 est utilisé avec la
géométrie de mesure #2 (avec accéléromètre sur la poutre horizontale). Afin de donner un sens
à la prise en compte des erreurs de mesure, un bruit additif de distribution uniforme (entre -10%
et +10%) est introduit sur la partie réelle et la partie imaginaire au niveau de chaque capteur.
Une fois ce bruit ajouté, l’erreur de mesure relative √εTest/ ‖yj,Test‖ entre le mode nominal et
le mode bruité est de 5.5%.
La figure 3.34 montre le MAC entre la forme du mode nominal et la forme étendue avec la
méthode MDRE en fonction de la fréquence d’expansion et du niveau d’erreur admissible.
Figure 3.34 – MAC entre le mode nominal #11 et le mode étendu en fonction de la fréquence
d’expansion et de l’erreur relative admissible (gauche) et zoom de la carte de couleur sur la
gamme 0.7-1 (droite)
Pour des erreurs admissibles trop faibles (γ ≈ 0) le conditionnement numérique de la méthode
MDRE est mauvais et le résultat n’est pas exploitable. La forme liée à cette expansion sans
erreur de mesure admissible est montrée à gauche de la figure 3.35 et elle n’est visiblement pas
pertinente. Dans le calcul de MAC en 3.34, la corrélation globale sur tous les DDL de modèle
est très mauvaise, alors qu’elle est parfaite aux capteurs.
81
Figure 3.35 – Résultat de l’expansion MDRE pour le mode #11 à la fréquence nominale :
erreur nulle au capteurs (à gauche), erreur relative de 2% (au mileu) et de 4% (à droite)
A partir d’une erreur admissible de 2%, le résultat de l’expansion est exploitable. La déformée
au milieu de la figure 3.35 montre un certain niveau d’irrégularité, le MAC n’est que de 90%, car
l’erreur de mesure est supérieure à l’erreur admissible obtenue par ajustement de la pondération
γ : le “lissage” de la forme expérimentale est présent mais pas suffisamment.
Dès 3% d’erreur admissible, la corrélation à la fréquence d’expansion est quasiment de 100%
et ne descend pas sous 80% pour des fréquences à +/- 50% de la fréquence nominale. La déformée
à droite de la figure 3.35 montre le résultat de l’expansion pour une erreur admissible de 4% à
la fréquence exacte : plus aucune irrégularité n’est visible.
Pour une pondération permettant une erreur de mesure plus importante, la zone de très
bonne corrélation se restreint. La relaxation supplémentaire de l’erreur de mesure a aussi pour
effet de diminuer la contrainte qui impose au modèle EF de suivre les mesures : le comportement
de l’expansion peut alors se rapprocher du modèle EF non contraint qui a une dynamique fausse
loin de la fréquence nominale.
Pour comparer l’expansion dynamique et la MDRE, la figure 3.36 montre l’évolution du
MAC avec la fréquence d’expansion pour l’expansion dynamique et pour l’expansion MDRE
avec 2% et 6% d’erreur de mesure relative admissible.
On note que des modes du modèle réduit (sur la base “mesure étendue +capteurs fixes”),
peuvent entrer en résonnance avec l’expansion dynamique à des fréquences proches de la fré-
quence nominale. L’expansion MDRE avec une erreur admissible de 2% voit son maximum de
corrélation autour de la fréquence nominale, mais pour une valeur de MAC de 90% du fait d’un
niveau de bruit expérimental admissible trop faible. L’expansion MDRE avec une erreur admis-
sible de 6% a un MAC maximal de 100% à la fréquence nominale, a un MAC supérieur à 80%
sur toute la gamme de fréquence d’expansion et ne souffre pas de problème de résonnances de
structure parasites.
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Figure 3.36 – Comparaison entre expansion dynamique (trait bleu plein) et expansion MDRE
avec 2% d’erreur de mesure relative admissible (trait rouge pointillé) et 6% d’erreur (trait mixte
vert)
Il est utile de noter que tout comme pour la méthode MDRE sans erreur admissible, l’ex-
pansion dynamique de la mesure bruitée pose des problèmes de conditionnement numérique (qui
n’existaient pas sans addition de bruit). Une méthode avec multiplicateur de Lagrange a donc
été mise en place pour obtenir ce résultat d’expansion dynamique.
3.4.5 Application sur un cas test industriel
Dans cette section, l’expansion MDRE est appliquée au cas test industriel de l’assemblage
plateau/guide-câble exploité dans ce chapitre. Le mode #9, dont le critère MACevol a montré
en figure 3.20 qu’il présentait une différence de comportement claire au niveau du guide-câble,
est utilisé pour illustrer le résultat.
Le paramètre important de l’expansion MDRE est la valeur de γ qui permet de déterminer
la balance entre l’erreur de mesure εj,Test et l’erreur de modèle εj,Mod (voir section 3.4.4 pour
la définition de ces erreurs). Plusieurs valeurs ont été utilisées pour l’expansion et l’impact est
mesuré à l’aide de deux indicateurs, à savoir l’erreur relative de mesure pour le mode j
εRj,Test =
√
εj,Test
‖yj,Test‖
(3.37)
et le ratio d’énergie résiduelle sur l’énergie de déformation du mode j, que l’on appellera par la
suite erreur relative de modèle
εRj,Mod =
εj,Mod{
φ̂⊥j
}T
[K]
{
φ̂⊥j
} . (3.38)
La figure 3.37 montre les formes étendues avec l’algorithme MDRE pour des valeurs de γ dé-
croissantes.
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Figure 3.37 – Résultats d’expansion avec : γ = 1e10 (gauche), γ = 1e5 (milieu) et γ = 1e1
(droite)
Pour la valeur la plus élevée γ = 1e10, l’erreur relative de mesure est très faible εR9,T est = 2%
et l’erreur relative de modèle très importante εR9,Mod = 100%. La forme obtenue est contrainte à
respecter très précisément les mesures aux capteurs. Le maillage de mesure étant très dense et les
mesures potentiellement bruitées, cela engendre des amplitudes de déformation très importantes
entre les capteurs dont les niveaux dépassent ceux des déplacements mesurés. Le résultat, bien
que présentant un MAC de 99.7% avec les mesures, n’est clairement pas physique et donc pas
exploitable.
Une valeur plus faible γ = 1e5 aboutit à une erreur relative de mesure plus élevée εR9,T est =
15% mais pour laquelle la valeur du MAC est de 98% donc la forme étendue reste très fidèle à
la mesure. La contrainte sur le modèle étant relâchée, l’erreur relative de modèle est plus faible
εR9,Mod = 55%. Aucune aberration physique de déplacement n’est visible sur la forme étendue.
On note, pour comparaison par la suite, que le résultat d’expansion montre le guide-câble qui
se déplace dans la même direction verticale que le déplacement du trou central, en phase.
Enfin, la valeur la plus faible γ = 1e1 donne une erreur relative de mesure εR9,T est = 37%
encore plus élevée et une erreur relative de modèle presque nulle. Dans ce cas de figure, le poids
associé à l’erreur de mesure ε9,T est est tellement faible que le résultat de l’expansion correspond
à la forme minimisant les efforts résiduels pour une excitation à 1995Hz sans autre contrainte.
La forme obtenue est très proche du mode #8 du modèle EF, le plus proche en fréquence à
1959Hz. Le MAC entre le mesure et l’observation de la forme étendue aux capteurs est alors de
87% et la comparaison entre les formes étendues pour γ = 1e5 et γ = 1e1 explique cette chute
de corrélation. Sans la contrainte (γ = 1e1) de mesure, le guide-câble se déforme verticalement
en opposition avec le déplacement du trou central, ce qui est corrigé en ajoutant la contrainte
de la mesure (γ = 1e5).
Une analyse fine de l’erreur de mesure après expansion peut être réalisée. Pour chaque
mode, l’erreur de mesure εj,Test étant une norme, elle peut être décomposée en une somme de
contributions de chaque capteur. L’ensemble de ces contributions forment le vecteur {Ej,Test}
correspond au produit terme à terme (produit matriciel de Hadamard) de ([c] {φj} − {yj,Test}) et
[Q] ([c] {φj} − {yj,Test})∗. Pour des valeurs intermédiaires de γ, qui aboutissent à un compromis
entre les erreurs relative de mesure d’une part et de modèle d’autre part, la visualisation de
{Ej,Test} met en évidence les capteurs pour lesquels autoriser l’écart avec la mesure contribue le
plus à faire baisser l’erreur de modèle. En présence de bruit important ou de mesures clairement
fausses, les capteurs incriminés engendrent des erreurs de modèle importantes (concentration
d’efforts résiduels aux capteurs) et ceux-ci sont prioritairement relâchés.
Une méthode itérative sur la valeur de γ permet d’obtenir pour chaque mode une erreur
relative de mesure cible εRj,Test ≈ 15%. Les vecteurs d’erreur de mesure
{
√
Ej,Test}
‖yj,Test‖ sont alors
moyennés sur l’ensemble des modes et la figure 3.38 présente le classement de chaque capteur par
erreur relative moyenne de mesure décroissante. Le résultat peut être directement comparé avec
le retrait global de capteurs obtenu avec le critère MACevol à la figure 3.17 : les deux capteurs
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clairement faux 212x et 212y sont également détectés. Les capteurs 250y et 250x s’avèrent
présenter également des erreurs importantes correspondant à des comportements visiblement
non physiques. Les 5 premiers capteurs détectés sont donc retirés globalement sur tous les
modes identifiés.
Figure 3.38 – Erreurs relatives moyennes de mesure par capteur, classés par ordre décroissant.
Une fois ces capteurs supprimés, l’évaluation des cartographies d’erreurs de mesure montre
que le résultat est très dépendant de la valeur de γ utilisée. La figure 3.39 montre les cartographies
obtenues pour le mode #9 pour 3 valeurs γ. Pour la valeur la plus faible γ = 1e1 (à gauche),
l’erreur relative de mesure maximale est de 15% et l’animation montre clairement qu’il s’agit
d’un bruit de mesure. La valeur intermédiaire γ = 1e5 (au milieu) présente quelques capteurs
avec une erreur relative de mesure maximale plus élevée, à 40%. L’animation montre toujours
des déplacements très désordonnés, avec néanmoins une erreur assez nette dans le plan au
niveau du trou centrale. L’erreur relative de mesure après l’expansion avec une valeur élevée de
γ = 1e10 montre finalement l’écart entre la forme minimisant les efforts résiduels à la fréquence
d’expansion et la mesure : on note le relâchement du guide-câble et toujours dans une moindre
mesure le déplacement dans le plan autour du trou central.
Figure 3.39 – Cartographie d’erreur relative de mesure par capteur pour le mode #9 avec :
γ = 1e10 (gauche), γ = 1e5 (milieu) et γ = 1e1 (droite).
Analyser l’évolution de l’erreur relative de mesure en fonction de γ permet donc de cibler
les zones de la mesure où le comportement entre le modèle et le système réel est différent. Il est
également possible d’analyser l’erreur relative de modèle. Pour une erreur relative moyenne de
mesure ciblée à εRj,Test ≈ 15% , l’erreur relative moyenne de modèle est εRj,Mod = 61%. L’énergie
résiduelle du modèle εj,Mod peut être vue comme la somme des énergies dans chaque élément du
modèle. La figure 3.40 montre la répartition de cette énergie résiduelle dans les éléments pour
le mode #9, normée de façon à ce que l’énergie maximale soit 1.
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Figure 3.40 – Erreur relative de mesure modèle par élément.
Il apparaît clairement que l’énergie résiduelle de modèle se concentre dans ce cas au niveau
de la localisation des capteurs : contraindre à suivre précisément la mesure engendre des efforts
localisés très importants. Il paraît donc intéressant de différencier l’origine des énergies résiduelles
entre les modes libres et l’enrichissement par les réponses aux efforts unitaires aux capteurs. A
partir de l’équation (3.19), le sous-espace de réduction du modèle est composé des modes libres
[Φ]NM et de l’enrichissement de ces modes par les réponses aux efforts unitaires aux capteurs,
que l’on notera
[
Φ⊥
]
.
Les DDL du modèle réduit qR sont alors décomposés en les DDL des modes libres qM et les
DDL de l’enrichissement qM⊥ et la matrice de raideur réduite s’écrit
[KR] =
 ω
2
M
. . .
ω2
M⊥
 (3.39)
avec ωM les pulsations des modes libres et ωM⊥ les pseudo-pulsations des formes d’enrichisse-
ment.
A partir de cette propriété, l’erreur de modèle peut être décomposée en
εj,Mod = {Rj,D}T|M
[
\ω2M \
]
{Rj,D}|M + {Rj,D}
T
|M⊥
[
\ω2
M⊥\
]
{Rj,D}|M⊥
= εj,M + εj,M⊥
(3.40)
avec εj,M l’erreur de modèle liée aux modes libres et εj,M⊥ l’erreur de modèle liée à l’enrichisse-
ment.
En appliquant cette décomposition dans notre cas, il apparaît que l’erreur liée à l’enrichis-
sement a une proportion très importante : l’erreur relative de modèle totale εRj,Mod = 61% se
décompose en une erreur relative liée aux modes libres εRj,M = 2.8% et une erreur relative liée à
l’enrichissement εRj,M = 58.1%. La figure 3.41 montre la répartition de ces deux erreurs dans les
éléments du modèle. La visualisation de l’erreur liée aux modes d’enrichissement en quasiment
identique à l’erreur globale, étant donnée sa prédominance. L’erreur liée aux modes libre, dont
les amplitudes sont plus faibles, apporte une information importante de concentration d’énergie
résiduelle au niveau du guide-câble.
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Figure 3.41 – Erreur relative de modèle par élément, liée aux modes d’enrichissement (gauche)
et aux modes libres (droite)
Les erreurs relatives de modèle liées aux modes libres ont été calculées sur l’ensemble des
modes expérimentaux étendus pour la même erreur relative de mesure cible de 15%, puis moyen-
nées par élément. La répartition de ce résultat est montré en figure 3.42. Il met évidence de
façon très claire la localisation de l’énergie résiduelle moyenne liée aux modes libres au niveau
du guide-câble, confirmant la nécessité de recaler le contact.
Figure 3.42 – Erreur relative moyenne de modèle par élement, liée aux modes libres.
Une seconde analyse d’un résultat d’expansion MDRE sur un frein complet est disponible
en section 5.6.
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Modèles paramétrés pour le recalage
et la reconception
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4.1 Introduction
Un objectif important des analyses modales expérimentales est de valider la prédictivité des
modèles dans la configuration d’essai. Si possible, la confrontation calcul/essai permet d’estimer
certains paramètres de façon plus précise, on parle alors de recalage ou de calibration [55]. Alors
que les procédures de type recalage de composants puis d’assemblages sont plutôt classiquement
proposées, peu d’illustrations industrielles sont disponibles. Ce chapitre détaille donc une pro-
cédure décomposée en trois étapes imbriquées, illustrées en figure 4.1, où les cases rouges sont
liées à mesure, les cases oranges aux processus de corrélation et les cases bleues aux différents
recalages des modèles. L’analyse des difficultés rencontrées, liées aux essais ou à la modélisation
de systèmes de freinage, permet alors de proposer un protocole de validation simple et précis
qui pourrait être mis en oeuvre de façon plus systématique.
Figure 4.1 – Processus de recalage : géométrie composant, propriétés matériau de composant,
propriétés de contact des assemblages
Tout d’abord, au niveau d’un composant seul, la précision sur la géométrie s’est avérée être
une source d’erreur critique et est traitée en premier. A partir d’un nuage de points mesurés, dé-
crivant la géométrie d’un composant réel, on peut soit reconstruire directement un volume fermé
qui sera ensuite maillé, soit réaliser un morphing permettant de déformer le modèle éléments
finis nominal de façon à ce que sa surface épouse au mieux le nuage de points. Cette étape de
recalage géométrique est illustrée en section 4.2 sur un plateau de frein : les écarts de géométrie
entre le modèle nominal et la topologie mesurée sont évalués et l’influence de ces écarts sur le
comportement vibratoire est établi.
Une fois qu’une géométrie fidèle au système réel est obtenue, les propriétés matériau sont
recalées. La majorité des composants de frein sont soit des pièces de fonderie, soit des tôles
embouties. L’hypothèse de matériaux homogènes et isotropes a donc été retenue pour le recalage :
la densité est trouvée à partir du poids de la pièce réelle et du volume du modèle, et le module
d’Young est optimisé de façon à minimiser les écarts entre les fréquences modales. La section 4.3
précise cette étape de recalage des propriétés matériau. Elle montre en particulier que la non
prise en compte de l’étape précédente de recalage en géométrie introduit un biais significatif
dans l’estimation des paramètres.
Lorsque les composants sont tous recalés en géométrie et en propriétés matériau, l’étape
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suivante correspond au recalage des assemblages. On précise que celui-ci peut devoir être fait de
façon hiérarchique en incluant plusieurs niveaux de sous-assemblages. La différence fondamen-
tale entre un composant et un assemblage est l’existence de surfaces en contact. La première
proposition de la section 4.4 est qu’il peut être assez équivalent de paramétrer les contacts en
tant que surface variable ou en tant que densité surfacique de raideur variable. La section aborde
ensuite la réduction de modèle pour permettre des calculs de recalage en des temps raisonnables.
Le recalage des propriétés de liaison est finalement abordé à travers l’exploitation de déformées
modales expérimentales. Une fonction objectif classique basée sur les appariements de fréquence
peut être problématique, particulièrement en présence de croissements de modes. Une autre fonc-
tion objectif, correspondant à celle utilisée pour l’expansion MDRE (introduite en section 3.4.4)
est beaucoup plus régulière et facilite la sélection des paramètres optimaux.
Le recalage appliqué au cas test considéré (assemblage plateau/guide-câble) a mis en valeur la
problématique récurrente des croisements de modes. Plus spécifiquement, les modes de différents
composants peuvent interagir de façon variable et la section 4.5 propose des outils nouveaux pour
analyser les modes de composants intégrés dans un système.
4.2 Impact de la géométrie des composants
La première étape du processus de recalage décrit dans la figure 4.1 est l’ajustement de la
géométrie des composants. La section 4.2.1 présente les techniques d’exploitation d’une mesure
de topologie de surface en vue d’obtenir un modèle maillé respectant cette topologie. L’ap-
proche CAO inverse puis remaillage est utilisée au final pour des questions de disponibilité des
outils, mais présente un certain nombre de limitations. Une revue des approches de morphing
(déformation du maillage EF nominal) est par ailleurs réalisée.
La section 4.2.2 évalue ensuite l’impact des écarts de topologie sur le comportement vibratoire
en comparant les fréquences et les déformées modales obtenues avec un modèle nominal d’une
part et avec un modèle reconstruit d’autre part.
4.2.1 Topologie expérimentale et maillage respectant la géométrie réelle
Chez CBI, les mesures de géométries 3D sont réalisées avec le matériel COMET L3D déve-
loppé par Steinbichler : un scanner 3D à lumière structurée, qui permet d’obtenir une précision
de l’ordre de 10µm. La pièce mesurée, ici un plateau, est fixée sur une plaque tournante qui per-
met de la faire pivoter suivant deux axes de rotation. Sur la figure 4.2, on peut voir le dispositif
de déplacement du plateau (à gauche) et le système de mesure (à droite).
Figure 4.2 – Mise en position de la pièce sur le plateau tournant (à gauche), système de mesure
COMET L3D (à droite)
Ce dispositif est composé d’un projecteur et d’une caméra. A chaque position de la pièce, une
succession de franges lumineuses sont projetées sur la pièce, permettant de récupérer un nuage
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de points. Toutes les vues sont finalement groupées pour obtenir un nuage de point complet
décrivant la surface de la pièce.
Pour faire sentir le principe de fonctionnement de cette méthode de mesure, on peut simplifier
l’explication du fonctionnement par rapport aux techniques plus poussées réellement utilisées.
La figure 4.3 présente le principe : chaque pixel de la caméra correspond à une droite dans
l’espace et quand ce pixel voit une frange, qui correspond à un plan dans l’espace, l’intersection
du plan avec la droite permet de conclure sur la position dans l’espace du point. Pour plus de
détails sur les méthodes, une revue des différents schémas de projection et des algorithmes de
post-traitement est disponible en [62].
Plan
frange Droitepixel
Projecteur
Camera
Objet mesuré
Figure 4.3 – Principe de fonctionnement d’un scanner 3D à lumière structurée
La mesure du plateau aboutit donc à un nuage de point très dense (242 766 points en surface
de la pièce dans notre cas), montré à gauche de la figure 4.4. Pour comparer l’écart avec la
surface nominale du modèle éléments finis (114 426 noeuds en surface), visible à droite de la
figure 4.4, la surface de ce modèle est superposée au nuage de points en utilisant la procédure
ICP présentée en section 3.2.2.
Figure 4.4 – Surface mesurée (à gauche) et surface nominale du modèle éléments finis (à droite)
Même avec un très grand nombre de points comme c’est le cas ici, le calcul de la superposition
ne prend que 2 minutes avec 15 itérations (l’arrêt étant fixé pour une évolution de l’erreur
résiduelle relative inférieure à 10−8, la cinquième itération ne présentait plus qu’une évolution
de 10−4). La surface la moins dense (modèle éléments finis) est déplacée en considérant l’autre
(le nuage de points mesuré) fixe.
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L’erreur moyenne obtenue est de 0.33 mm avec une erreur maximale de 2.11 mm. La carte de
l’erreur résiduelle par rapport à la surface nominale est présentée en figure 4.5. Cette pièce est
obtenue par emboutissage et la carte d’erreur montre que toutes les zones planes sont globalement
proches du modèle mais des écarts très importants, de l’ordre de 1 à 2 mm pour une plaque
d’épaisseur 2mm, sont présents au niveau des zones fortement déformées (congés, rainures et
surfaces inclinées par rapport à la direction de l’emboutissage).
Figure 4.5 – Superposition et écart entre la surface nominale et la surface mesurée
Pour pouvoir évaluer l’impact de cet écart de topologie de surface, le nuage de points n’est
pas suffisant et un modèle respectant la géométrie réelle doit être construit. Deux méthodes pour
obtenir un modèle avec une géométrie pertinente ont été envisagées.
La première classe de méthodes, dite CAO inverse, reconstruit un volume directement à partir
du nuage de points mesuré (pas besoin du modèle éléments finis nominal) et maille le volume
obtenu. L’inconvénient de ces méthodes est que comme tout le modèle découle de la mesure,
il faut s’assurer qu’il n’y a pas de zone non mesurée et que tout la topologie de surface est
réellement mesurable (les perçages ou les zones non visibles ne sont typiquement pas accessibles
à la mesure).
De plus, même si la technique évolue très vite, le retour d’expérience de l’utilisation du lo-
giciel de reconstruction montre que dans certains cas, des artefacts issus de la mesure posent
des problèmes pour la fermeture des volumes. Cela engendre des retouches manuelles, un temps
supplémentaire non négligeable et un niveau de formation assez important sur l’outil est néces-
saire. Dans le cadre de cette thèse, CBI ayant fortement progressé sur l’utilisation du logiciel
Geomagic, les résultats présentés utilisent cette solution.
Une seconde classe de méthodes propose d’utiliser le modèle éléments finis existant comme
base de départ, de déformer son maillage en surface pour épouser au mieux le nuage de point
mesuré et de propager cette déformation dans le volume. Ces méthodes appartiennent aux
modifications de maillage de type morphing ou “mise en correspondance non rigide” (“non-rigid
registration”). Elles présentent plusieurs d’intérêts :
— Les zones non mesurées ou non mesurables peuvent être approchées par le modèle qui
“suit” la déformation imposée par les zones mesurées.
— Le volume étant fermé initialement, les artéfacts de mesure n’ont qu’un effet très limité.
— La topologie des matrices masse et raideur est inchangée entre le modèle nominal et le
modèle recalé en géométrie : cela permet par exemple d’envisager de faire ressortir à
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partir de plusieurs mesures des zones de fortes variations de géométrie, voire d’intégrer
ces variations dans un modèle probabiliste exploitant ces dispersions.
Une difficulté de ces méthodes est cependant de garantir la qualité du maillage après mor-
phing, comme montré dans [63].
La plupart des algorithmes de mise en correspondance de surfaces [64, 65] peuvent être
décomposés en trois étapes : le positionnement rigide initial, le choix des fonctions objectifs
(déplacement rigide ou non, distance au nuage de points, minimisation de la déformation des
mailles) et enfin la stratégie d’optimisation. Ces méthodes ne traitent cependant que de la mise
en correspondance des surfaces et pas de la propagation de la déformation de surface dans le
volume ni de la qualité de maillage du point de vue du calcul numérique.
D’autres méthodes sont focalisées sur la propagation dans le volume d’une déformation de
la surface, tout en minimisant la dégradation de la qualité du maillage comme par exemple
l’algorithme FEMWarp [66], adapté à des éléments tetraédrique ou hexaédrique. Les algorithmes
linear simplex et triharmonic Radial Basis Function [67] présentent l’avantage de ne pas reposer
sur le maillage mais sur un champ de déformation dans le volume : il est donc adapté directement
à tout type d’éléments et la méthode RBF semble donner de très bons résultats en terme de
qualité de maille sur les exemples fournis. L’inconvénient de ces méthodes est qu’elles reposent
directement sur la qualité du déplacement de la surface : elles semblent très bien adaptées à de
la modification de maillage où le déplacement de la surface est contrôlé et imposé, mais moins
directement adaptées au recalage de topologie.
Certaines contributions, notamment dans le domaine médical proposent de coupler les deux
approches. Dans [68], la transformation de la surface est d’abord traitée par succession de pro-
jections et de lissages sur le nuage de point jusqu’à convergence, de façon à obtenir une surface
avec des éléments de surface les moins dégradés possibles. La propagation est ensuite effectuée
avec la méthode RBF en utilisant cette fois des fonctions gaussiennes (plutôt que triharmoniques
pour [67]). La limitation de cette technique est qu’il faut s’assurer d’être suffisamment proche
de la géométrie finale pour que la première étape de projection de la surface ait un sens. Dans
notre exemple, certaines zones du plateau présentent des écarts très importants après le posi-
tionnement rigide et des parties de la peau supérieures du modèle seraient projetées sur la peau
inférieure, engendrant des distorsions et un résultat inutilisable.
Enfin, des méthodes globales permettent de déformer le volume interne et la surface en même
temps [69, 70]. Le découpage diffère suivant les méthodes mais globalement, l’espace englobant
le modèle est décomposé en plusieurs cubes dont les différents noeuds, associés à des fonctions
d’interpolation, définissent un champ de déplacement de tout le volume. Le modèle est d’abord
déplacé classiquement de façon rigide pour faire correspondre au mieux les deux surfaces puis
itérativement, les noeuds de contrôle sont autorisés à se déplacer engendrant une déformation
du maillage. L’objectif pour chaque itération est de réduire l’écart entre la surface mesurée et la
surface du modèle, tout en minimisant la déformation de chaque cube élémentaire définissant la
grille de contrôle. Un intérêt fort mis en avant dans les résultats présentés est qu’en autorisant
la déformation de façon progressive, des écarts de topologie initiaux importants peuvent être
mieux traités.
Dans les cas où la qualité finale du maillage résultant du morphing ne serait pas satisfaisante,
des algorithmes existent également, travaillant sur le déplacement des noeuds dans le volume,
pour l’améliorer [71, 72].
Etant donné que ce sujet n’était pas central et vue la relative complexité de l’algorithme qui
semble le plus pertinent dans notre cas [70], celui-ci n’a pas été mis en place mais cela reste une
perspective très intéressante pour se rendre robuste à la prise en compte de zones non mesurables
et donc non fidèlement reconstruites ainsi que pour envisager l’introduction de la variabilité de
la géométrie dans un modèle robuste.
Un volume dont la surface est fidèle à la mesure est donc finalement obtenu directement à
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partir du nuage de points en utilisant le logiciel Geomagic. Le résultat de cette reconstruction
du plateau est montré à gauche de la figure 4.6. Ce volume est ensuite maillé avec les mêmes
caractéristiques de mailles que pour le modèle EF nominal (tétraèdres quadratiques, longueur
caractéristique minimale de 2mm et maximale de 3mm).
Figure 4.6 – Volume reconstruit (à gauche) et superposition et écart entre la surface du modèle
reconstruit et la surface mesurée (à droite)
Une vérification de la qualité de reconstruction a été effectuée et montre que la surface du
modèle reconstruit est en effet très fidèle avec le nuage de point mesuré, comme montré à droite
de la figure 4.6. En plus de l’écart en surface, les volumes du modèle nominal et du modèle
reconstruit ont été comparés : celui de la géométrie reconstruite est 11% plus faible que celui du
modèle nominal.
4.2.2 Impact de la géométrie sur le comportement vibratoire
Pour évaluer l’influence du recalage géométrique sur les propriétés vibratoires du modèle, les
mêmes propriétés matériau (acier standard) sont appliquées aux deux modèles (le nominal et le
reconstruit). Les modes propres des deux modèles sont alors calculés, fournissant les fréquences
propres et les déformées modales.
Pour comparer les déformées modales issues des deux modèles, comme les maillages sont
différents, il est tout d’abord nécessaire de définir une observation commune. Une solution simple
est de considérer un des modèles comme un maillage de test. Ainsi, les degrés de liberté du second
modèle sont observés selon ceux du premier, de façon analogue à des capteurs de mesure. On
obtient alors deux lots de déformées modales cohérents qui peuvent être comparés avec le MAC.
L’inconvénient de cette méthode est que le nombre de noeuds est très important et donc le temps
de génération de la matrice d’observation est assez long (2 minutes dans notre cas). On note
également que pour certaines zones déplacées (congés) la pertinence de la comparaison n’est pas
claire, en raison notamment de la distance importante de la projection même si la rotation de
la surface est prise en compte dans l’observation. Cet aspect ne sera pas abordé ici.
Pour accélérer cette étape tout en gardant une bonne qualité de corrélation, un algorithme
de positionnement de capteurs est utilisé sur un des deux modèles : ils doivent permettre de voir
et différencier tous les modes avec un nombre restreint de capteurs qui sont alors utilisés pour
observer le second modèle, avec un temps de calcul très faible.
L’algorithme MSeq (Maximum Sequence) [59] choisit itérativement des capteurs à partir
d’une famille de vecteurs, ici composée des modes de la structure :
[
T 0
]
= [φ1 · · ·φN ]. A chaque
itération k, le capteur qui présente la plus grande amplitude moyenne sur tous les formes de la
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famille de vecteurs est choisit
ik+1 = arg max
m
∑
j
∣∣∣cmT kj ∣∣∣ (4.1)
La famille est alors modifiée en lui soustrayant une combinaison linéaire
{
T̃ k
}
des vecteurs
qui la constituent, de façon à ce que tous les vecteurs de la nouvelle famille présentent une
composante nulle selon le capteur sélectionné. La combinaison linéaire est obtenue par une
somme de chaque vecteur du sous-espace
[
T k
]
pondérée par l’amplitude observée au capteur
ik+1 sélectionné, soit {
T̃ k
}
=
[
T k
] {
cik+1T
k
}T
(4.2)
et cette combinaison linéaire est normalisée pour que sa composante selon le capteur ik+1 soit
1. Le vecteur de combinaison linéaire considéré est donc
{
T̂ k
}
=
{
T̃ k
}(
cik+1 T̃
k
)−1
=
[
T k
] {
cik+1T
k
}T ({
cik+1T
k
}{
cik+1T
k
}T)−1
(4.3)
Finalement, il est soustrait à chaque vecteur de la famille
[
T k
]
après avoir été multiplié par{
cik+1T
k
}
de façon à ce que la nouvelle famille n’ait que des composantes nulles selon le capteur
ik+1 :
{
cik+1T
k+1
}
= 0. L’écriture matricielle permettant d’obtenir la nouvelle famille s’écrit
[
T k+1
]
=
[
T k
]
−
{
T̂ k
}{
cik+1T
k
}
=
[
T k
]
−
[
T k
] {
cik+1T
k
}T ({
cik+1T
k
}{
cik+1T
k
}T)−1 {
cik+1T
k
} (4.4)
et on obtient ainsi une nouvelle famille de rang N-k qui ne contient aucune information sur
les capteurs déjà positionnés. On peut itérer ainsi au maximum Nfois (le nombre de mode au
départ), le rang du sous-espace est alors nul. On place donc autant de capteurs que le rang du
sous-espace initial
[
T 0
]
.
Cette méthode est mise en place pour notre cas test sur les 44 premiers modes du modèle
nominal. 44 capteurs sont donc sélectionnés et les déformées modales du modèle reconstruit sont
observées selon ces capteurs. Toutes ces étapes, de la sélection des capteurs à l’observation du
modèle reconstruit, ne prennent que 10 secondes et les deux lots de déformées modales ne sont
plus exprimés que sur 44 capteurs.
Une façon de confirmer que le résultat du placement de capteurs permet de bien séparer les
modes est d’évaluer l’autoMAC : le MAC entre un lot de déformées modales et lui-même. La
figure 4.7 montre à gauche le positionnement et l’orientation des capteurs sélectionnés par l’algo-
rithme. On remarque que leur positionnement correspond à une certaine intuition, notamment
en observant la répartition très régulière au niveau du trou central et du pourtour extérieur qui
semble bien adaptée pour dissocier les différents modes à lobes hors-plan très présents pour ce
composant. A droite de cette figure, l’autoMAC confirme que l’on parvient très bien à dissocier
les modes les uns des autres : les valeurs de MAC des termes hors diagonale sont très faibles,
avec une valeur maximale de 25% entre les modes #1 et #11.
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Figure 4.7 – Pertinence du placement de capteur : Visualisation des 44 capteurs sélectionnés
(à gauche) et l’autoMAC (à droite)
Le MAC entre les déformées du modèle nominal et celles du modèle reconstruit observées
aux capteurs sélectionnés par l’algorithme MSeq est affiché à gauche de la figure 4.8. Les formes
sont bien corrélées jusqu’au mode 17 (3200Hz), sauf pour les modes 9 et 11 qui sont sous 70%.
Cependant, comme ces modes sont proches en fréquence, un croisement de mode est suspecté
d’être la cause de cette mauvaise corrélation : les trois modes peuvent décrire quasiment le même
sous-espace entre les deux modèles (voir l’explication sur les modes croisés en section 3.2.3). Au-
delà de 3200 Hz, quelques modes sont bien corrélés, mais beaucoup d’entre eux sont clairement
différents. En ce qui concerne les fréquences, le diagramme à droite de la figure 4.8 montre que
pour les modes appairés (MAC>70%), le modèle éléments finis initial présente des fréquences
plus élevées (en moyenne de 2%).
Figure 4.8 – Corrélation entre les modes propres du modèle nominal et du modèle reconstruit :
MAC (à gauche) et MAC + écarts relatifs en fréquence des modes appairés (à droite)
Les différences entre le modèle nominal et le modèle reconstruit sont donc significatives et
illustrent clairement le besoin de recalage de la géométrie en amont du recalage des propriétés
matériau.
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4.3 Recalage de propriétés matériau
Une fois la géométrie recalée, l’étape suivante est d’ajuster les paramètres matériau du com-
posant. La densité est considérée dans en premier temps. Puisque le volume est maintenant jugé
comme très représentatif du volume réel de la pièce, une simple mesure de la masse réelle est
faite et la densité est calculée en effectuant le ratio de la masse mesurée sur le volume du modèle
éléments finis reconstruit.
Dans un deuxième temps, le recalage des propriétés élastiques, à savoir ici le module d’Young
(nous ne considérons que des matériaux métalliques isotropes) est réalisé. Etant donné que la
géométrie est très fidèle et que la modification uniforme du module d’Young ou de la densité
n’engendre sur les fréquences des modes propres qu’une dilatation linéaire, on peut considérer
au niveau du composant seul que les modes propres sont appairés directement en les considérant
dans l’ordre selon leur fréquence (il faut néanmoins s’assurer que tous les modes numériques
sont bien identifiés).
Dans le cas du plateau des transferts colocalisés ont été mesurés en utilisant un marteau et
un accéléromètre. Comme montré à gauche de la figure 4.9, les trois points d’excitations sont
choisis pour permettre une bonne identification de chaque fréquence (contribution importante).
Figure 4.9 – Identification sur un transfert colocalisé (à gauche) et problème de variation de
fréquence lié à l’ajout de masse (à droite)
L’image de droite illustre que l’effet d’ajout de masse lié au déplacement de l’accéléromètre
est important pour certains modes. Ici, pour le mode 8 à 2005Hz, on trouve une évolution de
fréquence grande devant la largeur des pics. Il n’est donc pas possible d’identifier simultanément
les trois transferts qui présentent des pôles trop significativement différents.
Pour pallier à ce problème, une optimisation de tous les pôles est réalisée pour chaque
transfert et une dispersion de l’identification des fréquences peut être fournie (en ne considérant
pour chaque mode que les transferts présentant une contribution suffisante).
Des méthodes de mesure sans-contact, comme le vibromètre laser, seraient préférables pour
des composants légers comme celui-ci, mais elles sont difficilement utilisables en pratique puisque
beaucoup de composants sont amenés à être testés en usine et que c’est un moyen de mesure
plus complexe à mettre en place.
En faisant l’hypothèse que tous les modes sont appairés (pas de croisement de modes ou de
modes manquants) et que l’influence de la masse ajoutée est négligeable, on définit la fonction
coût permettant d’optimiser le module d’Young comme la moyenne de l’erreur relative entre les
fréquences
J(E) = 1
N
∑
i
( |∆fi|
fi
(E)
)
(4.5)
Etant donné que les pièces sont considérées composées d’un mono-matériau isotrope, le mo-
dule d’Young E est directement en facteur de la matrice de raideur, la densité ρ est directement
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en facteur de la matrice de masse et les fréquences des modes sont proportionnelles à
√
E
ρ . Sans
calculer de nouveau les modes du composant, on peut chercher le facteur α qui minimise la
fonction coût
α = arg min
(∑
i
|αfnum,i − fexp,i|
fexp,i
)
(4.6)
et on sait que l’on a la relation
α =
√
E2/E1
ρ2/ρ1
(4.7)
avec E1, E2 les modules d’Young (nominal et recalé) et ρ1, ρ2 les densités (nominale et recalée).
Connaissant l’ancienne densité, la nouvelle densité recalée et l’ancien module d’Young, on en
déduit directement le nouveau module d’Young
E2 = α2
ρ2
ρ1
E1 (4.8)
La figure 4.10 à gauche illustre l’évolution de la fonction coût de l’équation (4.5) appliquée
au modèle avec la géométrie nominale et au modèle avec la géométrie reconstruite. A droite
de cette figure, les erreurs relatives en fréquence associées à ces deux modèles pour chacun des
modes sont détaillées. Tout d’abord, il apparait clairement que ces erreurs sont notablement
plus faibles pour le modèle reconstruit. L’erreur moyenne est de 0.8% au lieu de 1.3 %. L’écart
type de ces erreurs relatives est également plus faible (0.6% au lieu de 0.9%). De plus, l’exemple
montre que la non prise en compte du recalage en géométrie mène à une estimation du module
d’Young biaisée. En effet, en considérant le modèle nominal, on trouve E=189 GPa au lieu de
la valeur plus réaliste de 196 GPa en considérant le modèle reconstruit.
Figure 4.10 – Fonction coût pour le modèle nominal et le modèle recalé (à gauche) ; Pour les
deux modèles : erreur relative en fréquence pour chaque mode entre avant (en haut à droite) et
après (en bas à droite) le recalage du module d’Young + erreur moyenne
Plusieurs essais expérimentaux de dispersion en production menés chez CBI montrent que,
au niveau du composant plateau, la dispersion en fréquence entre plusieurs composants pris
aléatoirement en sortie de chaîne de production est typiquement de +/- 2%. En premier ordre,
le recalage du plateau sur une mesure spécifique peut donc être considéré comme représentatif
de l’ensemble des composants (recalage déterministe).
A ce stade, les deux étapes que sont le recalage de géométrie et le recalage des propriétés
matériau permettent donc d’obtenir des modèles de chaque composant avec une grande confiance
sur leur caractère prédictif. Ces composants nominaux dans l’assemblage doivent alors être
remplacés par leur version recalée.
Une autre problématique liée à la méthode de reconstruction choisie doit être soulignée. Le
modèle est recalé en géométrie par une reconstruction directe à partir du nuage de points puis
par la construction du maillage plutôt que par un morphing du modèle nominal. Comme un
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nouveau maillage est défini pour le composant recalé, toutes ses interactions avec le reste du
système, via les surfaces de contact, doivent être redéfinies lorsqu’il est substitué à sa version
nominale. Ainsi, la stratégie mise en place pour remplacer un composant nominal par sa version
recalée dans l’assemblage est de
— superposer le nouveau composant sur l’ancien de façon à le positionner dans le repère de
l’assemblage
— détecter autour de chaque ancien contact les surfaces à reconnecter
— remplacer l’ancien composant par le nouveau et recréer des contacts équivalents
La méthode de modification du maillage nominal par une méthode de morphing pourrait
être de nouveau intéressante pour simplifier cette étape. Il est possible d’envisager un morphing
interdisant le déplacement des noeuds concernés par un contact dans l’assemblage, ce qui per-
mettrait de ne pas avoir à redéfinir les contacts, dont le maillage est souvent optimisé dans le
modèle nominal pour répondre aux exigences du calcul (contacts plans parfaits, densité de maille
maitrisée, contacts compatibles...)
4.4 Effets de jonctions dans les assemblages
4.4.1 Motivation
Une fois que la géométrie et les propriétés matériau sont recalées au niveau des composants,
la dernière source d’erreur de corrélation se situe au niveau des contacts. Pour motiver l’intérêt de
cette section, la figure 4.11 montre le résultat de corrélation pour un assemblage plateau/guide-
câble (on précise que le plateau est différent de celui utilisé pour les sections précédentes).
Une analyse modale expérimentale a été réalisée avec un vibromètre 3D à balayage : les
modes expérimentaux ont été identifiés et la géométrie du maillage de test superposée au modèle
éléments finis (voir à gauche de la figure 4.11). On note que le MAC est loin d’être diagonal et
certains modes expérimentaux ne sont corrélés avec aucun mode numérique, alors que le plateau
seul a été préalablement recalé en géométrie et propriété matériau.
Figure 4.11 – Superposition du maillage de test sur le modèle éléments finis recalé en géométrie
et propriétés matériau (à gauche) ; MAC entre les déformées modales identifiées et les déformées
numériques observées selon les capteurs (à droite)
Une mesure de dispersion expérimentale de ce sous-assemblage a été effectuée à partir de
plusieurs sous-assemblages en sortie en chaîne de production. Elle montre une dispersion pour
certains modes allant jusqu’à +/- 10%. Le besoin d’analyser les contacts est donc clairement
établi.
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La première difficulté, avant même de pouvoir parler de recalage de contact, est de définir
une méthode paramétrisation du contact. La section 4.4.2 rappelle les techniques classiquement
utilisées dans l’industrie pour modéliser les contacts et précises leurs limites.
Deux méthodes de paramétrisation sont illustrées en section 4.4.3 : l’évolution de la surface en
contact rigide et l’évolution de la raideur de contact (dans le plan et hors-plan). Une équivalence
entre les deux méthodes est montrée sur un cas d’étude et la méthode utilisant des raideurs de
contacts est retenue, car elle présente une évolution plus régulière des modes.
L’intérêt de cette méthode est également d’autoriser une réduction multi-modèle comme cela
est détaillé en section 4.4.4. Cette réduction de modèle rend le temps de calcul pour les études
paramétriques compatible avec les délais industriels.
Une étude paramétrique est réalisée sur le cas test en section 4.4.5 dans le but de trouver les
raideurs dans le plan et hors plan maximisant la corrélation entre le modèle et l’identification.
Une première mesure de cette corrélation est réalisée en prenant en compte l’écart en fréquence
des modes appariés en forme (MAC supérieur à une valeur choisie). En raison du caractère
non régulier de cette fonction coût, un second critère basé sur l’erreur résiduelle utilisée pour
l’expansion MDRE est utilisé, fournissant un résultat beaucoup plus régulier et simple à analyser.
4.4.2 Représentation des jonctions
Les liaisons entre pièces dans un assemblage sont des surfaces dans lesquelles se développent
des efforts de contact/frottement. La représentation la plus simple du contact frottant, au moins
du point de vue formalisme, est la loi dite de Signorini-Coulomb. La définition du contact entre
deux solides nécessite la définition d’un gap donnant la distance minimale entre les deux solides.
L’orientation associée à la mesure de ce gap est appelée normale comme illustré en figure 4.12.
La loi de Signorini dit alors que le gap doit être positif ou nul et que les efforts de contact qui
permettent de vérifier cette contrainte de gap ne se développent que si le gap est nul.
g ≥ 0
p ≥ 0
(g).(p) = 0
(4.9)
Figure 4.12 – Définition de la normale de contact (N) et du gap (g) entre deux solides (à
gauche) et définition de la loi de Signorini contact-pression
Lors d’une transition d’échelle tenant compte des aspérités, il ne semble pas clair que la loi
de Signorini reste adaptée : ces aspérités peuvent être représentées par Signorini à une échelle
micro mais ne le sont plus dans une modélisation à l’échelle macro. Il est donc aussi possible de
supposer que le changement d’échelle conduit plutôt à une loi fonctionnelle donnant une pression
dépendante du gap p(g), sans que cela corresponde à l’artifice mathématique d’une méthode de
pénalisation. Des choix classiques sont des lois en puissance ou exponentielles (voir section 3.2.2
de [73]).
Dans les configurations présentant une condition de contact, la loi de Coulomb idéalisée
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considère des états adhérents, où le déplacement relatif des deux surface est maintenu nul par
des efforts dans le plan, ou glissants, pour lesquels les efforts tangents sont orientés suivant le
glissement et d’amplitude reliée à l’effort normal fN = p par un coefficient de frottement. On a
donc 
‖ {fT } ‖ ≤ µ‖ {fN} ‖
‖ {fT } ‖ < µ‖ {fN} ‖ ⇔ {w} = {0}
‖ {fT } ‖ = µ‖ {fN} ‖ ⇔ {fT } = µ‖ {fN} ‖ {w}‖{w}‖
(4.10)
où fN est l’effort de contact, fT l’effort de friction, µ le coefficient de friction, et w la vitesse de
glissement.
Figure 4.13 – Illustration du calcul d’un gap
D’un point de vue pratique, le gap est calculé en un certain nombre de points de Gauss,
illustrés en figure 4.13. Pour un point A sur la surface maitre avec un déplacement uA et son
projeté A′ sur la surface esclave avec un déplacement uA′ , associés à une orientation de normale
N , l’expression du gap au point de gauss prend la forme
g = {N}T ({uA′} − {uA})− g0 (4.11)
et comme uA et uA′ sont linéairement dépendants des DDL de leurs éléments via leurs fonctions
de formes, il est possible de définir une matrice d’observation [CNOR] faisant le lien entre les N
déplacements au DDL {q} et le gap {g} vu par tous les Nc points de Gauss concernés par le
contact, en retranchant un éventuel offset {g0}, soit
{g}Nc = [CNOR]Nc×N {q}N×1 − {g0}Nc (4.12)
L’impact de la distribution de pression est obtenu par une intégration numérique de la forme
{q̂}T {fN} =
∫
Γ
{û(q̂)}T NpdS '
∑
e
∑
j
{û(q̂)}T {N} p(xj , q)ω(e)j J (e)(xj) (4.13)
où fN est la force de contact globale, p(g) la pression de contact, q̂ un déplacement virtuel aux
DDL auquel est associé un déplacement virtuel û(q̂) en un point quelconque du domaine, q de
déplacement élément fini, x(e)j sont les points d’intégration de l’élément courant e, J (e)(xj) le
Jacobien de la transformation (surface associée à chaque point d’intégration) et ω(e)j le poids
associé à la règle d’intégration de l’élément e.
Dans l’implémentation, on utilise une matrice d’observation du gap [CNOR] ce qui conduit
à une expression de la force sous la forme
{fN}N×1 = [CNOR]
T
N×Nc
{
ω
(e)
j J
(e)(xj) p(xj , q)
}
Nc×1
(4.14)
De manière similaire, le déplacement relatif tangent est donné par
{qT }2Nc×1 = [CTAN ]2Nc×N {q}N×1 (4.15)
102
et les efforts tangents appliqués aux DDL peuvent être estimés à partir du champ local de densité
d’efforts tangents ftj
{fT }N×1 = [CTAN ]
T
N×2Nc
{
ω
(e)
j J
(e)(xj) ftj(p(xj , q), qT , q̇T )
}
2Nc×1
(4.16)
Dans le cadre de ce travail, les interfaces considérées sont permanentes (boulons ou rivets).
Pour de grandes amplitudes ou pour l’étude des dissipations associées aux liaisons [74, 75, 76],
il convient de mettre en place des stratégies numériques détaillées permettant de prendre en
compte l’évolution des conditions de contact frottant.
Pour de faibles amplitudes ou des pressions suffisantes, il est cependant usuel d’approcher
le modèle en supposant un contact permanent sur une surface à déterminer et l’absence de
transition adhérence/glissement. Deux voies numériques sont alors possibles.
En idéalisant le problème, les conditions de Signorini-Coulomb conduisent à des contraintes
entre degrés de liberté [cNOR] {q} = 0 pour le contact parfait et [cTAN ] {q} = 0 pour l’adhé-
rence. Dans le cas de maillages incompatibles, il peut être important d’éviter les phénomènes de
verrouillage [77].
En approchant la réalité physique d’une fluctuation spatiale des efforts par une approche
fonctionnelle, on peut supposer que ces efforts dépendent du gap et d’un déplacement tangentiel.
De façon approximative, on se contentera ici de supposer des variations linéaires, c’est à dire
de définir une densité surfacique de raideur normale kn conduisant à une matrice de raideur
normale
[KN ] = kn
∑
j∈gauss
{CNOR,j}T ωjJ(xj) {CNOR,j} (4.17)
et de manière similaire, une densité surfacique de raideur tangente kt donnant
[KT ] = kt
∑
j∈gauss
{CTAN,j}T ωjJ(xj) {CTAN,j} (4.18)
Les densités de raideur normale et raideurs tangentes étant des représentations équivalentes
de phénomènes complexes d’adhérence/glissement à l’échelle des aspérités, le choix de paramètres
pertinents pose question. Le choix de la valeur maximale de raideur de kn et kt n’est pas trivial :
cette raideur doit être suffisamment élevée pour correspondre à un contact ou une adhérence
parfaite, mais pas trop élevée pour ne pas générer des problèmes de conditionnement numérique.
La stratégie retenue ici consiste à représenter le contact très raide comme une couche très
fine de matériau reliant les deux surfaces, puis de calculer la raideur associée. On note que le
choix d’une raideur surfacique plutôt que d’une raideur fixe entre chaque lien noeud-surface
permet de se rendre indépendant du maillage. Dans le cas d’une barre de section constante,
cette raideur surfacique est égale à E/L avec E le module d’Young et L la longueur de la barre.
Sur l’ensemble des études réalisées dans cette thèse, les raideurs surfaciques avec L = lc/10
(lc est la longueur caractéristique moyenne des tailles de maille) ont permis d’être très proche
des solutions obtenues avec un encastrement, sans engendrer de problème de conditionnement
numérique. Pour mettre en oeuvre une stratégie de recalage détaillée dans la section suivante,
il est donc proposé d’utiliser les raideurs de référence kn,max, kt,max définies ci-dessus et de
paramétrer les contributions des interfaces sous la forme
[Kcontact(ν, τ)] =
[
KJFixed(kn,max, kt,max)
]
+ ν
[
KJN (kn,max)
]
+ τ
[
KJT (kt,max)
]
(4.19)
avec
[
KJFixed
]
la raideur de jonction constante de parties non-paramétrées qui seront définies
dans la section suivante,
[
KJN
]
la raideur normale définie pour la densité surfacique de raideur
kn,max et associée à un coefficient de pondération ν dans l’intervalle [0 1] et enfin
[
KJT
]
la raideur
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de contact tangent définie pour la densité surfacique de raideur kt,max et associée au coefficient
de pondération τ ∈ [0 1].
Le modèle utilisé pour calculer les modes normaux d’un assemblage de deux composants
part de l’équation du mouvement sans amortissement classique. Comme indiqué en figure 4.14,
on peut choisir de séparer le vecteur de DDL de déplacements en deux sous-vecteurs q1 et q2,
correspondant aux DDL de chacun des composants.
1
2
Contact
paramétré
Contact
fixe
Figure 4.14 – Décomposition des DDL de l’assemblage par composant
Cette décomposition amène à l’écriture de l’équation de mouvement classique
[
Ms2 +K(ν, τ)
]{ q1
q2
}
=
{
F1(s)
F2(s)
}
(4.20)
où, en faisant l’hypothèse que la masse de la liaison est nulle ou peut être négligée, la topologie
de la matrice de masse est [
M1 0
0 M2
]
. (4.21)
De même, on distingue dans matrice de raideur les raideurs des deux composants libre et la
matrice de raideur de contact [Kcontact(ν, τ)] issue de (4.19)[
K1 0
0 K2
]
+ [Kcontact(ν, τ)] . (4.22)
4.4.3 Surface ou raideur : deux paramétrisations équivalentes
Une inconnue majeure dans la plupart des assemblages est la surface réellement en contact :
c’est à dire là où la pression est suffisante pour maintenir le contact avec ou sans glissement.
Comme l’assemblage a un rôle fonctionnel, il est clair qu’une surface minimale existe où le contact
est toujours maintenu. Cependant, dans beaucoup de cas, une fraction notable des surfaces se
touchant du point de vue de la géométrie utilisée pour le modèle correspond à des surfaces qui
ne sont en réalité pas en contact [78, 79, 80]. Il est ainsi assez pertinent [81] d’utiliser des calculs
de statique non-linéaire pour déterminer les surfaces de contact et de supposer ces surfaces fixes
pour les calculs de mode.
En l’absence d’une connaissance précise des surfaces de contact, on cherche à trouver un
équivalent linéaire autour d’une surface “moyenne” fixe. En prenant dans notre exemple le
premier mode de flexion du guide-câble, présenté à droite de la figure 4.15, on comprend le
caractère potentiellement non-linéaire sur un cycle avec des ouvertures/fermetures entre les
rivets et l’avant du guide-câble.
Par ailleurs, comme les surfaces en contact ne sont pas usinées et que les rivets utilisés
pour maintenir l’assemblage introduisent des pressions relativement faibles, il est évident que la
surface réellement en contact est très sensible aux défauts géométriques. Il a déjà été montré
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numériquement dans [82] que l’évolution de la surface en contact a un effet significatif sur les
fréquences des modes, en particulier pour le premier mode de flexion du guide-câble et on va
ici montrer un comportement équivalent pour la paramétrisation en raideur introduite dans la
section précédente.
On reprécise que l’exemple utilisé dans cette sous-section concerne un assemblage plateau/guide-
câble, mais qu’il s’agit d’un autre cas test que le plateau utilisé en section 4.2. L’interprétation
des résultats reste pertinente, mais les valeurs numériques des fréquences modales ne peuvent
pas être mises en relation.
Figure 4.15 – Définition du contact : contact guide-câble/point-fixe en rouge et point-
fixe/plateau en bleu (à gauche) et visualisation du premier mode de flexion du guide-câble
(à droite)
Pour chacune des deux surfaces de contact, entre le guide-câble et le point fixe et entre le
point fixe et le plateau, les rivets ont un rôle fonctionnel qui est de garantir une zone de contact
permanente. Si, comme proposé dans [81], il est possible d’utiliser des calculs de statique non-
linéaire pour déterminer la zone de contact, cette approche est complexe à mettre en oeuvre.
La proposition faite ici est donc de définir arbitrairement une zone de contact adhérent
permanent. Pour le cas des rivets, un paramètre intuitif serait le rayon de recherche autour des
deux rivets : pour chaque valeur du rayon, l’intérieur des cercles est parfaitement couplé, comme
le montre la figure 4.16. Pour la suite, afin de limiter le nombre de paramètres et de simplifier les
illustrations, les deux contacts seront paramétrés de façon similaire : les paramètres du contact
supérieur seront systématiquement appliqués de façon identique au contact inférieur.
Figure 4.16 – Evolution de la surface de contact parfait autour des rivets
Cependant, une telle définition géométrique demande une intervention manuelle qui peut être
fastidieuse selon la complexité de topologie du contact. Pour construire une famille croissante
de surfaces de contact, il est aussi possible d’utiliser des résultats de calcul. Par exemple, en
figure 4.17, on a choisi d’utiliser le champ de gap associé au premier mode de flexion du guide-
câble. En définissant des seuils de gap (pourcentage de l’ouverture maximale), on peut séparer
la surface en deux et supposer un contact parfait pour les points de Gauss présentant un faible
gap et sans contact sinon. Les surfaces rouges montrent les éléments qui voient une ouverture
supérieure au seuil, les éléments verts voient une ouverture inférieure au seuil et les éléments
bleus voient soit une ouverture dans le bruit numérique, soit ne sont liés à aucun noeud esclave.
L’augmentation du seuil de gap au-delà duquel les points de Gauss ne sont pas considérés en
contact permet d’augmenter progressivement la rigidité globale du contact.
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Figure 4.17 – Evolution de la surface de contact avec un seuil sur les intervalles d’ouverture
(40%, 60% et 80%), les zones rouges et bleues sont sans contact.
La progression relativement irrégulière de la surface de contact est ici liée au fait que les
composants utilisés sont reconstruits en géométrie : les surfaces ne sont pas parfaitement planes
et l’observation des intervalles d’ouverture n’est pas clairement progressive.
L’idée de séparation de surface par fonction de niveau (level set) est très répandue [83], et la
variété des applications pointe aussi vers d’autres implémentations possibles. Par exemple, des
lignes iso-températures construites à partir d’un problème thermique avec des points de contrôle
sur le bord de chaque trou de rivet et sur l’extérieur de la surface maximale fourniraient une
autre stratégie pertinente d’évolution de surface.
Deux paramétrages sont envisagés pour analyser les liaisons : soit la zone de connexion
parfaite est paramétrée en surface, via le seuil de gap, et on cherche la surface conduisant à la
meilleure corrélation calcul/essai, soit on construit une zone de contact minimal parfait (la plus
petite dans la figure 4.16), et on utilise la paramétrisation proposée en équation (4.19) pour
définir des densités de raideurs normales et tangentes dont les valeurs seront les paramètres
équivalents de représentation de la liaison.
Pour la paramétrisation en surface croissantes, les fréquences modales calculées pour le pla-
teau sont affichées à gauche de la figure 4.18. Certaines zones montrent une évolution des fré-
quences modales faibles alors que pour certains seuils (5% et 60% de l’ouverture maximale
notamment), des évolutions soudaines sont visibles. Cette évolution non régulière traduit le fait
que certains noeuds peuvent fortement contraindre le contact en particulier pour des maillages
peu raffinés comme c’est le cas ici.
Figure 4.18 – Evolution des fréquences modales : pour la suite ordonnée de surfaces de contacts
(de la surface la plus faible à la plus élevée) (à gauche) et pour différentes raideurs de contacts,
de la moins raide à la plus raide (à droite)
Pour l’approche en raideur, il est important de définir la “surface minimale” en contact
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permanent de façon à contraindre les mouvements rigides relatifs des pièces dont on sait qu’ils ne
sont pas réalistes. Mais une fois cette surface minimale définie, l’évolution des fréquences présente
une allure régulière illustrée à droite de la figure 4.18. Les transitions sont clairement plus lisses
et les croisements de modes plus facilement analysables que pour l’approche en surface. On note
que la représentation de l’évolution est ici limitée aux points de fonctionnement ν = τ = kc/kmax
afin de permettre une visualisation simple.
Les deux points de fonctionnement extrêmes, contact parfait sur la surface minimale ou sur
toute la surface, sont similaires dans les deux représentations et le modèle paramétré en raideur
présente une transition régulière entre ces deux extrêmes.
Le résultat important de la figure 4.18 est que les deux paramétrages conduisent aux mêmes
évolutions de fréquence. Pour chaque surface du tracé de gauche, on a en effet cherché la raideur
normale minimisant les écarts relatifs entre les fréquences modales obtenues avec les deux straté-
gies. Les fréquences paramétrées en surface sont alors représentées par des croix sur les courbes
paramétrées en raideur. La superposition quasi-exacte de l’ensemble des fréquences confirme
l’équivalence des deux approches du point de vue de l’objectif de prédire des modes.
Par ailleurs, il est intéressant de noter que faire varier les surfaces de contact nécessite un
calcul complet du modèle par surface (chaque point de fonctionnement correspond à une surface
spécifique et donc la topologie de la matrice de raideur change) alors que l’évolution en raideur
de contact peut être calculée à partir de quelques points de fonctionnement uniquement en
utilisant une réduction multi-modèle détaillée dans la section suivante.
4.4.4 Multi-modèle réduit : Kn/Kt
Une difficulté classique des études paramétriques est la gestion du temps de calcul. Pour
illustrer ce problème, la figure 4.19 montre le résultat d’une étude paramétrique sur le cas
test de l’assemblage plateau/point fixe/guide-câble (où seulement les points de fonctionnement
ν = τ sont montrés). Les deux paramètres sont discrétisés en 20 valeurs réparties sur une échelle
logarithmique entre 10−8 et 1. La résolution directe de cette étude demande donc 400 calculs de
modes propres sur modèle complet (1 pour chaque couple de paramètre (ν,τ) ), ce qui engendre
un temps de calcul très important.
Un intérêt majeur de la paramétrisation du contact par des raideurs est qu’il devient simple
de mettre en place une réduction multi-modèle [84] permettant ensuite des calculs très rapides.
Le modèle complet est seulement calculé pour quatre points de fonctionnement qui correspondent
aux valeurs extrêmes des deux paramètres de raideur. La famille de vecteurs correspondant à
la concaténation des déformées modales obtenues pour chacun de ces points de fonctionnement
est ensuite orthonormalisée par rapport à la masse [M ] et à la matrice de raideur la plus forte
[K(ν = 1, τ = 1)] pour générer la base de réduction
[TAssembly] = [T (ν = 1, τ = 1), T (ν = 0, τ = 1), T (ν = 1, τ = 0), T (ν = 0, τ = 0)]⊥ (4.23)
Le modèle est par la suite calculé dans le sous espace engendré par cette base. La réduction
consiste en la projection de l’équation (4.20) sur la base définie précédemment
([MR] s2 + [KR(ν, τ)])
{
q′
}
= [TAssembly]T
{
F1(s)
F2(s)
}
(4.24)
avec [MR] = [TAssembly]T [M ] [TAssembly] et [KR(ν, τ)] = [TAssembly]T [K(ν, τ)] [TAssembly]
Afin de valider la pertinence de la méthode de réduction proposée, les résultats de l’étude
paramétrique à partir du modèle complet et du modèle réduit sont comparés. La figure 4.19
montre une superposition quasiment parfaite des fréquences modales calculées à partir du modèle
complet (croix) et du modèle réduit (lignes) pour les paramètres ν = τ . Ces erreurs très faibles
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signifient que le sous-espace utilisé pour la réduction est suffisant pour bien décrire les évolutions
des déformées modales entre les quatre points de fonctionnement extrêmes, qui sont eux résolus
de manière exacte.
Figure 4.19 – Superposition de l’évolution des fréquences modales avec la raideur pour le
modèle réduit (lignes) et pour le modèle complet (croix). Les points entourés correspondent aux
déformées modales montrées en figure 4.27
Le gain dans l’utilisation du modèle réduit se traduit à la fois en terme de temps de calcul
et en terme de stockage mémoire. L’étude réduite demande la résolution de seulement quatre
modèles complets et permet le calcul d’un grand nombre de points de conception très rapidement
et avec une très bonne approximation. Le stockage des déformées modales réduites associées à
chaque couple de paramètre (ν,τ) est très léger alors que leur stockage sur la base complète est
très lourd.
4.4.5 Recalage Kn/Kt
La première utilisation de ce modèle paramétré est le recalage ou recherche des propriétés
équivalentes de liaison (ν,τ) pour lesquelles la corrélation entre le modèle et l’essai est maximale.
Une première façon de définir la qualité de corrélation globale est de calculer l’erreur relative
moyenne entre les fréquences des modes appairés. La fonction objectif
J(ν, τ) =
∑
j,kpairs
∣∣∣∣fj(ν, τ)− fk(ν, τ)fk(ν, τ)
∣∣∣∣ (4.25)
est donc évaluée pour chaque couple (ν, τ).
L’appariement des modes nécessite de choisir un seuil de MAC admissible au-dessus duquel
les modes sont considérés comme comparables. Un seuil classiquement retenu est 70%. Avec ce
seuil l’évolution de la fonction coût avec les paramètres ν et τ , montrée à gauche de la figure 4.20,
est assez difficile à analyser car de nombreux minima locaux sont présents et l’évolution avec
les paramètres n’est pas régulière. Ce caractère non régulier est lié à des changements brusques
du nombre de modes appariés. Or si les évolutions du MAC dues à de fortes évolutions des
paramètres sont souhaitées, les cas récurrents de chute de MAC associés aux croisements de
mode ne le sont pas.
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Le nombre de modes appairés en fonction des paramètres ν et τ est montré à droite de la
figure 4.20. Sur toute la gamme des paramètres évalués, ce nombre passe de 25 à 39 et confirme
la localisation des sauts brutaux observés sur la cartographie de la fonction coût à gauche.
L’exploitation de cette carte avec confiance pour sélectionner les paramètres optimaux n’est pas
possible.
Figure 4.20 – Recalage des raideurs avec appairage pour MAC>70% : erreur relative moyenne
des modes appairés [%] (à gauche) et nombre de modes appairés (à droite)
Pour limiter l’impact de l’appariement des modes qui engendre ce comportement irrégulier,
un seuil de MAC beaucoup plus bas a été fixé, à 23% après de multiples essais pour obtenir
une carte suffisamment régulière. La figure 4.21 à gauche montre la carte de la fonction coût qui
présente toujours quelques irrégularités pour les raideurs très faibles. A droite de cette figure,
le nombre de modes appairés oscille entre 38 et 40, ce qui explique le caractère plus lisse de la
fonction objectif.
Figure 4.21 – Recalage des raideurs avec appairage pour MAC>23% : fonction objectif (à
gauche) et nombre de modes appairés (à droite)
En resserrant la coloration de la carte vers les valeurs minimales, la figure 4.22 est plus lisible
et permet de récupérer les valeurs optimales ν = 1e(−8) et τ = 2e(−4).
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Figure 4.22 – Recalage des raideurs avec appairage pour MAC>23% : fonction objectif avec
coloration resserrée autour du minimum
On note ici que la valeur de raideur normale est nettement plus faible que la valeur tangen-
tielle. Dans une interprétation de ces paramètres en tant que contact et frottement, le résultat
serait étonnant. Il convient donc de rappeler qu’il s’agit de paramètres équivalents traduisant
des comportements à d’autres échelles (non-linéarités, défauts de surface) dont l’interprétation
directe est donc hasardeuse.
Pour ce couple de paramètres optimaux, le MAC est montré à gauche de la figure 4.23. En
comparant avec le MAC initial de la figure 4.11, la corrélation montre une nette amélioration.
On note que les erreurs restantes concernent les deux modes numériques #19 et #20 qui sont
inversés et les deux modes #31 et #32 qui semblent se croiser (présence de termes hors diagonaux
sur ce bloc de modes).
Les deux modes #19 et #20 ainsi que le bloc des deux modes #31 et #32 sont proches
à moins de 2% d’écart en fréquence. Comme cet écart en fréquence est admissible, il est plus
judicieux de comparer les sous-espaces entre eux plutôt que les formes une à une, en utilisant le
MAC Combine, présenté en section 3.2.3. La figure 4.26 à droite montre le résultat obtenu avec
ce critère, où tous les modes présentant des fréquences écartées de moins de 2% sont recombinés
par bloc.
Figure 4.23 – MAC pour les valeurs optimales de Kn et Kt : MAC simple (à gauche) et MAC
Combine avec des écarts en fréquence admissible de 2% (à droite)
Si le résultat de la corrélation obtenue pour ce couple de paramètres est très satisfaisant, le
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choix du seuil de MAC est parfois plus problématique que pour cet exemple et la comparaison
de modes corrélés à seulement 20% peut poser problème.
L’utilisation de méthodes ne nécessitant pas d’appariement parait donc un objectif souhai-
table. La méthode MDRE (voir section 3.4.4) donne une mesure de l’erreur de modèle indiquant
la cohérence entre le mode étendu et les équations d’équilibre du modèle. Cette erreur est un sca-
laire combinant des informations de fréquence et de forme sans référence à une solution calculée
et donc sans appariement.
L’expansion MDRE devant être calculée pour tous les couples (ν,τ), le coût peut être impor-
tant (surtout en présence de nombreux capteurs qui augmentent fortement la taille du modèle
réduit). Pour optimiser le calcul, seuls quelques modes pertinents du point de vue du contact
recalé doivent être sélectionnés. Pour identifier les modes pertinents, l’expansion de tous les
modes est réalisée sur le modèle nominal (contact très rigide) et la répartition de l’énergie de
déformation en contributions de contact minimal, contact normal, contact tangentiel et com-
posants est calculée. La figure 4.24 montre pour chaque contact ainsi que pour l’ensemble des
composants, les modes assemblés pour lesquels leur taux de déformation est le plus élevé (ces
taux de déformation sur chaque ligne sont mis à l’échelle de façon à ce que le minimum soit 0
et le maximum soit 1, pour permettre une meilleure visualisation).
Figure 4.24 – Répartition de l’énergie de déformation : raideur de contact minimal, raideur
tangentielle, raideur normale et raideur interne aux composants (de haut en bas)
Cinq modes étendus font plus fortement travailler le contact et sont donc a priori plus
sensibles à l’évolution des paramètres. Ces 5 modes (#8, #21, #22, #43 et #45) sont affichés
en figure 4.25. Ils sont localisés autour du guide-câble et correspondent à des déformations en
flexion ou en torsion de celui-ci.
Figure 4.25 – Modes étendus avec un fort niveau d’énergie dans le contact
Pour chaque couple de paramètres (ν,τ), les modes retenus sont étendus avec la méthode
MDRE et les erreurs relatives de modèle εRj,Mod sur les cinq modes sont calculées (voir sec-
tion 3.4.5 pour la définition de cette erreur). Elles sont ensuite moyennées pour chaque point de
fonctionnement et la figure 4.26 montre la cartographie de l’erreur relative de modèle moyenne
obtenue. La répartition de la zone où la fonction coût est minimale est similaire à celle obtenue
avec l’écart en fréquence des modes appairés (voir figure 4.21). Cependant, elle ne nécessite au-
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cune sélection de seuil et ne pose pas la question de la pertinence de comparer les fréquences de
modes présentant un MAC très faible. La raideur normale optimale, donnant une erreur relative
de modèle moyenne de 45%, est légèrement plus élevée pour ce critère : ν = 4.8e(−7) au lieu de
1e(−8). L’erreur minimale de 45% est assez élevée, probablement car elle est obtenue pour une
valeur γ très grande, telle qu’aucune erreur de mesure n’est admissible. L’influence du paramètre
γ sur le couple de paramètres optimaux trouvé doit être analysée, mais n’a pas été traitée ici.
Figure 4.26 – Carte d’erreur en énergie résiduelle moyenne (gauche) et MAC associé aux pa-
ramètres optimaux ν = 4.8e(−7) et τ = 2.3e(−5) (droite)
Le MAC correspondant au couple optimal est montré à droite de la figure 4.26. La même
conclusion quant à la correspondance des sous-espaces à l’endroit des deux croisements de modes
est faite avec la MAC Combine. Si les deux croisements de modes restant étaient problématiques,
il faudrait probablement découpler les raideurs normales et tangentielles entre le contact supé-
rieur et inférieur au point fixe pour améliorer la corrélation, mais cela porterait le nombre de
paramètres à optimiser à quatre.
Etant donnée la régularité de la carte d’erreur, il parait tout à fait envisageable d’utiliser
des méthodes d’optimisation classiques basées sur des approximations régulières pour obtenir
les paramètres optimaux avec un nombre d’itérations assez faible.
4.5 Outils d’analyse du comportement dynamique des assem-
blages
La paramétrisation du couplage a précédemment été utilisée avec pour objectif le recalage
du modèle. Cette section vise à montrer son utilité dans les études de sensibilité des modes
d’assemblage aux propriétés de contact.
Pour analyser finement l’évolution des fréquences et des déformées modales, la section 4.5.1
introduit la notion de modes de composant assemblé dont la participation est observée sur
les modes d’assemblage, permettant notamment une meilleure compréhension de la notion de
croisement de modes.
L’influence du contact est visible sur les paramètres modaux du modèle mais elle peut égale-
ment être évaluée pour des réponses forcées. La section 4.5.2 analyse ainsi l’évolution de fonctions
de transfert déplacement/effort. Les croisements de modes apparaissent alors comme une sépa-
ration d’une résonnance principale en deux résonnances d’amplitudes plus faibles. Par ailleurs,
des bandes de fréquences pour lesquelles aucun mode n’est présent sont mises en évidence.
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4.5.1 Sensibilité des modes de composant assemblé et des modes d’assem-
blage
Pour introduire la notion de modes de composant assemblé, une analyse de quelques points de
fonctionnements spécifiques de la figure 4.19 est réalisée. Les évolutions des fréquences modales
montrent que quelques modes restent quasiment constant (lignes horizontales) alors que d’autres
sont très sensibles à l’augmentation de la raideur avec une courbe d’évolution semblant former
un “S”.
La figure 4.27 montre trois déformées modales, identifiés par des marqueurs sur la figure 4.19.
Figure 4.27 – Visualisation de trois déformées modales correspondant aux points 1, 2 et 3 sur
la figure 4.19
La première déformée correspond à un mode très sensible à l’évolution de la raideur de
contact et situé loin des modes constants. Cette déformée modale est clairement dominée par le
premier mode de flexion du guide-câble. La deuxième déformée correspond à un mode dont la
fréquence évolue très peu avec la raideur. La déformation est principalement localisée au niveau
du plateau, le guide-câble ne faisant que suivre avec un déplacement en corps-rigide, sans se
déformer. Enfin, la troisième déformée correspond à un cas intermédiaire, à la fois près du “S”
et d’une ligne horizontale. Le plateau et le guide-câble se déforment, ce qui correspond à un
couplage entre le premier mode de guide-câble et le mode de plateau.
L’observation de ces trois déformées modales caractéristiques montre qu’avec l’augmentation
de la raideur, le premier mode de flexion du guide-câble croise différents modes de plateau et peut
se coupler plus ou moins avec eux. Lorsque le mode de flexion du guide-câble est loin des modes
de plateaux, il s’exprime seul avec une très faible déformation du plateau. De la même manière,
lorsque les modes de plateau sont loin du mode de flexion du guide-câble, ils s’expriment seuls,
avec une contribution faible du guide-câble.
Il est clair qu’une définition pertinente de ce que l’on a appelé jusqu’ici par abus de langage
“mode de composant” dépend de la présence des autres composants. Ici, ce que l’on appelle
le mode de flexion du guide-câble serait très différent si le guide-câble était considéré dans les
conditions libres. C’est pourquoi ces modes ont été appelés “modes de composants assemblés” :
il est proposé de découpler les déformations d’un premier composant du reste de la structure en
conservant celle-ci mais en la considérant comme “rigide”.
L’augmentation de rigidité du reste de la structure pourrait être obtenu en augmentant le
module d’Young, mais cela pose la question du choix de cette valeur qui peut mener à des
problèmes de conditionnement numérique. La solution retenue est plutôt de réduire les degrés
de libertés du reste de la structure en n’autorisant que les déplacements de corps rigide. Cela
permet de ne conserver que l’effet inertiel tout en interdisant la déformation. Les solutions sont
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donc cherchées dans le sous-espace
{q} =
[
RB1 0
0 I
] {
q′
}
(4.26)
avec RB1 les 3 translations et 3 rotations du premier composant.
Comme précédemment, une réduction multi-modèle est utilisée pour calculer l’évolution en
fréquence des modes de composant assemblé avec la raideur. Ces modes sont montrés à la
figure 4.28 avec sur la gauche l’évolution des modes de guide-câble assemblé (le plateau est
contraint en corps rigide) et à droite les modes de plateau assemblé (le guide-câble est contraint
à être rigide).
Figure 4.28 – Evolution des modes de composant assemblé : modes de guide-câble (gauche) et
modes de plateau (droite)
Sur la gauche, le seul mode de guide-câble présent correspond à sa première flexion, dont la
fréquence est très dépendante de la raideur de contact : il varie de 1200 Hz à 2200Hz. L’assem-
blage joue donc un rôle très important sur le comportement du guide-câble.
Sur la droite, les modes de plateau sont assez peu sensibles aux paramètres du contact. Les
origines de variations des modes assemblés (voir figure 4.19) sont donc principalement liées à des
couplages des modes de plateau avec le mode de guide câble. La compréhension de l’évolution
des formes modales d’assemblage avec la raideur est donc nécessaire.
L’objectif est donc de voir quels modes de composant assemblé contribuent aux modes d’as-
semblage. Une définition de l’amplitude des modes de composant assemblé est introduite. Pour
chaque couple de paramètres (ν, τ), les déformées modales calculées [φ(ν, τ)] satisfont la condi-
tion d’orthogonalité
[φ(ν, τ)]T [M ] [φ(ν, τ)] = I (4.27)
et une déformée {q} quelconque peut être décomposée sur la base des déformées modales
{q} = [φ(ν, τ)] {α(ν, τ)} (4.28)
A partir de l’équation (4.27), on obtient
[φ(ν, τ)]−1 = [φ(ν, τ)]T [M ] (4.29)
et donc, en combinant les équations (4.28) et (4.29), la décomposition d’une déformée quelconque
sur les modes d’assemblage s’écrit
{α(ν, τ)} = [φ(ν, τ)]T [M ] {q} (4.30)
La matrice [φ(ν, τ)]T [M ] est appelée observateur modal. Les modes de composant assemblé
peuvent alors être observés sur les modes d’assemblage pour mieux comprendre leur implication.
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La figure 4.29 montre la participation du premier mode de guide-câble assemblé (la forme
observée est celle correspondant au marquage sur la figure de gauche) sur les modes d’assem-
blage : la participation est marquée par les points sur la figure de droite. Comme attendu, cette
forme croise beaucoup de modes de plateau, se couple parfois avec eux sur une large gamme de
raideur mais parfois ne se couple pas du tout.
Figure 4.29 – Observation de la forme du premier mode de guide-câble assemblé (sélectionné
à gauche) sur les modes d’assemblage (la participation est marquée par les points sur la figure
de droite).
De la même manière, la figure 4.30 montre la participation d’un mode de plateau assemblé
sur les modes d’assemblage. Un comportement intéressant à analyser est observé ici. L’ajout de
raideur dans le contact augmente toujours les fréquences modales. Cependant, l’observation de
la forme du mode de plateau assemblé montre qu’elle s’exprime pour une valeur de raideur très
faible à une fréquence plus importante que pour une raideur très grande. Ce comportement est
lié au croisement de ce mode de plateau par le mode de guide-câble.
Figure 4.30 – Observation de la forme d’un mode de plateau assemblé (sélectionné à gauche)
sur les modes d’assemblage (la participation est marquée par les points sur la figure de droite).
La figure 4.31 montre les deux modes propres pointés à droite de la figure 4.30. Pour une
raideur très faible, la fréquence du mode de plateau assemblé est supérieure à la fréquence du
mode de guide-câble assemblé : le mode de guide-câble répond en opposition de phase, ce qui
augmente la fréquence du mode d’assemblage. A l’inverse, pour une raideur très importante, le
guide-câble répond en phase au mode de plateau, ajoutant ainsi un effet de masse qui abaisse
la fréquence du mode d’assemblage.
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Figure 4.31 – Mode d’assemblage avec une déformation similaire du plateau : fréquence plus
élevée du mode avec une raideur de contact faible (à gauche) et fréquence plus faible du mode
avec une raideur de contact élevée (à droite)
4.5.2 Sensibilité des transferts à la modification du contact
Pour l’étude des vibrations, il est important de toujours confronter le point de vue spatial
des formes modales affiché dans la section précédente et le point de vue fréquentiel des fonctions
de transfert. Dans le cas d’une étude paramétrique, l’évolution des formes modales n’est qu’in-
directement liée à l’évolution du niveau d’un transfert, car les évolutions de forme ont tendance
à se compenser [44].
Pour illustrer ce point, on considère l’évolution d’une fonction de transfert colocalisée pour
une excitation sur le guide câble en fonction de l’évolution de la raideur de contact où on fait
varier la raideur normale et la raideur tangente de manière identique (ν = τ). Le choix de cette
localisation reflète le fait que le guide câble est une pièce pouvant générer du bruit.
La figure 4.32 gauche donne une représentation de Bode classique. Chaque courbe correspond
au transfert colocalisé synthétisé pour un point de fonctionnement. Si on aperçoit clairement les
fréquences de résonnance qui se déplacent ainsi que des points de faible amplitude, l’interpré-
tation est difficile. La même étude paramétrique peut être affichée en tant que carte donnant
l’amplitude en fonction de la fréquence et de la raideur de contact. Sur cette carte en figure 4.32
droite, on affiche aussi les fréquences modales comme des lignes noires pour bien faire ressortir
les résonances potentiellement visibles.
Cette carte fait très clairement apparaitre que la contribution du mode de guide câble peut
apparaitre entre 1000-2000 Hz selon la raideur de contact. Par ailleurs selon le point de fonc-
tionnement, les amplitudes peuvent baisser de façon significative au moment des croisements de
mode. Un fonctionnement proche des zones de transition peut être à la fois intéressant d’un point
de vue performance et dangereux du point de vue de la robustesse puisque de petits changements
dans les propriétés de contact pourraient conduire à de fortes variations d’amplitude.
116
Figure 4.32 – Evolution d’un transfert colocalisé au niveau du guide câble en fonction de la
raideur de contact. Gauche : vue amplitude/fréquence pour diverses raideurs. Droite : carte
d’amplitude dans le plan fréquence/raideur.
La figure 4.33 fournit une deuxième illustration pour laquelle le mode de plateau proche de
2 kHz contribue beaucoup au point d’excitation choisi. La transition indique alors clairement que
pour une propriété de jonction spécifique, matérialisée par la ligne en pointillés, le couplage avec
le mode de guide câble conduit à une décroissance notable des niveaux vibratoires. Dans ce cas,
la flexion du guide-câble se comporte comme un amortisseur à masse accordée dont l’utilisation
est bien connue.
Figure 4.33 – Evolution d’un transfert colocalisé au niveau du plateau en fonction de la raideur
de contact, sur une carte d’amplitude dans le plan fréquence/raideur.
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Analyse numérique et expérimentale
du crissement : modes complexes,
ODS et expansion
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5.1 Introduction
Le crissement n’étant pas une condition désirée, son apparition correspond à un défaut de
conception. En conséquence seule une caractérisation expérimentale est à même de permettre
une compréhension des conditions exactes d’occurrence.
Cependant les essais sont le plus souvent trop pauvres spatialement pour être exploités seuls.
En effet des contraintes de positionnement d’accéléromètre ou de visibilité pour une mesure
laser limitent forcément les informations accessibles à la mesure. Les modèles EF forment donc
un complément nécessaire. En particulier, l’expansion permet d’estimer les déplacements non
mesurés.
Par ailleurs, la compréhension acquise par l’essai doit permettre de proposer des modifications
de structure. Le traitement des situations de crissement se fait par différentes techniques :
ajout d’amortissement, changement des champs de pression sous la plaquette, modification de
l’espacement fréquentiel des modes, ... qui toutes nécessitent une évaluation fine des formes
issues de l’essai et du calcul.
Le savoir-faire et le retour d’expérience joue un grand rôle dans la préconisation de solutions.
Cependant les modèles éléments finis permettent des études rapides sur l’influence de modifi-
cations réalistes affectant la forme des pièces et il est souhaitable de les utiliser au maximum
même quand leurs prédictions ne sont pas parfaites.
Dans ce contexte d’utilisation croisée d’essais et de calculs, illustrée par la figure 5.1, ce
chapitre détaille les résultats d’une campagne d’essai réalisée sur un frein à tambour.
BANC
FREIN
Paramètres
inconnus
Périodicité
lente
Excitation
essai
Efforts auto-induits,
crissement
MODELE
EF
Paramètres
modification
Paramètres
méconnus
FORMES
CAPTEURS Expansion DDL
EMA Modes(R ouC)
ODS Cycle limite
Figure 5.1 – Exploitation croisée des essais et du calcul pour l’analyse du crissement sur banc
d’essai
Dans un premier temps, il convient de détailler les grands objectifs d’une mesure de crisse-
ment.
Le premier objectif classique en présence d’un phénomène de crissement sur véhicule est de
reproduire le phénomène sur banc d’essai de façon à permettre une mesure spatialement plus
riche que ne le permet la mesure embarquée sur véhicule. Les efforts liés à l’instabilité étant
internes au système et non mesurables, on réalise une mesure en sortie seule en vue d’extraire
des formes classiquement appelées déformées opérationnelles. L’acronyme ODS pour Operatio-
nal Deflection Shape sera utilisé ici. Cette dénomination est très générale et concerne toute
évaluation d’au moins deux capteurs (définissant une forme) à un certain instant de la mesure
(mesure temporelle) ou à une certaine fréquence (exploitation d’un spectre construit à partir des
mesures). Des mesures temporelles doivent donc être réalisées en présence du crissement pour
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plusieurs capteurs à définir et la géométrie de mesure doit être créée pour l’utiliser en relation
avec le modèle EF.
Le second objectif est d’analyser avec précision le comportement du système dans le temps :
évolution de la fréquence crissante, évolution des formes, répétabilité et reproductibilité du
crissement... Cet objectif n’a pas d’implication sur la gamme opératoire de mesure, il s’agit
seulement d’une exploitation des mesures crissantes et s’applique aussi au calcul [73].
Le troisième objectif est de caractériser les modes propres du système, soit obtenir un résultat
d’analyse modale expérimentale (EMA). Pour l’extraction des modes, il est plus simple de partir
de transferts à effort connu. Cette mesure doit être réalisée en respectant le plus possible les
conditions opérationnelles tout en introduisant une excitation maitrisée. Le positionnement de
cette excitation doit donc être choisi et les conditions du système clairement définies pour la
mesure : mise sous-pression, mise sous couple ou en glissement.
Du côté modèle, les phases de recalage de composants et d’assemblages, décrites dans les
chapitres précédents, permettent de travailler avec une relative confiance dans la qualité des
prédictions. Cependant un nombre notable de comportements ne sont reproductibles que dans
une configuration de freinage. Les pièces mobiles ont un calage particulier dépendant de beaucoup
de paramètres qui ne sont pas tous clairement identifiés. Les jeux, comportements matériaux et
comportements de friction dépendent de la température. Le système évolue au cours de sa vie
(usure, formation de troisième corps dans les interfaces, ...). En conséquence, le modèle ne peut,
le plus souvent, être pleinement prédictif que par recalage sur une configuration de banc utilisée
pour les essais de crissement.
Les techniques d’expansion permettent de combiner modèle EF et formes expérimentales
connues aux capteurs (ODS ou EMA) pour estimer des réponses sur l’ensemble de la structure.
On a alors des quantités directement comparables aux résultats de mesure, mais aussi accès à
des formes beaucoup plus détaillées.
Pour cette expansion, un point à traiter est l’agrégation de lots de mesures. Les systèmes
d’acquisitions étant limités en nombre de voies, il est souvent nécessaire pour obtenir une forme
suffisamment détaillée en espace de réaliser des mesures séquentielles. Plusieurs capteurs de
référence communs à tous les lots sont nécessaires à la construction du regroupement et à
l’évaluation de sa qualité.
Enfin comme indiqué par la figure 5.1, la compréhension des formes obtenues permet de
proposer des modifications de l’assemblage et l’approche la plus rapide pour cibler les bonnes
modifications est d’utiliser le modèle EF qui permet de tester l’impact de modifications physi-
quement réalistes.
Pour une exploitation pertinente des mesures, une compréhension initiale des comporte-
ments attendus est indispensable. Par exemple, lors du phénomène de crissement, on mesure
classiquement un cycle limite caractérisé par des ODS et non des modes qui interagissent. La
compréhension de l’évolution de ce cycle limite ne peut venir que de la simulation.
La section 5.2 propose donc une analyse numérique du crissement sur un modèle simplifié
de frein à disque. Le modèle numérique est simulé autour d’un état tangent (issu d’une analyse
statique) linéaire dans le domaine fréquentiel : on obtient des modes complexes avec des amor-
tissements associés et les modes instables sont ceux présentant un amortissement négatif. Le lien
entre le couplage de deux modes réels et la déstabilisation du système est rappelé. Une étude
du modèle, réduit uniquement sur ces deux modes, permet d’analyser simplement le phénomène
avec une bonne fidélité.
Pour les essais sur frein réel, la section 5.3 détaille ensuite la stratégie retenue pour l’extrac-
tion de formes ODS à partir de mesures temporelles crissantes. Les difficultés analysées en détail
sont liées à la variabilité du cycle limite au cours du temps, à la reproductibilité. Les difficultés
liées aux mesures EMA sont ensuite présentées en section 5.4.
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Les méthodes d’expansion permettent enfin un retour vers une exploitation de formes connues
sur l’ensemble du maillage éléments finis. Les restrictions en nombre de voies de mesure im-
pliquent cependant une concaténation de lots de mesures. Les techniques associés sont présentées
en section 5.5 avec l’application à la concaténation des 4 lots de mesure de la campagne d’essai.
Malgré les difficultés et les questionnements liés à l’agrégation des mesures, celle-ci est menée
à terme pour illustrer le résultat et son exploitation à travers l’expansion MDRE en section 5.6.
Les erreurs résiduelles de modèle après l’expansion sont illustrées et permettent d’orienter vers
des sources potentielles d’erreur de modélisation.
5.2 Analyse d’un cas numérique simple
Pour analyser les réponses crissantes de façon pertinente, il est nécessaire d’avoir une com-
préhension initiale des propriétés à exploiter et du caractère plus ou moins stable de ces quantités
par rapport à de petits changements de structure. La section 5.2.1 reprend donc le cadre théo-
rique classique des perturbations glissantes et les sections suivantes analysent la sensibilité des
modes complexes sur un cas test numérique.
5.2.1 Modèle linéarisé des perturbations glissantes
Le phénomène de crissement est associé à une interaction entre les fluctuations d’effort normal
liée aux vibrations et les effets induits sur les efforts tangentiels, comme explicité en [73] par
exemple. Dans la version linéarisée du problème de contact frottant avec un disque tournant [85,
73], on considère des équations du mouvement de la forme
[M ] {q̈(t)}+ [C] {q̇(t)}+ [Ks +Ku] {q(t)} = {fext(t)} (5.1)
où q, q̇, et q̈ sont les déplacements, vitesses et accélérations. M , C, K sont respectivement les
matrices de masse, amortissement visqueux et raideur supposées constantes dans le temps. La
matrice de raideur peut être décomposée en une partie symétrique Ks liée aux pièces élastiques
et à la linéarisation des efforts de contact, alors que la partie non-symétrique Ku est liée à la
fluctuation d’efforts tangentiels induits par une fluctuation d’efforts normaux. Pour les points
glissants avec l’hypothèse des petites perturbations [85], l’expression de Ku est de la forme
[Ku] = [CTAN ]T
[
\µwiJ(xi)∂pi(q)∂q \
]
[CNOR] (5.2)
qui est clairement proportionnelle à µ, avec [CNOR] l’observation du gap selon les normales au
contact, [CTAN ] l’observation du gap tangentiel, wi et J(xi) le poids de Gauss et la surface tous
deux associés à chaque point de Gauss i (voir section 4.4.2).∂pi(q)∂q correspond à la linéarisation
de la loi de contact pression/gap autour des gaps correspondant à l’état tangent du modèle.
Il est bien documenté que les instabilités de crissement sont associées à une interaction entre
plusieurs modes, associée à la contribution en raideur non-symétrique Ku. L’approche classique
de calculs d’instabilités dans les états tangents linéarisés consiste donc à calculer les modes
complexes solutions de (
[Ks] + [Ku] + λj [C] + λ2j [M ]
)
{ψj} = 0 (5.3)
et de s’intéresser à ceux dont le pôle λj a une partie réelle négative et sont donc instables.
Pour le calcul des modes complexes, il est usuel de passer par une base réduite associée aux
modes réels φj solutions de
[
KS − ω2jM
]
{φj} = {0} et donc d’approcher ψj ≈ [Φ] {ψjR} en
résolvant le problème aux valeurs propres réduit([
\ω2j \
]
+
[
ΦTKuΦ
]
+ λj
[
ΦTCΦ
]
+ λ2j [I]
)
{ψjR} = 0 (5.4)
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où la masse est l’identité du fait de l’orthogonalité des modes et de leur normalisation, l’amortis-
sement visqueux est souvent supposé diagonal par une hypothèse d’amortissement modal dans
la configuration où µ = 0 (donc où Ku = 0), la matrice de raideur est diagonale avec les pulsa-
tions propres au carré (ki = ω2j ) et enfin la projection de Ku donne une matrice k′ a priori non
symétrique.
5.2.2 Evolutions paramétriques dans un cas simple
Pour illustrer les propriétés attendues, cette section reprend le frein simplifié proposé par [73].
Ce frein affiché en figure 5.2 est composé d’un disque (bleu) en acier non-amorti, d’une plaque
arrière (jaune) elle aussi en acier non-amorti et enfin d’une garniture (verte) avec des propriétés
orthotropes représentant un matériau composite fretté (beaucoup plus souple, de l’ordre de
5GPa). Sur le matériau composite, un amortissement de Rayleigh a été ajouté : [C] = α [M ] +
β [K] avec α = 0 et β = 5e−7 pour représenter le caractère beaucoup plus amorti de ce matériau
par rapport au disque et à la plaque arrière. La liste détaillée des matériaux ainsi que des
précisions sur la nature des contacts sont disponibles en introduction de [73].
Figure 5.2 – Modèle éléments finis du frein à disque simplifié
Pour le calcul, le disque est mis en rotation et le contact frottant est linéarisé autour d’un
état tangent menant à une raideur symétrique de contact et une raideur non symétrique de
frottement comme explicité en section 5.2.1. Quatre points de part et d’autre des deux patins,
similaires à celui entouré sur la figure 5.2, représentent les conditions limites fixes reprenant
l’effort généré par le contact frottant.
Ce modèle présente un mode complexe instable autour de 5050 hertz qui correspond à l’inter-
action entre deux modes réels (modes calculés avec µ = 0 et utilisés comme base de réduction)
montrés en figure 5.3. Le mode réel #8 est un mode à lobe principalement hors-plan par rap-
port au disque et le mode réel #9 est un mode principalement dans le plan faisant intervenir le
glissement des patins sur le disque.
Figure 5.3 – Déformées modales des modes réels #8 et #9
Pour un coefficient de frottement µ progressivement augmenté de 0 à 0.2, la figure 5.4 montre
l’évolution des deux modes complexes 8 et 9 à partir des modes sans frottement indiqués par un
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point rouge. La figure montre que les deux modes se rapprochent en fréquence et que l’amortis-
sement du mode #8 diminue jusqu’à devenir négatif alors que celui du mode #9 augmente.
Figure 5.4 – Participation des modes réels aux modes complexes
Figure 5.5 – Participation des modes réels aux modes complexes #8 (en haut) et #9 (en bas) :
évolution de l’amplitude de participation (à gauche) et amplitude de participation pour µ = 0.2
(à droite)
Le calcul des modes complexes est réalisé à partir du modèle réduit sur les modes réels (5.4).
Il est donc possible d’afficher les participations des modes réels aux modes complexes, soit les
amplitudes des composantes de {ψjR} : l’évolution avec µ de ces participations aux modes
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complexes #8 et #9 est tracée en figure 5.5. La figure illustre clairement que seuls deux mode
réels contribuent notablement aux modes complexes. Pour un coefficient de frottement nul,
les modes complexes #8 et #9 sont exactement les modes réels #8 et #9. En augmentant le
coefficient de frottement, les deux formes modales réelles se couplent pour former les formes des
modes complexes et les contributions des autres modes réels restent très faibles.
Pour mieux analyser les interactions modales, on tient compte du fait qu’un mode est défini
à un coefficient multiplicatif près. Ceci permet de contraindre l’amplitude modale principale
ψjR,k = 1 (amplitude du kième mode réel contribuant au mode complexe j). Ainsi pour le mode
#8, on fixe la huitième composante de ψ8R à 1 et on procède de même pour le mode #9. Il
est alors possible de tracer la phase des composantes ψ8R,9 et ψ9R,8. La figure 5.6 illustre ainsi
que les évolutions d’amortissement et de forme complexe sont aussi associées à des évolutions
de phase relative entre les deux modes réels.
Figure 5.6 – Déphasage entre les deux modes réels participant aux modes complexes #8 (à
gauche) et #9 (à droite)
Pour résumer, l’instabilité fait principalement intervenir deux formes modales réelles bien
définies pour lesquelles le ratio d’amplitude et le déphasage dépendent du degré de couplage.
5.2.3 Pertinence de l’interaction à deux formes
Pour vérifier que les deux formes réelles suffisent à décrire le phénomène, le modèle à été réduit
sur la base modale combinant les deux modes réels contribuant principalement à l’interaction
modale, ce qui est fait en posant T = [φ8 φ9]. La réduction de (5.3) dans cette base, avec
l’hypothèse d’amortissement modal, conduit à un système à deux degrés de liberté modaux dont
on peut calculer les modes complexes
([
1 0
0 1
]
λj
2 +
[
2ζ8ω8 0
0 2ζ9ω9
]
λ+
[
ω28 0
0 ω29
]
+
[
k
′
11 k
′
12
k
′
21 k
′
22
])
{ψjR} = 0 (5.5)
La comparaison entre le modèle réduit sur l’ensemble des modes réels et celui réduit sur 2
modes uniquement est donnée en figure 5.7. On voit que la précision sur la fréquence des modes
est nettement moins bonne avec deux modes pour la réduction, mais que l’amortissement estimé
est lui très peu changé.
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Figure 5.7 – Comparaison entre l’évolution en fréquence et amortissement avec le coefficient
de frottement pour le modèle réduit sur l’ensemble des modes réels et le modèle réduit sur les
deux modes réels (lignes pointillées) #8 et #9 (lignes continues)
Il est par ailleurs assez courant de chercher à traiter les problèmes de crissement en séparant
les fréquences propres supposées interagir. Si cela est assez difficile à réaliser par changements
de géométries de pièces, il est relativement aisé de tester l’impact d’un écartement de fréquences
en base modale. On suppose donc être capable d’écarter les fréquences propres en conservant
les amortissements modaux, soit dans notre cas créer une modification de structure conduisant
aux variations de propriété modale {
ω8 → ω8(1− δωω )
ω9 → ω9(1 + δωω )
(5.6)
A des fins d’illustration, on prend comme référence le point µ = 0.1 (peu réaliste pour des
freins réels mais tout de même pertinent pour l’analyse) qui présente un mode instable et on
cherche à tester l’impact d’un écartement de fréquence à amortissement de structure constant.
La figure 5.8 montre l’évolution des fréquences et des amortissements des deux modes pour un
écartement des fréquences des deux modes réels croissant. Dans cette figure, les fréquences et
amortissements pour couplage nul (ou µ = 0) sont affichés en pointillé. Si on suppose que la
matrice de couplage k′ n’est pas modifiée par l’écartement des fréquences, on constate que pour
des grands écarts de fréquence, les modes complexes convergent vers la limite découplée pour
laquelle aucun mode n’est instable.
Figure 5.8 – Evolution de la fréquence (à gauche) et de l’amortissement (à droite) des modes
complexes avec l’écartement des fréquences propres des modes réels
Cet exemple très simplifié a permis d’illustrer les propriétés attendues d’une situation de
crissement. Le cycle limite mesuré devrait faire intervenir essentiellement deux formes associées
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aux modes réels en interaction. Ce cycle peut être assez sensible à des fluctuations de propriétés
qui peuvent induire des variations de fréquences, de niveaux de réponse et de contributions en
amplitude et phase des modes réels nominaux.
5.3 Analyse expérimentale du cycle limite lors d’un crissement
Toutes les mesures exploitées dans cette section ont été réalisées sur un système de frein à
tambour visible sur les deux vues de la figure 5.9. Sur la photo, le tambour a été retiré pour
permettre de voir l’instrumentation interne. Pour ce frein, une problématique de crissement très
basse fréquence, aux alentours de 900Hz, est présente sur véhicule. Un montage a été réalisé par
CBI de façon à pouvoir fixer les trois attaches du bras sur lequel est monté le frein à tambour.
Figure 5.9 – Frein à tambour mesuré pour l’étude expérimentale du crissement
La section 5.3.1 présente la géométrie de mesure. La stabilité des formes modales est ensuite
analysée selon plusieurs points de vue. La section 5.3.2 analyse l’évolution de la forme sur
quelques cycles seulement. Une décomposition temps-fréquence, à l’aide de la transformée de
Gabor dont le formalisme est rappelé en annexe B, est réalisée sur la mesure. A partir de cette
décomposition la variabilité sur tout le temps de freinage est alors analysée en section 5.3.3.
Enfin, la section 5.3.4 analyse la répétabilité de deux freinages mesurés d’un jour sur l’autre.
5.3.1 Présentation du système et de la mesure
La géométrie de mesure a été construite à partir des modes du modèle EF. L’algorithme
MSeq, présenté en section 4.2.2, a été utilisé de façon à différencier les modes de la bande de
fréquence autour de 900 Hz. La répartition initiale de capteurs ainsi obtenue a été modifiée pour
tenir compte des contraintes de mise en position des accéléromètres. Par ailleurs la mesure utilise
des triaxes qui permettent une interprétation visuelle plus simple des formes expérimentales,
même si l’expansion analysée en section 3.4 rend cet argument moins probant. Enfin, certains
capteurs ont été ajoutés pour répondre à une logique de distribution “régulière” des capteurs par
rapport à la géométrie des composants (une répartition circulaire sur le plateau et les segments
par exemple).
La géométrie obtenue, dont la superposition sur le modèle EF est visible en figure 5.10, est
créée en se servant du modèle EF. Comme le positionnement des accéléromètres est peu précis,
il a été jugé acceptable de construire la géométrie en positionnant les capteurs sur le modèle EF
directement. Le positionnement d’un capteur triaxe se fait comme suit :
— Sélection d’un noeud sur la surface du maillage EF
— Détection automatique de la direction du premier capteur suivant la normale à la surface
— Orientation du deuxième capteur (rotation autour de la normale)
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— Le troisième capteur est alors obtenu automatiquement pour former un repère direct
entre les trois capteurs du triaxe.
Figure 5.10 – Maillage de capteurs superposé au modèle éléments finis
Etant donné le grand nombre de capteurs (3 fois 31 triaxes = 93 capteurs + 4 monoaxes
communs à chaque lot) et le nombre voies de mesures limité à 24 (ou 48 en couplant deux
systèmes), la mesure a dû être réalisée avec 4 lots de capteurs. Afin d’assurer l’agrégation de ces
lots, 4 capteurs uniaxiaux de référence ont été positionnés avec pour objectif de bien distinguer
au moins la forme instable du modèle EF proche de 900Hz. S’il n’y a aucun moyen de s’assurer
de la pertinence de la forme de calcul avant la mesure, il n’y a non plus aucune raison de ne pas
utiliser cette information. La figure 5.11 montre le positionnement de ces 4 capteurs : un sur
chaque segment, un sur le bord du plateau et un sur le bras au niveau de l’accroche du ressort
pour l’amortisseur du véhicule.
Figure 5.11 – Positionnements des capteurs de référence
En ce qui concerne l’excitation du système pour réaliser des EMA, trois positions ont été
retenues de façon à exciter les modes autour de 900Hz. Sur l’ensemble des points d’excitation,
chaque mode numérique dans la gamme de fréquence 800-1000Hz voit au moins une fois le pot
vibrant selon une direction représentant plus de 20% de l’amplitude maximale du mode. Trois
configurations du pot vibrant ont été retenues et visibles en figure 5.12 : deux excitations du
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bras et une excitation du plateau.
Figure 5.12 – Positionnements de l’excitation du pot vibrant
Pour chaque lot de capteur, l’objectif retenu est de mesurer au moins une fois le cycle limite
correspondant au crissement (ODS) et de réaliser plusieurs EMA dans des conditions plus ou
moins représentatives des conditions de crissement. En l’occurrence, quatre configurations sont
retenues, soit de la plus éloignée à la plus proche :
— freinage statique sous pression 20 bar ;
— freinage statique sous pression 20 bar + couple 100Nm ;
— freinage statique sous pression 20 bar + couple 200Nm ;
— conditions glissantes sous pression 20 bar.
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L’objectif spécifique de cet ensemble d’EMA est d’évaluer la pertinence de réaliser des me-
sures sous freinage statique qui est une condition notablement différente du système en conditions
glissantes (contact entre pièces, champs de pression, non linéarités, ...). L’ajout du couple de
100Nm puis 200Nm est censé permettre de se rapprocher des conditions glissantes en termes de
positionnement initial des pièces et de précontrainte du système (le freinage à 20bar en condi-
tions glissantes engendre un couple d’environ 350Nm). Enfin la mesure sous condition glissante
est très proche du système crissant, mais dans une configuration pour laquelle l’instabilité ne se
développe pas.
Pour résumer, les mesures effectuées concernent 4 lots de 23 à 38 capteurs, 3 positions du pot
vibrant et au moins 5 configurations de mesure (au moins une ODS et 4 EMA). Au total plus
de 60 mesures ont réalisées sur 2 semaines et les sections suivantes proposent une exploitation
de ces résultats.
5.3.2 Analyse d’un cycle durant le crissement
Pour analyser le crissement dans le domaine temporel, un capteur de référence est choisi
arbitrairement sur une des mesures ODS réalisées. La mesure temporelle de ce capteur est
montrée en figure 5.13. La vitesse de rotation est très faible : la roue fait un tour en environ
14 secondes. On remarque que cette durée correspond à un motif d’évolution de l’amplitude du
crissement (complètement visible ici entre les temps 8s et 22s). Cette répétition synchronisée
avec le tour de roue suggère que des caractéristiques liées au tambour, comme par exemple le
voile, engendrent des modifications du système (champ de pression, surface en contact, calage
des pièces) qui influent sur le crissement.
Figure 5.13 – Mesure temporelle du crissement pour un capteur donné
Pour analyser plus finement les déformations du système mises en jeu, un zoom est effectué
au niveau du maximum d’amplitude (autour de 16s). Ce zoom laisse apparaître, en figure 5.14,
trois cycles d’apparence sinusoïdale.
Figure 5.14 – Mesure temporelle : zoom sur 3 cycles
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En observant cette fenêtre de mesure sur tous les capteurs, il est possible d’évaluer l’évolu-
tion des formes mesurées pendant ces trois cycles. Une décomposition en valeur singulière de
l’ensemble des formes est réalisée[
y(t1) · · · y(tn)
]
NS×NT
= [U ]
[
\σn\
]
[V ]T =
∑
j
{Uj}σj {Vj}T (5.7)
dans laquelle on distingue des formes Uj et des amplitudes temporelles associées
aj(t) = σj {Vj(t1) · · ·Vj(tNT )} (5.8)
Pour le cycle considéré, les valeurs singulières σj affichées à gauche de la figure 5.15, montrent
que deux formes principales se dégagent nettement. La deuxième représente plus 80% de la
première alors que la troisième à peine 10%.
Figure 5.15 – Décomposition en valeur singulière des trois cycles sur l’ensemble des capteurs :
valeurs singulières (à gauche) et amplitudes temporelles associées (à droite)
Le tracé des amplitudes temporelles aj(t) à droite de la figure 5.15, montre que les deux
formes principales s’expriment selon une sinusoïde avec un déphasage d’environ 90° entre les
deux.
L’observation de la mesure temporelle avec un zoom moins important (sur 1 seconde entre 16s
et 17s) est montrée en figure 5.16. L’évolution d’apparence périodique de l’enveloppe du signal
pose la question de l’évolution des formes principales sur une échelle de temps plus longue, ce
qui motive une analyse temps-fréquence qui sera réalisée dans la section suivante.
Figure 5.16 – Questionnements sur l’évolution temporelle : besoin d’une analyse temps-
fréquence
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5.3.3 Analyse de la variabilité dans le temps du cycle limite
Pour analyser la mesure temporelle pendant le crissement, présentée en figure 5.16, la trans-
formée de Gabor temps-fréquence a été utilisée. La définition de cette transformée ainsi que les
propositions de réglage des paramètres sont décrites précisément dans l’annexe B et les princi-
paux résultats sont présentés ici.
La transformée de Gabor est une analyse de Fourier à court terme du signal convolué avec
une fenêtre Gaussienne. Cette fenêtre a pour intérêt de maximiser l’inégalité d’Heisenberg-Gabor
selon laquelle il n’est pas possible de connaître avec une précision aussi grande que voulue la
localisation à la fois en fréquence et en temps d’un signal. Les écarts types de la fonction
Gaussienne dans le domaine temporel
√
∆t2 et fréquentiel
√
∆t2 sont donc liés par l’égalité√
∆f2
√
∆t2 = 14π (5.9)
et le choix d’un écart-type dans un des domaines détermine le second. La fenêtre gaussienne est
translatée dans le domaine temporel du début à la fin du signal selon un pas de temps à définir
et pour chaque pas de temps, la transformée de Fourier est calculée avec une discrétisation
fréquentielle choisie. Les détails sur le choix des pas temporels et fréquentiels ainsi que sur les
limitations de la transformée de Gabor sont disponibles en annexe B.
Deux choix ont été effectués sur la valeur de l’écart-type de la gaussienne pour calculer la
transformée de Gabor. La figure 5.17 montre à gauche la résultat de la transformée de Gabor
pour une résolution temporelle
√
∆t2 = 0.004s très bonne et une résolution fréquentielle induite
(voir l’équation (5.9)) grossière de
√
∆f2 = 20Hz. On retrouve les variations d’amplitudes
cycliques toutes les 0.7s environ. Le trait noir matérialise pour chaque instant la fréquence où la
transformée de Gabor est maximale. Avec ce choix de résolution, cette fréquence “instantanée”
(en raison l’étroitesse de la fenêtre temporelle) oscille à la fréquence de la variation en amplitude
entre 905Hz et 910Hz.
Figure 5.17 – Transformée de Gabor de la mesure temporelle entre les temps 16s et 17s :
résolution temporelle élevée
√
∆t2 = 0.004s et fréquentielle faible
√
∆f2 = 20Hz (à gauche) et
résolution temporelle faible
√
∆t2 = 0.1592s et fréquentielle élevée
√
∆f2 = 0.5Hz (à droite)
Un autre choix sur le compromis de résolution temps-fréquence est fait à droite de la fi-
gure 5.17 avec une résolution fréquentielle
√
∆f2 = 0.5Hz très bonne et une résolution tempo-
relle induite
√
∆t2 = 0.1592s plus grossière. L’évolution cyclique lente de l’amplitude n’est plus
visible. Une fréquence prédomine nettement, matérialisée par le trait noir autour de 907-906Hz.
Une seconde fréquence très stable à 900Hz est présente, ainsi que dans une moindre mesure une
troisième fréquence autour de 915 Hz.
L’interaction entre deux sinusoïdes d’amplitudes α et β et de fréquences proches fα et fβ
crée un phénomène dit de “battement” : le signal équivaut à une sinusoïde de fréquence fα+fβ2
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dont l’enveloppe évolue entre α − β et α + β à une fréquence fα−fβ4 . L’écart entre la fréquence
dominante et la fréquence fixe à 900Hz est d’environ 7Hz menant à un battement à la fréquence
1.75Hz. C’est ce battement qui est visible dans le domaine temporel (figure 5.16) et avec la
transformée de Gabor pour une résolution fine en temps.
La fréquence très stable à 900Hz est constamment relevée sur toutes les mesures effectuées.
Il s’agit d’une interaction du système avec le banc d’essai à une harmonique de la fréquence
d’alimentation (50Hz) : tous les systèmes de mesure ont été mis sur batterie et le phénomène
est toujours présent.
La fréquence d’intérêt pour l’analyse du crissement semble donc plutôt être celle d’ampli-
tude plus importante dont la contribution est visible vers 907 Hz en figure 5.17 droite. Pour la
transformée {y(f, t)}, on cherche donc à chaque instant t la fréquence fmax du maximum d’am-
plitude de {y}. Comme les mesures sont plutôt propres (voir quelques capteurs en figure 5.21),
il n’y a pas de doute sur la fréquence du maximum. Par ailleurs, le résultat obtenu par suivi
de la fréquence du maximum sur différents capteurs donne des résultats presque identiques (à
quelques pas de fréquence près). En pratique, le premier capteur de référence est donc utilisé.
Ayant obtenu la forme associée au maximum d’amplitude {y(fmax(t), t)} pour chaque ins-
tant t, on cherche ensuite à évaluer la stabilité de l’ensemble de ces formes. Comme motivé en
section 5.2, les phénomènes de crissement proviennent de l’interaction entre formes réelles. On
cherche donc à vérifier qu’il est possible de représenter la forme associée à la fréquence du cris-
sement comme une combinaison de formes réelles. Pour ceci, on construit la famille de vecteurs
[F ] = [< (· · · y(fmax(t), t) · · · ) = (· · · y(fmax(t), t) · · · )]NS×2NT =
∑
j
{Uj}σj {Vj}T (5.10)
Dans la décomposition en valeurs singulière de cette matrice, les vecteurs Vj sont de longueur
2NT avec les NT premières composantes donnant la contribution à la partie réelle et les sui-
vants la contribution à la partie imaginaire. On obtient donc une approximation de la famille
[y(fmax(t), t)], de la forme
[· · · y(fmax(t), t) · · · ] ≈
∑
j
{Uj}NS×1 {aj(t)}1×NT (5.11)
avec aj(t) = σj × (vj(t) + ivj(t+NT )).
Figure 5.18 – Evolution temporelle des amplitudes principales entre les temps 16s et 17s :
pour une résolution temporelle élevée et fréquentielle faible (à gauche) et pour une résolution
temporelle faible et fréquentielle élevée (à droite)
La figure 5.18 montre l’évolution temporelle du module des amplitudes principales |aj(t)|. A
gauche, avec la résolution fréquentielle faible, deux formes prédominent clairement, mais leurs
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amplitudes évoluent à la fréquence du battement entre la fréquence du crissement et la fréquence
du banc. A droite, la résolution fréquentielle fine permet de séparer les contributions du banc et
du cycle de crissement. Le choix de y(fmax(t), t) est donc plus pertinent. On retrouve cependant
toujours deux formes principales dont l’évolution est beaucoup plus lisse.
En dehors de l’évolution individuelle des deux amplitudes principales, il est intéressant de
regarder l’évolution de la participation relative des deux formes. A gauche de la figure 5.19,
l’évolution relative de la deuxième forme par rapport à la première montre une oscillation liée à
l’interaction avec le banc d’essai. A droite, ou seules les formes liées au crissement interviennent,
l’évolution relative des deux amplitudes est extrêmement faible : évolution d’amplitude de moins
de 2% et déphasage de quelques degrés.
Cette première analyse a donc indiqué l’existence d’un cycle issu de la combinaison de deux
formes réelles dont la fréquence et la forme sont très stables entre les temps 15s et 16s.
Figure 5.19 – Evolution relative des deux formes principales a2(t)/a1(t) de la figure 5.18
Pour confirmer la tendance, on étudie maintenant un temps plus long. Pour l’intervalle de 12s
à 20s, la figure 5.20 montre l’analyse temps fréquence. A gauche, la faible résolution fréquentielle
conserve l’interaction crissement/banc et rend difficile l’interprétation avec la fréquence d’am-
plitude maximale car elle est sujette au battement. A droite, avec une résolution fréquentielle
fine, la fréquence maximale du crissement évolue régulièrement entre 906Hz et 913Hz et n’est
plus aussi stable que sur l’intervalle de temps plus court.
Figure 5.20 – Transformée de Gabor de la mesure temporelle entre les temps 12s et 20s :
résolution temporelle élevée
√
∆t2 = 0.004s et fréquentielle faible
√
∆f2 = 20Hz (à gauche) et
résolution temporelle faible
√
∆t2 = 0.1592s et fréquentielle élevée
√
∆f2 = 0.5Hz (à droite)
La figure 5.21 montre la superposition de trois tranches temporelles (t=13s, t2=15s et
t3=17s) de l’analyse temps fréquence à forte résolution fréquentielle. On voit clairement l’évolu-
tion à la fois en amplitude et en fréquence autour de 910Hz alors que la participation à 900Hz est
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rigoureusement stable en fréquence. Cette stabilité à 900Hz alors que la fréquence du crissement
n’est pas constante confirme qu’il s’agit d’une excitation liée à l’alimentation électrique du banc.
Figure 5.21 – Trois coupes de l’évolution temps-fréquence : t1=13s, t2=15s et t3=17s
Pour la transformée à résolution forte, la figure 5.22 affiche à gauche les amplitudes associées
aux formes principales et confirme que la réponse est bien représentée par un sous-espace de
dimension 2 avec une variation régulière des amplitudes principales.
L’évolution relative des deux premières amplitudes, affichée à droite de la figure, montre
une phase relative toujours proche de 90°, mais des fluctuations d’amplitude assez fortes avec
|a2/a1| ∈ [0.7 1].
Figure 5.22 – Pour une résolution fréquentielle forte, |aj(t)| à gauche et a2(t)/a1(t) à droite.
Une autre interprétation de l’évolution de forme peut être obtenue en comparant les formes
{y(fmax(t), t)} entre elles (calcul dit d’AutoMAC). Le résultat en figure 5.23 montre que les cas
extrêmes |a2/a1| = 0.7 en t = 12.3s et |a2/a1| = 1 en t = 16.2s, donnent un MAC de 96%. Cette
corrélation plutôt forte, montre le caractère peu pertinent du MAC pour mesurer le déphasage
entre deux formes.
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Figure 5.23 – AutoMAC entre les formes {y(fmax(t), t)}
5.3.4 Analyse de la reproductibilité du cycle limite
Le phénomène crissant obtenu montrant une assez grande stabilité sur un essai, il semble
pertinent d’évaluer la reproductibilité des propriétés obtenues. Pour cela, la mesure d’un second
freinage avec les mêmes capteurs a été réalisée. Cette mesure a été effectuée le lendemain de la
mesure précédente. Les conditions globales de la mesure (température, mise en position relative
des pièces, état de surface de la garniture) ont donc légèrement varié.
Figure 5.24 – Etude de variabilité pour un deuxième freinage : transformée de Gabor (en haut
à gauche), évolution des amplitudes principales (en haut à droite), évolution relative des deux
formes principales (en bas à gauche) et autoMAC entre les formes {y(fmax(t), t)} (en bas à
droite)
La figure 5.24 présente les résultats sur le second freinage de l’analyse similaire à celle réalisée
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sur le premier freinage à la section précédente. La fréquence du crissement est dans ce cas
également variable mais de moyenne plus élevée que pour le freinage précédent, avec une variation
entre 917Hz et 925Hz.
L’évolution temporelle des formes principales (en haut à droite) montre à nouveau deux
formes prépondérantes. Le ratio des deux premières amplitudes, en bas à gauche, présente une
fluctuation plus forte en phase (entre -70° et -100°) et plus faible en amplitude a2/a1 ∈ [0.5 .65].
L’AutoMAC, en bas à droite, reste bon mais cela est cohérent avec sa faible sensibilité.
Si, pour les deux freinages pris indépendamment les variations de la réponse {y(fmax(t), t)}
représentant le cycle fluctuent assez peu avec le temps, la comparaison croisée entre les deux
freinages, montrée en figure 5.25 est plus nuancée. On constate en effet des MAC compris entre
0.78 et 0.88 sur les 38 capteurs du lot de mesure.
Figure 5.25 – MAC entre les formes {y1(fmax(t), t)} et {y2(fmax(t), t)}
Afin de comparer les sous-espaces plutôt que les formes directement, une décomposition en
valeurs singulières est proposée sur le modèle de l’équation (5.10), mais en prenant en entrée les
deux mesures mises bout à bout et normalisées pour avoir le même poids
[y(t)] =
[ [y1(fmax(t), t)]
‖y1(fmax(t), t)‖
[y2(fmax(t), t)]
‖y2(fmax(t), t)‖
]
(5.12)
L’évolution temporelle de chaque mesure, décomposée selon les amplitudes des formes réelles
principales communes, est montrée en figure 5.26.
Figure 5.26 – Décomposition de l’évolution temporelle de chaque mesure sur la base des formes
principales réelles communes : premier freinage (à gauche) et second freinage (à droite).
La prédominance de deux formes est légèrement moins marquée que lorsque les deux freinages
sont analysés de façon isolée (figures 5.22 et 5.24), mais elle est toujours nette. L’évolution relative
entre les deux formes principales pour les deux mesures est montrée en figure 5.27.
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Figure 5.27 – Evolution relative des deux formes principales pour chaque graphique de la
figure 5.26
En raison du ratio d’amplitude et du déphasage qui sont nettement différents pour les deux
mesures, le MAC, qui compare les formes complexes et non les sous-espaces, est d’assez mauvaise
qualité. Pourtant, le sous-espace composé ici des deux formes principales comunes permet de
bien décrire les deux mesures.
Une autre façon de comparer plus directement les sous-espaces est d’évaluer l’angle entre
entre eux (se référer à [86, 87] pour la notion d’angle entre sous-espaces). Le MAC peut être
vu comme le carré du cosinus de l’angle entre deux vecteurs. Par extension, le MAC équivalent
peut être évalué entre des sous-espaces. Le sous-espace engendré par les deux formes principales
extraites du premier freinage et celui engendré par les deux formes principales extraites du
deuxième freinage forment un angle de 19°, soit un MAC de 90%.
5.4 Extraction des modes du système monté sur le banc
Pour tout travail de recalage du modèle représentant le système monté sur le banc, il est
nécessaire de disposer de données de référence aisément calculables et comme précédemment
l’approche la plus raisonnable est d’estimer des modes.
De nombreux travaux ont été menés sur l’extraction des propriétés modales à partir de
mesures opérationnelles. On parle alors d’OMA (Operational Modal Analysis) et une revue très
complète est disponible en [88]. La méthode OMA la plus classique, qui suppose que l’excitation
non maîtrisée est un bruit blanc, n’utilise que cette information pour construire une pseudo-FRF
utilisée pour l’identification. Reynders met en avant la qualité supérieure des résultats obtenue
avec la méthode OMAX (Operational Modal Analysis in presence of eXogeneous inputs) [89],
qui prend en compte à la fois la contribution stochastique, liée aux efforts inconnus et une ou
plusieurs contributions déterministes, liées à des efforts connus sur la structure : l’introduction
et la prise en compte de ces excitations supplémentaires contrôlées, qui ajoutent de l’énergie
dans le système, améliore les résultats.
L’utilisation des transmissibilités, ratios de déplacement entre deux capteurs qui ont la pro-
priété de présenter des transferts stables aux fréquences des pôles sous différentes conditions
de chargement, a également été proposée pour identifier les pôles [90, 91, 92]. Cette méthode
présente l’avantage par rapport à l’OMA de ne pas faire l’hypothèse que les efforts inconnus sont
de type bruit blanc. Elle est combinée à la méthode OMAX dans [93] pour s’affranchir de cette
hypothèse, avec de bons résultats.
Pour le cas d’étude, les mesures ayant lieu sur un banc, il est possible de rajouter une
excitation maitrisée au système glissant et donc d’obtenir des transferts comme pour une analyse
modale classique (EMA). L’estimateur H1 avec 50 moyennes a été utilisé. Le moyennage des
inter- et auto-spectres tend à supprimer l’influence des efforts non mesurés en faisant l’hypothèse
qu’ils ne sont pas corrélés avec les efforts mesurés.
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En l’absence d’implémentation des algorithmes OMA et OMAX dans SDT, ce choix était
plus rapide et comme le montreront les résultats suivants l’obtention de transferts a donné des
informations particulièrement utiles sur la reproductibilité.
L’exploitation des modes dans des activités de corrélation nécessite une bonne représentation
des conditions de fonctionnement et une bonne reproductibilité des mesures. Pour assoir la
dépendance aux conditions de fonctionnement, plusieurs tests ont été réalisés. De la plus éloignée
à la plus proche des conditions d’occurrence du crissement, on a considéré : freinage sous 20 bar
statique, puis sous couple 100Nm, sous couple 200Nm et enfin en condition de glissement sans
crissement. On note que pour les trois premières conditions, étant donnée l’absence d’efforts
internes notables, une EMA est très bien indiquée.
La figure 5.28 présente les transferts mesurés entre la position de l’excitation #2 et le capteur
de référence #1. Dans chacune des conditions de freinage, quatre transferts sont superposés : il
s’agit d’un transfert de référence mesuré pour chacun des 4 lots de capteurs.
Figure 5.28 – Reproductibilité des transferts pour la position d’excitation #2 et la référence
#1, sous 20bar pour différentes conditions : statique (en haut à gauche), en couple 100Nm (en
haut à droite), en couple 200Nm (en bas à gauche) et en conditions de glissement (en bas à
droite)
Dans la condition de mise sous pression statique, la dispersion est très grande : les quatre
transferts sont très différents et la reproductibilité de la mesure très mauvaise. Au-delà de
l’incapacité à agréger les identifications modales de chacun des lots de capteurs étant donné
la dispersion des mesures, il est peu probable qu’il soit possible d’exploiter ces mesures pour
analyser le phénomène crissant qui est, lui, assez reproductible.
En ajoutant le couple, si la reproductibilité de la mesure est toujours mauvaise, elle est
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tout de même améliorée. On note quelques similitudes entre les évolutions en amplitude. Si une
agrégation est peut-être envisageable, elle demande néanmoins beaucoup de travail et aboutit
nécessairement à un résultat de qualité douteuse. La capacité à faire le lien avec le crissement
qui apparait en conditions glissantes est toujours une question.
Finalement, une mesure en conditions glissantes est effectuée. Pour éviter l’occurrence du
crissement qui viendrait perturber la mesure, il est souvent possible de jouer sur la pression
ou la vitesse de rotation du tambour jusqu’à un point de fonctionnement ou le crissement
n’apparait pas. Dans notre cas, le simple fait de laisser refroidir le système permettait quasi
systématiquement de supprimer le bruit.
La visualisation de ce transfert mesuré (en bas à droite de 5.28) montre tout de même un bruit
notablement plus élevé que pour les trois transferts précédents en condition de freinage statique.
Néanmoins, la reproductibilité de la mesure est nettement plus grande que précédemment et
on observe entre autre pour ce couple entrée/sortie une résonnance claire autour de 910Hz,
soit la fréquence moyenne d’occurrence du crissement. Malgré la baisse de la qualité du signal,
cette mesure semble plus exploitable car plus proche des conditions d’occurrence du bruit et
l’agrégation de l’identification des 4 lots de mesure est beaucoup plus envisageable.
Quelle que soit la méthode employée pour extraire les pôles en conditions opérationnelles
(EMA, OMA, OMAX, transmissibilités), celles-ci reposent toutes sur l’hypothèse d’un système
linéaire invariant dans le temps. Etant donné la variabilité dans le temps du cycle limite mise
en évidence dans les sections précédentes, il est probable que celle-ci soit également présente au
niveau des modes du système. Pour notre exemple d’exploitation de transferts estimés avecH1, la
variation pour chaque mesure des pôles du système est moyennée dans le domaine fréquentiel et
en résulte un “étalement” et un bruit potentiellement non négligeables au niveau des résonnances.
Afin de permettre une identification plus précise des systèmes variant dans le temps, [94]
propose d’étendre l’identification de type LSCF au domaine temps-fréquence avec des fonctions
de base de la forme Ωi,j(t, ω) = pi(t)zj , les fonctions pi formant une famille de polynômes
orthogonaux dans le domaine temporel. Cela permet d’identifier des pôles évolutifs dans le
temps. L’algorithme est développé pour une excitation non mesurée en bruit blanc uniquement
et pourrait être étendu à une prise en compte conjointe des efforts non mesurés et des efforts
mesurés, de la même manière que pour l’extension de OMA en OMAX, améliorant la qualité
des mesures et donc potentiellement des résultats obtenus.
Pour la caractérisation des modes, une autre perspective, nécessitant à priori moins de dé-
veloppement, est l’utilisation de la méthode d’appropriation [95] qui permettrait d’exciter plus
spécifiquement un mode réel en cours de freinage.
5.5 Agrégation des lots de mesure
5.5.1 Stratégie d’agrégation des lots de mesures à partir des 4 références
Etant donnés les problèmes de reproductibilité, l’agrégation des lots de mesure n’est pas du
tout triviale. Un protocole est proposé permettant d’utiliser l’hypothèse selon laquelle les deux
formes réelles principales d’un cycle limite forment un sous-espace constant entre deux freinages.
Le protocole doit également permettre de concaténer les lots de mesures à partir des 4 capteurs
de référence.
Pour chaque mesure de cycle limite, deux formes principales réelles [Φ1Φ2] sont extraites.
A partir de deux formes principales cibles (elles seront explicitées plus tard) connues aux cap-
teurs de référence [φ1φ2]|ref , l’objectif est de trouver les combinaisons linéaires [λ] de [Φ1Φ2]
minimisant l’écart aux capteurs avec les formes cibles, ce qui est obtenu avec
[λ] = [Φ1Φ2]+|ref [φ1φ2]|ref (5.13)
avec [Φ1Φ2]|ref la restriction de [Φ1Φ2] aux capteurs de référence.
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[
φ̃1φ̃2
]
= [Φ1Φ2] [λ] est alors la combinaison linéaire dans le sous-espace engendré par les
deux formes réelles principales qui minimise l’écart aux capteurs de référence avec les deux
formes cibles [φ1φ2]|ref .
Pour valider la pertinence de n’utiliser que 4 capteurs et une combinaison des deux formes
réelles principales pour reconstruire les déformées, l’algorithme est appliqué sur le premier frei-
nage mesuré et avec pour cible {y(fmax(t), t))}|ref .
La figure 5.29 à gauche montre que quel que soit l’instant choisit pour cible, l’approximation
avec les deux formes principales permet d’avoir un MAC entre la mesure {y(fmax(t), t))}|ref et
la meilleure combinaison linéaire {ỹ(fmax(t), t))}|ref = [Φ1Φ2]|ref {λ} au-dessus de 99.3%. La
comparaison entre les formes estimées et mesurées sur tous les capteurs à droite de la figure 5.29
montre également une très bonne corrélation, avec un MAC minimum de 98.5%.
Figure 5.29 – MAC entre {ỹ(fmax(t), t))}|ref et {y(fmax(t), t))}|ref (gauche) et entre
{ỹ(fmax(t), t))} et {y(fmax(t), t))} (droite).
L’évaluation de cette méthode peut également être faite pour les deux freinages successifs : à
partir du sous-espace extrait de la mesure d’un freinage, on cherche à reconstruire la mesure de
l’autre, en s’appuyant sur les capteurs de référence uniquement. La figure 5.30 montre à gauche
le MAC à chaque instant entre la reconstruction du premier freinage {ỹ1(fmax(t), t))} à partir
du sous-espace du second
[
Φ21Φ22
]
et les mesures réelles {y1(fmax(t), t))}. La figure de droite
montre l’inverse. Les valeurs de MAC sont plus faible que précédemment mais le MAC est tout
de même dans les deux cas supérieur à 87%, qui est à titre de comparaison la borne supérieur
de la corrélation direct entre les deux mesures en figure 5.25
Figure 5.30 – MAC entre la reconstruction du premier freinage à l’aide du sous-espace du second
{ỹ1(fmax(t), t))} et la mesure réelle (à gauche) et entre la reconstruction du second freinage à
l’aide du sous-espace du premier {ỹ2(fmax(t), t))} et la mesure réelle (à droite)
L’objectif final est d’agréger les différents lots de formes extraites des mesures. On propose
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pour cela de prendre comme formes cibles aux références les deux formes principales [φ1φ2]|ref
résultant de la décomposition en valeurs singulières de
[
Φ11Φ12
]
|ref et
[
Φ21Φ22
]
|ref , soit
[
Φ11Φ12 Φ21Φ22
]
|ref
=
∑
j
{φj}|ref σj {Vj}
T (5.14)
Les quatre valeurs principales sont montrées en figure 5.31 : La valeur singulière de la troisième
forme, bien que non clairement négligeable, est inférieure à 30% de la première.
Figure 5.31 – Valeurs principales résultant de la concaténation de
[
Φ11Φ12
]
|ref et
[
Φ21Φ22
]
|ref
La figure 5.32 présente la qualité de l’agrégation, à travers un calcul de MAC aux capteurs de
référence entre les formes cibles et la meilleure combinaison linéaire des deux formes principales
de chaque mesure. Pour la première mesure, les deux formes sont très bien corrélées avec un
MAC minimum de 97%. La deuxième mesure voit pour la première forme une corrélation un
peu plus faible à 81% mais la seconde forme est très bien corrélée.
Figure 5.32 – Qualité d’agrégation aux références
Les deux familles de vecteurs obtenues (une famille par mesure) peuvent dans notre cas être
comparées car les capteurs sont identiques. La figure 5.33 montre que la corrélation pour la
première forme est de 86% et pour la seconde de 96%.
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Figure 5.33 – Comparaison entre les formes agrégées sur l’ensemble des capteurs
L’étude de l’agrégation a donc été faite ici à partir de deux mesures réalisées sur les mêmes
capteurs de façon à évaluer la pertinence du protocole. Les deux mesures présentent un crissement
pour des fréquences sensiblement différentes (environ 910Hz pour la première et 923Hz pour la
seconde) et une comparaison directe des formes complexes aboutit à une corrélation en MAC
entre 78% et 87%. L’algorithme mis en place permet d’obtenir pour chacune des mesures deux
formes principales qui, lorsqu’elles sont comparées sont corrélées à 86% et 95%. Ce résultat est
plutôt encourageant mais on note qu’il s’agit d’une expérimentation sur un cas unique. Cet
algorithme est mis en oeuvre en section suivante pour agréger les 4 lots de mesures.
5.5.2 Application au cas d’étude
Sur chaque lot de mesure, 4 ODS ont été sélectionnées. Le choix a été fait en fonction de la
meilleure stabilité du crissement quand plusieurs ODS avaient pu être mesurées et par défaut
sinon. Les transformées de Gabor (avec
√
∆f2 = 0.5Hz) de ces mesures sont montrées en
figure 5.34 sur le premier capteur de référence de chaque lot de capteurs.
Figure 5.34 – Transformées de Gabor du premier capteur de référence pour les quatre lots de
mesure
On observe sur chaque ODS l’évolution périodique au tour de roue du crissement. Les ODS
3 et 4 montrent des zones d’interactions fortes avec la fréquence du banc à 900Hz. Pour l’ODS
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2, il a été très difficile de reproduire le phénomène de crissement et il s’agit de la seule mesure
disponible. Pour chaque mesure, un tronçon temporel a été extrait de façon à ne conserver que
les instants où le crissement est présent et si possible où l’interaction avec le banc est limitée.
La figure 5.35 montre les transformées de Gabor des bandes temporelles retenues.
Figure 5.35 – Bandes temporelles extraites des transformées de Gabor
Figure 5.36 – Décomposition en valeurs singulières des formes à la fréquence maximale, pour
chaque lot de capteurs
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L’algorithme d’agrégation présenté en section 5.5.1 est maintenant mis en place pour ces
4 mesures. Les formes aux fréquences d’amplitude maximale sont extraites pour chaque ODS.
Une décomposition en valeurs singulières de ces familles de formes est alors réalisée pour chaque
mesure dont les 10 premières valeurs principales sont montrées en figure 5.36
Quelle que soit la mesure, l’approximation par les deux premières valeurs propres est perti-
nente : la troisième valeur propre la plus élevée est trouvée pour la deuxième mesure, avec une
valeur inférieure à 10% de la première. On obtient alors
[
· · · Φi1Φi2 · · ·
]
pour (i = 1− 4)
A partir de cette famille de formes, la décomposition en valeurs singulières de la restriction
aux capteurs de référence est calculée pour donner [· · · φi · · · ]|ref (i = 1 − 4). La figure 5.37
montre les 4 valeurs principales (les suivantes sont nulles car il n’y a que 4 capteurs de référence).
La troisième valeur propre présente tout de même une valeur de 25%, ce qui pose question sur
la qualité de l’agrégation, mais celle-ci sera tout de même réalisée pour mener le développement
à terme.
Figure 5.37 – Décomposition en valeurs singulières de
[
· · · Φi1Φi2 · · ·
]
|ref (i = 1− 4), donnant
[· · · φi · · · ]|ref (i = 1− 4)
La comparaison directe des 4 sous-espaces
[
Φi1Φi2
]
|ref avec le sous-espace cible [φ1φ2]|ref ,
donne les valeurs de MAC (on rappelle qu’il est défini comme le carré du cosinus de l’angle entre
les sous-espaces) montrées en figure 5.38.
Figure 5.38 – MAC entre les sous-espaces
[
Φi1Φi2
]
|ref (i = 1−4) et le sous-espace cible [φ1φ2]|ref
Les sous-espaces des mesures #2 et #4 sont très bien corrélées aux capteurs avec le sous-
espace cible, ce qui n’est pas le cas des mesures #1 et #3.
A partir des 4 lots
[
Φi1Φi2
]
|ref et des deux formes cibles [φ1φ2]|ref , les combinaisons linéaires[
φ̃i1φ̃
i
2
]
|ref
=
[
Φi1Φi2
]
|ref [λi] sont trouvées de façon à minimiser les écarts au sens des moindres
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carrés
∥∥∥∥[φ̃i1φ̃i2]|ref − [φ1φ2]|ref
∥∥∥∥2. La figure 5.39 présente à partir de ce résultat le MAC non plus
entre les sous-espaces mais entre les premières formes et les secondes avec les deux formes sur
sous-espace cible.
Figure 5.39 – MAC entre
{
φ̃i1
}
|ref
et {φ1}|ref (à gauche) et entre
{
φ̃i2
}
|ref
et {φ2}|ref (à droite)
La première forme cible {φ1}|ref est très bien corrélée avec l’ensemble des premières formes{
φ̃i1
}
|ref
des 4 mesures. En revanche, les mauvaises corrélations des mesures #1 et #3 mises
en avant par le MAC entre sous-espace à la figure 5.38, proviennent d’une mauvaise corrélation
avec la deuxième forme cible {φ2}|ref . Pour agréger la deuxième forme, seule l’exploitation des
mesures #2 et #4 semble raisonnable.
Il semble donc que la première forme soit semblable pour toutes les mesures et que la seconde
se manifeste suivant deux comportements différents, exprimés par les mesures #2 et #4 d’une
part et par les mesures #1 et #3 d’autre part. Il serait donc possible d’envisager d’analyser le
problème en deux fois, par bloc de mesures, mais ceci n’a pas été mis en oeuvre pour des raisons
de temps.
On obtient ainsi deux formes notées
[
φ̃1φ̃2
]
résultant de l’agrégation des 4 lots
[
φ̃i1φ̃
i
2
]
=[
Φi1Φi2
]
[λi]. Dans le résultat d’agrégation, les références peuvent être soit supprimées, soit rem-
placées par [φ1φ2]|ref .
5.6 Exploitation de l’expansion
A partir des deux formes principales obtenues par extractions des mesures du cycle limite,
l’expansion de type MDRE est envisagée (voir section 3.4.4). Comme les formes sont réelles, le
modèle réel est utilisé pour étendre les mesures, soit le modèle avec un coefficient de friction
nul. En faisant l’analogie avec les modes réels, ceux-ci doivent être orthogonaux par rapport aux
matrices de masse et de raideur. Or, dans l’exemple de l’agrégation en section précédente, ce
sont les formes restreintes aux capteurs de référence [φ1φ2]|ref qui sont orthogonales entre elles.
Pour trouver une combinaison linéaire plus physique des deux formes, l’expansion est réalisée
en deux étapes.
Tout d’abord, elle est faite classiquement à partir des deux formes [φ1φ2] et le résultat de
l’expansion, noté
[
φ̂1φ̂2
]
, est alors orthonormalisé par rapport aux matrices de masse et de
raideur. Pour réaliser cette étape, le modèle est réduit sur la base composée des deux formes
étendues pour former l’équation de la dynamique(
[MR] s2 + [KR]
)
{qR} = 0 (5.15)
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avec [MR] =
[
φ̂1φ̂2
]T
[M ]
[
φ̂1φ̂2
]
et [KR] =
[
φ̂1φ̂2
]T
[K]
[
φ̂1φ̂2
]
. Un calcul aux valeurs propres de
ce système permet de donner les deux combinaisons linéaires des formes étendues orthogonales
par rapport aux matrices de masse et de raideur
[
φ̂1φ̂2
]
[qR1 qR2] (5.16)
ainsi que deux fréquences propres, souvent supérieures à la fréquence d’expansion, qui sont
d’autant plus élevées que l’erreur de modèle est grande.
Cette recombinaison de vecteurs est ensuite appliquée en amont de l’expansion sur les deux
vecteurs extraits des mesures [
φ⊥1 φ
⊥
2
]
= [φ1φ2] [qR1 qR2] (5.17)
et l’expansion est effectuée de nouveau sur à partir des deux formes obtenues. Le résultat de
cette seconde expansion sera noté
[
φ̂⊥1 φ̂
⊥
2
]
et exploité par la suite.
L’expansion est tout d’abord réalisée pour la valeur la plus élevée de γ, soit γ = 1e10,
qui engendre une erreur de mesure nulle. La figure 5.40 présente les deux formes étendues
(après orthonormalisation). La première forme en haut montre une déformation dominée par
la flexion du levier de frein-à-main. Les capteurs ont été superposés au modèle sur la vue de
droite qui zoome sur le levier de frein-à-main et un segment. La deuxième forme étendue, en
bas de la figure 5.40 est dominée par une déformation du segment. Le zoom sur le segment
montre des déformations très localisées qui ne semblent pas physiques : la réponse du modèle
est probablement fausse dans cette zone et les mesures contraignent le modèle à suivre.
Figure 5.40 – Formes étendue avec erreur de mesure nulle
Pour analyser plus finement la qualité de l’expansion, les valeurs de γ sont balayées selon
une échelle logarithmique de 101 à 1010 et l’expansion est réalisée pour les deux formes à 910Hz.
Tout d’abord, après la première expansion, les valeurs des fréquences trouvées à l’étape de
l’orthonormalisation des deux formes par rapport aux matrices de masse et de raideur sont
données en figure 5.41
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Figure 5.41 – Fréquences associées à l’orthonormalisation des deux formes étendues : forme #1
(bleu continu) et forme #2 (rouge pointillé)
Jusqu’à γ = 104, les valeurs de fréquence d’expansion sont stables pour la forme #1 et évo-
luent lentement pour la forme #2 jusqu’à 1050Hz. Au-delà, à cette valeur, un point d’inflexion
assez nette sur les deux courbes montre que le poids supplémentaire accordé à l’erreur de me-
sure contraint beaucoup le modèle et les fréquences des formes orthonormalisées augmentent
fortement.
Pour la seconde expansion (après recombinaison des deux formes mesurées+), la figure 5.42
montre l’évolution de l’erreur relative de mesure εRj,Test et de l’erreur relative de modèle εRj,Mod
pour les deux formes (voir section 3.4.5 pour la définition de ces erreurs). L’évolution de γ
traduit la transition entre la réponse du modèle minimisant les efforts résiduels à la fréquence
910Hz sans contrainte et la réponse du modèle minimisant les efforts résiduels avec une erreur
de mesure nulle.
Figure 5.42 – Evolution des erreurs relatives de mesure et de modèle avec γ : forme #1 (à
gauche) et forme #2 (à droite)
L’erreur liée au non-respect de la mesure peut également être évaluée comme une valeur de
MAC entre l’observation aux capteurs des modes étendus et les formes mesurées. La figure 5.43
montre l’évolution du MAC avec γ pour les deux formes. On note que pour dès γ = 106, le MAC
est à 100% et que pour une valeur d’erreur relative de mesure de 30%, le MAC est déjà élevé
avec une valeur d’environ 90%.
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Figure 5.43 – Evolution du MAC entre les formes étendues et la mesure avec γ : forme #1 (à
gauche) et forme #2 (à droite)
Pour trouver une valeur intermédiaire pertinente de γ, il est proposé de calculer la norme
euclidienne du vecteur formé par les deux erreurs relatives, soit
εRj,Global(γ) =
√
εRj,Test(γ)2 + εRj,Mod(γ)2 (5.18)
et la figure 5.44 montre son évolution avec γ. Un minimum est trouvé en γ = 1e4 pour la forme
#1 et γ = 3e4 pour la forme #2. Le choix de ce critère est arbitraire mais permet dans les faits
de proposer automatiquement une valeur de γ pour laquelle l’interprétation de l’expansion est
pertinente.
Figure 5.44 – Evolution de l’erreur relative globale avec γ : forme #1 (à gauche) et forme #2
(à droite)
Pour illustrer l’intérêt de cette valeur de γ, les figures 5.45 et 5.46 montrent pour les deux
formes, respectivement #1 et #2, l’erreur de modèle (énergie de déformation résiduelle) εj,Mod
pour trois valeurs caractéristiques de γ : la plus faible (réponse non contrainte aux capteurs)
γ = 1e1, la valeur précédemment définie γ = arg min
(
εRj,Global(γ)
)
et la plus grande γ = 1e10
(réponse exacte aux capteurs).
149
Figure 5.45 – Carte d’erreur de modèle après expansion de la forme #1 pour γ = 1e1 (en haut),
γ = 1e4 (au milieu) et γ = 1e10 (en bas). Les figures de droites sont un zoom sur le levier de
frein-à-main et le segment.
La visualisation de l’énergie de déformation résiduelle de la forme #1 pour la valeur γ = 1e1
très faible n’est pas exploitable : l’erreur relative de modèle est très faible et l’erreur de modèle
semble répartie un peu dans toute la structure.
Pour la valeur γ = 1e10 la plus élevée, on observe une concentration de l’énergie résiduelle au
niveau des capteurs, avec notamment une énergie localisée très importante au niveau du capteur
au milieu de l’âme du segment (A). Le fait d’obliger l’erreur de mesure à être nulle engendre
des concentrations fortes d’énergie. Comme le modèle est réduit sur les modes libres plus les
réponses aux efforts unitaires aux capteurs, les DDL correspondant aux réponses aux capteurs
sont les seuls à pouvoir localement permettre au modèle de suivre exactement la mesure : les
efforts résiduels et donc l’énergie résiduelle se concentrent sur ces DDL.
Pour la valeur intermédiaire γ = 1e4, quelques concentrations aux capteurs apparaissent
déjà (notamment celle au milieu de l’âme du segment qui est déjà très importante) mais les
concentration d’énergie dans certaines zones du modèle sont d’un ordre de grandeur comparable :
on note notamment une concentration d’énergie résiduelle dans le levier de frein-à-main (B), au
niveau du contact entre le segment et le levier de frein à main (C), sur le pourtour du plateau
ainsi que près d’une zone de contact entre le bras et le plateau (D). Ces concentrations sont des
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pistes pour déterminer les erreurs de modélisation et envisager une paramétrisation du modèle
en vue d’un recalage. Les erreurs sur le plateau et le bras posent question sur la définition du
contact qui les relie. L’erreur au niveau du levier de frein à main et du segment remet également
en cause la représentativité de cet assemblage.
Figure 5.46 – Carte d’erreur de modèle après expansion de la forme #2 pour γ = 1e1 (en haut),
γ = 3e4 (au milieu) et γ = 1e10 (en bas). Les figures de droites sont un zoom sur le levier de
frein-à-main et le segment.
Tout comme pour la forme #1, l’expansion pour γ = 1e1 n’est pas exploitable. L’expansion
pour γ = 1e10 très élevé montre également une concentration des énergies aux capteurs avec
deux capteur très marqués : sur l’âme du segment (A) (le même capteur que pour la forme #1)
et sur la partie supérieure du segment (B). La visualisation de l’état intermédiaire, pour γ = 3e4
montre également une énergie résiduelle au niveau du levier de frein-à-main (C).
Les concentrations de contrainte au niveau du segment et du pourtour du plateau peuvent
également être le signe d’une erreur de définition des contacts entre le plateau et le segment,
identifiés par l’équipe de simulation comme très sensibles pour certains modes.
La difficulté de lecture des cartes est liée aux écarts importants d’amplitude entre les énergies
résiduelles aux capteurs et dans le reste de la structure, qui surviennent quand γ devient grand :
la carte de couleur permet difficilement de visualiser une aussi grande gamme de valeurs. Pour
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faciliter la lecture, il est alors proposé de décomposer l’erreur de modèle en deux, comme déjà
réalisé en section 3.4.5 : l’erreur résiduelle liée aux modes libres et celle liée à l’enrichissement
par les réponses aux efforts unitaires aux capteurs.
La décomposition est effectuée pour les deux formes étendues avec γ = 1e10 et les deux
origines d’énergie résiduelle sont comparable avec ε1,M/ε1,M⊥ = 109% et ε2,M/ε2,M⊥ = 158%.
La figure 5.47 montre la répartition dans les éléments de l’énergie résiduelle liée à l’enrichis-
sement. Pour la forme #1, on note la concentration classique au niveau des capteurs et avec
notamment une grande amplitude sur le triaxe situé au milieu de l’âme (A). Les deux triaxes
sur le levier de frein-à-main (B) induisent une erreur assez distribuée dans le composant. Une
forte concentration d’énergie résiduelle est également présente sur les attaches et au milieu du
bras (C) : la simulation est réalisée avec des conditions libres qui ne sont sans doute pas suf-
fisamment représentatives des conditions limites réelles. Pour la forme #2, les deux erreurs les
plus importantes sont clairement celles liées aux triaxes sur le segment (D), au milieu de l’âme
et sur la jante, qui induisent des zones assez large d’énergie résiduelle.
Figure 5.47 – Erreur de modèle liée à l’enrichissement statique : forme #1 (en haut) et forme
#2 (en bas)
La figure 5.48 montre la répartition dans les éléments de l’énergie résiduelle liée aux formes
modales libres. Pour la forme #1, des erreurs importantes sont présentes sur le bras (A), confir-
mant le questionnement sur la modélisation des attaches, voire de la géométrie du bras lui-même.
Une zone d’erreur est présente au proche de l’assemblage entre le plateau et le bras (B). Enfin,
deux zones d’erreur au niveau des repose-segments précisent qu’un recalage est probablement
nécessaire (C). Pour la forme #2, la zone autour du contact plateau-bras (D) est également en-
tachée d’énergie résiduelle. Le levier de frein-à-main (E) qui se déplace de façon quasiment rigide
présente une erreur importante qui peut remettre en cause la représentativité de son assemblage
avec le segment. Enfin, la plus forte erreur est au niveau du repose-segment central (F).
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Figure 5.48 – Erreur de modèle liée aux formes modales : forme #1 (en haut) et forme #2 (en
bas)
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Conclusion
155
L’objectif industriel de cette thèse était de faire un bilan méthodologique des méthodes
d’exploitation conjointes d’essais et de calculs éléments finis pour l’analyse des situations de
crissement. L’étendue de cet objectif a conduit à aborder des sujets très divers sur lesquels dif-
férentes contributions très spécifiques ont été apportées et sont détaillées plus loin. Une contri-
bution sous-jacente, mais peu mise en avant, a été la réalisation en forte autonomie de plusieurs
campagnes d’analyse modale classique et d’analyse des vibrations en conditions opérationnelles.
La première thématique abordée au chapitre 2 est l’identification soit l’extraction des para-
mètres modaux à partir des mesures.
Le rappel des formes de modèle et une revue d’algorithmes d’identification classiques, LSCF
en particulier, a permis de mettre en évidence l’existence de biais dans les estimations et de
justifier le besoin de réaliser une optimisation non-linéaire des pôles. Cette justification mérite-
rait un approfondissement notable. En particulier, un algorithme d’optimisation globale, tirant
partie du caractère découplé des modes pour réaliser des optimisations séquentielles, a été uti-
lisé pour toutes les analyses modales réalisées mais n’a pas été clairement détaillé. Une analyse
fine de la convergence de cet algorithme pour des mesures industrielles paraitrait utile à son
déploiement plus systématique. En particulier les voies bruitées induisent clairement un biais
qu’il conviendrait de limiter.
La deuxième contribution du chapitre 2 a été l’exploitation de l’idée que la validité des formes
modales expérimentales devait être analysée pour chaque capteur et chaque mode. Cette idée a
permis d’introduire et de montrer l’utilité de différents critères :
— L’erreur évalue l’écart entre la mesure et la synthèse après identification des transferts au
voisinage de chaque résonance. Elle est utilisée pour éliminer les capteurs non pertinents
dans les calculs de MAC. Ceci correspond à la définition d’un set de capteurs valides
pour chaque mode. Les niveaux d’erreur intermédiaire (entre 10 and 30%) requièrent des
analyses supplémentaires qui motivent les trois autres critères.
— Le niveau évalue l’amplitude du transfert au voisinage d’un mode donné, avec mise à
l’échelle par rapport au capteur de plus grande amplitude. Il est essentiellement utilisé
en combinaison avec le critère d’erreur pour former le NOS.
— Le NOS (Noise Over Signal) estime le caractère critique de l’erreur en la pondérant par
le niveau. Ce critère sert à détecter des modes mal excités pour lesquels les transferts
avec un niveau élevé sont bruités et ne permettent pas une identification fiable et les cas
de mauvaise identification liée à des changements de propriétés modales, typiquement du
fait de lots de mesures.
— La contribution évalue la visibilité d’un mode dans le transfert. Ce critère est utile pour
les cas de modes proches et les applications où une grande confiance dans l’identification
de l’amplitude modale en un capteur spécifique est nécessaire (par exemple pour la mise
à l’échelle de modes à partir des transferts colocalisés).
Des versions globales de ces critères sont également définies pour analyser la qualité globale
d’identification de chaque mode. L’erreur moyenne évalue la qualité moyenne de la superposi-
tion autour d’un mode, la contribution moyenne indique si une résonnance modale apparait en
moyenne bien détachée des autres modes ou encore le NOS maximum montre si au moins un cap-
teur est potentiellement mal identifié car présentant une erreur importante pour une amplitude
non négligeable non négligeable.
La réalisation au cours de la thèse, d’outils interactifs permettant de naviguer dans les vues
spatiales et fréquentielles, a été essentielle pour démontrer le potentiel des critères proposés pour
l’analyse de mesures au vibromètre 3D où le grand nombre de voies demande une capacité d’ana-
lyse rapide. En dehors d’améliorations ergonomiques pour l’utilisation industrielle, le principal
thème demandant un travail complémentaire est le traitement des configurations à plusieurs
entrées (MIMO) pour lesquelles une pondération des entrées est nécessaire, la commandabilité
modale étant un candidat naturel.
Il parait utile de rappeler que l’optimisation non-linéaire des pôles introduite au début du
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chapitre est apparue comme un élément essentiel pour l’utilisation pertinente des critères pro-
posés. De plus, une optimisation bande étroite autour de chaque mode identifié isolément (non
présentée dans ce manuscrit) montre une bonne capacité à s’extraire des problèmes liés à l’iden-
tification large bande et l’évaluation plus complète de sa pertinence est à réaliser.
Le chapitre 3 a ensuite abordé les problématiques de corrélation calcul/essai. Dans ce cadre,
la première contribution a été une amélioration des outils de superposition de maillage en vue
de minimiser les erreurs de configuration.
Cette première source d’erreur étant prise en compte, l’objectif a ensuite été de proposer et
de valider des critères pragmatiques permettant de détecter les mesures erronées, d’éliminer les
composantes modales expérimentales peu précises (sur la base de lots de capteurs formés à partir
du critère d’erreur), puis de localiser les capteurs ou calcul et essai diffèrent. On a montré que le
MACCo fournit un algorithme de tri des capteurs permettant un classement des erreurs rapide
et plus pertinent que d’autres algorithmes de la littérature. Différentes stratégies d’affichage ont
été proposées et illustrées.
La localisation de capteurs où calcul et essai diffèrent ne fournit qu’une information indi-
recte sur les défauts de modèle. Le chapitre propose alors une analyse critique, sur un cas test
numérique, des limites des méthodes d’expansion utilisées pour estimer les formes identifiées sur
l’ensemble des DDL du modèle et éventuellement construire un résidu caractéristique de l’er-
reur de modèle. Le premier point particulièrement innovant est l’introduction de critères précis
sur les limitations en fréquence des méthodes d’expansion statique et dynamique en présence
d’erreurs de modèle. Le deuxième point est l’introduction d’une stratégie de réduction. Cette
stratégie permet des temps de calcul fluides pour des modèles industriels y compris pour l’ex-
pansion MDRE qui présente la plus grande robustesse par rapport aux erreurs de modèle. Les
illustrations réalisées dans le chapitre et les suivants permettent de confirmer la pertinence de
la réduction. Une validation approfondie paraitrait cependant utile.
L’expansion MDRE, illustrée sur un cas industriel, fournit des résultats précis sur la localisa-
tion des erreurs de mesure et de modèle. L’exploitation des erreurs de mesures après expansion
MDRE permet de mettre en évidence, de la même manière que le MACCo, les capteurs glo-
balement faux. Elles permettent également de pointer les zones où la mesure diffère du modèle
éléments finis. L’exploitation des erreurs de modèle s’est également avérée pertinente, mettant
en avant une concentration d’énergie résiduelle au proche de la jonction plateau/guide-câble.
Ces analyses mériteraient donc d’être réalisées sur d’autres applications.
Le chapitre 4 a abordé la paramétrisation de modèle et le recalage. La pertinence d’une
stratégie générique considérant, géométrie, matériau et jonctions, a été illustrée. Industrielle-
ment, une méthode permettant de décomposer les systèmes en composants à recaler seuls (en
géométrie et propriété matériaux) et puis de les intégrer dans l’assemblage a été implémentée et
testée. Une poursuite des efforts d’intégration parait cependant nécessaire.
Du point de vue des résultats, il apparait très clairement que la géométrie réelle des pièces
a un impact prépondérant sur le comportement vibratoire et qu’ignorer cet impact conduit à
des biais notables. Parmi les voies paraissant utiles à approfondir, l’utilisation du morphing
semble importante pour intégrer la dispersion géométrique en production ou pour proposer un
recalage géométrique n’affectant pas les contacts de façon à ne pas rendre nécessaire l’étape de
leur redéfinition. En effet celle-ci nécessite souvent une passe manuelle et peut engendrer des
problèmes de convergence de calcul, notamment lorsqu’il s’agit de géométries reconstruites.
La procédure de recalage matériau mise en oeuvre est très efficace pour les matériaux ho-
mogènes, mais le cas de matériaux plus complexes comme les garnitures des plaquettes ou des
segments pourraient poser des difficultés spécifiques.
Une première proposition originale du chapitre est la justification d’une équivalence pour le
contact entre surface et densité surfacique de raideur. L’illustration proposée montre que l’ap-
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proche, couplée à une réduction multi-modèle, est très pragmatique pour le recalage et les études
de sensibilité. Avec cette base réduite, enrichie des réponses aux efforts unitaires aux capteurs,
l’analyse de l’énergie résiduelle après une expansion MDRE a clairement pointé l’influence du
contact dans le cadre de l’étude sur l’assemblage plateau/guide-câble. La minimisation de l’éner-
gie résiduelle permet de trouver la configuration du contact qui maximise la corrélation avec la
mesure.
La pertinence de la paramétrisation du contact par des densités de raideur a été confirmée
par d’autres études [79], mais l’existence de plusieurs cas n’est clairement pas une démonstration
de généralité. Cette paramétrisation est de plus cohérente avec les notions de macro-efforts [78]
utilisées pour des analyses d’amortissement dans les liaisons [84]. L’approfondissement de cette
voie reste donc particulièrement prometteuse pour la définition de modèles de liaison d’une
complexité juste suffisante et donc d’un coût numérique optimal.
Du point de vue des applications au frein, les applications sur des assemblages plus com-
plexes (frein complet sur banc avec les liaisons segment/plateau, plateau/bras et surtout tam-
bour/segment) restent à mettre en œuvre. Les difficultés à caractériser de tels assemblages dans
leur condition de fonctionnement (l’extraction des modes), affichées en section 5.4, semblent
cependant devoir être traitées dans un premier temps.
Une deuxième proposition originale a été l’introduction de la notion de modes de compo-
sant assemblé. Cette extension de la méthode CMT [96, 73] fourni des conditions aux limites
pertinentes pour l’analyse de l’évolution de modes locaux à l’intérieur d’un assemblage. Le
concept parait particulièrement adapté aux problématiques de crissement où le traitement de
crises demande de réaliser des modifications de composant impactant des modes spécifiques
d’assemblage. Les modifications de composant souvent réalisées étant des changements de forme
de moule ou des poinçonnages locaux supplémentaires, une stratégie de morphing local permet
des études assez rapides pour le placement de fréquences modales. Cette stratégie a été testée
mais pas assez approfondie pour être détaillée dans ce manuscrit ni pour devenir opérationnelle
industriellement, même si l’intérêt parait très clair.
La dernière thématique abordée au chapitre 5 a été l’exploitation des essais sur banc de
freinage. Un premier exemple numérique simple a permis de justifier le besoin d’analyser les
cycles en termes de combinaisons variables de formes réelles. L’analyse expérimentale dans le
domaine temps-fréquence a ensuite permis de montrer l’existence effective de sous-espaces réelles
raisonnablement constants malgré le caractère variable en temps et peu reproductible des ré-
ponses mesurées. Il semble donc très plausible de pouvoir utiliser ces sous-espaces pour cibler
les changements modaux nécessaires au traitement de la situation de crissement. Dans le cas
présenté, les formes du cycle limite ont été extraites et agrégées avec une hypothèse d’invariance
de sous-espace. Le résultat est encourageant mais les difficultés poussent plutôt vers une limita-
tion du nombre de lots de mesures. L’utilisation de techniques d’identification plus adaptées aux
systèmes variables en temps semble par ailleurs nécessaire pour exploiter au mieux les mesures.
L’exploitation des réponses crissantes a été ici motivée par un lien implicitement fait avec les
modes complexes du modèle. Différents travaux sur le calcul et l’exploitation de cycles limites [97]
montrent, en dehors de l’interaction modale de base, l’importance d’autres effets, harmoniques
et modes proches de celles-ci en particulier. Il paraitrait intéressant d’analyser des résultats de
simulation en vue d’améliorer encore les stratégies d’exploitation des mesures.
Comme évoqué plus haut, les problématiques de variabilité et de reproductibilité ne per-
mettent pas un recalage précis du modèle assemblé. Cependant, même pour un modèle seule-
ment partiellement recalé, l’expansion permet une meilleure lisibilité des phénomènes et une
compréhension des sources potentielles d’erreurs de modélisation et donc de sensibilité de la
réponse expérimentale.
Une perspective intéressante est l’exploitation plus avancée de l’énergie résiduelle après ex-
pansion pour aider au recalage de propriétés clairement dépendantes de la dynamique des condi-
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tions d’essai, soit principalement le contact segment/tambour et dans une moindre mesure les
contacts segment/plateau et plateau/bras. Indépendamment du recalage, les formes expérimen-
tales étendues peuvent permettre d’identifier des modes calculés que l’on pourrait vouloir décaler
et donc ouvre la voie à des études de sensibilité à la géométrie des composants, par morphing
ou une autre technique à définir.
En complément de cette perspective, il semblerait très utile d’améliorer les procédures expé-
rimentales. Les techniques d’appropriation permettraient de mieux exciter des formes spécifiques
et donc d’obtenir une caractérisation plus précise en particulier avec des changements de niveau
d’excitation. Les techniques de contrôle de fréquence par la phase [98] que l’on voit utilisées pour
les systèmes non-linéaires semblent particulièrement pertinentes ici.
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Bruit de mesures laser
Dans [39], les difficultés fréquentes lors de mesures laser sont résumées. Au cours de nos
mesures, le principal problème est lié au chatoiement (speckle en anglais, voir à droite de la
Figure A.1) qui correspond à la tâche du laser où des zones de fortes intensités lumineuses et des
zones sombres se dessinent. Une description complète de ce phénomène, lié à des interférences
entre les rayons lumineux qui se reflètent sur une surface granuleuse, est disponible dans [99].
Figure A.1 – Visualisation d’une tâche de speckle laser.
D’après [99], le système travaille sur la variation de l’intensité du retour laser en fonction du
temps pour déterminer la vitesse du point mesuré. Comme le capteur photo-sensible travaille
sur une zone de la tâche speckle, un déplacement plutôt orienté dans le plan modifie fortement
la zone vue par le capteur et engendre une modification de l’intensité moyenne parasite. Dans
certains cas de figure, le retour laser vu par le capteur photosensible est trop faible et engendre
ce que l’on appelle un dropout lors du traitement numérique (démodulation), qui se traduit par
un pic soudain de forte amplitude de la vitesse mesurée. Pour limiter ce phénomène, la surface
mesurée peut être bombée en blanc pour maximiser le retour limineux, mais cela n’est parfois
pas suffisant.
La figure A.2 montre pour l’exemple une réponse temporelle présentant plusieurs dropouts.
Le problème de ces pics d’amplitude est qu’ils vont engendrer un bruit sur une large bande de
fréquence qui peut être parfois difficilement réduit.
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Figure A.2 – Mesure temporelle d’un crissement avec présence de Dropouts (à gauche) et après
suppression des pics d’amplitude (à droite)
La Figure A.3 montre l’impact du nettoyage des dropouts sur le bruit ambiant : les dropouts
engendre un bruit large bande d’un ordre de grande 10 fois plus grand que lorsque ceux-ci sont
nettoyés dans le domaine temporel. Les points de mesures présentant cette pathologie de façon
importante sont néfastes à une bonne corrélation mais ne reflètent pas une erreur physique de
comportement entre deux modèles, ils sont donc à éliminer.
Figure A.3 – Impact dans le domaine fréquentiel de la présence de dropouts (courbe rouge) et
après nettoyage (courbe bleue)
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Analyse temps/fréquence :
transformée de Gabor
Pour l’analyse temps/fréquence, une problématique classique est liée à l’inégalité d’Heisenberg-
Gabor selon lequel il n’est pas possible de connaître avec une précision aussi grande que voulue
la localisation à la fois en fréquence et en temps d’un signal.
Etant donné un signal temporel s(t), la transformée de Fourier en fréquence S(f) et la
transformée inverse s’écrivent
S(f) =
∫+∞
−∞ s(t)e−2jπftdt et s(t) =
∫+∞
−∞ S(f)e2jπftdf (B.1)
L’énergie du signal correspond à l’intégration sur la bande fréquence de la densité spectrale
de puissance |S(f)|2 ou à l’intégration sur la bande temporelle de la puissance instantannée
|s(t)|2
E =
∫ +∞
−∞
|S(f)|2 df =
∫ +∞
−∞
|s(t)|2 dt (B.2)
et il est possible de voir ces puissances de façon analogue à une densité de probabilité dont on
peut récupérer les temps ou fréquences moyens (moment d’ordre 1) et les variances temporelle
et fréquentielle (moment d’ordre 2 centré). Pour que les puissances du signal soient analogue à
une densité de probabilité, elles doivent être normalisées à 1 et on notera par la suite
P̃ (f) = |S(f)|
2
E et p̃(t) =
|s(t)|2
E
(B.3)
La fréquence moyenne et l’instant moyen du signal s’écrivent
∆f =
∫+∞
−∞ fP̃ (f)df et ∆t =
∫+∞
−∞ tp̃(t)dt (B.4)
et les variances dans les domaines fréquentiel et temporel traduisant l’étalement du signal autour
de la fréquence moyenne et de l’instant moyenne s’écrivent
∆f2 =
∫+∞
−∞ (f −∆f)2P̃ (f)df et ∆t2 =
∫+∞
−∞ (t−∆t)2p̃(t)dt (B.5)
Sans rentrer dans le détail de la démontration, voir [100], l’inégalité d’Heisenberg-Gabor dit
que le produit des écart-types dans le domaine fréquentiel et temporel présente un minimum√
∆f2
√
∆t2 ≥ 14π (B.6)
Le signal pour lequel cette inégalité est une égalité est la gaussienne
gσt(t, t0) =
1
σt
√
2π
e
− (t−t0)
2
2σ2
t (B.7)
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pour laquelle ∆t = t0 et
√
∆t2 = σt. On peut également montrer que la transformée de Fourier
de cette gaussienne est elle même une gaussienne avec un écart-type√
∆f2 = 14πσt
(B.8)
Pour tirer parti de ce meilleur compromis de description en temps et en fréquence de la
fonction gaussienne, celle-ci est utilisée comme une fenêtre dans le cadre d’une analyse de Fourier
à court terme (Short Time Fourier Transform ou STFT). L’analyse STFT avec une fenêtre
gaussienne est aussi appelée transformée de Gabor et s’écrit analytiquement
STFTσt(t, f) =
∫ +∞
−∞
s(t′)gσt(t′, t)e−2jπft
′dt′ (B.9)
Le choix de la largeur de la fenêtre temporelle, donc de σt, dépend de la balance entre
précision dans le domaine temporel et précision dans le domaine fréquentiel : en donnant une
précision voulue sous la forme d’un écart-type de la fenêtre gaussienne (en temporel via
√
∆t2
ou en fréquentiel via
√
∆f2), la valeur σt est fixée.
Deux choix restent à faire quant à la discrétisation en temps et en fréquence. La STFT
est calculée dans sa version discrète en utilisant l’algorithme FFT pour chaque valeur discrète
temporelle. Une discrétisation pertinente est un échantillonnage temporel avec un pas de
√
∆t2
et fréquentiel avec un pas de
√
∆f2.
Pour la gestion de la discrétisation fréquentielle, le signal temporel fenêtré est tronqué de
part et d’autre du centre de la fenêtre, en fonction d’une valeur au delà de laquelle la gaussienne
est négligeable. Par exemple la gaussienne est inférieure à 10−n pour
t = σt
√
2n log 10 (B.10)
Le signal temporel est ensuite complété par des 0 jusqu’à une longueur de signal de 1/
√
∆f2
pour obtenir l’échantillonnage fréquentiel voulu.
Pour un aspect plus “lisse” de la carte temps/fréquence, il peut être intéressant de réduire
les pas de temps temporels et fréquentiels mais il est important de noter que cela ne permet pas
le d’améliorer la précision : le paramètre permettant de gérer la balance entre la précision dans
le domaine fréquentiel et temporel est uniquement σt.
Une limitation de la STFT est que les résolutions temporelles et fréquentielles sont fixes,
quelles que soient les valeurs f et t. Or, il est classique de vouloir dans les basses fréquences
une meilleure résolution fréquentielle ainsi qu’une résolution temporelle moins bonne et dans les
hautes fréquences une résolution temporelle très grande devant la résolution fréquentielle. Une
réponse à ce besoin est donné notamment par les transformées en ondelettes (voir [101, 100]
pour plus de détails) et le pendant de la transformée de Gabor est l’ondelette de Morlet.
Etant donné que le phénomène de crissement est très localisé en fréquence, le besoin de
multi-résolution n’est pas avéré et la transformée de Gabor est utilisée dans ce travail pour
l’analyse temps/fréquence des mesures temporelles du crissement.
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METHODES DE CORRELATION CALCUL/ESSAI POUR L’ANALYSE DU 
CRISSEMENT 
RESUME : Le crissement de frein est une nuisance sonore récurrente dans l’automobile qui, bien qu’il n’existe pas 
de solution robuste lors de la conception, se traduit souvent par des pénalités économiques envers les équipementiers. 
La simulation numérique et les caractérisations expérimentales sont les deux voies classiques pour analyser les 
phénomènes crissants. La simulation permet une analyse fine des comportements vibratoires et l’évaluation de 
l’impact de modifications de conception, mais les modèles sont imparfaits et leur domaine de validité doit être établi. 
La mesure garantit que tous les paramètres sont pris en compte, mais elle est souvent spatialement pauvre et peu 
adaptée à la prédiction de modifications. Dans ce contexte, les objectifs de la thèse sont de faire un bilan des 
méthodes d’exploitation des essais, de fournir des outils permettant une interaction facilitée entre les équipes d’essai 
et de simulation et de mettre en œuvre les développements dans une application métier. 
Après un rappel sur les hypothèses et les méthodes pour l’identification modale, une analyse critique des résultats 
d’identification aboutit à la caractérisation des biais et à l’introduction de critères détaillés permettant d’évaluer la 
qualité du résultat. La corrélation calcul/essai permet de qualifier les modèles et des outils sont intégrés pour faciliter 
sa mise en œuvre. Plusieurs critères sont définis pour mettre en évidence les sources de mauvaise corrélation venant 
de la mesure d’une part et du modèle d’autre part. Les sources de mauvaise corrélation sont également identifiées 
avec l’algorithme d’expansion MDRE, dont les limitations sont comparées à celles des expansions statiques et 
dynamiques. 
Le recalage des modèles est ensuite traité par une procédure systématique imbriquant les étapes de recalage de la 
géométrie, des propriétés matériau et des contacts entre composants. Une paramétrisation du contact est proposée 
avec une réduction multi-modèle permettant des temps de calculs compatibles avec le temps industriel. Elle permet 
également des études de sensibilités avec l’introduction de la notion de modes de composant dans un assemblage. 
Une analyse détaillée d’une campagne de mesure sur un système de frein en conditions crissantes est enfin réalisée. 
Un parallèle entre les évolutions du cycle limite et le degré de couplage des modes complexes est proposé. Dans le 
domaine temps-fréquence, la variabilité, la répétabilité, la reproductibilité et la possibilité d’agréger des mesures 
séquentielles sont évaluées. Le résultat obtenu est finalement étendu sur le modèle éléments finis, ce qui permet des 
interprétations utiles. 
Mots clés : crissement, frein, modèle éléments finis, analyse modale expérimentale, qualité d'identification, 
corrélation calcul/essai, Modal Assurance Criterion, localisation d'erreur, expansion, Minimum Dynamic Residual 
Expansion, recalage de modèle, modèle paramétré, réduction de modèle, jonctions, contacts, déformées 
opérationnelles, cycle limite. 
CALCULATION/TEST METHODS FOR THE ANALYSIS OF SQUEAL 
ABSTRACT : Brake squeal is a nuisance commonly encountered in the car industry which often results in financial 
penalties towards brake manufacturers, even if no robust solution exists for the conception. Numerical simulation and 
experimental characterizations are the classical two-track approaches to analyze squeal phenomena. Numerical 
simulation allows a fine analysis of vibration behaviors and the evaluation of conception modification impacts, but 
models are not perfect and their validity domain must be defined. Measurement guarantees that every parameter is 
taken into account, but it is often spatially poor and not really suited for modification prediction. In this context, the 
thesis objectives are to make an overview of test operating methods, to provide tools allowing an easier interaction 
between both test and simulation teams and to enforce the developments in a business application. 
After a review of the hypotheses and methods for modal identification, a critical analysis of the identification results 
leads to the characterization of biases and the introduction of detailed criteria to evaluate the quality of the result. 
Calculation/test correlation allows to qualify the models and tools are integrated to facilitate its implementation. 
Several criteria are defined to highlight the sources of bad correlation coming from the measure on the one hand and 
the model on the other hand. Sources of poor correlation are also identified with the MDRE expansion algorithm, 
whose limitations are compared with those of static and dynamic expansions. 
Model updating is then processed by a systematic procedure imbricating the steps of updating of geometry, material 
properties and contacts between components. A contact parametrization is proposed with a multi-model reduction 
allowing calculation times compatible with industrial time. It also allows sensitivity studies with the introduction of 
the notion of component modes in an assembly. 
Finally, a detailed analysis of a measurement campaign on a braking system under squeal conditions is carried out. A 
parallel between the changes of the limit cycle and the degree of coupling of the complex modes is proposed. In the 
time-frequency domain, variability, repeatability, reproducibility and the ability to aggregate sequential 
measurements are evaluated. The result is finally extended on the finite element model, which allows useful 
interpretations. 
Keywords : squeal, brake, Finite Element Model, Experimental Modal Analysis, identification quality, 
calculation/test correlation, Modal Assurance Criterion, error localization, expansion, Minimum Dynamic Residual 
Expansion, model updating, parametrized model, model reduction, junctions, contacts, Operational Deflection 
Shapes, limit cycle. 
