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На основе теории оптимальных правил остановки наблюдений разработаны алгоритмы обнаруже­
ния повторяющихся сигналов. Получены аналитические выражения для вероятностей правильного об­
наружения и ложной тревоги при обнаружении сигнала в отдельной пачке и обнаружении пачки с сигна­
лом среди остальных пачек без сигнала. На ряде примеров проведена оценка эффективности предлагае­
мых процедур принятия решения об обнаружении сигналов для непрерывного и дискретного времени.
Обнаружение сигналов, некогерентное накопление, апостериорное распределение, остановка наблюдений
П ри работе радиолокационных и гидролока­
ционных станций для обнаружения слабых сиг­
налов в настоящее время широко используются 
некогерентные методы накопления, основанные на 
сложении нескольких отраженных сигналов [1].
В отличие от известных методов некогерент­
ного накопления предлагается использовать спе­
циальную форму накопления информации, осно­
ванную на уточнении апостериорного распреде­
ления временного положения сигнала по резуль­
татам предыдущего цикла наблюдений. Это поз­
воляет при обнаружении сигнала в каждом по­
следующем цикле использовать информацию, по­
лученную на предыдущ их циклах.
Эффективность процедуры повторных наблю­
дений можно оценить вероятностями обнаруже­
ния и ложной тревоги, которые находятся анали­
тически или в результате статистического моде­
лирования.
П редположим, что имеется возможность ря ­
да повторных наблюдений, в которых полезный 
сигнал уровня r  появляется с одной и той же за­
держкой 0 .
Появление сигнала в i-м цикле наблюдений 
представим процессом для дискретных моментов 
времени ( = 1, . . . , L  :
Х(
(i)
Г0, ( < 0;
: r , ( =  0 ; 
0, ( > 0,
где L  -  отсчет, по которому заканчивается наблю­
дение.
Наблюдаемый процесс ^ (i) представим сум-
мой полезного сигнала * ( '1 и помехи:
^ (i ) = VU) +  С  х ( ’ ч ( -Х (  +V  с2 х( ,
где С2  -  эффективное значение помехи;
х(г') ~  N ( 0,1) -  нормально распределенная слу­
чайная величина с нулевым средним и  единичной 
дисперсией.
Учет априорных данных, полученных на пре­
дыдущ их циклах обнаружения, позволяет накап­
ливать информацию о появлении сигнала и  бла­
годаря этому обнаруживать более слабые сигна­
лы. Учет наблюдений, проведенных на ( i - 1) -м 
цикле, может быть представлен в виде апостери­
орного распределения наблюдаемого процесса
"n(i ) сигнала на момент 0 [2]:
S i - 1) I




-p ( i-1° ( е ) , 0 < (;
p (i—1)( 0 > ( )
(0 > ( ) 
p ( i - ° ( 0), 0 > (,
S i-Dгде ф0 -  отношение правдоподобия [3], [4];
S i - 1) = p ( i - 1)
( | 0 < ( ч( = ( |Ъ  ^  •••, Ч()
апостериорное распределение.
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Если априори p ( ) (0) неизвестно, распределе­
ние можно принять равномерным, а затем коррек­
тировать его с учетом поступления необнаружен­
ных сигналов на более ранних циклах наблюдения.
В случае отсутствия сигнала распределение
р ( ' 1  (0 "П(^ )  будет, как правило, мало отличать­
ся от равномерного. Если же на предыдущем 
цикле сигнал присутствовал, p (i 1  (0 "П(1)) изме­
нится по сравнению с ним и будет иметь большие 
значения при l, ближних или равных 0 -  действи­
тельному моменту появления сигнала. В после­
дующ их циклах такая деформация будет приоб­
ретать все более выраженный характер. В резуль­
тате могут быть реализованы преимущ ества бай­
есовского подхода к обнаружению сигнала.
П роцедура принятия реш ений основана на
й ( i-1) ( i-1) запоминании значений ф0 и  %  , что при­
водит к довольно громоздкой процедуре пересче­
та при переходе от предыдущего цикла к после­
дующему. Поэтому целесообразно изменить фор­
му учета наблюдений и выбрать такой функцио­
нал, который бы зависел от меньшего числа па­
раметров и участвовал в процедуре принятия ре­
ш ений о наличии сигнала.
Граница области остановки на каждом цикле 
должна быть своя, поскольку она зависит от меняю­
щегося в процессе наблюдений (при возрастании i)
апостериорного распределения p (i-1) (0 'П(1)). В ря­
де случаев с некоторым приближением граница 
области может быть принята близкой к единице, 
оставаясь такой для всех циклов.
Процедура принятия реш ений должна быть 
организована так, чтобы наблюдения в циклах 
проводились независимо.
Покажем на примере, как могут быть опреде­
лены реализации
%(-) ( i) = р  i
1 0)(i)
%(+)(i) = р  (0 > l
Введем обозначения:
Цикл i = 1:
p (l) = I .  p ( 1) (0 > l  ) =
L
( i))
L  - 1
P  (1) ( 0 > l  + 1) =
L
L  -  ( l +1)
Циклы i > 1:
P l
(i)




T(0)( i - 1) 
k
I

















Значения апостериорных вероятностей опре­
деляю тся рекуррентными соотношениями [5]:
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w( i) ^ l +1
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w( i) = e^ + 1
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Г 'л ° ') ,^ l+1 
C2 ' l +1 V 2c2
Приняв r  = 0,5; C2 = 1; L  = 10; 0 = 5, полу­
чим реализацию, представленную в табл. 1.
Оценим вероятность обнаружения сигнала в 
отдельно взятой пачке, содержащей сигнал, и  ве­
роятность обнаружения пачки с сигналом среди 
остальных пачек без сигнала.
О бнаруж ение си гн ал а  в  пачке. Определение 
эффективности использования повторяющихся 
циклов для обнаружения сигнала возможно с по­
мощью статистического моделирования. Для это-
Таблица 1
(
1 2 3 4 5 6 7 8 9 10
T(0)(i)
%1
1 0.045 0.105 0.058 0.066 0.108 0.089 0.099 0.218 0.123 0.091
5 0.024 0.050 0.048 0.048 0.234 0.084 0.059 0.177 0.242 0.028
10 0.025 0.029 0.136 0.026 0.737 0.019 0.010 0.032 0.065 0.008
15 0.020 0.045 0.005 0.013 0.882 0.001 0.027 0.019 0.008 0.001
20 0.017 0.017 0.002 0.019 0.925 0.003 0.025 0.001 0.001 0.000
го сначала разыгрывается момент воздействия 
сигнала в первом цикле, после чего с помощью 
рекуррентных соотношений вычисляется реали­
зация тс( ) , ( = 1, 2, .. . ,  20. Этой реализации 
придается смысл априорного распределения для 
моделирования реализации тс( 0 2 ) , соответству­
ю щ ей второму циклу. Эта процедура продолжает­
ся до цикла i, на котором в момент достижения
статистикой Q (i) = т с ( ) + 2тс( ) границы, рав­
ной единице, фиксируется, чему соответствует 
этот момент -  ложной тревоге, обнаружению или 
пропуску воздействия сигнала.
Описанная процедура повторяется при дру­
гом розыгрыше положения сигнала, и  снова фик­
сируется, какой из моментов достижения границы 
является ложной тревогой, обнаружением или 
пропуском. Количество розыгрыш ей момента
воздействия сигнала составляло 103.
После этого по отношению количества лож­
ных тревог, обнаружений и  пропусков к общему 
числу опытов вычисляю тся вероятности ложной 
тревоги Рл.т , обнаружения Робн и пропуска Р р .
Перечисленные вероятности для значений 
r  = 1; С2 = 1; L  = 20 представлены в табл. 2. В нее
также включены значения вероятности P ^ ^  при­
нятия реш ения о наличии сигнала без накопле­
ния, если в действительности он отсутствовал.
Принятие реш ения о сигнале в i-м цикле об­
наружения означает, что все предшествующие 
ему циклы использовались только для формиро- 
й (0)вания значений %( и  лиш ь в i-м цикле с помо­
щью Q (i) выполняется процедура обнаружения и
Таблица 2
i P1 л.т P1 обн Pпр п(0)л. т
1 0.240 0.060 0.700 0.057
10 0.175 0.365 0.460 0.060
20 0.137 0.612 0.251 0.062
30 0.105 0.727 0.168 0.046
40 0.063 0.868 0.069 0.050
определяется, является ли решение ложным, пра­
вильным или произошел пропуск.
Как следует из табл. 2, достаточно малое зна­
чение вероятности обнаружения в первом цикле 
P c ^  = 0 06 может быть увеличено до 0.612 при 
20 циклах обнаружения и до 0.868 при 40 циклах. 
Необходимо отметить, что эти результаты относят­
ся к дискретному времени и указанным парамет­
рам сигнала, строго постоянным на протяжении 
всех 20 циклов обнаружения.
П ри переходе к непрерывному времени полу­
ченные результаты заметно изменяются.
О бнаруж ение п ач к и  с сигналом  среди па­
ч ек  без си гн ала. Обнаружение такой пачки рав­
носильно установлению  наруш ения стационар­
ности наблюдаемого процесса. Отрицательную 
роль в этом процессе играю т преждевременные 
ложные решения. Эта роль может характеризо­
ваться вероятностью наступления хотя бы одного 
преждевременного решения.
Формулировка "хотя бы одного" предполага­
ет, во-первых, неединственность ложных реш е­
ний и, во-вторых, того, что первое ложное реш е­
ние не исключает появления повторных. В ре­
зультате для определения значений необходимо 
использовать теорему о сложении вероятностей.
Напомним, что совместными событиями А  и  В  
называются события, появление одного из которых 
не исключает появления другого. Вероятность сово­
купности таких событий определяется как [6]
P  ( A  + B  ) = P  (A) + P  (B ) -  P  (A B ),
где P (A) , P (B ) -  вероятности наступления со­
бытий A  и  B  соответственно; P (A B ) -  вероят­
ность совместного наступления событий A  и  B .
Можно показать, что в случае произвольного чис­
ла совместных событий справедливо соотношение
P  (  + . . .  + An ) = 1 -  P  (A1, . . . , An ^
где A1, . . . ,An -  события, обратные событиям
A1, .. . ,  An .
Если ошибочное решение может быть приня­
то с вероятностью а, то вероятность ложного об-
наружения хотя бы одного наруш ения стационар­
ности составляет 1 -  (1 -  a ) m , где m -  количество 
наблюдений.
П ри действительном наруш ении стационар­
ности в момент п вероятность обнаружить хотя 
бы одно такое нарушение раньше этого момента
определяется соотношением 1 -  (1 -  a )n 1 .
Если нарушение стационарности имеется и 
может произойти в лю бой момент и с одинаковой 
вероятностью, то вероятность ложно обнаружить 
его раньше, чем оно произошло в действительно­
сти, составит:
P „  = m  £  [1 - ( 1  - a )n -1 ].
m m л n=1
(1)
Поскольку отсутствие ложных обнаружений 
на интервале [1, п - 1] и  правильное обнаружение
в момент п с вероятностью в могут считаться не­
зависимыми событиями, вероятность их наступ­
ления определяется правилом умножения вероят­
ностей: (1 - a ) n 1 (1 -  Р ) .
В условиях, когда нарушение стационарности 
может происходить в лю бой момент времени с 
одинаковой вероятностью, вероятность правиль­
ного обнаружения его в момент, когда оно в дей­
ствительности имеется, составит:
Prобн„ -  £  [(1 -  a )n-1 (1 - Р ) ] . (2)
m n=1
А налогичным образом составляется и  соот­
ношение, определяющее вероятность пропуска:
PTпр„ ^ £ [ ( 1  - a ) " -  Р].m п=1
(3)
Вероятности ложной тревоги, обнаружения и 
пропуска составляют полную группу событий, 
поэтому их сумма равна 1.
Как уже отмечалось, нарушение стационар­
ности в рассматриваемом случае означает появ­
ление пачки с сигналом. Формулы (1)-(3) со зна­
чениями a  = P ^  и Р = 1 -  P c ^  были использо­
ваны для расчета P ^  , Pобн и P при





10 0.197 0.699 0.104
20 0.358 0.558 0.084
С л у чай  н еп реры вн ого  врем ени . В этом слу­
чае появление сигнала может быть представлено 
процессом:
'0, tk < 0;
0tk , 0 < tk < 0 + h ;
0, tk > 0  + h,
х 1,11 =
где h -  продолжительность сигнала.
Наблюдение может быть представлено сум-
мой х (1) и  помех:
к
ч ' / ’ - л ! / ) = х ( ' ,А ^ ,/С 2 Г х (,') ,tk+1 tk tk v tk+1
где tk -  текущее время в момент k-го наблюде­
ния; х ( )  ~  N ( 0, 1) ; Д -  шаг, с которым решается
%+1
уравнение.
При рассмотрении обнаружения на дискретном 
времени показано, что повторяемость сигнала в 
циклах может быть использована для обнаружения 
слабых сигналов. Такая возможность, естественно, 
остается и  в случае непрерывного времени.
П ри этом также вместо нахождения апостери­
орного распределения момента появления сигна­
ла на (i - 1) -м цикле используются зафиксиро­
ванные на предыдущем цикле текущие значения
апостериорных вероятностей п(0)(i) что позво-
ляет сократить требования к памяти вычислителя, 
а для сохранения постоянного значения границы 
области остановки используется статистика
W - ^ ) +  2n p ).
Введем обозначения:
Цикл i = 1:
(1),
T
P (1)(tk -  h) = f  (1)(0 = tk - 1 ) =  T-;
3(1)
(0 > tk ) =
T  -  tk 
T
где f  (0 ) -  плотность вероятности случайной вели­
чины 0; T  -  интервал наблюдения, на котором рав­
номерно распределен момент появления сигнала. 
Циклы i > 1:
т(0)( i - 1) т(0)(i- 1)






















J - ) (  i )
J 0)( i )
= p  (0 < tk -  h | < 0 ));
= p ( tk  -  h < 0 < tk |n (k0)) 
= p  ( 0 > tk
ж  i )
определяются следующим образом [4]:
%(-) (i ) =
lk+1
0, tk < h;
P i } (0 > tk )
%(-)(i ) + -h  %(+)(i ) a -
lk-h
-  c2  m0' ) ( k X
( i)
k tk 





%(0) («■ > +
fk
1 m(i)
p  (i j (0 > tk )
%(t+)( i }a +
k
(0)( i) ( + ) ( i)
c2
л (1) - л (i) -  m(i) ( t , )%(0) (i)a  
\  +1 \  m0 ( tk )%tk А
p ( i ) -  p (i) ф ^ ' }
T(0) (i ) , %  p tk-h ^tk-h (+)(i )
, tk < h ;
p (i}( 0 > tk )
a  +
+ —  } ( tk )
c2
0
,(0)( i ) 1 -  %. (0)(i)
л (1) - л (i) -  m (i) ( t , )%(0) ( iU
\  +1 \  m0 ( tk ) %rk А
,( i) (i) , 
tk
.(0) (i) , 
k
%(+) (i )=% (+) (i) + .
, tk < h; 
(+) (i) ,
lk+1 lk p (i}( 0 > tk ) lk 
1 m(i) ( t w ( 0) (i)% (+) (i)
; a -
------ m, '( t k )
^ + 1  - Ч г) (tk )
* i
где %0- X ,)=%00 )( ,)= 0, %0+ ,W = 1; m(i) ( tk ) на­
ходится в результате реш ения уравнений Калма- 
на-Б ью си [7]; ф ^ -  отношение правдоподобия.
Отношение правдоподобия определяется сле­
дующим образом:
fk(i) = / I -h 
\  -h  = e ,
где
,/k(i) = „,( tk+1-h) i)
Ч  -h  = 4  -h + ... + Ш
t d i )
причем
< -h  = ^ m0 ) ( k  ) b (k+1 Ч 1 - ^ m(2i) k
Вероятности обнаружения вычисляются ана­
логично случаю дискретного времени с учетом 
продолжительности действия сигнала h:
Pл.т = -1  1 1 (v* < 0) ;
н  =i=1
Pобн = 4 1 1 (0 < v i < 0  + h ) ;
н  i =1 
Phf = H 1 1 У  > 0  + h) ,
н  i =1 г
где H  -  число опытов,
1 ( q )  { 0 ,
1, q = true; 
q = false.
Вероятность ошибочного принятия пачки без 
сигнала за пачку с сигналом вычисляется как
p £ ’ = нН 1 1 К ) а  1).
i=1
Вероятность обнаружения пачки с сигналом в 
последовательности пачек без сигнала вычисля­
ется по тем же формулам, как и в варианте дис­
кретного времени.
Случай непрерывного времени был бы доста­
точно близок к условиям обнаружения сигнала в 
локационных станциях в предположении, что 
начало действия пачки согласовано с переключе­
нием направленности их действия. В действую­
щ их локаторах наблюдается плавное смещение 
направленности и поэтому начало обработки пач­
ки не будет совпадать с действительным ее нача­
лом. По этой причине в процедуре обнаружения
tk
tk
будет участвовать несколько меньшая ее часть. Возможность практического использования за-
Последнее мало скажется на вероятности P ^  , висит от технических характеристик цифрового
вычислителя -  от способа запоминания реализации 
но приведет к  некоторому увеличению р и соот- ) ___
ветственно к  понижению PоQн • %tk , i = 1, L , за время д а и г е л м ^ т а  цикла.
СПИСОК ЛИТЕРАТУРЫ
5. Лось А. П., Розов А. К., Царапкин А. Н. Опти­
мальное правило обнаружения сигналов, возника­
ющих в случайные моменты времени // Изв. вузов. 
России. Радиоэлектроника. 2014. Вып. 5. С. 21-28.
6. Вентцель Е. С. Теория вероятностей. М.: Физма- 
тгиз, 1962. 564 с.
7. Kalman R. T., Bucy R. New results in linear filtering 
and prediction theory // Trans. of ASME: J. of Basic Eng. 
1961. Vol. 83D, № 3. P. 95-108.
A. P. Los' 
Scientific and Research Institute o f  Shipbuild ing and A rm am ent o f  the RF Navy (Saint Petersburg) 
A. K. Rozov 
RF Naval Academ y (Saint Petersburg)
Method of Non-Coherent Detection of Repeated Signals
Algorithms to detect of repeated signals based on the theory o f optimal rules o f observation stopping are developed. 
Analytical expressions fo r  probabilities o f correct detection and false alarm are obtained when the signal is detected in a 
separate bundle and detected packets o f signal among the other packs without the signal. The effectiveness o f the pro­
posed procedures fo r making decisions about the detection of signals in continuous and discrete time is evaluated on a 
number o f examples.
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| Перестраиваемый согласованный фильтр светового диапазона
Проведено моделирование работы фотонного процессора в режиме согласованной фильтрации. В основе 
моделирования лежат оптические уравнения Блоха. С использованием аппарата переходных матриц состояния 
системы определены комплексные огибающие двух- и трехимпульсного эха. Показано, что в двухимпульсном ре­
жиме возбуждения форма эха соответствует импульсной характеристике фильтра. В трехимпульсном режиме 
стимулированное эхо соответствует выходному сигналу согласованного фильтра. Изменяя форму сигналов 
возбуждения можно перестраивать фильтр, согласовывая его с различными по форме и параметрам сигналами.
Фотонное эхо, согласованный фильтр, электронная перестройка, импульсы возбуждения, форма эха
Использование светового диапазона электро- мерно в 10 000 раз шире радиодиапазона. При
магнитных волн позволяет существенно увели- этом возникает необходимость разработки мето-
чить скорость передачи данных, организовывать дов обработки сигналов светового диапазона, в
большое количество каналов передачи информа- том числе когерентной обработки. 
ции, так как ш ирина светового диапазона при-
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