Abstract-Over the course of development, the central nervous system grows into a complex set of structures that ultimately controls our experiences and interactions with the world. To understand brain development, researchers must disentangle the contributions of genes, neural activity, synaptic plasticity, and intrinsic noise in guiding the growth of axons between brain regions. Here, we examine how computer simulations can shed light on neural development, making headway towards systems that self-organize into fully autonomous models of the brain. We argue that these simulations should focus on the "open-ended" nature of development, rather than a set of deterministic outcomes.
I. INTRODUCTION

M
OST of the neural circuits involved in cognition have developed an adult-like structure well before their involvement in sensation, perception, and behavior [1] . For instance, the topographic connectivity of primary sensory areas (visual, somatosensory, etc.) is already in place in the embryo, albeit lacking fine precision [2] .
This ability of neurons to anticipate their final organization is realized by a highly specific process of growth and refinement of axonal projections that occurs independently of (and prior to) any visual experience. To understand this process, researchers across a variety of disciplines must account for several factors contributing to brain development. These factors include, but are not limited to, genetics, neural activity, synaptic plasticity, and intrinsic noise.
What are the prospects for an integrated, systems-level computational approach aimed at a mechanistic understanding of these factors and their interactions? To address this question, we begin by examining models of genetically driven development, then consider models that incorporate endogenous neural activity and synaptic plasticity. Building on insights from models of local neuronal circuits, we go on to discuss the formation of highly organized large-scale networks of anatomically distinct brain regions. Based on recent advances in the field, we argue that the multiple intrinsic factors contributing to the wiring of neuronal connections, along with the dynamical nature of development, are within the grasp of an integrated computational approach. Such an approach will require proponents in the field of computational developmental neuroscience to adopt a developmental program that is biologically grounded, highly "open-ended," and stochastic. This approach will shed light on developmental processes, as well as their links to evolution, cognition, and behavior in the adult brain. Here, our goal is not to provide an exhaustive list of models, but rather to illustrate key principles of computational approaches by describing a few models at different levels of analysis, from single synapses all the way up to the large-scale cytoarchitecture of the brain.
II. ACTIVITY-INDEPENDENT DEVELOPMENT-A BLUEPRINT FOR THE BRAIN?
During an early stage of development, axonal elongations "sniff out" their correct anatomical position by following molecular guidance cues [3] . Several of these cues are expressed along gradients of concentration across various regions (e.g., a low-tohigh concentration from ventral to dorsal retina; see Fig. 1 ). In retinotectal projections (from retina to midbrain), for instance, genetic markers are expressed along both the sending region (retina) and the target region (superior colliculus or tectum) [4] . Axonal elongations from retinal ganglion cells use these molecular signals to establish synaptic contacts in termination zones of the target region such that point-to-point topography is maintained (in an inverse manner). This mechanism is not unique to the visual system; similar genetic markers are responsible for the layout of a rough topographic map in all primary sensory areas of cortex [2] .
Computer models of neural development, with a tradition dating back several decades, have been instrumental in investigating the role of genes in shaping synaptic connectivity between brain regions. These models are not part of so-called "genetic algorithms," where a certain fitness function is known in advance. Here, more often than not, the fitness function of genetic markers is not assumed in advance.
One of the early theoretical constructs aimed at characterizing genetically guided connectivity is the chemoaffinity hypothesis [5] . A postulate of this viewpoint is that molecular labels expressed across sending and target regions must specify topographic maps. Following this proposal, several models have shown that molecular gradients account for a large body of experimental findings on normal and aberrant map formation (for a review, see [6] ). Fig. 1 . Molecular guidance cues are responsible for the establishment of a rough topographic map between the retina and superior colliculus (SC, in the midbrain). An object on the retina (depicted as a rooster) is reproduced in the midbrain. Axons (colored lines) transmit information from the retina to the SC (initial and corresponding termination zones shown by filled circles). Only a single axis is shown here. Examples of gradients of expression for complementary molecular guidance cues (Eph/ephrin, [4] ) are shown in triangles. These gradients provide information relevant to the migration of axons to correct topographic positions.
Most of these models, however, leave largely unanswered the question of whether gene expression follows particular optimization principles for guiding the growth of axonal projections. Several hypotheses about the nature of these optimization principles have been proposed. For instance, developmental processes may aim to minimize the wiring length necessary to link two regions of the brain [7] . Few models have attempted to relate optimization principles to the growth of axons, and those that have done so have resulted in conflicting accounts. Some models claim that growing axons make optimal decisions on growth direction in the presence of noise in molecular gradients [8] , [9] , while others claim that these growth decisions attempt to minimize the number of steps necessary to reach a target site [10] .
One recent model, for instance, assumes that the path chosen by migrating axons can be described by a Bayesian "ideal observer" whose goal is to extract directional information from molecular gradients [9] . In this model, the growth cone (i.e., the tip of the axonal elongation that is sensitive to changes in molecular concentration) is attempting to determine whether the gradient is increasing or decreasing, given solely information on its receptor occupancy (Fig. 2) . This is achieved by calculating the probability of sensing a relative change in gradient concentration given receptor bindings
given (2) Fig. 2 . A Bayesian model of growth cone migration [9] . Receptors are located at different positions (r ; . . . ; r ) on the growth cone. The concentration of a molecular gradient is shown above the cone; is the concentration at the center of the gradient sensor; is the relative change in gradient concentration across the sensing surface. Only a fraction of receptors are bound; these are shown by colored ellipses and form the set . In the model, a relative value is assigned to the probability that is a decreasing or increasing gradient, given the receptor occupancy. In the example illustrated, the growth cone would move towards the right, as indicated by the asterisk ("*").
and (3) where is the total number of receptors and is a receptor position. Equation (1) is based on the probability that a receptor is bound, where is the gradient concentration at the center of the gradient sensor. By estimating using (1), it can be shown that the growth cone maximizes its chances of correctly estimating the gradient direction.
Of course, caution is warranted in interpreting models based on principles of optimality, because alone they do not constitute an explicit means of implementing an optimal strategy for axonal growth.
Leaving aside debates about the optimal nature of axonal growth, the prevalence of genetically driven circuit formation makes it difficult to deny its role in the development of cognitively relevant circuits. More controversial, however, are the manifestations of that role. Many models of learning focus on the statistical extraction of information from structured environments, and fail to account for how experience-independent (i.e., endogenously driven) processes bias knowledge acquisition mechanisms in the first place [2] . There are many examples of ways in which gene expression influences the representation of knowledge. For instance, recent functional magnetic resonance imaging (fMRI) findings suggest that visual topography is preserved in higher regions of associative cortex that have traditionally been described as receiving a massive convergence of afferences from lower cortical areas [11] . The presence of topography in frontal cortex suggests that spatially organized information may be preserved beyond primary cortical layers. Given the known expression of molecular guidance cues in cortex [12] , it is likely that these cues provide an early contribution to the organization and functionality of higher-order cortical circuits. Taken as a whole, the body of work on computational models of genetically driven brain development offers many potential avenues for devising developmental programs that bias particular forms of neural wirings and, ultimately, both sensory and cognitive processes. Molecular guidance, however, cannot tell the whole story on brain development, as it is limited to a welldefined period in vertebrate development (Fig. 3) . Furthermore, the axonal projections resulting from molecular cues are typically imprecise in terms of their anatomical specificity. These considerations make it unlikely that molecular markers provide a deterministic blueprint for brain development.
III. WHEN ACTIVITY-DEPENDENT DEVELOPMENT IS MAKING WAVES
A large corpus of experimental work shows that electrical activity in the developing neural system contributes to the refinement of connectivity. The rate at which neurons produce action potentials, for instance, is related to their dendritic extent [13] . The facilitatory effect of activity in the early neural system is captured by computer models of neurite outgrowth [14] . Neural activity, however, has more than a simple facilitatory (all-or-none) effect on neural wiring. The patterns of spontaneous activity produced during development of the retina, for instance, are highly correlated in space and in time, providing a rich signal that can be used to drive map formation [15] .
A. Models of Endogenous Neural Activity
In recent years, computational models have successfully captured the "wave-like" nature of spontaneous activity [16] - [19] . In particular, mean-field models (abstracting away details of single action potentials) can be designed to generate bursts of activity that propagate across the retina and produce highly correlated patterns among neighboring ganglion cells. One model simulates the membrane potentials of amacrine and retinal ganglion cells in order to produce wave-like dynamics (4) where is a time-step of update; indexes different cells of the retinal (i.e., retinal ganglion cells) and amacrine populations;
is the time-step of the model; corresponds to the number of amacrine cells that fired at the previous time-step within the spatial region and are the integration times of retinal and amacrine cells, respectively. In the model, amacrine cells receive their input from each other, and send their output to ganglion cells; the latter do not receive input from each other, and do not send activity back to the amacrine cells. At any given time-step, cells can fire spontaneously with a random probability (set to in order to obtain low firing rates). In addition, cells fire when either their membrane potential rises above threshold or if they are within an UP state (lasting for a predefined period of time). Further details and simulation results are available elsewhere [18] , [34] ; for an example of retinal wave-like activation, see Fig. 4 .
A key aspect of the above model is that stochasticity is required to initiate waves at random spatial locations and with a random direction of propagation. Because spontaneous neural activity of a highly stochastic nature has been reported throughout the central nervous system in a variety of vertebrate species [20] , it likely plays a ubiquitous role in development. Moreover, this role likely extends into adulthood, where intrinsic activity modulates sensory and behavioral processes [21] , [22] .
In order to understand how spontaneous activity inscribes itself in the developmental program of the brain, several conceptual gaps must be filled. Advances in computational models should aim to capture not just the influence of spontaneous activity at a particular period of development, but, more broadly, its trajectory from early to late stages of neural growth-a goal that is in line with the concept of a developmental program that spans the whole course of brain formation.
Let us illustrate one of the challenges in modeling spontaneous activity from the vantage point of its developmental trajectory. In the forebrain, inhibitory interneurons are the first to develop functional synapses [23] . Initially, the neurotransmitter GABA functions in an excitatory fashion and drives spontaneous activity. The establishment of excitatory neurotransmission then switches GABA from excitatory to inhibitory. This peculiar aspect of development may explain why spontaneous waves of activity are limited to a brief period of development preceding eye opening [24] . Computational models that autonomously transition between stages of development would shed light on this phenomenon. A key question that these models must address is that of commitment-to what extent are developmental "decisions" at one stage subject to change during a subsequent stage? While complete determinism of early developmental stages would be implausible, some degree of commitment likely prevents rewiring of an initial map laid out by genes [25] .
B. Interplay Between Spontaneous Activity and Synaptic Plasticity
Equally important is the question of how spontaneous activity interacts with mechanisms of synaptic plasticity to drive map formation. Because the influence of spontaneous waves on map formation is restricted to a brief time period (roughly 4-6 days), there is some developmental pressure to efficiently extract information from these waves and use it to refine axonal projections. As a consequence, the nervous system is likely to favor mechanisms of synaptic plasticity that quickly and accurately lead to a correct connectivity. While the role of synaptic plasticity as a major driving force in neural development is well established [26] , how synaptic plasticity fulfils that role is a topic of sustained interest. The most likely candidates for synaptic plasticity are rules that detect correlated activity-most prominently, versions of Hebbian learning [27] . Models that incorporate such a principle can successfully account for map formation in the early visual system [28] . In essence, the mechanism at play is simple: neurons that "fire together" on the retina will tend to "wire together" in the midbrain. A variety of models have combined this mechanism with some form of competition for establishing postsynaptic contacts [29] .
Taken together, these models suggest that a number of different possible rules, from spike-timing-dependent plasticity (STDP) to more coarse-grained rules based on mean firing rates (Fig. 5) , can account for some aspects of map formation. This leaves unanswered the question of which specific rule is most plausible.
On the one hand, proponents of spike-based models argue that STDP is a well-documented rule for plasticity in the early visual system [30] - [32] . In addition, simulations show that it can successfully refine a rough topographic map and produce precisely organized projections [33] , [34] .
A phenomenological version of STDP relating changes in synaptic efficacy to spike timing at a particular timepoint can be described as follows (5) where reflects the difference between the last spike arrival times of presynaptic and postsynaptic neurons; and control the magnitude of change in synaptic efficacy; , and control the time-course of plasticity. On the other hand, spike-based rules are problematic because immature developing neurons are unreliable in propagating information at the level of single spikes, because they lack fine temporal resolution [35] and exhibit high levels of noise [36] . One alternative is a rule based on bursts of action potentials [37] . One version of this rule proposes a linear relationship between synaptic change and burst latency where a burst is composed of multiple spikes (Fig. 5) . In recordings of the developing lateral geniculate nucleus, this burst-based rule captured a higher proportion of spikes than a spike-based rule, even when the latter rule was modified in a number of ways.
An intriguing possibility is that different rules for synaptic plasticity contribute to specific developmental stages. While an early stage may recruit a burst-based rule to extract information from spontaneous waves, a later stage may recruit a spike-based rule to extract information from the environment. A burst-based rule may be well-suited to spontaneous waves, which lead to much more correlated activity than natural visual environments. Future computational work examining developmental trajectories could address this question and propose rules for a plausible developmental program.
IV. MODELS OF LARGE-SCALE BRAIN DEVELOPMENT
The need to develop a biologically informed developmental program is further illustrated by zooming out of the individual synapse and examining development at the scale of broad anatomical regions. At this larger scale of neural connectivity, we find principles of development and organization that hold across mammalian species.
A prominent example of one such principle is the "inside-out" pattern of circuit formation. The development of local circuit properties occurs during a stage when different brain regions are functionally isolated from each other. The later growth of inter-region connectivity links these specialized modules into integrated neuronal networks. One example of the inside-out principle is the development of thalamocortical projections, where thalamic nuclei are functionally segregated prior to the establishment of synaptic contacts within specific cortical areas [38] . A local-to-distributed development, characteristic of the inside-out principle, is also reported in human resting-state fMRI [39] , suggesting that this principle may subserve both anatomical and functional aspects of brain development.
At the functional level, an inside-out course of development contributes to the establishment of anatomically defined clusters with distinct functional roles, including visual, auditory, somatosensory-motor, and frontolimbic clusters in the mammalian brain [40] . The integration of information from these distinct clusters occurs through long-range projections and relay centers such as the thalamus. One crucial consequence of an inside-out development is that small changes in the local circuit properties of individual clusters can have a large impact on information processing once these clusters become interconnected.
Computational models are well-suited to test the consequences of local circuit properties on global neuronal processing. Importantly, these models can examine the link between developmental trajectories based on the inside-out principle and cognitive outcomes. Already several models of large-scale brain development have been proposed. These models capture several aspects of global connectivity, including a small-world organization [41] , [42] , dependence on spatial distance [43] , economy of wiring length [44] , and economy of processing steps [45] . In sum, these models suggest that several competing requisites shape neuronal connectivity during development.
To illustrate this idea, let us consider a relatively simple model of motor cortex organization [46] (Fig. 6) . The goal of this model was to account for several mapping requisites, including a somatotopic map of the body, a map of hand location in space, and a partitioning of cortex into regions that emphasize different complex, ethologically relevant movements. A Kohonen network [47] was employed to balance out these conflicting requisites. This network was composed of a series of nodes laid out topographically. During training, these nodes received a set of inputs and learned to represent these inputs in a structured manner. After training, each node captured a subset of the inputs, with nodes that are close together sharing similar representations.
More formally, stimuli from a stimulus space are mapped onto neurons located on the vertices of a grid in an output space . Each neuron has a center field . The stimulus is mapped in a winner-take-all fashion onto the neuron that has a field center closest to (6) The map is learned by successive presentation of stimuli , and by shifting the field center of the winning neuron , as well as those of its neighbors towards the stimuli
The neighborhood function takes a Gaussian form and is characterized by a length scale (8) A two-dimensional grid of nodes was employed to represent the organization of motor cortex. These nodes received input vectors that described simple, as well as more complex movements. For instance, a complex hand-to-mouth movement consisted in the activation of the tongue, lips, jaw, neck, arm, and hand. In the model, this was described by an input vector [ Fig. 6(A) ] with three distinct parts: 1) a ten-dimensional binary vector identifying the body parts that are moved; 2) continuous values for the position of the hand in 3D Cartesian space (centimeters relative to the mouth); and 3) binary values for the ethological category of the movement.
A total of input vectors were presented during training. These vectors included complex movements for an equal proportion of ethological categories. The input vectors also included simpler movements of the foot, leg, mouth, lips, jaw, tongue, as well as movements of the arm to a variety of locations in space.
After training, the result is an artificial motor cortex that contains many features seen in actual motor cortex. One such feature is that many individual body parts in the artificial motor cortex followed somatotopic coordinates [ Fig. 6(B) ]. In addition, as in actual motor cortex, body parts involved in complex ethological movements did not respect a strict topography [ Fig. 6(C) ]; this is because these body parts were often coactivated with several other limbs. In other words, the strong correlation between activation of different limbs during execution of complex movements gave rise to nontopographic representations.
The idea that mapping is use dependent and sensitive to the statistics of the training input is illustrated by simulating a lesion where part of the map no longer received activity [ Fig. 6(D) ]. This simulation led to a reorganization of the map whereby the region surrounding the lesion "took over" the activation of the ablated area.
While the above example is a clear instance of anatomical segregation based on particular functional roles, the origins of functional specialization in large-scale brain organization (e.g., across several regions of cortex) are far less clear. Although few models have examined this issue, two conflicting viewpoints have emerged. One view is that functional specialization results from the modular nature of environmental goals [48] . This is supported by the findings that an artificial network faced with a variety of tasks can learn to self-organize into distinct (specialized) clusters. When applied to biology, this explanation becomes problematic, as the nervous system develops modular specialization well before any sensory experience [38] . By the age of two, the brain is already strongly modular and exhibits patterns of correlated resting state activity (i.e., in the absence of a task or stimulus) that are highly similar to those of adults [49] .
A more plausible scenario is that endogenous mechanisms-such as molecular guidance cues and spontaneous activity-drive the emergence of modular specialization. That is not to say that endogenous processes are the sole driving force, as functional modules are reshaped until maturation [39] . Rather, the propensity towards a modular development emerges from endogenous rules. In accord with this viewpoint, recent computational work shows that, under a minimal set of assumptions, large-scale brain development organizes itself spontaneously into distinct modules [50] .
In turn, a modular organization may impose important constraints on the neural dynamics underlying cognition [51] . Recent computational models have successfully captured some aspects of the relationship between the large-scale organization of anatomical connections and resting-state activity [52] , [53] . Models of autonomous development should build on these efforts to examine the mutual influence of connectivity and neural dynamics at different stages of maturation.
V. THE ROLE OF DEVELOPMENTAL TRAJECTORIES IN EVOLUTION
It is likely that the characteristics of brain development described thus far, from the molecular guidance of individual axons all the way up to interactions of large regions, are constrained by natural selection. According to one theory, natural selection can influence the presence, anatomical localization, and size of "cortical fields" that form basic functional units in neocortex [54] .
One way in which natural selection influences brain architecture is through the expression of genes at specific stages of development. While many aspects of cortical organization are conserved across mammals, the slight "tweaking" of gene expression at a particular developmental stage can have drastic effects on neural structure. For instance, knockout mice that lack the subunit of the nicotinic acetylcholine receptor have abnormal forms of spontaneous activity during a brief period of development, in turn affecting the activity-dependent refinement of retinocollicular projections [24] .
By considering developmental trajectories, as proposed here, we may gain insights into the relation between evolution and development. The mechanisms by which development tweaks gene expression may offer a principled way to control phenotypic outcomes, with earlier gene alterations leading to large effects compared to later gene alterations. Developmental alterations in gene expression are, however, under strict evolutionary constraints, as large changes in gene expression may jeopardize viability.
In computational work, fitness functions have been used to evaluate the viability of neural systems over a wide range of parameters [55] . However, it is not yet clear how fitness functions relate to evolutionary pressures, including the specific action of genetic, environmental, and intrinsic factors. These factors could become part of the next generation of computational theories, allowing more direct links between development and evolution.
VI. TOWARDS AN OPEN-ENDED, STOCHASTIC DEVELOPMENTAL PROGRAM
What avenues could lead to an integrated computational approach to autonomous development that incorporates biological principles of single neurons as well as large-scale systems? As a starting point, recent models of the adult brain incorporate anatomical constraints and capture broad features of large-scale brain dynamics [52] , [56] . To recast these models in a developmental context, one could begin with an under-developed architecture and explore developmental programs that give rise to appropriate brain circuits. Crucially, such programs should incorporate genes (e.g., molecular gradients), stochastic neural activity, and synaptic plasticity. How these factors are incorporated will depend upon the particular choice of model. For instance, a large-scale model of spiking neurons with STDP [56] could straightforwardly incorporate waves of endogenous activity (4) in early development [34] .
Several questions could be asked with such a model. What programs would give rise to an inside-out development of connectivity (see Section IV)? Would the development of functional connectivity mirror the growth of anatomical connections? How does the development of individual cortical regions affect more global aspects of information processing in the brain? What is the impact of different developmental trajectories on outcomes such as learning and memory in the mature brain?
Computational models could complement experimental data by providing a more complete account of development, unconstrained by the limitations of current technologies. For instance, fMRI can estimate patterns of brain activation, but lacks single-neuron resolution and cannot be employed in early stages of development. More invasive techniques, including two-photon imaging as well as the use of knockout models, allow only limited parallels with human development, in part because of incomplete homologies between humans and other mammals [57] . Computational models composed of large networks of artificial neurons could reach beyond experimental insights by simulating how genes and neural activity contribute to the growth of connectivity from the early stages of development.
When devising such models, one must be cognizant of potential pitfalls, including the over-interpretation of results obtained from abstract models as well as the design of overly complex models that lack testable predictions. Models must strike a balance between abstracting away neurobiological details of neural circuits, and generating precise hypotheses on the role of particular developmental events.
VII. CONCLUSION
In the current work, we have emphasized that developmental programs in the brain are "open-ended," meaning that they are not fixed from the early stages of neural outgrowth. The noisy expression of molecular guidance cues, combined with the stochasticity of spontaneous neural activity, suggest that the developmental program of the brain is highly nondeterministic in nature. One advantage of an open-ended developmental trajectory is that processes at later stages can build upon earlier ones to refine axonal projections (as is the case with activity-dependent mechanisms) or to link together specialized modules with distinct yet complementary functional roles (as is the case with large-scale connectivity).
The success of computational approaches in capturing several aspects of neural development opens prospects for an integrated systems approach leading to embedded models of brain development. This approach will shed light on the causal rules linking genes, connectivity and cognition, serving as both an explanatory and predictive tool.
Because of the open-ended nature of development, computational approaches must focus on processes-chains of events that drive development-and not just a set of deterministic (or seemingly optimal) outcomes.
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