In this paper the problem of discrete and continuous state estimation for a class of uncertain switched LPV systems is addressed. Parameter identification techniques are applied to realize an approximate identification of the scheduled parameters of a switched LPV system with certain uncertainties and/or disturbances. A discrete state estimation is achieved using the parameter identification. A Luenberger-like hybrid observer, based on discrete state information and LMIs approach, is used for the continuous state estimation. The simplicity of the proposed method is one of the main advantages of this paper. The feasibility of the proposed method is illustrated by simulations.
INTRODUCTION
In the last two decades, the linear parameter varying (LPV) systems have received a lot of the attention from the control area [17] . Such a kind of systems was introduced by [25] in order to establish a difference between linear time invariant and linear time varying systems. LPV systems represent a class of linear systems whose state/input matrices depend on a set of time varying parameters which can be measured in real time. For processes with mild nonlinearities or dependence on external variables, it has been shown that LPV equivalent representation offers an attractive modeling framework. The practical use of LPV systems is stimulated by the fact that control design for LPV systems is well known (see, e.g. gain scheduling [23] , µ−synthesis [30] , and linear matrix inequalities (LMIs) based optimal control [24] ) since these systems allow us to apply linear design tools to complex nonlinear models. Closely related to the LPV systems, the switched systems are described by the interaction of continuous and discrete state dynamThis work has been partially presented at 2014 American Control Conference [22] . Corresponding author H. Ríos. ics. This kind of systems has been widely studied during the last decades since they can be used to describe a wide range of physical and engineering systems (see, e.g. [11] ). However, for an LPV system with a large parameter variation region, a single controller may not exist or the numerical routines for solution calculation may fail to converge. If such a controller exist, the performance may be sacrificed, in some parameter regions, trying to design a single controller that is able to act over the whole region. A reasonable approach to avoid this kind of problems is to design several LPV systems and controllers, each of them suitable for a specific parameter subregion, and changing among them to fulfill certain possible performance. Then, such a model belongs to a new kind of systems, switched LPV systems. In this context, the switched LPV systems have attracted the attention of many researchers and many results have been achieved about multi-Lyapunov functions for analysis, controller design, and modelling for such systems (see, e.g. [6] , [15] , [28] where the asynchronous switching estimation problem has been proposed for the first time and the used multiple Lyapunov-like functions approach is allowed to be locally increasable upon which the asynchronous switched filter/observer can be designed, and [29] ). On the control design, the switched LPV control techniques allow us to use different controllers for each parameter subregion and switch among them according to the evolution of the discrete state. This technique is also beneficial in order to improve the control performance and enhance the design flexibility (see, e.g. [7] and [16] ). Nevertheless, most of the switched LPV control approaches are designed taking into account that the discrete state (switching law ) is independent of the system parameters, i.e. it is known. For this reason, the knowledge of the discrete state becomes crucial. For switched systems, the discrete state estimation problem has been dealt with in many works. Usually, an observer scheme is designed to estimate the discrete state and then, based on this information, the continuous one can be reconstructed (see, e.g. based on sliding mode observer approach [1] , [4] , and on algebraic approach [3] ). The reverse procedure can also be applied, i.e. discrete state estimation based on the continuous state information, as it is described by [19] and [21] , based on sliding mode observers. In [27] necessary and sufficient conditions for a linear switched systems to be invertible are proposed, i.e. condition for recovering the switching signal (discrete state) and the input uniquely. However, to the best of our knowledge, the discrete and continuous state estimation problem in switched LPV systems has not been fully tackled yet. Motivated in the previous explanations and by some recent practical applications (active magnetic bearing systems [15] , missile autopilot systems [12] , F-16 aircraft system [16] , wind turbine [10] , and air path system of diesel engine [13] ), in this paper the problem of discrete and continuous state estimation for switched LPV systems is addressed. In such systems the discrete state is unknown, and the system behavior can be represented by the interaction of LPV subsystems with unmeasured vector of time-varying scheduling parameters (continuous dynamics) and some commutation operating modes (discrete dynamics).
Main Contribution: A solution to the problem of discrete and continuous state estimation for a class of switched LPV systems under uncertainties is proposed by means of parameter identification techniques and a Luenberger-like hybrid observer, respectively. Taking into account that the time-varying vector of scheduling parameters is unmeasurable, the basic idea to fulfill the aforementioned goal is as follows: 1) The discrete state estimation is achieved by means of the identification of the system parameters (assuming that the parameters lie on different known regions of the parameter space).
2) The continuous state is estimated by means of a hybrid observer that uses the discrete state information.
For the parameter identification, a simple Least Square Method is proposed. Due to one of the objectives is to obtain a practical solution, a simple algorithm is applied. However, the simplicity of the proposed method is one of the main advantages of this work. For the hybrid observer, a Luenberger-like approach is used based on LMIs. Simulation results illustrate the feasibility of the proposed methods.
Structure of the Paper: Section 2 deals with the problem statement and some preliminaries. In section 3 the parameter identification method is described and the algorithm to estimate the discrete state is given. Section 4 shows how to design an observer to estimate the continuous state. The simulation results are shown in section 5. Finally, some concluding remarks are given in section 6.
Notation: For a vector x ∈ R n , the symbol · ∞ denotes the infinity norm, i.e. x ∞ = max (|x 1 | , ..., |x n |). The Euclidean norm is denoted by · 2 . Let R + = {t ∈ R : t ≥ 0}. For a locally essentially bounded input u : 2 , if t 1 = +∞ then the symbol u will be used. Denote by L ∞ the set of all inputs u that satisfy u < +∞. The convolution operation * , on two functions f and g, is defined as
m×n , the induced matrix norm is defined by Q m = λ max (Q T Q), where λ max is the maximum eigenvalue of Q T Q.
PROBLEM STATEMENT
In this work the following switched LPV system is considered 1 :
where y, u ∈ R, are the output and the input, respectively, generated by the switched LPV system. The term (t) ∈ L ∞ represents uncertainties, disturbances and/or high frequency perturbations (possible effects of the noise in the input/output reflected in y (n) (t)) in the system, and it is considered that the following assumption holds:
The uncertain term (t) is essentially bounded, i.e. ≤ + , where + is a known positive constant.
The so-called "discrete state" σ(t) : R + → Q = {1, ..., q} determines the current system dynamics among the possible q "operating modes". The unknown scheduling parameter is represented by ρ(t) : R + → Θ ⊆ R and it belongs to L ∞ . The parame- In the following, it is assumed that time-varying vector of scheduling parameters is not accessible for measurements and only the domains Ω σ are known for every value of σ in Q. The aim of this paper is to estimate the discrete state σ(t) by the measurements of the output y(t) and input u(t). Then, estimate the continuous state, i.e. y (k) for k = 0, 1, ..., n − 1.
Preliminaries
Define the parameter vector for the discrete state σ as
T ∈ Ω σ . Some definitions for distinguishability and observability of the discrete state are introduced in the following.
Definition 1 Distinguishability of the system. The system (1) is called distinguishable, if for every pair (i, j), the identity y (t, θ(i, ρ(t))) = y(t,θ(j, ρ(t))), ∀t ∈ [t 1 , t 2 ], implies that i = j, and θ,θ ∈ Ω i , for a given input u and i, j ∈ Q, for ∀t ∈ [t 1 , t 2 ].
Definition 2 Observability of the discrete state. The discrete state σ(t) is observable if the system (1) is distinguishable, and θ(σ(t), ρ(t)) ∈ Ω 1 ∩ · · · ∩ Ω q during any time interval (see Fig. 1 ). Fig. 1 depicts the discrete state observability definition. Note that θ(σ(t), ρ(t)) may cross the set Ω 1 ∩ · · · ∩ Ω q for an instant of time, e.g. due to the switchings, but while θ(σ(t), ρ(t)) does not remain in Ω 1 ∩ · · · ∩ Ω q during any time interval, the discrete state will be observable (see Fig. 1 left top case). On the contrary, if θ(σ(t), ρ(t)) belongs to Ω 1 ∩ · · · ∩ Ω q during a time interval (as in Fig. 1 right top case) , the discrete state will not be observable over this time interval.
Description of the Proposed Solution
The system (1) can be written in the regressor form as
where θ (·) ∈ R 1×r is the unknown varying parameter vector, and
is the regressor vector, where r = n + m + 1. It is considered that the following assumption holds. 
The top one illustrates an observable discrete state case with non-empty intersections, i.e. θ(σ(t), ρ(t)) ∈ Ω i ∩ Ω j during any time interval, and the middle one depicts an unobservable discrete state case.
Assumption 2
The time derivative of the parameter vector is essentially bounded, i.e. θ (σ(t), ρ(t)) 2 ≤ θ , for almost all t ≥ 0, with a known positive constant θ .
The discrete state estimation problem can be solved if it is possible to identify the unknown parameter vector θ (σ(t), ρ(t)) under the assumption that the domains Ω σ for all σ ∈ Q are known and the conditions of Definitions 1 and 2 are satisfied for all t ≥ 0.
Remark 1 Note that the main objective is to realize a good discrete state estimation and to do that it is not needed to identify the parameters exactly. It is only necessary to provide an approximate estimation with a sufficiently small error that allows to distinguish between the discrete states (see an example in Fig. 2 ). However, a large error in the parameter identification could yield a considerable error in the continuous state estimation.
DISCRETE STATE ESTIMATION
In the literature there exist many methods to identify constant and varying parameters, and the most popular ones belong to the group of least squares (LS) methods (e.g., non-recursive method of LS, recursive methods of LS, method of weighted LS, exponential forgetting with constant forgetting factor, exponential forgetting with variable forgetting factor, etc.). There exist
with error. In the graph the maximum parameter identification error is represented by the variable δ and the parameter estimation byθLS, so the estimation process will allow us to identify the set of parameters with a bounded estimation error of order δ (sets Ω i δ and Ω j δ ), that is represented by the volume enclosed by dotted line. Note that also many modifications of the LS methods (e.g., method of generalized LS, method of extended LS, method of bias correction, instrumental variables method, etc.), and bayesian method, maximum likelihood methods, extended Kalman filter, modulating functions methods, subspace methods, etc. (see, e.g., [8] and [14] ).
Note that to solve the formulated problem in this paper, it is possible to use any method that allows us to identify the parameters with such a sufficiently small error that it is possible to distinguish the discrete state σ(t). It is necessary to mention that the objective is not to realize a good parameter identification for θ (·) but a good estimation of σ(t). In the following, the used parameter identification method is described.
Description of the Parameter Identification
Consider system (2) and apply the mean value theorem to each entry of θ (σ(t), ρ(t)). Then, (2) can be rewritten, for all t ∈ [t 0 , t 0 + T ], as:
∈ (t 0 , t 0 + T ) represent time varying values for each component of θ (σ(t), ρ(t)), θ (t 0 ) = θ (σ(t 0 ), ρ(t 0 )), and T is a positive constant that defines a time window in which it is expected that the parameter identification is carried out. Note that if the derivatives of the output y(t) and the input u(t) are directly measurable, these values can be entered directly into the regressor vector φ(t) and therefore the classical LS method can be applied directly to estimate
However, the derivatives are not measurable, the parameters are time variant, and there exist some uncertainties, disturbances or/and noise. Therefore, some considerations have to be made.
Firstly, in order to avoid the direct calculation of the derivatives of the output and input, the state variable filter approach is used [8] . The main idea is to filter the output signal y(t) and input signal u(t) with the same stable Butterworth low-pass filter 2 that has the following structure in the Laplace domain:
where p = max(n, m + 1), and the design of the filter parameters λ k is free (stable filter). For example, one can set the design parameters so that F (s) has an arbitrary cut-off frequency ω c , and the form:
with the coefficients being:
• Odd p:
After filtering, system (3), for all t ∈ [t 0 , t 0 + T ], becomes:
where
, and Ξ(t) = f (t) * (t), where f (t) is the impulse response of the filter (4). If it is assumed that the uncertain terms Θ(t) and Ξ(t), are equal to zero, then, post-multiplying by Ψ T (t) and integrating, it is obtained
where T is a positive constant that defines the time window of identification. Thus, the classical LS Method can be applied to estimate the term θ (t 0 ), i.e.
with Υ = t0+T t0
In order to implement (6) it is necessary to construct the new regressor vector Ψ(t) and the term Y (t), with this aim, the state variable filter approach is used.
State Variable Filter Design.
The principle of state variable filters is to use a low-pass filter that damps out the higher frequency noise and transform it into a state space representation, such that the states are the derivatives of the filter output, i.e. the filtered signal. They are designed to suppress any noise above the cut-off frequency.
Consider that the regressor vector has the following structure
The elements of the vector Ψ(t) can be easily obtained as the state variables of the following state space systems, which represent the controllable canonical form of the filter (4), i.e.ẏ
Note that, sinceẏ fp−1 (t) = y fp (t),ẏ fp (t) can be constructed as follows:
For the linear time-invariant systems (7), in the same way for (8) ; assuming that the filter initial conditions are equal to zero, it is possible to express the n and m + 1 transfer functions, respectively, as follows:
In order to calculate the filter transient time ξ is necessary to consider the Laplace transformation existence of the corresponding input filter, i.e. the convergence of ∞ 0 |y(t)| e −αt dt, for α > 0. It is well-known that this integral converges if |y(t)| < Γe t , ∀t > 0, some Γ > 0, and α > ; in the same way for u(t). In this sense, if the corresponding filter input satisfies such a condition then the following procedure is proposed to calculate the filter transient time:
1. Design the parameters for filter (4) 
Y f0 (s), . . . , Y fn−1 (s) and U f0 (s), . . . , U fm (s) (t) , . . . , y fn−1 (t) and u f0 (t), . . . , u fm (t), respectively. 7. Calculate the transient time 4 for each solution, i.e. ξ y0 , . . . , ξ yn−1 and ξ u0 , . . . , ξ um , assuming a tolerance band. 8. Define ξ as the slowest transient time.
Otherwise:
1. Design the parameters for filter (4). 2. Simulate the state space systems (7) and (8) Note that it is possible to modify the corresponding transient times by adjusting the filter parameters (analytically or by simulation). However, there will be a tradeoff between the desired transient time and the corresponding cut-off frequency. It is also worth highlighting two points of the first procedure: 1) this procedure can be applied for any filter input signal with a Laplace domain representation, and 2) most of these signals, for conventional parametric identification, are sinusoidal. Moreover, most of the physically feasible inputs can be expressed as a sum of the basic signals which have a representation in the Laplace domain, i.e. step, ramp, 3 The state space systems (7)- (8) provide p elements, i.e. y f 0 (t), ..., y f p−1 (t), and u f 0 (t), ..., u f p−1 (t), respectively. Nevertheless, only the first n and m + 1 elements will be taken to construct the regressor vector Ψ(t). 4 This transient time does not correspond with the definition of settling time given for linear systems with constant inputs but, for this case, it is possible to calculate it analytically since in general yF (t) = e At yF t (t) + yF p (t), where e At yF t (t) represents the transient of the solution, and yF p (t) the permanent part, i.e. the filtered signal; in the same way for uF (t).
parabola and sinusoidal signals. If this is not the case, it is possible to adjust ξ by trial and error method.
Let us suppose that the following assumptions are satisfied.
Assumption 3
The regressor vector φ is essentially bounded, i.e. φ(t) 2 ≤ φ + , for almost all t ≥ 0, with a known constant φ + > 0.
Assumption 4
The vector Ψ(t) satisfies the following persistent excitation condition:
for some scalars 0 < η 1 ≤ η 2 , for some T > 0, and all t 0 ≥ 0.
Assumptions 3 and 4 make reference to the excitation level. The level of excitation can be calculated on-line by means of many excitation signals which have been extensively studied in the literature (see, e.g. [14] ). Now the following theorem about parameter identification is established.
Theorem 1 Consider system (5) and the LS method (6). Let Assumptions 1-4 be satisfied. Then, after the transient time ξ, the parameter estimation error is bounded, i.e.
whereθ (·) =θ LS (t 0 ) − θ (t 0 ).
Proof. The proof is constructive. Post-multiplying (5) by Ψ(t) and integrating, it is obtained
Solving for θ (t 0 ), it gives
By comparing (6) and (12) the estimation errorθ (t 0 ) has the following form:
The norm of the estimation error is given by:
Taking into account that the term Ψ is known or measurable, its norm can be easily calculated. Moreover, considering the fact that f * g 2 ≤ f 1 g 2 (see, e.g. [2] ), if the Assumption 4 holds, it will be obtained that
Considering the bounds forθ (·) and (t), and Assumption 3, θ (t 0 ) can be written as
Thus, theorem 1 is proven.
Parameter Identification on the Switching Times
It is clear that during the time interval [ξ, t 1 ) the established in the Theorem 1 is true. Nevertheless, on the switching times the condition θ 2 ≤ θ , from Assumption 2, may not be valid, so the estimation error can be higher. However, it is possible to consider the switches (the jumps in the parameter vector) as the beginning of a new process or a change in the initial conditions. Therefore, when a switch happens it is necessary to wait again T + ξ units of time so that the Theorem 1 and its conditions are satisfied and to ensure again that the parameter identification error is bounded by (11) .
Taking into account previous explanations the following minimal dwell time definition and assumption are established.
Definition 3
The minimal dwell time is a constant T δ > 0. A switching signal is said to satisfy the minimal dwell time property if switching times t 1 , t 2 , . . . fulfill the inequality t j+1 − t j ≥ T δ for all j ≥ 1 [11] .
Assumption 5 Assume that the signal σ(t) satisfies the minimal dwell time property, such that t j+1 − t j ≥ T δ > T + ξ + ζ for all j ≥ 1, with a small positive constant ζ.
Discrete State Estimation
Once the parameters estimation is obtained with its corresponding error bound it is possible to use this information to estimate the discrete state. The Algorithm 1 describes the way in which the discrete state is estimated. for all i, j = 1, ..., q such that i = j 8: Note that if the Assumption 5 is satisfied and the discrete state σ(t) is observable according to Definition 2, then the Algorithm 1 provides a finite time estimation. Moreover, ifθ LS (σ(t), ρ(t)) ∈ Ω i δ ∩ Ω i δ , an exact discrete state estimation is achieved.
Discussion about the algorithm
1. The discrete state estimation is carried out by means of the parameter estimationθ LS (·) and the knowledge of the sets Ω σ . However, the key point for discrete state estimation consists of the sets Ω σ δ generated due to the identification error. It has already been defined that the discrete state is observable if every pair (i, j) of systems is distinguishable and θ(σ(t), ρ(t)) ∈ Ω 1 ∩ · · · ∩ Ω q during any time interval.
Nevertheless, sinceθ LS (·) is used to estimate the discrete state, now it is necessary to verify that Fig. 3 . Discrete state estimation. Note that, even though Ω i ∩ Ω j = ∅, the error might produce an intersection Ω i δ ∩ Ω j δ = ∅. However, with only one parameter being out of such an intersection, it will be sufficient to estimate the discrete state correctly.
during any time interval (see Fig. 2 ). Note that it is not possible to predict if such a condition will hold, but it is possible to check it online. In this way, Algorithm 1 foresees such a situation and whenθ LS (·) ∈ Ω 2. An example of the estimation that provides Algorithm 1 is the one that appears in Fig. 4 . Note that it is only possible to ensure that the discrete state estimation is correct after T + ξ + ζ units of time, i.e. the sum of the time identification window plus the filter transient time plus a small positive constant 6 . This is due to the fact that if a switching takes place inside an interval [t j , t j + T + ξ), the parameter identification is in general not correct. Therefore, the assumption on the minimum dwell time had to be considered. 3. Due to one of the objectives is to obtain a practical solution, a simple algorithm is provided. Therefore, the main advantage of the given method is its simplicity. Note that simplicity is not a shortage, it is exactly the inverse since it is possible to obtain a good result without need to use a more complex method. 
CONTINUOUS STATE ESTIMATION
Suppose that system (1) is given in the form (13) where a 1 (·) , . . . , a n−1 (·), and ν 1 (t) ∈ L ∞ an input noise satisfying ν 1 ≤ ν + , with ν + a known positive constant. Based on the realization theory of observability canonical forms, an equivalent state-space form can be written as followṡ
where x ∈ R n , y, u ∈ R are the state vector, the output and the input, respectively. For sake of readability, from now onward A(t) = A (σ(t), θ(t)) and B(t) = B (σ(t), θ(t)). It is considered thatȳ ∈ R is the available measurable output with the noise ν 2 (t) satisfying ν 2 ≤ ν + , just like the input noise. The matrix A δ contains the constant parameter uncertainties a δ 0 , a δ 1 , . . . , a δ n−1 . Matrices A(t), A δ , B(t) and C have corresponding dimensions and the following structure:
It is clear that the state-space realization (14)- (15) is in the observable canonical form. Now, let us describe the continuous state observer design. Consider the following hybrid observeṙ
wherex ∈ R n ,ŷ ∈ R, the design matrix L(·) ∈ R n×1 , and the observer matrices,Â(t) andB(t), are the estimated system matrices obtained by the parameter identification method. The following assumptions ensure the possibility for continuous state estimation.
Assumption 6
The matrices of the system (14) satisfy the following convex sum properties: In order to deduce the matrices A
a convex polytopic method is used (see, e.g. the method given in [18] , which allows us to embed LPV matrices into a convex polytope of constant matrices). This method computes the matrices A
only with the information on the given closed intervals I σ(t) (·) .
Assumption 7
The parameter identification error on the system matrices is bounded, i.e.
where ∆ A (t) = A (t) −Â(t), ∆ B (t) = B (t) −B(t), and δ A , δ B are known positive constants 7 .
7 Note that due to Theorem 1 Assumption 7 is satisfied. Moreover, the constants δA, δB can be calculated based on the known parameter intervals I , and the parameter identification results.
Taking into account the previous explanations, the following theorem can be stated:
Theorem 2 Let the observer (16)- (17) be applied to the system (14)- (15) . Let Assumptions 6-7 be satisfied. If there exist positive definite symmetric matrices Q σ and P σ such that the following equations are satisfied for all σ = 1, . . . , q
where σ > 0 for each σ and ∀i = 1, . . . , k. Then, the continuous state estimation error e = x −x converges exponentially to a neighborhood of the origin:
, and
Proof. The continuous state estimation error has the following structurė
adding and subtracting A (t)x, it is obtaineḋ
Take V σ = e T P σ e. Note that V σ is positive definite and radially unbounded, i.e.
The time derivative of V σ along the trajectories of the system (21) is given bẏ
From Assumption 7 and the well-known inequality
From Assumption 6, (18) and (20), it follows thaṫ
Using (22), it follows thatV σ ≤ −γ v V σ + β * . Note that the solutions of the differential equationsv
Since the series of switching times t 1 + t 2 + . . . converges to infinity as time goes to infinity, the corresponding exponential converges to zero. It follows from the comparison principle [9] that V σ(t) (t) ≤ v σ(t) (t) when V σ (0) ≤ v 0 . From (22) and (23) it is obtained that
Thus, when t → ∞, the error converges to a neighborhood of the origin defined by (19) . Therefore, theorem 2 is proven.
Remark 3 Note that (19) establishes a dependence between the parameter identification and the continuous state estimation error, since a large error in the parameter identification could yield a considerable error in the continuous state estimation.
Observer Gain Design
In this subsection the observer gain L(σ) is synthesized, so that (18) is satisfied. By means of the Schur complement, (18) can be represented by the following LMIs
The observer gain L (σ) and the minimum value σ that satisfy (18) can be obtained by solving the minimization problem based on LMIs (24) subject to P σ = P T σ > 0, Q σ = Q T σ > 0 for all σ = 1, . . . , q. Note that the corresponding value of L (σ) will switch according to the discrete state estimation.
SIMULATION RESULTS
Consider the following LPV switched systems
with u(t) = 3 (sin(10t) + sin(t) + sin(0.1t) + sin(0.01t)), ρ(t) = sin(0.1047t), and (t) = 2 i=0 0.2y (i) (t) + b 0 (·) ν 1 (t) representing disturbances produced by parameter uncertainties and Gaussian noises ν 1 (t), ν 2 , with zero mean and a variance of 0.003 to the input and output, respectively. The unknown varying parameters have the following structure: 
CONCLUSIONS
In this paper the problem of discrete and continuous state estimation for a class of uncertain switched LPV systems is addressed. Parameter identification techniques are applied to realize an approximate identification of the switched LPV system parameters with certain uncertainties and/or disturbances. Making use of the parameter identification it is possible to achieve a discrete state estimation. Based on the discrete state estimation, a Luenberger-like hybrid observer is used for the continuous state estimation and synthesized based on LMIs. The simplicity of the proposed method is one of the main advantages of this paper. The workability of the proposed method is illustrated by simulations. 
