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THE H∞–FUNCTIONAL CALCULUS AND SQUARE
FUNCTION ESTIMATES
NIGEL J. KALTON AND LUTZ WEIS
Abstract. Using notions from the geometry of Banach spaces we intro-
duce square functions γ(Ω, X) for functions with values in an arbitrary
Banach spaceX. We show that they have very convenient function space
properties comparable to the Bochner norm of L2(Ω, H) for a Hilbert
space H . In particular all bounded operators T on H can be extended
to γ(Ω, X) for all Banach spaces X. Our main applications are charac-
terizations of the H∞–calculus that extend known results for Lp–spaces
from [16]. With these square function estimates we show, e. g., that a
C0–group of operators Ts on a Banach space with finite cotype has an
H∞–calculus on a strip if and only if e−a|s|Ts is R–bounded for some
a > 0. Similarly, a sectorial operator A has an H∞–calculus on a sector
if and only if A has R–bounded imaginary powers. We also consider
vector valued Paley–Littlewood g–functions on UMD–spaces.
1. Introduction
In recent years, the H∞–holomorphic functional calculus for a sectorial
operator on a Banach space has played an important role in the spectral
theory of differential operators and its application to evolution equations.
For example, it is an important tool: in the theory of maximal regularity for
parabolic evolution equations (see [8, 20, 52, 55, 65, 68]) and, very recently,
the solution of Kato’s problem ([3]). By now it is known that many systems
of elliptic partial differential operators and Schro¨dinger operators do have
an H∞–calculus ([9, 19, 61]).
It is natural to construct a holomorphic functional calculus for a sectorial
operator A and analytic functions f bounded on a sector Σ containing the
spectrum of A via the Dunford formula
f(A) =
1
2πi
∫
∂Σ
f(λ)R(λ,A)dλ.
However, since the resolvent of a sectorial operator grows like |λ|−1 on ∂Σ
this integral will be a singular integral in general. Therefore M. Cowling,
J. Doust, A. McIntosh and A. Yagi used ideas from harmonic analysis to
characterize the H∞–calculus for sectorial operators A on Lp(Ω)–spaces by
square function estimates of the form
(1)
∣∣∣∣∣∣∣∣(
∞∫
0
|tA(t+A)−2x|2dt
t
)1/2∣∣∣∣∣∣∣∣
Lp(Ω)
≃ ‖x‖Lp(Ω),
1
or, if A is injective and generates an analytic semigroup Tt and n ∈ N,
(2)
∣∣∣∣∣∣∣∣(
∞∫
0
|tnAnTtx|2 dt
t
)1/2∣∣∣∣∣∣∣∣
Lp(Ω)
≃ ‖x‖Lp(Ω)
(for the Hilbert space case see [78], for Lp–spaces [16]). If A = (−∆)1/2 on
Lp(R
n), then (2) reduces to the classical Paley–Littlewood g–functions esti-
mates. It is therefore not surprising that square function estimates proved
to be very useful in the theory of theH∞–calculus and its applications, most
recently in the solution of Kato’s problem ([3]).
In Section 4 and 5 of this paper we introduce a notion of generalized square
functions that will allow us to formulate expressions such as in (1) and (2) on
general Banach spaces. Since in (1) and (2) the function space structure of
Lp is exploited this cannot be done in a straightforward manner; thus, we use
Gaussian random series and the γ–norm of Banach space theory in place of
the lattice structure. We show that these generalized square functions have
the same formal properties as their classical counterparts with respect to
duality, integral transforms such as the Fourier–transform or the Hilbert–
transform, multiplication and convolution operators. An important role
plays here is the notion of R–boundedness (or rather γ–boundedness), which
is also a central notion in some recent work on operator–valued multiplier
theorems, maximal regularity and the H∞–calculus [13, 30, 31, 55, 70, 108].
There are other versions of square functions on Banach spaces in the litera-
ture (see e. g. [28, 43, 55]), which lack some of these properties and therefore
do not seem to be suitable to derive the results of this paper.
In many cases square function estimates can be used to extend Hilbert
space results to the Banach space setting. As an illustration we extend in
Section 5 a characterization of group generators on Hilbert space due to
Boyadzhiev and DeLaubenfels ([11]) to Banach spaces X with finite cotype:
A closed operator A has an H∞–calculus on a vertical strip around the
imaginary axes if and only if A generates a C0–group of operators Tt so that
{e−a|t|Tt : t ∈ R} is R–bounded for some a > 0 (Theorem 6.8). Further-
more, the group Tt itself is R–bounded if and only if its generator A is a
spectral operator in the sense of Dunford and Schwartz (Corollary 6.9). The
underlying square function estimates also allow for the construction of an
operator–valued functional calculus and joint functional calculus. As a con-
sequence, we obtain that the set of operators f(A) generated by a uniformly
bounded set of analytic functions on a strip is R–bounded if X has Pisier’s
property (α) (see Corollary 6.6).
In Section 7 we present characterizations of the H∞–calculus for sectorial
operators in terms of square functions. They give some insight into the gap
between the H∞–calculus and the existence of bounded imaginary powers
(BIP): Again for a Banach space of finite cotype we show that BIP implies
the H∞–calculus for A, if in addition the set of imaginary powers Ait, t ∈
[−1, 1] is R–bounded.
In [16] it was asked whether for a sectorial operator with an H∞–calculus
one always has ωH∞(A) = ω(A), i. e. whether the best angle for the H
∞–
calculus is determined by the angle of sectoriality (see below for definitions).
This is true in Hilbert space [16], but not in a general Banach space. As a
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partial positive result we point out that ωH∞(H) equals the angle of almost
R–sectoriality. Almost R–sectorial operators are introduced here since they
provide a more natural framework for the study of the H∞–calculus than
the stronger notion of R–sectoriality.
The reader will discover a certain analogy between the results in Section
6 and 7. This is explained in Section 8, where we use the logarithm of
a sectorial operator to relate the spectral properties of sectorial operators
and group generators. We compare e. g. R–boundedness conditions for the
resolvents of A and logA and relate the square functions for A and logA.
In Section 9 we come back to the classical Littlewood Paley g–functions
(2) with A = ∆, A = (−∆)1/2 or, more generally generators of diffusion
semigroups. Using our H∞–results we extend them to Bochner spaces
Lp(R
N ,X), 1 < p < ∞, and show that (2) holds if and only if X has
the UMD property. One can view this result as a continuous version of the
well known vector–valued Paley–Littlewood theorem of J. Bourgain ([10]).
These results were obtained independently by T. Hyto¨nen ([47]) by a dif-
ferent method. They extend work of Xu [110], who assumed that X is a
Banach lattice and used a different approach.
Before we consider these Banach space results we recall in Section 2 the
known Hilbert space results and give, in some cases, simplified proofs. We
do this for two reasons: We need proofs reduced to the essentials and as free
as possible of unnecessary Hilbert space luxury to be able to extend them to
the Banach space case. Also these proofs show the workings and essential
properties of square functions that will motivate our general definition in
Section 4. Section 3 serves the same purpose: we show how square functions
in Lp lead to a general approach in the Banach space setting.
These results are part of the larger project [56], which will contain al-
ternative definitions of square functions in terms of Euclidean structures
and, among others, relate results under weaker assumptions on the Banach
spaces.
A first version of this article was circulating among experts since 2002.
The second named author would like to apologize for the long delay until
providing a final version. Because of this unfortunate circumstance, we
would like to mention some papers which built in the meantime on the
results of our article in the three areas: Spectral theory and its applications
to evolution equations [5, 29, 33, 34, 35, 36, 40, 42, 52, 58, 59, 60, 61,
70, 71, 72, 73, 80, 105, 107], harmonic analysis of Banach space valued
functions [7, 45, 46, 47, 48, 49, 50, 51, 59] and stochastic evolution equations
[1, 17, 18, 21, 37, 54, 62, 63, 76, 77, 81, 82, 83, 84, 85, 86, 87, 88, 89, 90, 97,
99, 101, 102, 103, 104, 106].
Notations. We recall now some basic notations and definitions. For a
closed operator A on a Banach space X we denote by A′ the dual operator
on the dual space X ′. X0 denotes the closure of D(A′) in X ′, which is known
to norm X. If X is a Hilbert space we denote by (·|·) the scalar product on
H and by A∗ the Hilbert space adjoint of an operator A.
In this paper a sectorial operator A is closed, injective, has dense domain
D(A) and range R(A). Furthermore, for some σ ∈ (0, π) we have that
σ(A) ⊂ Σ(σ)∪{0}, where Σ(σ) = {λ ∈ C : | arg λ| < σ} and ‖λR(λ,A)‖ ≤ C
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for λ 6∈ Σ(σ). ω(A) is the infimum over all such σ. To define an H∞–calculus
we first consider H∞0 (Σ(σ)) which contains all bounded analytic functions
f on Σ(σ) such that |λ|−ε|f(λ)| is bounded near 0 and |λ|ε|f(λ)| is bounded
for large |λ| for some ε > 0. For f ∈ H∞0 (Σ(σ)) and a sectorial operator A
with ω(A) < σ the Dunford integral
f(A) =
1
2πi
∫
∂Σ(γ)
f(λ)R(λ,A)dλ
exists (where ω(A) < γ < σ) and is linear and multiplicative. We orientate
the curve ∂Σ(γ) always in such a way, that the curve surrounds the interior
of Σ(σ) in a counter clockwise fashion. This functional calculus can also be
extended to
H∞1 (Σ(σ)) =
{
f ∈ H∞(Σ(σ)) : sup
|ϕ|<σ
∞∫
0
|f(eiϕt)|dt
t
<∞}.
We say that A admits anH∞(Σ(σ))–functional calculus if there is a constant
C, such that
‖f(A)‖ ≤ C‖f‖H∞(Σ(σ)) for all f ∈ H∞0 (Σ(σ)).
By ωH∞(A) we denote the infimum over such σ. The following conver-
gence lemma from [16] is used often: If A has an H∞–calculus and fn, f ∈
H∞(Σ(σ)) are uniformly bounded and fn(λ) → f(λ) for λ ∈ Σ(σ) then
fn(A)x→ f(A)x for all x ∈ X.
For a sectorial operator we can define Ais, s ∈ R, as closed operators in
the sense of fractional powers, see e. g. [57]. We say that A has bounded
imaginary powers (BIP) if these operators Ais extend to bounded operators
on X. ω(Ais) is the growth bound of the group Ais.
In connection with group generators we also need operators of strip–type.
They are again closed injective with dense domain and range but their spec-
trum is contained in a strip S(a) = {λ : |Reλ| < a} and R(λ,A) is bounded
outside S(a). Denote by w(A) the infimum over such a.
Let H∞0 (S(a)) be the space of all bounded analytic functions on S(a),
so that |λ|1+ε|f(λ)| is bounded for large |λ| for some ε > 0. Then, for an
operator A of strip–type, we can define an H∞(S(a))–calculus for a > w(A)
in the same way we defined an H∞–calculus on Σ(σ) above (see e. g. [38, 39]
for details). Again wH∞(A) is the infimum over such a. We will also need
the space
H∞1 (S(a)) =
{
f ∈ H∞(S(a)) : sup
|b|<a
∞∫
−∞
|f(b+ it)|dt <∞}.
A set τ ⊂ B(X,Y ) of operators is called R–bounded if there is a constant
C so that for all T1, . . . , Tm ∈ τ and x1, . . . , xm ∈ X
(3)
(
E
∣∣∣∣∣∣∣∣ m∑
n=1
rnTnxn
∣∣∣∣∣∣∣∣2
Y
)1/2
≤ C
(
E
(∣∣∣∣∣∣∣∣ m∑
n=1
rnxn
∣∣∣∣∣∣∣∣
X
)2)1/2
where (rn) is the sequence of Rademacher functions. If we replace the
Rademacher functions in inequality (3) by a sequence (gn) of independent,
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N(0, 1)–distributed Gaussian variables, then the resulting property of τ is
called γ–boundedness. The smallest constant C for which (3) holds is called
the R–bound (γ–bound) of τ . If Tt is a group we consider the growth bound
ωR(Tt) = inf{w : e−w|t|Tt is R–bounded}
and similarly we define ωγ(Tt). If X has finite cotype, then the notions of
R–boundedness and γ–boundedness are equivalent since in this case there
is a constant C such that for x1, . . . , xn ∈ X (cf. [22] 12.11, 12.27)
1
C
(
E
∣∣∣∣∣∣∣∣∑
k
gkxk
∣∣∣∣∣∣∣∣2)1/2≤(E∣∣∣∣∣∣∣∣∑ rkxk∣∣∣∣∣∣∣∣2)1/2≤C(E∣∣∣∣∣∣∣∣∑ gkxk∣∣∣∣∣∣∣∣2)1/2.
A Banach space has type p, p ∈ [1, 2], if there is a constant C such that for
all x1, . . . , xm ∈ X,m ∈ N, we have(
E
∣∣∣∣∣∣∣∣ m∑
n=1
rnxn
∣∣∣∣∣∣∣∣2)1/2 ≤ C( m∑
n=1
‖xn‖p
)1/p
.
The cotype q, q ∈ [2,∞), of a Banach space is defined similarly by the
reverse inequality( m∑
n=1
‖xn‖q
)1/q
≤ C
(
E
∣∣∣∣∣∣∣∣ m∑
n=1
rnxn
∣∣∣∣∣∣∣∣2)1/2.
Finally we say that X has property (α) (see [93]), if for two independent
sequences (rn), (r
′
n) of Rademacher sequences there is a constant C so that
for all xij ∈ X and |aij | ≤ 1(
EE
∣∣∣∣∣∣∣∣∑
ij
rir
′
jaijxij
∣∣∣∣∣∣∣∣2)1/2 ≤ C(EE∣∣∣∣∣∣∣∣∑
ij
rir
′
jxij
∣∣∣∣∣∣∣∣2)1/2.
A Banach lattice with finite cotype has always property (α). A uniformly
convex space has always finite cotype and a type larger than 1 (cf. [22]).
Hence a space Lr(Ω) with 1 < r < ∞ has cotype q = min{r, r′} < ∞, type
p = max{r, r′} > 1 and property (α).
A Banach space X is called a UMD–space, if all X–valued martingale
difference sequences converge unconditionally. An equivalent property which
is more relevant for the present paper is that the Hilbert transform H on
L2(R) has a bounded tensor extension H ⊗ I to L2(R,X). For unexplained
Banach space notation we refer to [96] and [22].
2. The Hilbert space case
In this section we recall the characterization of H∞–calculus of a sectorial
operator A on a Hilbert space H in terms of square functions such as
‖x‖A =
( ∞∫
0
‖A1/2R(−t, A)x‖2dt
)1/2
= ‖A1/2R(·, A)x‖L2(R−,H).
The point is to motivate our study of more general square functions on
Banach spaces in the following sections and to construct proofs that are
simple enough so that they generalize to the Banach space setting. For
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that purpose we would like to emphasize that we use only the following
elementary properties of L2(I,H):
(S1) If f, g ∈ L2(I,H) then |(f |g)| ≤ ‖f‖L2(I,H) · ‖g‖L2(I,H).
(S2) If t ∈ I → N(t) ∈ B(H) is strongly measurable and bounded (with
respect to the operator norm) then
‖N(·)f(·)‖L2(I,H) ≤ sup
t∈I
‖N(t)‖ · ‖f(·)‖L2(I,H).
(S3) For S ∈ B(L2(I)) putS
( n∑
j=1
fj⊗xj
)
=
n∑
j=1
S(fj)⊗xj for fj ∈ L2(I)
and xi ∈ H. Then S extends to a bounded operator from L2(I,H)
to L2(I,H) and ‖S ‖ ≤ ‖S‖.
(For a proof of (S3) see e. g. [61] Lemma 11.11.) In particular, for
Sf(t) = Ff(t) = 1√
2pi
∫
e−istf(s)ds
we obtain the vector–valued Plancherel–identity:
‖Ff‖L2(R,H) = ‖f‖L2(R,H).
The following theorem is due to A. McIntosh [16, 78], but we give a different
proof:
2.1. Theorem. For a sectorial operator A on a Hilbert space H the following
are equivalent:
a) A has bounded imaginary powers (BIP) and for one (all) σ ∈ (ω(A), π]
there is a constant C1 with
‖Ais‖ ≤ C1eσ|s|.
b) For one (all) ω with |ω| ∈ (ω(A), π] there is a constant C2 such that for
all x ∈ H ( ∞∫
0
‖A1/2R(teiω, A)x‖2dt
)1/2
≤ C‖x‖,
and ( ∞∫
0
‖(A∗)1/2R(teiω, A)∗x‖2dt
)1/2
≤ C‖x‖.
c) For one (all) ω with |ω| ∈ (ω(A), π] there is a C3 such that for all x ∈ H
1
C3
‖x‖ ≤
( ∞∫
0
‖A1/2R(eiωt, A)x‖2dt
)1/2
≤ C3‖x‖.
d) A has an H∞(Σ(σ))–calculus for one (all) σ ∈ (ω(A), π].
Proof. First we fix σ and ω with ω(A) < σ < ω ≤ π and show that a) =⇒
b) =⇒ c). For fixed ω(A) < ω < σ ≤ π we have that c) =⇒ d) =⇒ a).
In the last part of the proof we show that b) holds for all ω > ω(A) if it
holds for one such ω. Together with the implications proved before this will
complete the proof.
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a) =⇒ b) For y ∈ R(A) we use a well known representation of fractional
powers of A (cf. [57])
Ais−
1
2 y =
sin(π(is − 12))
π
∞∫
0
tis−
1
2 (t+A)−1ydt.
For x ∈ R(A1/2) ∩ D(A1/2) and y = A1/2x, it follows that
Aisx =
cosh(πs)
π
∞∫
0
tis[t1/2(t+A)−1A1/2x]
dt
t
and if we replace A by the sectorial operator e−iθA with θ < π − σ
(1)
π
cosh(πs)
eθsAisx =
∞∫
0
tis[ei
θ
2 t1/2A1/2(eiθt+A)−1x]
dt
t
.
With the substitution t = eu we get
πeθs
cosh(πs)
Aisx =
∞∫
0
eius[ei
θ
2 eu/2(eiθeu +A)−1A1/2x]du.
Since cosh(πs) ∼ epi|s| the left hand side is in L2(R,H) and the Plancherel
identity for H–valued functions cf. (S3) gives( ∞∫
0
‖A1/2(eiθt+A)−1x‖2dt
)1/2
=
( ∞∫
−∞
‖eu/2(eiθeu +A)−1A1/2x‖2du
)1/2
≤ π√
2π
( ∞∫
−∞
∣∣∣∣∣∣∣∣ eθscosh(πs)Aisx
∣∣∣∣∣∣∣∣2ds)1/2 ≤ C2‖x‖
by the assumption on Ais. For ω = π−θ we have (eiθt+A)−1 = −R(e−iωt, A)
and the claim follows.
b) =⇒ c) For x ∈ R(A) ∩ D(A) we have
eiω
∞∫
0
AR(eiωt, A)2xdt = lim
r→∞[−AR(e
iωt, A)x]r1
r
= x.
Hence for any y ∈ H with ‖y‖ ≤ 1
(x|y) = eiω
∞∫
0
(AR(eiωt|A)2x, y)dt
= eiω
∞∫
0
(A1/2R(eiωt, A)x|(A∗)1/2R(e−iωt, A∗)y)dt
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and using (S1)
|(x|y)| ≤
( ∞∫
0
‖A1/2R(eiωt, A)x‖2dt
)1/2( ∞∫
0
‖(A∗)1/2R(e−iωt, A∗)y‖2dt
)1/2
≤
( ∞∫
0
‖A1/2R(eiωt, A)x‖2dt
)1/2
C2‖y‖.
Together with b) we obtain
1
C2
‖x‖ ≤
∣∣∣∣∣∣∣∣(
∞∫
0
‖A1/2R(eiωt, A)x‖2dt
)1/2∣∣∣∣∣∣∣∣ ≤ C2‖x‖.
c) =⇒ d) Choose σ and ω with ω(A) < ω < σ. For f ∈ H∞0 (Σ(σ)) and
| arg µ| = ω we calculate using the resolvent equation
A1/2R(µ,A)f(A) =
1
2πi
∫
∂Σ(ω)
f(λ)A1/2R(µ,A)R(λ,A)dλ
=
(
1
2πi
PV
∫
∂Σ(ω)
f(λ)
λ− µdλ
)
A1/2R(µ,A)
− 1
2πi
PV
∫
∂Σ(ω)
f(λ)A1/2R(λ,A)
λ− µ dλ
= f(µ)A1/2R(µ,A)−K[f(·)A1/2R(·, A)](µ)
by Cauchy’s theorem and using the notation
KG(µ) =
1
2πi
PV
∫
∂Σ(ω)
G(λ)
λ− µdλ, µ ∈ ∂Σ(ω).
K is a variant of the Hilbert transform and a bounded operator on L2(∂Σ(ω)).
By (S3) we have for g ∈ L2(∂Σ(ω),H)∫
∂Σ(ω)
‖Kg(µ)‖2d|µ| ≤M2
∫
∂Σ(ω)
‖g(λ)‖2d|λ|.
From this and c), it follows for x ∈ D(A) that
‖f(A)x‖H ≤ C3‖A1/2R(·, A)[f(A)x]‖L2(∂Σ(ω),H)
≤ C3‖f(·)A1/2R(·, A)x‖L2(∂Σ(ω),H)
+ C3M‖f(·)A1/2R(·, A)x‖L2(∂Σ(ω),H)
≤ C3(1 +M)‖f‖H∞(∂Σ(ω))‖A1/2R(·, A)x‖L2(∂Σ(ω),H)
≤ C4‖x‖‖f‖∞.
d) =⇒ a) is clear since sup{|λit| : λ ∈ Σ(σ)} ≤ eσ|t|.
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Finally we show that we can choose ω > ω(A) freely. Consider ν and ω
with |ν|, |ω| > ω(A). The resolvent equation implies that
(2) A1/2R(teiω, A) = [I + (eiν − eiω)tR(teiω, A)]A1/2R(teiν , A).
Since the factor in square brackets is bounded on R+, we obtain
∞∫
0
‖A1/2R(teiω, A)x‖2dt ≤ C
∞∫
0
‖A1/2R(teiν , A)x‖2dt.
The same argument applies to A∗.

Boyadzhiev and deLaubenfels have shown in [11] that a group generator
on a Hilbert space has an H∞–calculus on a strip. We give a proof using
square functions which is a variant of the proof of Haase [39]. (Condition c)
may be new.)
2.2. Theorem. For an operator A of strip–type on a Hilbert space, the
following conditions are equivalent:
a) A generates a strongly continuous group Tt on H.
b) There is a constant C <∞ so that for one (all) b > ω(A)( ∞∫
−∞
‖R(±b+ it, A)x‖2dt
)1/2
≤ C‖x‖,
for x ∈ H( ∞∫
−∞
‖R(±b+ it, A)∗x‖2dt
)1/2
≤ C‖x‖.
c) There is a constant C <∞ so that for one (all) b > ω(A)
1
C
‖x‖ ≤
( ∫
∂S(b)
‖R(λ,A)x‖2d|λ|
)1/2
≤ C‖x‖, x ∈ H.
d) A has an H∞(S(a))–functional calculus for one (all) a > w(A).
Furthermore, we have wH∞(A) = w(A) = ω(Tt).
Proof. a) =⇒ b) Since e. g. R(b + it, A)x =
∞∫
0
e−(b+it)sTsxds for b > ω(Tt)
the claim follows from the vector–valued Plancherel identity. If we have
condition b) for one b > ω(A) we obtain it for every other β > w(A) using
the resolvent equation. Since
R(β + it, A) = [I + (b− β)R(β + it, A)]R(b + it, A)
we get
‖R(β+i·, A)x‖L2(H) ≤ [1+|b−β| sup
t
‖R(β+it, A)‖]‖R(b+i·, A)x‖L2 (H).
b) =⇒ c) Let ̺n ∈ H∞0 (S(α)) with ‖̺n‖ ≤ 1, ̺n(λ) → 1 and ̺ ∈
H∞0 (S(α)) with R(̺(A)) dense. Then for x ∈ R(̺(A)) the convergence
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lemma implies lim
n
̺n(A)x = x and from
̺n(A)x =
1
2πi
∫
∂S(α)
̺n(λ)R(λ,A)xdλ
we obtain for n→∞
x =
1
2πi
∫
∂S(α)
R(λ,A)xdλ =
1
2π
∞∫
−∞
[R(α+ it, A)x−R(−α+ it, A)x]dt
= −α
π
∞∫
−∞
R(α+ it, A)R(−α + it, A)xdt.
Hence for y ∈ H using (S2)
|(y|x)| ≤ α
π
∫ ∞
−∞
(R(α+ it, A)∗y|R(−α+ it, A)x)dt
≤ α
π
‖R(α+ i·, A)∗y‖L2(H) · ‖R(−α+ i·, A)x‖L2(H)
≤ α
π
C‖R(−α+ i·, A)x‖L2(H)‖y‖.
Since y ∈ H was arbitrary the lower estimate of c) follows.
We can get from one b > w(A) using the same trick as in a) =⇒ b).
c) =⇒ d) Let a > b, where b is as in c). For f ∈ H∞0 (S(a)) we observe
that for µ ∈ ∂S(b)
R(µ,A)f(A) =
1
2πi
PV
∫
∂S(b)
f(λ)R(µ,A)R(λ,A)dλ
=
1
2πi
PV
∫
∂S(b)
f(λ)
λ− µdλR(µ,A) +
1
2πi
PV
∫
∂S(b)
f(λ)R(λ,A)
λ− µ dλ
= f(µ)R(µ,A) +
1
2i
H0[f(·)R(·, A)](µ)
where H0 is the Hilbert transform on L2(∂S(b)). If H is the extension of H0
to L2(∂S(b),H), we obtain with c), (S2) and (S3)
1
C
‖f(A)x‖ ≤ C‖R(·, A)f(A)x‖L2(∂S(b),H)
≤ ‖f(·)R(·, A)x‖L2(∂S(b),H) +
1
2
‖H‖‖f(·)R(·, A)x‖L2(∂S(b),H)
≤ ‖f‖H∞(S(a))
(
1 +
1
2
‖H0‖
)
‖R(·, A)x‖L2(∂S(b),H)
≤ C‖f‖H∞(S(a))‖x‖.
d) =⇒ a) Since sup{|etλ| : λ ∈ S(a)} ≤ ea|t| the H∞–calculus implies that
A generates a group. The strong continuity follows from the convergence
lemma. 
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2.3. Remark. Following the argument b)⇒ c)⇒ d), we obtain the estimate
‖f(A)‖ ≤ 2C
2
3π
a · ‖f‖H∞(S(a)),
where C is the constant in condition b).
3. Square functions in Lq–spaces
Next we consider the classical square functions known from harmonic
analysis.
Let (Ω, µ) be a σ–finite measure space and I ⊂ R an interval. A function
f : I → Lq(Ω, µ), 1 < q <∞, may be viewed as a measurable function f˜ on
I×Ω with f˜(t, ω) = f(t)(ω) a. e. (by Fubini’s theorem, cf. [24], Sect. III.1.1.).
For this function f˜ we may ask whether it is finite with respect to the norm
Lq(Ω, L2(I)) which we will call the square function norm of f and denote
by
(1) ‖f‖Lq(Ω,L2(I)) =
∣∣∣∣∣∣∣∣(∫
I
|f(t)(·)|2dt
)1/2∣∣∣∣∣∣∣∣
Lq(Ω)
∈ [0,∞].
By Fubini’s theorem we have of course that L2(Ω, L2(I)) = L2(I, L2(Ω)).
Hence this norm extends the square functions considered in Section 2.
We will be interested in functions of the form f(t) = A1/2R(−t, A)x or
f(t) = tn−
1
2AnTtx on R+. If A = −∆ or A = (−∆)1/2 on Lq(RN ) one
obtains the classical Paley–Littlewood g–functions (see e. g. [100]). In [16]
such square functions were used for the first time for a general approach to
the H∞–calculus in Lq(Ω) spaces.
To make sure that such expressions make sense, at least for x in a dense
subspace of X, one may use the following observation:
3.1. Remark. Assume that f : [0, b]→ Lq(Ω) is continuously differentiable.
Then
‖f‖Lq(Ω,L2(I)) ≤
b∫
0
s1/2‖f ′(s)‖Lq(Ω)ds+ b1/2‖f(b)‖Lq(Ω).
Indeed, we write
f(t, ·) = f(b, ·)−
∫ b
0
χ[0,s](t)f
′(s, ·)ds
so that by taking the Lq(L2) norm with respect to the variable t ∈ (0, b),
we obtain the above inequality.
3.2. Example. a) Let A generate an exponentially stable semigroup Tt on
X with ω(Tt) < 0. Then we have for x ∈ D(A)
‖Ttx‖Lq(Ω,L2(I)) ≤ C‖Ax‖
‖R(i·, A)x‖Lq (Ω,L2(I)) ≤ C‖Ax‖.
b) For a sectorial operator A on X we have for x ∈ D(A) ∩R(A)
‖A1/2R(−t, A)x‖Lq(Ω,L2(I)) ≤ C(‖Ax‖+ ‖A−1x‖+ ‖x‖).
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If ω(A) < pi2 then A generates an analytic semigroup Tt and for x ∈ D(A) ∩R(A)
‖t−1/2(tA)nTtx‖Lq(Ω,L2(I)) ≤ C(‖Ax‖+ ‖A−1x‖+ ‖x‖).
Hence such square functions are finite at least for x in a dense subset D
such as D(A) or D(A)∩R(A). If one can now establish for x ∈ D better esti-
mates of the form ‖A1/2R(−t, A)x‖Lq(Ω,L2(I)) ≤ C‖x‖, then one can extend
the continuous embedding x ∈ D → Jx = AR(−t, A)x ∈ Lq(Ω, L2[0, b]) to
all of Lq(Ω).
Proof. a) Indeed in the first formula t1/2‖ ddtTtx‖ = t1/2‖Tt(Ax)‖ is integrable
on R+ and t
1/2Ttx→ 0 for t→∞. So we can apply 3.1 The second estimate
follows from the first, since R(i·, Ax) = F(T(·)x) by (S3) below.
b) For a sectorial operator A it is well known that sup
t
‖t1/2f(t)‖ <∞ for
f(t) = A1/2R(−t, A)x. Also
‖t1/2f ′(t)‖ = ‖t1/2R(−t, A)2(A1/2x)‖ . t−3/2‖A1/2x‖
‖t1/2f ′(t)‖ = ‖t1/2[tR(−t, A)2(A−1/2x)−R(−t, A)(A−1/2x)]‖
. t−1/2‖A−1/2x‖.
If we use the first estimate for large t and the second for small t we see that
‖t1/2f ′(t)‖ is integrable and 3.1 applies.
If ω(A) < pi2 then sup
t>0
‖tnAnTt‖ < ∞ and we can apply 3.1 in a similar
way. 
These square functions still share the basic properties (S1), (S2) and (S3)
of Section 2, but with one important difference: In (S2) we have to replace
the boundedness of N(t) by R–boundedness. More precisely
(S1) If f ∈ Lq(Ω, L2(I)) and g ∈ Lq′(Ω, L2(I)) with 1q + 1q′ = 1, then
| < f, g > | ≤ ‖f‖Lq(Ω,L2(I))‖g‖Lq′ (Ω,L2(I)).
(S2) If t ∈ I → N(t) ∈ B(Lq) is strongly continuous and R–bounded,
then
‖N(t)f(·)‖Lq(Ω,L2(I)) ≤ R(N(t) : t ∈ I)‖f(·)‖Lq(Ω,L2(I)).
(S3) For a bounded operator S : L2(I) → L2(I) put S
( n∑
j=1
fj ⊗ xj
)
:=
n∑
j=1
S(fj) ⊗ xj for fj ∈ L2(I) and xj ∈ Lq(Ω). Then S extends to
a bounded operator S : Lq(Ω, L2(I)) → Lq(Ω, L2(I)) with ‖S ‖ ≤
‖S‖L2(I).
(S1) is clear, (S2) is checked in [109], and (S3) follows by direct calculation
from the definition. Recall that a sequence Tj of operators on Lq(Ω) is
R–bounded if and only if there is a constant C < ∞ such that for all
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(xj) ⊂ Lq(Ω)∣∣∣∣∣∣∣∣(∑
j
|Tjxj(·)|2
)1/2∣∣∣∣∣∣∣∣
Lq(Ω)
≤ C
∣∣∣∣∣∣∣∣(∑
j
|xj(·)|2
)1/2∣∣∣∣∣∣∣∣
Lq(Ω)
.
Having these properties in mind we could easily extend the proofs of
Section 2 to the Lp–case and recover the characterization of theH
∞–calculus
in terms of square functions from [16] or prove the following new results:
3.3. Theorem. A sectorial operator A on Lq(Ω), 1 < q <∞, has an H∞–
calculus if and only if A has BIP and {e−a|t|Ait : t ∈ R} is R–bounded for
some a ∈ [0, π). Furthermore, ωH∞(A) = ωR(Ait).
3.4. Theorem. An operator A of strip–type on Lq(Ω), 1 < q < ∞, has an
H∞–calculus on a strip if and only if A generates a C0–group such that
{e−b|t|Tt : t ∈ R} is R–bounded for some b > 0. Furthermore, wH∞(A) =
ωR(Tt).
Instead of proving these results now we will first introduce generalized
square functions on Banach spaces and then present our proofs in this more
general setting. A reader premarily interested in the Lp–case, can easily
interpret these arguments in terms of the square functions defined above.
Since Lp–spaces with 1 < p < ∞ have non–trivial type and cotype and
property (α), no additional assumptions are necessary in this case.
To motivate our general definition of square function in the next section,
we reformulate (1):
3.5. Discussion. To a function f ∈ Lq(Ω, L2(I)),Ω ⊂ RN , we can associate
an operator uf : L2(I)→ Lq(Ω) by
uf (h) =
∫
I
f(t)h(t)dt, h ∈ L2(I).
If (en) is an orthonormal basis of L2(I), then so is (en) and for a continuous
f on I × Ω, we calculate for a fixed w(∫
I
|f(t)(ω)|2dt
)1/2
=
(∑
n
| < f(·)(ω), en > |2
)1/2
=
(∑
n
|[uf (en)](ω)|2
)1/2
=
(
E
∣∣∣∣∑
n
gn[uf (en)](ω)
∣∣∣∣2)1/2
= Cq
(
E
∣∣∣∣∑
n
gn[uf (en)](ω)
∣∣∣∣q)1/q
where (gn) is a Gaussian sequence. Taking norms in Lq(Ω) and using Fubini’s
theorem we obtain∣∣∣∣∣∣∣∣(∫
I
|f(t)|2dt
)1/2∣∣∣∣∣∣∣∣
Lq(Ω)
= Cq
(
E
∣∣∣∣∣∣∣∣∑
n
gnuf (en)
∣∣∣∣∣∣∣∣q
Lq(Ω)
)1/q
≃ C ′q
(
E
∣∣∣∣∣∣∣∣∑
n
gnuf (en)
∣∣∣∣∣∣∣∣2
Lq(Ω)
)1/2
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where we used Kahane’s inequality for the last estimate. Note that the last
expression makes sense in every Banach space.
3.6. Remark. Let X be a Banach function space on (Ω, µ) which is q–
concave for some q <∞ in the sense of [75], Def. 1.d.3. Then we can replace
Fubini’s theorem in the above calculation by a result of Maurey (see [75],
1.d.6) and still obtain that∣∣∣∣∣∣∣∣(∫
I
|f(t)(·)|2dt
)1/2∣∣∣∣∣∣∣∣
X
≃ E
(∣∣∣∣∣∣∣∣∑
n
gnuf (en)
∣∣∣∣∣∣∣∣2)1/2.
Hence in q–concave function spaces the classical square functions (they were
used e. g. in [65]) are also equivalent to the generalized square functions to
be introduced in the next section.
4. Generalized square functions
In this section H is always a Hilbert space and denote by (·|·) its scalar
product. If X is a Banach space, we will need on occasion the Banach
space dual u : X ′ → H ′ of operators u ∈ B(H,X). To avoid notational
complications we fix a bilinear map < ·, · >H on H × H so that ‖x‖H =
sup{< x, y >H : ‖y‖H ≤ 1} and ‖y‖ = sup{< x, y >H : ‖x‖H ≤ 1}, so that
we can identify the Banach space dual H ′ with H via this duality. If (ej) is
an orthonormal basis of H we can e.g. choose
< x, y >=
∑
j
< x, ej >< y, ej > .
Of course, < ·, · > is only determined up to unitary maps of H, but
if H = L2(Ω, µ) we always choose < f, g >=
∫
f(ω)g(ω)dµ(ω). For S ∈
B(H,X) we denote by S′ the Banach space dual S′ ∈ B(X ′,H) with respect
to the duality < ·, · >H . For S ∈ B(H), we also define S′ ∈ B(H) by
< Sh, g >=< h,S′g > and distinguish this adjoint from the Hilbert space
adjoint S∗ which is determined by the scalar product (·|·). If X = L2(Ω, µ),
then S′h = S∗(h). u =
∑
xi ⊗ hi with xi ∈ X and hi ∈ H stands for the
operator u(h) =
∑
i < h, hi >H xi.
For our treatment of generalized square functions we need some notions
from Banach space theory. Recall that (gn) is an independent sequence
of standard Gaussian variables. (gn) is supposed to be complex if H is a
complex Hilbert space.
4.1. Definition. Let H be a Hilbert space and X a Banach space. We
denote by γ+(H,X) the space of all linear operators u : H → X such that
‖u‖γ = sup
N∈N
(
E
∣∣∣∣∣∣∣∣ N∑
n=1
gnu(en)
∣∣∣∣∣∣∣∣2)1/2 <∞.
Here the sup is taken over all finite orthonormal system (en) in H.
By γ(H,X) we denote the closure of the finite dimensional operators in
γ+(H,X). The space γ(H,X) and its norm play an important role in the
geometry of Banach spaces (cf [96], p.35ff) and in the theory of cylindri-
cal Gaussian measures on Banach spaces (see e.g. [74]). However, in this
literature the notation l(H,X) instead of γ(H,X) is used.
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4.2. Remark. a) If X does not contain c0, then γ+(H,X) = γ(H,X) by a
result of Kwapien [64].
b) Let H be separable and (ej) an orthonormal basis of H. If u ∈ γ(H,X)
then
‖u‖γ =
(
E
∣∣∣∣∣∣∣∣∑
j∈N
gju(ej)
∣∣∣∣∣∣∣∣2)1/2.
c) By Kahane’s inequality ([67]), one can define on γ+(H,X) equivalent
norms
‖u‖γ,p = sup
N∈N
(
E
∣∣∣∣∣∣∣∣ N∑
j=1
gju(ej)
∣∣∣∣∣∣∣∣p)1/p
for 1 < p <∞.
This expression is independent of the choice of (ej) thanks to the following
ideal property of γ(H,X) applied to unitary operators on H:
4.3. Proposition. For T ∈ B(X,Y ), u ∈ γ(H2,X) and v ∈ B(H1,H2) the
composition Tuv ∈ γ(H1, Y ) and
‖Tuv‖γ ≤ ‖T‖ · ‖u‖γ · ‖v‖.
Proof. For a finite orthonormal system (en)
m
n=1 in H1 choose a finite or-
thonormal system (fn)
m
n=1 in H2, so that v(ei) ∈ span (f1, . . . , fm) for
i = 1, . . . , n. Then there are (aij)i,j=1,...,m so that Pv
∗fi =
m∑
j=1
aijej , where
P is the orthogonal projection onto span (e1, . . . , em). Then
uv(en) = u
( m∑
i=1
(fi|ven)fi
)
=
m∑
i=1
ainu(fi).
Hence by Corollary 12.17 in [22] (or by the complex version) we obtain
E
∣∣∣∣∣∣∣∣∑
n
gnTuv(en)
∣∣∣∣∣∣∣∣2 ≤ ‖T‖2E∣∣∣∣∣∣∣∣∑
n
gn
( n∑
i=1
ainufi
)∣∣∣∣∣∣∣∣2
≤ ‖T‖2 · ‖Pv∗‖2E
∣∣∣∣∣∣∣∣∑
n
gnu(fn)
∣∣∣∣∣∣∣∣2 ≤ ‖T‖2‖v‖2‖u‖2γ .

We would like to extend an operator S ∈ B(H1,H2) to an operator S⊗ :
γ(H1,X)→ γ(H2,X), so that for a finite dimensional operator u =
∑
xi⊗hi
with xi ∈ X,hi ∈ H1 we have
S⊗(u) =
∑
xi ⊗ Shi
and hence for g ∈ H2
S⊗(u)(g) =
∑
xi < S
′g, hi >= (u ◦ S′)(g)
This is possible by 4.3.
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4.4. Proposition. Let S ∈ B(H1,H2). Then the operator
S⊗ : γ(H1,X)→ γ(H2,X), S⊗(u) = u ◦ S′
defines a bounded operator with ‖S⊗‖ ≤ ‖S‖. Moreover, for all x′ ∈ X ′ and
u ∈ γ(H1,X)
< S⊗u, x′ >X= S(< u, x′ >X)
as functionals on H2.
Proof. The norm estimate follows from the ideal property 4.3. We have for
u ∈ γ(H1,X) x′ ∈ X ′ and h ∈ H2
[< S⊗u, x′ >X ](h) =< S⊗u(h), x′ >X=< u(S′h), x′ >X
=< S′h, u′(x′) >H=< h,S(u′(x′)) >H= [S(< u, x′ >X)](h).

Let (Ω,Σ, µ) be a σ–finite measure space and X a Banach space. By
P2(Ω, µ,X) we denote all Bochner–measurable functions f : Ω→ X, so that
< f, x′ >X∈ L2(Ω, µ) for all x′ ∈ X ′. For f ∈ P2(Ω, µ,X) we can define an
operator uf ∈ B(L2(Ω, µ),X) so that for h ∈ L2(Ω, µ) and x′ ∈ X ′
< ufh, x
′ >X=
∫
Ω
< f(ω), x′ >X h(ω)dµ(ω).
(By the uniform boundedness principle this formula defines a bounded op-
erator uf : H → X ′′ . If f is bounded on supph and µ(supph) < ∞, then
the Bochner integral ufh =
∫
f(ω)h(ω)dµ(ω) belongs to X. Since such h
are dense in L2(Ω, µ) we conclude that the range of uf is contained in X.)
Now we can introduce our square function norm.
4.5. Definition. Let f ∈ P2(Ω,X) and uf as above. Then if uf ∈
γ+(L2(Ω),X) we define
‖f‖γ(Ω,X) := ‖uf‖γ(L2(Ω),X).
The space of all f for which uf ∈ γ+(L2(Ω),X) (or uf ∈ γ(L2(Ω),X)) we
denote by γ+(Ω, µ,X) (or γ(Ω, µ,X)).
If Ω = Z with the counting measure then for xi = f(i), i ∈ Z, we also use
the notation
‖(xi)i‖γ = ‖uf‖γ(Z,X) = sup
N∈N
(
E
∣∣∣∣∣∣∣∣ N∑
n=1
gnxn
∣∣∣∣∣∣∣∣2)1/2.
4.6. Examples. a) If f =
n∑
i=1
xiχAi is a step function with xi ∈ X and
µ(Ai) <∞ and Ai pairwise disjoint, then
‖f‖γ(Ω,X) =
(
E
∣∣∣∣∣
∣∣∣∣∣
n∑
i=1
giµ(Ai)
1/2xi
∣∣∣∣∣
∣∣∣∣∣
2)1/2
= ‖(µ(Ai)1/2xi)i‖γ .
Indeed, if we choose the basis hi = µ(Ai)
−1/2χAi in span (χAi) and complete
it by an orthonormal basis of {χAi}⊥ then uf (hi) = µ(Ai)1/2xi.
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b) Suppose that f : [0, b] → X is continuously differentiable. Then f ∈
γ([0, b],X) and
‖f‖γ([0,b],X) ≤
b∫
0
s1/2‖f ′(s)‖Xds+ b1/2‖f(b)‖X .
(The proof is the same as in 4.2 Just note that ‖−χ[0,s]f ′(s)‖γ = s1/2‖f ′(s)‖.)
4.7. Remark. a) The set uf , f ∈ γ(Ω,X), is a dense and in general proper
subspace of γ(L2(Ω),X). Therefore, one may consider the space of operators
γ(L2(Ω),X) as the completion of the function space γ(Ω,X).
b) If X has type 2, then L2(Ω,X) ⊂ γ(Ω,X). If X has cotype 2, then
γ(Ω,X) ⊂ L2(Ω,X). (Use the definition of type and cotype and Lemma
4.10 below.)
c) The rapidly decreasing functions S (RN ,X) belong to γ(RN ,X). (For
N = 1 this follows from 4.6b) for b→ 0 and ‖f‖γ ≤
∞∫
−∞
|t|1/2‖f ′(t)‖dt. This
argument can be extended to the multidimensional case. For general N see
[56].)
We identify the dual of Hj = L2(Ωj , µ), j = 1, 2, with L2(Ωj , µ) via the
duality map < f, g >=
∫
f(ω)g(ω)dµ(ω). Since for g ∈ P2(Ω1), h ∈ H2 and
x′ ∈ X ′
< ug(h), x
′ >X=
∫
< f(ω), x′ >X h(ω)dµ(ω)
the extension principle 4.4 gives in the case of functions
4.8. Corollary. For S ∈ B(L2(Ω1), L2(Ω2)) let S⊗ be the extension of S
from γ(L2(Ω1),X) to γ(L2(Ω2),X). If f ∈ γ(Ω1,X) and there is g ∈
P2(Ω2,X) with S⊗(uf ) = ug, then ‖g‖γ(Ω2 ,X) ≤ ‖S‖ · ‖f‖γ(Ω1,X) and <
g, x′ >X= S(< f, x′ >X) for x′ ∈ X ′.
Warning: It may happen that S⊗(uf ) for f ∈ γ(Ω1,X) does not belong
to γ(Ω2,X), but only to its completion γ(L2(Ω2),X).
The following examples show that 4.8 will play the role of (S3) in our work
with square functions. It provides a natural extension of ”kernel” operators
on L2(Ω) to the function space γ(Ω,X).
4.9. Example. a) (Multiplication with scalar functions) Let m ∈ L∞(Ω).
The multiplication operator Mf(t) = m(t)f(t) is bounded on L2(Ω). For
f ∈ P2(Ω,X), we have Mf ∈ P2(Ω,X) and M⊗uf = uMf by 4.8. Hence
the definition of M extends to γ(Ω,X) and ‖Mf‖γ ≤ ‖m‖L∞‖f‖γ .
b) (Fourier transform) The Fourier transform on L2(R
N ) is defined by
Ff(t) = (2π)−N/2
∫
RN
e−itsf(s)ds
for f ∈ L2(RN ) ∩ L1(RN ). For f ∈ P2(RN ,X) ∩ L1(RN ,X), the same
formula gives Ff ∈ P2(RN ,X). By 4.8 we have F⊗uf = uFf . Hence, the
definition extends to (a dense set of functions in) γ(RN ,X) and
‖Ff‖γ(RN ,X) = ‖f‖γ(RN ,X)
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by 4.8. Of course this extension can also be applied to other integral trans-
forms bounded on L2 such as the Mellin transform or the Hilbert transform.
c) (Integral operators) Let k be a measurable kernel on Ω2 × Ω1, so that
k(t, ·)f(·) is integrable on Ω1 for f ∈ L2(Ω1) and almost all t ∈ Ω2 and
Kf(t) =
∫
Ω1
k(t, s)f(s)ds, t ∈ Ω2
defines a bounded operator K : L2(Ω1) → L2(Ω2). For f ∈ L2(Ω1,X), the
same formula defines a function Kf ∈ L2(Ω2,X). By 4.8, K⊗uf = uKf and
‖Kf‖γ(Ω2,X) ≤ ‖K‖‖f‖γ(Ω1,X).
d) (Averaging projections) Let (Ω,Σ, µ) be a σ–finite measure space and
(Ek)k a (finite or infinite) partition of Ω with 0 < µ(Ek) <∞. Then
Ph =
∑
k
µ(Ek)
−1
∫
Ek
hdµ χEk
defines a contraction on L2(Ω). Again, the same formula defines an operator
on L2(Ω,X), which extends to a contraction P
⊗ on γ(L2(Ω),X). For f ∈
L2(Ω,X) ∩ γ(L2(Ω),X), we have P⊗uf = uPf .
The following convergence results are useful:
4.10. Lemma. a) Suppose uν is a uniformly bounded net in B(X) such that
lim
ν
uν = u in the strong operator topology. Then ‖u‖γ ≤ lim inf
ν
‖uν‖γ .
b) Suppose that fn, f ∈ P2(Ω,X) and fn → f as n → ∞ µ–a.e. Then
‖f‖γ(Ω,X) ≤ lim infn ‖fn‖γ(Ω,X).
c) Suppose f ∈ γ(Ω,X). Let hn ∈ L∞(Ω) with sup
n
‖hn‖∞ < ∞ and
hn → 0 as n→∞ a.e. Then ‖hnf‖γ(Ω,X) → 0 as n→∞.
Proof. a) For every orthonormal system e1, . . . , em we have by Fatou’s lemma
‖(u(ej))j=1,...,m‖γ ≤ lim inf
ν
‖(uν(ej))j=1,...,m‖γ
.
b) For every m there is by Egoroff’s theorem an Ωm ⊂ Ω with µ(Ω\Ωm) ≤
1
m so that f is bounded on Ωm and fn → f uniformly on Ωm as n → ∞.
Now define the net un,m by the functions fnχΩm and apply a).
c) is clear if the range of f is finite–dimensional. Since f ∈ γ(Ω,X) we
can use now an approximation argument. 
For the sake of simplicity we formulate the next proposition for a locally
compact metric space Ω with no isolated points and a positive Borel measure
µ, i. e. µ(U) > 0 for every open U ⊂ Ω. This result will play the role of
(S2).
4.11. Proposition. Let N : Ω→ B(X) be a strongly continuous map. Then
τ = {N(t) : t ∈ Ω} is γ–bounded with constant K if and only if
‖N(·)[f(·)]‖γ(Ω,X) ≤ K‖f‖γ(Ω,X)
for all f ∈ γ(Ω,X).
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Proof. Suppose first that τ is γ–bounded with constant K. Choose a parti-
tion (Ek)k of Ω, so that N and f are bounded on each Ek and µ(Ek) <∞.
Then there are xk ∈ X and Sk ∈ B(X) so that for the averaging projection
P from 4.9d)
P (f) =
∑
k
xkχEk , P (N) =
∑
k
SkχEk , P (N)[P (f)] =
∑
k
SkxkχEk .
Note that Skx = µ(Ek)
−1 ∫
Ek
N(ω)xdµ(ω) belongs to the closure of absco(τ)
in the strong operator topology, so that {Sk} is γ–bounded with the same
constant K. Hence by 4.6 and 4.9.
‖PN [Pf ]‖γ(Ω,X) = ‖(µ(Ek)1/2Skxk)k‖γ ≤ K‖(µ(Ek)1/2xk)k‖γ
= K‖Pf‖γ(Ω,X) ≤ K‖f‖γ(Ω,X).
If we choose a sequence Pn of averaging projections, so that Pnf → f ,
Pn(N)→ N a. e. for n→∞, then the claim follows from 4.10.
For the converse we pick Nk = N(ωk), k = 1, . . . , n, with distinct
ω1, . . . , ωn ∈ Ω and x1, . . . , xn ∈ X. For a given ε > 0 choose disjoint open
sets U1, . . . , Un with ωk ∈ Uk and such that ‖N(ω)xk − N(ωk)xk‖ ≤ ε/n
for ω ∈ Uk. Choose f =
∑
k xkµ(Uk)
−1/2χUk so that ‖f‖γ = ‖(xk)k‖γ by
example 4.6. If we put
Ph =
n∑
k=1
µ(Uk)−1 ∫
Uk
hdµ
χUk
then P (Nf) =
n∑
k=1
µ(Uk)
−1/2ykχUk with yk = µ(Uk)
−1 ∫
Uk
N(ω)xkdµ and
‖(Nkxk)k − (yk)k‖γ ≤
n∑
k=1
‖Nkxk − yk‖XE|gk| ≤ ε
By 4.9 and our assumption
‖(Nkxk)k‖γ ≤ ‖P (Nf)‖γ(Ω,X) + ‖(yk)k − (Nkxk)k‖γ
≤ ‖Nf‖γ(Ω,X) + ε ≤ K‖f‖γ(Ω,X) + ε = K‖(xk)‖γ + ε.
Since ε > 0 was arbitrary we obtain the claim for distinct ω1, . . . , ωn. For
general ωk we employ a limiting argument where we approximate the given
ω1, . . . , ωn by n different points ω
′
1, . . . , ω
′
n. 
Finally we derive a multiplier theorem from 4.11. Let t ∈ RN \ {0} →
N(t) ∈ B(X,Y ) be strongly continuous and bounded. For every f ∈
S (RN ,X), we have that N(·)[fˆ(·)] is in L1(RN ,X) ∩ L2(RN ,X). Hence
we have a map
KN : S (RN ,X)→ L∞(RN , Y ), KNf = (N(·)[f(·)]∨) .̂
4.12. Corollary. KN extends to a bounded operator KN : γ(L2(RN ),X) →
γ(L2(R
N ), Y ) if and only if {N(t) : t ∈ RN \ {0}} is R–bounded.
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Proof. Combine 4.11 with the identity
‖fˆ‖γ(RN ,X) = ‖f‖γ(RN ,X) cf. 4.10a).

One can give these multiplier theorems a more general form by considering
strongly measurable functions N(·) and its Lebesgue points.
5. Duality of square functions
We continue with the notation from Section 4. To obtain a general form
of the square function property (S1) we first identify the dual of γ(H,X).
We denote by γ′+(H,X) the space of all bounded operators v : H → X such
that
(1) ‖v‖γ′ = sup{trace(v′ ◦u) : u:H → X ′, ‖u‖γ ≤ 1, dim u(H) <∞}<∞.
By γ′(H,X) we denote the closure of the finite dimensional operators in
γ′+(H,X).
5.0. Remark. If X = Y ′, then in (1) one should take the supremum over all
finite dimensional u : H → Y ′′ = X ′. However, by Goldstine’s theorem, such
u can be approximated by finite dimensional v : H → Y in the σ(Y ′′, Y ′)
topology and it is enough to consider such v : H → Y in (1).
5.1. Proposition. The dual of γ(H,X) with respect to trace duality is
γ′+(H,X ′). If u ∈ γ(H,X), v ∈ γ′+(H,X ′), then v′u is in the trace class
S1(H) and for < u, v >= trace(v
′ ◦ u)
| < u, v > | ≤ ‖v′u‖S1(H) ≤ ‖u‖γ · ‖v‖γ′ .
Furthermore, if H is separable with an orthonormal basis (ej) then
< u, v >=
∑
j
< uej , vej >X .
Proof. If φ ∈ γ(H,X)′, then (h, x) ∈ H×X → φ(x⊗h) is a bounded bilinear
form, which defines a bounded operator v ∈ B(H,X ′) with φ(x ⊗ h) =
< vh, x >. For u =
n∑
i=1
xi ⊗ ei ∈ γ(H,X), where (ei) is an orthonormal
sequence, we have
φ(u) =
n∑
i=1
< xi, vei >= trace
( n∑
i=1
v′xi ⊗ ei
)
= trace(v′u).
By Remark 5.0., the first claim follows. Now we estimate the trace class
norm of v′u for the finite dimensional u above. To this end we choose a
second orthonormal sequence fj, εj ∈ C with |εj | = 1 and a unitary operator
J on H such that Jej = εjfj and for all n ∈ N
n∑
j=1
| < ej , v′u(fj) > | =
n∑
j=1
< ej, v
′u(εjfj) >=
∑
j
< vej , (u · J)ej >
= trace(v′u · J) ≤ ‖v‖γ′ · ‖u · J‖γ ≤ ‖J‖ · ‖v‖γ′‖u‖γ
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by 4.3 applied to J . Now [22], Theorem 4.6, implies that
| trace(v′u)| ≤ ‖v′u‖S1(H) ≤ ‖v‖γ′‖u‖γ .
We have seen also that
trace(v′u) =
n∑
i=1
< xi, viei >=
n∑
i=1
< uei, viei > .
The general case follows now by an approximation argument, since finite
dimensional operators of the form of u are dense in γ(H,X). 
5.2. Proposition. a) For all Banach spaces X and v ∈ γ+(H,X ′) we have
‖v‖γ′ ≤ ‖v‖γ and in particular for u ∈ γ(H,X)
| trace(v′u)| ≤ ‖u‖γ(X)‖v‖γ′(X′).
b) If X has type larger than 1 then γ(H,X ′) and γ′(H,X ′) are isomorphic.
Proof. a) Let ej be an orthonormal system inH. Then with 5.1 and Ho¨lder’s
inequality
trace(v′u) =
∑
j
< u(ej), v(ej) >
= E <
∑
i
giu(ei),
∑
gjv(ej) >≤ ‖u‖γ · ‖v‖γ .
Hence ‖v‖γ′ ≤ ‖v‖γ by the definition of ‖ · ‖γ′ .
b) is shown in [96]. 
5.3.Corollary. Let S ∈ B(H1,H2) and S⊗ be its extension S⊗ : γ(H1,X)→
γ(H2,X) as in 4.8. Then the dual map (S
⊗)′ : γ′+(H2,X ′) → γ′+(H1,X ′)
with respect to trace duality is given by (S⊗)′(v) = v ◦ S for v ∈ γ(H2,X ′)
and maps γ(H2,X
′) into γ(H1,X ′).
Proof. For all u ∈ γ(H1,X) we have with [22], Lemma 6.1,
< (S⊗)′(v), u > =< v,S⊗u >= trace(v′u ◦ S′)
= trace(S′ ◦ v′ ◦ u) = trace((vS)′ ◦ u) =< vS, u > .
It is clear that v 7→ v ◦ S maps finite dimensional operators into finite–
dimensional operators. 
5.4. Remark. Let T ∈ B(H1,H2). If we apply this procedure to S =
T ′ ∈ B(H2,H1), then we can extend T : H1 → H2 to an operator T⊗ :
γ′(H1,X ′)→ γ′(H2,X ′) by T⊗u = u ◦ T ′ such that
a) For the extension S⊗ : γ(H2,X) → γ(H1,X) with S = T ′, we have
(S⊗)′ = T⊗.
b) < x,T⊗(u) >X= T (< x, u >X) for all u ∈ γ′(H1,X ′) and x ∈ X.
c) If f ∈ P2(Ω1,X ′) and g ∈ P2(Ω2,X ′) are such that uf ∈ γ′(L2(Ω1),X ′)
and ug = T
⊗uf , then
‖ug‖γ′ ≤ ‖T‖‖uf‖γ′
and
< x, g >X= T (< x, f >X) for x ∈ X.
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For a function f ∈ P2(Ω, µ,X) on a σ–finite measure space we use the
notation
‖f‖γ′(Ω,X) = ‖uf‖γ′(L2(Ω),X)
and γ′+(Ω,X)(γ′(Ω,X)) denotes the space of functions for which uf ∈ γ′+(Ω,X)
(uf ∈ γ′(Ω,X)) with this norm. Note that the convergence results in 4.10
also apply to the γ′(H,X)–norm (with the same justification).
In particular, Examples 4.9 can be adopted to the γ′(H,X ′)–norm. (All
of this can be justified with the same calculation as in 4.4, 4.8, and 4.9.)
Now 5.1 and 5.2 take a form that corresponds to the square function
property (S1).
5.5. Corollary. If f ∈ γ(Ω,X) and g ∈ γ′+(Ω,X ′) then
trace(uf ◦ u′g) =
∫
Ω
< f(ω), g(ω) > dµ(ω)
and ∫
Ω
| < f(ω), g(ω) > |dµ(ω) ≤ ‖f‖γ(Ω,X) · ‖g‖γ′(Ω,X′)
≤ ‖f‖γ(Ω,X) · ‖g‖γ(Ω,X′).
If X has type larger than 1 then ‖f‖γ(Ω,X′) and ‖f‖γ′(Ω,X′) are equivalent.
Proof. Let Ek, k = 1, . . . , n, be a partition of Ω with 0 < µ(Ek) < ∞ and
consider the averaging projection
Ph =
n∑
k=1
µ(Ek)
−1
∫
Ek
f(ω)dµ(ω)χEk .
We write Pf =
n∑
k=1
xkχEk , Pg =
n∑
k=1
x′kχEk for some xk ∈ X,x′k ∈ X ′
and uPf =
n∑
k=1
µ(Ek)
1/2xk ⊗ lk, uPg =
n∑
k=1
µ(Ek)
1/2x′k ⊗ lk with lk =
µ(Ek)
−1/2χEk . Then∫
Ω
< Pf(ω), g(ω) > dµ(ω) =
∫
Ω
< Pf(ω), Pg(ω) > dµ(ω)
=
n∑
k=1
µ(Ek) < xk, x
′
k >=
n∑
k=1
< uPf lk, uPglk >
= trace(u′PguPf ) = trace((ugP )
′(ufP ))
= trace(u′gufPP
′) = trace(u′guPf ) ≤ ‖g‖γ′(Ω,X′)‖Pf‖γ(Ω,X)
≤ ‖g‖γ′(Ω,X′) · ‖Pf‖γ(Ω,X) ≤ ‖g‖γ′(Ω,X′)‖f‖γ(Ω,X)
(2)
where we used Lemma 6.1 of [22], Proposition 5.2 and 4.3. Since f ∈ γ(Ω,X)
we can find a sequence of projections Pk with ‖f−Pkf‖γ(Ω,X) → 0 as k →∞.
For a fixed k and l choose m ∈ L∞(Ω) with |m(ω)| = 1 for almost all ω ∈ Ω
so that
| < Pkf(ω), g(ω) > − < Plf(ω), g(ω) > | =< (Pk − Pl)f(ω),m(ω)g(ω) > .
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Then by (2)∫
Ω
| < Pkf(ω), g(ω) > − < Plf(ω), g(ω) > |dµ(ω)
≤ ‖mg‖γ′(Ω,X′)‖Pkf − Plf‖γ(Ω,X) ≤ ‖g‖γ′(Ω,X′)‖Pkf − Plf‖γ(Ω,X) → 0
for k, l →∞ and by Proposition 5.2a)
| trace(u′g · uPnf )− trace(u′g · uf )| ≤ ‖ug‖γ′(Ω,X′)‖uPnf − uf‖γ(Ω,X) → 0
for k, l →∞. Hence, ω 7→< f(ω), g(ω) > is integrable and with (2)∫
Ω
< f(ω), g(ω) > dµ(ω) = lim
n→∞ trace(u
′
guPnf ) = trace(u
′
guf ).
Hence the required inequality holds too. 
We dualize now 4.11 and assume again that Ω is a locally compact metric
space without isolated points and a positive Borel measure µ.
5.6. Corollary. Let N : Ω → B(X,Y ) be a strongly continuous map. Sup-
pose τ = {N(ω) : ω ∈ Ω} is γ–bounded with constant K. Then for all
g ∈ γ′+(Ω, Y ′)
‖N(·)′[g(·)]‖γ′(Ω,X′) ≤ K‖g‖γ′(Ω,Y ′).
In particular, if X and Y have type larger than 1 then {N ′(ω) : ω ∈ Ω} is
γ–bounded in B(Y ′,X ′).
Proof. For f ∈ γ(Ω,X) with ‖f‖γ(Ω,X) ≤ 1 we have∫
Ω
< f(ω), N(ω)′g(ω) >Xdµ(ω) =
∫
Ω
< N(ω)f(ω), g′(ω) >Y dµ(ω)
≤ ‖g‖γ′(Ω,Y ′)‖N(·)f(·)‖γ(Ω,Y ) ≤ K‖g‖γ′(Ω,Y ′)
by 4.11. Now take the supremum over f to obtain the norm in γ′(Ω,X ′) =
γ(Ω,X)′. The last statement follows from 5.2b). 
We record an immediate consequence
5.7. Example. Let t ∈ I → N(t) ∈ B(X) be strongly continuous on an
interval I and γ–bounded with constant C. Then for h ∈ L2(I) we have
‖h(·)N(·)x‖γ(I,X) ≤ C‖h‖L2(I)‖x‖, x ∈ X
‖h(·)N ′(·)x′‖γ′(I,X′) ≤ C‖h‖L2(I)‖x′‖, x′ ∈ X ′.
This example is one motivation for us to collect some criteria for γ–
boundedness.
First we recall a well–known convexity result. Corollary 5.6 will often be
used in connection with the following criteria for γ–boundedness.
5.8. Lemma. Let t ∈ Ω → N(t) ∈ B(X,Y ) be strongly measurable and
suppose that {N(t) : t ∈ Ω} is R–bounded (γ–bounded) with R–bound (γ–
bound) C. For h ∈ L1(Ω, µ) define
(3) Nh(x) =
∫
Ω
h(t)N(t)xdµ(t), x ∈ X.
Then the set {Nh : ‖h‖L1(Ω) ≤ 1} is R–bounded (γ–bounded) in B(X,Y )
and with bound 2C.
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Proof. We haveNh ∈ τ := absco{N(t) : t ∈ Ω} for all h, ‖h‖L1(Ω) ≤ 1, where
the closure is with respect to the strong operator topology. Now use the R–
boundedness of τ , which is shown in [13]. The argument for γ–boundedness
is similar. 
5.9. Lemma. Let t ∈ Ω → N(t) ∈ B(X,Y ) be strongly integrable and
suppose that there is a constant C with∫
Ω
‖N(t)x‖dµ(t) ≤ C‖x‖, x ∈ X.
Then the set {Nh : ‖h‖L∞(Ω) ≤ 1} with Nh as in (3) is R–bounded and
γ–bounded with bound 2C.
Proof. For x1, . . . , xm ∈ X and h1, . . . , hm ∈ L∞(Ω) with ‖hj‖L∞ ≤ 1 we
obtain from Kahane’s inequality and Fubini’s theorem
E
∣∣∣∣∣∣∣∣∑
k
gkNhkxk
∣∣∣∣∣∣∣∣ ≤ ∫
Ω
E
∣∣∣∣∣∣∣∣∑
k
gkhk(t)N(t)xk
∣∣∣∣∣∣∣∣dµ(t)
≤ 2
∫
Ω
E
∣∣∣∣∣∣∣∣N(t)[∑
k
gkxk
]∣∣∣∣∣∣∣∣dµ(t) ≤ CE∣∣∣∣∣∣∣∣∑
k
gkxk
∣∣∣∣∣∣∣∣.
Of course the same reasoning works for Rademacher functions. 
At one point we will need a generalization of this observation to vector
measures (see [23] for definitions). Let Σ be a σ–Algebra on Ω and denote by
L∞ the space of Σ-measurable, bounded functions, i.e., the space of uniform
limits of Σ–measurable step functions. We endow L∞ with the supremum
norm.
5.10. Lemma. Suppose that U ∈ Σ→ P (U) ∈ B(X,Y ) is a vector measure,
such that for all x ∈ X the vector measure U ∈ Σ → P (U)x is σ–additive.
Then the set
{Th : h ∈ L∞, ‖h‖∞ ≤ 1}, Thx =
∫
Ω
h(ω)dP (ω)x
is R–bounded and γ–bounded.
Proof. By the uniform boundedness principle there is a C < ∞ with
Var(P (·)x) ≤ C‖x‖. First we consider step functions hk =
∑
j
ak,jχAj
where the Aj ∈ Σ form a measurable partion of Ω and |ak,j| ≤ 1. Then
again by Kahane’s inequality
E
∣∣∣∣∣∣∣∣∑
k
gkThkxk
∣∣∣∣∣∣∣∣ ≤∑
j
E
∣∣∣∣∣∣∣∣∑
k
gkak,jP (Aj)xk
∣∣∣∣∣∣∣∣ ≤ 2∑
j
E
∣∣∣∣∣∣∣∣∑
k
gkP (Aj)(xk)
∣∣∣∣∣∣∣∣
= 2E
∑
j
∣∣∣∣∣∣∣∣P (Aj)[∑
k
gkxk
]∣∣∣∣∣∣∣∣ ≤ 2CE∣∣∣∣∣∣∣∣∑
k
gkxk
∣∣∣∣∣∣∣∣.
Since we can approximate functions in L∞ by step functions and the closure
of a R–bounded (γ–bounded) set in the strong operator topology is again
R–bounded (γ–bounded), the claim follows. 
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The following fact will be important in estimating square functions.
5.11. Lemma. Let X have finite cotype. Then there is a constant C so that
‖(xi)i‖γ(N,X) ≤ C sup
δi=±1
∣∣∣∣∣∣∣∣∑
i
δixi
∣∣∣∣∣∣∣∣
X
‖(x′i)i‖γ(N,X′) ≤ C sup
δi=±1
∣∣∣∣∣∣∣∣∑
i
δix
′
i
∣∣∣∣∣∣∣∣
X′
.
Proof. Since X has finite cotype we have
‖(xi)i‖γ(N,X) ≤ CE
∣∣∣∣∣∣∣∣∑
i
rixi
∣∣∣∣∣∣∣∣ ≤ sup
δi=±1
∣∣∣∣∣∣∣∣∑
i
δixi
∣∣∣∣∣∣∣∣.
For the second statement observe that for x1, . . . , xm ∈ X, x′1, . . . , x′n ∈ X ′∣∣∣∣ n∑
i=1
< xi, x
′
i >
∣∣∣∣ = ∣∣∣∣E <∑
i
rixi,
∑
j
rjx
′
j >
∣∣∣∣
≤
(
E
∣∣∣∣∣∣∣∣∑ rixi∣∣∣∣∣∣∣∣2)1/2(E∣∣∣∣∣∣∣∣∑
j
rjx
′
j
∣∣∣∣∣∣∣∣2)1/2
≤ C‖(xi)i‖γ(N,X) sup
δi=±1
∣∣∣∣∣∣∣∣∑
j
δjx
′
j
∣∣∣∣∣∣∣∣.
Now take the supremum over (xi)i with ‖(xi)i‖γ(N,X) ≤ 1. 
5.12. Remark. Before we apply the square functions ‖ · ‖γ and ‖ · ‖γ′ to
the H∞ calculus, we summarize our extensions of the basic properties (S1),
(S2) and (S3) from Section 2 and 3 to the Banach space setting: Let X be
a Banach space and (Ω, µ) a σ-finite measure space.
(S1) (Ho¨lder inequality, see 5.5) If f ∈ γ(Ω,X) and g ∈ γ(Ω,X ′), or even
g ∈ γ+(Ω,X ′), then∫
Ω
| < f(ω), g(ω) >X |dµ(ω) ≤ ‖f‖γ(Ω,X) · ‖g‖γ′(Ω,X′).
(S2) (Pointwise Multiplier, see 4.11, 5.6) Let N : Ω→ B(X) be a strongly
continuous map with a γ–bounded range τ := {N(ω) : ω ∈ Ω}. For
f ∈ γ(Ω,X) and g ∈ γ′(Ω,X ′), we have
‖N(·)[f(·)]‖γ(Ω,X) ≤ γ(τ)‖f‖γ(Ω,X)
‖N(·)′[g(·)]‖γ′(Ω,X′) ≤ γ(τ)‖g‖γ′(Ω,X′)
(S3) (Extension property, see 4.9, 5.4) Let
Kf(ω2) =
∫
Ω1
k(ω2, ω1)f(ω1)dµ1(ω1)
be a kernel operator that is defined on a dense subset of L2(Ω1, µ1)
and extends by continuity to a bounded operator K : L2(Ω1, µ1)→
L2(Ω2, µ2) (K could be e.g. the Fourier transform or a singular
integral such as the Hilbert transform). Then, applying K formally
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to f ∈ γ(Ω1,X) or K ′ to g ∈ γ′(Ω2,X ′) defines bounded operators
K : γ(Ω1,X)→ γ(Ω2,X) or K′ : γ′(Ω2,X ′)→ γ′(Ω1,X ′) with
‖K‖γ(Ω2 ,X) ≤ ‖K‖L2→L2‖f‖γ(Ω1,X),
‖K′‖γ(Ω1,X′) ≤ ‖K‖L2→L2‖g‖γ′(Ω2,X′).
6. Generators of C0–groups
In connection with square function estimates we consider operators A of
strip–type on a Banach space X such that {R(λ,A) : |Reλ| > a} is not
only bounded, but even γ–bounded (R–bounded). We call such operators
of γ–strip–type (R–strip–type) and wγ(A) (or wR(A)) is the smallest a for
which the above γ–boundedness conditions hold.
6.1. Lemma. If A generates a C0–group Tt, then A is of γ– (and R–) strip
type with wγ(A), wR(A) ≤ ω(Tt).
Proof. For Re λ ≥ a we have with hλ(t) = e−(λ−a)t
R(λ,A)x =
∞∫
0
hλ(t)e
−atTtxdt.
Since ‖hλ‖∞ ≤ 1 and e−at‖Tt‖ is integrable we may apply Lemma 5.10.
Similarly for Re λ ≤ −a. 
Our results on the H∞(S(a))–calculus for strip–type operators are based
on the following characterization in terms of square functions. (These square
functions are finite by the same argument we employed in 3.2 and 4.6b).)
6.2. Theorem. Let A be a γ–strip–type operator on a Banach space X.
Consider the conditions
a) A generates a C0–group (Tt)t∈R such that for one (all) a > ω(Tt)
there is a constant C with
‖e−a·T(·)x‖γ(R+,X) ≤ C‖x‖, x ∈ D(A),
‖e−a·T ′(·)x′‖γ′(R+,X) ≤ C‖x′‖, x′ ∈ D(A′).
b) For one (all) a with |a| > wγ(A) there is a constant C, such that
‖R(a+ i·, A)x‖γ(R,X) ≤ C‖x‖, x ∈ D(A),
‖R(a+ i·, A)′x′‖γ′(R,X′) ≤ C‖x′‖, x′ ∈ D(A′).
c) For one (all) a with |a| > wγ(A) and x ∈ X there is a constant C
such that for x ∈ D(A)
1
C
‖x‖ ≤ ‖R(a+ i·, A)x‖γ(R+ ,X) ≤ C‖x‖.
d) A has an H∞(S(b))–calculus for one (all) b > wγ(A).
Then a) =⇒ b) =⇒ c) =⇒ d) always. If X has finite cotype, then d) =⇒
a). Furthermore, in this case wγ(A) = ω(Tt) = wH∞(A).
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6.3. Remark. a) The proof will show that for all operators of strip–type, a
fixed a and b > a we always have a) =⇒ b) =⇒ c) =⇒ d). If X has finite
cotype and b < a then d) =⇒ a).
b) Since d) and therefore all conditions imply that A is of γ–strip–type,
we could have formulated the theorem for operators of strip–type. The
assumption that A is of γ–strip–type is only used to vary the size of the
strip.
c) If X ′ has also finite cotype then we can replace the γ′–norm in b) by
the γ–norm, i. e. the second condition takes the form
‖R(b+ i·, A)′x′‖γ(R,X′) ≤ C‖x′‖.
d) The proof below will give for b) =⇒ d) the following estimate:
‖f(A)‖ ≤ 2aC2‖f‖H∞(S(a))
where C is the constant in condition 6.2b) (cf Remark 2.3)
We will need the following lemma:
6.4. Lemma. Let X have finite cotype. Assume that A has an H∞(S(ω))–
calculus. Then A generates a group Tt with ω(Tt) ≤ ω and for a > ω there
is a constant C such that
‖e−a|·|T(·)x‖γ(R,X) ≤ CCH∞epi(a+ω)
1
a− ω‖x‖, x ∈ X
‖e−a|·|T ′(·)x′‖γ′(R,X′) ≤ CCH∞epi(a+ω)
1
a− ω‖x
′‖, x′ ∈ X ′
where C depends only on X, and CH∞ is the bound for the H
∞(S(ω))–
calculus.
Proof. Choose a nonnegative function h ∈ C∞(R) with support in (−π, π)
and
∑
k∈Z
h(t − k) = 1 on R. Put hk(t) = h(t − k) for k ∈ Z and g(t) =
[cosh(at)]−1. Then
‖e−a|·|T(·)x‖γ(R,X) ≤ C‖g(·)T(·)x‖γ(R,X) ≤ C
∞∑
k=−∞
‖hk(·)g(·)T(·)x‖γ(R,X)
= C
∞∑
k=−∞
‖F [h(·)g(· + k)T·+kx]‖γ(Z,X)
where F⊗ : γ(L2(−π, π),X) → γ(l2(Z,X)) is the extension in the sense of
4.9 of the discrete Fouriertransform F , i. e.
F [h(·)g(· + k)T·+kx](n) = 1√
2π
pi∫
−pi
einth(t)g(t + k)Tt+kxdt
= bk,n(A)x
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with bk,n(λ) =
1√
2pi
pi∫
−pi
einth(t)g(t+ k)eλ(t+k)dt for n ∈ Z. We check now the
estimate
(1)
∞∑
k=−∞
sup
λ∈Sω
∞∑
n=−∞
|bk,n(λ)| ≤ C
a− ωe
pi(a+ω).
For all n, k ∈ Z and λ ∈ Sω
|bk,n(λ)| ≤ C‖h∞‖epi(a+ω)e(ω−a)|k|
and for λ ∈ Sω with λ 6= in and k 6= 0 by partial integration
|bk,n(λ)| ≤
∣∣∣∣ 1(in+ λ)2
pi∫
−pi
e(in+λ)t
d2
dt2
[h(t)g(t + k)e−aλk]dt
∣∣∣∣
≤ C e
(ω−a)|k|
|in+ λ|2
pi∫
−pi
(|g′′(t)|+ |g′(t)|+ |g(t)|)dt
≤ C1 e
(ω−a)|k|
|in+ λ|2 (1 + a+ a
2)epi(ω+a).
Combining these two estimates we obtain for every k
sup
λ∈Sω
∑
n
|bk,n(λ)| ≤ sup
λ∈Sω
( ∑
|n−λ|<1
|bk,n(λ)|+
∑
|n−λ|≥1
|bk,n(λ)|
)
≤ Ce(ω−a)|k|epi(a+ω) +C1
(∑
n>1
1
n2
)
e(ω−a)|k|epi(ω+a)
and summing over k we have established (1).
Since X has finite cotype we can continue our estimation of ‖e−|a|tTtx‖γ
with Lemma 5.11 and use boundedness of the H∞-calculus to obtain
∞∑
k=−∞
‖(bk,n(A)x)n‖γ(Z,X) ≤
∞∑
k=−∞
sup
|δn|=1
∣∣∣∣∣∣∣∣∑
n
δnbk,n(A)x
∣∣∣∣∣∣∣∣
≤ CH∞
∞∑
k=−∞
sup
|δn|=1
sup
λ∈S(ω)
∣∣∣∣∑
n
δnbk,n(λ)
∣∣∣∣‖x‖ ≤ CC∞ 1a− ωepi(a+ω).
The second claim can be shown in the same way since ‖f(A)∗‖ ≤
CH∞‖f‖H∞(S(ω)) and using now the estimate for γ′(Z,X ′) in Lemma 5.11.

Proof of 6.2. We can repeat the proof of 2.2, replacing the norm ‖f(·)‖L2(I,H)
by ‖f(·)‖γ(I,H) and (S1), (S2) and (S3) by 5.5, 4.11 and 4.8. Since in 4.11
we need γ–boundedness of N(·) instead of mere boundedness, we have to
appeal to Lemma 6.1 in addition. The simple fact that e−atTtx belongs to
L2(R+,X) for a > ω(Tt) has to be replaced by Lemma 6.4. 
The argument of 2.2 can also be used to extend an H∞–calculus to an
operator–valued functional calculus: Let A be an operator of strip–type on
X and denote by A the algebra of all operators in B(X) that commute with
the resolvent of A. Then RH∞(S(a),A) is the space of bounded analytic
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functions F : S(a) → A, such that the range {F (λ) : λ ∈ S(a)} is R–
bounded. For F ∈ RH∞(S(a),A) and ϕ ∈ H∞0 (S(a)), fix b with w(A) <
b < a and let
(ϕF )(A) =
1
2πi
∫
∂S(b)
ϕ(λ)F (λ)R(λ,A)dλ.
We say that A has an RH∞(S(a),A)–calculus if there is a constant C such
that for all ϕ ∈ H∞0 (S(a)) we have ‖ϕF (A)‖ ≤ C‖ϕF‖H∞(S(a)). In this case
we can define a bounded operator F (A)x := lim
n
ϕnF (A)x, x ∈ X, where ϕn
is a sequence in H∞0 (S(a)) with |ϕn(λ)| ≤ 1 and ϕn(λ)→ 1 for n→∞ and
λ ∈ S(a).
The next result holds under weaker assumptions on X, see [56], but in
the situation considered here we have a simple proof.
6.5. Corollary. Let X have finite cotype. If A has an H∞(S(a))–calculus
for some a > w(A), then A has an RH∞(S(b),A)–calculus for all b > a.
Proof. Consider f(λ) = ϕ(λ)F (λ) with ϕ ∈ H∞(S(b)) and F ∈ RH∞
(S(b),A). Using the argument of 2.2c) =⇒ d) and 6.2b) in place of 2.2b)
we arrive at
‖f(A)x‖ ≤ C‖f(·)R(·, A)x‖γ(∂S(a),X) + ‖K[f(·)R(·, A)]x‖γ(∂S(a),X) .
By the γ–boundedness of {f(λ) : λ ∈ ∂S(a)}, 4.11 and 4.8 applied to K we
get with 6.2c)
‖f(A)x‖ ≤ C1‖R(·, A)x‖γ(∂S(a),X) ≤ C2‖x‖.

As a consequence we obtain an γ–boundedness criterion:
6.6. Corollary. Let X have property (α). If A has an H∞(S(a))–calculus,
then the set {f(A) : ‖f‖H∞(S(a)) 6 1} is γ–bounded.
Proof. Let ‖fn‖H∞(S(a)) ≤ 1. The γ–boundedness of the sequence fn(A) is
equivalent to the boundedness of the operator T ((xn)n) = (fn(A)xn)n on
γ(N,X). Put F (λ) = (fn(λ)IX) for λ ∈ S(a). By Kahane’s contraction
principle λ ∈ S(a) → F (λ) ∈ B(γ(N,X)) is an analytic function with
γ–bounded range in B(γ(N,X)). Since X has property (α), it has also
finite cotype and we can check the γ–boundedness using two independent
Rademacher sequences (rn)n, (r
′
n)n instead of Gaussian random variables
and γ(N,X) ∼= RadX. Indeed, for λj ∈ S(a) and x˜j = (xjn)n ∈ γ(N,X)
E
∣∣∣∣∣∣∣∣∑
j
rjF (λj)x˜j
∣∣∣∣∣∣∣∣2
RadX
= EE
∣∣∣∣∣∣∣∣∑
j,n
rjr
′
nfn(λj)xjn
∣∣∣∣∣∣∣∣2
X
≤ CEE
∣∣∣∣∣∣∣∣∑
j,n
rjr
′
nxjn
∣∣∣∣∣∣∣∣2
X
= CE
∣∣∣∣∣∣∣∣∑
j
rj x˜j
∣∣∣∣∣∣∣∣2
RadX
.
Define D(A˜) = {(xn)n ∈ RadX : xn ∈ D(A)} and A˜((xn)n) = (Axn)n for
(xn)n ∈ D(A˜). Then A˜ has an H∞(S(a))–calculus on γ(N,X) defined by
f(A˜)(x) = f(A˜)((xn)n) = (f(A)xn)n for x ∈ γ(N,X) and by 6.5 A˜ has
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an RH∞(S(a),A)–calculus on γ(N,X). Since F ∈ RH∞(S(a),A) and for
ϕ ∈ H∞0 (S(a))∫
∂S(a)
ϕ(λ)F (λ)R(λ, A˜)dλ =
( ∫
∂S(a)
ϕ(λ)fn(λ)R(λ,A)dλ
)
n
we conclude that S = F (A˜) is bounded on γ(N,X). 
With these tools we can define a joint functional calculus for two com-
muting operators A,B of strip–type on X. For f ∈ H∞(S(a) × S(b)) and
ϕ ∈ H∞0 (S(a)), ψ ∈ H∞0 (S(b)) define
(ϕ · f · ψ)(A,B) =
∫
∂S(a)
∫
∂S(b)
ϕ(λ)f(λ, µ)ψ(µ)R(λ,A)R(µ,B)dλdµ.
We say that A and B have a joint H∞–calculus, if there is a constant C so
that
‖(ϕfψ)(A)‖ ≤ C‖ϕfψ‖H∞(S(a)×S(b))
for all ϕ ∈ H∞0 (S(a)), ψ ∈ H∞0 (S(b)) and f ∈ H∞(S(a) × S(b)). In
this case we can define a bounded operator f(A,B) on X by f(A,B)x =
lim
n
(ϕnfψn)(A,B)x, where ϕn ∈ H∞0 (S(a)), ψn ∈ H∞0 (S(b)) are sequences
with |ϕn(λ)| ≤ 1, ϕn(λ) → 1 for λ ∈ S(a) and |ψn(λ)| ≤ 1 and ψn(λ) → 1
for λ ∈ S(b) as n→∞.
6.7. Corollary. Let X have property (α). If A and B are resolvent com-
muting operators on X with an H∞(S(a)) and an H∞(S(b))–calculus, re-
spectively, then A and B have a joint H∞(S(a)× S(b))–calculus.
Proof. Let f ∈ H∞(S(a)× S(b)), ϕ ∈ H∞0 (S(a)) and ψ ∈ H∞0 (S(b)). Then
(ϕfψ)(A,B) =
∫
∂S(a)
ϕ(λ)F (λ)R(λ,A)dλ
with
F (λ) =
∫
∂S(b)
ψ(µ)f(λ, µ)R(µ,B)dµ.
Corollary 6.6 applied to B, implies that F ∈ RH(S(a),A). Now we may
apply 6.5 to A and F and obtain an estimate
‖(ϕfψ)(A,B)‖ ≤ C1‖ϕ · F‖RH∞(S(b)) ≤ C2‖ϕfψ‖H∞(S(a)×S(b)).

We can state now the main result of this section.
6.8. Theorem. Let A be an operator of strip–type on a Banach space X.
a) Suppose that A generates a C0–group Tt on X such that for some a >
ω(Tt) the set {e−a|t|Tt : t ∈ R} is γ–bounded. Then A has an H∞(S(b))–
calculus for all b > a.
b) Conversely, assume X has property (α). If A has an H∞(S(a))–calculus,
then A generates a C0–group Tt such that {e−btTt : t ∈ R} is γ–bounded for
all b > a.
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Proof. a) Choose a1 with a1 > a. Since e
−(a1−a)|t| ∈ L2(R) we obtain from
example 5.7 that
‖e−a1·T(·)x‖γ(R,X) ≤ C‖x‖, ‖e−a1·T ∗(·)x∗‖γ(R,X∗) ≤ C‖x‖.
By 6.2a) the existence of the H∞(S(ω))–calculus follows.
b) Note that e−btTt = ft(A) with ft(λ) = e−b|t|etλ, t > 0, and ‖ft‖H∞(S(ω)) ≤
1. The γ–boundedness of {e−b|t|Tt : t ∈ R} follows now from 6.6. 
More can be said about γ–bounded groups: Their generators are spectral
operators (in the sense of [24]). Let A be an operator of strip–type onX with
σ(A) ⊂ iR. A spectral measure P for A is an additive bounded (projection
valued) function P : B → B(X) on the Borel sets B of iR, so that
Ω ∈ B → P (Ω)x ∈ X is σ-additive for all x ∈ X
and
R(µ,A)x =
∫
iR
(µ− λ)−1dP (λ)x for λ 6∈ iR, x ∈ X.
By Bb(iR) we denote the bounded Borel functions on iR.
6.9. Corollary. Assume that A generates a group on Tt on X, so that {Tt :
t ∈ R} is γ–bounded.
a) Then A has a bounded functional calculus
φA : C0(R)→ B(X).
b) If X does not contain c0, then there exists a spectral measure P for A so
that for all f ∈ Bb(iR)
φA(f)x =
∫
iR
f(λ)dP (λ)x, x ∈ X.
c) Let L be the space of bounded functions on iR, which are uniform limits of
step functions. Then the set {φA(f) : f ∈ Bb(iR), ‖f‖∞ ≤ 1} is γ–bounded.
Conversely, if A is a spectral operator, then {etA : t ∈ R} is γ–bounded.
Proof. First we note that A has an H∞(S(ω))–calculus for all ω > 0 whose
norm only depends on the γ–boundedness constant M of {Tt} and {T ′t},
more precicely
‖f(A)‖ ≤ 2πM2‖f‖H∞(S(ω)).
Indeed, by applying the Fourier transform to e−a·T· (cf 4.9) and example 5.7
we have for a = ω2
‖R(a+ i·, A)x‖γ(R,X) ≤
√
2π‖e−a·T(·)x‖γ(R+,X)
≤
√
2π
( ∞∫
0
e−2atdt
)1/2
M‖x‖ = √πa−1/2M‖x‖
and similarly
‖R(a+ i·, A′)x′‖γ′(R,X′) ≤
√
πa−1/2M‖x′‖.
Now by remark 6.3d)
‖f(T )‖ ≤ 2πM2‖f‖H∞(S(ω)).
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Every f ∈ C0(iR) can be uniformly approximated by a sequence of functions
gn of the form (see e. g. [14] Corollary 8.3)
g(λ) =
n∑
j=1
ebjλ
2
pj(λ), bj > 0, pj are polynomials.
If ‖gn−gm‖L∞(iR) ≤ ε then ‖gn−gm‖H∞(S(ω)) ≤ 2ε for ω > 0 small enough.
Hence ‖gn(A) − gm(A)‖ ≤ 2πM2ε and (gn(A))n is a Cauchy sequence in
B(X). We put φA(f) := lim
n
gn(A). The fact that φA is well–defined, linear
and multiplicative follows from standard limit arguments.
b) To construct the spectral measure we define for every fixed x ∈ X a
bounded operator Φx : C0(R) → X by Φx(f) = f(A)x with ‖Φx‖ ≤
2πM2‖x‖. Since X does not contain c0, it follows from [23], Theorem 5
and 15 in IV.2, that there is a countable additive vector measure Px : B →
X such that Var(Px) ≤ ‖φx‖ and (in the sense of [23], § 1.4) for every
f ∈ C0(iR)
φA(f) = Φx(f) =
∫
iR
f(λ)dPx(λ).
For a Borel function f ∈ Bb(iR) we use now this formula to define a bounded
linear operator φA(f) on X. Then
‖φAf‖ ≤ sup{‖VarPx‖ : ‖λ‖ ≤ 1}‖f‖∞ ≤ 2πM2‖f‖∞.
The multiplicativity of φA on C0(iR) can be extended to Bb(iR) by the
following convergence property ([23], Sect. I.4.1): If fn ∈ Bb(iR) is uniformly
bounded and fn → f pointwise, then φA(fn)x→ φA(f)x for all x ∈ X and
n → ∞. In particular, P (Ω) = φA(χΩ) defines a vector measure with
P (Ω)2 = φA(χ
2
Ω) = P (Ω).
c) {φ(f) : f ∈ C0(iR)} is R–bounded and γ–bounded by 5.10 and the claim
follows now from the above convergence property, since the closure of an R–
(γ–) bounded set in the strong operator topology is also R–(γ–) bounded.
The converse statement follows in the same way since
Ttx =
∫
iR
etλdP (λ)x, t ∈ R
is the group generated by A. 
Besides the square functions ‖R(a+ i·, A)‖γ(R,X) one can consider square
functions ‖ψ(· +A)‖γ(R,X) where ψ ∈ H∞0 (S(a)).
The following lemma shows, that they can be used to characterize the
H∞–calculus too.
6.10. Lemma. Let A be an operator of strip–type on a Banach space X. Let
ψ and ϕ be in H∞0 (S(a)). Then there is a constant C (depending on A,ϕ
and ψ) so that for all f ∈ H∞(S(b)) with b > a and x ∈ X
‖f(A)ψ(i ·+A)x‖γ(R,X) ≤ C‖f‖H∞(S(b))‖ϕ(i ·+A)x‖γ(R,X).
In particular for f(λ) ≡ 1 we obtain
1
C
‖ψ(i ·+A)x‖γ(R,X) ≤ ‖ϕ(i ·+A)x‖γ(R,X) ≤ C‖ψ(i ·+A)x‖γ(R,X).
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The proof of 6.10 is similar to the proof of Proposition 7.7 below and we
omit it.
7. H∞–calculus for sectorial operators
We will consider sectorial operators with an additional R–bounded as-
sumption. A sectorial operator on a Banach space X is called R–sectorial
(γ–sectorial) if for some ω ∈ (0, π) the set {λR(λ,A) : | arg λ| > ω} is R–
bounded (γ–bounded). ωR(A) (resp. ωγ(A)) is the infimum over all such
ω. A sectorial operator A is called almost R–sectorial (almost γ–sectorial),
if there is a ω ∈ (0, π) so that {λAR(λ,A)2 : | arg λ| > ω} is R–bounded
(γ–bounded). ω˜R(A) (or ω˜γ(R)) is now the infimum over all these ω.
R–sectorial operators are almost R–sectorial, but not conversely (not even
in an Lp–space, see [56]). The same is true for γ–sectorial operators. We
remark that these properties follow from the existence of an H∞–calculus,
more precisely
7.1. Remark. a) If A has BIP on an arbitrary Banach space, then A is
almost R–sectorial and almost γ–sectorial with ω˜γ(A), ω˜R(A) ≤ ωBIP (A).
If A has an H∞–calculus then ω˜R(A) = ωH∞(A) = ω(Ait).
b) If A has BIP and X has the UMD–property, then A is R–sectorial (see
[12]). The same is true if A has an H∞–calculus and X has only property
∆ (cf. [55]).
c) If X has type p > 1 and A is (almost) γ–sectorial, then A0 is (almost)
γ′–sectorial on X0 (the proof is the same as for [52] Prop 3.5 with γ(N,X)
in place of RadX).
proof of a). Since
∞∫
0
sz−1 s(1+s)2 ds =
piz
sinh(piz) for Re z > −1 we obtain as a
special case of the Mellin functional calculus that
λA(1 + λA)−2x =
1
2
∞∫
−∞
t
sinh(πt)
λitAitxdt
for λ with ωBIP (A) + | arg(λ)| < π and x ∈ X. For d = ωBIP (A) + ε and
θ = π − d− ε with a small ε > 0 we can write for | arg(λ)| < θ
λA(1 + λA)−2x =
∞∫
−∞
hλ(t)N(t)xdt, x ∈ X
with N(t) = e−d|t|Ait and hλ(t) = tsinh(pit)λ
ited|t|. Since hλ(t) is uniformly
bounded for | arg(λ)| ≤ θ the set {λA(1 + λA)−2 : | arg(λ)| ≤ θ} is R–
bounded and γ–bounded by 5.8. Hence A is almost R–bounded with ω˜R(A) ≤
ωBIP (A) + 2ε and almost γ–bounded with ω˜γ(A) ≤ ωBIP (A) + 2ε for all
ε > 0. The last claim is shown in [56]. 
Now we can state our characterization of the H∞–calculus in terms of
square functions. (As in 3.2 and 4.7c) we can show that these square func-
tions are finite.)
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7.2. Theorem. Let A be an almost γ–sectorial operator on a Banach space
X. Consider the conditions
a) A has bounded imaginary powers and for one (all) ω with |ω| ∈ (ω(Ait), π]
there is a constant C with
‖e−ω|·|Ai·x‖γ(R,X) ≤ C‖x‖, x ∈ D(A) ∩R(A)
‖e−ω|·|(Ai·)′x′‖γ′(R,X′) ≤ C‖x′‖, x′ ∈ D(A0) ∩R(A0).
b) For one (all) ω with |ω| ∈ (ω˜γ(A), π] there is a constant C such that
‖A1/2R(·eiω, A)x‖γ(R+,X) ≤ C‖x‖, x ∈ D(A) ∩R(A)
‖(A′)1/2R(·eiω, A)′x′‖γ′(R+,X′) ≤ C‖x′‖, x′ ∈ D(A0) ∩R(A0).
c) For one (all) ω with |ω| ∈ (ω˜γ(A), π] there is a constant C such that for
all x ∈ D(A) ∩R(A)
1
C
‖x‖ ≤ ‖A1/2R(·eiω, A)x‖γ(R+ ,X) ≤ C‖x‖.
d) A has an H∞(Σ(σ))–calculus for one (all) σ ∈ (ω˜γ(A), π].
Then a) =⇒ b) =⇒ c) =⇒ d) always. If X has finite cotype then d) =⇒
a). In this case ωH∞(A) = ω(A
it) = ω˜γ(A).
7.3. Remark. 1) For all sectorial operators and fixed angles ω and σ > ω,
an inspection of the proofs show that we have a) =⇒ b) =⇒ c) =⇒ d). If
X has finite cotype and σ < ω then also d) =⇒ a).
We need almost γ–sectoriality only to assure that our conditions are in-
dependent of the choice of the angle.
2) The assumption that A is almost γ–sectorial can be dropped. Indeed
by the first part of the remark any of the conditions a), b), c) for some angle
implies d). Now apply the second part of remark 7.1a) to A and A0. Now
we have that A and A0 are almost γ–bounded and we can switch angles.
3) IfX ′ has also finite cotype, e. g. ifX is an Lp(Ω)–space with 1 < p <∞
then we can replace in the second condition of b) the γ′–norm by the γ–norm
(see 5.2):
‖(A′)1/2R(·eiω, A)′x′‖γ(R+,X′) ≤ C‖x′‖.
As a preparation for the proof of 7.2 we state
7.4. Lemma. Let X have finite cotype. Suppose that the sectorial operator
A has an H∞(Σ(σ))–calculus. Then A has bounded imaginary powers with
ωBIP (A) ≤ σ and for θ > σ there is a constant C so that
‖e−θ|·|Ai·x‖γ(R,X) ≤ CCH∞epi(θ+σ)
1
θ − σ ‖x‖, x ∈ X
‖e−θ|·|(Ai·)′x′‖γ′(R,X′) ≤ CCH∞epi(θ+σ)
1
θ − σ ‖x
′‖, x′ ∈ X ′
where C depends only on X and CH∞ is the bound of the H
∞(S(σ))–
calculus.
Proof. We adopt the proof of 6.4 to Tt = A
it. In particular, we must choose
now
bk,n(λ) =
1√
2π
pi∫
−pi
einth(t)g(t+ k)λi(t+k)dt.
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Since |λi(t+k)| ≤ e−σ(t+k) we can repeat the estimates of 6.4. 
Proof of 7.2. For a fixed angle ω, we can repeat the arguments in the proof
of 2.1 by replacing the Hilbert space square functions by our generalized
square functions γ and γ′ and using in place of (S1), (S2) and (S3) their
generalizations in 5.12.
In a) =⇒ b) we can use the formula
(1)
π
cosh(πs)
eθsAisx = e−iθ/2
∞∫
0
tis[t1/2A1/2(eiθt+A)]−1x
dt
t
(which appeared already in (1) of Section 2 with θ < π−ω(Ait)) and appeal
to the Plancherel formula 4.8 and 5.3 for γ(R,X) and γ′(R,X ′).
In b) =⇒ c) we use 5.5.
In c) =⇒ d) we follow the lines of 2.1 c) =⇒ d) using the operator K
defined there and apply 5.5 to it.
If X has finite cotype then Lemma 7.4 shows that d) =⇒ a).
If A is a γ–sectorial operator we can check that the condition c) does not
depend on the choice of ω ∈ (ωγ(A), π] by using formula (2) from Section 2.
For an almost γ–sectorial operator we note that
A1/2R(t−1eiθ, A) = ψθ(tA)t1/2 with ψθ(λ) =
λ1/2
eiθ − λ
and
‖A1/2R(·eiθ, A)x‖γ(R+ ,X) = ‖ψθ(·A)x‖γ(R+ , dtt ,X).
If |θ| > ω˜γ(A) then ψθ ∈ H∞0 (Σ(ϕ)) for |θ| > ϕ > ω˜γ(A) and we can appeal
Proposition 7.7 below to ensure the equivalence of square functions with
different angles. 
With 7.2 we can explain the gap between the H∞–calculus and BIP.
7.5. Corollary. Let A be a sectorial operator on a Banach space X.
a) If A has BIP and {e−θ|t|Ait : t ∈ R} is γ–bounded, then A has an
H∞(Σ(σ))–calculus for σ > θ.
b) Conversely, assume that X has property (α). If A has an H∞(Σ(σ))–
calculus then {e−θ|t|Ait : t ∈ R} is γ–bounded for all θ > σ.
Proof. a) By Example 5.7 we have for ε > 0
‖e−(θ+ε)|·|Ai·x‖γ(R,X) ≤ ‖e−ε|·|‖L2(R)C‖x‖
where C is the γ–bound of {e−θ|t|Ait}. The second estimate in 7.2b) follows
also from 5.7.
b) Since X has finite cotype γ–boundedness and R–boundedness are
equivalent and we can apply [55], Theorem 5.3. 
Results on the vector–valued H∞(Σ(σ))–calculus, joint functional calculii
and R–boundedness of the calculus are contained in [55].
We noticed already in the proof of 7.2, that besides
‖A1/2R(·eiω, A)x‖γ(R+,X), also more general square functions of the form
‖ψ(·A)‖γ(R+ , dtt ,X), ψ ∈ H
∞
0 (Σ(σ)),
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are useful. We will show shortly that they are equivalent for an almost
γ–sectorial operator. But first
7.6. Lemma. Let A be almost γ–sectorial. Then we have for all ψ ∈
H∞0 (Σ(ω)) with ω > ω˜γ(A) that {ψ(tA) : t > 0} is γ–bounded.
Proof. Let Ψ be an antiderivative of ψ(λ)λ which vanishes at 0. Define ϕ(λ) =
Ψ(λ)− γ λ1+λ , where γ =
∞∫
0
t−1ψ(t)dt. Then ϕ′(λ) = ψ(λ)λ − γ(1 + λ)−2 and
one can show that ϕ ∈ H∞0 (Σ(ω)). Hence
ϕ(tA) =
1
2πi
∫
∂Σ(ω)
ϕ(λ)R(λ, tA)dλ
and therefore
tAϕ′(tA) =
1
2πi
∫
∂Σ(ω)
ϕ(λ)[tAR(λ, tA)2]dλ
=
1
2πi
∫
∂Σ(ω)
[
ϕ(tµ)
µ
] [
µAR(µ,A)2
]
dµ for t ∈ R+.
Note that by 5.8 this set is γ–bounded. Since ψ(λ) = λϕ′(λ) + γλ(1 + λ)−2
it follows that the set
ψ(tA) = tAϕ′(tA) + γtA(1 + tA)−2, t ∈ R+
is γ–bounded too. 
The next result was proved for Hilbert spaces in [78] and for R–sectorial
operators in Lp–spaces in [70]. The proof in [70] can be extended to the
general setting:
7.7. Proposition. Let A be an almost γ–sectorial operator on a Banach
space X. Let ψ and ϕ be in H∞0 (Σ(σ)) for some σ > ω˜γ(A). Then there is
a constant C (depending on A,ϕ and ψ), so that for all f ∈ H∞(Σ(σ)) and
x ∈ D(A) ∩R(A)
(2) ‖f(A)ψ(·A)x‖γ(R+ , dtt ,X) ≤ C‖f‖H∞(Σ(σ))‖ϕ(·A)x‖γ(R+ , dtt ,X).
In particular, for f(λ) ≡ 1, we obtain
1
C
‖ψ(·A)x‖γ(R+ , dtt ,X) ≤ ‖ϕ(·A)x‖γ(R+ , dtt ,X) ≤ C‖ψ(·A)x‖γ(R+ , dtt ,X)
and
1
C
‖ψ(·A)′x′‖γ′(R+, dtt ,X′) ≤ ‖ϕ(·A)
′x′‖γ′(R+, dtt ,X′) ≤ C‖ψ(·A)
′x′‖γ′(R+, dtt ,X′).
Furthermore, if A has an H∞(Σ(σ))-calculus, then for x ∈ X
1
C
‖x‖ ≤ ‖ϕ(·A)x‖γ(R+ , dtt ,X) ≤ C‖x‖.
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Proof. First we assume in addition that f ∈ H∞0 (Σ(θ)). Choose two auxil-
iary functions g, h ∈ H∞0 (Σ(θ)) such that
∞∫
0
g(t)h(t)ϕ(t)
dt
t
= 1.
By analytic continuation we have for all λ ∈ Σ(θ) that
∞∫
0
g(tλ)h(tλ)ϕ(tλ)
dt
t
= 1
and we can apply the H∞0 –calculus of A and some γ ∈ (ωγ(A), θ)
f(A) =
1
2πi
∫
∂Σ(γ)
( ∞∫
0
g(tλ)h(tλ)ϕ(tλ)
dt
t
)
f(λ)R(λ,A)dλ
=
∞∫
0
(
1
2πi
∫
∂Σ(γ)
g(tλ)f(λ)h(tλ)ϕ(tλ)R(λ,A)dλ
)
dt
t
=
∞∫
0
g(tA)h(tA)f(A)ϕ(tA)
dt
t
.
Furthermore, by Lemma 4.1 in [55] we have
ψ(sA)g(tA) =
1
2πi
∫
∂Σ(γ)
ψ(sλ)g(tλ)R(λ,A)dλ
=
1
2πi
∫
∂Σ(γ)
ψ(sλ)g(tλ)λ
1
2A
1
2R(λ,A)
dλ
λ
.
With these identities and Fubini’s theorem we obtain for x ∈ X
f(A)ψ(sA)x =
∞∫
0
[ψ(sA)g(tA)]h(tA)f(A)ϕ(tA)x
dt
t
=
1
2πi
∫
∂Σ(γ)
ψ(sλ)λ
1
2A
1
2R(λ,A)
·
( ∞∫
0
g(tλ)f(A)h(tA)ϕ(tA)x
dt
t
)
dλ
λ
=
1
2πi
∫
∂Σ(γ)
ψ(sλ)M(λ)
 ∞∫
0
g(tλ)N(t)ϕ(tA)x
dt
t
 dλ
λ
= K[M(λ)L[N(t)ϕ(tA)x](λ)](s)
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where M(λ) = λ
1
2A
1
2R(λ,A), N(t) = f(A)h(tA) and
Kϕ(s) = 1
2πi
∫
∂Σ(γ)
ψ(sλ)ϕ(λ)
dλ
λ
, s ∈ R+
Lϕ(λ) =
∞∫
0
g(tλ)ϕ(t)
dt
t
, λ ∈ ∂Σ(γ).
These operators can be reduced to convolution operators on the multi-
plicative group (R+,
dt
t ) with
∞∫
0
|ψ(e±iγt)|dtt < ∞ and
∫ |g(te±iγ)|dtt < ∞.
Hence they are bounded operators K : L2(∂Σ(γ), |dλλ |) → L2(R+, dtt ) and
L : L2(R+, dtt ) → L2(∂Σ(γ), |dλλ |). {M(λ) : λ ∈ Σ(γ)} is γ–bounded by
assumption. To see that {N(t) : t ∈ R} is γ–bounded, note that for t ∈ R+
again by Lemma 4.1 of [55]
N(t) = f(A)h(tA) =
1
2πi
∫
∂Σ(γ)
f(λ)h(tλ)R(λ,A)dλ
=
1
2πi
∫
∂Σ(γ)
f(λ)h(tλ)λ
1
2A
1
2R(λ,A)
dλ
λ
.
Since
∫
∂Σ(γ)
|f(λ)h(tλ)||dλλ | ≤ ‖f‖H∞(Σ(θ))
∫
∂Σ(γ)
|f(λ)||dλλ | we can appeal to
5.8. Furthermore, by extending K and L to the γ–spaces according to 4.8,
4.9 and applying 4.11 to M(·) and N(·), we obtain
‖f(A)ψ(·A)x‖γ(R+ , dss ,X) = ‖K[M(·)]L[N(t)ϕ(tA)x](·)‖γ(R+ , dss ,X)
≤ C1‖L[N(·)ϕ(·A)x]‖γ(R+ , dtt ,X)
≤ C2‖f‖H∞(Σ(θ))‖ϕ(·A)x‖γ(R+ , dtt ,X).
For a general f ∈ H∞(Σ(θ)) we use the convergence lemma and 4.10. The
last claim is shown in the same way using the corresponding properties of
γ′(X ′).
The last inequality follows from 7.2 since a sectorial operator with an H∞-
calculus has BIP and is therefore also almost R–bounded by Remark 7.1a).

For a sectorial operator A on a Banach space X we define the space XA
as the completion of D(A) ∩R(A) with respect to the norm
‖x‖XA = ‖A
1
2R(·, A)x‖γ(R− ,X).
As an operator on XA A has particularly good properties.
7.8. Corollary. Let A be an almost γ–sectorial operator on a Banach space
X. Then A has an H∞(Σ(σ))–calculus for σ > ω˜γ(A) as an operator on
XA. A has an H
∞–calculus on X if and only if X is isomorphic to XA.
Proof. We can apply estimate (2) with ψ(λ) = ϕ(λ) = λ1/2(1+λ)−1. Hence
there is a constant C so that for all f ∈ H∞0 (Σ(σ))
‖f(A)x‖XA ≤ C‖x‖XA for x ∈ D(A) ∩R(A).
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It follows that A has an H∞(Σ(σ))–calculus on XA. The second claim
follows from 7.2c) ⇐⇒ d). 
8. The connection between sectorial and strip–type operators
There is an obvious parallel between the notions, results and proofs of
Section 6 and 7 if we “apply” the map λ ∈ Σ(σ)→ i log λ ∈ S(σ). In order
to make this connection more explicit we use the operator logA, which for
a sectorial operator A one can define by the extended functional calculus of
[16]:
Put ϕ(λ) = λ(1 + λ)−2. Then ϕ(A) = A(I + A)−2, ϕ(A)−1 = 2 +
A + A−1 and R(ϕ(A)) = R(A) ∩ D(A). Also ϕ(·) log(·) ∈ H∞0 (Σ(σ)) and
for σ > ω(A) we can define log(A) = ϕ(A)−1(ϕ · log)(A) and D(logA) =
{x ∈ X : (ϕ log)(A) ∈ D(ϕ(A))}. This definition of logA is equivalent
to the definitions in [91], cf. [91], Lemma 1 and 3. The following integral
representations show in particular that 1i logA is an operator of strip–type.
8.1. Lemma. Let A be a sectorial operator.
a) For |Im z| > π we have
(z − logA)−1 =
∞∫
−∞
−1
π2 + (z − t)2 [e
t(et +A)−1]dt.
b) For w(1i logA) < a < π we have
t1/2A1/2(t+A)−1 =
1
2πi
∫
|Im z|=a
t1/2ez/2
t+ ez
(z − log(A))−1dz.
Proof. a) The first formula is taken from [91], Satz 7.
b) For λ ∈ Σ(a) we get by Cauchy’s formula
λ1/2(t+ λ)−1 =
1
2πi
∫
|Im z|=a
ez/2
t+ ez
(z − log λ)−1dz.
Since ‖(z − logA)−1‖ ≤ C for |Im z| = a and ez/2(t+ ez)−1 is integrable on
{z : |Im z| = a} the properties of the H∞–calculus give
A1/2(t+A)−1 =
1
2πi
∫
|Im z|=a
ez/2
t+ ez
(z − logA)−1dz.

8.2. Lemma. a) If A is a sectorial operator on X, then 1i logA is of strip–
type and w(1i logA) ≤ ω(A).
b) If ψ ∈ H∞1 (Σ(σ)) with σ > ω(A), then ψ˜(λ) = ψ(eiλ) is in H∞1 (S(σ))
and ψ˜(1i lnA) = ψ(A).
Proof. a) For |θ| ≤ π − ω(A) − ε we have that e−iθA is sectorial and
log(e−iθA) = log(A) − iθ (cf. [91]). By part a) of 8.1 we have for z with
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|Im z| > π
−i(iz + θ − i logA)−1 =
∞∫
−∞
1
π2 + (z − t)2 e
iθt(eiθt+A)−1dt
and for |Re µ| > ω(A) + ε
‖(µ− i logA)−1‖ ≤ C
∞∫
−∞
1
π2 + t2
dt · sup{‖λR(λ,A)‖ : | arg(λ)| ≥ ω(A)+ ε}.
For the details of the last estimate, see [91] or [41], Lemma 3.5.1
b) Clearly
∞∫
−∞
|ψ˜(a+ is)|ds =
∞∫
0
|ψ(eiat)|dtt for |a| < σ. If T is a bounded
operator with a bounded inverse and σ(T ) ⊂ Σ(σ), then the usual Dunford
calculus implies that ψ˜(1i lnT ) = ψ(T ). For ε > 0 put Tε = (A + εI)(εA +
I)−1. Then Tε is bounded, σ(Tε) ⊂ Σ(σ) and for ω ∈ (ω(A), σ) there is a
constant C by [91], Lemma 3, and 8.1 such that
‖λR(λ, Tε)‖ ≤ C, ‖R(µ, 1
i
log Tε)‖ ≤ C
for all λ with | arg λ| ≥ ω and µ with |Re µ| ≥ ω. Furthermore, lim
ε→0
R(λ, Tε)x
= R(λ,A)x and lim
ε→0
R(µ, 1i log Tε)x = R(µ, logA)x so that by Lebesgue’s
convergence theorem
ψ(A)x = lim
ε→0
∫
∂Σ(ω)
ψ(λ)R(λ, Tε)xdλ = lim
ε→0
ψ(Tε)x
and similarly ψ˜(1i logA)x = limε→0
ψ˜(1i log Tε)x. 
Part b) of the following theorem was shown in [92].
8.3. Theorem. Let A be a sectorial operator on a Banach space X and put
B = 1i logA.
a) A has an H∞(Σ(σ))–calculus for σ > ω(A) if and only if B has an
H∞(S(σ))–calculus.
b) A has BIP if and only if B generates a C0–group and in this case A
it =
e−tB for t ∈ R.
c) If A is R–(γ–)sectorial then B is of R–(γ–)strip–type. If B is of R–(γ–
)strip–type, then A is almost R–(γ–)sectorial.
d) For a > ω˜R(A) and x ∈ D(A) ∩R(A) we have
1√
2π
‖R(·, B)x‖γ(∂S(a),X) ≤ ‖A1/2R(·, A)x‖γ(∂Σ(a),X)
≤
√
2π‖R(·, B)x‖γ(∂S(a),X).
e) If ψ ∈ H∞1 (Σ(σ)) for σ > ω(A) then ψ˜(λ) = ψ(eiλ) is in H∞1 (S(σ)) and
for x ∈ D(A) ∩R(A)
‖ψ˜(−i ·+B)x‖γ(R+,X) = ‖ψ(·A)x‖γ(R+ , dtt ,X).
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Of course this theorem allows to derive the results of Section 7 from
Section 6. Since the case of sectorial operators is of particular interest in
applications, we prefer the direct arguments of Section 7.
Proof. a) By Lemma 8.2b) we have ‖ψ(A)‖ = ‖ψ˜(B)‖ for all ψ ∈ H∞1 (Σ(σ)).
Of course for ϕ ∈ H∞1 (S(σ)) there is a ψ ∈ H∞1 (Σ(σ)) with ϕ = ψ˜, namely
ψ(µ) = ϕ(1i lnµ).
b) Put ψ(λ) = λit, ψ˜(µ) = e−tµ and ψn(λ) = ϕn(λ)λit, ψ˜n(µ) = ϕn(eiµ)
e−tµ, where ϕn(λ) = nn+λ − 11+nλ . By 8.2b) we have ψn(A) = ψ˜n(B).
Let ψ(A) and ψ˜(B) be the (possibly) unbounded operators defined by the
extended calculus for A and B, respectively. Since ψn(λ) → ψ(λ) and
ψ˜n(µ)→ ψ˜(µ) the convergence lemma implies that ψ(A)x = ψ˜(B)x for x in
a dense subset of X. Hence if one of these operators is bounded so is the
other one and Ait = ψ(A) equals ψ˜(B), the semigroup operator generated
by −B. For a different proof, see [92].
c) The first part is shown in the same way as 8.2a) using 5.8. For the
second part use the integral representation 8.1b), 5.8 and the fact that∫
|Im z|=a
∣∣∣∣t1/2ez/2t+ ez
∣∣∣∣d|z| = ∫
∂Σ(a)
|(λ/t)1/2|
|1 + λ/t|
∣∣∣∣dλλ
∣∣∣∣ =: C <∞.
d) Fix a > ω(A) and θ = π−a. Then e−iθA is sectorial since θ < π−ω(A)
and we can apply formula (1) from Section 7 with θ = π − a so that for
x ∈ R(A) ∩ D(A)
π
cosh(πs)
e(pi−a)sAisx = (−i)
∞∫
0
tis[(e−iat)1/2A1/2(e−iat−A)−1x]dt
t
= (−i)
∞∫
−∞
eius[(e−iaeu)1/2A1/2R(e−iaeu, A)x]du.
Since the Fourier transform is an isomorphism on γ(R,X) and substitutions
which define bounded operators on L2 can also be extended to γ(X), we get√
π
2
∣∣∣∣∣∣∣∣ epi·cosh(π·)e−a·Ai·x
∣∣∣∣∣∣∣∣
γ(R,X)
= ‖(e−iae(·))1/2A1/2R(e−iae(·), A)x‖γ(R,X)
= ‖A1/2R(e−ia·, A)x‖γ(R+ ,X).
(1)
If we repeat this argument with −θ = a− π then√
π
2
∣∣∣∣∣∣∣∣ e−pi·cosh(π·)ea·Ai·x
∣∣∣∣∣∣∣∣
γ(R,X)
= ‖A1/2R(eia·, A)x‖γ(R+ ,X).
On the other hand, if Ts is the possibly unbounded operator ψs(B), ψs(λ) =
e−sλ, defined by the extended functional calculus for B, then with ϕ(λ) =
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λ
(1+λ)2
and ϕ˜(µ) = e
iµ
(1+eiµ)2
∈ H∞0 (S(a))
R(a− it, B)ϕ˜(B)y =
∞∫
0
eis[e−asTsϕ˜(B)y]ds.
By 4.9 we obtain for x ∈ D(A) ∩R(A) (see 4.6b), 6.2)
(2)
√
2π‖e−a·T(·)x‖γ(R+,X) = ‖R(a− i·, B)x‖γ(R,X).
In the same way we obtain with −a in place of a
(3)
√
2π‖ea·T(·)x‖γ(R−,X) = ‖R(−a− i·, B)x‖γ(R,X).
As in part b) of the proof we see that Aisx = Tsx for x ∈ D(A)∩R(A). Since
epis(cosh πs)−1 ≤ 2 for s ≥ 0 and episcosh(pis)e−2as ≤ 2 for s ≤ 0 we conclude
from (1), (2) and (3) that for x ∈ D(A) ∩R(A)
‖A1/2R(e−ia·, A)x‖γ(R,X) ≤ 2
√
π
2
(‖e−a·Ai·x‖γ(R+,X) + ‖ea·Ai·x‖γ(R−,X))
≤
√
2π
(‖R(a− i·, B)x‖γ(R,X) + ‖R(−a− i·, B)x‖γ(R,X)) .
Also by (1), (2) and since epis(cosh s)−1 ≥ 1 for s ≥ 0
‖R(a− i·, B)x‖γ(R,X) ≤
√
2π‖e−a·T(·)x‖γ(R+,X) =
√
2π‖e−a·Ai·x‖γ(R+,X)
≤
√
2π‖A−1/2R(e−ia·, A)x‖γ(R+ ,X).
The estimates for ‖A1/2R(eia·, A)x‖γ(R,X) and ‖R(−a − i·, B)x‖γ(R,X) are
similar.
e) By Lemma 8.2 and [91], Satz 5, we have that ψ(etA) = ψ˜(1i log(e
tA))
= ψ˜(B − it) for all t ∈ R. Applying the γ–norm with x ∈ X gives
‖ψ˜(B − i·)x‖γ(R,X) = ‖ψ(e(·)A)x‖γ(R,X) = ‖ψ(·A)x‖γ(R+ , dtt ,X).
Again, the substitution in the γ–norm is justified as an extention of the
substitution in the L2–norm via 4.8. 
8.4. Remark. Suppose that B generates a C0–group on a Banach space
X with the UMD–property. By [79], Theorem 4.3, there exists a sectorial
operator A (the so–called analytic generator of B), so that Ais = e−sB for
all s ∈ R. Because of the uniqueness of the generator of a C0–group we have
then by 8.3b) that B = 1i logA. Hence the statements of 8.3 apply to A and
its analytic generator B.
9. Littlewood Paley g–functions
A semigroup Tt with generator A defined on the scale Lp(Ω, µ) for all
1 ≤ p ≤ ∞ is called a symmetric diffusion semigroup if
(1) ‖Ttf‖Lp(Ω) ≤ ‖f‖Lp(Ω) for all t > 0, 1 ≤ p ≤ ∞,
(2) the generator A of Tt is selfadjoint on L2(Ω),
(3) Ttf ≥ 0 for f ≥ 0 for all t > 0, f ∈ Lp(Ω),
(4) Tt1 = 1.
42
In [100], Stein extended the classical g–function estimates of Paley-Littlewood
to such symmetric diffusion semigroups. For the g–functions
Gk(f)(·) =
(∫ ∞
0
∣∣∣∣tk ( ∂k∂tk Ttf
)
(·)
∣∣∣∣2 dtt
) 1
2
,
which are functions on Ω for f ∈ L1(Ω)∩L∞(Ω) and K ∈ N, Stein showed
that for 1 < p <∞
(5)
1
Cp
‖f −Qf‖Lp(Ω) ≤ ‖Gk(f)‖Lp(Ω) ≤ Cp‖f‖Lp(Ω)
where Qf = limn→∞A( 1n + A)
−1f . In [15], Cowling used transference
to obtain the same result for semigroups only satisfying (1) and (2) for all
1 ≤ p ≤ ∞. For σ < pi2 and β = k ∈ N
Gβ(f) = gβ(tA)f with gβ(λ) = λ
βe−λ ∈ H∞0 (Σ(σ))
and A is sectorial on the subspace R(A) = R(I − Q), complemented in
Lp(Ω, µ) for 1 < p < ∞ (see [61], Proposition 15.2). Since dkdtk Tt = AkTt, it
is clear that estimate (5) also follows from Proposition 7.7 applied to gβ if A
has an H∞-functional calculus on H∞(Σ(σ)) with σ < pi2 and β ∈ N. For a
semigroup Tt on Lp(Ω, µ) for a single p ∈ (1,∞), which is bounded analytic
and satisfies (1) and (3), this was shown in [55], Corollary 5.2. Therefore we
obtain a further extension of Stein’s result (5):
9.1. Corollary. Let p ∈ (1,∞) and suppose that (−A) generates an analytic
semigroup on Lp(Ω, µ) such that Tt, t > 0, satisfies (1) and (3). Then Tt
satisfies the Paley-Littlewood estimate (5).
Moreover, we can get Paley-Littlewood estimates for semigroups Tt on
Bochner spaces Lp(Ω, µ,X). Recall that T
⊗
t stands for the tensor extension
of Tt to Lp(Ω) ⊗X. If T⊗t defines a semigroup on Lp(Ω,X), we denote its
generator bei A⊗ = A⊗ I and (5) takes now the form
(6)
1
Cp
‖f − E0f‖Lp(Ω,X) ≤ ‖gβ(·A⊗)f‖γ(R+, dtt ,Lp(Ω,X)) ≤ Cp‖f‖Lp(Ω,X)
for f ∈ Lp(Ω,X) if β ∈ N. First we verify such estimates for the Gauss-
ian and the Poisson semigroup on Lp(R
n,X). This will give a continuous
analogue to Bourgain’s Paley Littlewood decomposition of Lp(T,X), which
characterizes UMD-spaces.
9.2. Theorem. Let ∆ be the generator of the Gaussian semigroup Tt on
Lp(R
n) for 1 < p < ∞. If X is a UMD-space, then Aα = (−∆)α ⊗ I has
an H∞(Σ(σ))-calculus on Lp(Rn,X) for all σ > 0 and all α ∈ (0, 1) and
satisfies the Paley-Littlewood estimate (6) for all β > 0. Conversely, either
one of these conditions implies that X is a UMD-space.
Proof. Bi =
∂
∂xi
⊗ I generates the translation group (Ui(t)f)(x) = f(x+ tei)
on Lp(R
n,X). Since Ui is bounded and X is a UMD-space, it follows from
Corollary 2 in [12] that −B2i = −
(
∂2
∂x2i
⊗ I
)
has an H∞(Σ(σ))-calculus for
all σ > 0. Since the Ui(t), i = 1, . . . , n, commute it follows from [69],
Theorem 1.1, that A = −(∆ ⊗ I) = −∑ni=1B2i has an H∞(Σ(σ))-calculus
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on Lp(R
n,X) for all σ > 0. The same is true for Aα with α ∈ (0, 1). Now
(6) follows from Proposition 7.7 with ψ = gβ .
Conversely, the boundedness of the H∞-calculus of Aα for some α ∈ (0, 1)
implies that A has bounded imaginary powers. By the main result of [32],
X has to be a UMD-space. If (6) holds for some α ∈ (0, 1) and β = 12 , then
theorem 7.2 and the second remark in 7.3 show that Aα has an H∞-calculus
and we can repeat the last argument. 
Note that for α = 12 this result includes the Poisson semigroup on Lp(R
n,X).
For more general diffusion semigoups, we have the following partial results.
9.3. Theorem. Let 1 < p0 ≤ 2 ≤ p1 < ∞. Suppose that (−A) generates a
bounded analytic semigroup on Lp(Ω, µ) for p ∈ [p0, p1] such that Tt, t > 0, is
contractive and positive on Lp(Ω, µ) (i.e. (1) and (3) are satisfied). Suppose
further that X = [X0,H]θ is a complex interpolation space of a UMD-space
X0 and a Hilbert space H with θ ∈ (0, 1).
Then A⊗ has an H∞(Σ(σ))-calculus for some σ < pi2 on Lp(Ω,X) with p ∈
(p0, p1) and the semigroup generated by (−A⊗) satisfies the Paley-Littlewood
estimate (6) for all β > 0.
Proof. By a theorem of Fendler ([27]) the positive contraction semigroup Tt
on Lp(Ω), p0 ≤ p ≤ p1, has a dilation to a group of positive isometries Ut
on a space Lp(Ω˜), i.e. JTt = PUtJ , where J : Lp(Ω) → Lp(Ω˜) is a positive
embedding and P : Lp(Ω˜)→ Lp(Ω) a positive projection.
By a standard extension theorem for positive operators (see e.g. [61], 10.14),
Tt, Ut, P and J can be extended to a contractive semigroup T
⊗
t on Lp(Ω,X)
and a group of isometries U⊗t on Lp(Ω˜,X) so that J
⊗T⊗t = P
⊗U⊗t J
⊗. Since
X is a UMD space the generator B⊗ of U⊗t on Lp(Ω˜) and therefore by the
dilation relation A⊗ on Lp(Ω,X) have an H∞(Σ(ν))-calculus for all ν > pi2 ,
cf. [44]. The same is true for A⊗ on Lp(Ω,H) for p0 < p < p1. However, on
L2(Ω,H), A
⊗ has an H∞(Σ(σ))-calculus for the same σ < pi2 that appears
in our assumption on A. This is true since we can extend the bounded
operators Ψ(A), Ψ ∈ H∞(Σ(σ)), to operators Ψ(A)⊗ on L2(Ω,H) (see e.g.
[61], Lemma 11.11). By complex interpolation in the Lq(Ω,H) scale, A
⊗
has an H∞(Σµ)-calculus with µ < pi2 on Lp(Ω,H) for all p0 < p < p1 (cf.
[52], Proposition 4.9). Since [Lp(Ω,X0), Lp(Ω,H)]θ = Lp(Ω,X), the same
proposition implies now that A⊗ has an H∞(Σµ)-calculus with µ < pi2 on
Lp(Ω,X) for p0 < p < p1. Now we can apply 7.7 to ψ = gβ . 
9.4. Remark. The theorem holds for all Banach lattices X with the UMD
property. Indeed, such X are always interpolation spaces X = [X0,H]θ with
some UMD Banach lattice X0 and a Hilbert space H as shown in [98]. Note
also that in a Banach lattice X, the Paley-Littlewood estimate (6) for β ∈ N
takes the more traditional form
1
Cp
‖f‖Lp(Ω,X) ≤
(∫
Ω
∥∥∥∥∥
∫ ∞
0
∣∣∣∣tβ ( dβdtβ Ttf
)
(·)
∣∣∣∣2 dtt
∥∥∥∥∥
p
X
dµ(·)
) 1
p
≤ Cp‖f‖Lp(Ω,X)
(see 3.6). For the Laplace operator and the Gaussian semigroup on
Lp(T
n,X), this was already shown in [110], Theorem 4.1.
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9.5. Corollary. Let p ∈ (1,∞). Suppose that (−A) generates a bounded an-
alytic semigroup on Lp(Ω, µ) such that Tt, t > 0, is contractive and positive
on Lp(Ω).
Then for every UMD-space X and α ∈ (0, 1), the fractional power (Aα)⊗
has an H∞(Σ(σ))-calculus for some σ < pi2 on Lp(Ω,X) and the semigroup
generated by (Aα)⊗ satisfies the Paley-Littlewood estimate (6) for all β > 0.
Proof. The first part of the argument of Theorem 9.3 shows that A⊗ has an
H∞(Σ(ν))-calculus for all ν > pi2 on Lp(Ω,X). Then (A
α)⊗ = (A⊗)α has
an H∞(Σ(σ))-calculus with σ = αν < pi2 for ν close enough to
pi
2 . Apply
now 7.7 again. 
9.6. Remark. For diffusion semigroups satisfying (1) to (4), the results of
9.2, 9.3 and 9.4 were shown independently by Hyto¨nen in [47]. Instead of
using the H∞-calculus, he extends the original argument of Stein in [100] to
the vector-valued case. However, our results also cover semigroups defined
only on a part of the Lp scale.
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