It has been known for over a century that sensory and motor areas in the mammalian cerebral cortex contain maps whose topography mirrors the physical arrangement in the body of the sensory inputs or the motor outputs. For example somatosensory cortex contains a map of the body surface ( Figure 1a ), motor cortex contains a map of the body musculature, visual cortex contains a topographically ordered map of visual space and auditory cortex contains a map of sound frequency (Figure 1b) .
Sensory receptors are concentrated in body regions where sensation is more acute, for example in the lips, tips of the fingers, and central foveal region of the eye, and the corresponding regions in the brain maps are enlarged, roughly in proportion to the density of receptors. In addition to being distorted in ways that reflect the functional importance of different body regions, cortical maps are plastic and can adapt to experience, especially if it occurs early in life. For example, the area of cortex devoted to inputs from the fingers appears to be unusually large in violinists who have begun their training before the age of 11 years, whereas amputation of a limb or digit can lead to a shrinkage of the cortical area devoted to the missing sensory inputs. Map organisation also varies not just within species but between them, in ways which reflect the varying importance of different sensory modalities and submodalities to the species concerned.
Spoticism
The concept of a map is tightly linked to the concept of localisation of function in the cortex. Within the last decade, the development of functional magnetic resonance imaging (fMRI) has allowed brain regions activated by particular tasks to be localised non-invasively in humans and animals. Because, almost by definition, a given pattern of activity will have its highest level in one, or a few locations, whose size is often comparable to the spatial resolution of the method -typically a few millimeters -attention is inevitably drawn to the relationship between these places and the function that was being tested. While mapping functions to brain regions in this way might seem an important and necessary first step in understanding how the brain works, this 'spoticist' enterprise has been criticized as intellectually sterile by some, since knowing that a function is performed in location A, rather than B or C, tells one nothing about the underlying physiology or neurocomputational structure of the task, which is of course the real goal of brain research. How far is this criticism justified? Is brain mapping a distraction from the goal of understanding how the brain works? Or can it be refined to the point where it really will tell us something useful about how the brain represents and processes information? The question can be approached by reviewing what is currently known about brain maps, particularly those in the visual cortex. These have been studied by invasive methods in animals at a level of resolution exceeding that possible with current non-invasive fMRI imaging in humans. These results have extend the concept of 'map' beyond the simple representation of a twodimensional surface such as the retina or the skin within an equivalently two-dimensional cortical area.
Types of map
Mathematicians define mapping as a procedure that assigns points in one set to points in another set. This could be a formula that takes positions on the surface of the earth and assigns them to positions on a page, as in a geographical map, or it could be a description of how particular nucleotides are assigned to positions along a DNA molecule, or an assignment of functions to brain regions. A more restricted type of map is a topographic map, in which neighbouring points in one set are mapped to, or connect with, neighbouring points in a second set. Many types of brain map appear to be topographic, as neighbouring neurons in one brain structure often connect with neighbouring neurons in a target structure. Preservation of these spatial neighbourhood relations in the connections between the peripheral sense organs and the corresponding sensory areas of cortex is responsible for the topographic maps found in visual, auditory and somatosensory cortices referred to above.
Although topographic mappings are often found when cells in one sheet of tissue connect to cells in a second sheet, not all such mappings are topographic. Olfactory cortex, which is an elongated bulb of tissue at the front of the brain shaped like an uninflated balloon, receives connections from olfactory receptor cells arranged in a two-dimensional sheet in the nasal epithelium. However the projection from the receptors to the bulb is not topographic. Different receptor cells each express 1 out of about 1,000 possible receptor subtypes, with no spatial order within the epithelium in the pattern of expression. However individual subunits, or glomeruli, in the olfactory bulb each receive projections from sensory neurons expressing the same receptor. The map ends up being functionally ordered with neighbouring regions of the olfactory bulb responding to odorant molecules that are chemically related to each other (Figure 1c) . Order in the map may even reflect order in the genome of the locations of the different odor receptor genes, suggesting an intriguing link between genetic maps and functional brain maps.
Visual cortex polymaps
The maps referred to so far are of a relatively simple kind where a single property, such as position on the body surface, sound frequency or odor quality, varies with position across the surface of the brain. However studies in the visual cortex show that the brain is capable of more complicated types of mapping. A cortical map is no more than the sum of the physiological properties of individual neurons in particular locations. In the cortex, these neurons tend to be arranged in columns 30-50 microns wide which run perpendicularly between the white matter and the pial surface (Figure 1d) . The physiological investigations of Mountcastle, Hubel and Wiesel, beginning in the late 1950s, showed that neurons in the same column have similar physiological properties, and provided a justification for treating the cortex as a two-dimensional sheet of tissue as far as maps are concerned. Neurons in neighbouring columns tend to have similar response properties and it is this local order in response selectivity from column to column that constitutes a functional map.
In the visual cortex, a relatively long list of properties can be assigned to individual columns. This includes receptive field position -the small region of visual space within which a stimulus must be present to evoke a response; orientation preferencethe angle of the edge or line to which the cell is most responsive; eye dominance -the eye to which the cell is most responsive; and spatial frequency preference -the particular spacing, coarse or fine, between the bars in a periodic grating stimulus to which the cell is most responsive. Each of these properties has its own characteristic pattern of variation across the surface of the visual cortex, and each can be considered a functional map in its own right (Figure 2) .
The visual cortex thus contains multiple, superimposed maps of different stimulus features. These can collectively be referred to as a polymap. The individual maps comprising the polymap can be referred as protomaps. (Here, the prefix proto is used to mean an elementary constituent, rather than a developmental precursor.) Just how many protomaps may be present in a polymap, whether different sets of protomaps might be found in different cortical layers, and whether polymaps are found in all cortical areas are all unanswered questions.
Another way of thinking about maps goes as follows: the set of stimulus parameters represented by a single cortical column can be represented as a point in a multi-dimensional stimulus space. Each axis in this space represents the value coded in an individual protomap. In visual cortex, two axes are needed to represent receptive field position (the horizontal and vertical coordinates in visual space), two are needed for orientation (which is usually represented as a point on a circle), plus another for eye preference and another for spatial frequency. Each point, or column, in the cortical sheet has a specific location in this space, given by the response properties of that particular column. The cortex can therefore be represented as a two-dimensional sheet which is folded in a complex way within a six dimensional, or possibly higher, stimulus space. This type of mapping, between two spaces of different dimension, is referred to as a dimension-reducing mapping. Note that this way of describing a map is not a hypothesis or a theoretical construct, but merely a way of re-representing existing data.
Theoretical modelling, as well as analysis of real map data based on the concept of dimension reduction, has pointed to two constraints in determining the actual type of mapping used by the visual cortex. These constraints are completeness: the cortex attempts to map all functionally relevant parts of the stimulus space to an approximately equal extent; and continuity: the mapping is locally smooth in the sense that neighbouring points in the cortex tend to be mapped to neighbouring points in stimulus space. Models which implement these principles have been successful in reproducing many of the structural features seen in visual cortex maps.
Other cortical areas
Other sensory cortical areas may be organised along lines similar to those of visual cortex. For example, the maps found in somatosensory cortex represent not just body position but also subtypes of tactile modality. Superimposed maps of different auditory stimulus properties have been described in auditory cortex. Studies of monkey infero-temporal cortex have revealed that when a face is viewed, localised activity is produced in a relatively small number of adjacent columns. The locus of activity shifts across the region as the angle of the face relative to the monkey is changed. This suggests that face orientation is a parameter that is mapped in this cortical region.
The concepts and principles that have emerged from the study of visual maps may extend to cortical areas which do not have primarily a sensory function, but these areas have been studied in less detail. However given the uniformity of cortical structure, it is hard to avoid suggesting the generalisation of the same concepts to higher-level functions. Many concepts can be hierarchically decomposed into permutations of lower level features and thus might be represented as a permutation of these features in a polymap. It is possible to overlay protomaps in such a way that specific feature combinations either do, or do not, get represented in the map. This may reflect the occurrence, or absence, of such features in the real world. Thus cortical maps in some areas might represent not just associations of sensory features, but also propositions -the belief, X, that A plus B plus C plus D exists, or plans -do X if A plus B plus C plus D is true.
A future for brain mapping
If the polymap concept can be extended, it will mean that one of the tasks of cortical mappers will be to identify what feature dimensions are represented in a given area, and then to find out how these are combined in the polymap. This will not be easy: it will often be hard to guess at the right dimensions, and it will require at least an order of magnitude increase in the spatial resolution of fMRI if single columns are to be resolved functionally. In addition, brain maps are likely to vary from individual to individual and it may be impractical to study certain brain functions while the individual is in a scanner. No one ever suggested that finding out how the brain works was going to be easy, but this is at least a forseeable goal which might one day rival human genome mapping in scope.
