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ABSTRACT
Modeling is a complex and error prone activity which can result in
ambiguous models containing omissions and inconsistencies. Many
works have addressed the problem of checking models’ consistency.
However, most of these works express consistency requirements
for a specific modeling language. On the contrary, we argue that
in some contexts those requirements should be expressed indepen-
dently from the modeling language of the models to be checked. We
identify a set of modeling requirements in the context of embedded
systems design that are expressed independently from any mod-
eling language concrete syntax. We propose a dedicated semantic
domain to support them and give a formal characterization of those
requirements that is modeling language agnostic.
CCS CONCEPTS
• Software and its engineering → Model-driven software engi-
neering; System modeling languages; • Computing method-
ologies →Model verification and validation.
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Modeling, domain specific, modeling requirements, validation, for-
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1 INTRODUCTION
Models can play a pivotal role in the development process of embed-
ded systems in a contractual relationship. Models can be leveraged
during many development phases, in particular during evaluation
procedures: in the design phase; or in the validation phase, or even
in a certification phase. However, experience shows that model-
ing is hard and non trivial. Models represent systems at different
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abstraction levels and from different points of view. They are in-
tended for various stakeholders and for many different tasks. It
is therefore important in a contractual relationship that modeling
(completeness) requirements clearly elicit what information needs
to be part of the models. Then, during the description of large sys-
tems, many modeling elements are defined. Among those elements,
many relations, dependencies and constraints may exist. Conse-
quently, errors, omissions and inconsistencies can easily arise. In
order to be exploitable, models need to avoid such defects. It is then
critical to track and correct those errors. Which in turn requires to
elicit those constraints and correctness properties, potentially as
modeling (soundness) requirements.
Many existing works have addressed this challenge in the lit-
erature, mostly the soundness verification part and less the com-
pleteness elicitation part. Focusing on UML models, early works
attempted to check consistency of class diagrams [5, 41, 58]. These
works were extended to handle all or part of OCL constraints. Some
works map UML/OCL models to formal specifications expressed in
CSP, ObjectZ or B languages [11, 42, 51]. Other approaches express
the consistency of UML/OCLmodels as a satisfiability problemwrit-
ten in relational logic [3, 25, 35, 56], in first order logic [14, 15] or in
the HOL/Isabelle language [35]. Some works focused on providing
assistance to find conflicts to help modelers debugging inconsis-
tent UML/OCL models [61–63]. Other approaches were interested
in checking consistency of models expressed in other modeling
languages. For instance, Weckesser et al. address the problem of
checking the consistency of Clafer models [59, 60] and Bertram
et al. check the consistency of Component and Connectors view
models [6, 40]. As a last example, the work introduced by Schrefl
and Stumpter [55] presents the particularity of checking behavioral
models of the system expressed as behavior diagrams.
A notable characteristic common to the previously cited ap-
proaches is that they are closely bound to the language or for-
malism that is used to model the system under study. However,
different companies developing embedded systems may use differ-
ent modeling languages, such as SysML [44], SDL [32], AADL [20]
or even OPM [29] or ARCADIA/Capella [53] to name a few. Hence,
modeling requirements expressed by contracting or certification
authorities should ideally apply equally to all those modeling lan-
guages. Contrary to the previously cited approaches, we aim at
exploring a modeling language agnostic approach to express (com-
pleteness and soundness) modeling requirements, i.e. our approach
defines modeling requirements independently from any concrete
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modeling language. This allows contracting or certification author-
ities to impose requirements on delivered models while minimizing
the constraints imposed on contractors or vendors regarding the
use of their preferred modeling language or development tools and
processes.
To cope with this constraint, we follow the agnostic principle
advocated for by Le Guernic [37] and introduce a new abstract
semantic domain
1
to formally express modeling requirements in an
agnostic way. Some parts of this semantic domain definition bears
resemblance to IO automata [33, 39]. We also define a set of lan-
guage agnostic constraints to verify these modeling requirements.
In this paper, we focus on requirements related to the functional
decomposition of the system. The focus on these particular require-
ments is motivated by two complementary aspects. Firstly, these
requirements reflect the need of procurement agencies to cover
some specific verification aspects of the systems, essentially those
related to the validation of security equipment. Thus, based on
our partners’ expertise, these requirements naturally emerged as a
prominent and significant subset for this kind of activity. Secondly,
as can be noticed from the quick overview presented above, lots
of works have been focusing on structural and static models while
consistency checking of dynamic and behavioral models has been
less considered.
In particular, our current interest is on requirements regarding
the behavioral equivalence between: the system; its decomposi-
tion; system views; and the environmental solicitations. Indeed,
in a contractual or certification relationship, and because of the
complexity of the considered systems, it is beneficial if contractors
provide (semi) formal models that describe: the global behavior of
the system; a first level of behavioral decomposition; and a set of
functional views that focus on particularly important or sensitive
features of the system. Obviously, the behavioral decomposition
and the functional views must be consistent with the global system
specification in the sense that the behavior of the system is pre-
served. Besides, it is important that the models delivered explicit the
behavior of the system with regard to environmental solicitations
that are relevant for the analysis that has to be made. The verifica-
tion of those completeness and soundness modeling requirements
is a prerequisite to analyze the models further. These verifications
are for model analysis what smoke tests [19] are for system testing.
The contributions of this paper are as follows. First, Sect. 2 in-
troduces a specific semantic domain to express language agnostic
modeling requirements related to structural and behavioral decom-
position, which is exploited in Sect. 3 to formally define, in a mod-
eling language agnostic way, a set of completeness and soundness
structural and behavioral decomposition modeling requirements.
Related work is discussed in Sect. 4 before concluding.
2 A NEW SEMANTIC DOMAIN FOR
ASSESSING MODELS CONSISTENCY
REQUIREMENTS
In this section, we introduce a semantic domain for a new family
of models we call Behavioral Decomposition Models (BDMs). We
1
Due to lack of space, the mapping of General Purpose Modeling Languages, such as
SysML, to this semantic domain is not described in this paper.
present an overview of our design choices and of the general struc-
tures of BDMs focusing on some particular sub-models. Section 3
focuses on some formal verification we proposed on BDMs.
2.1 Structure
A BDM of a system 𝑠𝑦𝑠 in an environment 𝑒𝑛𝑣 is a formally defined
model consisting in several sub-models:
(1) An Interface Model (𝐼𝑀) listing the interfaces of 𝑠𝑦𝑠 , the
messages exchanged between 𝑠𝑦𝑠 and 𝑒𝑛𝑣 and the mapping
of those messages on the interfaces through events.
(2) An EnvironmentModel (𝐸𝑀) listing the solicitations bywhich
𝑒𝑛𝑣 can challenge 𝑠𝑦𝑠 which are taken into account in the
current model.
(3) A System Functions Model (𝑆𝐹𝑀) listing the functions that
𝑠𝑦𝑠 can execute (at black box level).
(4) A System Behaviour Model (𝑆𝐵𝑀) describing how 𝑠𝑦𝑠 reacts
to the solicitations from 𝑒𝑛𝑣 .
(5) A set of Functional View Models (𝐹𝑉𝑀𝑖 ) describing the be-
havior of 𝑠𝑦𝑠 focusing on some messages or functions.
(6) A System Organs Model (𝑆𝑂𝑀) listing all 𝑠𝑦𝑠 organs (ie its
first level logical and/or structural components) as well as
the structure of these organs: which interfaces they use,
which messages they exchange with each other and which
functions they can execute.
(7) A set of Functional Organic Models (𝐹𝑂𝑀𝑖 ) describing the
decomposition of black box level functions into calls of or-
ganic functions as well as the messages these functions use
to communicate.
(8) A set of Organic Behaviour Models (𝑂𝐵𝑀𝑖 ) describing the
behavior of each organ, at a black box level.
We can see that: sub-models 1 to 4 describe the black box behav-
ior of 𝑠𝑦𝑠 and its interactions with 𝑒𝑛𝑣 ; with sub-model 5 providing
further abstractions of the black box behavior; whereas sub-models
6 to 8 describe the organic decomposition and behavior of 𝑠𝑦𝑠 (first
level of decomposition).
2.2 Events and solicitations
We use the notion of event to describe interactions between 𝑠𝑦𝑠 and
𝑒𝑛𝑣 , as well as between organs. An event is a triple (𝑖𝑛𝑡,𝑚𝑠𝑔, 𝑓 𝑙)
where 𝑖𝑛𝑡 is an interface,𝑚𝑠𝑔 is a message and 𝑓 𝑙 is a flow direction
(either in or out). This allows the same message (resp. interface)
to be used in several interfaces (resp. with several messages). The
flow direction allows us to specify interfaces that are both input
and output interfaces. We note 𝐸𝑣𝑒𝑠𝑦𝑠 the set of events between
𝑠𝑦𝑠 and 𝑒𝑛𝑣 .
Given some sets of events noted 𝐸, we define the set of solicita-
tions 𝑆𝑜𝑙 by: 𝑆𝑜𝑙 ⊆ { [𝑜𝑟 (𝐸) |𝑛𝑜𝑡 (𝐸)]∗ | 𝐸 ⊆ 𝐸𝑣𝑒𝑠𝑦𝑠 }.
A solicitation is a sequence of sets of events, each set being in the
scope of an operator 𝑜𝑟 or an operator 𝑛𝑜𝑡 . In each set, the events
are all tagged with either in or out. Solicitations are a completeness
requirement stating for which possible solicitations 𝐵𝐷𝑀 must
explicit the behavior of 𝑠𝑦𝑠 . The intuitive semantics of such sets is
as follows:
• A set of in-events in the scope of 𝑜𝑟 means that 𝑒𝑛𝑣 solicits
𝑠𝑦𝑠 with one of these events. 𝐵𝐷𝑀 must explicit the behavior
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of 𝑠𝑦𝑠 for at least one of these events at this point of the
solicitation.
• A set of out-events in the scope of 𝑜𝑟 means that 𝑒𝑛𝑣 will
wait for at least one of these events from 𝑠𝑦𝑠 in order to con-
tinue the solicitation. If 𝑠𝑦𝑠 produces such output, 𝐵𝐷𝑀 must
explicit the behavior of 𝑠𝑦𝑠 for the rest of the solicitation.
• A set of out-events in the scope of 𝑛𝑜𝑡 means that 𝑒𝑛𝑣 will
not continue the solicitation after receiving this answer. As
long as 𝑠𝑦𝑠 produces no such output and does not react to
another event, 𝐵𝐷𝑀 must explicit the behavior of 𝑠𝑦𝑠 for
the rest of the solicitation.
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In some way, the set of solicitations contained in the 𝐵𝐷𝑀 model
describes all the scenarii for which we want our model to explicit
the behavior of the system.
2.3 Behavior
The behavior of 𝑠𝑦𝑠 , described in 𝐵𝐷𝑀 is a set of executions, that is
to say transitions from system state to system state. Each transition
is labeled by:
• at most one input event 𝑒𝑖 representing the input event that
can trigger the transition,
• a set 𝐹 of functions representing the functions that 𝑠𝑦𝑠
executes when going through this transition,
• a set 𝐸 of output events representing the outputs produced
by 𝑠𝑦𝑠 when going through this transition.
In the general case, we will note 𝑒/𝐹/𝐸 the label of such a tran-
sition. In the case where no event triggers the transition, we will
note ⊥ instead of 𝑒 .
Note that this structure does not indicate the order of execution
and emission between the functions of 𝐹 and the messages of 𝐸: we
just state that such functions and messages are produced, possibly
those messages are the result of these functions, but it is not guar-
anteed by the model. Similarly, we can suppose that the triggering
event 𝑒𝑖 caused functions and messages to be produced, but it is not
guaranteed. This nondeterminism is necessary in order to allow
some implementation freedom while designing the system, and
perform retro-engineering.
In paragraph 3.1, we will explain how we propose to check that
the behavior of 𝑠𝑦𝑠 is coherent with 𝑆𝑜𝑙 (meaning it always specifies
a behavior for each of those solicitations).
This semantic domain for behaviors bear resemblance to the
semantic domain of automata, notably of Input/Output (IO) au-
tomata [17, 33, 36, 39] and particularly partial order IO automata [7].
However, for those semantic domains, the set of executions is a
secondary entity derived from an automaton, whereas in our case
the set of executions is a primary entity in the semantic domain, for
which there may not be a corresponding automaton. In particular,
the set of executions of an automaton is closed by “concatenation”
2
,
which is not the case for the set of executions of our semantic do-
main. This is needed for cases where the reason for an execution
to be possible or not is not explicit at the level of abstraction used
for 𝑠𝑦𝑠’s behavior specification, or if 𝑠𝑦𝑠’s behavior is syntactically
specified by a set of sequence diagrams [43, §17.8 p.595] or message
sequence charts [30, 31]. Moreover, the general meaning of an au-
tomaton’s executions set is that, if an execution does not belong to
this set then this execution is not a possible execution of the system
represented by the automaton. In our semantic domain, if an exe-
cution 𝑥 does not belong to 𝑠𝑦𝑠’s executions set, then it only means
that the fact that 𝑠𝑦𝑠 can or can not show behavior 𝑥 is unspecified.
If one wants to specify that “𝑥” is not a possible execution of 𝑠𝑦𝑠 ,
then the error “handling” behavior of 𝑠𝑦𝑠 on 𝑥 must be explicitly
specified and “𝑥” needs to be explicitly added to 𝑠𝑦𝑠’s executions
set with final states being error states, while 𝑥 must be “covered” by
a solicitation in 𝑆𝑜𝑙 (this completeness aspect is detailed in Sect 3.1).
However, in this paper and for conciseness purposes, the syntax
used to define this set will often be an automaton.
2.4 Views
Due to the complexity of some systems, it is necessary to have
tools to focus on some particular aspects of it. We make use of the
notion of views. Each 𝐹𝑉𝑀𝑖 specifies the behavior of 𝑠𝑦𝑠 in the same
way that 𝐵𝐷𝑀 did, except that it removes or merges some states
and/or transitions according to certain input messages of interest
and functions of interest. The effects and executability of these items
of interest have to be emphasized by those 𝐹𝑉𝑀s.
For now, our work does not provide methods to design such
views
3
but it must check that:
• the behavior of 𝑠𝑦𝑠 according to the 𝐹𝑉𝑀𝑖 does not contra-
dict the behavior described by 𝐵𝐷𝑀 ;
• 𝐹𝑉𝑀𝑖 contains the exact necessary amount of information
to study the items of interest.
To check this, we use 4 properties characterizing relationships
between a trace of execution 𝑡 and a function 𝑓 :
• Permission: 𝑡 allows 𝑓 if 𝑡 ends with 𝑓 and is minimal (there
is not subtrace
4
of it leading to 𝑓 );
• Requirement: 𝑡 is required for 𝑓 if it is a subtrace of every
trace allowing 𝑓 and it is maximal (there is no trace having
𝑡 as a subtrace that verifies this);
• Inhibition: 𝑡 inhibits 𝑓 if there is a trace 𝑡 ′ leading to 𝑓
and adding
5 𝑡 into 𝑡 ′ does not lead to 𝑓 and it is minimal
(temporary disabling);
• Blocking: 𝑡 blocks 𝑓 if there is a trace 𝑡 ′ leading to 𝑓 and
adding 𝑡 into 𝑡 ′ cannot be extended6 into a trace leading to
𝑓 and it is minimal (permanent disabling).
2
If the two executions 𝑥1𝑎 .𝑥1𝑏 and 𝑥2𝑎 .𝑥2𝑏 belong to the executions of an automaton
𝐴, and 𝑥1𝑎 and 𝑥2𝑎 finish in the same state where 𝑥1𝑏 and 𝑥2𝑏 start, then 𝑥1𝑎 .𝑥2𝑏 and
𝑥2𝑎 .𝑥1𝑏 are also executions of𝐴
3
In the context of the dialog between project management and designers, managers
would describe the item of interest they want to examine and designers would use
their knowledge of the (future) product to produce the view models.
4
Subtrace is an order relation akin to scattered subwords.
5
As a scattered subword.
6𝑡 extends 𝑡 ′ if 𝑡 ′ is a subtrace of 𝑡 .
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We then use those properties both with traces containing events
of interest and functions of interests, and we ensure that the view
preserves those properties with regards to the general behavior
of the system. We also reach minimality by ensuring that only
elements relevant to those properties appear in the view.
We will not give any further details on this method in the scope
of this article. The rigorous definition of system views is complex
enough to be the topic of another publication on its own.
2.5 Organic decomposition
The decomposition of 𝑠𝑦𝑠 is described by several models. We call
organ each component of 𝑠𝑦𝑠 studied by our model7.
The interfaces, functions and behavior of each organ is described
in the same fashion as 𝑠𝑦𝑠 was described. The events concerning
each organ are described through its interfaces and a set of messages
that organs can exchange with each other. Finally, the functions of
𝑠𝑦𝑠 are decomposed into sub-functions assigned to different organs.
In order for the whole BDM to be coherent, we must check that
the behaviors of all the organs put together are consistant with the
behavior of 𝑠𝑦𝑠 as described in 𝐵𝐷𝑀 . Moreover, all those behaviors
must be coherent with the functions decompositions. In paragraph
3.2, we will explain how we propose to check these constraints.
3 FOCUS ON SOME FORMALIZATION
CHALLENGES
3.1 Requirements on system solicitations
In this section, the intuition behind system solicitations and the
corresponding requirements is first presented. Then, we gradually
introduce the corresponding mathematical formulation based on
the notion of coherence.
3.1.1 Checking the conformance of system’s model with solicitations.
In the process of designing models in a contracting or certification
relationship, it is important for the model not only to be structurally
valid, but also to describe the system with enough precision that it
can be used for analysis. In that regard, contractors must identify
precisely the perimeter of the system behavior being modeled. This
perimeter is not necessarily complete. It may be desirable in a first
design or evaluation stage to onlymodel the nominal behavior of the
main features of the system, and not behaviors related to secondary
features or error handling. One way to do that is to specify for
which stimuli from the system environment the behavior of the
system should be described in the corresponding model. In some
cases, such as when ignoring behaviors after error messages, those
environment stimuli may depend on system’s responses.
In this perspective, the notion of solicitation is introduced. A
solicitation specifies a sequence of event exchanges between the
system and its environment. Input events (noted 𝑒𝑖 ) specify the
stimuli that the environment submits to the system and for which
the model must explicitly describe the behavior of the system. Out-
put events (noted 𝑒𝑜 ) specify the reaction/answer of the system
that determines the evolution of the rest of the solicitation.
Two categories of requirements on output events can be distin-
guished. The first category concerns out-events that the system
could generate and that are necessary to continue the solicitation.
7
This can be either an actual physical component or a logical entity.
A typical example of such an out-event is a message sent by the
system to notify that a connection or login has been granted and
that (in that case only) the rest of the solicitation can be submitted.
The second category of requirements on out-events concerns
those events that the system could generate and that prohibit the
continuation of its solicitation by the environment. A login error is
a typical example of such an event. The corresponding semantics
expresses that the solicitation may continue to be submitted to the
system if no such events are generated by the system but that no
verdict on the conformance of the behavior with the solicitation
can be given if such an event is generated.
Formally, we define a solicitation as a sequence of sets of in-
events and sets of out-events. These events are within the scope
of two distinct operator that indicate whether they are required
to appear (the 𝑂𝑟 operator) or required not to appear (the 𝑁𝑜𝑡
operator) in the model of the system.
Intuitively, a system behavior model 𝑋𝑠𝑦𝑠 (a set of executions,
see 2.3) conforms to a single solicitation 𝑠 if and only if, starting
from the initial state,𝑋𝑠𝑦𝑠 fully specifies the behavior of the system
after the consumption of any sequence of in-events specified in
the solicitation whenever the "conditions" on the occurrence (or
not occurrence) of out-events is met.
To verify such a requirement, we introduce the notion of co-
herence of a solicitation with a set of executions of the system.
Without loss of generality, one can consider that an execution re-
flects a system’s state and can be understood as so in the following
definitions.
Informally, coherence of a set of executions 𝑋 and a solicitation
𝑠 means that: 1) the direct behavior of the system is specified by its
model 𝑋 when solicited with 𝑒𝑖 , the first in-event in 𝑠; and 2) for
any execution 𝑥 ∈ 𝑋 that checks 𝑒𝑖 , any prolongation of 𝑥 by
⊥-transitions (transitions without trigger) that generates the ex-
pected system out-events following 𝑒𝑖 in 𝑠 leads into a state where
the coherence of the rest of the solicitation can be checked. In
this sense, out-event can be seen as filtering conditions of system
executions that need to be checked.
3.1.2 Solicitations with single in-event sequences. For simplicity’s
sake, let’s give a first definition of conformance and coherence using
solicitations composed of sequences in-events within𝑂𝑟 operators
only, with the semantics introduced in section 2.2.
Let’s also, for illustration purposes, consider a simple system
model consisting in all the paths starting in 𝑞0 in the automa-













𝑠 = 𝑂𝑟 (𝑎)
𝑠 ′ = 𝑂𝑟 (𝑎) .𝑂𝑟 (𝑏)
Figure 1: Executions and in-event solicitation sequences
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Intuitively, one can check that the system’s model𝑋𝑠𝑦𝑠 conforms
to the solicitation 𝑠 because starting from the initial state 𝑞0, 𝑋
𝑠𝑦𝑠
specifies the behavior of the system in case it is solicited with 𝑎, the
first in-event of 𝑠 . It is worth noting that𝑋𝑠𝑦𝑠 specifies this behavior
including for the case where the system takes the execution path
starting with ⊥ and is in state 𝑞3.
However, it is noticeable that the model 𝑋𝑠𝑦𝑠 does not conform
with the solicitation 𝑠 ′. Indeed, this model does not specify the be-
havior of the system when solicited with the 𝑏 event after it evolves
within the execution path starting with⊥ then accepts 𝑎 (thus being
in state 𝑞4). The model does not specify neither the behavior of the
system when it is solicited with 𝑏 after it evolves with the execution
path composed of the event 𝑎 then ⊥ (corresponding to state 𝑞7).
A first formulation. With this quick example we have outlined
the tools we need to formalize conformance between a set of solici-
tations and a set of executions. Let us consider that we have already
examined the beginning of a solicitation containing only in-events,
and there remains a solicitation𝑂𝑟 (𝑒𝑖 ) ·𝑠8. Let us also consider that,
by exploring the beginning of the solicitation, we have reached
a certain set of states, which correspond to a set of executions 𝑋 .
Then, to check 𝑂𝑟 (𝑒𝑖 ) · 𝑠 we need to verify two things: 1) we have
a transition starting with 𝑒𝑖 from any state of 𝑋 ; and 2) 𝑠 can be
checked in any state reachable from the states of 𝑋 , through transi-
tions bearing 𝑒𝑖 , and with any number of ⊥-transitions afterwards.
We see that in both cases we need to characterize the set of
states (that is, of executions) that can be reached from 𝑋 through
transitions bearing 𝑒𝑖 . Therefore we introduce: 𝑁𝑒𝑥𝑡𝑒𝑙𝑒𝑚 (𝑥, 𝑒) =
{ 𝑥 · 𝛿 ∈ 𝑋𝑠𝑦𝑠 | 𝑖𝑛(𝛿) = 𝑒 }
To characterize 2), we also need to define the set of states (i.e.
executions) reachable starting with a certain set of states and get-
ting through ⊥-transitions only. This can be defined this way:
𝑅𝑒𝑎𝑐ℎ𝑖𝑛 (𝑋 ) = { 𝑥 ′ · 𝛿 · 𝑥 ∈ 𝑋𝑠𝑦𝑠 | 𝑥 ′ · 𝛿 ∈ 𝑋 ∧ 𝑥 =
𝛿1 · . . . · 𝛿𝑛 ∧ ∀𝑖, 𝑖𝑛(𝛿𝑖 ) = ⊥ }
We then can write an inference rule for the coherence between
𝑂𝑟 (𝑒𝑖 ) · 𝑠 and 𝑋 this way:
∀𝑥 ∈ 𝑋, 𝑁𝑒𝑥𝑡𝑒𝑙𝑒𝑚 (𝑥, 𝑒𝑖 ) ≠ ∅ 𝑐𝑜ℎ𝑖𝑛 (𝑠, 𝑋 ′)
𝑐𝑜ℎ𝑖𝑛 (𝑂𝑟 (𝑒𝑖 ) · 𝑠, 𝑋 )
with 𝑋 ′ = 𝑅𝑒𝑎𝑐ℎ𝑖𝑛 (∪𝑥 ∈𝑋𝑁𝑒𝑥𝑡𝑒𝑙𝑒𝑚 (𝑥, 𝑒𝑖 )).
This definition is easily extendable to the case where the 𝑂𝑟
operator contains a set of possible events instead of a single one. In
that case we will have 𝑁𝑒𝑥𝑡 (𝑥, 𝐸) = {𝑥 · 𝛿 ∈ 𝑋𝑠𝑦𝑠 |𝑖𝑛(𝛿) ∈ 𝐸}, and
then:
∀𝑥 ∈ 𝑋, 𝑁𝑒𝑥𝑡 (𝑥, 𝐸𝑖 ) ≠ ∅
𝑐𝑜ℎ𝑖𝑛 (𝑠, 𝑅𝑒𝑎𝑐ℎ𝑖𝑛 (∪𝑥 ∈𝑋𝑁𝑒𝑥𝑡 (𝑥, 𝐸𝑖 )))
𝑐𝑜ℎ𝑖𝑛 (𝑂𝑟 (𝐸𝑖 ) · 𝑠, 𝑋 )
We also have the following halting cases, which correspond
respectively to an empty solicitation (which is coherent with any
execution in the system) and an empty set of execution (which
indicates an empty set of paths to check):
CohSEmpty
𝑋 ⊆ 𝑋𝑠𝑦𝑠
𝑐𝑜ℎ𝑖𝑛 (𝜖, 𝑋 )
CohXEmpty
𝑐𝑜ℎ𝑖𝑛 (𝑠, ∅)
8𝑠 = 𝑒 · 𝑠′ is freely used to say that 𝑠 is a solicitation that starts with 𝑒 and is followed
by 𝑠′. Similarly, 𝑥 · 𝛿 denotes the execution starting by 𝑥 and ending with transition
𝛿 . We also use 𝑖𝑛 (𝛿) to designate the trigger of 𝛿 .
Finally, in order to check that a set 𝑆 of in-solicitations conforms
to the system behavior (which we will note 𝐶𝑜𝑛𝑓 (𝑆)), we need to
initialize the 𝑋 set. At the beginning, the states we consider are
those reachable from the initial states with ⊥-transitions, without
matching any in-events, that is: 𝐼𝑛𝑖𝑡𝑖𝑛 = { 𝑥 ∈ 𝑋𝑠𝑦𝑠 | 𝑥 =
𝛿1 · . . . · 𝛿𝑛 ∧ ∀𝑖, 𝑖𝑛(𝛿𝑖 ) = ⊥ }
We then have 𝐶𝑜𝑛𝑓 (𝑆) ⇔ ∀𝑠 ∈ 𝑆, 𝑐𝑜ℎ𝑖𝑛 (𝑠, 𝐼𝑛𝑖𝑡𝑖𝑛).
3.1.3 Filtering with output events. The definition of coherence is
now extended to take out-events into account. To avoid ambiguous
notations, we will note 𝑂𝑟𝐼𝑛 for 𝑂𝑟 operators with in-events and
𝑂𝑟𝑂𝑢𝑡 for 𝑂𝑟 operators with out-events. Please recall that out-
events are used to determine in which case a solicitation should
continue to be submitted to the system. Then, one can understand
out-events in a solicitation as filters of the execution paths (or sys-
tem states) that need to be considered for the remaining solicitation.
For instance, referring to the model depicted in figure 2, it is
easy to verify that this model conforms with the solicitations 𝑠 =
𝑂𝑟𝐼𝑛(𝑎).𝑂𝑟𝑂𝑢𝑡 (𝑤,𝑦).𝑂𝑟𝐼𝑛(𝑐, 𝑏) where 𝑎,𝑏 and 𝑐 are in events and






𝑎/∅/∅ 𝑠 = 𝑂𝑟𝐼𝑛(𝑎).𝑂𝑟𝑂𝑢𝑡 (𝑤,𝑦).𝑂𝑟𝐼𝑛(𝑐, 𝑏)
𝑠 ′ = 𝑂𝑟𝐼𝑛(𝑎) .𝑁𝑜𝑡 (𝑤,𝑦) .𝑂𝑟𝐼𝑛(𝑐, 𝑏)
Figure 2: Executions and solicitation sequences
fies the behavior of the system in case the out-event𝑤 is generated
which corresponds to the case where the system evolves along the




→ 𝑞2. Recall that the model does
not need to specify this behavior for the other execution paths (for
instance the one starting with a ⊥ transition) because the system
does not generate the out-event 𝑦 or𝑤 required by the solicitation
sequence after its acceptance of 𝑎.
On the contrary, it is also ascertainable that the model of the sys-
tem does not conform with 𝑠 ′ = 𝑂𝑟𝐼𝑛(𝑎) .𝑁𝑜𝑡 (𝑤,𝑦)
.𝑂𝑟𝐼𝑛(𝑐, 𝑏) because the model does not specify the behavior of
the system in case it is solicited with input 𝑐 nor with input 𝑏 after
it accepts input 𝑎 while it generates none of the out-events within
the 𝑁𝑜𝑡 operator in 𝑠 . This behavior corresponds to the execution




→ 𝑞4 (but not to the execution path
𝑞0
𝑎/∅/𝑤
→ 𝑞1 since this path generates the out-event𝑤 which is in
the scope of a 𝑁𝑜𝑡 operator after interaction 𝑎).
With respect to this semantics, we adapt the definition of coher-
ence with regard to the idea of filtering target executions (states)
after interaction on an in-event using out-events. First, we see
that we need to separate series of in-events and out-events in a
solicitation: we will filter the accessible states with all the out-
events starting the solicitation and use the 𝐶𝑜ℎ relationship with
all the in-events following. Thus, we must separate solicitations
between all the out-events starting them and the rest, starting by
an in-event. For all solicitation s, we define two function 𝑖𝑛𝐹 and
𝑜𝑢𝑡𝐹 such that 𝑠 = 𝑜𝑢𝑡𝐹 (𝑠) · 𝑖𝑛𝐹 (𝑠) and 𝑜𝑢𝑡𝐹 (𝑠) is the maximal
prefix of 𝑠 beholding only out-events. Therefore, if 𝑠 starts with
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an in-event, 𝑜𝑢𝑡𝐹 (𝑠) = 𝜖 and 𝑖𝑛𝐹 (𝑠) = 𝑠 . If 𝑠 contains only out-
elements, then 𝑜𝑢𝑡𝐹 (𝑠) = 𝑠 and 𝑖𝑛𝐹 (𝑠) = 𝜖 . We will then need to
use the 𝑜𝑢𝑡𝐹 part of the solicitation to filter the traversing of ⊥-
transitions that we performed in the 𝑅𝑒𝑎𝑐ℎ sets. For this, we must
have a way to check whether an execution matches a sequence of
out-events. For sets of out-events 𝐸1, . . . , 𝐸𝑛 and an execution 𝑥 ,
we will note 𝐸1, . . . , 𝐸𝑛 ⊨ 𝑥 whenever 𝑥 = 𝛿1 · . . . · 𝛿𝑚 and there
exists an increasing function 𝜙 : {1, . . . , 𝑛} → {1, . . . ,𝑚} such that
∀𝑖 ∈ {1, . . . , 𝑛}, 𝑜𝑢𝑡 (𝛿𝜙 (𝑖) ) ∩ 𝐸𝑖 ≠ ∅. The ⊨ relation ensures that the
elements of the 𝐸𝑖 sets can be found in the output events of 𝑥 in
the right order.
We consider a solicitation composed only of out-events. We then
define a relation 𝑐ℎ𝑒𝑐𝑘 by the following inferences:
CheckAx 𝑐ℎ𝑒𝑐𝑘 (𝑥, 𝜖)
CheckOr
𝐸1, . . . , 𝐸𝑛 ⊨ 𝑥1 𝑐ℎ𝑒𝑐𝑘 (𝑥2, 𝑠)
𝑐ℎ𝑒𝑐𝑘 (𝑥1 · 𝑥2,𝑂𝑟𝑂𝑢𝑡 (𝐸1) · . . . ·𝑂𝑟𝑂𝑢𝑡 (𝐸𝑛) · 𝑠)
We see that this relation checks whether the 𝑂𝑟𝑂𝑢𝑡 solicitations
appear in some prefix of the execution we consider. We can easily
extend this relation for the 𝑁𝑜𝑡 solicitations. The simplest case is
when the solicitation contains only occurrences of 𝑁𝑜𝑡 . Then we
must check that no prefix of 𝑥 match those events :
CheckNot-𝜖
∀𝑥1 · 𝑥2 = 𝑥, 𝐸1, . . . , 𝐸𝑛 ⊭ 𝑥1
𝑐ℎ𝑒𝑐𝑘 (𝑥, 𝑁𝑜𝑡 (𝐸1) · . . . · 𝑁𝑜𝑡 (𝐸𝑛))
The last case is a bit more complicated. When a series of 𝑁𝑜𝑡 is
followed by𝑂𝑟𝑂𝑢𝑡 , then events in the scope of the 𝑁𝑜𝑡s must never
be seen before an occurrence of the event in 𝑂𝑟𝑂𝑢𝑡 and at least
one of these occurrences must exist:
CheckNotOr
∀𝑥1 · 𝑥2 = 𝑥,
𝑐ℎ𝑒𝑐𝑘 (𝑥2,𝑂𝑟𝑂𝑢𝑡 (𝐸𝑛+1 · 𝑠) ⇒ 𝐸1, . . . , 𝐸𝑛 ⊭ 𝑥1
∃𝑥1 · 𝑥2 = 𝑥, 𝑐ℎ𝑒𝑐𝑘 (𝑥2,𝑂𝑟𝑂𝑢𝑡 (𝐸𝑛+1 · 𝑠)
𝑐ℎ𝑒𝑐𝑘 (𝑥, 𝑁𝑜𝑡 (𝐸1) · . . . · 𝑁𝑜𝑡 (𝐸𝑛) ·𝑂𝑟𝑂𝑢𝑡 (𝐸𝑛+1 · 𝑠)
With the 𝑐ℎ𝑒𝑐𝑘 relation fully defined, we can extend our previous
sets using it. We want to define the set of states we can reach, not
only by traversing ⊥-translations, but also by checking that those




′ · 𝛿 · 𝑥 ∈ 𝑋𝑠𝑦𝑠
𝑥 ′ · 𝛿 ∈ 𝑋
𝑥 = 𝛿1 · . . . · 𝛿𝑛
∀𝑖, 𝑖𝑛(𝛿𝑖 ) = ⊥
𝑐ℎ𝑒𝑐𝑘 (𝛿 · 𝑥, 𝑠)

We can then extend our definition of coherence:
CohOr
∀𝑥 ∈ 𝑋, 𝑁𝑒𝑥𝑡 (𝑥, 𝐸𝑖 ) ≠ ∅
𝑐𝑜ℎ(𝑖𝑛𝐹 (𝑠), 𝑅𝑒𝑎𝑐ℎ((∪𝑥 ∈𝑋𝑁𝑒𝑥𝑡 (𝑥, 𝐸𝑖 )), 𝑜𝑢𝑡𝐹 (𝑠)))
𝑐𝑜ℎ(𝑂𝑟 (𝐸𝑖 ) · 𝑠, 𝑋 )
We also need to update the set of initial states with our checking
of out-events prefixes: 𝐼𝑛𝑖𝑡 (𝑠) = { 𝑥 ∈ 𝑋𝑠𝑦𝑠 | 𝑥 = 𝛿1 · . . . · 𝛿𝑛 ∧
∀𝑖, 𝑖𝑛(𝛿𝑖 ) = ⊥ ∧ 𝑐ℎ𝑒𝑐𝑘 (𝑥, 𝑠) }
And lastly we have:
















(𝑚𝑠𝑔, 𝑎)/{𝑓 () }/{(𝑎𝑐𝑘𝐴, 𝑎) } (𝑚𝑠𝑔,𝑏)/{𝑔 () }/{(𝑎𝑐𝑘𝐵 , 𝑏) }
Figure 3: Illustrative example
Finally, we have written a formal relation that checks whether
the set of executions 𝑋𝑠𝑦𝑠 which models the system’s behavior
covers the set of solicitations of interest for the BDM.
3.2 Requirements on organic decomposition
In this section, modeling requirements specifically related to the
organic decomposition of the system are introduced. An informal
presentation of these requirements is first given. Then, we present
the necessary data structures and algorithms to support reasoning
on behavioral decomposition.
3.2.1 Approach. Our aim with these requirements is to check that
the behavior of all the organs of the models, composed together, is
similar to the behavior of the whole system.
The behavior of each organ (as well as the whole system) is
described with a set of executions 𝑋 . Each execution 𝑥 ∈ 𝑋 is a
finite sequence of transitions 𝛿𝑖 (the ending state of each being
the starting state of the next one). Each transition 𝛿 is of the form
𝛿 = 𝑥
𝑒/𝐹/𝐸
−→ 𝑥 ′ where 𝑥 and 𝑥 ′ are the source and target states, 𝑒 is
a trigger event (which should be an input event, marked with in),
𝐹 is a set of functions triggered by 𝑒 and 𝐸 is a set of effect events
(which should be output events, marked with out). Remember that
we do not want to prejudge the order between the elements of both
𝐸 and 𝐹 (this may be unknown or intentionally unspecified).
Input/Output Automata [39] are used to address similar prob-
lems [16]. However, our sets of executions are strictly more ex-
pressive than those extracted from Input/Output Automata (see
Sect. 2.3) and their solutions are not directly applicable to our case.
Therefore, we introduced a slightly different form of parallel compo-
sition in which messages between organs are buffered. This buffer
does not need to be local to each organ, because our events are iden-
tified with interfaces, thus a given event could only be happening
at a specific organ. Consequently, we just use a pool of messages
as a buffer. Initially, this pool will be filled with an outside event
which triggers the whole organic execution. Then, each transition
consists in picking an event in the pool, transitioning any organ
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that can transition with this event as a trigger, and then updating
the pool with every output events sent by those organs.
3.2.2 Illustrative example. To explain our method, we will use the
example presented in Figure 3 which represent both the system’s
organs and their behavior. The system is composed of three organs,
noted 𝐼𝑂 , 𝐴 and 𝐵. On the black-box level, the system has a single




Each organ also has a behavior, described in Figure 3. From this
description, we can infer the general behavior that is supposed to
happen while executing the 𝜙 function:
(1) The environment sends𝑚𝑠𝑔 to the system, on the interface
𝑠 which is actually attached to the organ 𝐼𝑂 .
(2) 𝐼𝑂 enters state 𝑄1 and sends𝑚𝑠𝑔 on both the 𝛼 and 𝛽 inter-
faces.
(3) 𝑚𝑠𝑔 is received by 𝐴 on 𝑎 and by 𝐵 on 𝑏.
(4) Both 𝐴 and 𝐵 executes their internal function (respectively
𝑓 and 𝑔) and each send an 𝑎𝑐𝑘 message back to 𝐼𝑂 .
(5) Once 𝐼𝑂 has received 𝑎𝑐𝑘𝐴 , it enters 𝑄2 and waits for 𝑎𝑐𝑘𝐵 .
(6) Once 𝐼𝑂 has received 𝑎𝑐𝑘𝐵 , it sends out 𝑜𝑘 and gets back to
its initial state.
We will show how our method allows to check that the organic
behavior is a correct decomposition relatively to the execution 𝛿𝑠𝑦𝑠 .
3.2.3 Multi-transitions. We acknowledge that our model gives us
the connections between organs. In this context, this means that
given an output event 𝑒 , we can get the corresponding input event
𝑒 that can receive this message. We note 𝐸 = {𝑒 |𝑒 ∈ 𝐸}. In our
example, we have for instance
(𝑚𝑠𝑔, 𝛼) = (𝑚𝑠𝑔, 𝑎) because 𝑎 and 𝛼
are two interfaces talking to each other.
Moreover we note 𝐸𝑣𝑒𝑛𝑡𝑠 the set of events appearing between
two organs of our model. For instance, in our example, (𝑚𝑠𝑔, 𝑎) ∈
𝐸𝑣𝑒𝑛𝑡𝑠 but (𝑚𝑠𝑔, 𝑠) ∉ 𝐸𝑣𝑒𝑛𝑡𝑠 because 𝑠 is an outer interface.
As we deal with executions instead of automata, we will use
prefixes of executions instead of states
9
. We consider a set of 𝑛
organs. Each organ has a behavior described by a set of executions
𝑋𝑖 .
In the case where executions are described by an automaton,
states of this automaton can be used instead of prefixes.
Let Q = {𝑥1, . . . , 𝑥𝑛} and Q′ = {𝑥 ′
1
, . . . , 𝑥 ′𝑛} be elements of
𝑝𝑟𝑒 𝑓 (𝑋1)× . . .×𝑝𝑟𝑒 𝑓 (𝑋𝑛). We noteQ
𝑒/𝐹/𝐸











∀𝑗 ≠ 𝑖, 𝑥 𝑗 = 𝑥 ′𝑗
In our example, the prefixes are the set of states. All the possible
sets are (𝑄0, 𝑄3, 𝑄4), (𝑄1, 𝑄3, 𝑄4) and (𝑄2, 𝑄3, 𝑄4). According to
our previous definition, we have Q
𝑒/𝐹/𝐸
⇒ Q′ if one of the states can
change state with the given transition, and the other states do not
9
The same state can be in several executions with different predecessors and successors,
without the ability to "jump" from one execution to the other.
move. Thus, the following transitions are possible:
(𝑄0, 𝑄3, 𝑄4)
(𝑚𝑠𝑔,𝑎)/{𝑓 () }/{(𝑎𝑐𝑘𝐴,𝑎) }−−−−−−−−−−−−−−−−−−−−−−→ (𝑄0, 𝑄3, 𝑄4)
(𝑄0, 𝑄3, 𝑄4)
(𝑚𝑠𝑔,𝑠)/∅/{(𝑚𝑠𝑔,𝛼),(𝑚𝑠𝑔,𝛽) }
−−−−−−−−−−−−−−−−−−−−−−−−−→ (𝑄1, 𝑄3, 𝑄4)
In the following, we note Q𝜖 = (𝜖, . . . , 𝜖) the empty multi-prefix.
In the case where we consider states in an automaton, Q𝜖 would
be any set of initial states. In our example, Q𝜖 = (𝑄0, 𝑄3, 𝑄4).
We then define a multi-transition 𝛿 = (Q, 𝐸)
𝑒/𝐹𝑛𝑒𝑤→ (Q′, 𝐸 ′)










𝑛𝑒𝑤 = 𝐸𝑛𝑒𝑤 ∩ 𝐸𝑣𝑒𝑛𝑡𝑠 (3)
𝐸 ′ = (𝐸\{𝑒}) ∪ 𝐸𝑜𝑟𝑔𝑛𝑒𝑤 ∪ (𝐸𝑛𝑒𝑤\𝐸𝑜𝑟𝑔𝑛𝑒𝑤) (4)
In this transition, we ensure that (1) the triggering event is either
the empty event or is in the buffer-pool 𝐸, (2) we advance an organ
according to the triggering event, it produces a set of events 𝐸𝑛𝑒𝑤 ,
(3) we select the events that are transferred between the organs,
(4) the buffer-pool is updated: we remove
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the triggering event,
we add the input events corresponding to all the outputs between
organs and finally we add the events that are outside the organs
(in order to check them later with the system behavior).
Let us build such a multi-transition with our example. If we take
Q = (𝑄0, 𝑄3, 𝑄4) and 𝐸 = {(𝑚𝑠𝑔, 𝑎), (𝑚𝑠𝑔,𝑏)}, then we can build a
transition with 𝑒 = (𝑚𝑠𝑔, 𝑎) in order to fulfill condition (1). We then
have a transition fulfilling (2) with 𝐹𝑛𝑒𝑤 = {𝑓 ()} and 𝐸𝑛𝑒𝑤 =
{(𝑎𝑐𝑘𝐴, 𝑎)}. As (𝑎𝑐𝑘𝐴, 𝑎) ∈ 𝐸𝑣𝑒𝑛𝑡𝑠 , we have 𝐸
𝑜𝑟𝑔
𝑛𝑒𝑤 = 𝐸𝑛𝑒𝑤 =
{(𝑎𝑐𝑘𝐴, 𝑎)} according to (3). Then (𝑎𝑐𝑘𝐴, 𝑎) = (𝑎𝑐𝑘𝐴, 𝛼) and thus
𝐸
𝑜𝑟𝑔
𝑛𝑒𝑤 = {(𝑎𝑐𝑘𝐴, 𝛼)}. As (𝐸\{𝑒}) = {(𝑚𝑠𝑔,𝑏)} and (𝐸𝑛𝑒𝑤\𝐸
𝑜𝑟𝑔
𝑛𝑒𝑤) =
∅, we have 𝐸 ′ = {(𝑎𝑐𝑘𝐴, 𝛼), (𝑚𝑠𝑔,𝑏)}. Finally, we have the follow-
ing multi-transition:
((𝑄0, 𝑄3, 𝑄4), {(𝑚𝑠𝑔, 𝑎), (𝑚𝑠𝑔,𝑏)})
(𝑚𝑠𝑔,𝑎)/{𝑓 () }
−−−−−−−−−−−−→
((𝑄0, 𝑄3, 𝑄4), {(𝑎𝑐𝑘𝐴, 𝛼), (𝑚𝑠𝑔,𝑏)})
3.2.4 Multi-executions. A multi-execution is an execution com-
posed with multi-transitions. We note𝑀𝐸𝑥𝑒𝑐 (𝑋1, . . ., 𝑋𝑛) the set
of multi-executions constructed on the executions𝑋1, . . . , 𝑋𝑛 . More-
over, we note:
• 𝑀𝐸𝑥𝑒𝑐 (Q,𝐸)→ (𝑋1, . . . , 𝑋𝑛) the set of multi-executions start-
ing with (Q, 𝐸),
• 𝑀𝐸𝑥𝑒𝑐→(Q,𝐸) (𝑋1, . . . , 𝑋𝑛) the set of multi-executions end-
ing on (Q, 𝐸),
• 𝑀𝐸𝑥𝑒𝑐 (Q,𝐸)→(Q′,𝐸′) (𝑋1, . . . , 𝑋𝑛) the set of multi-executions
starting with (Q, 𝐸) and ending on (Q′, 𝐸 ′).
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This is a multi-execution of our example:
( (𝑄0,𝑄3,𝑄4), {(𝑚𝑠𝑔, 𝑠) })
(𝑚𝑠𝑔,𝑠 )/∅
−−−−−−−−→
((𝑄1,𝑄3,𝑄4), {(𝑚𝑠𝑔, 𝑎), (𝑚𝑠𝑔,𝑏) })
(𝑚𝑠𝑔,𝑎)/{𝑓 () }
−−−−−−−−−−−→
((𝑄1,𝑄3,𝑄4), {(𝑎𝑐𝑘𝐴, 𝛼), (𝑚𝑠𝑔,𝑏) })
(𝑚𝑠𝑔,𝑏)/{𝑔 () }
−−−−−−−−−−−→
((𝑄1,𝑄3,𝑄4), {(𝑎𝑐𝑘𝐴, 𝛼), (𝑎𝑐𝑘𝐵 , 𝛽) })
(𝑎𝑐𝑘𝐴 ,𝛼 )/∅−−−−−−−−−→
((𝑄2,𝑄3,𝑄4), {(𝑎𝑐𝑘𝐵 , 𝛽) })
(𝑎𝑐𝑘𝐵 ,𝛽 )/∅−−−−−−−−−→ ((𝑄0,𝑄3,𝑄4), {(𝑜𝑘, 𝑠) })
We then have, in this example, a multi-execution 𝑢 which, with
®𝑋 = (𝑋𝐼𝑂 , 𝑋𝐴, 𝑋𝐵), belongs to:
𝑀𝐸𝑥𝑒𝑐 ( (𝑄0,𝑄3,𝑄4),{(𝑚𝑠𝑔,𝑠) })→( (𝑄0,𝑄3,𝑄4),{(𝑜𝑘,𝑠) }) ®𝑋
3.2.5 Refinement. Given a multi-set 𝐸, we note 𝐸↓𝑖𝑛 the multi-
set of elements of 𝐸 which are system input events and 𝐸↓𝑜𝑢𝑡 the
multi-set of elements of 𝐸 which are system output events.
With those objects, we define the notion of refinement between
organic composition and system execution. We say that a multi-
execution𝑢 is a refinement of a system transition𝛿 = 𝑞
𝑒/𝐹𝑛𝑒𝑤/𝐸𝑛𝑒𝑤−−−−−−−−−−−→
𝑞′ along ((Q, 𝐸), (Q′, 𝐸 ′)) and we note 𝑟𝑒 𝑓 𝑖𝑛𝑒 (Q,𝐸)→(Q′,𝐸′) (𝛿,𝑢) if
we have:
𝑒 ≠ ⊥ ⇒
𝑢 ∈ 𝑀𝐸𝑥𝑒𝑐 (Q,𝐸↓𝑖𝑛∪{𝑒 })→(Q′,𝐸′) (𝑋1, . . . , 𝑋𝑛) ∧ 𝑒 ∉ 𝐸
′
𝑒 = ⊥ ⇒ 𝑢 ∈ 𝑀𝐸𝑥𝑒𝑐 (Q,𝐸↓𝑖𝑛)→(Q′,𝐸′) (𝑋1, . . . , 𝑋𝑛)
𝐸 ′↓𝑜𝑢𝑡 = 𝐸𝑛𝑒𝑤
Considering 𝛿𝑠𝑦𝑠 = 𝑞
(𝑚𝑠𝑔,𝑠)/{𝜙 }/{(𝑜𝑘,𝑠) }
−−−−−−−−−−−−−−−−−−→ 𝑞′ and our multi-
execution 𝑢, we can have the above requirements if we take Q =
Q′ = (𝑄0, 𝑄3, 𝑄4), 𝐸 = ∅ and 𝐸 ′ = {(𝑜𝑘, 𝑠)}, thus we have:
𝑟𝑒 𝑓 𝑖𝑛𝑒 ( (𝑄0,𝑄3,𝑄4),∅)→( (𝑄0,𝑄3,𝑄4),{(𝑜𝑘,𝑠) }) (𝛿𝑠𝑦𝑠 , 𝑢)
Given a system execution 𝑥 = 𝛿1 · . . . · 𝛿𝑛 , a sequence of multi-
executions (𝑢1, . . . , 𝑢𝑛) refines 𝑥 , noted 𝑟𝑒 𝑓 𝑖𝑛𝑒 (𝑥, (𝑢1, . . . , 𝑢𝑛)), if
there exist multi-sets 𝐸0, . . . , 𝐸𝑛 and prefixes Q0, . . . ,Q𝑛 belonging
to 𝑝𝑟𝑒 𝑓 (𝑋1) × . . . × 𝑝𝑟𝑒 𝑓 (𝑋𝑛) such that:
𝐸0 = ∅
Q0 = Q𝜖
∀𝑖 > 0, 𝑟𝑒 𝑓 𝑖𝑛𝑒 (Q𝑖−1,𝐸𝑖−1)→(Q𝑖 ,𝐸𝑖 ) (𝛿𝑖 , 𝑢𝑖 )
In our example, if 𝑥 is the execution consisting in only one
occurrence of 𝛿𝑠𝑦𝑠 , then we have 𝑟𝑒 𝑓 𝑖𝑛𝑒 (𝑥,𝑢). This is possible
because (𝑄0, 𝑄3, 𝑄4) ∈ Q𝜖 .
3.2.6 Requirements. With those structures, we can state the fol-
lowing requirements:
Any system execution has an organic equivalent
To check this, we must ensure that for any system execu-
tion 𝑥 , there are some multi-executions 𝑢1, . . . , 𝑢𝑛 belonging
to𝑀𝐸𝑥𝑒𝑐 (𝑋1, . . . , 𝑋𝑛) such that we have 𝑟𝑒 𝑓 𝑖𝑛𝑒 (𝑥, (𝑢1, . . . ,
𝑢𝑛)).
Any emerging behavior has a system equivalent
Although some organic behavior can be invisible at the black
box level (and in this case, we permit that it was not spec-
ified in the system behavior), we have to ensure that the
composition of organic behaviors does not introduce a new
way to react to outside stimuli. To do that, we check that
whenever a multi-execution is extended, there already is a
system execution corresponding to this extension. The for-
mal description of this requirement is out of the scope of
this paper.
This section presented only two generic soundness requirements.
BDMs include additional soundness requirements related to other
sub-models which are out of the scope of this paper due to lack
of space. BDMs also allow to express more domain-specific com-
pleteness requirements through solicitations, such as, for embedded
systems, requiring to explicit the behavior of the system depending
on the energy sources available. In complement, BDMs related to
embedded systems would often include a functional view (Sect. 2.4)
focused on the events related to variations in the energy sources
provided to the system.
4 RELATEDWORKS
Models’ coherence verification is not a new challenge. Indeed, there
are many existing approaches to address this problem. In this sec-
tion we only report the works that, like our own, are focused on the
process of modeling and verification of the particular category of
properties that are inherent to the models regardless of the modeled
system.
A noticeable fact when studying techniques that address these
challenges is that most of them focus on verifying UML/OCLmodels
[28]. This is, however, no surprise since UML as well as OCL are
de facto standards for systems’ modeling. These approaches can be
distinguished according to different points of interest, for instance,
the properties covered. These approaches can cover satisfiability
properties [3, 4, 8, 9, 12, 38, 41], constraints-related properties [22,
23] or both [11, 27, 46–48, 54].
These techniques can also be distinguished according to the
extent to which they support the OCL language. Specifically, we
can identify a first category of approaches that support the full
OCL language [3, 4, 8, 9, 11, 24–27, 47, 48, 54, 56, 57], a second
category that supports a subset of OCL [13, 46, 49] and a third
one that provides no support for OCL [12, 22, 23, 38, 41]. We can
also distinguish these approaches with regard to the underlying
verification techniques. For instance, approaches can rely on CSP
[11, 12, 27], Description logics [12, 46], Relational logics [3, 4, 24–
26], HOL [2, 8, 9, 49], process algebras [42, 52], etc. Other criteria
can be considered such as tool support, assistance in correction of
detected problems, termination guarantee.
It is worth noting that other works deal with the verification
of validity requirements on other types of models. For instance,
Weckesser et al. address the problem of checking the consistency of
Clafer models [59, 60], Bertram et al. check the consistency of Com-
ponent and Connectors view models [6, 40] and Schrefl et al. verify
the consistency of behavior diagrams [55]. An important aspect
common to all the aforementioned approaches is that the proposed
verification techniques are closely correlated to the modeling lan-
guage (UML/OCL, Claffer, C&C views and behavior diagrams). On
the contrary, the work described in this paper is independent of
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any particular modeling language thanks to the agnostic approach
used to introduce the semantic domain of BDMs. Still, this work
is applicable to a variety of modeling formalisms by mapping the
conceptual elements of these formalisms to BDM.
Another important difference with these techniques is that they
all (except for [55]) focus on static models while our interest also in-
cludes the behavioral aspects of the system. This particular concern
has been addressed in another family of works. Specifically, most
related to our own description of behavioral decomposition are the
works on Interface and Input/Output Automata [16, 39]. Interface
Automata provide formal technical tools to express and check the
compatibility of the components of a given system and to verify
that their combination actually produces the overall desired be-
havior. This is achieved by providing a coherent theory consisting
in a semantic domain, a refinement operator and an equivalence
relation. The base formalism has been extended to address vari-
ous issues such as error propagation in system refinements [21],
compositional verification [64] or requirements traceability [18].
Although we partially share with this family of techniques some
of the objectives, the behavioral decomposition sub models, the
particular semantics of synchronization mechanism adopted in the
case of our semantic domain and the distinction between must and
may transitions in interface theories make their exploitation in our
approach somehow cumbersome.
Finally, although only outlined in this article, functional views
are an important part of the work on BDMs. It is worth noting that
we understand views in our current work as slices of the system. In
this sense, our work is comparable to previous ones [1, 10, 34, 45, 50].
However, a notable difference with these approaches is that our
interest is not slices generation, slices update, nor generation of
slices that are syntactically valid with respect to the original meta-
models. Our requirements concern the semantic conformance of
the functional views/slices with the original global model of the
system.
5 CONCLUSION AND FUTUREWORKS
In this paper, we proposed a mathematical framework to design
agnostic models called Behavior Decomposition Model. We showed
how the submodels of a BDM can be used to describe the black-
box behavior of a system and its first-level decomposition. Our
approach provides two algorithms to check some internal coherence
properties. Firstly, the adherence of the black-box behavior to a
series of solicitations enabling to formally draw the perimeter of
this behavior. Secondly, the coherence between the black-box level
and the first-level of description, both in terms of behavior and
function calls.
In present article, we essentially focused on two important sub
models of BDMs. However, another important aspect, related to
the decomposition of the black-box functions into first-level func-
tions still needs some refinement. Moreover, work is in progress
to provide automatic translation tools between our formalism and
general purpose modeling tools like SysML.
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