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Abstract
Intuitively, one would expect that internet search volume would contain valuable information about investor
sentiment for a company. With the development of new data sources, such as Google Trends, this relationship
can be more easily and objectively examined. This paper seeks to examine the relationship between a
company’s stock price volatility and its Google search volume. A small cross-section of twenty companies is
considered, and the goal of this paper is to demonstrate the power of Google Trends data in hope of initiating
further research. Using a conventional GARCH framework for financial market volatility, an economically and
statistically significant contemporaneous relationship between Google search volume and equity volatility is
found.
Keywords
Volatility, Google Trends, GARCH, News
This article is available in Undergraduate Economic Review: http://digitalcommons.iwu.edu/uer/vol13/iss1/13
1. Introduction 
Financial time-series exhibit conditional heteroscedasticity properties that make 
them difficult to model with standard econometric techniques, which rely upon 
assumptions of homoscedasticity and covariance stationarity. More specifically, 
financial data tends to display volatility clustering, where large shocks (residuals) 
tend to be followed by big shocks in either direction, and small shocks tend to 
follow small shocks. To better model this type of behavior, Engle (1982) first 
proposed an ARCH model, which allows the variance of the error term to vary over 
time. Over time, this model has been generalized in a variety of forms that have 
become known as the ARCH/GARCH class of models. An extensive review of 
these types of models can be found in Bollerslev, Chou, and Kroner (1992).  
With the increased use of these GARCH class models, researchers have been able 
to look beyond modeling asset returns in financial markets and attempt to model 
asset price volatility as well. The increased trading volume of various derivatives 
contracts that are valued based on the volatility of the underlying asset have 
increased the need for practitioners to be able to accurately forecast volatility. This 
intersection between an ability and need to better forecast asset volatility in 
financial markets is what has led to the plethora of research on volatility forecasting 
with GARCH class models. 
Engle and Ng (1993) were the first to propose a theory, called the news impact 
curve, for how information is incorporated into financial markets. This sparked 
further research into how markets incorporate and react to various types of 
information. With the access to contemporaneous news sources in today’s world, 
researchers have become better able to study how real-time information can predict 
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asset returns and volatility1. For example, Tetlock (2007) and Tetlock (2008) 
demonstrate the power that newspaper data have in predicting returns on the DJIA. 
A popular data source for this type of research is Google Trends, which contains 
information on search volume for particular queries by individuals into Google’s 
search engine. Given that Google is the most popular global search engine, Google 
Trends is a useful tool to measure information flow and interest. Determining how 
markets incorporate information is at the center of financial theory, meaning the 
availability of search volume allows researchers to investigate fundamental 
questions about market efficiency. 
This paper seeks to investigate the relationship of Google Trends search query data 
and financial market volatility. No consensus currently exists on whether Google 
Trends data has any relationship with financial market volatility. I believe there is 
compelling evidence to suggest that a relationship exists. Today, the internet is one 
of the main sources of daily information for investors. Therefore, if they want to 
find out more about a company, they will likely do an online search. If a significant 
number of investors are searching for a company, it could be because there exists 
information that will affect the company’s stock price. Naturally, one would expect 
an increase in search volume to be associated with an increase in stock price 
volatility. 
In order to gain insight into this potential relationship, I examine the significance 
of the association between Google Trends data and stock price volatility. This is 
done through using a GARCH class model. For the mean equation, I use the so-
called “market model regression”, which is discussed further in Section 3.1. I 
hypothesize that Google search volume should be related to the idiosyncratic 
portion of a stock’s volatility. By using the market model specification, the residual 
                                                          
1 de Silva (2017) is a working paper that conducted a survey of this topic, and is available upon 
request. 
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variance that I attempt to model in the variance equation with a GARCH model 
represents the idiosyncratic variance of the stock, after taking out the effect of the 
market. In order to test my hypothesis, I can include Google search volume as an 
exogenous variable in the variance equation. 
The contributions of this paper are three-fold. First, there have been no published 
attempts to determine the optimal ARMA specification for Google Trends data. 
This paper makes this attempt and discusses various time-series properties of this 
search volume data. Secondly, this paper demonstrates that there exists a potential 
contemporaneous relationship between Google Trends and stock price volatility. 
The robustness of this relationship is tested extensively. Lastly, this paper finds 
some cross-sectional relationships between the strength of the Google Trends 
relationship with volatility and other key financial data that serve as good starting 
points for further research. 
This paper is organized as follows. Section 2 describes the data. Section 3 attempts 
to fit the optimal GARCH model to my cross-sectional equally-weighted average 
of returns. Section 4 seeks to fit an ARMA model to Google Trends data. Section 
5 examines the relationship between Google search volume and volatility in a 
GARCH framework, and various robustness checks are made. Section 6 examines 
the cross-sectional differences in GARCH models with Google search volume. 
Section 7 concludes. Tables and Exhibits are in Sections 8 and 9. 
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2. Data Description 
2.1 Data Collection 
Given the difficulties in collecting Google Trends data2, I focus on the twenty 
biggest companies in the S&P 5003. A list of these companies is shown in Table 1.  
For each company, I obtained a time-series of Google Trends data4 that represents 
the volume of business category search queries in the United States for the 
company’s name, as written in Table 1. Each observation is called a GT score. 
Given limitations on the length of the lookback window by Google, I obtain a time-
series for each company for the five-year period from January 1st, 2012 to 
December 31st, 2016. Observations are at a weekly frequency, which is 
predetermined by Google, meaning I have 261 GT scores per company. 
An important caveat of Google Trends data is that it does not represent raw search 
volume. Each GT score represents the raw search volume data during that week, 
divided by the maximum observed volume for that company during those 5 years. 
Multiplying each of this divisions by 100 results in a time-series of GT scores, 
which is what is returned by Google. Notice that by construction, a GT score will 
always be between 0 and 100. An example plot of this time-series of GT scores for 
Microsoft is shown in Exhibit 1. 
Moreover, for each of the twenty companies in Table 1, I obtained the weekly 
adjusted closing prices from Google Finance5 from January 1st, 2012 to December 
31st, 2016. Using these closing prices, I calculated weekly returns for each company 
                                                          
2 These are discussed further in de Silva (2017) and have to do with a daily quota limit. 
3 Some of the companies are actually outside the top-20 because I had to throw out some of those 
in the top-20 due to Google Trends query issues. 
4 This data can be collected from https://trends.google.com/trends/. However, I collected the data 
through R using the gtrendsR CRAN package. 
5 This data can be collected from https://www.google.com/finance, but I collected it through R 
using the quantmod CRAN package. 
4
Undergraduate Economic Review, Vol. 13 [2016], Iss. 1, Art. 13
http://digitalcommons.iwu.edu/uer/vol13/iss1/13
as follows, resulting in 261 weekly returns6 for each of the twenty companies in 
Table 1.  
𝑊𝑒𝑒𝑘𝑙𝑦 𝑅𝑒𝑡𝑡 =  
𝑊𝑒𝑒𝑘𝑙𝑦 𝐴𝑑𝑗 𝐶𝑙𝑜𝑠𝑖𝑛𝑔 𝑃𝑟𝑖𝑐𝑒𝑡 −  𝑊𝑒𝑒𝑘𝑙𝑦 𝐴𝑑𝑗 𝐶𝑙𝑜𝑠𝑖𝑛𝑔 𝑃𝑟𝑖𝑐𝑒𝑡−1
𝑊𝑒𝑒𝑘𝑙𝑦 𝐴𝑑𝑗 𝐶𝑙𝑜𝑠𝑖𝑛𝑔 𝑃𝑟𝑖𝑐𝑒𝑡−1
 
Lastly, in order to run the market-model regression, I obtained a time-series of the 
market risk premium and the risk-free rate, between January 1st, 2012, and 
December 31st, 2016. This data came from Ken French’s data library7, and is 
calculated at a weekly frequency like the other data discussed in this section. 
2.2 Dataset limitations 
The main limitation of my three data sources is that it is possible that when investors 
try to find out about a company, their search query is something other than the 
company’s name. If the query is close or includes the name, Google Trends will 
count it with the number of searches for the company’s name. Unfortunately, any 
other search queries that represent interest in a company that don’t specifically 
include its name are not counted in my dataset. In other research, researchers have 
collected data on multiple search terms and then collapsed the results using 
Principal Components Analysis. In the interest of simplicity, I just used one search 
term per company - the company’s name - and believe that this search term 
represents a sufficient size of the search volume to accurately represent investor 
search interest. Another potential limitation is the small cross-sectional sample size. 
Further studies should incorporate more cross-sectional variation, although the 
Google Trend quota limit poses a problem for timely data collection of a large 
sample. 
                                                          
6 The weekly returns use adjusted closing prices, which are adjusted for dividends and stock splits. 
7 This can be found at http://mba.tuck.dartmouth.edu/pages/faculty/ken.french/data_library.html. 
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3. Selecting a GARCH Model for Volatility 
3.1 Defining volatility and the mean equation 
Before I can say anything about the relationship between Google Trends and market 
volatility in my sample, I have to decide on how I would like to model volatility. 
Given the past success of GARCH models and their relative parsimony compared 
to some of the more recent models, I will attempt to use a GARCH model for 
volatility. To determine the right model for my sample, I calculated an equally 
weighted average of returns using the twenty companies in Table 1. For the 
remainder of this paper, I will refer to this time-series returns as my index returns. 
I will next attempt to fit the best model for the index returns and variance.  
All GARCH class models start with a specification of a mean equation. In my mean 
equation for the index returns, I use specification (1), which is known as the 
“market model regression” and was first introduced in Sharpe (1964). 
(1) 𝑟𝑖,𝑡 −  𝑟𝑓,𝑡 =  𝛼 +  𝛽 ∗ (𝑟𝑚,𝑡 −  𝑟𝑓,𝑡) +  𝜀𝑡 
On the left side, 𝑟𝑖,𝑡 represents the weekly returns of my index and 𝑟𝑓,𝑡 represents 
the risk-free rate from Ken French’s data library (meaning the left side of (1) 
represents excess returns of my index over the risk-free rate). On the right side, 𝛼 
and 𝛽 are constants and (𝑟𝑚,𝑡 − 𝑟𝑓,𝑡) represents the excess returns of the market 
over the risk-free rate, which is the market risk premium factor from Ken French’s 
data library. The advantage of this specification is that it has a very nice intuitive 
explanation for the error term – it is the idiosyncratic part of my index’s return. 
This is because systematic part is defined as the return of my index due to the 
market. Market movements are captured by (𝑟𝑚,𝑡 −  𝑟𝑓,𝑡), so the systematic return 
of my index is 𝛽 ∗ (𝑟𝑚,𝑡 −  𝑟𝑓,𝑡). This definition means that the variance of the error 
term, which is of interest in a GARCH class model, can be interpreted as the 
6
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variance of the idiosyncratic part of my index’s return, which is often referred to as 
idiosyncratic risk. 
The results of estimating (1) with OLS are shown in Table 2. However, as 
aforementioned, financial time-series are likely to exhibit volatility clustering. This 
is evident from Exhibit 2, which shows the time series of my index’s returns. More 
formally, I can test for ARCH effects in (1) through running a Breusch-Pagan test 
on lagged squared residuals in (1). With three lags, this results in a p-value of 
0.0278, which provides evidence to reject the null of homoscedasticity in the 
residuals and suggests that this model has ARCH effects.  
3.2 Fitting a GARCH model 
Given the results of the Breusch-Pagan test, I attempt to fit the best GARCH class 
model to replace (1). In its general form, a GARCH(p,q) is written as 
(2) 𝜎𝑡









where the mean equation is specified as (1). Using a Box-Jenkins approach on the 
correlogram of squared residuals from (1), it appears that a GARCH(3,3) is a good 
starting point8. The results of this estimation are shown in Table 3, Part A. 
However, as mentioned in Hansen and Lunde (2001), there is significant danger in 
over-fitting the sample when estimating GARCH models, and this can be avoided 
by including less lags. Taking into account the danger of over-fitting, I estimated a 
GARCH(1,1) and the results are shown in Table 3, Part B. Comparing the 
estimation results for the two models in Table 3, Part A and B shows that a 
GARCH(3,3) does marginally better in terms of significance, but it is much less 
                                                          
8 This is selected by looking at autocorrelations and partial correlations in the correlogram of 
squared residuals, which are both significant up to order 3, suggesting a GARCH(3,3) is a good 
fit, according to the Box-Jenkins approach. 
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parsimonious. Moreover, the correlograms of residuals for both models exhibit 
similar autocorrelation structures. Running a Ljung-Box test results in a rejection 
of the null of no autocorrelation at only lags 5 through 7 at the 5% level. In a 
correctly fit GARCH model, the residuals should be “white noise.” Given the lack 
of autocorrelation in the residuals for both models, I am confident that both 
specifications satisfy this criterion for a good model. 
Lastly, the GARCH(1,1) has similar information criterion to the GARCH(3,3), 
despite its lower z-statistics. Although a GARCH(3,3) is slightly better in terms of 
significance, I conclude that a GARCH(1,1) is a better model for my index returns 
in interest of avoiding the problems of over-fitting mentioned by Hansen and Lunde 
(2001). They note that this is common when less parsimonious models have greater 
significance, but unchanged information criterion.  
3.3 Robustness against other GARCH class models 
Before concluding that a GARCH(1,1) best describes my data generating process, 
I will make two more robustness checks. First, in a GARCH(1,1), if 𝛼1 + 𝛽1 = 1 
there is unity, implying that volatility shocks should have a permanent effect. If this 
is the case, an integrated GARCH (IGARCH) model should be used. Unity can be 
tested through conducting a Wald Test with the following null 
𝐻0:  𝛼1 +  𝛽1 = 1 
This test results in a rejecting the null of unity at the 4% level, meaning that an 
IGARCH model probably does not describe the data generating process.  
The second robustness check I conduct is to include a term in specification (2) that 
allows for asymmetry of effects. There are theoretical reasons to suspect an 
asymmetric effect of positive and negative shocks, which are outlined in Engle and 
Ng (1993). Specification (2) (with p = q = 1) is modified to specification (3), which 
8
Undergraduate Economic Review, Vol. 13 [2016], Iss. 1, Art. 13
http://digitalcommons.iwu.edu/uer/vol13/iss1/13
is known as a Threshold GARCH model (TARCH). This specification allows for 
asymmetric effects, which are measured by 𝛾. 
(3) 𝜎𝜀,𝑡
2 =  𝜛 +  𝛼1𝜀𝑡−1
2 +  𝛽1𝜎𝑡−1
2 +  𝛾𝜀𝑡−1
2 𝐼𝑡−1 
Estimating specification (3) as the variance equation (running a TARCH(1,1,1)) 
results in a z-statistic on 𝛾 of -0.60. Given this lack of significance, I conclude that 
there is not sufficient evidence of an asymmetric effect in my data. This is probably 
due to the fact that my observations are weekly. In the case of Engle and Ng (1993), 
they are focused on the asymmetry of shocks when the frequency is hourly or daily. 
Given my rejection of unity and failure to reject no asymmetry of effects, I conclude 
that a GARCH(1,1) is the best model. This is consistent with simulations in other 
literature, such as Hansen and Lunde (2001), that suggest the GARCH(1,1) is hard 
to beat unless the data have very idiosyncratic features. 
 
4. The Behavior of Google Search Queries 
4.1 Estimating an ARMA model 
Prior to testing the strength of the relationship between Google Trends data and 
volatility, I will fit an ARIMA specification to better understand individuals’ search 
behavior. As mentioned in Section 2, Google does not allow access to raw search 
volume data. The search data retrieved from Google Trends is scaled based on each 
search queries time-series maximum, resulting in a time-series of GT scores that 
are between 0 and 100.  
Like in Section 3, I computed a cross-sectional average at each point in time for 
each of the twenty companies in Table 1. This resulting time-series represents the 
Google Trends search volume for my index of twenty companies and is plotted in 
Exhibit 3. Search queries for individual terms are likely to have a lot of noise, so 
9
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the motivation for averaging them is to diversify away some of this noise and obtain 
a more accurate measure of individuals search behavior. 
Equation (4) represents the general form of an ARMA(p,q) model. 
(4) 𝑦𝑡 =  𝛿 +  ∑ 𝜃𝑗𝑦𝑡−𝑗
𝑝
𝑗=1
+  ∑ 𝜋𝑗𝜖𝑡−𝑗
𝑞
𝑗=1
+  𝜖𝑡   
Before I can estimate an ARMA model on this time-series of Google Trends, I need 
to make sure this series is stationary, or at least does not contain a unit root. 
Observing the graph in Exhibit 3 shows that the time-series is probably not 
stationary. To test for a unit root more formally, I ran an Augmented Dickey-Fuller 
test9. An important aspect of this test is determining whether to include an intercept 
term in the test regression, which depends on whether the level Google Trends 
series exhibits a linear trend. Running the test without an intercept, results in a 
failure to reject the null of a unit root at 45% level, while running the test with an 
intercept, results in a rejection of the null of a unit root at a 0.0001% level. Given 
the graph does not look quite like an integrated process of order zero and the null 
of a unit root is not rejected without an intercept10, I conclude the level series 
contains a unit root. To remove a unit root and fit an ARMA model, I first-
differenced the time-series.  
The graph of the first-differenced time-series is shown in Exhibit 4, and it definitely 
looks less likely to contain a unit root than the level series.11 With the unit root 
removed, I will attempt to fit an ARMA model to the first-differenced time series, 
                                                          
9 I let the level of augmentation be set to whatever number of lags minimized the Schwarz 
Information Criterion. 
10 From looking at the graph, I do not see a strong linear trend indicating that an intercept should 
not be included in the test regression.  
11 Running another ADF test on the first-differenced series with and without an intercept results in 
a rejection of the null of a unit root at any reasonable probability level. 
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starting with the Box-Jenkins approach of examining partial correlations and 
autocorrelations. The corresponding correlogram is shown in Exhibit 5, and 
suggests that a ARMA(3,4) is a good starting point. Using the notation of Equation 
(4), 𝑦𝑡 is the first-differenced time-series of the cross-sectional average of GT 
scores across the twenty companies in my sample. 
The results of the estimation of an ARMA(3,4) on 𝑦𝑡 are shown in Table 4, Part A, 
along with the estimation results of a more parsimonious ARMA(1,1) in Part B. 
The results in the table suggest that an ARMA(1,1) is a better fit – the model has 
more significant regressors, lower information criterion, suffers only a small loss 
in the R-squared, and is also more parsimonious. Moreover, running a Ljung-Box 
test for autocorrelation on the residuals results in a failure to reject the null of no 
autocorrelation for all lags12. In an ARMA specification, this is evidence that the 
model is correct and also suggests that first-differencing the time-series is likely 
justified.  
4.2 Discussion of ARMA estimation results 
From the estimation results of an ARIMA(1,1,1) for my averaged GT scores, across 
20 companies, in Table 4, there appear to be three interesting but previously 
undocumented insights regarding search volume. First, first-differenced Google 
Trends search queries appear to exhibit no significant drift. This can be seen from 
the estimated value of 𝛿. Economically, this make sense because since the raw 
search data is normalized (as described in Section 2.1), having any positive drift 
would imply that the GT scores would eventually exceed 100.  
Secondly, the significance and sign of the estimated 𝜋1 indicates that large shocks 
in search tend to be followed by statistically significant corrections. This indicates 
that if a lot of news comes out about a company, individuals tend to increase search 
                                                          
12 At the 5% level. 
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volume initially, and then their search volume in the subsequent week tends to 
mean-revert. This mean-reversion is something we would expect in search volume, 
given that large shocks in a company’s search volume one week shouldn’t have a 
permanent effect on future search volume.  
There are two potential explanations for the mean-reversion. First, individuals may 
tend to lose interest quickly. Once they search for a company, because of a news 
release for example, they read it and then lose interest. Another possible 
explanation for this mean-reversion is that when news comes out, individuals 
search rapidly to read the news release. Once they read it, they have no incentive to 
search more, so they return to a normal level of search queries. 
The last noteworthy result from Table 4 is the fact that first-differenced GT scores 
tend to be statistically significantly positively correlated with their past values. This 
can be seen from 𝜃1. As aforementioned, GT scores appear to mean-revert after the 
previous week’s shocks. However, it appears that increases (decreases) in search 
volume tend to be followed by increases (decreases), and then mean-reversion after 
big past shocks pulls the change in search volume back to its mean.  
 
5. Including Google Trends in a GARCH Variance Equation 
5.1 Including Google Trends query volume in a GARCH variance equation 
In Section 3.2, I estimated the a GARCH(1,1) to fit the cross-sectional averaged 
time-series of the weekly returns for my sample of twenty companies, which I 
called my index returns. One potential method to determine whether Google Trends 
data is related to volatility is to include the averaged Google Trends time-series 
modeled in Section 4 in the GARCH(1,1) variance equation for my index returns. 
This specification contains (1) as the mean equation, and the variance equation is 
12
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clarified in equation (5), where 𝐺𝑇 represents the level version of the time-series 
modeled in Section 4. The estimation results of (1) and (5) are reported in Table 5, 
Part A.  
  
(5) 𝜎𝜀,𝑡
2 =  𝜛 +  𝛼1𝜀𝑡−1
2 +  𝛽1𝜎𝑡−1
2 +  𝛾𝐺𝑇𝑡−1 
Looking at the t-statistic for 𝛾 shows that Google Trends data does not appear to 
have a significant effect on idiosyncratic variance for the index when it is lagged 
one week. Ideally, I would like to test this effect when the search volume is lagged 
daily, but Google does not currently allow daily data collection for a 5-year interval. 
Instead, with weekly data I can try to examine the contemporaneous relationship 
between these two variables. The results of the estimation of a GARCH(1,1) with 
(6) as the variance equation is shown in Table 5, Part B.  
(6) 𝜎𝜀,𝑡
2 =  𝜛 +  𝛼1𝜀𝑡−1
2 +  𝛽1𝜎𝑡−1
2 +  𝛾𝐺𝑇𝑡 
Table 5, Part B, indicates that there is significant contemporaneous relationship 
between the index’s idiosyncratic volatility and the average search volume of the 
companies in the index. Comparing the log likelihood between Part A and Part B 
in the table shows that contemporaneous search volume aids in results in a higher 
log likelihood, indicating the relationship is more likely to be contemporaneous. 
Moreover, comparing the results to Table 3, Part B, where the GARCH(1,1) was 
estimated (Section 3.2) shows that the inclusion of the Google Trends variable has 
reduced all information criterion13. Beyond being statistically significant, the 
Google Trends variable is economically significant. With an estimated 𝛾 of 0.016, 
this corresponds to approximately 15% the size of the effect of past shocks (as 
                                                          
13 It also increased the Log Likelihood by 2%, although this is not shown in the table. 
13
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measured by 𝜀𝑡−1
2 ) and about 3% the size of the effect of lagged conditional 
variance (as measured by 𝜎𝑡−1
2 ).  
5.2 Problems with an exogenous covariate in the GARCH variance equation 
Including an exogenous covariate (𝐺𝑇 in my case) in the GARCH variance equation 
has been done in previous literature. For example, Rouska (2016) includes search 
query volume for oil and gold in the variance equation of a GARCH(1,1) for oil 
and gold returns. Samiev (2012) includes the VIX14 returns in the variance equation 
for exchange rate returns in a GARCH(1,1), as well. This practice was extremely 
common in GARCH literature during the late 1990’s and early 2000’s. 
Despite the prevalence of this technique, there are serious problems to be aware of 
when one blindly includes an exogenous covariate in a GARCH model variance 
equation. As of now, there are three problems to be aware of that have been 
discussed in the literature. First and trivially, one needs to address the fact that the 
variance could now become negative. When a GARCH model is estimated with 
maximum likelihood, restrictions are placed on the parameters 𝛼𝑗 and 𝛽𝑗 to ensure 
that the variance stays positive. When an exogenous variable is introduced that can 
take any value, there is now a possibility that the combinations of the estimated 
coefficients may produce some negative values for estimations of variance. 
Fortunately, as mentioned in Section 2, the level Google Trends time-series can 
only take positive values, meaning that this is not an issue for the model in Table 
5, Part B. 
                                                          
14 The VIX is an index that seeks to measure the markets forecast for one-month volatility, based 
on the implied volatility from options traded on the S&P 500 (SPX).  
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The second problem with including exogenous covariates was first addressed by 
Fleming (2008). He pointed out that with recursive substitution, (6) becomes (7) 
below. 
(7) 𝜎𝜀,𝑡









2 +  𝛽1 𝛾𝐺𝑇𝑡−𝑗) +  𝛾𝐺𝑇𝑡 
The problem with (7) is that given that 𝛽1 will be less than one
15, the coefficient on 
𝐺𝑇 is required to decline with the lag length 𝑖 at same rate as the coefficient on 
𝜀𝑡−𝑗
2 . Therefore, if the included exogenous variable has no effect for any lag 𝑖, the 
only way to do this is for 𝛽1 to equal zero. Fleming (2008) concludes that for this 
reason, including an exogenous covariate can drive ARCH effects out of a model. 
The robustness of 𝐺𝑇𝑡 to this problem is examined in Section 5.3. 
The final problem with including exogenous covariates in a GARCH variance 
equation is related to the stability of the system. In a general GARCH (1,1), the 
system is stable and the variance reverts to its unconditional mean16 due to the 
restrictions imposed on the coefficients during maximum likelihood estimation. 
However, with the introduction of a exogenous variable in the variance equation, 
the unconditional variance is no longer necessarily defined, meaning the system 
could be explosive depending on the value of 𝛾 in (7). The robustness of (7) to this 
problem is examined in Section 5.4. 
  
                                                          
15 In a GARCH(1,1) this is a constraint imposed in the maximum likelihood estimation procedure 
in order to ensure stationarity. 
16 Using the notation in equation (6), the unconditional mean of this variance would be 𝜛/(1 − 
𝛼1 − 𝛽1) 
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5.3 Determining robustness of the exogenous covariate – 𝐺𝑇 – to Fleming’s (2008) 
problem 
To test the robustness of exogenous covariate to the lag structure assumption, 
Fleming (2008) proposes two options: 1. Compare difference in estimates of 𝛼1 
before and after the introduction of 𝐺𝑇 or 2. Fit a higher order GARCH model17 
and test whether 𝛾 is still significant. Looking at Table 3, Part B and Table 5, Part 
B, I can compare the difference in estimates of 𝛼1. The magnitude of 𝛼1 decreases 
by about 40% with the introduction of 𝐺𝑇 into the model. The estimate of 𝛼1 
becomes less significant indicating that the Google Trends score could, in fact, be 
driving the ARCH effects of the model. To examine this effect more closely, I will 
pursue Fleming’s (2008) second robustness check of overfitting. 
(8) 𝜎𝜀,𝑡
2 =  𝜛 +  𝛼1𝜀𝑡−1
2 + 𝛼2𝜀𝑡−2
2 + 𝛼3𝜀𝑡−3




+  𝛾𝐺𝑇𝑡 
Table 6, Part A contains the estimation of a GARCH(3,3) with 𝐺𝑇 as an exogenous 
variable. The variance equation for the estimated GARCH(3,3) model is equation 
(8), and the mean equation is still (1). The justification of a GARCH(3,3) as a 
robustness check is that in Section 3, I determined that a GARCH(3,3) was almost 
(if not equally) as good a fit to my index return volatility as a GARCH(1,1). The 
results in Table 6, Part A show that Google Trends still has a significant 
contemporaneous relationship with idiosyncratic volatility, even when the model is 
over-fitted. Moreover, 𝛼1 does not change much in terms of significance and value. 
The estimate of 𝛾 also appears to be very similar across all estimated models. On a 
side note, comparing Table 5, Part B and Table 6, Part A shows that a GARCH(1,1) 
with 𝐺𝑇𝑡 is a better fit in terms of both information criterion. Table 6, Part B shows 
                                                          
17 For a detailed explanation of why this works, consult Fleming (2008). 
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a GARCH(4,4) with 𝐺𝑇𝑡, demonstrating that the Google Trends effect is robust to 
the over-fitting procedure suggested by Fleming (2008).  
5.4 Determining the robustness of the exogenous covariate – 𝐺𝑇 – to system 
instability 
The potential instability in the GARCH system resulting from introducing an 
exogenous covariate is, by far, the problem that causes the most concern. From 
surveying the literature18, there appears to be a passive solution and an active 
solution to this problem. The passive solution is to apply a filer to the exogenous 
covariate so that it is stationary and then observe “reasonableness” of parameter 
estimates. The active solution is to use a factor model structure, such as that 
proposed by Ding and Martin (2016). I will pursue the passive solution first in 
Section 5.4.1 and discuss, but not pursue, the active solution in Section 5.4.2. 
5.4.1 Passive solution to GARCH system instability 
From the argument and evidence in Section 4.1, I weakly concluded that the series 
of averaged Google Trend queries contained a unit root. Therefore, this series is not 
stationary. In Section 4.1, I first-differenced the time-series and the unit root 
appeared to be removed. 
In order to make equation (6) (GARCH(1,1) variance equation with exogenous 
variable) more likely to be stable, I can include the first-differenced time-series of 
average Google Trend scores, instead of the level series, since the first-differenced 
series does not contain a unit root. The results of this estimation are shown in Table 
7. In this model, all coefficients correspond to their same interpretation, except 𝛾 is 
now the estimated parameter on the first-differenced 𝐺𝑇𝑡, instead of the level series. 
                                                          
18 I would like to thank Zhuanxin Ding, Ph.D., Research Analyst at Analytic Investors, for his 
assistance in suggesting the literature that provides the solutions to this problem.  
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Comparing the results in Table 7 to Table 5, Part B from Section 5.1 show that with 
the first-differenced series, all the other estimated coefficients in the variance 
equation are extremely similar to the model without an exogenous variable. 
Moreover, the relative significance of each coefficient is relatively unchanged. 
Given that 𝛾 estimated in Table 7 is small (0.024) and the other coefficients are 
relatively unchanged, I conclude that introducing a stationary filter of the series 
avoids the problem of instability. 
Unfortunately, this solution causes another potential issue in the GARCH 
specification. First-differencing the Google Trends time-series means that the series 
can now take on negative values. This means that the first problem introduced in 
Section 5.2, maintaining a positive variance estimate, is now no longer guaranteed 
to be avoided. The graph of the variance estimates from the GARCH(1,1) with the 
first-differenced Google Trends series is shown in Exhibit 6. Luckily, because 𝛾 is 
so small, none of the estimated variances are negative19.  
5.4.2 Active solution to GARCH system instability 
The active solution that I will discuss is the factor model proposed in Ding and 
Martin (2016). This factor is used when one is interested in making volatility 
forecasts for an individual company’s stock. However, as shown in Section 5.1, the 
relationship between weekly average Google Trends score for my sample of 20 
companies and my index’s return variance only exists contemporaneously. 
Therefore, I cannot pursue this more active solution, because I cannot make 
volatility forecasts with specification (6) because it contains look-ahead bias.  
Although I cannot pursue this strategy, I would like to briefly summarize its process 
described in Ding and Martin (2016). This specification is useful when one is 
working with panel data. It is recommended that the data contain sufficient time-
                                                          
19 One is equal to 0.000, which means that it could be negative depending on rounding. 
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series and cross-sectional variation. In other words, one would need a larger sample 
than I have used in this paper with only 20 companies and 261 weekly observations. 
Ideally, one would collect Google Trends data on each company in the S&P 500 at 
a daily frequency, along with daily returns. With this data, one can follow the 
procedure below. 
1. Estimate a GARCH model without Google Trends data, for each company 
i 
2. Produce the estimated GARCH conditional standard deviation series, for 
each company i 
3. Standardize the time-series of returns, for each company i, by dividing each 
companies estimated GARCH conditional standard deviation series 
4. Standardize the Google Trends data by subtracting its mean and dividing by 
its standard deviation 
5. Run a rolling OLS cross sectional regression (with 500 companies) on each 
day over the sample of the standardize returns on the standardized Google 
Trends data 
6. The coefficient on the standardized Google Trends for each regression at 
each point in time represents the factor return, so produce this time-series 
7. The variance forecast for company i at time t is then : 
𝜎𝑖,𝑡
2 = (𝑠𝑡𝑑𝑑𝑒𝑣(𝑓𝑎𝑐𝑡𝑜𝑟 𝑟𝑒𝑡𝑢𝑟𝑛)𝑖 ∗ 𝐺𝑇𝑖,𝑡−1 +  𝜎𝑣
2)
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5.5 Robustness of model to changes in distributional assumptions 
After addressing potential solutions to the three problems outlined in Section 5.2, 
it appears that the safest specification is a GARCH(1,1) with the first-differenced 
𝐺𝑇𝑡. I argue this because the problem discussed in Section 5.4, instability, poses the 
biggest threat to the accuracy of my model. Estimating a GARCH with a first-
differenced 𝐺𝑇𝑡 appears to have little chance of instability given the coefficients. 
Moreover, the conditional variance series produced by this model is positive for all 
values20. The robustness of this model to Fleming’s (2008) problem has not yet 
been examined. In Table 8, I estimate an over-fitted GARCH(3,3) with the first-
differenced 𝐺𝑇𝑡. The significance of 𝛾 and the similarity of 𝛼1 to its original value 
in Table 7 suggest that this model is robust to this problem. 
Lastly, I would like to test the robustness of this specification to quasi-maximum 
likelihood estimation with different distributional assumptions for the error term. 
In order to do so, I estimated a GARCH(1,1) with the first-differenced 𝐺𝑇𝑡 under 
the following three distributional assumptions: 
1. Gaussian distribution (as previously done in all Tables) 
2. Student’s t distribution with 3 degrees of freedom21 
3. Generalized Error Distribution (GED) with a parameter equal to 1.77822 
The results of these three estimations are in Table 9. They show that the significance 
of the first-differenced Google Trends series, as measured by 𝛾, remains consistent 
across all three distributional assumptions. Moreover, the point estimate via 
                                                          
20 Except for the one value mentioned in footnote 18.  
21 This parameter was chosen because it was the lowest possible value where the distribution is 
defined for this specification. A low value is desired because t-distributions with less degrees of 
freedom have fatter tails. If the effect is robust to a distribution with very fat tails, I can be more 
confident in its significance. 
22 This parameter was chosen via maximum likelihood estimation under the assumption that the 
errors are conditionally normally distributed. This parameter was estimated with a standard error 
of 0.317, so it is significantly different from zero. 
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maximum likelihood is almost identical across the three assumptions. Looking at 
the log likelihood and information criterion, it appears the GED with the chosen 
parameter provides the best fitting model. 
Given the robustness of the GARCH(1,1) with the first-differenced  𝐺𝑇𝑡, I re-
estimated the model after standardizing23 the first-differenced 𝐺𝑇𝑡 and produced 
the results in Table 10. This allows for easier interpretation for some readers. 
 
6. Examining the correlations of GARCH coefficient estimates with financial 
statistics 
In this section, I will discuss the results that are in Table 11. My aim in this section 
is to demonstrate interesting results that are obtained from comparing the 𝐺𝑇𝑡 
coefficient from GARCH estimation across my cross-section of twenty companies. 
Before running to analysis of the results, I will briefly explain the data contained in 
the table.  
For each company, as referenced by their respective tickers in the first column, 
Table 11 contains eight statistics. The first column, 𝛾1, represents the coefficient 
estimate from the estimation of a GARCH(1,1) for company 𝑖, with a variance 
equation specified as equation (9)24.  
(9) 𝜎𝜀𝑖,𝑡
2 =  𝜛 +  𝛼1𝜀𝑖,𝑡−1
2 + 𝛽1𝜎𝑖,𝑡−1
2 +  𝛾1𝐺𝑇𝑖,𝑡 
The next column, in parenthesis, represents the z-statistic for that coefficient25. 
Bold numbers in the table represents statistically significant coefficients at the 5% 
level. The third column, 𝛾2, represents the coefficient estimate from the estimation 
                                                          
23 Standardizing refers to subtracting the mean from each observation and then dividing by the 
standard deviation. 
24 Google Trends time-series is included contemporaneously based on results of previous sections. 
25 Against the null of the coefficient equals zero. 
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of a GARCH(1,1) for company 𝑖, with a variance equation specified as equation 
(10), where 𝑑(𝐺𝑇𝑖,𝑡) is company 𝑖’s first-differenced time-series of GT scores. 
(10) 𝜎𝜀𝑖,𝑡
2 =  𝜛 +  𝛼1𝜀𝑖,𝑡−1
2 +  𝛽1𝜎𝑖,𝑡−1
2 + 𝛾2𝑑(𝐺𝑇𝑖,𝑡) 
This was done to address the robustness against the problem of GARCH system 
instability addressed in Section 5.4. The following column, with parenthesis, 
represents the corresponding z-statistic for 𝛾2. The next two columns contain my 
estimate of the stock’s beta, the company’s sensitivity to market movements, and 
the R-squared, which represents the percentage of total risk that is systematic. Both 
of these estimates are obtained from a OLS market model regression26. Lastly, the 
final two columns represent the company’s market capitalization27 and P/E ratio28 
from Yahoo! Finance, as of December 31st, 2016. I choose beta, proportion of 
systematic risk, market capitalization, and P/E ratio as relevant financial statistics 
to compare because they are the mostly commonly used statistics when first 
examining a company. 
Table 12 contains the correlation matrix for data in Table 11. Obviously, these 
correlations should be interpreted with caution given that my sample only contains 
twenty companies29. However, the point of producing it is to spark further research. 
The first interesting result from Table 12 is the relatively large correlations between 
𝛾1 and beta and 𝛾2 and beta. Economically, this result means that companies where 
Google Trends data has a larger contemporaneous relationship with volatility tend 
to have higher betas. This is a surprising result because one would expect a 
company’s beta to be relatively uncorrelated with effects from the variance 
                                                          
26 Same equation as (1), except done firm-by-firm here. 
27 Market capitalization is reported in billions of USD. 
28 P/E ratio was calculated over the trailing twelve months. 
29 The critical values for these correlations are 37.8% at the 10% level, 44.4% at the 5% level, and 
56.1% at the 1% level. 
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equation, given my mean equation is specified as the market model. Consequently, 
the effects of market movements are essentially taken out of the variance equation 
by including the market risk premium in the mean equation. However, the 
correlation in Table 12 suggests that high-beta stocks are associated with greater 
idiosyncratic volatility increases due to Google Search volume. This means that 
when news comes out, investors tend to search for the company’s name first to 
determine whether it is a market for firm-specific event. 
Secondly, the correlations between 𝛾1 and the P/E ratio and 𝛾2 and the P/E ratio are 
positive, although they are not extremely large. This result should definitely be 
investigated with a large sample size, given the standard error associated with my 
estimations is likely to be quite high. However, my preliminary results show a 
company that is more sensitive to Google search volume tends to have a higher P/E. 
It is well-established that news matters more to high P/E companies because their 
valuation is dependent on future earnings. Therefore, it would make sense that the 
size of the Google search volume effect on volatility is greater for high P/E 
companies. As aforementioned, I do not seek to make this conclusion, but rather 
provide preliminary results. 
The last result I would discuss from Table 12, is the large correlation between 𝛾2 
and market capitalization. This correlation of 25.54% suggest that there is a 
relatively strong association between a company’s size and the first-differenced 
Google Trends score’s impact on volatility. Intuitively, this effect makes sense 
because since larger companies are likely to have greater search volume, given they 
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7. Conclusion 
The majority of this paper was spent analyzing a cross-sectional average of returns 
and Google Trends data for 20 companies chosen from the S&P 500 index. First, a 
GARCH class model was estimated for the mean and variance of the average 
returns. My results are consistent with the relevant literature – I provide evidence 
for and argue that a GARCH(1,1) model best describes the data generating process. 
Estimating an ARMA model on the average Google Trends series demonstrates 
that Google search volume is likely not stationary. Using a Box-Jenkins approach, 
an ARIMA(2,1,1) is chosen and the economic significance of this model was 
discussed. With the properties of Google Trends data better understood, a 
GARCH(1,1) was estimated with Google Trends data in the variance equation. I 
find that there is an economically and statistically significant contemporaneous 
relationship between volatility of returns and search volume. The robustness of this 
effect is then examined extensively, with respect to some of the problems discussed 
in the literature. Finally, I compared the results of  GARCH(1,1) estimation with 
Google Trends data across my twenty companies. The relationship between the 
Google Trends-volatility effect and various commonly used financial statistics is 
examined. The correlations found demonstrate avenues for further research. 
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Table 2 
 
OLS Estimation of (1) 
 
  
Coefficient 0.0086 1.026 
T-Stat 0.25 51.05 
   
R-squared 0.9096  
AIC 1.6564  
SIC 1.6837  
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