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Emergence of algebraic quasi-long-range or-
der is a key feature of superfluid phase tran-
sitions at two dimensions [1, 2]. For this
reduced dimensionality interactions prevent
Bose-Einstein condensation with true long
range order, at any finite temperature [3].
Here, we report the occurence of algebraic or-
der in a strongly interacting quantum liquid
formed by dipolar excitons confined in a bilayer
semiconductor heterostructure [4]. We observe
a transition from exponential to algebraic de-
cay of the excitons temporal coherence, accom-
panied by a universal scaling behaviour of the
equation of state. Our results provide strong
evidence for a Berezinskii-Kosterlitz-Thouless
(BKT) transition in a multi-component boson-
like system governed by strong dipolar inter-
actions.
Dipolar quantum gases constitute a versatile play-
ground to explore exotic collective phenomena emerg-
ing in a strong interaction regime [5]. In two dimen-
sions, important correlation effects are predicted for
moderate and high densities [6], causing substantial
deviations from dilute gas behavior. Very recently, su-
persolid properties [7–9] have been reported for ultra-
cold atoms with a large permanent magnetic dipole.
In semiconductors, even stronger dipolar interactions
are accessible, using bilayer heterostructures where
electrons and holes are spatially separated but bound
by Coulomb attraction [10]. Excitons are thus formed,
characterised by a giant and well oriented electric
dipole moment [4]. Recent experiments have reported
that such dipolar excitons can realize a two dimen-
sional quantum gas in GaAs bilayers [11–15].
Here, we first quantify thermodynamically the
quasi-condensate crossover region of two-dimensional
dipolar excitons. For that, we experimentally deter-
mine the equation of state and density fluctuations.
Whereas apparent scale invariance for these observ-
ables has been measured with ultracold atoms, even
away from criticality [16–18], here we report a net vio-
lation confirming the strongly interacting character of
our dipolar fluid. Also, we show that a universal be-
haviour [18, 19] is restored within a large fluctuating
region around the quasi-condensate cross-over. Im-
portantly, close to the transition we observe a qualita-
tive change in the excitons temporal phase coherence,
from an exponential to an algebraic decay, revealing
the buildup of a quasi-long range ordered phase. The
exponent of the algebraic decay, η, decreases with in-
creasing phase space density, and is compatible with
ηc ' 0.25 predicted by the BKT theory [1, 2, 20] at
criticality.
Our experiments start by injecting optically dipolar
excitons in a 20 µm wide trap of an ultra-pure GaAs
double quantum well. This excitation lasts 100 ns, re-
peated at a frequency of 1.5 MHz, while at a variable
delay after termination of the optical loading we anal-
yse the photoluminescence reemitted by the trapped
gas and which reflects directly fundamental properties
of the excitonic cloud [4, 10]. Indeed, the energy of
the photoluminescence EX provides the density in the
trap n(r) since EX scales as (Et(r)+u0n(r)), the sec-
ond term reflects the strength of repulsive dipolar in-
teractions between excitons [21–23], and the first term
the profile of the trapping potential. Additional in-
formation is gained from the photoluminescence time
coherence, which characterizes the collisional dynam-
ics and thus quantifies the excitons temporal phase
coherence.
In our system, excitons are characterised by a dipole
moment d, oriented perpendicular to the GaAs bi-
layer, with a magnitude controlled by the spatial sep-
aration between the two quantum wells. The effective
exciton-exciton interaction potential is well described
[21–23] by Veff(r)=(deff)
2/|r|3, where deff = d
√
f con-
tains a screening amplitude f that weakly depends on
the exciton density in the dilute regime (f being of the
order of 0.2 for n ∼1010 cm−2 at low temperatures)
and may be adapted to also include correlation ef-
fects at intermediate and high densities [6]. In two di-
mensions, the dipolar potential Veff is still sufficiently
short ranged, so that asymptotic scattering properties
at large distances are characterized by a dimensionless
number g˜ [24].
In Figure 1.a, we show the phase space den-
sities D(βµ)=nλ2T as a function of βµ=µ/kBT ,
λT=h/
√
2pimkBT being the de Broglie thermal wave-
length, m the exciton mass, T the temperature, and µ
the chemical potential. These measurements are ob-
tained from the density profiles of our excitonic cloud
based on the local density approximation [14]. Un-
like quasi-two-dimensional atomic gases probed in the
weak interaction regime [16–18], a net violation of
scale invariance in our system is directly evidenced
by comparing experiments at T=340 and 750 mK. In-
deed, D does not obey a unique function of βµ. In-
stead, the distinct slopes observed between these two
temperatures when βµ &0 show that g˜ decreases with
temperature, since D(βµ) ∼ βµ/g˜ is expected in the
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FIG. 1: Equation of state of the trapped gas (a)
Phase space density D=nλ2T measured at T=340 mK
(blue) and 750 mK (red), together with the results of
Monte-Carlo calculations for g˜=4 and 6 respectively (solid
lines). D is obtained by analysing the profile of the pho-
toluminescence energy across the trap from a statistical
ensemble of 20 repetitions for every experimental condi-
tions. Experimentally, the density in the trap is varied by
scanning the delay to the loading phase. It is about 2·1010
cm−2 at the center when the delay is set to 150 ns (c)
and around 109 cm−2 when it is set to 370 ns (b). In the
latter case the photoluminescence energy reproduces the
profile of the trapping potential depicted by the solid red
line. Error bars display the statistical deviations of our
measurements.
Thomas-Fermi limit of a quasi-condensate. Compari-
son with classical field Monte Carlo calculations tak-
ing into account the exciton’s composite nature with
four internal spin degrees of freedom [14, 25] indicates
that g˜ increases from about 4 to 6 between 340 and
750 mK.
To further quantify this temperature dependence,
we studied the exciton density variance σ2(r) that
provides an independent and direct measure of g˜ in
the quasi-condensed regime [18]. Figure 2.a shows the
scaled variance σ2λ2T per µm
2 at variable tempera-
tures, within the hydrodynamic regime where D scales
linearly with βµ. We note that σ2λ2T weakly varies
with βµ and approaches a mean value which mostly
depends on T . Let us then underline that our exper-
iments rely on cumulative averaging for each exper-
imental settings. The measured local variance σ2(r)
then corresponds to the mean square deviation of the
total number of excitons at a considered position r.
Furthermore, our optical resolution (∼ 1µm) largely
exceeds the mean-field coherence length (2g˜n)−1/2
(∼ 25nm). We then determine the fluctuations of the
local number of excitons so that σ2λ2T scales as 1/g˜
in the quasi condensed regime where D scales linearly
with βµ (see Methods).
Averaging for each temperature T the rescaled vari-
ance shown in Fig.2.a, we deduce the dependence of g˜
as a function of T , imposing g˜=4 at 340 mK according
to the analysis of the equation of state. Figure 2.b dis-
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FIG. 2: Density fluctuations in the trap (a) Rescaled
density fluctuations σ2λ2T per µm
2 measured at 340 mK
(red), 550 mK (brown), 950 mK (green), 1.2 K (black).
Data points are obtained by evaluating the variance for a
set of 20 repetitions for every experimental settings, σ2λ2T
is then computed in intervals βµ ∼1 to reach higher preci-
sion. (b) Temperature scaling of g˜ extracted by averaging
the data shown in (a) for each bath temperature (blue).
The red shaded area marks the logarithmic scaling of g˜
with temperature expected for thermal two-body collisions
with the effective dipolar exciton-exciton interaction [14].
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FIG. 3: Universality of the rescaled equations of
state (a) Equations of state (D − Dc) in rescaled units
β(µ−µc)/g˜, for experiments realised at 340, 550, 750, 950
mK, 1.2 and 1.5 K (black, blue, green, red, cyan, magenta
respectively). The solid red line displays the scaling pre-
dicted by Monte-Carlo calculations. The resulting values
of the critical chemical potential, βµc, and of the critical
phase space density, Dc, are shown in (b) and (c), respec-
tively.
plays the thus obtained values, which are consistent
with those from the Thomas-Fermi behaviour used for
the equation of state (Fig.1), as expected from ther-
modynamics. Importantly, the temperature scaling of
g˜ is consistent with a logarithmic dependence charac-
teristics of two dimensional scattering processes.
Despite a broken scale invariance, scaling be-
haviours may be retrieved by the universal varia-
tions expected close to a continuous phase transi-
3tion such as the BKT transition. In particular, from
the φ4 theory in two dimensions [19, 26], we expect
the phase space density to show a universal scaling,
(D−Dc)=F (β(µ−µc)/g˜) inside the fluctuating region,
β|µ− µc| < g˜. Here, F is a generic function while Dc
and µc are the critical density and chemical potential
which remove non-universal contributions with reg-
ular (smooth) temperature and density dependence.
Having determined the variation of g˜ with tempera-
ture, we can probe the universality of the equation
of state close to the quasi-condensation crossover. To
this aim, we transformed the equation of state by con-
verting βµ into βµ/g˜ and then searched the values of
Dc and µc such that a unique variation emerges for
all temperatures studied experimentally.
As shown in Figure 3, all rescaled equations of state
then collapse on a single scaling curve, in striking con-
trast with the unscaled data displayed in Fig.1.a. The
corresponding values for the critical chemical poten-
tial µc show a linear dependence on g˜, whereas Dc ≈ 8
remains roughly constant. The latter value also cor-
responds to the onset of quasi long-range order in the
spatial coherence [14], as well as the temporal coher-
ence discussed below. In contrast to the BKT transi-
tion in weakly interacting atomic gases [16], continu-
ously approaching the BEC transition for vanishing g˜
in a harmonic trap [27], for our dipolar gas the transi-
tion takes place well above onset of the Thomas-Fermi
region of the density profile where D ∝ βµ. Also, the
saturation of Dc confirms a strongly correlated regime
away from the dilute gas limit [6]. In the crossover re-
gion, i.e. for D ∼ Dc, we actually deduce that the
first sound velocity vs=
√
~2g˜n/m is about 104 m.s−1,
i.e. about three orders of magnitude smaller than for
exciton-polaritons [28]. Therefore, dipolar exciton flu-
ids provide an ideal probe of BKT physics in the hy-
drodynamic regime dominated by collisions between
low-energy quasi-particle excitations.
We studied the temporal coherence of trapped exci-
tons to independently assess the parameter region of
the quasi-condensate crossover. Around Dc we expect
that temporal coherence is maintained at long times,
thus reflecting directly the building up of spatial order
in the system [29, 30]. For excitonic systems, temporal
coherence is easily accessed, since it is mapped out by
the emitted photoluminescence, which quantifies the
coherence time τX of optically active states, i.e.those
with in-plane momentum close to 0 [10]. We then per-
formed time and spatially resolved interferometry in
order to quantify τX , using a Mach-Zehnder interfer-
ometer where the photoluminescence field ψ is recom-
bined with itself after a controlled delay τ is intro-
duced. Figure 4.b shows the pattern measured above
threshold (D ∼ 11) for τ= 5 ps. Interference fringes
are clearly observed all across the trap and we evaluate
the interference contrast |g(1)|(τ) ∼ |〈ψ∗(t)ψ(t+τ)〉t|,
〈...〉t denoting the average over t, by quantifying the
modulation amplitude along the vertical axis across
the trap (Figure 4.c).
Figure 4.a shows that we observe a clear change
of |g(1)|(τ) at varying phase space densities: Below
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FIG. 4: Temporal coherence versus phase-space
density (a) Amplitude of the first-order temporal coher-
ence |g(1)| as a function of the time delay for a phase-space
density below threshold (D = 3 in black), at threshold
(D ∼7 in blue), and above threshold (D = 11 in red), in
log-log scale. The inset displays the same data in linear
scale. The black curve shows an exponential decay with a
time constant equal to 3.8 ps while the blue and red lines
show an algebraic decay t−η with η = 0.4 and 0.2, blue
and red respectively, for comparison. The blue shaded
area marks the minimum contrast possibly detected for
the signal to noise ratio of our experiments. (b) Interfer-
ence pattern measured for D = 11 and for a time delay
set to 5 ps. The panel (c) displays the interference signal
across the center of the trap (dashed line in (b)), together
with a sinusoidal fit to the data leading to a contrast of 35
%.
threshold (D = 3 in black), the contrast decays expo-
nentially with a characteristic time τX ∼4 ps. This de-
cay reflects the two-body collision rate, which is com-
parable to the value expected in the Thomas-Fermi
regime Γ = ~g˜2n/2m. As a result the interference
pattern is not resolved for τ beyond 1/Γ. By con-
trast, around threshold (D ∼ 7 in blue) and more
markedly above threshold (D ∼11 in red) temporal
coherence at long delays τ is maintained. Remark-
ably, for D & DC we note that quasi-long range order
compatible with an algebraic decay ∼ τ−η emerges, as
clearly seen Fig.4.a for data plotted in log-log scale.
As common for systems of mesoscopic sizes, quanti-
tative determination of the algebraic decay rate will
suffer from considerable systematic bias due to the
4finite range limitations. Within our precision, the ex-
ponent η at criticality is compatible with ηc ' 0.25
predicted for a BKT transition in the thermodynamic
limit [2]. Averaging the contrast over a finite region
with small density variations may result in signifi-
cantly higher values for the apparent exponent than
in strictly homogeneous systems [31, 32]. Here, the
interference contrast is extracted along one direction
in the central density region, making our measure-
ments less sensitive to small density variations, and
thus closer to the homogeneous limit. Finally, we note
that emergence of algebraic order has so far been re-
ported only for ultracold atomic gases [32, 33] and
driven-dissipative exciton-polaritons [30]. Unlike our
dipolar fluid, both are distinguished by much weaker
interactions so that the interaction-driven BKT tran-
sition competes with Bose-Einstein condensation in
trapped geometries [25, 27].
To conclude, we have reported evidence for a BKT-
type transition in exciton fluids with strong dipolar
interaction, by observing a pronounced change from
exponential to algebraic decay in the temporal co-
herence inside a fluctuation region characterized by a
universal behaviour of the excitonic equation of state.
While our measurements of density fluctuations have
direct implications for the propagation of first sound,
we believe that probing second sound by an additional
local heating source, e.g. using an auxiliary laser ex-
citation, is at experimental reach. In the quest for
direct probes of superfluid signatures, second sound
measurements open the possibility to observe the dis-
continuous jump at criticality [34], predicted by the
BKT theory, which has only been unambigously ob-
served in Helium films [35].
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Methods
• Sample structure and experimental procedure
At the core of our sample structure lie two cou-
pled GaAs quantum wells, each being 8 nm wide, sep-
arated by a 4 nm Al.3Ga.7As barrier. The bottom
quantum well is positioned 900 nm below the surface
of the sample and 150 nm above our sample substrate
made of Si-doped GaAs. Electric fields are applied
perpendicular to the double quantum well by apply-
ing DC potentials between semi-transparent gate elec-
trodes deposited on the surface, and the sample sub-
strate which serves as ground potential. The surface
electrodes are patterned in order to realise a 20 µm
electrostatic trap. For that purpose, we designed a
20 µm diameter disk shaped electrode surrounded by
an outer guard gate with 200 nm separation. By ap-
plying a larger potential (-4.8V) onto the disk shaped
electrode, compared to its outer guard electrode (-4.3
V), we realise a 20 µm electrostatic trap for dipolar
excitons. These are indeed high-field seekers and then
remain trapped in the plane of the double quantum
well under the central disk electrode.
As in previous works [12, 14], we used a 100 ns
long laser excitation in order to inject optically elec-
trons and holes in the two quantum wells, dipolar ex-
citons being formed once carriers have tunnelled to-
wards their minimum energy states, which each lie in
a different quantum well. The excitons electric dipole
moment then amounts to about 12 C.nm. The laser is
set resonant with the direct excitonic absorption of the
quantum wells, such that the density of optically in-
jected excess free carriers is minimized. The excitation
laser is about 5 µm wide, positioned at the center of
the electrostatic trap and we typically impose a dead
time of at least 100 ns before analyzing the photolumi-
nesence radiated from the trap. Thus, we ensure that
our measurements are restricted to the regime where
the photo-current is almost entirely evacuated.
• Evaluation of the exciton density
In our studies, the exciton density is extracted from
the blueshift of the photoluminescence energy induced
by repulsive dipolar interactions between excitons. In
practice, we compare the spatial profile of the photo-
luminescence spectrum at a given density to the one in
the very dilute regime to deduce this blueshift. This
is for instance directly done by subtracting the profile
displayed in Fig. 1.c and 1.b.
A first crude approach to translate the blueshift
of the photoluminescence δE into the exciton den-
sity nX is usually referred to as the plate capacitor
formulae, which computes the screening of the in-
ternal electric field induced by the electron and hole
planes confined in a bilayer heterostructure. Assum-
ing a homogeneous density distribution of electronic
carriers, one easily deduces with this assumption that
δE=(nXe
2d)/, where  is the dielectric constant, d
the excitons dipole moment and e the electron charge.
However, it has been shown that the plate capacitor
formulae largely underestimates the excitons density
because it discards the impact of dipolar interactions
at short distances [21–23]. Indeed, these induce a de-
pletion around excitons arising from the energetically
prohibitive cost of the dipolar potential at this length
scale
Laikhtman and Rapaport [23] have shown that the
mean-field treatment yielding the plate capacitor ex-
pression can be refined by accounting for the non-
5uniform distribution induced by the dipolar interac-
tion. Precisely, the authors assume that the proba-
bility of finding an exciton at a distance r from an-
other exciton is given by nXe
−U(r)/T d2r where U(r)
is the repulsive dipolar potential between 2 excitons.
Thus, the blueshift of the photoluminescence energy
becomes δE=nXe
2d
 ·f where the screening amplitude
f reads
f = Γ(4/3)
3
√
pidT
2e2
(1)
Ivanov et al. [21] have introduced an alternative ap-
proach to evaluate the impact of the screened dipolar
repulsions onto the photoluminescence blueshift. The
authors have considered a thermally screened dipolar
potential which cuts the bare mid-range 1/r3 inter-
action between excitons. Thus, they evaluate the lo-
cal density of excitons in quasi-equilibrium (Eq.(1) in
[21]) and compute the factor f correcting the plate
capacitor formulae.
nX [cm
-2] ×1010
0 0.5 1 1.5 2 2.5
f
0
0.05
0.1
0.15
0.2
0.25
0.3
Fig. S1: Screening factor f computed using the
model discussed in Refs. [23] (blue) and [21] (red).
Fig. S1 compares the amplitude of f for T= 1K
deduced from Refs. [21] and [23]. We then note that
the 2 models agree in the very dilute regime, as ex-
pected, while Ivanov et al. predict that f is up to
3-fold larger than the prediction of Laikhtman and
Rapaport at the largest density we explore (nX ∼ 2
1010 cm−2). To account for this discrepancy, in Fig-
ure 2 we have displayed the variation expected for g˜
obtained by considering both theoretical models.
• Density flucutations and sound velocity
Analysing the shot-to-shot density fluctuations
gives access to the density-density pair correlation
function, g(r), given by
g(r) = 〈n(r)n(0)〉 (2)
which is related to the expectation value of the density
squared, 〈n2〉, when integrated over a large volume V ,
〈n2〉 = 1
V
∫
drg(r) (3)
The characteristic distance for the pair particle
correlation function is the healing length ξ ∼
(2mgn)−1/2/~, and we can expect
〈n2〉 ≈ 1
ξ2
∫ ξ2
0
d(r2)g(r) (4)
Since our spatial resolution exceeds the healing length,
the experimental analysis of the shot noise therefore
provides a measure of the local density fluctuations,
σ2 = 〈n2〉 − 〈n〉2.
Density fluctuations can be thermodynamically
related to the isothermal compressibility, κT =
−V −1∂V/∂P , via
〈N2〉 − 〈N〉2 = ∂
2 logZ
∂(βµ)2
=
∂〈N〉
∂βµ
= kBTV n
2κT (5)
or
κT =
V
kBT
〈n2〉 − 〈n〉2
〈n〉2 (6)
In the quasi condensate regime which is well de-
scribed by the Thomas-Fermi approximation of the
density of state, we have µ = gn or n2κT = g
−1, so
that we obtain σ2λ2T ∝ n2κT ∝ 1/g˜ at constant V . In
terms of the compressibility, the speed of sound, c, is
given by [36]
1
2mc2
=
1
2
nκT (7)
or c2 = (mnκT )
−1 = gn/m.
The rate of inelastic two-body collisions is given by
2Γ = mg2n/~3 [37] which in the Thomas-Fermi limit
gives
Γ =
~g˜2n
2m
≈ mg˜c
2
~
(8)
The time scales indicate that the experimental mea-
sured broadening Γexp/n before the onset of algebraic
order is of order of the inelastic two-body collisions.
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