Section 4 presents the probability model for microarray data and the optimal classification rates.
In Section 5, sample size algorithms are developed. In Section 6, the accuracy of the approximation formulas used in Section 5 are assessed, as well as their robustness to violations of model assumptions; also, the effect of model parameter combinations on sample size requirements and correct classification rates are examined. In Section 7 the robustness of the methodologies are assessed by application to a number of sunthetic and real-world datasets that violated the model assumptions. In Section 8, results and recommendations are summarized.
The sample size objective
In a traditional class comparison study, the sample size objective is to achieve a certain power, say 95%, to detect a specified difference between the class means when testing at an α significance level. Under the usual class comparison model assumptions, an adequate sample size will exist because the power goes to 1 as the sample size goes to infinity.
By analogy to the class comparison case, one might wish in the class prediction setting to establish a sample size large enough to ensure that the probability of correct classification will be above, say, 95%. There are at least two problems with this objective. The first problem is that the probability of correct classification will depend on what samples are chosen for the training set; in other words, the probability of correct classification will not be a fixed quantity, but will be a random variable with some variance. Hence, for any sample size there will likely be some positive probability that the correct classification rate is below 95%. So we will instead consider the expected value of this random variable, where the expectation is taken over all possible sample sets of the same size in the population.
The second problem is that, unlike the power in a class comparison study (which always goes to 1 as the sample size goes to infinity), the probability of correct classification in a class prediction study will not necessarily go to 1 as the sample size goes to infinity. This is because for any two populations there may be areas in the predictor space where samples from each class overlap, so that class membership cannot be determined with confidence in these areas. An extreme example would be two identically distributed populations, where no predictor can be expected to do better than a coin toss (50%). Lachenbruch (1968) solved this problem by framing the question as: how large a sample size is required for the resulting predictive function "to have an error rate within γ of the optimum value?" For example, a γ of 0.10 ensures that the expected probability of correct classification for the predictor will be within 10% of the best possible predictor. We will use an objective equivalent to Lachenbruch's, namely: Determine the sample size required to ensure that the expected 1 correct classification probability for a predictor developed from training data is within γ of the optimal expected correct classification probability for a linear classification problem 2 .
We would also note that although we will focus attention on this objective, the formulas 1 The expectation is taken over all training samples of size n in the population.
2 under the assumptions of the homogeneous variance multivariate normal model developed here could also be used to ensure sensitivity and/or specificity above a specified target.
The probability model
The general framework for the class prediction problem is that in some population of interest, individuals can be split into k disjoint classes, C 1 , C 2 , ..., C k . The classes may correspond to different outcome groups (e.g., relapse in 5 years versus no relapse in 5 years), different phenotyes (e.g., adenocarcinoma versus squamous cell carcinoma), etc. A predictive model will be developed based on a training set T . For each individual in the training set one observes that individual's class membership, and a data vector x, the gene expression vector; the goal of the training set experiment is to develop a predictor of class membership based on gene expression, and possibly an estimate of the predictor's performance. Our goal is to determine a sample size for the training set.
Consider a two class problem, with the gene expression data vector denoted by x, which consists of normalized, background-corrected, log-transformed gene expression measurements. To simplify notation and presentation, let the first m elements of the data vectors represent the differentially expressed genes 3 , the remaining (p − m) elements of the data vectors represent undifferentially expressed genes, and each differentially expressed gene be centered around zero. The probability model for this two class prediction problem is:
The mean vector has the form µ = (µ 1 , µ 2 , ..., µ m , 0, ..., 0) T , where µ 1 , ..., µ m represent the differentially expressed gene means.
The model stipulates that within each class, expression vectors follow a multivariate normal distribution with the same covariance matrix. It will be also assumed that differentially expressed genes are independent of undifferentially expressed genes. If Σ is singular, then some genes are linear combinations of other genes (see, e.g., Rao, 1973, pp. 527-8) . Put another way, there are "redundant" genes with expression that is completely determined by the expression of other genes. Having these type of "redundant" genes is analogous to having an overparameterized linear model, and a model reduction transformation (Hocking, 1996, pp. 81) can eliminate the "redundant" genes, resulting in a nonsingular covariance matrix. We will imagine these redundant genes have been eliminated, so that the covariance matrix Σ is nonsingular 4 . Marginal normality of the gene expression vectors may be considered reasonable for properly transformed and normalized data, although mutlivariate normality may be more questionable. However, in taking a model-based approach one must make some assumption and one weaker than multivariate normality is unlikely to lead to a tractable solution. The assumption of independence between differentially expressed and non-differentially expressed genes is not critical and is mainly made for mathematical convenience. Violations of this assumption will be evaluated.
A key issue is the size of the µ i relative to the biological and technical variation present. A relatively small µ i would correspond to a differentially expressed gene that is nearly uninformative -i.e., that will be of little practical use for prediction. We discuss these types of genes with numerous examples below and show that nearly uninformative genes, even if there are many of them (50-200 among 1000's of genes), are generally of little use for predictor construction and sample size estimates should be based on more informative genes. If the biological reality is that all of the differentially expressed genes are nearly uninformative, then we will see that no good predictor will result from the microarray analysis.
It will simplify presentation to assume that each differentially expressed gene has a common variance, and each undifferentially expressed gene has a common variance. In practice, genes are likely to have different variances. But the relationship between fold-change and gene variance determines the statistical power in the gene selection phase of predictor development. In order to keep this relationship intuitive, it is important to have a single variance estimate rather than a range of variance estimates. The single variance parameter can be considered a mean or median variance, in which case the targeted power will be achieved on average, with higher power for some genes and lower for others. More conservatively, the 90th percentile of the gene variances can be used, in which case the targeted power will be achieved even for genes exhibiting the highest variation (which may be the ones of most potential interest) across the population.
Notation
Throughout, P CC(n) will denote the marginal expected probability of correct classification taken over all samples of size of n in the population. P CC(∞) = lim n ∞ P CC(n) will denote the expected probability of correct classification for an optimal linear classifier.
In the population of interest, the proportion in class C 1 is p 1 , and the proportion in class C 2 is p 2 = 1 − p 1 . The covariance matrix can be written in a partitioned form, with notation
where Σ I is the m × m correlation matrix for the differentially expressed genes, and Σ U is the (p − m) × (p − m) correlation matrix for the undifferentially expressed genes.
Optimal classification rates for the model
The optimal classification rule and rate will depend on the proportion in class C 1 in the population. For a two class problem with equal covariance matrices, if the model parameters are known, then the optimal normal-based linear discriminant rule, that is, the Bayes rule, is known and the classification rate of this classifier can be determined. In Appendix 9.1 it is shown that
where ln is the natural logarithm, and Φ is the cumulative distribution function for a standard normal random variable. When p 1 = 1 2 , so that each class is equally represented in the population, this simplifies to,
Note that 2 µ Σ −1 µ is the Mahalanobis' distance between the class means, making this result closely related to that of Lachenbruch (1968) .
In the special case when µ i = δ, i = 1, 2, ...m and σ 2 I = σ 2 U = σ 2 , it is shown in Appendix 1 that an upper bound on the the best probability of correct classification is:
where λ * I is the smallest eigenvalue of Σ I , which is 1 if genes are independent.
Methods
Consider linear classifiers of the form: Classify in C 1 if l(x) = w x > k, and in class C 2 otherwise.
The vector w is estimated from the training set, and will depend on how genes are selected for inclusion in the predictor, and what prediction method is used. We will take a simple approach to predictor construction which does not weight the importance of the individual genes in the predictor. Each element of w is 0 or 1; a 1 indicates a gene determined to be differentially expressed by the hypothesis test of H 0 : µ i = 0 versus H 1 : µ i = 0; a 0 indicates a gene determined not to be differentially expressed. This simple predictor is likely to have lower sensitivity and specificity than more sophisticated ones that assign weights to individual genes and we would by no means recommend people use it. But, the sample sizes that we calculate this way should tend be conservative (large).
Consider the hypothesis tests for gene selection described in the previous paragraph. These are tests of differential expression for each of the p genes. With each hypothesis test is associated a specificity, which will be denoted 1 − α, and is the probability of correctly identifying a gene that is not differentially expressed; and also a sensitivity or power, which will be denoted 1 − β, and is the probability of correctly identifying a gene as differentially expressed when in fact it is differentially expressed by a specified amount (δ). These hypothesis tests could be based on many different statistics. The calculations here will use two-sample t-tests.
Formulas for P CC(n)
Each differentially expressed gene will be assumed to be differentially expressed by δ, and a common variance σ 2 = σ 2 I = σ 2 U for genes will be assumed. An approximate lower bound for the expected probability of correct classification is derived in Appendix 2, and is
where λ 1 is the largest eigenvalue of the population correlation matrix. When the other parameters are fixed, P CC(n) reaches a minimum at
, so that the two classes are equally represented, this simplifies to (Appendix 2),
In the special case when Σ = σ 2 I, λ 1 = 1.
Note that 1 − β is the power associated with the gene-specific hypothesis tests that each gene is not differentially expressed among the classes, and the term under the final root sign is the true discovery rate 5 5 Technically, this is the approximate true discovery rate (TDR), the expected value of the true discovery proportion
Sample size determination
Recall that the objective is to find a sample size that will ensure that P CC(
where γ is a pre-specified constant. The calculation can be based on the general formula
Note that this formula will only guarantee that the overall probability of correct classification is within the specified bound, but the probability of correct classification for the individual classes may differ. In particular, the rarer subgroup may have much poorer probability of correct classification. A more stringent approach is discussed below in Section 5.4. If we assume that
and that genes are independent, then the simpler formula
can be used to determine the sample size. Ideally, one would want to eliminate m from the equation, so that the number of differentially expressed genes need not be stipulated. One can do this by maximizing the difference over m. As m gets large the distance between the class means increases, and P CC(∞) − P CC(n) goes to zero (but the difference is not always strictly decreasing). So the maximum m value should be a low integer, and most likely m = 1. To ensure the difference is less than γ one can use:
This gives rise to the following algorithm for sample size determination:
3. For m ∈ 1, 2, ..., p, use Equation 10 to find the optimal α for each m, by a linear search over α ∈ [0, 1]. Then plug these αs into Equation 6 to get an upper bound on
5. Use a sample of size n, with n/2 from each class.
If we do not assume gene independence, then it will be necessary to estimate extreme eigenvalues of the correlation matrix. Based on simulation with block diagonal compound symmetric covariance matrices (not shown), we suggest the method of Ledoit and Wolf (2004) , which seems to perform reasonably well compared to others we examined. One could then plug these estimates into the equation
Sample size for a test set
Once a predictor has been developed, an estimate of its performance is required. Such estimates are calculated using either a separate testing set of samples that were not used at all in the predictor development, or by cross-validation applied to the training set. Advantages to having an independent test set are discussed in Simon et al. (2003) .
How best to split a collection of samples into a test set and training set is addressed in Molinaro et al. (2005) . Alternatively, one can use the methods developed here to determine the sample size required for the training set, then base the sample size for the test set on the width of the resulting confidence interval for the probability of correct classification. This is a valid approach because the independence of the test set implies that a binomial random variable correctly models the number of correct classifications. If L is the interval length, then the sample size formula 6 for the test set is just
, wherep is the estimated correct classification rate. 
Controlling the probability of correct classification in each class
We have presented methods for controlling the overall probability of correct classification. In some cases, one may want to control the probability of correct classification for each class individually. If one class is under-represented, then the probability of correct classification using the optimal cut-point will be lower in the under-represented class.
where p min is the proportion in the under-represented class, and pow(α, n, p min ) is the power to detect a differentially expressed gene given α, n, and p min . This formula can be used to develop methods similar to those we have presented to determine sample size.
presented for the case when half the population is from each class, for example, based on
Equation 6. Then use a sample size of
to ensure that the expected number from the under-represented class is the same as it would be if both classes were equally represented.
If p 1 is close to 0 or 1, then this approach may lead to very large sample sizes. One option in this case is to oversample from the rarer class, so that for example half the samples are from each class. But resulting estimates of classification error will depend on external estimates of the proportion in each class, so oversampling is most appropriate for preliminary studies.
Results
We first ran an extensive simulation to verify that the approximations used in the course of the derivation of the equation for the probability of correct classification produced good estimates. Table 1 shows the estimated probabilities of correct classification based on Equation 4, and compares these to estimates of the population values based on Monte Carlo for a variety of combinations of values of effect size, 2δ/σ, number of genes affected, m, and sample size, n. For the Monte Carlo based estimates, data were generated according to the model specifications, then predictors developed as outlined in Section 5, and finally prediction accuracy assessed on an independent test set. As can be seen, the equation-based estimates are close to the Monte Carlo-based population estimates and, when different, tend to be conservative.
We next consider choice of α, the significance level for gene selection. α can be chosen to maximize the resulting probability of correct classification. Plots of the P CC(n) as a function of α for varying values of n are shown in Figure 1 . The plots show that there is an optimal α value on the interval. As the sample size n increases, the α that maximizes the probability of correct classification decreases. This trend is intuitively reasonable because α determines the cutoff value used in the gene selection step, and as the sample size gets large the power associated with small αs will increase. Also note from the plots that the larger the effect size (2δ/σ), the smaller the α value that will maximize P CC(n) for fixed n. This makes sense since larger effect sizes will be easier to detect, so that one can afford to use more stringent αs to reduce the false positive rate. We next turned to the question of the relationship between effect size, 2δ/σ, the number of differentially expressed genes m, and the Mahalonobis distance between the class means (which determines the best possible classification rate). Table 2 shows examples where the effect size is small, so that each gene is nearly uninformative. For example, when the effect size is 0.2, and the number of informative genes is 200 or less, then one of two bad things will happen: either 1) even an optimal predictor will have a poor P CC(∞), so that predictions will be unreliable; or 2) development of a predictor with P CC(∞) − P CC(n) within some reasonable bound will require prohibitively large sample sizes (500 or more). In the latter case, while a good predictor exists, the problem is too hard practically to work out with this technology. The table also shows that as the effect size gets larger, these issues go away. Hence it is critical that at least some genes have a reasonably large effect size in order to develop a predictor. Therefore, for sample size calculations, one should assume that some genes do have reasonable effect sizes.
These considerations also lead to the following recommendation: when using conservative sample size approaches with m = 1, the estimated effect size 2δ/σ should correspond to the estimated largest effect size for informative genes. This is the approach we used in the next section and seemed to perform adequately. Note also that we assume that p is in the 1000 to 22000 range, 
Examples using synthetic and real microarray data
We tested the robustness of these methods using synthetic microarray data that violates the model assumptions, and real microarray data that likely do as well. Results are presented in Table 3 . See table caption for detailed description of analysis.
The estimates of P CC(∞) − P CC(n) and P CC(n) based on our method are uniformly conservative across all datasets. The P CC(∞) − P CC(n) estimates are very conservative when applied to the Golub dataset. This might be expected since there are likely many genes with large effect sizes in these different tumor types, so that our assumption that there is only m = 1 informative gene makes the problem much harder than it really is. The P CC(n) estimates are extremely conservative not only for the Golub dataset but for several others as well. This is offset somewhat in the P CC(∞) − P CC(n) estimates since both quantities are biased in the same direction, causing some of the bias to cancel out of the difference.
One must be somewhat careful in the interpretation of Table 3 , because although for smaller sample sizes like n = 24 the P CC(∞) − P CC(n) and P CC(n) estimates, which are based on means over multiple simulations, appear uniformly conservative, there was also significant variation observed in the performance of classifiers in different simulations. For example, while the mean for the synthetic dataset on the first row of the table was 0.92 using support vector machines, the worst classifier had an estimated correct classification rate of 0.79.
We applied both the gene independence based method and the Ledoit and Wolfe eigenvalue estimation method, to two other real microarray datasets (not shown) and found that resulting sample size estimates were similar in the two approaches, and in the 40-60 samples range.
In conclusion, our method tends to be conservative in estimating P CC(n), P CC(∞) and P CC(∞) − P CC(n) for the datasets we examined, sometimes very conservative. So the method should be lead to adequate sample sizes while sometimes producing larger sample size estimates than are truly required. For example, our formulas are likely to significantly overestimate the required sample size for classification problems involving morphologically diverse tissues that are expected to have many differentially expressed genes with large effect sizes. In these cases, it may be advisable to follow the guidelines in Mukherjee et al. (2003) instead.
Conclusion
We have presented novel methods for determining sample size for building predictors of class membership from high dimensional microarray data. These methods take into account variability both in predictor construction and gene selection. These methods require only that two quantities be specified: the size of the fold-change relative to the variation in gene expression, and the number of genes on the microarrays. We presented an alternative approach based on eigenvalue estimation. We investigated the robustness of our method on synthetic datasets that violated our model assumptions and on publicly available microarray datasets.
We found that sample sizes in the 20-30 per class range may be adequate for building a good predictor in many cases. These results are similar to Mukherjee et al. (2003) . In general, we found that the sample size requirements for prediction are relatively small. We showed that the reason for this is that if a good gene-expression-based predictor exists in the population, then it is likely that some genes exhibit significant differential expression between the classes relative to the biological noise present. Hence adequate power to identify these genes can be achieved without a large number of microarrays. One drawback of our approach is that it controls the expected probability of correct classification to be within some tolerance of the optimal, but does not control the actual probability of correct classification; for small sample sizes, the probability of correct classification may be highly variable depending on what samples are chosen for the training set, so that our method may not give adequate control and should be used with caution in these situations.
We identified scenarios in which either no good predictor exists, or it is practically not feasible to construct one. No good predictor may exist when differential expression is small relative to biological variation -and this may be the case even when as many as a hundred genes are differentially expressed. We further found that even if enough genes are differentially expressed to construct a reasonable predictor (in theory), if the fold-changes for differentially expressed genes are uniformly small relative to the biological variation, then identification of differentially expressed genes and construction of a good predictor will probably not be feasible.
We investigated both the case when each class is equally represented in the population and when they are not equally represented. We presented methods for controlling the overall probability of correct classification and for controlling the probability of correct classification in the worst group in these situations (sensitivity and specificity).
The eigenvalue based estimation method presented is quite preliminary and we would in general recommend that the independence assumption approach be used instead. One problem with the eigenvalue approach is that there will be uncertainty about the eigenvalue estimates. Another problem is that these formulas are theoretical worst-case-scenarios bounds that may in fact be much worse than reality, and therefore lead to too conservative estimate for the sample size.
Additionally, Table 3 suggests that the gene independence method may be conservative enough already, even when it is violated.
predictor was presented, and approaches to determining sample size for a testing set discussed.
The optimal significance levels α tend to be on par with those generally used in microarray experiments (e.g., α = 0.001). We further showed that the probability of correct classification depends critically on the power and the true discovery rate, so that gene selection methods that control the false discovery rate should produce good predictors. indicates an m by m covariance matrix. For an x randomly selected from the population of
The linear prediction rule which results in the best probability of correct classification classifies x in C 1 if (see, e.g., Enis and Geisser, 1974) :
and classifies x in C 2 otherwise. If p 1 = 1 2 , then the rule reduces to: classify x in C 1 if 2x Σ −1 µ > 0, and otherwise classify x in C 2 .
The vector µ Σ −1 x is a linear combination of normal random variables, and so is normally distributed:
Therefore, the probability of correct classification for this optimal classifier is
2 , then this simplifies to,
An extremal property of eigenvalues is that µ Σ −1 , 1997, Theorem 3.15) . If
If we further assume the covariance matrix for the differentially expressed genes has the form σ 2 I, so that differentially expressed genes are independent, then
Appendix 2
Assume that each gene has the same variance σ 2 , and all differentially expressed genes have the 
. Also, if λ 1 is the largest eigenvalue of the correlation matrix of the genes, then w Σw ≤ λ 1 σ 2 w w (see, for example, Schott, 1997, Theorem 3.15) . So
If genes are also independent, so that Σ = σ 2 I, then
, and
Appendix 3
In this Appendix, we present a method for finding the optimal α for fixed n.
Fix a sample size n, and assume this is an even number. First, note that the distance between the class means under the current model is 2δ. Now use the normal approximation sample size formula to solve for β. Recall that notationally t β,n−2 = T
n−2 is the inverse cumulative distribution function for a central T distribution with n − 2 degrees of freedom.
This results in:
where T n−2 is the cumulative distribution function for a Student's t distribution with n − 2 degrees of freedom. Equation 10 can be used to select an α significance level that will maximize P CC(n).
Appendix 4
In Appendix 1 it was shown that:
In Appendix 9.2, it was shown that
Under the assumption Σ = σ 2 I, and
Appendix 5
The empirical Bayes method used in Table 3 
See, e.g., Carlin and Louis (1996) . The largest estimated effect size was used. The expected probability of correct classification (PCC) estimate is generally either accurate or conservative (underestimates the true PCC). Here, the number of genes is p = 10, 000, 2δ/σ is the effect size for differentially expressed genes, n is the number of samples in the training set, m is the number of differentially expressed genes, and α is the significance level used for gene selection. Monte Carlo PCC estimates were calculated by generating a predictor based on a simulated sample, then generating 100 datasets from the same populations and calculating the prediction error rate of the predictor; this entire process was repeated 100 times and the average correct classification proportions appear in the Table 2 : Impact of small effect sizes on the correct classification rate. P CC(∞) is the best possible correct classification rate, P CC(500) and P CC(200) are the correct classification rates with samples of size 500 and 200 respectively. For small effect size 0.2, a strong classifier exist only if many genes are differentially expressed; but even with many differentially expressed genes and a sample size of 500, the estimator performs poorly. For somewhat larger effect size 0.4, fewer differentially expressed genes are required for a good classifier to exist, but even n = 200 samples does not result in estimates within 10% of the optimal classification rate. For effect size 0.6, the situation is more amenable if running a large sample is feasible. For reference, if σ = 0.5, then an effect size of 0.6 corresponds to a 2 2δ = 2 0.3 = 1.23 fold-change. Gene independence assumed here. Table 3 : Robustness evaluation of P CC estimates. Gene selection based on α = 0.001, with support vector machine (SVM) and nearest neighbor (1-NN). The sample size is n, with n/2 taken from each class. All equation-based P CC estimates use m = 1. Synthetic datasets: Generated from multivariate normal distribution with 3 differentially expressed genes with effect sizes given. p = 1, 000 genes with block diagonal correlation structure compound symmetric with 20 blocks of 50 genes each and within-block correlation ρ, and each gene with variance 1. True P CC(n) for each classification algorithm estimated using n for classifier development and remainder for P CC(n) estimation, with 10 replicates of a samples size of 200, then averaging correct classifications. P CC(∞) estimated using cross-validation on a sample size of 200. Real datasets: Taken from Golub (1999) and Rosenwald (2002) . Predictor developed using n for classifier developent and remainder for PCC(n) estimation.Process repeated 30(20) times for Golub (Rosenwald) datasets, and average probabilities of correct classification presented. Effect size 2δ/σ was estimated from the complete data using empirical Bayes methods. See Appendix 5 for details. P CC(∞) estimated based on cross-validation on complete datasets. Analyses were performed using BRB ArrayTools developed by Dr. Richard Simon and Amy Peng Lam.
