We investigate online nonlinear regression with long short term memory (LSTM) based networks, which we refer to as LSTM-based online learning. For LSTM-based online learning, we introduce a highly efficient extended Kalman filter (EKF) based training algorithm with a theoretical convergence guarantee. Our algorithm is truly online such that it does not make any assumption on the underlying data generating process or the system dynamics of the learning algorithm to guarantee convergence. Through an extensive set of simulations, we illustrate significant performance improvements achieved by our algorithm with respect to the conventional LSTM training methods. We particularly show that our algorithm provides very similar error performance with the EKF learning algorithm in 10-40 times shorter training time depending on the parameter size of the network.
I. INTRODUCTION

A. Preliminaries
Prediction of individual sequences is one of the main subjects of interest in the contemporary online learning literature [1] . In this problem, we sequentially receive a data sequence related to a desired signal to predict the signal's next value [2] . This problem is also known as online regression and extensively studied in the neural network [3] , [4] , signal processing [5] , [6] , and machine learning literatures [1] , [2] . In these studies, nonlinear approaches are generally employed since linear modeling is inadequate for a wide range of applications due to constraint of linearity [3] , [6] . For the online regression task, there exists a wide range of nonlinear approaches in the machine learning and signal processing literatures [6] - [8] . However, most of these approaches usually suffer from high computational complexity, and they may provide poor performance due to stability and overfitting issues [5] . Neural network-based regression algorithms are also introduced for nonlinear modeling since neural networks are capable of modeling highly nonlinear and intricate structures [3] , [9] . However, they are also shown to be prone to overfitting problems and demonstrate inadequate performance in certain applications [10] . To remedy these issues and further enhance their performance, neural networks composed of multiple layers, i.e., deep neural networks (DNNs), are recently introduced. In DNNs, a layered structure is employed This work is supported in part by TUBITAK Contract No. 117E153. N. M. Vural and S. S. Kozat are with the Department of Electrical and Electronics Engineering, Bilkent University, Ankara 06800, Turkey, e-mail: vural@ee.bilkent.edu.tr, kozat@ee.bilkent.edu.tr. so that each layer performs a feature extraction based on the previous layers [11] . With this mechanism, DNNs can model highly nonlinear and complex structures [11] , [12] . However, this layered structure poorly performs in capturing time dependencies in the data [13] . Therefore, DNNs can provide only limited performance in modeling time series and processing temporal data [7] , [13] . As a remedy, recurrent neural networks (RNNs) are used since these networks have internal memory that can store past information [7] , [14] . However, basic RNNs lack control structures so that the longterm components cause either exponential growth or decay in the norm of gradients, which are the well-known exploding and vanishing gradient problems, respectively [15] . Therefore, they are insufficient to capture long-term dependencies, which significantly restricts their performance in real-life applications. In order to resolve this issue, a novel RNN architecture with several control structures, i.e., long-short term memory network (LSTM), is introduced [16] . In this study, we are particularly interested in online nonlinear regression with the LSTM-based networks due to their superior performance on capturing long-term dependencies.
For RNNs (including LSTMs), there exists a wide range of online training methods to learn network parameters [4] , [7] , [17] - [20] . Among them, the first-order gradient-based methods [17] , [18] are widely preferred due to their efficiency. However, the first-order techniques, in general, provide poorer performance compared to the second-order techniques [19] , [20] , especially in the applications where the network parameters should be rapidly learned, e.g., when the data is relatively scarce [21] or highly non-stationary [22] . As a second-order technique, the extended Kalman filter (EKF) learning algorithm has often been favored in terms of its accuracy and speed of convergence [20] , [23] , [24] . However, the EKF learning algorithm has a quadratic computational requirement in the parameter size, which is usually prohibitive for LSTM-based online learning due to the large number of parameters in LSTM networks.
To reduce the computational requirement of EKF, the independent EKF (IEKF) algorithm has been introduced [25] . 1 The main motivation of IEKF is the observation that during the EKF learning procedure, the correlation between the weights belonging to different neural nodes is usually much lower than the correlation between the weights in the same neural node [24] , [28] . Based on this observation, in IEKF, each node is assumed as an independent subsystem, and seperate EKF learning algorithms are used to learn the weights in different nodes. By this method, the computational requirement of the learning procedure is reduced by the number of neural nodes in the network while avoiding considerable performance reduction [25] , [27] . We note that since practical LSTM models usually consist of 40 − 100 neural nodes, the computational saving with IEKF leads to a considerable run-time reduction in the LSTM training.
In this study, we use the IEKF framework to develop an efficient EKF-based LSTM training algorithm. To provide an efficient and robust online learning procedure, we introduce an IEKF-based LSTM training algorithm with a theoretical convergence guarantee. Here, by convergence guarantee, we mean that the error between the desired data sequence and predictions of our LSTM model is guaranteed to converge to a closed interval that is upper-bounded by a data-dependent value. To obtain this result, we first develop an adaptive hyperparameter selection strategy, which guarantees convergence under the assumption that all the data-dependent parameters are known a priori. We then extend our algorithm to a truly online form, where the algorithm learns the data-dependent parameters by sequentially observing the data-sequence while preserving its convergence guarantee. We emphasize that our algorithm is truly online such that it does not make any assumption on the desired data sequence or the system dynamics of the learning algorithm to guarantee convergence. In the simulations, we demonstrate that our algorithm achieves significant performance improvements with respect to the conventional first-order and second-order LSTM training methods [7] , [17] .
B. Prior Art and Comparison
The convergence properties of EKF is extensively studied in the adaptive filtering and automatic control literatures. To name a few of those studies: Guo [29] studied convergence and stability properties of the Kalman filter for linear stochastic time-varying regression models. Reif et al. [30] proved that the estimation error of EKF remains bounded if the system satisfies a detectability condition. Reif and Unbehauen [31] demonstrated that EKF is exponentially stable if the covariance matrix stays bounded, and the initial error is sufficiently small. However, the analyses in these studies require the complete knowledge of the observed system dynamics, which is usually unavailable for the neural network-based algorithms.
There are only a few studies on convergence analysis of neural networks training with EKF. By using results on the stochastic stability of the Kalman filter, Alessandri et al. [32] analyzed the convergence of the EKF-based neural network training with the assumption that the covariance matrix stays bounded. Rubio et al. [33] introduced an EKF-based training algorithm with a convergence guarantee for the singleinput single-output (SISO) RNN models by assuming that the nonlinear terms in the error dynamics of the RNN model are bounded, and the upper-bound is known a priori. Wang et al. [34] extended Rubio et al.'s algorithm to general multipleinput multiple-output (MIMO) RNN models by assuming that the non-linearity in the error dynamics of the model can be approximated with a zero-mean Gaussian distribution. However, unlike our study, these studies only consider EKF, which is costly for LSTM-based online learning, and use assumptions on the dynamics of the learning algorithm, which may not hold in the real-world scenarios.
In this study, differing from the previous works, we use IEKF and introduce an IEKF-based training algorithm with a convergence guarantee. To the best of our knowledge, our paper is the first study that provides a theoretical convergence guarantee for an IEKF-based algorithm in the neural network literature. We note that by using IEKF, we introduce a highly efficient counterpart of the state-of-the-art [32] - [34] , especially for LSTM-based online learning, where IEKF provides considerable improvements in training time without significant performance reduction [20] , [28] . As noted earlier, our algorithm is truly online, i.e., it does not require a priori knowledge on the environment to guarantee convergence. Therefore, we present a highly practical algorithm, which provides comparable performance with the state-of-the-art in a significantly shorter run-time, as illustrated in simulations.
C. Contributions
Our main contributions are as follows: 1) We introduce a highly efficient IEKF-based learning algorithm with a convergence guarantee for LSTMbased online learning. 2) To the best of our knowledge, we, as the first time in the neural network literature, provide a theoretical convergence guarantee for an IEKF-based learning algorithm. 3) Our algorithm is truly online such that it does not make any assumption on the desired data sequence to guarantee convergence. Therefore, our algorithm can be safely used in practical applications. 4) Through an extensive set of simulations involving real life and financial data, we illustrate significant performance improvements achieved by our algorithm with respect to the conventional LSTM training methods [7] , [17] . Here, we show that our algorithm provides significant improvement in the error performance compared to SGD and very similar error performance (with 10 − 40 times smaller run-time) compared to EKF.
D. Organization of the Paper
This paper is organized as follows. In Section II, we formally introduce the online regression problem and describe our LSTM model. In Section III, we demonstrate the EKF and IEKF learning algorithms, where we also compare their computational requirements to motivate the reader for the analysis in the following section. In Section IV, we develop a truly online IEKF-based LSTM training algorithm with a convergence guarantee. In Section V, we demonstrate the performance of our algorithm via an extensive set of experiments. We then finalize our paper with concluding remarks in Section VI. 
II. MODEL AND PROBLEM DESCRIPTION
All vectors are column vectors and denoted by boldface lower case letters. Matrices are represented by boldface capital letters. The 0 (respectively 1) represents a matrix or a vector of all zeros (respectively ones), whose dimensions are understood from on the context. I is the identity matrix, whose dimensions are understood from the context. · and Tr(·) denote the Euclidean norm and trace operators. Given two matrices A and B, A > B (respectively ≥) means that (A − B) is a positive definite (respectively semi-positive definite) matrix. Given two vectors x and y, [x; y] is their vertical concatenation. We use bracket notation [n] to denote the set of the first n positive integers, i.e., [n] = {1, · · · , n}.
We define the online regression problem as follows: We sequentially receive {d t } t≥1 , d t ∈ [−1, 1] n d , and input vectors, {x t } t≥1 , x t ∈ R nx such that our goal is to estimate d t based on our current and past observations {· · · , x t−1 , x t }. 2 Given our estimated t , which can only be a function of {· · · , x t−1 , x t } and {· · · , d t−2 , d t−1 }, we suffer the loss (d t ,d t ). The aim is to optimize the network with respect to the loss function (·, ·). In this study, we particularly work with the squared error, i.e.,
We note that since we observe the target value d t at each time step, i.e., full information setting, all of our results hold in the deterministic sense. We additionally note that our work can be extended to a wide range of cost functions (including the cross-entropy) using the analysis in [35, Section 3] .
In this paper, we study online regression with LSTM-based networks. As illustrated in Fig. 1 , we use the most widely used LSTM model, where the activation functions are set to the hyperbolic tangent function and the peep-hole connections are eliminated. As in Fig. 1 , we use a single hidden layer based on the LSTM structure, and an output layer with the hyperbolic tangent function. 3 Hence, we have:
where denotes the element-wise multiplication, c t ∈ R ns is the state vector, x t ∈ R nx is the input vector, and y t ∈ R ns is the output vector, andd t ∈ [−1, 1] n d is our final estimation. Furthermore, i t , f t and o t are the input, forget and output gates respectively. The sigmoid function σ(.) and the hyperbolic tangent function tanh(.) applies point wise to the vector elements. The weight matrices are
We note that although we do not explicitly write the bias terms, they can be included in (1)- (7) by augmenting the input vector with a constant dimension.
III. EKF-BASED ONLINE TRAINING ALGORITHMS
In this section, we introduce the EKF and IEKF learning algorithms within the LSTM-based online learning framework. We note that in the neural network literature, there are two approaches to derive EKF-based learning algorithms: the parallel EKF approach [36] , where both the network weights and hidden state vectors are treated as the states to be estimated by EKF, and the parameter-based EKF approach [27], where only the network weights are viewed as states to be estimated. In the following, we derive our algorithms by using the parameterbased EKF approach. We prefer to use the parameter-based EKF approach since, unlike the parallel EKF approach, the parameter-based EKF approach allows us to use the Truncated Backpropagation Through Time algorithm [17] to approximate the derivatives efficiently [27] . However, we emphasize that it is possible to adapt our analysis to the parallel EKF approach by using the state-space representation in [4, Section IIIB] and changing our mathematical derivations accordingly.
For notational convenience in the following derivations, we introduce two new notations:
1) We group all the LSTM parameters, i.e.,
We use {x t } to denote the input sequence up to time t,
i.e., {x t } = {x 1 , x 2 , · · · , x t }. Now, we are ready to derive the EKF and IEKF learning algorithms.
A. Online Learning with EKF
In order to convert the LSTM training into a state estimation problem, we model the desired signal as an autoregressive process that is realized by the LSTM network in (1)- (7) . We note that since we use the parameter-based EKF approach, our desired signal model should be fully characterized by only the network weights θ. Therefore, we describe the underlying process of the incoming data with the following dynamical system:
Here, we represent the optimal LSTM weights that realize the incoming data stream with a vector θ t ∈ R n θ , which is modeled as a stationary process. As detailed in Fig. 2 , we use h t ({x t }; θ t ) to represent the unfolded version of the LSTM model in (1)-(7) over all the time steps up to the current time step t, where all forward passes are parametrized by θ t . Here, the dependence of h t (·) on t is due to the increased length of the recursion at each time step. The EKF learning algorithm is the EKF applied to the statespace model in (8)-(9) to estimate the network parameters θ t [24] . In the algorithm, we first perform the forward LSTMpropagation with (1)-(7) by using the parametersθ t ∈ R n θ , which is our estimate for the optimum weights at time step t. Then, we perform the weight updates with the following formulas:θ
Here, P t ∈ R n θ ×n θ is the state covariance matrix, which models the interactions between each pair of the LSTM parameters,
artifically introduced to the algorithm to enhance the training performance [7] , [37] . In order to efficiently implement the algorithm, we use diagonal matrices for the artificial noise terms, i.e., Q t = q t I and R t = r t I, where q t , r t > 0. Due to (11) and (13), the computational complexity of the EKF learning algorithm is O(n 2 θ ), which is usually prohibitive for the online settings. 4
B. Online Learning with IEKF
In this study, we use IEKF to develop an efficient EKFbased training algorithm for LSTM-based online learning. Recall that in the IEKF framework, we assume each neural node in LSTM as an independent subsystem, hence, use a different (and independent) EKF learning algorithm to learn the weight in each node. Let us denote the LSTM nodes with the first (4n s + n d ) integers, i.e., [(4n s + n d )] = {1, · · · , (4n s + n d )}, 4 We use big-O notation, i.e., O(f (x)), to ignore constant factors. and use i to index the nodes, i.e., i ∈ [(4n s + n d )]. Then, we perform the weight updates in IEKF with the following:
Here, θ i,t andθ i,t denote the weights in the LSTM node
(4ns +n d ) ×n d is the Kalman gain matrix corresponding to the LSTM weights in node i. Since we perform (15) and (17) (4n s + n d ) times, the computational complexity of the IEKF learning algorithm is O(n 2 θ /(4n s + n d )). We note that since in practical LSTM models, the dimension of the state vectors, i.e., n s , is usually selected between 10 and 25, the reduction in the computational requirement with IEKF leads to considerable run-time savings in LSTM-based online learning. Therefore, to provide an efficient and robust online learning procedure, we introduce an IEKF-based LSTM training algorithm with a theoretical convergence guarantee in the following section.
IV. ALGORITHM DEVELOPMENT
In this section, we introduce a truly online IEKF-based training algorithm with a convergence guarantee. We present our algorithm in two subsections: In the first subsection, we develop our algorithm by assuming that we have prior information about the data (in the form of the non-linear term in the error dynamics) before the training. In the second subsection, we drop this assumption and extend our algorithm to a truly online form, where the final algorithm sequentially learns the non-linear term without a priori knowledge of the data while preserving its convergence guarantee.
For the analysis in the following subsections, we write the error dynamics of the independent EKF structures. To this end, we first write the Taylor series expansion of h t ({x t }; θ t ) aroundθ t :
where H t ∈ R n d ×n θ is the Jacobian matrix of h t ({x t }; θ) evaluated atθ t , and χ t ∈ R n d is the non-linear term in the
For notational simplicity, we introduce two shorthand notations:
Then, the error dynamics of the EKF learning algorithm applied to node i can (9), which represents the unfolded version of the LSTM model in (1)-(7) over all the time steps up to the current time step t. Here, the iterations start with the predetermined initial states y 0 and c 0 , which are independent from the network weights. Then, the same LSTM forward pass (given in (1)- (6)) is repeatedly applied to the input sequence {xt}, where the LSTM cells are parametrized by their corresponding weights in θt. Finally, the resulting hidden state vector y t goes through the output layer function in (7) , which is parametrized by its corresponding weights in θt, and generates the desired data dt. We note that by the given ht({xt}; θt), the data generating process in (8)-(9) is fully characterized by only the network weights θt as the parameter-based EKF approach requires. be written as:
where we consider the effect of partitioning the weights as additional non-linearity for node i, i.e.,
For now, let us assume that the norm of χ i,t is bounded by a scalar value χ for all the nodes throughout the training, i.e.,
We note that we will prove (23) in the following part (in Theorem 2).
A. Convergence Guarantee with Known Parameters
In this subsection, we present an IEKF-based algorithm that guarantees convergence under the assumption that χ is known, i.e., Algorithm 1. In Algorithm 1, we take the upper bound of the residual terms χ as the input. We initialize the state covariance matrix of each independent EKF as P i,1 = p 1 I, where p 1 ∈ R + . In each time step, we first generate a predictiond t , then receive the desired data d t , and suffer the loss e t 2 = d t −d t 2 . We perform the parameter updates only if the loss is bigger than 4χ 2 , i.e., e t 2 > 4χ 2 . If so, we calculate the Jacobian matrix H i,t , measurement noise level r i,t , and the Kalman gain matrix K i,t for each i ∈ [(4n s +n d )] in lines 7-9 of Algorithm 1. We, then, update the weights and 3: for t = 1 to T do 4: Generated t , observe d t , and suffer the loss e t 2 = d t −d t 2 .
5: if e t 2 > 4χ 2 then 6: for i = 1 to (4n s + n d ) do 7:
Calculate the Jacobian matrix H i,t 8:
end for 13: else 14:θ i,t+1 =θ i,t , for i ∈ [(4n s + n d )] 15: P i,t+1 = P i,t , for i ∈ [(4n s + n d )] 16: end if 17: end for state covariance matrix of the weights belonging to node i in lines 10 and 11.
In the following lemma, we present several propositions that will be used to prove the theoretical guarantees of Algorithm 1.
Lemma 1. For {t : e t 2 > 4χ 2 }, Algorithm 1 guarantees the following statements: 1) For each node i, the difference between the locally optimal weights and LSTM weights is governed with the following equation:
which can also be written as
2) For each node i, P −1 i,t and (P i,t+1 − q t I) −1 exist and they are always positive definite as such
3) As a result of the previous two statements,
holds for each node i ∈ [(4n s + n d )].
Proof. See Appendix A.
In the following theorem, we state the theoretical guarantees of Algorithm 1.
Tr(P i,t ) stays bounded during training, Algorithm 1 guarantees the following statements:
1) The LSTM weights stay bounded during training.
2) The loss sequence { e t 2 } t≥1 is guaranteed to converge to the interval [0, 4χ 2 ].
Remark 1. Due to the Kalman gain matrix formulation (line 9 in Algorithm 1), Tr((I − K i,t H i,t )P i,t ) is always smaller than or equal to Tr(P i,t ) for each node i, i.e., Tr(
Since P i,t+1 = (I − K i,t H i,t )P i,t + q t I, and the artificial process noise level q t is a user-dependent parameter, the condition in Theorem 1 can be satisfied by the user by selecting sufficiently small q t .
We note that due to d t ,d t ∈ [−1, 1] n d , e t 2 ≤ 4n d .
Therefore, to ensure that the 2nd statement in Theorem 1 is not a trivial interval, we must show that χ ∈ [0, √ n d ]. In the following theorem we show that choosing small initial weights, i.e.,θ 1 ≈ 0, guarantees χ ∈ [0, √ n d ].
Theorem 2. For any bounded data sequence, there exists a small positive number such that
Remark 2. We note that although Theorem 2 guarantees the existence of , which guarantees χ ∈ [0, √ n d ] under the condition of θ 1 ≤ , it does not provide us a specific value. However, in the simulations, we observe thatθ 1 ∼ N (0, 0.01I) gives us both small error rates and fast convergence speed at the same time. Therefore, in the following we assume that θ 1 ∼ N (0, 0.01I) is sufficiently small to ensure χ ∈ [0,
for practical applications.
Note that by Theorem 2, we guarantee an interval for χ. In the following section, we utilize this interval to extend our algorithm to a truly online form. 11: Update all the Algorithm 1 instances by using d t and their ownd j,t vector. 12:
13: end for
B. Truly Online Form
In this section, we extend Algorithm 1 to a truly online form, where we do not necessarily know χ a priori. To this end, we introduce Algorithm 2, where we run multiple instances of Algorithm 1 with carefully selected χ values, and mix their predictions with the exponential weighting algorithm to find the smallest χ efficiently in a truly online manner.
In Algorithm 2, we use the fact that the effective range of χ is [0, √ n d ]. Here, we specify a small χ min and run multiple Algorithm 1 instances independently with χ values from √ n d to χ min decreasing with powers of 2, i.e., χ = [ √ n d , 0.5 √ n d , 0.25 √ n d , · · · , χ min ] T , where we have a total of N = log( √ n d /χ min ) + 1 number of independent Algorithm 1 instances. In each round, we receive the prediction of the instances, i.e., {d j,t } j∈[N ] , and take the weighted average of {d j,t } j∈[N ] to determined t , i.e.,d t = ( N j=1 w j,tdj,t )/ N k=1 w k,t . In its following, we observe the target value d t , and suffer the loss e t 2 = d t − d t 2 . We, then, update the Algorithm 1 instances with their own predictionsd j,t , and update the weights as w j,t+1 = w j,t exp(− 1 8n
In the following theorem, we derive the theoretical guarantees of Algorithm 2.
Theorem 3. Let us use χ best to denote the smallest possible value for χ that guarantees the tightest possible interval for { e t 2 } t≥1 . Assuming χ best ∈ [χ min , √ n d ], Algorithm 2 guarantees that { e t 2 } t≥1 converges to the interval [0, 16χ 2 best ] in a truly online manner.
Proof. See Appendix B.
In the following remark, we present the computational complexity of Algorithm 2, and compare the presented complexity with the computational requirement of EKF.
Remark 3. We maintain that χ min = 0.01 is practically sufficient for χ best ∈ [χ min , √ n d ] (or to guarantee a tight interval for error to converge). Note that in this case, the number of independent Algorithm 1 instances in Algorithm 2, i.e., N , becomes log(100 √ n d ), equivalently, (7 + 0.5 log n d ).
Hence, the computational complexity of Algorithm 2 becomes O (7+0.5 log n d )n 2 θ /(4n s +n d ) in the worst case, where we assume that all the Algorithm 1 instances perform the IEKF updates (lines 7-11 in Algorithm 1) in every time step.
As noted earlier, the computational requirement of EKF is O(n 2 θ ). Therefore, the asymptotic efficiency gain of Algorithm 2 over EKF is (4n s +n d )/(7+0.5 log n d ). Since the dimension of the state vectors in practical LSTMs usually ranges between 10 to 25, Algorithm 2 reduces the computational requirement of the EKF-based training by 5 − 10 times, in the worst case. However, we note that in practice, Algorithm 1 with a high χ (≥ 0.2) performs a small number of updates, usually around 20−30 updates in 1000 time steps. Therefore, the ratio between the run-times of EKF and Algorithm 2 is generally much higher than the worst-case ratio derived above. In fact, in the following section, we demonstrate that Algorithm 2 provides a 10 − 40 times reduction in the training time compared to EKF while providing very similar performance.
V. SIMULATION
In this section, we illustrate the performance of our algorithm on different benchmark real data sets under various scenarios. First, we consider the regression performance for two real-life data sets: elevators [38] , and pumadyn [39] . Then, we consider the regression performance for two financial data sets: Alcoa stock price [40] and Euro Exchange rate [41] data sets.
To demonstrate the performance improvements of our algorithm, we compare it with two widely used LSTM training methods, i.e., the EKF learning algorithm [20] , [27] , and the stochastic gradient descent algorithm [36] . In the following, we use Alg1 and Alg2 to denote Algorithm 1 and Algorithm 2, EKF for the EKF learning algorithm, and SGD for the stochastic gradient descent algorithm. For all the simulations, we randomly draw the initial LSTM weights from a Gaussian distribution with zero mean and standard deviation of 0.1, i.e., θ 1 ∼ N (0, 0.01I), set the initial values of all internal state variables to 0. In all Alg2 runs, we use χ min = 0.01. For a fair comparison, in each experiment, we choose the hyperparameters such that all the compared algorithms reach their maximum performance in that setup. We run each experiment 10 times and provide the mean performances.
A. Real Life Datasets
In this section, we evaluate the performance of our algorithm with elevators [38] and pumaydn [39] datasets. We first consider the elevators data set, which is obtained from the procedure that is related to controlling an F16 aircraft [38] . Here, our aim is to predict the scalar variable that expresses the actions of the aircraft, i.e., n d = 1. For this data set, we use 18-dimensional input vectors of the dataset with an additional bias dimension, i.e., x t ∈ R 19 , where n x = 19. To get small loss values with relatively lower run-time, we use 10-dimensional state vectors in LSTM, i.e., n s = 10. In all the Alg1 instances in Alg2, we choose the artificial process noise level as q t = 10 −5 for all t ∈ [T ], and the initial state covariance matrices as P i,1 = 0.5I for all i ∈ [(4n s + n d )]. In EKF, we use the measurement noise level r t = 0.1 for all t ∈ [T ], linearly decreasing process noise level sequence {q t } t∈[T ] annealed from 10 −5 to 10 −7 , and set the initial state covariance matrix as P 1 = 0.5I. For SGD, we choose the learning rate as 0.5.
In Fig. 3a , we demonstrate the temporal loss performance of the compared algorithms for the elevators dataset. Here, we observe that Kalman-filter based algorithms, i.e., Alg2 and EKF, provide very similar performances. We also observe that since the Kalman-filter based algorithms converge to small loss values much faster than SGD, they track the desired data sequence with lower error values throughout the simulation. In Table I (see the 1st row), we provide the mean squared error and run-time of the compared algorithms for this setup. Here, we observe that as consistent with the temporal performances, the mean squared errors of the Kalman-filter based algorithms are very close to each other and smaller than the mean squared error of SGD. However, we note that Alg2 has 40 times smaller run-time than the EKF learning algorithm.
In our second simulation, we consider pumaydn dataset [39] , which is obtained from the simulation of Unimation Puma 560 robotic arm. To observe the effect of noise and complexity of the incoming signal on the behaviour of the algorithm, we particularly use the subset of the pumaydn dataset with highly non-linear and noisy dynamics (namely puma8nh). Here, our aim is to estimate the angular acceleration of the arm, i.e., n d = 1, by using the angular position and angular velocity of the links. For this simulation, we use 8-dimensional input vectors of the dataset with an additional bias dimension, i.e., n x = 9, and 15-dimensional state vectors in LSTM, i.e., n s = 15. For all the Alg1 instances in Alg2, we choose the artificial process noise level as q t = 10 −5 for all t ∈ [T ] and the initial state covariance matrices as P i,1 = 0.5I for all i ∈ [(4n s + n d )]. In EKF, we use the measurement noise level r t = 0.1 for all t ∈ [T ], linearly decreasing process noise level sequence {q t } t∈[T ] annealed from 10 −5 to 10 −7 , and set the initial state covariance matrix as P 1 = 0.5I. For SGD, we choose the learning rate as 0.25.
In Fig. 3b , we demonstrate the temporal loss performance of the compared algorithms for the pumaydn dataset. Similar to the elevators dataset, here, we observe that Kalman-filter based algorithms, i.e., Alg2 and EKF, provide comparable performances while suffering lower loss values than SGD throughout the simulation. We also observe that since the pumaydn dataset sequence is noisier and more complex than the elevators dataset, the algorithms converge a higher loss value compared to the previous experiment. Notably, Alg2 adapts itself in both experiments without requiring a priori knowledge on the data-dependent parameters. In Table I (see  the 2nd row), we provide the mean squared error and run-time of the compared algorithms. Here, we observe that similar to the previous case, the mean squared errors of the Kalmanfilter based algorithms are very close to each other and smaller than the mean error of SGD. However, Alg2 provides this performance with approximately 20 times smaller run-time ````````D compared to EKF.
B. Financial Datasets
In this section, we evaluate the performances of the algorithms under two different financial scenarios. We first consider the Alcoa stock price dataset [40] , which contains the daily stock price values of Alcoa Inc. between the years 2014-2019. Our goal is to predict the opening, closing, highest, lowest and adjacent lowest values of the next day's stock price by using the observed prices, i.e., n d = 5. As the input vector, we use the opening, closing, highest, lowest and adjacent lowest stock price values of the current day with an additional bias dimension, where x t ∈ R 6 , and n x = 6. We set the dimension of the state vectors 8, i.e., n s = 8, to get a small training error with relatively lower training time. In all the Alg1 instances in Alg2, we use a linearly decreasing process noise level sequence {q t } t∈[T ] annealed from 10 −1 to 10 −3 , and set the initial state covariance matrices P i,1 ∈ I for all i ∈ [(4n s + n d )]. In EKF, we chose the measurement noise level as r t = 0.1 for all t ∈ [T ], process noise level q t as linearly decreasing from 10 −1 to 10 −3 , and initial state covariance matrix as P 1 = I. For SGD, we choose the learning rate as 0.75.
In Fig. 4a , we demonstrate the temporal loss performance of the compared algorithms for the Alcoa stock price dataset.
Here, we observe that Alg2 and EKF outperform SGD, and provide very similar performances as in the previous section.
In Table I (see the 3rd row) , we provide the mean squared error and run-time of the compared algorithms for this experiment. As consistent with the temporal performances, here we observe that the mean squared errors of the Kalman-filter based algorithms are almost equal and smaller than the mean error of SGD. We also observe that Alg2 provides very similar performance with EKF with 10 times smaller run-time. We note that since the LSTM model used in this experiment is relatively smaller than the models in the previous section, the ratio between the run-times of Alg2 and EKF is lower compared to the previous experiments. In our last experiment, we use the Euro exchange rate dataset, which includes the data of Hong-Kong Dollar/US Dollar and Euro/US Dollar exchange rates between the years 2005 and 2008 [41] . Here, our aim is to estimate the next day's exchange rates by using the observed exchange rates, i.e., n d = 2. As the input sequence, we use the current day's exchange rates with an additional bias dimension, i.e., n x = 3, and set the dimension of the state vectors as 8, i.e., n s = 8. In all the Alg1 instances in Alg2, we use a linearly decreasing process noise level sequence {q t } t∈[T ] annealed from 10 −1 to 10 −2 and set the initial state covariance matrices P i,1 ∈ I for all i ∈ [(4n s + n d )]. In EKF, we chose the measurement noise level as r t = 0.1 for all t ∈ [T ], process noise level q t as linearly decreasing from 10 −1 to 10 −2 , and initial state covariance matrix as P 1 = I. For SGD, we choose the learning rate as 0.85.
In Fig. 4b , we demonstrate the temporal loss performance of the compared algorithms for the Euro exchange rate dataset. We observe that although all the algorithms converge to the same loss value, Alg2 and EKF converge much faster, hence, suffer lower loss values throughout the simulation. In Table I (see the 4th row), we provide the mean squared error and run-time of the compared algorithms. As in all previous experiments, the mean squared errors of the Kalman-filter based algorithms are almost equal and smaller than the mean error of SGD. As in the previous experiment, since we use a small LSTM model, Alg2 provides approximately 9 times runtime reduction compared to EKF while providing comparable loss performance.
VI. CONCLUSION
We studied online nonlinear regression with long short term memory (LSTM) based networks, i.e., LSTM-based online learning. For this problem, we introduced a highly efficient and robust IEKF-based training algorithm with a theoretical convergence guarantee. Our algorithm can be used in any environment reliably since it does not require a priori knowledge of the desired data sequence. To achieve this result, we first develop an adaptive hyper-parameter selection strategy, which guarantees convergence under the assumption that the datadependent parameters are known a priori. We then extend our algorithm to a truly online form, where the algorithm learns the data-dependent parameter by sequentially observing the data-sequence. In the simulations, we demonstrate that our algorithm achieves significant performance improvements with respect to the conventional first-order and second-order LSTM training methods [7] , [17] . Here, we particularly show that our algorithm provides a considerable increase in the error performance compared to SGD and very similar error performance (with 10 − 40 times smaller run-time) compared to EKF.
APPENDIX A
Proof of Lemma 1. In the following, we manipulate the IEKF update rules in (14)- (17) to obtain the statements in Lemma 1. We note that since Algorithm 1 performs the IEKF updates if e t 2 > 4χ 2 , it guarantees the following statements for {t : e t 2 > 4χ 2 }.
1) By multiplying both sides of (14) with −1, we write:
Then by using (8), we add θ i,t+1 and θ i,t to both sides of (29) respectively:
By using the Taylor series expansion in (21) and using the notation ζ i,t = (θ i,t −θ i,t ), we write
The statements in (24) and (25) follow (31). 2) By (15) , for all i ∈ [(4n s + n d )],
where we use the formulation of K i,t in (17) to write (32) from (33) . By applying the matrix inversion lemma 5 to (34), we write
By noting that P −1 i,1 > 0, and using (35) as the induction hypothesis, it can be shown that (P i,t+1 − q t I) −1 exists and (P i,t+1 − q t I) −1 > 0, for all t ∈ [T ]. Since q t ≥ 0, P −1 i,t has the same properties, which leads to (27). Also, (26) can be reached by taking the inverse of both sides in (32) . 3) By multiplying both sides of (24) with (P i,t+1 − q t I) −1 , and using (26), (28) can be obtained.
Proof of Thorem 1. To prove Theorem 1, we use the second method of Lyapunov. Let us fix an arbitrary node i ∈ [(4n s + n d )], and choose the Lyapunov function as
Let us say that ∆V i,t = V i,t+1 −V i,t . Since we update P i,t , and θ i,t only when e t 2 > 4χ 2 , for {t : e t 2 ≤ 4χ 2 }, ∆V i,t = 0. Therefore in the following, we only consider the time steps, where we perform the weight update, i.e, {t : e t 2 > 4χ 2 }. To begin with, we write the open formula of ∆V i,t :
By using the 2nd statement in Lemma 1
By using (28)
For the sake of notational simplicity, we introduce
Then, we write (42) as
We write the last term in (43) as
(44) By using (28)
where λ j (M i,t ) denotes the jth eigenvalue of M i,t . We note that Tr(M i,t )/n d ≤ max j∈[n θ ] λ j (M i,t ), and Tr(M i,t ) = Tr(H i,t P i,t H T i,t ) + n d r i,t . Then, by using χ i,t 2 ≤ χ 2 and (51), we write
To ensure stability, we need ∆V i,t < 0. For this, it is sufficient to guarantee that the right hand side of (52) is smaller than 0, i.e.,
To guarantee (53), we need to ensure
Since we only consider {t : e t 2 > 4χ 2 }, we can bound the left hand side of (54) as
Therefore r i,t = 3Tr(H i,t P i,t H T i,t )/n d ensures stability. As we ensure ∆V i,t < 0 for {t : e t 2 > 4χ 2 } and ∆V i,t = 0 for {t : e t 2 ≤ 4χ 2 } , Algorithm 1 guarantees
for all t ∈ [T ]. Since ζ i,1 is finite, as a result of (57), ζ T i,t P −1 i,t ζ i,t is also finite. Under the condition that Tr(P i,t ) stays bounded, ζ i,t should stay bounded, which proves the 1st statement of Theorem 1.
Moreover, since ∆V i,t < 0 for {t : e t 2 > 4χ 2 }, as the cardinality of {t : e t 2 > 4χ 2 } approaches to infinity, ζ T i,t P −1 i,t ζ i,t approaches to 0, i.e., ζ T i,t P −1 i,t ζ i,t → 0. If Tr(P i,t ) stays bounded, ζ T i,t P −1 i,t ζ i,t → 0 implies that ζ i,t → 0. Since we learn the LSTM parametersθ t only when {t : e t 2 > 4χ 2 }, by the desired data model in (8)-(9), Algorithm 1 converges to the weights, which guarantees a loss value lower than or equal to 4χ 2 . This proves the 2nd statement of Theorem 1.
Proof of Thorem 2. To prove the statement in the theorem, we construct the scenario that maximizes χ forθ 1 ≈ 0 and show that χ ∈ [0, √ n d ] in this scenario. We construct this scenario in three steps: 1) Due to our LSTM model in (1)- (7) , as θ t approaches to 0, the entries ofd t and H t approaches to 0 as well, i.e., as θ t → 0,d t → 0 and H t → 0. Hence, by (21) , as θ t → 0, χ i,t → e t for all t ∈ [T ] and i ∈ [(4n s + n d )].
2) Let us assume χ ≤ √ n d , which we will validate in the following, and use χ = √ n d . Since χ = √ n d does not allow any weight update, θ 1 ≤ and χ = √ n d result in θ t ≤ for all t ∈ [T ], where is a small positive number. 3) By the 1st step, d t = ±1 maximizes χ in the case of θ t ≤ . By the 2nd step, if θ 1 ≤ and χ = √ n d , then θ t ≤ . This implies that as θ 1 → 0, χ i,t → e t = √ n d . Thus, our assumption in the 2nd step holds at some point for any bounded data sequence. Therefore, we can choose sufficiently small initial weights to ensure χ ∈ [0, √ n d ].
APPENDIX B Before the proof, we give one definition and one lemma:
for alld t and d t , where ∇ 2 and ∇ are the Hessian and gradient operators respectively.
Since the only positive eigenvalue of η∇F (d t )∇F (d t ) T is η F (d t ) 2 , to satisfy (58), we need to ensure 2 − 4η d t −d t 2 ≥ 0.
Since for d t ,d t ∈ [−1, 1] n d , the maximum value of d t −d t 2 is 4n d . Therefore, η ≤ 1 8n d satisfy (58), hence, (59). Now, we prove Thorem 3.
Proof of Thorem 3. We note that since we assume χ best ∈ [χ min , √ n d ], there is an Algorithm 1 instance in Algorithm 2, which uses χ ∈ [χ best , 2χ best ]. Let us usej for the index of that instance, and j,t to denote the loss of the jth Algorithm 1 instance at time t, i.e, j,t = d t −d j,t 2 . Let us also use A,t to denote the loss of Algorithm 2 at time t, where A,t = d t −d t 2 . In this proof, our aim is to show that lim t→∞ A,t − j ,t = 0.
For the proof, we introduce three shorthand notations: To begin with, we find a lower bound for the function ln(W T +1 /W 1 ):
≥ ln exp(− 1 8n d Lj ,T ) − ln N (61)
Then, we find an upper bound for the function ln(W t+1 /W t ):
By using Lemma 2 and Jensen's inequality
Since T t=1 ln Wt+1 Wt = ln W T +1 W1 , by using (62) and (66), we write
which can be equivalently written as
Note that by (47) the series L A,T − Lj ,T is convergent, which means lim t→∞ A,t − j ,t should be 0. Since the Algorithm 1 instance with indexj has χ ∈ [χ best , 2χ best ], by Theorem 1, the loss sequence of Algorithm 2 converges to [0, 16χ 2 best ].
