Haydock-Lanczos methods are provided.
I. INTRODUCTION
Many problems of current interest are described by a "linear" Hamiltonian.
The difficulty of the problem in such cases arises from the lack of symmetry which forces to either devise approximate techniques or to diagonalize large N &X matrices. Many such problems belong to the physics of "disordered" systems. For example, one may be interested in the density of states (DOS) of elementary excitations (phonons, spin waves, tight-binding free electrons) of a disordered system, or in random walks in disordered media, or in the projected (or partial) density of states which determines the light-scattering spectrum of such systems, or simply in the conductivity of macroscopically inhomogeneous composites.
In this paper, we focus on the numerical solution of problems of the type mentioned above. While all our examples will be drawn from the physics of disordered systems, the general results have a wider range of applicability. Our starting point is the generating function' for the physical quantity of interest. While the generatingfunction approach is a frequent starting point of approximation methods in disordered systems ' or nonlinear systems (phase transitions, field theory), we do not think that it has been realized before that it could be useful in numerical calculations of "linear" problems.
The generating-function approach has two advantages.
First, it shows that various frequently used numerical methods are in fact closely related to each other and in essence do not differ. For example, the fact that the negative-eigenvalue theorem ' (NET) (or Sturm's sequence technique) for calculating integrated DOS is closely related to Gaussian elimination is sometimes not evident and it is also sometimes not realized that the NET can easily be generalized to obtain projected DOS. The second advantage of the generating-function approach, is that one almost always obtains the most efficient numerical algorithm using only the most elementary techniques of Gaussian integration and matrix algebra. For example, for DOS calculations of Hamiltonians with finite-range interactions one automatically recovers the NET specialized to band-diagonal matrices, and for the conductivity of random resistor networks, one recovers a technique which is different from, but closely related to, transfer-matrix techniques. '" For a general symmetric-matrix inversion problem, one recovers the fastest known Gaussian elimination technique (see Appendix B).
Since all the numerical techniques obtained in this paper from the generating-function approach are in some sense a form of Gaussian elimination, they have been widely used in the literature in one form or another. As mentioned above, we feel that it is the simplicity and unifying aspects of the generating-function approach which justify the present exposition. As an added bonus, the approach suggests a proof of the negative-eigenvalue theorem which is simple and, we believe, original (Appendix A).
Elastic constants ' and density of states' of percolating elastic networks, conductivity" and noise ' (Sa) C2= , 'n~l n(2m. ) Fig. 1(a) , the problem is equivalent to a onedimensional problem with long-range interactions, the largest range being equal to n, the width of the original system. This is illustrated in Fig. 1(b) . Note that equivalent one-dimensional long-range problems can always be found for finite systems on any lattice in arbitrary dimension. Let x denote a nonzero element, then the matrix (E+ir))I H fo-r the problem just discussed has the following structure: the system is n/L times the conductance, which in turn equals I/( g' VJ/L), where the prime sum is over the potentials Vj at the sites j that belong to the bus bar, the conductivity o. is nL ' 
Vj
Note that we took the precaution to define the potential of the bus bar as g' VJ /L because t. he conductivity of the last row of resistors in practice is not infinity; hence, the bus bar is not strictly an equipotential. We also minimize the artificial effects of this "rnachine infinity" by feeding a unit current to every node of the bus bar instead of a current L at one end only (see Fig. 2 ). Using Ohm's law and Kirchhoff's laws, the exterior current iJ leaving (or entering depending on sign convention) the system at site j is equal to Ij -gj,j -l Vj -I+gj, j -n Vj -n +gjj+1Vj+ I+gjj +n Vj+n whose denominator can be computed like in Eq. (35) (40) where, with the labels of Fig. 2 , V =( Vl, V2, . . . , V"l. ), I =(il,i2, . . . , i"l ), and G is a nL XnL matrix whose first row is equal to (gl+g12+gl, n+1)~gl2i0~. «0~g l, n+1~0t (41) where gl is the conductance of the bond linking site 1 to the ground.
Since the input current is equal to L, we set i"=1, i2"--1, . . . , iL"--1. All To summarize, the use of Eqs. (24) and (25) 
Im(z, )=i) 1+ g (E -dk) +il =qO, with 0)0 .
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