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Abstract
This thesis consists of three essays in service operations and supply chains. The
first essay is on managing stochastic inventory systems with scarce resources. We
study an inventory system where a firm is subject to an allowance (a limit) on
either the amount of input it can use or the amount of output it can produce
over a specified compliance period. With such an allowance constraint, the
quantity produced in one period affects the quantity that can be produced in
future periods. We formulate the problem as a stochastic dynamic program with
a two-dimensional state space. Using a novel extended state-space analysis, we
reduce the problem into one that is single-dimensional and easier to analyze. We
show the optimal policy for this modified version and then use it to characterize
the structure of the optimal policy for the original problem. We also consider an
extended version of the problem where the firm decides the allowance amount at
the beginning of the compliance period. Throughout, we draw several managerial
insights.
The second essay is on service systems with finite and heterogeneous customer
arrivals. We analyze a queueing system where a finite number of customer arrivals
occur over a period of time. Customer inter-arrival times and service times
are heterogeneous. Using an embedded Markov chain approach, we analytically
characterize various performance measures of interest, including the expected
waiting time of a specific customer, the expected waiting time of an arbitrary
customer, and the expected completion time of all customers. Through numerical
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experiments, we examine the effect of heterogeneity in inter-arrival and service
times. We derive managerial insights and discuss implications for settings where
inter-arrival and service time features can be induced. We also validate the
numerical results using a fluid approximation that yields closed form expressions.
The third essay is on service systems with appointment-driven arrivals,
non-punctual customers, and no-shows. We consider settings where a finite
number of customers arrive to a service system based on appointments. However,
customers are not necessarily punctual and may also not show up altogether.
Customers’ punctuality, show-up probabilities, and the time between previous and
subsequent appointments are all heterogeneous. We develop an exact analytical
approach to obtain various performance measures related to customer waiting
time.
vii
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Chapter 1
Introduction
This thesis consists of five chapters. Chapter 2 describes a completed work on
inventory systems with scarce resources. This chapter is based on the paper
Benjaafar et al. (2014). Chapter 3 presents another completed work on queueing
systems with finite arrivals. This chapter is based on the paper Wang et al. (2014).
Chapter 4 contains preliminary results from an ongoing work on queueing systems
with appointment-driven arrivals. Chapter 5 provides conclusions and discusses
future extensions. The following paragraphs give a brief synopsis of each of the
Chapters 2-4.
In Chapter 2, we consider the problem of managing production in a
production-inventory system where a firm is subject to an allowance (a limit)
on either the amount of input it can use or the amount of output it can produce
over a specified compliance period. Examples of such settings are numerous and
include those where limits are placed on the use of scarce natural resources as
input or on the amount of waste or harmful pollution generated by production.
In each production period, the firm must decide, in the face of stochastic demand,
1
2how much to produce knowing that the quantity produced in one period affects
the quantity that can be produced in future periods. We formulate the problem
as a stochastic dynamic program with a two-dimensional state space: on-hand
inventory level and remaining allowance. To simplify the analysis, we consider an
extended state-space version of the problem and show that this modified version
of the problem reduces to a one-dimensional problem. We then show that the
structure of the optimal policy for this modified version is the same as the one
for the original problem and has similar properties. In particular, we show that
the optimal production policy is specified by dynamic thresholds that depend on
both the on-hand inventory level and the remaining allowance but only via the
sum of these two quantities. We also consider an extended version of the problem
where the firm decides (purchases) the allowance amount at the beginning of
the compliance period. Throughout, we draw several managerial insights. In
particular, we show that it is possible to significantly reduce the allowance amount
without significantly increasing cost.
In Chapter 3, we consider service systems with a finite number of customer
arrivals, where customer inter-arrival times and service times are both stochastic
and heterogeneous. Applications of such systems are numerous and include
systems where arrivals are driven by events or service completions in serial
processes, and systems where servers are subject to learning or fatigue. Using an
embedded Markov chain approach, we characterize the waiting time distribution
for each customer, from which we obtain various performance measures of
interest, including the expected waiting time of a specific customer, the expected
waiting time of an arbitrary customer, and the expected completion time of all
3customers. We carry out extensive numerical experiments to examine the effect
of heterogeneity in inter-arrival and service times. In particular, we examine
cases where inter-arrival and service times increase with each subsequent arrival
or service completion, decrease, increase and then decrease, or decrease and
then increase. We derive several managerial insights and discuss implications for
settings where such features can be induced. We validate the numerical results
using a fluid approximation that yields closed form expressions.
In Chapter 4, we consider service systems where a finite number of customers
arrive over time. The arrival of customers is driven by appointments, with a
scheduled appointment time associated with each customer. However, customers
are not necessarily punctual and may arrive either earlier or later than their
scheduled appointment times. Customers may also not show up altogether.
The arrival times of customers (relative to their scheduled appointments) are
stochastic. Customers are not homogeneous in their punctuality, show-up
probabilities, and time between previous and subsequent appointments. We
develop an exact analytical approach to obtain various performance measures
of interest.
Chapter 2
Managing Stochastic Inventory
Systems with Scarce Resources
2.1 Introduction
In this work, we consider the problem of managing production in a
production-inventory system where a firm is subject to an allowance (a limit)
on either the amount of input it can use or the amount of output it can produce
over a specified compliance period. The setting we consider is one where the
compliance period is substantially longer than a production period, so that each
compliance period may consist of multiple production periods. In each production
period, the firm must decide, in the face of stochastic demand, how much to
produce knowing that the quantity produced in one period affects the quantity
that can be produced in future periods (producing in one period consumes
some of the available allowance and affects the allowance available in future
4
5periods). In doing so, the firm must balance inventory holding and shortage costs
while taking into account the allowance constraint. In contrast to a traditional
production capacity constraint, imposed independently on each production period,
an allowance constraint over a compliance period introduces capacity dependencies
across periods. Hence in deciding on production quantities, the firm is also
deciding on how the allowance is allocated over time. We also consider settings
where the amount of allowance is a decision variable, determined by the firm at
the beginning of the compliance period. In that case, the firm must trade off
the increased production flexibility that more allowance buys with the associated
higher initial investment cost.
We are motivated, in part, by settings where firms face limits on access
to key input materials, which in turn limit how much the firms can produce.
For example, logging companies in protected forest areas are subject to annual
allowances on how much wood can be harvested and processed (Beaudoin et al.
2007, Ouhimmou et al. 2009). Similarly, fish and seafood processing facilities are
constrained by annual fishing allowances in countries where overfishing is a concern
(Grimm et al. 2012). In regions where there is concern about water shortage (e.g.,
regions where water tables have dropped significantly), industrial and agricultural
facilities are subject to allowances on water usage (Dudley and Musgrave 1988,
Rogers et al. 2013). In several countries, access to rare minerals and metals by
mining and processing operations is restricted and exports are subject to quotas.
We are also motivated by settings where firms may face, instead of limits on
their consumption of input, direct limits on the production of their output. This
is the case, for example, when such output is associated with the generation of
6waste or harmful pollution (e.g., Chinese government sets direct limits on the
annual production output of several polluting industries). This may also be the
case when the product is associated with undesirable health effects (e.g., some
countries place limits on the production of alcohol and tobacco).
In these examples, the affected firms are typically provided with the right to
use input, or produce output, up to a maximum allowance amount over a specified
compliance period (e.g., one year). In some cases, the amount of allowance
is provided to the firms for free (e.g., fishing rights that are grandfathered).
In others, it is a decision variable with the amount of allowance purchased by
the firms at the beginning of the compliance period (e.g., logging rights). The
constraint imposed by the allowance amount can in some instances be relaxed if
the firm exerts effort to improve the efficiency with which it uses its input or to
reduce its output of harmful byproducts. However, the firm in all cases would still
be left with a constraint, albeit one that is less strict.
The presence of an allowance constraint over a compliance period (or,
equivalently, a capacity constraint over a planning horizon) raises several
important questions. How does such a constraint affect production decisions
over the compliance period? How are these decisions different from those for a
system without such a constraint or with a capacity constraint that applies to each
production period? How are decisions affected in each production period by the
remaining allowance and the time until the end of the compliance period? Should
the optimal policy turn out to be complicated, and, could simpler heuristics be
effective? How does the presence of such a constraint affect expected optimal cost
and how is this affected by various problem parameters, including the inventory
7holding and shortage costs? In settings where reducing the allowance amount
is desirable (e.g., when the input material is scarce or when there are negative
externalities associated with production), are there settings where it is possible
to reduce the allowance amount without significantly increasing the cost?
In this work, we address these and other related questions. We formulate the
problem as a stochastic dynamic program with a two-dimensional state space:
on-hand inventory level and remaining allowance. The two-dimensionality of the
problem makes it difficult to analyze and to describe the structure of the optimal
policy. To simplify the analysis, we consider an extended state-space version of
the problem and show that this modified version of the problem reduces to a
one-dimensional problem. We describe various properties of the optimal policy
for the modified version of the problem and then show that these properties also
hold for the optimal policy for the original problem. We then use these properties
to characterize the structure of the optimal policy for the original problem. In
particular, we show that the optimal production policy is specified by dynamic
thresholds that depend on both the on-hand inventory level and the remaining
allowance but only via the sum of these two quantities.
In addition, we characterize the impact of the allowance constraint and provide
numerical results that examine the tradeoff between the expected optimal cost and
the expected cumulative amount produced. We evaluate the performance of three
plausible heuristic policies that are simpler to compute and implement. We also
consider an extended version of the problem where the firm decides (purchases)
the allowance amount at the beginning of the compliance period. We examine how
the optimal allowance amount and the allowance usage (the ratio of the expected
8cumulative amount produced over the entire compliance period to the amount of
allowance purchased) is affected by the price of the allowance.
Some of our key findings are highlighted below:
• The expected optimal cost is convex with respect to the remaining allowance,
which implies that cost becomes increasingly insensitive to the allowance
amount as the allowance amount increases. This result suggests that it
might be possible to impose an allowance constraint (or to tighten an existing
constraint) without significantly increasing cost.
• There is a range of values on the allowance amount, for which the percentage
reduction in the cumulative amount produced is higher than the percentage
increase in cost.
• While there are regions under which simple heuristics perform well, there is
also a range of parameter values under which the performance of the optimal
policy is significantly superior.
• A small initial increase in the price per unit of allowance can lead to a
significant decrease in the amount of allowance purchased. That is, putting
a modest price on the natural resource or a modest penalty on the harmful
externality can significantly reduce the corresponding usage.
• If we charge a modest price for each unit of allowance, then the usage of the
allowance increases significantly. This implies that scarce resources would
be used much more efficiently if accessing these resources is not for free.
92.2 Related Literature
Although constraints on production due to limits on either input or output are
common in practice, the literature on this topic is relatively limited. There is of
course extensive literature on stochastic inventory systems where a constraint
on capacity is applied independently to each production period (see, e.g.,
Federgruen and Zipkin 1986a,b, Kapuscinski and Tayur 1998). In that case, and
for settings similar to ours, the problem is much simpler, has a single dimension,
and admits a simple optimal policy specified by a modified base-stock policy
(in each period, it is optimal to produce and bring inventory level as close as
possible to a target threshold (the base-stock level) without exceeding the capacity
constraint). Several variations on the problem have been studied including
for systems with fixed costs (Deng and Yano 2006, Zhang et al. 2012), multiple
demand classes (Zhou et al. 2011), and multiple echelons (Glasserman and Tayur
1994, Parker and Kapuscinski 2004).
There is also an extensive related literature on supply chain contracts
with quantity commitments (see, e.g., Bassok and Anupindi 1997,
Anupindi and Bassok 1998, Urban 2000, Bassok and Anupindi 2008). Such
contacts specify a minimum or a maximum amount a buyer commits to
purchasing from a supplier. In most cases, these commitments are specified
for each production period. An exception is Bassok and Anupindi (1997) who
study a problem with minimum order quantity commitment over the entire
planning horizon. However, considering minimum order quantities leads to a very
different problem from ours, which can be viewed as one involving maximum
order quantity commitments. Our setting is mentioned in Bassok and Anupindi
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(1997) as a future research direction. There are settings where constraints arise
because of budget requirements. For example, Chao et al. (2008) consider a
system with a cash flow constraint, where the total production cost in each
period cannot exceed the budget constraint of that period. The revenue from
sales in that period, together with the available capital and savings interest,
determines the budget constraint in the next period. Such a setting is different
from ours in how production decisions in one period affect production decisions
in subsequent periods. In our case, the more is produced in one period, the
lower is the available allowance in future periods. In the setting considered by
Chao et al. (2008), producing more in one period could possibly generate more
revenue and, therefore, allow for more production in future periods.
Another related stream of literature considers settings where inventory
replenishment takes place only at fixed intervals, with each interval being a
multiple of the periods in which demand takes places (see, e.g., Graves 1996,
Chen and Samroengraja 2000, Chao et al. 2009). In other words, demand occurs
in every period but ordering or production can take place only once every k
periods, for some positive integer k (in a multi-echelon system, this may arise
because deliveries from one echelon to the next occur only periodically). As a
consequence, what is ordered or produced at the beginning of an interval becomes
a constraint on how much demand can be fulfilled in the periods within that
interval. This is different from our setting where, in addition to deciding on how
much capacity to acquire at the beginning of an interval (the compliance period),
we also decide on how much to produce in each production period. The fact that
we also consider lost sales, in contrast to much of the existing literature which
11
treats backorders, makes our problem considerably more difficult to analyze.
Finally, there is related literature from economics that considers the impact of
production input and output limits (see, e.g., Weitzman 1974, Baron and Myerson
1982, Cropper and Oates 1992). However, that literature relies on aggregate
models of demand and supply and does not model operational decisions as we
do in this work.
The rest of this chapter is organized as follows. In Section 2.3, we describe
and formulate the problem. In Section 2.4, we analyze the modified version of
the problem using our extended state-space approach. In Section 2.5, we describe
the structure of the optimal policy for the original problem and provide some
managerial insights. In Section 2.6, we discuss heuristics and compare their
performances against the optimal policy. In Section 2.7, we consider the joint
allowance optimization and inventory control problem.
2.3 Problem Description and Formulation
We consider a setting where production is managed over a finite planning horizon
(the compliance period) consisting of T discrete time periods (production periods).
Demand in each production period is a continuous and strictly positive random
variable denoted by D. Demand in different periods are independently and
identically distributed (i.i.d.) with cumulative distribution function (CDF ) Φ and
probability density function (pdf ) φ. The decisions of whether or not, and how
much to produce are made at the beginning of each period before the realization
of demand, with a cost p incurred per unit produced. We assume that quantities
produced in one period, if any, can be used to fulfill demand in that period (i.e.,
12
periods are sufficiently longer than unit production times). Each unit of positive
inventory leftover at the end of a period incurs a holding cost h. Unfulfilled
demand in any period is lost and a lost-sales penalty cost of l per unit lost is
incurred. The one-period discount factor is denoted by α(α ∈ (0, 1]). All costs
are assumed to be expressed at the beginning of each period. The salvage value
per unit inventory at the end of the compliance period is assumed to be equal
to the unit production cost, and unused allowance at the end of the compliance
period is forfeited. We assume that l ≥ p (which also implies l+h ≥ αp). Periods
are denoted by t = 0, ..., T , where T is the length of the planning horizon. We
index periods in a backward fashion so that period t corresponds to the period that
is t periods away form the end of the planning horizon. We denote the on-hand
inventory level at the beginning of period t (prior to production) as xt.
In each period a decision is made on the production quantity, or equivalently
on the level to which the inventory level should be brought. We refer to this
“produce-up-to” level as yt. Clearly, yt ≥ xt. In the absence of a constraint on
the production allowance, yt can be arbitrarily large. However, in our case, this
produce-up-to level is constrained in period t by the remaining allowance ct. In
contrast to traditional notions of capacity, this allowance amount in each period
varies and depends on the production decisions in previous periods. In particular,
we assume that there is an allowance amount cT available at the beginning of the
planning horizon (this allowance corresponds to the maximum cumulative amount
that could be produced over the entire planning horizon). We assume that cT is
exogenously specified. In Section 2.7, we consider the case where cT is also a
decision variable.
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The above assumptions are consistent with the examples mentioned in the
Section 2.1. For instance, in the case where logging is restricted, saw mills
would typically have an assigned annual acreage which they can harvest. Because
saw mills are located within a relatively short distance from the forested area,
harvesting does not usually take place in a single shot, but is instead phased
over the entire season which may consist of several months. This phasing out
of the harvest allows saw mills to limit the storage costs and to prevent quality
deterioration (Haight 2013). Such local saw mills would typically have limited
access to supplies outside of their harvest area because transporting unprocessed
logs long distances is cost-prohibitive. The saw mills respond to demand which can
be stochastic from downstream buyers. In many cases, the assigned harvesting
quotas are annual and cannot be banked (or borrowed against) over the years.
Hence saw mills must manage harvesting and production with this quota in mind
and knowing that any remaining balance carries no value; see Beaudoin et al.
(2007) and Ouhimmou et al. (2009) for further discussion and details on forest
operations.
Similar requirements arise in other applications, such as when water usage
is restricted, water is drawn based on demand which can be stochastic.
Supplementing the locally drawn water with water shipped from elsewhere is again
cost-prohibitive. Quotas are allocated periodically and unused balances cannot
typically be banked or borrowed against (see, e.g., Dudley and Musgrave 1988,
Rogers et al. 2013).
Available allowance, along with on-hand inventory, is updated in each period
14
as follows:
xt−1 = (yt − dt)
+,
ct−1 = [ct − (yt − xt)]
+,
for t = T, ..., 1, where dt is the realized demand in period t, and x
+ = max{x, 0}.
Note that to ensure feasibility, the produce-up-to level yt must satisfy xt ≤ yt ≤
xt + ct. Together, xt and ct define the state of the system, and the knowledge of
both is needed in making production decisions.
The objective is to determine in each period the optimal produce-up-to
level such that the expected total discounted cost over the planning horizon
is minimized. The problem can be formulated as a two-dimensional stochastic
dynamic program, where the optimality equation for every period t, t = T, ..., 1,
with state (x, c) is given by
ft(x, c) = min
x≤y≤x+c
{p(y − x) + L(y) + α
∫ y
0
ft−1(y − ξ, x+ c− y)φ(ξ)dξ
+ α
∫ ∞
y
ft−1(0, x+ c− y)φ(ξ)dξ}, (2.1)
where
L(y) =
∫ y
0
h(y − ξ)φ(ξ)dξ +
∫ ∞
y
l(ξ − y)φ(ξ)dξ
corresponds to the expected one-period holding and shortage costs, and
f0(x, c) = −px.
We can rewrite Equation (2.1) as follows:
ft(x, c) = min
x≤y≤x+c
{Gt(y, x+ c)} − px, (2.2)
15
with
Gt(y, x+ c) = py + L(y) + α
∫ y
0
ft−1(y − ξ, x+ c− y)φ(ξ)dξ
+ α
∫ ∞
y
ft−1(0, x+ c− y)φ(ξ)dξ. (2.3)
Thus, starting with on-hand inventory level x and remaining allowance c, the
optimal decision in period t is found by minimizing Gt(y, x+ c) over {y | x ≤ y ≤
x+ c}.
In the absence of the allowance constraint, the problem is one-dimensional and
admits a simple solution. In particular, the optimal production threshold in each
period, which we denote by y˜, is fixed and given by y˜ = Φ−1( l−p
h+l−αp
). The policy
is said to be base-stock with base-stock level y˜ because, for each period t, if xt < y˜,
we produce up to y˜ (yt = y˜), otherwise, we do not produce (yt = xt).
For our problem, we expect this simple policy not to hold since the feasible
decision space can change from period to period, so that a fixed base-stock level
may not always be attainable. More significantly, the fundamental cost tradeoffs
in the two problems are different. In the unconstrained problem, the tradeoff is
between inventory holding and shortage cost, and this tradeoff is the same in every
period. In our constrained problem, there is now an additional concern. Whenever
the amount of available allowance is tight, we must determine how best to allocate
this allowance over the planning horizon to mitigate holding and shortage costs
and also to ensure that available allowance does not unnecessarily go unused. This
is, for example, the case when shortages would occur anyway over the planning
horizon (i.e., cumulative demand over the periods is known with certainty to
exceed the allowance). In that case, if too much allowance is used early on, we
run the risk of incurring too much holding cost, and if we postpone consuming
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allowance until later periods, we run the risk of incurring too much shortage cost.
This allocation feature is absent from most traditional inventory problems and is
what makes our problem different.
The fact that the problem is two-dimensional with a decision space that
is state-dependent significantly complicates the analysis. However, examining
Equation (2.3), we see that the sum x + c is being treated as if it were a single
variable. Note that x + c specifies the maximum possible inventory level we can
reach. We therefore refer to x + c as the effective capacity. Unfortunately, we
cannot entirely ignore the individual values of x and c since in Equation (2.2), the
decision space is the interval [x, x + c]. In view of this difficulty, we introduce a
new method, to which we refer as the extended state-space approach. We describe
this approach in the next section.
2.4 Extended State-Space Analysis
In this section, we introduce an extended version of the original system, in which
the action space is extended from [x, x+c] to [0, x+c]. Doing so allows us to reduce
the original two-dimensional problem into one with a single dimension. This
one-dimensional problem is easier to analyze and enables us to identify properties
that will serve as a basis for characterizing the structure of the optimal policy for
the original problem.
In particular, define for t = T, ..., 1 (throughout this chapter, we use the
overbar notation to denote functions or quantities associated with the extended
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system),
f¯t(x, c) = min
0≤y≤x+c
{G¯t(y, x+ c)} − px,
where
G¯t(y, x+ c) = py + L(y) + α
∫ y
0
f¯t−1(y − ξ, x+ c− y)φ(ξ)dξ
+ α
∫ ∞
y
f¯t−1(0, x+ c− y)φ(ξ)dξ,
and
f¯0(x, c) = −px.
Notice that under the extended system, we can produce in such a way that the
inventory level is set to any point y ∈ [0, x + c]. This means that we may either
increase or decrease inventory at the beginning of each period. The cost of doing
so is p(y−x), which corresponds to either cost if y−x > 0 or revenue if y−x < 0.
Next, define
g¯t(z) = min
0≤y≤z
{G¯t(y, z)}. (2.4)
Thus, we have f¯t(x, c) = g¯t(x + c) − px. We also get G¯1(y, z) = py + L(y) −
αp
∫ y
0
(y − ξ)φ(ξ)dξ, which is independent of z. Therefore, we can let
q¯(y) = G¯1(y, ·) = py + L(y)− αp
∫ y
0
(y − ξ)φ(ξ)dξ,
and then we have
G¯t(y, z) = q¯(y) + α[1− Φ(y)]g¯t−1(z − y) + α
∫ y
0
g¯t−1(z − ξ)φ(ξ)dξ. (2.5)
From Equations (2.4) and (2.5), we can see that the extended system reduces to
a one-dimensional system where the state is solely represented by z.
Next, we derive properties for the extended system.
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Lemma 1. For 1 ≤ t ≤ T , the following holds
(a) ∂
2
∂y2
G¯t(y, z) ≥ 0 ∀y ∀z,
(b) p− l ≤ g¯′t(z) ≤ 0 ∀z,
(c) g¯′t(0) = p− l, and
(d) g¯′′t (z) ≥ 0 ∀z.
Proof of Lemma 1: We prove Lemma 1 using induction. For t = 1, it is easy
to show that ∂
2
∂y2
G¯1(y, z) ≥ 0. Let y¯1(z) denote a minimizer of q¯(y) over [0, z].
From the convexity of q¯(y),
y¯1(z) =
{
y˜ if z ≥ y˜,
z otherwise,
where y˜ = Φ−1( l−p
h+l−αp
), which is the base-stock level in the corresponding problem
without the allowance constraint. Thus,
g¯1(z) =
{
q¯(y˜) if z ≥ y˜,
q¯(z) otherwise.
It is then easy to verify that g¯′1(0) = p− l, p− l ≤ g¯
′
1(z) ≤ 0, and g¯
′′
1(z) ≥ 0.
For t ≥ 2, suppose that in period t− 1, ∂
2
∂y2
G¯t−1(y, z) ≥ 0, p− l ≤ g¯
′
t−1(z) ≤ 0,
g¯′t−1(0) = p− l and g¯
′′
t−1(z) ≥ 0. Then in period t,
∂
∂y
G¯t(y, z) = q¯
′(y) + α[Φ(y)− 1]g¯′t−1(z − y),
and
∂2
∂y2
G¯t(y, z) = [h+ l − αp+ αg¯
′
t−1(z − y)]φ(y) + α[1− Φ(y)]g¯
′′
t−1(z − y) ≥ 0.
After some algebra, we can show that ∂
∂y
G¯t(y, z)|y=0 ≤ 0, and
∂
∂y
G¯t(y, z)|y=z = [h + (1− α)l]Φ(z) + (1− α)(p− l).
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Next, we again let y¯t(z) denote a minimizer of G¯(y, z) over [0, z]. Since G¯t(y, z)
is convex in y, if z ≥ yˇ = Φ−1( (1−α)(l−p)
h+(1−α)l
) which implies ∂
∂y
G¯t(y, z)|y=z ≥ 0, then
there exists a minimizer Y¯t(z) ∈ [0, z], such that
∂
∂y
G¯t(y, z)|y=Y¯t(z) = 0, and we
have y¯t(z) = Y¯t(z). Otherwise, y¯t(z) = z. That is
y¯t(z) =
{
Y¯t(z) if z ≥ yˇ,
z otherwise.
Thus,
g¯t(z) =
{
G¯t(Y¯t(z), z) if z ≥ yˇ,
G¯t(z, z) otherwise,
and
g¯′t(z) =
{
d
dz
G¯t(Y¯t(z), z) if z ≥ yˇ,
d
dz
G¯t(z, z) otherwise.
For d
dz
G¯t(Y¯t(z), z), since
G¯t(Y¯t(z), z) = q¯(Y¯t(z))+α[1−Φ(Y¯t(z))]g¯t−1(z−Y¯t(z))+α
∫ Y¯t(z)
0
g¯t−1(z−ξ)φ(ξ)dξ,
we have
d
dz
G¯t(Y¯t(z), z) = q¯
′(Y¯t(z))Y¯
′
t (z) + α[1− Φ(Y¯t(z))](1 − Y¯
′
t (z))g¯
′
t−1(z − Y¯t(z))
+ α
∫ Y¯t(z)
0
g¯′t−1(z − ξ)φ(ξ)dξ
= α[1− Φ(Y¯t(z))]g¯
′
t−1(z − Y¯t(z)) + α
∫ Y¯t(z)
0
g¯′t−1(z − ξ)φ(ξ)dξ
≥ α[1− Φ(Y¯t(z))](p− l) + α
∫ Y¯t(z)
0
(p− l)φ(ξ)dξ
= α(p− l)
≥ p− l,
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where the second equality is due to the fact that ∂
∂y
G¯t(y, z)|y=Y¯t(z) = 0, which
implies q¯′(Y¯t(z)) = α[1− Φ(Y¯t(z))]g¯
′
t−1(z − Y¯t(z)). On the other hand, we have
d
dz
G¯t(Y¯t(z), z) = α[1− Φ(Y¯t(z))]g¯
′
t−1(z − Y¯t(z)) + α
∫ Y¯t(z)
0
g¯′t−1(z − ξ)φ(ξ)dξ
≤ 0.
Now, for d
dz
G¯t(z, z), since
G¯t(z, z) = q¯(z) + α[1− Φ(z)]g¯t−1(0) + α
∫ z
0
g¯t−1(z − ξ)φ(ξ)dξ,
we have
d
dz
G¯t(z, z) = (h+ l − αp)Φ(z) + (p− l) + α
∫ z
0
g¯′t−1(z − ξ)φ(ξ)dξ
≥ [h+ (1− α)l]Φ(z) + (p− l)
≥ p− l.
On the other hand, we have
d
dz
G¯t(z, z) = q¯
′(z) + α
∫ z
0
g¯′t−1(z − ξ)φ(ξ)dξ
< α[1− Φ(z)](p − l) + α
∫ z
0
g¯′t−1(z − ξ)φ(ξ)dξ
≤ 0,
where the first inequality is due to the fact that ∂
∂y
G¯t(y, z)|y=z < 0, which implies
q¯′(z) < α[1− Φ(z)](p− l). Now we can conclude that p− l ≤ g¯′t(z) ≤ 0.
Since 0 < yˇ, we have g¯t(0) =
d
dz
G¯t(z, z)|z=0 = p− l.
Next, since g¯t(z) = min
0≤y≤z
{G¯t(y, z)}, g¯t(z) is convex in z if G¯t(y, z) is jointly
convex in (y, z) (see proof on page 227 in Porteus 2002). Let H(G¯t) refer to the
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Hessian of G¯t(y, z), then we have
|H(G¯t)| =
∂2
∂y2
G¯t
∂2
∂z2
G¯t − (
∂2
∂z∂y
G¯t)
2
= {[h+ l − αp+ αg¯′t−1(z − y)]φ(y) + α[1− Φ(y)]g¯
′′
t−1(z − y)}
{α[1− Φ(y)]g¯′′t−1(z − y) + α
∫ y
0
g¯′′t−1(z − ξ)φ(ξ)dξ}
− {α[Φ(y)− 1]g¯′′t−1(z − y)}
2
≥ {α[1− Φ(y)]g¯′′t−1(z − y)}
2 − {α[Φ(y)− 1]g¯′′t−1(z − y)}
2
= 0,
which implies that H(G¯t) is positive-semidefinite and therefore g¯t(z) is convex in
z. This completes the induction and the proof.
Property (a) in Lemma 1 states that G¯t(y, z) is convex in y. Properties (b)-(d)
are important results for subsequent proofs. In particular, the second inequality
of property (b) states that g¯t(z) is nonincreasing in z. Since g¯t(z) is the optimal
value of the minimization problem (Equation (2.4)), the more effective capacity
we have, the larger the feasible region becomes and the lower the optimal value
would be. The first inequality of property (b) indicates that one unit increase of z
can at most reduce g¯t(z) by l−p. Note that l is the unit lost-sales penalty cost and
p is the unit production cost. Having one more unit of effective capacity gives us
the possibility to satisfy at most one more unit of demand and therefore reduces
the cost by at most l−p. Property (c) is due to the fact that the demand is strictly
positive. Property (d) is intuitively obvious since z generates the constraint and
the constraint cannot be tight for large enough z.
The following lemma explores additional properties of the extended system.
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Lemma 2. For 1 ≤ t ≤ T , the following holds
(a) y¯t(z) ≤ y˜ ∀z,
(b) y¯t(z) ≥
z
t
for z < ty˜,
(c) 0 ≤ y¯′t(z) ≤ 1 ∀z,
(d) y¯t+1(z) ≤ y¯t(z) ∀z, and
(e) g¯′t+1(z) ≤ g¯
′
t(z) ∀z.
Proof of Lemma 2: (a) For t = 1, this is obviously true. For t ≥ 2,
y¯t(z) =
{
Y¯t(z) if z ≥ yˇ,
z otherwise.
For z ≥ yˇ, we have y¯t(z) = Y¯t(z). By definition,
∂
∂y
G¯t(y, z)|y=Y¯t(z) = 0, which implies
Φ(Y¯t(z)) =
l − p + αg¯′t−1(z − Y¯t(z))
h+ l − αp+ αg¯′t−1(z − Y¯t(z))
≤
l − p
h+ l − αp
= Φ(y˜),
where the inequality is due to the fact that p− l ≤ g¯′t−1(·) ≤ 0 by Lemma 1. Thus,
we have y¯t(z) = Y¯t(z) ≤ y˜. On the other hand, for z < yˇ, we have y¯t(z) = z < yˇ.
It is easy to check that yˇ ≤ y˜, which implies y¯t(z) ≤ y˜.
(b) can be proved using induction. For t = 1, this is obviously true. For t ≥ 2,
y¯t(z) =
{
Y¯t(z) if z ≥ yˇ,
z otherwise.
Since y¯t(z) = z ≥
z
t
when z < yˇ, we only need to
show Y¯t(z) ≥
z
t
when z < ty˜. Suppose that in period t − 1, Y¯t−1(z) ≥
z
t−1
when
z < (t− 1)y˜. Then in period t,
∂
∂y
G¯t(y, z)|y= z
t
= q¯′(
z
t
) + α[Φ(
z
t
)− 1]g¯′t−1(
t− 1
t
z).
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We consider two cases: t−1
t
z ≤ yˇ and t−1
t
z > yˇ. If t−1
t
z ≤ yˇ, then for t ≥ 2, we
have z
t
≤ t−1
t
z ≤ yˇ and Φ( z
t
) ≤ Φ(yˇ) = (1−α)(l−p)
h+(1−α)l
. Therefore,
∂
∂y
G¯t(y, z)|y= z
t
≤ q¯′(
z
t
) + α[Φ(
z
t
)− 1](p− l)
= [h+ (1− α)l]Φ(
z
t
) + (1− α)(p− l)
≤ [h + (1− α)l]
(1− α)(l − p)
h + (1− α)l
+ (1− α)(p− l)
= 0.
By definition ∂
∂y
G¯t(y, z)|y=Y¯t(z) = 0. So
∂
∂y
G¯t(y, z)|y=Y¯t(z) ≥
∂
∂y
G¯t(y, z)|y= z
t
. From
Lemma 1, ∂
∂y
G¯t(y, z) is nondecreasing in y. Therefore we have Y¯t(z) ≥
z
t
.
If t−1
t
z > yˇ, then y¯t−1(
t−1
t
z) = Y¯t−1(
t−1
t
z), and
g¯′t−1(
t− 1
t
z) = q¯′(Y¯t−1(
t− 1
t
z)) + α
∫ Y¯t−1( t−1t z)
0
g¯′t−2(
t− 1
t
z − ξ)φ(ξ)dξ.
Thus,
∂
∂y
G¯t(y, z)|y= z
t
= q¯′(
z
t
) + α[Φ(
z
t
)− 1][q¯′(Y¯t−1(
t− 1
t
z))
+ α
∫ Y¯t−1( t−1t z)
0
g¯′t−2(
t− 1
t
z − ξ)φ(ξ)dξ].
Again, from Lemma 1, g¯′(·) is nondecreasing, and therefore, for ξ ∈ [0, Y¯t−1(
t−1
t
z)],
g¯′t−2(
t−1
t
z − ξ) ≥ g¯′t−2(
t−1
t
z − Y¯t−1(
t−1
t
z)). Consequently,
∂
∂y
G¯t(y, z)|y= z
t
≤ q¯′(
z
t
) + α[Φ(
z
t
)− 1][q¯′(Y¯t−1(
t− 1
t
z))
+ α
∫ Y¯t−1( t−1t z)
0
g¯′t−2(
t− 1
t
z − Y¯t−1(
t− 1
t
z))φ(ξ)dξ]
= q¯′(
z
t
) + α[Φ(
z
t
)− 1][q¯′(Y¯t−1(
t− 1
t
z))
+ αg¯′t−2(
t− 1
t
z − Y¯t−1(
t− 1
t
z))Φ(Y¯t−1(
t− 1
t
z))].
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By definition, we have ∂
∂y
G¯t−1(y,
t−1
t
z)|y=Y¯t−1( t−1t z)
= 0, or equivalently,
q¯′(Y¯t−1(
t− 1
t
z)) + α[Φ(Y¯t−1(
t− 1
t
z))− 1]g¯′t−2(
t− 1
t
z − Y¯t−1(
t− 1
t
z)) = 0.
From (a), Y¯t−1(
t−1
t
z) ≤ y˜, and therefore, Φ(Y¯t−1(
t−1
t
z)) ≤ Φ(y˜) = l−p
h+l−αp
< 1,
which implies 1 − Φ(Y¯t−1(
t−1
t
z)) > 0. Thus, we have αg¯′t−2(
t−1
t
z − Y¯t−1(
t−1
t
z)) =
q¯′(Y¯t−1(
t−1
t
z))
1−Φ(Y¯t−1(
t−1
t
z))
. So,
∂
∂y
G¯t(y, z)|y= z
t
≤ q¯′(
z
t
) + α[Φ(
z
t
)− 1]
[q¯′(Y¯t−1(
t− 1
t
z)) +
q¯′(Y¯t−1(
t−1
t
z))
1− Φ(Y¯t−1(
t−1
t
z))
Φ(Y¯t−1(
t− 1
t
z))]
=
1
1− Φ(Y¯t−1(
t−1
t
z))
{q¯′(
z
t
)[1− Φ(Y¯t−1(
t− 1
t
z))]
+ α[Φ(
z
t
)− 1]q¯′(Y¯t−1(
t− 1
t
z))}.
It is clear that q¯′(·) is nondecreasing. Since Y¯t−1(
t−1
t
z) ≤ y˜, we have
q¯′(Y¯t−1(
t−1
t
z)) ≤ q¯′(y˜) = 0. Thus,
∂
∂y
G¯t(y, z)|y= z
t
≤
1
1− Φ(Y¯t−1(
t−1
t
z))
{q¯′(
z
t
)[1− Φ(Y¯t−1(
t− 1
t
z))]
+ [Φ(
z
t
)− 1]q¯′(Y¯t−1(
t− 1
t
z))}
=
[h+ (1− α)p][Φ( z
t
)− Φ(Y¯t−1(
t−1
t
z))]
1− Φ(Y¯t−1(
t−1
t
z))
.
By the inductive assumption for period t − 1, we have Y¯t−1(
t−1
t
z) ≥ 1
t−1
( t−1
t
z) =
z
t
, which means Φ(Y¯t−1(
t−1
t
z)) ≥ Φ( z
t
). This implies ∂
∂y
G¯t(y, z)|y= z
t
≤ 0, and
therefore Y¯t(z) ≥
z
t
. This completes the induction and the proof of (b).
(c) For t = 1, this is trivially true. For t ≥ 2, applying the implicit function
theorem, we have
Y¯ ′t (z) =
α[1− Φ(Y¯t(z))]g¯
′′
t−1(z − Y¯t(z))
[h + l − αp+ αg¯′t−1(z − Y¯t(z))]φ(Y¯t(z)) + α[1− Φ(Y¯t(z))]g¯
′′
t−1(z − Y¯t(z))
.
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Thus, it is easy to see that Y¯ ′t (z) ∈ [0, 1], and therefore, 0 ≤ y¯
′
t(z) ≤ 1.
(d) and (e) can be proved using induction. For t = 1, we have
y¯1(z) =
{
y˜ if z ≥ y˜,
z otherwise,
and y¯2(z) =
{
Y¯2(z) if z ≥ yˇ,
z otherwise.
y¯2(z) ≤ z as
Y¯2(z) ∈ [0, z], and since y¯2(z) ≤ y˜ by (a), we have y¯2(z) ≤ y¯1(z). Next, recall that
g¯′1(z) =
{
0 if z ≥ y˜,
(h + l − αp)Φ(z) + (p− l) otherwise,
and
g¯′2(z) =
{
d
dz
G¯2(Y¯2(z), z) if z ≥ yˇ,
d
dz
G¯2(z, z) otherwise.
Since d
dz
G¯2(Y¯2(z), z) ≤ q¯
′(Y¯2(z)) = (h + l − αp)Φ(Y¯2(z)) + (p − l) ≤ (h + l −
αp)Φ(z) + (p − l), and d
dz
G¯2(z, z) ≤ q¯
′(z) = (h + l − αp)Φ(z) + (p − l), we have
g¯′2(z) ≤ (h + l − αp)Φ(z) + (p − l). By Lemma 1, g¯
′
2(z) ≤ 0, and therefore
g¯′2(z) ≤ g¯
′
1(z). This completes the proof for t = 1.
For t ≥ 2, suppose that in period t − 1, y¯t(z) ≤ y¯t−1(z) and g¯
′
t(z) ≤ g¯
′
t−1(z),
then in period t, y¯t+1(z) = z = y¯t(z) when z < yˇ, and when z ≥ yˇ, we have
y¯t+1(z) = Y¯t+1(z) and y¯t(z) = Y¯t(z). Since
∂
∂y
G¯t+1(y, z) is nondecreasing in y and
∂
∂y
G¯t+1(y, z)|y=Y¯t(z) = q¯
′(Y¯t(z)) + α[Φ(Y¯t(z))− 1]g¯
′
t(z − Y¯t(z))
≥ q¯′(Y¯t(z)) + α[Φ(Y¯t(z))− 1]g¯
′
t−1(z − Y¯t(z))
=
∂
∂y
G¯t(y, z)|y=Y¯t(z)
= 0
=
∂
∂y
G¯t+1(y, z)|y=Y¯t+1(z),
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we have Y¯t+1(z) ≤ Y¯t(z). Thus, y¯t+1(z) ≤ y¯t(z). Next, since
g¯′t+1(z)− g¯
′
t(z) = (h+ l − αp)Φ(y¯t+1(z)) + (p− l) + α
∫ y¯t+1(z)
0
g¯′t(z − ξ)φ(ξ)dξ
− [(h+ l − αp)Φ(y¯t(z)) + (p− l) + α
∫ y¯t(z)
0
g¯′t−1(z − ξ)φ(ξ)dξ]
≤ (h+ l − αp)[Φ(y¯t+1(z))− Φ(y¯t(z))]
− α
∫ y¯t(z)
y¯t+1(z)
g¯′t−1(z − ξ)φ(ξ)dξ,
where the last inequality is due to the inductive assumption that g¯′t(z) ≤ g¯
′
t−1(z).
Since y¯t+1(z) ≤ y¯t(z) and p− l ≤ g¯
′
t−1(z) ≤ 0 by Lemma 1, we have
g¯′t+1(z)− g¯
′
t(z) ≤ (h+ l − αp)[Φ(y¯t+1(z))− Φ(y¯t(z))]− α
∫ y¯t(z)
y¯t+1(z)
(p− l)φ(ξ)dξ
= [h + (1− α)l][Φ(y¯t+1(z))− Φ(y¯t(z))]
≤ 0.
Thus, g¯′t+1(z) ≤ g¯
′
t(z). This completes the induction and the proof.
Property (a) states that the optimal produce-up-to level in the extended
system cannot exceed the base-stock level in the corresponding problem without
the allowance constraint. Property (b) says that when the effective capacity
(z = x+ c) is not enough, the optimal produce-up-to level in the extended system
would be greater than or equal to the value of the effective capacity divided by
the number of remaining periods. Properties (c)-(e) show the monotonicity of
the optimal produce-up-to level. Namely, property (c) states that the optimal
produce-up-to level is nondecreasing in the effective capacity, and having one
more unit of effective capacity, we will produce up to at most one more unit.
Property (d) says that the closer we get to the end of the planning horizon, the
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higher is the produce-up-to level. Property (e) says that the closer we get to the
end of the planning horizon, the less is the value of having more capacity. This
is because that the fewer periods we have, the less decision flexibility we have in
optimizing the system.
2.5 Structure of Optimal Policy
In this section, we show how the properties we have shown for the extended system
can be used to characterize the optimal policy for the original system.
First, since under the extended system, we have the option to reduce inventory
to any target level, it should be true that the expected optimal cost in the extended
system is a lower bound of the expected optimal cost of the original system.
That is, for 1 ≤ t ≤ T , ft(x, c) ≥ f¯t(x, c) ∀x ∀c. We omit the proof as it
is straightforward. Next, by Lemma 2, for the extended system, the optimal
produce-up-to level y¯t(z) is nonincreasing in t (t is the number of remaining periods
until the end of the planning horizon). Therefore it is not difficult to see that, if
xτ ≤ y¯τ (xτ+cτ ) for a certain period τ , then xt ≤ y¯t(xt+ct) for t = τ−1, τ−2, ..., 1.
In other words, in the extended system, if the starting inventory level in any period
is below the optimal produce-up-to level, then the starting inventory levels in all
the remaining periods will not exceed the corresponding optimal produce-up-to
levels, respectively. Thus, starting from that period, it is never optimal to reduce
inventory (even if it is allowed), and all the optimal production quantities will be
nonnegative. This implies that, the expected optimal cost in the extended system
equals that in the original system when the starting inventory level is below the
optimal produce-up-to level in the extended system. We rigorously state this in
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the next lemma.
Lemma 3. For 1 ≤ t ≤ T , ft(x, c) = f¯t(x, c) when x ≤ y¯t(x+ c).
Proof of Lemma 3: We prove Lemma 3 using induction. For t = 1, we have
f1(x, c) = min
x≤y≤x+c
{q¯(y)− px}
= q¯(y¯1(x+ c))− px
= min
0≤y≤x+c
{q¯(y)} − px
= f¯1(x, c).
For t ≥ 2, suppose that in period t − 1, ft−1(x, c) = f¯t−1(x, c) when x ≤
y¯t−1(x+ c). Then in period t, when x ≤ y¯t(x+ c),
f¯t(x, c) = min
0≤y≤x+c
{G¯t(y, x+ c)} − px
= G¯t(y¯t(x+ c), x+ c)− px
= py¯t(x+ c) + L(y¯t(x+ c))
+ α
∫ y¯t(x+c)
0
f¯t−1(y¯t(x+ c)− ξ, x+ c− y¯t(x+ c))φ(ξ)dξ
+ α
∫ ∞
y¯t(x+c)
f¯t−1(0, x+ c− y¯t(x+ c))φ(ξ)dξ − px.
Since 0 ≤ y¯t−1(x+ c− y¯t(x+ c)), we have f¯t−1(0, x+ c− y¯t(x+ c)) = ft−1(0, x+
c− y¯t(x+ c)). Therefore,
f¯t(x, c) = py¯t(x+ c) + L(y¯t(x+ c))
+ α
∫ y¯t(x+c)
0
f¯t−1(y¯t(x+ c)− ξ, x+ c− y¯t(x+ c))φ(ξ)dξ
+ α
∫ ∞
y¯t(x+c)
ft−1(0, x+ c− y¯t(x, c))φ(ξ)dξ − px.
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Now, for the term
∫ y¯t(x+c)
0
f¯t−1(y¯t(x+ c)− ξ, x+ c− y¯t(x+ c))φ(ξ)dξ, if we can
show that y¯t(x+ c)− ξ ≤ y¯t−1(x+ c− ξ) for ξ ∈ [0, y¯t(x+ c)] , we can then replace
f¯t−1 by ft−1. Define for 0 ≤ ξ ≤ y¯t(x+ c),
h(ξ) = y¯t−1(x+ c− ξ)− y¯t(x+ c) + ξ.
Then,
h′(ξ) = −y¯′t−1(x+ c− ξ) + 1.
By Lemma 2, we have h′(ξ) ≥ 0, which implies h(ξ) ≥ h(0) for ξ ∈ [0, y¯t(x+ c)].
As h(0) = y¯t−1(x + c) − y¯t(x + c) and therefore is nonnegative by Lemma 2, we
have h(ξ) ≥ 0, and therefore y¯t(x+ c)− ξ ≤ y¯t−1(x+ c− ξ) for ξ ∈ [0, y¯t(x+ c)].
This means that we can indeed replace f¯t−1 by ft−1. As a consequence, we have
f¯t(x, c) = Gt(y¯t(x+ c), x+ c)− px. Since x ≤ y¯t(x+ c) ≤ x+ c, we have f¯t(x, c) ≥
min
x≤y≤x+c
{Gt(y, x+ c)− px} = ft(x, c). Moreover, we have ft(x, c) ≥ f¯t(x, c). Thus,
we can conclude that ft(x, c) = f¯t(x, c) when x ≤ y¯t(x + c). This completes the
induction and the proof.
Next, we show that Gt(y, x + c) in the original system is nondecreasing in y
when y¯t(x+ c) < y ≤ x+ c.
Lemma 4. For 1 ≤ t ≤ T , ∂
∂y
Gt(y, x+ c) ≥ 0 when y¯t(x+ c) ≤ y ≤ x+ c.
Proof of Lemma 4: We prove Lemma 4 using induction. For t = 1, we have
G1(y, x+ c) = G¯1(y, x+ c) = q¯(y), and y¯1(x+ c) =
{
y˜ if x+ c ≥ y˜,
x+ c otherwise.
Since
y¯1(x + c) < y ≤ x + c, it must be y˜ < y ≤ x + c. For y ≥ y˜, we have q¯
′(y) ≥ 0.
Thus, ∂
∂y
G1(y, x+ c) ≥ 0 when y¯1(x+ c) ≤ y ≤ x+ c.
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For t ≥ 2, y¯t(x + c) =
{
Y¯t(x+ c) if x+ c ≥ yˇ,
x+ c otherwise.
We only need to prove
∂
∂y
Gt(y, x + c) ≥ 0 when Y¯t(x + c) ≤ y ≤ x + c. Suppose that in period t − 1,
∂
∂y
Gt−1(y, x+ c) ≥ 0 when Y¯t−1(x+ c) ≤ y ≤ x+ c. Then in period t,
Gt(y, x+ c) = py + L(y) + α
∫ y
0
ft−1(y − ξ, x+ c− y)φ(ξ)dξ
+ α
∫ ∞
y
ft−1(0, x+ c− y)φ(ξ)dξ.
By Lemma 3, we have ft−1(0, x+ c− y) = f¯t−1(0, x+ c− y) = g¯t−1(x+ c− y). If
y− ξ ≤ Y¯t−1(x+ c− ξ), which implies y− ξ ≤ y¯t−1(x+ c− ξ), then ft−1(y− ξ, x+
c− y) = f¯t−1(y − ξ, x+ c− y) = g¯t−1(x+ c− ξ)− p(y − ξ).
Define for 0 ≤ ξ ≤ y,
k(ξ) = Y¯t−1(x+ c− ξ)− y + ξ.
Then,
k′(ξ) = −Y¯ ′t−1(x+ c− ξ) + 1.
By Lemma 2, k′(ξ) ≥ 0, which means k(ξ) is nondecreasing and therefore k(ξ) ≥
k(0) for ξ ∈ [0, y], where k(0) = Y¯t−1(x + c) − y. We separate the condition
Y¯t(x+c) ≤ y ≤ x+c into two cases: Y¯t(x+c) ≤ y ≤ Y¯t−1(x+c) and Y¯t−1(x+c) <
y ≤ x+ c.
If Y¯t(x+c) ≤ y ≤ Y¯t−1(x+c), then we have k(0) ≥ 0 and y−ξ ≤ Y¯t−1(x+c−ξ)
for ξ ∈ [0, y]. Therefore, ft−1(y − ξ, x + c − y) = g¯t−1(x + c − ξ) − p(y − ξ) for
ξ ∈ [0, y]. Thus,
Gt(y, x+ c) = py + L(y) + α
∫ y
0
[g¯t−1(x+ c− ξ)− p(y − ξ)]φ(ξ)dξ
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+ α
∫ ∞
y
g¯t−1(x+ c− y)φ(ξ)dξ
= G¯t(y, x+ c).
By Lemma 1, we have ∂
∂y
Gt(y, x+ c) =
∂
∂y
G¯t(y, x+ c) ≥ 0.
If Y¯t−1(x + c) < y ≤ x+ c, we have k(0) < 0 and k(y) = Y¯t−1(x + c− y) ≥ 0.
Therefore, there exists a ε(x+c, y) ∈ [0, y], such that k(ξ) < 0 for ξ ∈ [0, ε(x+c, y))
and k(ξ) ≥ 0 for ξ ∈ [ε(x + c, y), y]. By the assumption for period t − 1, if
Y¯t−1(x + c − ξ) ≤ y − ξ ≤ x + c − ξ, then min
y−ξ≤ω≤x+c−ξ
{Gt−1(ω, x + c − ξ)} =
Gt−1(y − ξ, x + c − ξ), since Gt−1(ω, x + c − ξ) in nondecreasing in ω on that
region. Thus,
ft−1(y − ξ, x+ c− y) = min
y−ξ≤ω≤x+c−ξ
{Gt−1(ω, x+ c− ξ)− p(y − ξ)}
= Gt−1(y − ξ, x+ c− ξ)− p(y − ξ).
Consequently, we have ft−1(y − ξ, x+ c− y) = Gt−1(y − ξ, x+ c − ξ)− p(y − ξ)
for ξ ∈ [0, ε(x+ c, y)) and ft−1(y − ξ, x+ c − y) = g¯t−1(x + c− ξ)− p(y − ξ) for
ξ ∈ [ε(x+ c, y), y]. This leads to
Gt(y, x+ c) = q¯(y) + α[1− Φ(y)]g¯t−1(x+ c− y)
+ α
∫ ε(x+c,y)
0
Gt−1(y − ξ, x+ c− ξ)φ(ξ)dξ
+ α
∫ y
ε(x+c,y)
g¯t−1(x+ c− ξ)φ(ξ)dξ,
and
∂
∂y
Gt(y, x+ c) = q¯
′(y)− αφ(y)g¯t−1(x+ c− y)− α[1− Φ(y)]g¯
′
t−1(x+ c− y)
+ α
∂
∂y
ε(x+ c, y)Gt−1(y − ε(x+ c, y), x+ c− ε(x+ c, y))
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φ(ε(x+ c, y))
+ α
∫ ε(x+c,y)
0
∂
∂y
Gt−1(y − ξ, x+ c− ξ)φ(ξ)dξ
+ αg¯t−1(x+ c− y)φ(y)
− α
∂
∂y
ε(x+ c, y)g¯t−1(x+ c− ε(x+ c, y))φ(ε(x+ c, y)).
Note that Gt−1(y − ε(x+ c, y), x+ c− ε(x+ c, y)) = ft−1(y − ε(x+ c, y), x+ c−
y) + p(y − ε(x+ c, y)) = g¯t−1(x+ c− ε(x+ c, y)). Therefore,
∂
∂y
Gt(y, x+ c) = q¯
′(y) + α[Φ(y)− 1]g¯′t−1(x+ c− y)
+ α
∫ ε(x+c,y)
0
∂
∂y
Gt−1(y − ξ, x+ c− ξ)φ(ξ)dξ
=
∂
∂y
G¯t(y, x+ c) + α
∫ ε(x+c,y)
0
∂
∂y
Gt−1(y − ξ, x+ c− ξ)φ(ξ)dξ.
By Lemma 1, ∂
∂y
G¯t(y, x + c) ≥ 0 for y ≥ Y¯t(x + c). For ξ ∈ [0, ε(x + c, y)),
we have Y¯t−1(x + c − ξ) < y − ξ. By the assumption for period t − 1, we have
∂
∂y
Gt−1(y − ξ, x+ c − ξ) ≥ 0 there. Thus,
∂
∂y
Gt(y, x+ c) ≥ 0. Therefore, we can
conclude that ∂
∂y
Gt(y, x+ c) ≥ 0 when Y¯t(x+ c) ≤ y ≤ x+ c. This completes the
induction and the proof.
Corollary 5. For 1 ≤ t ≤ T , argmin
x≤y≤x+c
{Gt(y, x+c)} = y¯t(x+c) when x ≤ y¯t(x+c),
and argmin
x≤y≤x+c
{Gt(y, x+ c)} = x when x > y¯t(x+ c).
Corollary 5 directly follows from Lemmas 1, 3, and 4. It shows that the optimal
production thresholds in the original system are exactly the same as those in the
extended system, and therefore, they share all the properties that we proved in
the previous lemmas. We precisely describe the structure of the optimal policy of
the original system in the following theorem.
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Theorem 6. The optimal policy is specified by thresholds y∗t (xt, ct) such that
if xt < y
∗
t (xt, ct), we produce up to y
∗
t (xt, ct), otherwise, we do not produce.
Moreover, y∗t (xt, ct) depends only on the sum xt+ct; that is, y
∗
t (xt, ct) = y
∗
t (x
′
t, c
′
t),
for all (xt, ct) and (x
′
t, c
′
t) such that xt + ct = x
′
t + c
′
t. The optimal policy has the
following additional properties
(a) If xt + ct ≥ ty˜, then y
∗
t (xt, ct) = y˜,
(b) If xt + ct < ty˜, then
xt+ct
t
≤ y∗t (xt, ct) ≤ y˜,
(c) If xt + ct < yˇ, then y
∗
t (xt, ct) = xt + ct,
(d) y∗t (xt, ct) is nondecreasing in ct,
(e) ∂
∂ct
y∗t (xt, ct) ≤ 1, and
(f) y∗t (xt, ct) is nonincreasing in t.
(y˜ = Φ−1( l−p
h+l−αp
) is the base-stock level in the corresponding problem without the
allowance constraint, and yˇ = Φ−1( (1−α)(l−p)
h+(1−α)l
).)
Theorem 6 is a consequence of the preceding statements. From Corollary 5,
the optimal policy is specified by the dynamic threshold y∗t (xt, ct) = y¯t(xt + ct).
In each period t, if the inventory level xt is less than y
∗
t (xt, ct), we produce up to
y∗t (xt, ct), otherwise, we do not produce. Property (a) is due to the fact that when
xt + ct ≥ ty˜, the allowance constraint is not active. Thus, the original optimal
solution is feasible and therefore optimal. Properties (b), (d)-(f) are proved in
Lemma 2. Property (c) is proved in Lemma 1.
Property (a) in Theorem 6 states that when the effective capacity (x + c)
is sufficiently high, we produce up to the base-stock level in the corresponding
problem without the allowance constraint. Property (b) indicates that when
the effective capacity is in the mid-region, we produce up to a threshold that
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is upper-bounded by the base-stock level in the unconstrained problem, and
lower-bounded by the value of the effective capacity divided by the number
of remaining periods. Property (c) states that when the effective capacity is
sufficiently low, we produce as much as possible. Property (d) shows that, in each
period, the higher the remaining allowance amount is, the higher the production
threshold is. Property (e) states that each unit increase in the remaining allowance
will lead to at most one unit increase in the production threshold. Property (f)
suggests that the closer we get to the end of the planning horizon, the higher the
production threshold will be.
Property (a) confirms our intuition in Section 2.3 that when the allowance
amount is high, we should not change the production decision from the one
used in the unconstrained problem. However, when the allowance amount is in
the mid-region, the decision becomes how best to allocate the allowance over
the planning horizon, and the production thresholds are lower than those in
the unconstrained problem. This is because we run the risk of incurring too
much holding cost if too much allowance is used early on. On the other hand,
the production thresholds are higher than the value of the effective capacity
divided by the number of remaining periods. This is because we run the risk of
incurring too much shortage cost (while having unused allowance) if we postpone
using allowance until later periods. Property (f) confirms the intuition that,
knowing shortages would occur anyway over the remaining planning horizon (i.e.,
cumulative demand over the remaining periods is known with certainty to exceed
the remaining capacity), we should use the available allowance up as much as
possible. Properties (d) and (e) are due to the fact that the allowance serves as
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a constraint on our optimization problem. Property (c) intrinsically results from
the discounted cost setting.
Next, we provide numerical results illustrating the structure of the optimal
policy. Figure 2.1 illustrates the structure of the optimal policy and the properties
stated in Theorem 6. (The figures are for an example where the demand is
uniformly distributed on [1, 15]. We use this demand setting throughout all the
numerical studies in this work, and the results are qualitatively the same for other
common distributions we tested. p = 3, h = 1 and l = 8 in 2.1(a)-2.1(e); α = 0.8
in 2.1(a)-2.1(d); α = 1 in 2.1(e); t = 5 in 2.1(a)-2.1(d); ct = 30 in 2.1(a); and
xt = 0 in 2.1(c)-2.1(e).)
Figures 2.1(a) and 2.1(b) illustrate the structure of the optimal policy. Figure
2.1(c) shows the production thresholds for different values of xt+ct, and properties
(a)-(d) in Theorem 6 can be easily observed there. Namely, if xt + ct ≥ ty˜, then
y∗t = y˜; if xt + ct < ty˜, then
xt+ct
t
≤ y∗t ≤ y˜; and if xt + ct < yˇ, then y
∗
t = xt + ct;
besides, y∗t is nondecreasing in ct. Figure 2.1(d) illustrates property (e), namely,
∂
∂ct
y∗t (xt, ct) ≤ 1. Figure 2.1(e) confirms property (f), namely, y
∗
t is nonincreasing
in t.
Next, we examine how the allowance constraint affects the expected optimal
cost and the expected cumulative amount produced.
Corollary 7. For 0 ≤ t ≤ T , the following holds
(a) ft(x, c) is convex in c ∀x, and
(b) p− l ≤ ∂
∂c
ft(x, c) ≤ 0 ∀x ∀c.
Proof of Corollary 7: We prove Corollary 7 using induction, and for part (a),
we verify the convexity by showing that ∂
∂c
ft−1(x, c) is nondecreasing in c. For
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Figure 2.1: An Illustration of the Structure of Optimal Policy
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t = 0, this is obviously true.
For t ≥ 1, suppose that in period t− 1, ∂
∂c
ft−1(x, c) is nondecreasing in c, and
p − l ≤ ∂
∂c
ft−1(x, c) ≤ 0, then in period t, we consider three cases: x ≤ y¯t(x),
x ≥ y˜, and y¯t(x) < x < y˜.
If x ≤ y¯t(x), then by Lemma 2, x ≤ y¯t(x+ c) ∀c. Thus, by Lemma 3, we have
ft(x, c) = f¯t(x, c), and therefore
∂2
∂c2
ft(x, c) =
∂2
∂c2
f¯t(x, c) = g¯
′′
t (x + c) ≥ 0, which
implies that ∂
∂c
ft(x, c) is nondecreasing in c ∀c.
If x ≥ y˜, then by Lemma 2, x ≥ y¯t(x+ c) ∀c. Thus, by Lemma 4, we have
ft(x, c) = min
x≤y≤x+c
{Gt(y, x+ c)} − px
= Gt(x, x+ c)− px
= L(x) + α
∫ x
0
ft−1(x− ξ, c)φ(ξ)dξ + α
∫ ∞
x
ft−1(0, c)φ(ξ)dξ.
Thus,
∂
∂c
ft(x, c) = α
∫ x
0
∂
∂c
ft−1(x− ξ, c)φ(ξ)dξ + α
∫ ∞
x
∂
∂c
ft−1(0, c)φ(ξ)dξ,
which is nondecreasing in c ∀c, by the inductive assumption for period t− 1.
If y¯t(x) < x < y˜, since y¯t(x+c) is nondecreasing in c for x ∈ (y¯t(x), y˜), ∃ a finite
cˆ(x) > 0 such that x > y¯t(x+ c) for c ∈ [0, cˆ(x)), x < y¯t(x + c) for c ∈ (cˆ(x),∞)
and x = y¯t(x + cˆ(x)). Applying the above argument,
∂
∂c
ft(x, c) is nondecreasing
in c for c ∈ [0, cˆ(x)] and c ∈ [cˆ(x),∞). To show that ∂
∂c
ft(x, c) is nondecreasing in
c on [0,∞), we still need to show that lim
c→cˆ(x)−
∂
∂c
ft(x, c) = lim
c→cˆ(x)+
∂
∂c
ft(x, c), where
lim
c→cˆ(x)−
∂
∂c
ft(x, c) = α
∫ x
0
∂
∂c
ft−1(x− ξ, c)|c=cˆ(x)φ(ξ)dξ
+ α
∫ ∞
x
∂
∂c
ft−1(0, c)|c=cˆ(x)φ(ξ)dξ,
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and lim
c→cˆ(x)+
∂
∂c
ft(x, c) = lim
c→cˆ(x)
g¯′t(x+c). Note that since y¯t(x+ cˆ(x)) = x < x+ cˆ(x),
∃ δ > 0 such that y¯t(x+ c) < x+ c for c ∈ [cˆ(x), cˆ(x) + δ), and by the definition
of y¯t(x + c), we must have x + c ≥ yˇ, and y¯t(x + c) = Y¯t(x + c), thus, from the
proof of Lemma 1,
lim
c→cˆ(x)+
∂
∂c
ft(x, c) = lim
c→cˆ(x)
{α[1− Φ(y¯t(x+ c))]g¯
′
t−1(x+ c− y¯t(x+ c))
+ α
∫ y¯t(x+c)
0
g¯′t−1(x+ c− ξ)φ(ξ)dξ}
= lim
c→cˆ(x)
[α
∫ y¯t(x+c)
0
g¯′t−1(x+ c− ξ)φ(ξ)dξ
+ α
∫ ∞
y¯t(x+c)
g¯′t−1(x+ c− y¯t(x+ c))φ(ξ)dξ].
However, when c ∈ [cˆ(x), cˆ(x) + δ), we have x ≤ y¯t(x + c), and therefore
x ≤ y¯t−1(x+ c) by Lemma 2. It is easy to check (using the method in the proof of
Lemma 3) that x−ξ ≤ y¯t−1(x+c−ξ) for all ξ ∈ [0, y¯t(x+c)]. Thus, ft−1(x−ξ, c) =
f¯t−1(x − ξ, c), and therefore
∂
∂c
ft−1(x− ξ, c) =
∂
∂c
f¯t−1(x − ξ, c) = g¯
′
t−1(x+ c− ξ),
for all ξ ∈ [0, y¯t(x+ c)]. Consequently,
lim
c→cˆ(x)+
∂
∂c
ft(x, c) = lim
c→cˆ(x)
[α
∫ y¯t(x+c)
0
∂
∂c
ft−1(x− ξ, c)φ(ξ)dξ
+ α
∫ ∞
y¯t(x+c)
∂
∂c
ft−1(x− y¯t(x+ c), c)φ(ξ)dξ].
Now, notice that x = y¯t(x+ cˆ(x)), thus,
lim
c→cˆ(x)+
∂
∂c
ft(x, c) = α
∫ x
0
∂
∂c
ft−1(x− ξ, c)|c=cˆ(x)φ(ξ)dξ
+ α
∫ ∞
x
∂
∂c
ft−1(0, c)|c=cˆ(x)φ(ξ)dξ
= lim
c→cˆ(x)−
∂
∂c
ft(x, c).
This completes the induction for part (a).
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For part (b), we have shown that in period t, either ∂
∂c
ft(x, c) = g¯
′
t(x+ c), or
∂
∂c
ft(x, c) = α
∫ x
0
∂
∂c
ft−1(x− ξ, c)φ(ξ)dξ + α
∫ ∞
x
∂
∂c
ft−1(0, c)φ(ξ)dξ.
In the first case, we have p− l ≤ ∂
∂c
ft(x, c) ≤ 0 by Lemma 1. In the second case,
the inequalities directly follow the inductive assumption in period t − 1. This
completes the whole proof.
Property (a) states that the expected optimal cost is convex with respect to
the remaining allowance. This implies that there is diminishing value to increasing
the allowance amount, or equivalently, that cost becomes increasingly insensitive
to the allowance amount as the allowance amount increases. Property (b) states
that a unit increase in the allowance amount leads to at most p− l unit decrease
in cost, or equivalently, a unit decrease in the allowance amount leads to at most
l − p unit increase in the expected optimal cost, further confirming the relative
insensitivity of cost to the allowance amount. These results are illustrated in
Figure 2.2 for an example system with 12 periods (T = 12). For all the cases
shown, the allowance amount can be decreased by up to 50% from the maximum
value of 160 with cost increasing by at most 15%. Note that an upper bound
on the maximum amount of allowance that would ever be consumed under an
optimal policy is T y˜, where y˜ is the base-stock level in the corresponding problem
without the allowance constraint.
The above results suggest that in some cases it might be possible to impose
an allowance constraint (or to tighten an existing constraint) without significantly
increasing cost. This is of particular relevance to settings where the constraint is
due to a scarce natural resource used as input in production or due to a limit on
waste or harmful externalities associated with production.
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(b) xT = 0, h = 1, l = 8, α = 1
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(c) xT = 0, p = 3, l = 8, α = 1
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(d) xT = 0, p = 3, h = 1, α = 1
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Figure 2.2: Impact of Allowance on Optimal Cost
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Figure 2.3(a) illustrates, for an example system, how the expected cumulative
amount produced over the entire planning horizon under the optimal policy and
the expected optimal cost are affected by the allowance constraint. Figure 2.3(b)
shows the percentage differences in cumulative amount produced and cost between
a constrained and an unconstrained system. The results confirm that, there is
indeed an opportunity to significantly reduce the cumulative amount produced (in
some applications this corresponds to the scare natural resources used or harmful
externalities generated), without significantly increasing cost. Figure 2.3(b) also
suggests that there is a range of values for cT , for which the percentage reduction
in cumulative amount produced is higher than the percentage increase in cost.
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2.6 Heuristics
In this section, we examine the benefit of using the optimal policy relative to
using simpler heuristics. In particular, we consider three plausible heuristics
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that account in different ways for the production allowance constraint. Below,
we describe each heuristic and then provide numerical results that compare its
performance relative to that of the optimal policy.
Heuristic U: This heuristic is motivated by Properties (a) and (b) in Theorem
6, which indicate that y∗t (xt, ct) is upper-bounded by y˜ (the base-stock level in the
corresponding problem without the allowance constraint). Under this heuristic, if
the on-hand inventory level at the beginning of a period is below y˜, we produce to
bring the inventory level as close as possible to y˜; otherwise, we do not produce.
In other words, the production thresholds are specified as follows:
y¯Ut (xt, ct) =
{
y˜ if xt + ct ≥ y˜,
xt + ct otherwise.
Heuristic L: This heuristic is motivated by the first inequality of Property
(b) in Theorem 6, which indicates that y∗t (xt, ct) is lower-bounded by
xt+ct
t
(the
effective capacity divided by the number of remaining periods) when xt+ ct < ty˜.
Under this heuristic, if effective capacity in a period is sufficiently high, we produce
up to y˜; otherwise, we produce up to a level which equals the effective capacity
divided by the number of remaining periods. In particular, the production
thresholds are given by:
y¯Lt (xt, ct) =
{
y˜ if xt + ct ≥ ty˜,
xt+ct
t
otherwise.
Heuristic P: This heuristic is mimicked by inventory systems where there is a
production capacity constraint applied independently to each period. Under this
heuristic, allowance cT is divided equally among the different periods, so that in
each period, the production threshold is given by min{ cT
T
, y˜}.
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We provide numerical results that illustrate the relative difference between the
performance of heuristics U and L and the performance of the optimal policy (we
comment on the performance of heuristic P at the end of the section). The relative
difference, which we denote by δ, is defined as follows:
δ =
expected cost under the heuristic − expected cost under the optimal policy
expected cost under the optimal policy
.
Figure 2.4 illustrates the effect of various problem parameters, namely cT , p,
α, and σ, where σ = l−p
h
. (The effect of h and l can be evaluated by evaluating the
effect of σ = l−p
h
since y˜ = Φ−1( l−p
h+l−p
) when α = 1.) The following observations
can be made.
Observation 1: For both heuristics, the relative difference is (generally) first
increasing and then decreasing in cT .
For heuristic U, the difference in cost relative to the optimal policy is mainly
a consequence of the higher holding cost incurred under the heuristic. When
cT is small, lost-sales cost is large and dominates the holding cost under both
the heuristic and the optimal policy. Thus, the relative difference is small. As
ct initially increases, the difference in holding costs between the heuristic and
the optimal policy increases. However, with further increases, this difference
diminishes as both the heuristic and the optimal policy are able to produce up to
the same base-stock level over an increasing number of periods. For the extreme
case where cT ≥ T y˜, heuristic U is optimal and the difference between the heuristic
and the optimal policy vanishes. Similar explanations apply to heuristic L, except
that for heuristic L, the difference in cost relative to the optimal policy is mainly
a consequence of the higher lost-sales cost. (Notice that, the non-monotonicity
in the increase and decrease observed in the figures for heuristic L is due to the
44
0 50 100 150
0
2
4
6
8
10
18
12
14
16
cT
R
el
at
iv
e 
di
ffe
re
nc
e 
(pe
rce
nta
ge
)
 
 
p=1
p=3
p=5
(a) Heuristic U (h = 3, l = 8, α = 1)
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(d) Heuristic L (h = 1, l = 8, α = 1)
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(b) Heuristic U (p = 1, h = 3, l = 8)
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(e) Heuristic L (p = 1, h = 1, l = 8)
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(c) Heuristic U (p = 1, l = 5, α = 1)
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(f) Heuristic L (p = 1, l = 5, α = 1)
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(g) Heuristics U and L
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Figure 2.4: An Illustration of the Performance of Heuristics U and L (T = 12,
xT = 0)
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discreteness of demand in the numerical experiments and the resulting rounding
off of xt+ct
t
.)
Observation 2: For both heuristics, the relative difference is decreasing in p.
As p increases, the fraction of expected cost due to production cost increases
and gradually dominates the fractions due to inventory holding and lost-sales cost.
This is true for both heuristics, explaining the decrease in the relative difference
as p increases.
Observation 3: The relative difference is increasing in α for heuristic U, but
decreasing for heuristic L.
As α gets smaller, future cost becomes less important. Thus, heuristic U which
is myopic performs better. Heuristic L performs worse since under this heuristic,
the effective capacity is divided equally among all the periods, and therefore all
periods are treated equally.
Observation 4: The relative difference is not monotone in the ratio σ for
heuristic U, but is increasing for heuristic L.
For heuristic U, when σ is large, the holding cost is dominated by the lost-sales
cost. Thus, for the reasons discussed earlier, the relative difference is small. When
σ is small, y˜ is small, and from Theorem 6, either heuristic U is optimal (if
cT ≥ T y˜), or the difference between y˜ and y
∗
t is small (the production quantity
under heuristic U would be very close to the production quantity under the optimal
policy), resulting in a small relative difference. As we can see from the figure, the
largest relative difference appears when σ = 1. For heuristic L, as σ increases, the
contribution of the lost-sales cost to total cost increases and, as a consequence,
the relative difference increases.
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Observation 5: When the holding cost is low or when the available allowance
is high, heuristic U performs better than heuristic L, and the reverse is true
otherwise.
As explained above, heuristic U performs better when the holding cost is low
relative to lost-sales cost, and the opposite is true for heuristic L. The effect of the
allowance can be explained as follows. When the allowance amount is low, lost
sales are inevitable, but there is an opportunity to reduce holding cost (thus the
superior performance of heuristic L). When the allowance amount is high, there
is an opportunity to reduce lost sales (thus the superior performance of heuristic
U).
Note that there are situations for which the heuristics perform much worse than
what is shown in the figures. Consider for example a two-period problem where
demand in each period takes value of 5 or 10 with equal probability. Suppose
c2 = 10, x2 = 0, p = 0.01, h = 10, l = 10.02, and α = 1. It is easy to check
that it is optimal to produce 5 in each period, which results in an expected cost
of 50.2. In contrast, under heuristic U, we produce 10 in period 1 and 0 in period
2, resulting in an expected cost of 75.2 and a corresponding relative difference of
nearly 50%.
Finally, we note that the performance of heuristic P is similar to the
performance of heuristic L. For example, the relative difference between heuristic
P and the optimal policy is decreasing in p, decreasing in α, and increasing in
the ratio σ. Under most of the settings considered, this period-based constraint
policy performs worse than heuristic L.
In summary, while there are regions under which these simple heuristics
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perform well, there is also a range of parameter values under which the
performance of the optimal policy is significantly superior.
2.7 Joint Allowance Optimization and Inventory
Control
We have so far assumed that the allowance amount cT is exogenously set. In
some applications, this may be a decision that would have to be made at the
beginning of the compliance period. For example, guaranteeing access to a raw
material or a critical natural resource that is in short supply may require paying
a fee that is increasing in the amount to be secured. Similarly, securing the
ability to order from a supplier up to a certain quantity may require paying
a reservation fee in advance. In settings, where production is associated with
negative environmental externalities, a regulating agency may also require the
production firms to purchase pollution permits before production takes place.
In each of these examples, the firm must decide on how much allowance to
purchase, knowing that not all of the allowance may eventually be used. The
problem can thus be viewed as consisting of two stages. In the first stage (the
investment stage), cT is determined while, in the second stage (the operating
stage), production decisions are made over the compliance period subject to the
allowance constraint. Let w denote the price per unit of allowance. Then, the
joint allowance optimization and inventory control problem can be formulated as
min
c≥0
FT (w, x, c),
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where
FT (w, x, c) = wc+ fT (x, c),
and fT (x, c) is defined as in Section 2.3. FT (w, x, c) represents the expected total
cost (the sum of investment cost and operating cost) in a T -period problem with
allowance price w, allowance decision c, and starting inventory level x.
Proposition 8. The expected total cost FT (w, x, c) is convex in c.
The above result follows directly from the fact that fT (x, c) is convex in c per
Corollary 7. This result is important because it implies that the optimal allowance
amount can be computed efficiently using standard convex optimization methods.
Now, let c∗T (w, x) denote the minimum value of c ≥ 0 that minimizes
FT (w, x, c), which represents the optimal allowance amount to purchase. Then,
let F ∗T (w, x) = FT (w, x, c
∗
T (w, x)) denote the corresponding optimal expected total
cost.
Proposition 9. The following holds
(a) c∗T (w, x) is nonincreasing in w,
(b) F ∗T (w, x) is nondecreasing and concave in w,
(c) c∗T (w, x) = 0 when w ≥ l − p, and
(d)
∂c∗T
∂w
(w, x)|w=0 = −∞.
Proof of Proposition 9: ∂FT
∂c
(w, x, c) = w + ∂fT
∂c
(x, c). If ∂fT
∂c
(x, c)|c=0 ≥ −w,
then by the convexity of fT (x, c) in c per Corollary 7, we have c
∗
T (w, x) = 0
and F ∗T (w, x) = fT (x, 0). Otherwise, we have w +
∂fT
∂c
(x, c)|c=c∗
T
(w,x) = 0. Thus,
1 + ∂
2fT
∂c2
(x, c)|c=c∗
T
(w,x)
∂c∗
T
∂w
(w, x) = 0, and
∂c∗
T
∂w
(w, x) = −1/∂
2fT
∂c2
(x, c)|c=c∗
T
(w,x) ≤ 0.
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Also,
∂F ∗T
∂w
(x, w) = c∗T (w, x)+w
∂c∗T
∂w
(w, x)+ ∂fT
∂c
(x, c)|c=c∗
T
(w,x)
∂c∗T
∂w
(w, x) = c∗T (w, x) ≥
0, and
∂2F ∗
T
∂w2
(x, w) =
∂c∗
T
∂w
(w, x) ≤ 0. This proves (a) and (b).
(c) directly follows Corollary 7. To prove (d), note that w+ ∂fT
∂c
(x, c)|c=c∗
T
(w,x) =
0, which implies ∂fT
∂c
(x, c)|c=c∗
T
(0,x) = 0. Then, applying Corollary 7, leads to
∂2fT
∂c2
(x, c)|c=c∗
T
(0,x) = 0. Noting that
∂c∗
T
∂w
(w, x) = −1/∂
2fT
∂c2
(x, c)|c=c∗
T
(w,x), we
conclude
∂c∗T
∂w
(w, x)|w=0 = −∞. This completes the proof.
Two results from the above proposition are worth highlighting. First, the
concavity of the optimal total cost in w stated in Property (b) implies that
there is a diminishing effect to higher allowance prices, with the firm increasingly
choosing lower allowance at the expenses of fulfilling demand; in the limit, the
firm chooses not to purchase any allowance. Second, Property (d) indicates that a
small initial increase in the unit price of allowance can lead to a significant decrease
in the amount of allowance purchased. This result is of particular relevance to
applications where the availability of the allowance is constrained because of limits
on natural resources used in production or of negative environmental externalities
associated with production. In such cases, putting a modest price on the natural
resource or a modest penalty on the environmental externality can significantly
reduce the corresponding usage. Figure 2.5 illustrates these effects for an example
system. In this example, an increase in price from 0 to 0.1 leads to a 25% drop in
the allowance amount, but remarkably only a 0.1% increase in the total cost.
Next, we examine how expected allowance usage is affected by the price of
the allowance, where expected allowance usage refers to the ratio of the expected
cumulative amount produced over the entire compliance period to the amount
of the allowance purchased. This notion is useful because it indicates the degree
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Figure 2.5: Impact of Allowance Price on Optimal Allowance Amount and Total
Cost (T = 12, xT = 0, p = 3, h = 1, l = 8, α = 1)
to which some allowance is wasted or goes unused. For example, in settings
where the allowance amount purchased corresponds to the amount of natural
resources purchased, a high expected allowance usage indicates that most of the
resources purchased would on average be used. This is desirable if the resource is
in short supply and allocating allowances for one firm might be at the detriment
of allocating the allowances to other firms.
Let Qt(x, c) denote the expected cumulative amount produced, under the
optimal policy, from period t to the end of the planning horizon with starting
inventory level x and remaining allowance c. Then, Qt(x, c), for t = T, ..., 1, can
be computed recursively as
Qt(x, c) =
∫ ∞
0
Qt−1((x− ξ)
+, c)φ(ξ)dξ,
if x ≥ y∗t (x, c), and
y¯t(x+ c)− x+
∫ ∞
0
Qt−1((y
∗
t (x, c)− x− ξ)
+, x+ c− y∗t (x, c))φ(ξ)dξ,
otherwise; with Q0(x, c) = 0. Let uT (w, x) denote the expected allowance usage.
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Then,
uT (w, x) =
QT (x, c
∗
T (w, x))
c∗T (w, x)
.
Proposition 10. ∂uT
∂w
(w, x)|w=0 =∞.
Proof of Proposition 10: We can easily prove that, for 1 ≤ t ≤ T , g¯′t(z) < 0
when z < ty˜, and g¯′t(z) = 0 when z ≥ ty˜. We can then show that
c∗T (0, x) =
{
T y˜ − x if x < y˜,
(T − 1)y˜ otherwise,
and ∂QT
∂c
(x, c)|c=c∗
T
(0,x) = 0. Therefore, using
the results from Proposition 9, we have
∂uT
∂w
(w, x)|w=0
=
∂QT
∂c
(x, c)|c=c∗
T
(w,x)
∂c∗
T
∂w
(w, x)c∗T (w, x)−
∂c∗
T
∂w
(w, x)QT (x, c
∗
T (w, x))
(c∗T (w, x))
2
|w=0
=∞.
Proposition 10 implies that if the resource supplier charges a modest price
per unit of the resource, then the resource increases significantly. In other words,
resources would be used much more efficiently if they are not available for free,
even if the associated price is very low. Figures 2.6(a) and 2.6(b) illustrate this
effect.
The results in Figures 2.6 are shown for demand distributions with the same
mean but different variances, and with the same lost-sales cost but different values
of holding cost. We do so to illustrate the joint effect of demand variability and
the ratio of holding cost to lost-sales costs.
First, regarding the optimal allowance amount, from Figures 2.6(c) and 2.6(d),
we see that when h is large (or l is small), higher demand variability always leads
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Figure 2.6: Impact of Allowance Price and Demand Variability (T = 12, xT = 0,
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to lower optimal allowance amount. However, when h is small, higher demand
variability leads to higher optimal allowance amount for small value of w, but lower
optimal allowance amount for large value of w. Notice that for the unconstrained
version of the problem, which corresponds to w = 0, higher demand variability
always leads to lower (higher) production quantity for large (small) values of h.
However, this is not the case in Figure 2.6(d), and the reason is that, larger w
leads to lower unit profit and therefore relatively lower penalties for shortage.
Next, from Figures 2.6(a) and 2.6(b), higher variability always leads to lower
expected allowance usage regardless of the price of allowance. This is perhaps
surprising given the above observation that higher variability does not always
lead to lower investment in allowance. This result is due to the fact that higher
variability affects in the same way both the optimal allowance amount and the
expected cumulative amount produced. Moreover, note that the percentage
increase in allowance usage due to an initial increase in the allowance price is
always higher with higher demand variability. The result suggests that initial
increases in allowance price can be particularly desirable when demand variability
is high.
Chapter 3
Service Systems with Finite and
Heterogeneous Customer Arrivals
3.1 Introduction
This work is motivated by systems where a finite number of customer arrivals
occur over a period of time followed by few or no arrivals for an extended period
thereafter. During the period over which arrivals take place, inter-arrival times
between consecutive customers can be different and so can be their service times.
Examples of such systems are numerous.
Consider, for example, settings where arrivals are triggered by the start of
an event or a service (e.g., the arrival of passengers to check-in for or to board
a flight), the total number of arrivals is finite (and determined by the number
of tickets sold). Passengers may belong to different classes (e.g., early, on-time,
and late) or are assigned to different groups (e.g., priority boarding zones), so
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that arrivals occur in waves with each wave drawing from the population of the
corresponding class or group.
Another example is one where a finite number of jobs go through a sequence
of production stages. The arrival process to each stage (other than the first one)
corresponds to the departure process from the preceding one. Because production
times at a particular stage are stochastic and can vary in distribution from job to
job, the inter-arrival times to the subsequent stage are also stochastic and vary
from job to job.
A third example is one where arrivals are driven by appointments (e.g.,
patient appointments at a health clinic). Assuming customers are punctual (or
nearly punctual), inter-arrival times coincide with time between appointments.
Depending on how appointments are scheduled, the inter-arrival times between
customers can vary. For example, spacing appointments equally leads to
uniform inter-arrival times, while other rules, such as those that schedule more
appointments at the beginning and at the end, and fewer in between, lead to
increasing and then decreasing inter-arrival times.
All the above examples share four common characteristics: (1) a finite number
of customers; (2) heterogeneous (and possibly stochastic) inter-arrival times; (3)
heterogeneous (and possibly stochastic) service times; and (4) inter-arrival and
service times that depend on the position of the customers in the arrival process.
Accounting for heterogeneity in arrival and service times is important in
settings where inter-arrival and service times exhibit distinctive features that make
it difficult to justify the common assumption of identically distributed inter-arrival
and service times. Such features include (1) arrivals that decrease in intensity with
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each subsequent arrival; (2) arrivals that increase in intensity with each subsequent
arrival; and (3) arrivals that exhibit the combinations of both the increasing and
decreasing features. They also include (1) service times that increase with each
subsequent service completion, typical of settings where servers are subject to
fatigue; (2) service times that decrease with each subsequent service completion,
typical of systems where learning takes place; and (3) service times that exhibit the
combinations of both the increasing and decreasing features (e.g., initial learning
by the servers that is followed by eventual fatigue).
The modeling and analysis of systems with finite arrivals and varying
inter-arrival and service times raise several important questions: (1) What is the
impact of different inter-arrival and service time features on system performance
(for example, does system performance deteriorate with increased heterogeneity in
inter-arrival or service times)? (2) For a fixed number of arrivals, are there features
which lead to better performance than others (for example, given a target time
window for arrivals, is it best to have more arrivals early on, in the middle, or
at the end of the arrival time window)? (3) How are the answers to the above
questions affected by other problem parameters such as the overall arrival intensity
and the total number of arrivals (for example, do higher levels of the parameters
favor certain arrival features over others)? (4) Does the heterogeneity in service
times affect performance the same way that the heterogeneity in inter-arrival times
does, or are there fundamental differences between these two?
In this work, we address these and other related questions. In particular, we
consider a system with a finite number of arrivals, where the inter-arrival time
between themth and (m+1)th customer is described by a random variable that has
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a general distribution which can be different from the distributions that describe
the inter-arrival times between other consecutive customers. Customer service
times are described by exponential distributions; however, the mean service times
(or service rates) of different customers can be different. We consider systems with
both single and multiple servers. Using an embedded Markov chain approach, in
each case, we are able to characterize analytically the probability distribution of
the number of customers seen by each arrival. This allows us to characterize
the waiting time distribution for each customer, from which we obtain various
performance measures of interest, including the expected waiting time of a specific
customer, the expected waiting time of an arbitrary customer, and the expected
completion time of all customers (makespan). These characterizations further
simplify for several special cases of interest, including systems with exponential
and deterministic inter-arrival times.
We carry out extensive numerical experiments to examine the effects of
heterogeneity in inter-arrival and service times. In particular, we examine cases
where, with each subsequent arrival or service completion, inter-arrival and service
times (1) increase, (2) decrease, (3) increase and then decrease, or (4) decrease
and then increase. We derive several managerial insights and discuss implications
for settings where such features can be induced. We validate the numerical results
using a fluid approximation that yields closed form expressions. Some of our key
findings are highlighted below:
• Arrival processes with different features can lead to significantly different
expected waiting times. There is a considerable difference in performance
between systems with homogeneous inter-arrival times and those with
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heterogeneous inter-arrival times. Therefore, ignoring the heterogeneity in
arrival process can lead to significant errors in performance evaluation.
• Arrival processes with homogeneous inter-arrival times may not lead to the
lowest waiting time. In fact, for a wide range of parameter values, systems
with homogenous inter-arrival times perform poorly.
• Although there is no strict ordering in terms of performance among the
arrival processes considered, for systems with homogeneous service times,
arrival processes where inter-arrival times decrease, or increase and then
decrease, lead to lower waiting time than those where inter-arrival times
increase, or decrease and then increase, suggesting that it is generally better
to postpone the busy (or peak) period.
• When inter-arrival times are homogeneous, systems in which customers with
short service times arrive early (at the beginning of the arrival period)
have lower waiting time than those in which such customers arrive later.
This is perhaps consistent with results about the optimality of processing
customers with shorter processing times first. However, this is not true when
inter-arrival times are heterogeneous.
• Inter-arrival and service time features that lead to lower waiting time may
not lead to lower makespan.
These insights show that there might be opportunities for system managers
to improve system performance by inducing certain arrival features and by
differentiating between customers or jobs with different service requirements. We
illustrate how arrivals could be affected using two examples. The first one involves
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the sequencing of a finite number of jobs through two production stages in series.
The second one involves the grouping of passengers into multiple boarding zones.
For systems where arrivals cannot be controlled, we examine how arrival processes
with different features affect the capacity needed to guarantee a specified level of
performance (e.g., a maximum expected waiting time or makespan).
3.2 Related Literature
Although systems with a finite number of arrivals and distinct features in
inter-arrival or service times are prevalent and perhaps even pervasive in practice,
they have received relatively little attention in the service operations management
literature (and more generally in the broader queueing literature). This appears
to be, in part, due to the difficulty of analyzing these systems using standard
queueing methodology which relies on steady state analysis (and therefore assumes
an infinite number of arrivals) or requires homogenous inter-arrival and service
times (see, e.g., Kleinrock 1975, Hall 1991).
There is an extensive literature that deals with finite population systems (see,
e.g., Takagi 1993, Haque and Armstrong 2007). However, in that case, the finite
population of customers cycles indefinitely through two phases of not needing
service and needing service (e.g., machines that require repairs). The analysis
typically assumes homogeneity in both arrival and service processes. Hence, this
literature does not capture the essential features of the problem we consider here.
There is also an extensive literature on systems with
time-dependent/state-dependent arrival or service processes (see, e.g.,
Courtois and Georges 1971, Ross 1978, Green et al. 1991) where the arrival
60
or service rates may depend on either time, the number of customers in system,
or the evolution of certain exogenous stochastic processes. This literature does
not capture the settings we describe here where inter-arrival and service times
depend on the order in which a particular customer arrives to the system and
where the number of customers is finite.
The literature which is most related to ours is the one on transient analysis
of queueing systems (see, e.g., Kelton and Law 1985, Parthasarathy and Moosa
1989, Griffiths et al. 2006). However, this literature typically assumes homogenous
inter-arrival and service time distributions and the existing results are for systems
with Markovian arrivals. Other related papers include Hu and Benjaafar (2009),
which treats a special case of our problem where all customers arrive at once (they
refer to this as the rush hour regime). Parlar and Moosa (2008) also consider a
special case of our problem where the arrivals are Markovian and determined by a
pure death process so that the arrival rates are linearly decreasing. In our case, we
allow for non-Markovian arrivals and arbitrary arrival rates. Hassin and Mendel
(2008) consider a system with a single server and finite arrivals, but customer
arrivals are determined by appointment times. Customers are assumed to be
punctual and therefore there is no uncertainty regarding arrival times. The service
times are exponentially and identically distributed.
There is an extensive body of literature in the area of scheduling which shares
features of the problem we consider in this work; namely a finite number of
customers (or jobs) that are processed through one or more machines. The
jobs are available for processing at specified release times. Jobs may vary in
their processing times, delay costs, and due dates. In some cases the release
61
and service times are stochastic. The focus of much of this literature is,
on developing efficient algorithms for generating optimal job sequences, or on
identifying structural properties of optimal sequences; see Pinedo (2012) and
Emmons and Vairaktarakis (2013) for a discussion of important results and a
review of relevant literature. Some of the literature treats the online version of
the problem where jobs arrive over time and a decision on which job to process next
is made with each job arrival and job completion (in the case where preemption
is allowed); see, for example, Chou et al. (2006), Chen and Shen (2007), and
Ouelhadj and Petrovic (2009). This literature is generally not concerned with
developing performance evaluation models as we are in this work.
Finally, there is a growing body of literature which deals with the scheduling
of appointments, particularly in healthcare settings. A review of this literature
can be found in Preater (2001) and Cayirli and Veral (2003). We also refer
the reader to Mondschein and Weintraub (2003), Gupta and Denton (2008), and
Jouini et al. (2014). Most of this literature assumes that customers are punctual
and the objective is to identify the optimal spacing between appointments where
the optimality is determined by a weighted measure of patient’s delay, physician’s
idleness, and tardiness. Note that when customers are punctual and service times
are exponential, the performance of a specified schedule can be evaluated using
the approach described in this work.
Some of the literature considers no-shows which introduces a particular form
of stochasticity in patients’ inter-arrival times. For example, Kaandorp and Koole
(2007) develop a local search algorithm to identify optimal schedules in the
presence of no shows and show that a so-called dome-shaped form where more
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appointments are scheduled at the beginning and at the end of the schedule,
is particularly effective (see related discussion in Section 3.7). Zeng et al.
(2010) extend Kaandorp and Koole (2007) to include heterogeneous no-show
rates. Koeleman and Koole (2012) also generalize the model by considering
both scheduled and emergency arrivals. Some recent papers consider patient
scheduling based on an open access model with same day appointments; see
Robinson and Chen (2010) and the references therein.
The rest of the chapter is organized as follows. In Section 3.3, we describe
the model and provide analysis for the single server system. In Section 3.4, we
extend the analysis to the multi-server case. In Section 3.5, we present numerical
results and discuss insights. In Section 3.6, we describe the fluid approximation.
In Section 3.7, we discuss example applications.
3.3 Problem Description and Analysis
We consider a queueing system with a single server and a finite number of
customers arriving randomly over time. The total number of customers is M . We
index customers by the order of their arrivals, so that customerm form = 1, ...,M ,
is the mth customer to arrive. The inter-arrival time between customer m−1 and
customer m has a general distribution with a finite mean 1
λm
for m = 2, ...,M .
No other specific assumptions are made concerning inter-arrival times except that
they are independent. Customer service times are independent and exponentially
distributed with a strictly positive and finite mean 1
µm
for customer m. We
make the exponential assumption regarding the distribution of service times for
mathematical tractability, as it allows us to formulate the problem as an embedded
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Markov chain. This assumption is also useful in approximating the behavior of
systems where service time variability is high. Doing away with this assumption
without losing tractability is difficult, given the generality of the model otherwise
(i.e., the heterogeneity in inter-arrival and service times). Upon arrival, a customer
goes immediately into service if the server is available. If not, the customer joins
the queue and waits. Customers waiting in queue are served on a first-come,
first-served (FCFS) basis.
Note that the inter-arrival and service times are indexed by the position of
the customer in the arrival sequence (m = 1, ...,M) and not by time, as in a
time-dependent process. This is because we are interested in settings, such as the
ones we describe in Section 3.1, where the characteristics of the arrival and service
processes are affected by the number of customers that have already arrived and
not by the amount of time that has already elapsed. This is apparent for example
when customers, who are drawn from a finite population, arrive independently
from each other, when arrivals correspond to service completions from a preceding
process, or when service times are affected by the number of customers previously
processed, as in situations in which learning and fatigue can take place.
We are interested in characterizing customer waiting time. Our approach
consists of first computing the probabilities of the system states seen by a new
arrival. We then compute the conditional waiting time, given the system state.
Finally, we characterize the unconditional waiting time by averaging over all
possibilities. We denote Am as the random variable that describes the arrival
time of customer m, and Rm as the random variable that describes the number of
customers found in system by customer m, upon her arrival at Am. This means
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that the total number of customers in system immediately after Am is Rm+1. We
let pm,i = Pr{Rm = i} refer to the probability that the m
th customer finds, upon
arrival, i customers already in system (in queue or in service) for i = 0, ..., m− 1
and m = 1, ...,M .
In what follows, we first characterize the probabilities pm,i. Let Tm be the
random variable describing the inter-arrival time between customers m − 1 and
m, and let fm(.) be its probability density function. We have Tm = Am − Am−1
for m = 2, ...,M . Without loss of generality, we assume the first customer arrives
at time 0 (T1 = 0). For m = 1, we have p1,0 = 1 and p1,i = 0 for i 6= 0, because the
first customer always finds the system empty. For 2 ≤ m ≤ M , we separate the
two cases, 1 ≤ i ≤ m− 1 and i = 0. Let us first consider the case 1 ≤ i ≤ m− 1.
Conditioning on the number of customers found, upon arrival, by customer m−1,
we obtain
pm,i =
m−2∑
j=i−1
pm−1,jPr{Rm = i | Rm−1 = j} (3.1)
for 2 ≤ m ≤ M . Note that we must have i−1 ≤ j ≤ m−2. Let us now characterize
the probability Pr{Rm = i | Rm−1 = j} for 1 ≤ i ≤ m− 1 and i− 1 ≤ j ≤ m− 2.
We again separate the analysis into two cases, i ≤ j ≤ m−2 and j = i−1. Firstly,
when i ≤ j ≤ m−2, for customer m to find i customers given that customer m−1
finds j, there must be exactly j− i+1 service completions during the time period
(Am−1, Am]. It is easy to see that the j − i+ 1 customers who have finished their
service are customers m− j − 1, m− j, ..., m− i− 1, and the one under service at
time Am is customer m− i. Let us define Bm,i,j as the random variable describing
the total duration of those j − i + 1 service completions, and let fBm,i,j (.) and
FBm,i,j (.) be its probability density function and cumulative distribution function,
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respectively. Noting that the underlying process is a pure death process, we can see
that Bm,i,j is equal to the summation of exponential random variables, and thus, it
is hypoexponentially distributed with parameters µm−j−1, µm−j, ..., µm−i−1. From
Ross (2009), we have (in the case where all the rates are distinct) fBm,i,j (t) =∑m−i−1
l=m−j−1 µlom,i,j,le
−µlt and FBm,i,j (t) = 1−
∑m−i−1
l=m−j−1 om,i,j,le
−µlt for t ≥ 0, where
om,i,j,l =
∏m−i−1
n=m−j−1, n 6=l
µn
µn−µl
. (By convention, an empty product equals 1.) We
denote by εm−i the exponential random variable that describes the service time of
the (m− i)th (yet to complete service) customer, and let fεm−i(.) be its probability
density function, then we have fεm−i(t) = µm−ie
−µm−it for t ≥ 0. Let us now define
the random variable Cm,i,j by Cm,i,j = Bm,i,j + εm−i. One may easily see that
Pr{Rm = i | Rm−1 = j} = Pr{Bm,i,j < Tm < Cm,i,j}. Due to the independence
between Tm, Bm,i,j and εm−i, we have
Pr{Rm = i | Rm−1 = j}
= µm−i
m−i−1∑
l=m−j−1
µlom,i,j,l
∫ ∞
0
∫ ∞
0
∫ y+z
y
fm(x)e
−µly−µm−izdxdydz
for i ≤ j ≤ m− 2. Similarly, for j = i− 1, we have
Pr{Rm = i | Rm−1 = i− 1} = µm−i
∫ ∞
0
∫ z
0
fm(x)e
−µm−izdxdz,
which leads to
pm,i = µm−i
m−2∑
j=i
m−i−1∑
l=m−j−1
µlpm−1,jom,i,j,l
∫ ∞
0
∫ ∞
0
∫ y+z
y
fm(x)e
−µly−µm−izdxdydz
+ pm−1,i−1µm−i
∫ ∞
0
∫ z
0
fm(x)e
−µm−izdxdz (3.2)
for 1 ≤ i ≤ m− 1. As for the quantity pm,0, it is simply given by
pm,0 = 1−
m−1∑
i=1
pm,i (3.3)
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for 2 ≤ m ≤ M . Using Equations (3.2) and (3.3), the probabilities pm,i for
1 ≤ m ≤M and 0 ≤ i ≤ m− 1 can be recursively computed starting with m = 1.
Next we show how the above probabilities can be used to characterize various
performance measures. Let Xm, a random variable, denote the waiting time in
queue of customer m, and let E(Xkm) be the corresponding k
th moment for k ≥ 1.
(For the rest of the chapter, we use E(Zk) to denote the kth moment of a random
variable Z for k ≥ 1.) Note that X1 = 0 with probability 1, since it corresponds
to the waiting time of the first customer. For 2 ≤ m ≤M , we have
E(Xkm) =
m−1∑
i=1
pm,iE(X
k
m,i),
where Xm,i is the conditional random variable denoting the waiting time in
queue for customer m, given that customer m finds, upon arrival, i customers
in system. Obviously, Xm,0 = 0 with probability 1. For 1 ≤ i ≤ m − 1,
the i customers seen by the mth arrival are customers m − 1, m − 2, ..., m − i.
For the (m − i)th customer who is currently in service, the remaining service
time is still exponentially distributed with rate µm−i. Since their service times
are independent and exponentially distributed, Xm,i has a hypoexponential
distribution with parameters µm−1, µm−2, ..., µm−i. Hence, the quantities E(X
k
m,i)
for k ≥ 1 can be easily computed. For example, we have E(Xm,i) =
∑m−1
l=m−i
1
µl
and E(X2m,i) =
∑m−1
l=m−i
1
µ2
l
+ (
∑m−1
l=m−i
1
µl
)2.
Let the random variable X denote the waiting time in queue of an arbitrary
customer among the M ones. Then, we obtain E(Xk) = 1
M
∑M
m=2E(X
k
m) =
1
M
∑M
m=2
∑m−1
i=1 pm,iE(X
k
m,i) for k ≥ 1. In particular, we have
E(X) =
1
M
M∑
m=2
m−1∑
i=1
m−1∑
l=m−i
pm,i
µl
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and
V ar(X) =
1
M
M∑
m=2
m−1∑
i=1
pm,i

 m−1∑
l=m−i
1
µ2l
+
(
m−1∑
l=m−i
1
µl
)2
−
1
M2
(
M∑
m=2
m−1∑
i=1
m−1∑
l=m−i
pm,i
µl
)2
.
From the probabilities pm,i, we can also characterize the distribution of X .
Specifically, Pr{X ≤ t} = 1
M
(1 +
∑M
m=2 Pr{Xm ≤ t}) =
1
M
+ 1
M
∑M
m=2(pm,0 +∑m−1
i=1 pm,iPr{Xm,i ≤ t}) for t ≥ 0. In case all the rates are distinct, we have
Pr{X ≤ t} = 1−
1
M
M∑
m=2
m−1∑
i=1
m−1∑
l=m−i
pm,iom,0,i−1,le
−µlt.
In addition to waiting time, an important performance measure for systems
with finite arrivals is makespan, namely, the time it takes the system to complete
serving all customers. Since the server starts working at time zero, makespan can
be computed as the departure time of the last customer (customer M). We define
Dm as the random variable describing the departure time of customer m. Then
DM = AM +XM + εM , which leads to
E(DM) = E(AM) + E(XM) + E(εM) =
M∑
m=2
1
λm
+
M−1∑
i=1
M−1∑
l=M−i
pM,i
µl
+
1
µM
.
Other measures of interest, such as those discussed in Cayirli and Veral
(2003), can also be easily obtained. For example, the expected total time in
system (waiting time + service time) for an arbitrary customer is given by
1
M
(
∑M
m=1E(Xm)+
1
µm
), or equivalently 1
M
∑M
m=1
1
µm
+ 1
M
∑M
m=2
∑m−1
i=1
∑m−1
l=m−i
pm,i
µl
;
the expected server idle time is given by E(DM) −
∑M
m=1
1
µm
, or
equivalently
∑M
m=2
1
λm
+
∑M−1
i=1
∑M−1
l=M−i
pM,i
µl
−
∑M−1
m=1
1
µm
; and the expected server
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utilization is given by (
∑M
m=1
1
µm
)/E(DM), which can also be rewritten as
(
∑M
m=1
1
µm
)(
∑M
m=2
1
λm
+
∑M−1
i=1
∑M−1
l=M−i
pM,i
µl
+ 1
µM
)−1. Various service level measures
can also be obtained, including the probability that a customer waits more than
a specified threshold or that makespan exceeds a certain threshold.
In some applications where the arrival process can be controlled, another useful
performance measure is the amount of time, starting from time zero, until a
customer arrives. This can be viewed as the indirect or oﬄine waiting time. The
expected arrival time of an arbitrary customer is given by
∑M
m=2
∑m
i=2 E(Ti)
M
.
Next, we consider three special cases for which the analysis simplifies further.
The Case of Exponential Inter-arrival Times: In this case, computing the
probability pm,i simplifies by noting that, the probability Pr{Rm = i | Rm−1 = j}
for 1 ≤ i ≤ m− 1 and i− 1 ≤ j ≤ m− 2, can now be expressed as
Pr{Rm = i | Rm−1 = j} =
(
j+1∏
l=i+1
µm−l
µm−l + λm
)
λm
µm−i + λm
. (3.4)
The Case of Deterministic Inter-arrival Times: In this case, Tm is constant
and equal to 1
λm
for 2 ≤ m ≤M . The probability density function fm(t) is now a
Dirac delta function at 1
λm
, which leads to
Pr{Rm = i | Rm−1 = j} = e
−
µm−i
λm
m−i−1∑
l=m−j−1
om,i,j,l
µl
µm−i − µl
(e
µm−i−µl
λm − 1)
for i ≤ j ≤ m− 2, and Pr{Rm = i | Rm−1 = i− 1} = e
−
µm−i
λm .
The case of deterministic inter-arrival times is of interest in applications where
arrivals are determined by appointments and customers are punctual. In this
case, arrival times correspond to appointment times. Note that the above allows
for heterogeneous service time distributions and generalizes earlier treatments
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that consider service times with homogenous rates (see, e.g., Kaandorp and Koole
2007, Hassin and Mendel 2008).
The Case of Instantaneous Arrivals: An extreme case of the arrival process
is one where customers arrive all at once. In this case, the expected waiting
time of the mth customer corresponds to the sum of the expected service times
of customers 1, 2, ..., m − 1, i.e. E(Xm) =
∑m−1
i=1
1
µi
. This leads to E(X) =
1
M
∑M
m=2
∑m−1
l=1
1
µl
and E(DM) =
∑M
m=1
1
µm
.
3.4 Multi-Server Case
In this section, we consider the case of a queueing system with multiple servers. We
assume that there are s parallel and identical servers. For tractability, we focus on
the case where service times are independent and exponentially distributed with
rate µ. An arriving customer immediately begins service if there is an available
server. Otherwise, she waits in queue and will be served by the first available
server. All other assumptions are the same as those for the single server case in
Section 3.3, and we continue to use similar notations.
As in the single server case, let us first characterize the probability Pr{Rm =
i | Rm−1 = j} for 2 ≤ m ≤ M , 1 ≤ i ≤ m− 1, and i ≤ j ≤ m − 2. For customer
m to find i customers given that customer m − 1 finds j customers, there must
exactly be j − i + 1 service completions during the time period (Am−1, Am]. We
distinguish the following three cases.
Case 1, s ≤ i ≤ j + 1: Once customer m − 1 arrives, she joins the queue (if
j + 1 > s) or occupies the last available server (if j + 1 = s). In both cases,
customer m joins the queue once she arrives, and all the servers are busy during
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the time period (Am−1, Am]. When all servers are busy, the departure process is
Poisson with rate sµ. The probability Pr{Rm = i | Rm−1 = j} corresponds to the
probability that j − i + 1 customers finish their service during Tm. So we may
write
Pr{Rm = i | Rm−1 = j} =
∫ ∞
0
(sµx)j−i+1
(j − i+ 1)!
e−sµxfm(x)dx.
Case 2, 1 ≤ i ≤ j + 1 < s: In this case, there is no queue. Both customer m− 1
and m immediately enter service once they arrive, and Pr{Rm = i | Rm−1 = j}
corresponds to the probability that exactly j− i+1 among j+1 customers finish
their service during Tm. Noticing that
(
j+1
j−i+1
)
=
(
j+1
i
)
, this leads to
Pr{Rm = i | Rm−1 = j} =
∫ ∞
0
(
j + 1
i
)
(1− e−µx)j−i+1e−µxifm(x)dx.
Case 3, 1 ≤ i < s ≤ j+1: In this case, the system starts busy with j−s+1 queued
customers immediately after Am−1. The probability Pr{Rm = i | Rm−1 = j}
corresponds to the probability that, within Tm, the first j−s+1 queued customers
leave the queue and enter service (which implies that j−s+1 customers finish their
service) and then s−i customers finish their service afterwards, i.e., j−i+1 service
completions in total. We denote by I the random variable that describes the time
needed to complete those j − s + 1 services, then I has an Erlang distribution
with j− s+1 stages and parameter sµ. Thus, the probability density function of
I, say fI(t), is given by fI(t) =
(sµ)j−s+1tj−se−sµt
(j−s)!
for t ≥ 0. This leads to
Pr{Rm = i | Rm−1 = j}
=
∫ ∞
0
∫ x
0
(
s
i
)
(1− e−µ(x−t))s−ie−µ(x−t)i
(sµ)j−s+1tj−se−sµt
(j − s)!
fm(x)dtdx.
As for the single server case, using Equations (3.1) and (3.3), we can obtain pm,i
for 2 ≤ m ≤M and 1 ≤ i ≤ m− 1 recursively.
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Having the probabilities pm,i on-hand, we can now compute various
performance measures. In particular, we have
E(Xkm) =
m−1∑
i=s
pm,iE(X
k
m,i)
for 1 ≤ m ≤ M . Obviously Xm,i = 0 with probability 1 for i ≤ s− 1. For i ≥ s,
Xm,i is Erlang distributed with i− s+ 1 stages and parameter sµ. Consequently,
we have
E(Xm) =
m−1∑
i=s
pm,i
i− s+ 1
sµ
(3.5)
and E(X2m) =
∑m−1
i=s pm,i
(i−s+1)(i−s+2)
s2µ2
. Higher moments can be similarly
computed. Since E(Xm) = 0 for m ≤ s, we have
E(Xk) =
1
M
M∑
m=s+1
E(Xkm).
From the cumulative distribution function of Erlang distribution, we obtain
Pr{Xm,i ≤ t} = 1 −
∑i−s
l=0
(sµt)l
l!
e−sµt and then Pr{Xm ≤ t} = 1 −∑m−1
i=s
∑i−s
l=0 pm,i
(sµt)l
l!
e−sµt. This leads to
Pr{X ≤ t} = 1−
1
M
M∑
m=s+1
m−1∑
i=s
i−s∑
l=0
pm,i
(sµt)l
l!
e−sµt.
As in Section 3.3, we can also characterize the makespan. However, in contrast
to the single server case, makespan in the multi-server system no longer necessarily
coincides with the departure time of customer M . The reason is that, if there are
other customers under service at the time when customer M enters service, since
service times are random, customer M may finish service and leave the system
earlier than someone else. But, note that, although customer M may not be the
last one to leave the system, she is still the last one to enter service by assumption
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(FCFS). Therefore, makespan equals the sum of the time it takes customer M to
enter service, and the time it takes to empty the system after she enters service.
When customerM arrives, seeing i customers in system, there are two possibilities.
The first possibility is i ≤ s−1, which implies that there is at least one idle server,
and customer M immediately enters service without waiting. In this case, the
time to empty the system corresponds to the longest completion time among the
i + 1 services. This time has the hypoexponential distribution with parameters
(i+1)µ, iµ, ..., µ. Thus, if customerM finds i customers in system upon her arrival
and i ≤ s− 1, then the expected makespan is given by
∑M
m=2
1
λm
+
∑i+1
l=1
1
lµ
.
The second possibility is i ≥ s, which implies that customer M has to wait in
queue before being served. In this case, the waiting time of customer M is Erlang
distributed with i − s + 1 stages and parameter sµ, and the time to empty the
system has the hypoexponential distribution with rates sµ, (s− 1)µ, ..., µ. Thus,
if customer M finds i customers in system upon her arrival and i ≥ s, then the
expected makespan is given by
∑M
m=2
1
λm
+ i−s+1
sµ
+
∑s
l=1
1
lµ
.
Putting it all together, the unconditional expected makespan can be obtained
as
E[Makespan] =
M∑
m=2
1
λm
+
s−1∑
i=0
(
pM,i
i+1∑
l=1
1
lµ
)
+
M−1∑
i=s
pM,i
(
i− s+ 1
sµ
+
s∑
l=1
1
lµ
)
.
Other performance measures can be similarly obtained, and we omit the details
for the sake of brevity.
The Case of Exponential Inter-Arrival Times: Using similar arguments as
in the single server case and noting that, when there are l customers in system,
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the service rate is µ min(l, s), we obtain
Pr{Rm = i | Rm−1 = j} =
(
j+1∏
l=i+1
µmin(l, s)
µmin(l, s) + λm
)
λm
µmin(i, s) + λm
.
The Case of Deterministic Inter-Arrival Times: This also follows the
approach used for the single server case by setting fm(t) as a Dirac delta function
at 1
λm
and then computing Pr{Rm = i | Rm−1 = j} using the corresponding
equations.
The Case of Instantaneous Arrivals: In this case, the first s customers
have zero waiting time, and customer s + i (1 ≤ i ≤ M − s) waits for i
service completions to start service. This leads to E(X) = (M−s)
2+(M−s)
2sµM
and
E(DM) =
M−s
sµ
+
∑s
l=1
1
lµ
.
3.5 Numerical Experiments
In this section, we describe results from the numerical experiments we carried out
to examine the impact of features that are unique to the systems we consider,
namely, the finite number of arrivals, the heterogeneity in inter-arrival times,
and the heterogeneity in service times. Our objective is three-fold: (1) to
draw insights into how these specific features affect system performance, (2) to
show that models which do not explicitly account for these features can lead
to significant errors in performance evaluation, and (3) to illustrate how the
models we present in this chapter can be used to support operational decision
making, particularly as it pertains to capacity planning (see Section 3.7 for
discussions on additional applications). In Sections 3.5.1 and 3.5.2, we consider
respectively the impact of heterogeneity in inter-arrival times and service times,
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on various performance measures. In Section 3.5.3, we consider the joint impact
of heterogeneity in inter-arrival and service times. In Section 3.5.4, we discuss the
impact of heterogeneity on capacity levels. Throughout this section, we focus on
the single server setting. We also studied the multi-server setting and obtained
similar results; we omit the details for the sake of brevity.
3.5.1 Impact of Heterogeneity in Inter-Arrival Times
To examine the impact of heterogeneity in inter-arrival times, we investigate five
arrival processes with different inter-arrival time features that may arise naturally
in practice (see our earlier discussion in Section 3.1). These five processes are
described in Table 3.1. To allow for a fair comparison between different processes,
we maintain the same number of customers and the same average expected
inter-arrival time (equals 1
λ
) across processes. The first process corresponds to
a setting where the expected inter-arrival times decrease with each subsequent
arrival. Specifically, we let E(Tm) =
M−m+1
M
2
λ
for m = 2, ...,M . The other
processes correspond similarly to settings where expected inter-arrival times (1)
increase with each subsequent arrival, (2) decrease and then increase, (3) increase
and then decrease, and (4) are constant. Note that {E(Tm)|m = 2, ...,M} in the
four heterogeneous processes are indeed four specific permutations of the sequence
{ 1
M
2
λ
, ..., M−1
M
2
λ
}.
A representative sample from an extensive set of numerical results on expected
waiting time is shown in Figure 3.1. (Additional results are available upon
request.) The results are shown for systems where inter-arrival times are
exponentially distributed and service times are independently, identically, and
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Inter-arrival Time Features Expected Inter-arrival Times
Decreasing E(Tm) =
M−m+1
M
2
λ
for m = 2, ...,M
Increasing E(Tm) =
m−1
M
2
λ
for m = 2, ...,M
Decreasing/Increasing E(Tm) =
M−2m+3
M
2
λ
for m = 2, ..., M+22
E(Tm) =
2m−M−2
M
2
λ
for m = M+42 , ...,M
Increasing/Decreasing E(Tm) =
2m−2
M
2
λ
for m = 2, ..., M2
E(Tm) =
2M−2m+1
M
2
λ
for m = M+22 , ...,M
Constant E(Tm) =
1
λ
for m = 2, ...,M
Table 3.1: Inter-Arrival Time Features
exponentially distributed. (The results are qualitatively the same for other
common inter-arrival time distributions we tested.) Note that by varying λ for
fixed M and µ, the workload in system (i.e. the traffic intensity or the utilization
of server) over the arrival period, as measured by ρ = λ
µ
, is varied. On the
other hand, by varying M for fixed λ and µ, the workload remains constant, but
the period of arrivals, as measured by the expected time until the last customer
arrives, is varied.
The following observations can be made regarding system performance in terms
of the expected waiting time of an arbitrary customer.
• Arrival processes with different features can lead to significantly different
expected waiting times. Moreover, there is a considerable difference between
the performance of systems with constant expected inter-arrival times and
those with heterogeneous expected inter-arrival times. Clearly, ignoring
the heterogeneity in the arrival process can lead to significant errors in
performance evaluation.
• Arrival processes with constant expected inter-arrival times does not
guarantee better performance. In other words, arrivals with a fixed intensity
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may not necessarily be preferable to arrivals with variable intensity.
• Arrival processes with “Decreasing” inter-arrival times always perform
better than processes with “Increasing” and “Decreasing/Increasing”
inter-arrival times. In other words, processes where arrivals peak later leads
to better performance than those where arrivals peak earlier. This is due to
the fact that a peak in arrivals that occurs early in the process can delay all
customers that arrive subsequently.
• The relative performance of different arrival processes depends on problem
parameter values. For example, when ρ is small (ρ << 1), “Constant” is the
best as it spreads out arrivals, reducing the possibility of congestion. On
the other hand, when ρ is large (ρ >> 1), congestion is inevitable. In that
case, arrival processes, with features that can limit the number of customers
affected by congestion, become more preferable, explaining, for example why
“Decreasing” is the best.
• The difference in performance between different arrival processes decreases
as λ increases. The performances become indistinguishable as λ gets very
large, in which case, all customers arrive nearly instantaneously.
• The threshold on ρ that determines the relative performance of different
arrival processes is affected by M . For example, the larger M is, the larger
is the value of ρ under which “Constant” performs the best. In Section 3.6,
we provide an approximation that allows us to specify these thresholds in
closed form.
In addition to the expected waiting time, we also obtained results for the
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Figure 3.1: Impact of Inter-Arrival Time Features on Expected Waiting Time
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impact of different arrival processes on the variance of waiting time. For brevity,
we omit these results (available upon request) and note the following.
• Most of the observations on expected waiting time continue to hold.
For example, arrival processes with different features lead to significantly
different variances, with the “Constant” inter-arrival time feature not always
leading to the lowest variance. The difference in variances induced by
different arrival processes decreases as λ increases, with the threshold on
ρ that determines the relative performance of different processes affected by
M .
• Systems with “Constant” and “Increasing/Decreasing” inter-arrival times
always perform better than the others. In particular, for small ρ, “Constant”
performs the best as it smoothes the arrival process and reduces the
possibility of congestion. However, for large ρ, congestion is inevitable,
and “Increasing/Decreasing” performs the best since it separates the arrival
process into two sub-processes with each one having a lower peak value of
congestion.
In Figures 3.2(a) and 3.2(b), we present results that illustrate the impact of
different arrival processes on the expected makespan and the expected arrival
time, with solid lines representing expected makespan and expected arrival time,
respectively, and dashed lines representing expected waiting time. Here too,
arrival processes with different inter-arrival time features can lead to significantly
different expected makespans, with “Constant” not necessarily being the best.
While the average expected inter-arrival time stays the same for all processes,
makespan is minimized by minimizing the expected waiting time in queue of
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the last customer (or equivalently minimizing idleness of the server). This is
achieved by maximizing the number of customers that arrive early, explaining
why “Increasing” performs the best and “Decreasing” performs the worst. The
relative performance of other processes depends on system utilization. For
example, when utilization is low, “Decreasing/Increasing” performs better than
“Increasing/Decreasing”. Although the peak of arrivals occurs later under
“Decreasing/Increasing”, there is enough capacity in the system to ensure that
most customers would clear before the last customer arrives. This is not the
case when utilization is high. There, it is preferable to have the peak of arrivals
occur as early as possible to minimize the idleness of the server, explaining
why “Increasing/Decreasing” is more preferable. Same as for the expected
waiting time, the difference in the expected makespan induced by different arrival
processes decreases as λ increases. This difference approaches zero as λ becomes
large. Similar to the expected makespan, the expected arrival time is lower when
more customers arrive earlier. Therefore, the relative performance of different
arrival processes on the expected arrival time coincides with the one observed for
the expected makespan.
3.5.2 Impact of Heterogeneity in Service Times
In results (the details of which are not shown here for the sake of brevity), we
examine the impact of heterogeneity in service times. Here again, we investigate
five service processes with different service time features, as shown in Table
3.2. These include settings where expected service times (1) decrease with each
subsequent service completion, (2) increase, (3) decrease and then increase, (4)
80
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(M = 40, µ = 1)
increase and then decrease, and (5) are constant. To allow for a fair comparison
between different processes, we maintain the same number of customers and the
same average expected service time (equals 1
µ
) across processes.
Service Time Features Expected Service Times
Decreasing E(εm) =
M−m+1
M+1
2
µ
for m = 1, ...,M
Increasing E(εm) =
m
M+1
2
µ
for m = 1, ...,M
Decreasing/Increasing E(εm) =
M−2m+1
M+1
2
µ
for m = 1, ..., M2
E(εm) =
2m−M
M+1
2
µ
for m = M+22 , ...,M
Increasing/Decreasing E(εm) =
2m
M+1
2
µ
for m = 1, ..., M2
E(εm) =
2M−2m+1
M+1
2
µ
for m = M+22 , ...,M
Constant E(εm) =
1
µ
for m = 1, ...,M
Table 3.2: Service Time Features
Similar to what we have observed for the arrival process, service processes with
different service time features can lead to significantly different expected waiting
times, with the “Constant” service time feature again not necessarily being the
best. Service processes with features that postpone congestion are preferable
when utilization is high (ρ >> 1) (e.g., “Increasing” tends to perform the best).
This is perhaps also consistent with known results from the scheduling literature
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regarding the optimality of the “shortest processing time first” scheduling rule.
However, when utilization is low (ρ << 1), this is not the case, and “Constant”
performs the best for reasons similar to those explained for the arrival process.
With regard to the variance of waiting time, again for the same
reasons as explained in the previous section, when utilization is high,
“Decreasing/Increasing” performs the best, and when utilization is low,
“Constant” performs the best. For expected makespan, the order of preference
tends to be reversed, with features that reduce congestion later in the arrival
process being preferable (in other words, for the expected makespan, it is
preferable that arrivals with shorter service times occur later in the arrival
process).
3.5.3 Joint Impact of Heterogeneity in Inter-Arrival and
Service Times
In this section, we consider settings where both the inter-arrival and service times
are heterogeneous. In particular, we consider the four scenarios shown in Table
3.3. Numerical results for the expected waiting time are shown in Figure 3.3
(results for the expected makespan are omitted for the sake of brevity). We
find that combinations of different inter-arrival and service time features lead
to significantly different waiting times and makespans. Thus, it is important to
explicitly account for both. Again, we find that there are two distinct regimes
of operation. When utilization is high (ρ >> 1), and a peak in congestion is
unavoidable, a combination of inter-arrival and service time features that delays
the peak until later in the arrival process reduces expected waiting time the
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most, which explains why the combination of “Decreasing” inter-arrival times and
“Increasing” service times is most preferable, and the combination of “Increasing”
inter-arrival times and “Decreasing” service times is least preferable. This ordering
is reversed for makespan. On the other hand, when utilization is low (ρ << 1),
those combinations such as “Decreasing” inter-arrival times and “Decreasing”
service times, and “Increasing” inter-arrival times and “Increasing” service times,
which avoid peak congestion, tend to reduce expected waiting time the most.
Inter-arrival & Service Time Features Expected Inter-arrival & Service Times
Inter-arrival Time: Decreasing E(Tm) = 2
M−m+1
M
1
λ
for m = 2, ...,M
Service Time: Decreasing E(εm) = 2
M−m+1
M+1
1
µ
for m = 1, ...,M
Inter-arrival Time: Decreasing E(Tm) = 2
M−m+1
M
1
λ
for m = 2, ...,M
Service Time: Increasing E(εm) = 2
m
M+1
1
µ
for m = 1, ...,M
Inter-arrival Time: Increasing E(Tm) = 2
m−1
M
1
λ
for m = 2, ...,M
Service Time: Decreasing E(εm) = 2
M−m+1
M+1
1
µ
for m = 1, ...,M
Inter-arrival Time: Increasing E(Tm) = 2
m−1
M
1
λ
for m = 2, ...,M
Service Time: Increasing E(εm) = 2
m
M+1
1
µ
for m = 1, ...,M
Table 3.3: Inter-Arrival and Service Time Features
3.5.4 On the Impact on Capacity Levels
In this section, we examine how arrival processes with different features affect the
capacity needed to guarantee a specified level of performance (e.g., a maximum
expected waiting time or makespan). For single server systems, determining this
capacity requires determining the minimum processing rate. For systems with
multiple servers, this requires determining the minimum number of servers.
In Figure 3.4, we show the minimum service rate µ needed under each of the
four heterogeneous arrival processes described in Table 3.1 to meet a specified
minimum expected waiting time target. In this case, the specified target is
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the expected waiting time obtained under the arrival process with “Constant”
inter-arrival times at µ = 1. As we can see, the difference in the capacity levels
needed under different arrival processes can be dramatically different. Ignoring
the heterogeneity in inter-arrival times (and similarly in service requirements) can
therefore lead to significant under or over investments in capacity, resulting in
either poor service quality or unjustified additional capacity cost.
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Figure 3.4: Impact of Inter-Arrival Time Features on Capacity Level (M = 100)
3.6 Fluid Approximation
Although the performance analysis given in Sections 3.3 and 3.4 is exact, we
resorted to numerical analysis in order to draw the conclusions in Section 3.5.
This is because the exact results are not in closed form and therefore difficult
to use to characterize structural results. To provide further support for the
numerical results, we discuss in this section a deterministic fluid approximation
that does yield closed form expressions and allows us to capture key features of
our setting. The objective from this approximation is of course not to substitute
for the exact analysis which is easy to implement, but to analytically confirm the
85
numerical findings of Section 3.5 and provide evidence of their robustness. The
approximation may also be useful in investigating additional structural results and
as a first step in examining first order effects. The approximation does not require
the assumption of exponential service times and, therefore, is useful for the study
of more general systems. For the sake of brevity, we describe the approximation
in the context of the single server model. However, extending the treatment to
the multi-server case is relatively straightforward.
We treat all customer inter-arrival and service times as being deterministic and
replace all corresponding random variables by their expected values. (For every
quantity Z defined in Section 3.3 for the original model, we define a corresponding
quantity ZF for the fluid approximation). We treat the arrival of customers as
fluid, one unit per customer, that is “pumped-in” to the system at a constant
rate λm over the time period (A
F
m−1, A
F
m] for m = 2, ...,M . Since T1 = 0 in
the original model, we assume all the fluid associated with the first customer
is present in the system at time 0. Similarly, we treat the service process as
fluid, also one unit per customer, that is “pumped-out” at a constant rate µm
over the time period (DFm−1, D
F
m] for m = 2, ...,M , and at the rate µ1 over the
time period (0, DF1 ], where D
F
m = max(D
F
m−1, A
F
m) +
1
µm
with DF1 =
1
µ1
. By
induction, it is straightforward to show that DFm = max1≤i≤m{
∑i
j=2
1
λj
+
∑m
j=i
1
µj
}
for m = 1, ...,M (by convention, an empty sum equals 0).
We define AF (t) and DF (t) as the cumulative arrivals to the system and the
cumulative departures from the system by time t, respectively (with AF (0) = 1).
It is not difficult to see that, AF (t) and DF (t) are piecewise linear functions (see
Figure 3.5 for an illustration). The area between AF (t) andDF (t) over the interval
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[0, DFM ] corresponds to the total time in system for all customers, which, when
divided by the total number of customers, yields the expected time in system of
an arbitrary customer. Let us denote the expected time in system of an arbitrary
customer by EF (Y ). Then, we have
EF (Y ) =
∫ DFM
0
[AF (t)−DF (t)]dt
M
.
Figure 3.5: An Illustration of the Fluid Approximation
The area under AF (t) over the interval [0, DFM ] is the sum of the areas ofM−1
trapezoids and one rectangle. If we define SFm(A) as the area of the m
th trapezoid
from left, then SFm(A) = (m +
1
2
) 1
λm+1
for m = 1, ...M − 1, and the area of the
rectangle, which we denote by SFr (A), equals M(D
F
M −A
F
M).
We now let SF (A) denote the total area under AF (t) for t ∈ [0, DFM ]. Then, we
can show that SF (A) =
∑M−1
m=1 S
F
m(A)+S
F
r (A) =
∑M
m=2m
1
λm
−(M+ 1
2
)AFM+MD
F
M .
Similarly, we denote SF (D) as the area under DF (t) over the interval [0, DFM ].
This is the sum of the areas of one triangle and M −1 trapezoids. The area of the
triangle, which we denote by SFt (D), equals
1
2
DF1 . The area of the m
th trapezoid
87
from left, which we denoted by SFm(D), is given by S
F
m(D) = (m+
1
2
)(DFm+1−D
F
m)
for m = 1, ...,M − 1. This implies that SF (D) =
∑M−1
m=1 S
F
m(D) + S
F
t (D) =
(M − 1
2
)DFM −
∑M−1
m=1 D
F
m.
Putting it together, the expected time in system can be written as
EF (Y ) =
SF (A)− SF (D)
M
=
∑M
m=2m
1
λm
− (M + 1
2
)AFM +
∑M
m=1D
F
m −
1
2
DFM
M
.
Using the above explicit expressions, we can evaluate each of the arrival
and service time processes considered in the numerical study of the previous
sections. For the sake of brevity, we focus on the relative performance of different
arrival processes. Without loss of generality, we scale time such that µm = 1
for m = 1, ...,M , and the sequences { 1
λm
|m = 2, ...,M} are as those sequences
in Table 3.1. For the four arrival processes with heterogeneous inter-arrival
times, 1
λm
∈ { 1
M
2
λ
, ..., M−1
M
2
λ
}, and for the process with constant inter-arrival
times, we have 1
M
2
λ
≤ 1
λ
≤ M−1
M
2
λ
. In what follows, we consider the average
time in system instead of the average waiting time in queue. Since the total
service times of all customers are the same among all the arrival processes,
the ordering of processes will not be affected by using time in system instead
of waiting time in queue. Let EF (Y )(C), E
F (Y )(D), E
F (Y )(I), E
F (Y )(DI), and
EF (Y )(ID) refer respectively to the expected time in system for the arrival
processes with “Constant”, “Decreasing”, “Increasing”, “Decreasing/Increasing”,
and “Increasing/Decreasing” inter-arrival times.
We distinguish three different cases: Case 1 ( 1
M
2
λ
≥ 1); Case 2 (M−1
M
2
λ
≤ 1);
and Case 3 ( 1
M
2
λ
< 1 < M−1
M
2
λ
).
Case 1: This is an obvious case. We have DFM =
M+(λ−1)
λ
for all the processes.
Therefore, it is easy to show that EF (Y ) is the same for all the processes.
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Case 2: In this case, DFM = M for all the processes. After some algebra,
we obtain EF (Y )(C) =
(λ−1)M2+2M−1
2λM
, EF (Y )(D) =
(3λ−4)M2+9M−5
6λM
, EF (Y )(I) =
(3λ−2)M2+3M−1
6λM
, EF (Y )(DI) =
(2λ−2)M2+3M
4λM
, and EF (Y )(ID) =
(2λ−2)M2+3M
4λM
. Then,
we can easily show that
EF (Y )(D) < E
F (Y )(ID) = E
F (Y )(DI) < E
F (Y )(C) < E
F (Y )(I),
which is consistent with the results in Section 3.5.1.
Case 3: Denote DFM(C), D
F
M(D), and D
F
M(I) as the makespan for the arrival
processes with “Constant”, “Decreasing”, and “Increasing” inter-arrival times,
respectively.
Constant: For this process, we distinguish two cases, λ ≥ 1 and λ < 1. In the
first case, we have 1
λm
≤ 1 for m = 2, ...,M , and therefore DFm = m. In the second
case, we have 1
λm
> 1 for m = 2, ...,M , and therefore DFm =
m+(λ−1)
λ
. Thus,
DFM(C) =
{
M+(λ−1)
λ
for λ ∈ (2 1
M
, 1),
M for λ ∈ [1, 2M−1
M
),
and
EF (Y )(C) =
{
2λM−λ
2λM
for λ ∈ (2 1
M
, 1),
(λ−1)M2+2M−1
2λM
for λ ∈ [1, 2M−1
M
).
Decreasing: For this process, the inter-arrival times are such that 1
λm
≥ 1 for
m ∈ [2, 2−λ
2
M + 1] (assuming λM
2
takes integer values), and 1
λm
< 1 for m ∈
[2−λ
2
M + 2,M ]. Therefore, DFm =
∑m
j=2
1
λj
+ 1 for m ∈ [2, 2−λ
2
M + 1], and DFm =∑ 2−λ
2
M+1
j=2
1
λj
+ (m− 2−λ
2
M) for m ∈ [2−λ
2
M + 2,M ]. That is,
DFm =
{
(2m+λ−2)M−m(m−1)
λM
for m ∈ [2, 2−λ
2
M + 1],
(λ−2)2M+2(λ−2)
4λ
+m for m ∈ [2−λ
2
M + 2,M ].
Thus,
DFM(D) =
(λ2+4)M+(2λ−4)
4λ
, which finally gives EF (Y )(D) =
λ3M2−(3λ2−24λ)M−10λ
24λM
.
Increasing: For this process, the inter-arrival times are such that 1
λm
< 1 for
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m ∈ [2, λ
2
M ], and 1
λm
≥ 1 for m ∈ [λ
2
M + 1,M ]. We can then see that
max1≤i≤m{
∑i
j=2
1
λj
+
∑m
j=i
1
µj
} is equal to either
∑m
j=2
1
λj
+ 1
µm
or
∑m
j=1
1
µj
.
Therefore, DFm = max1≤i≤m{
∑m
j=2
1
λj
,
∑m
j=1
1
µj
} = (m − 1)max{ m
λM
, 1} + 1.
Let us now distinguish two cases, λ ≥ 1 and λ < 1. In the first case,
m
λM
≤ 1 for m = 2, ...,M , and therefore DFm = m. In the second case,
DFm =
{
m for m ∈ [2, λM ],
λM+m(m−1)
λM
for m ∈ [λM + 1,M ].
Therefore, we can obtain
DFM(I) =
{
M+λ−1
λ
for λ ∈ (2 1
M
, 1),
M for λ ∈ [1, 2M−1
M
),
and
EF (Y )(I) =
{
λ3M2−(3λ2−6λ)M−λ
6λM
for λ ∈ (2 1
M
, 1),
(3λ−2)M2+3M−1
6λM
for λ ∈ [1, 2M−1
M
).
Applying the implicit function theorem, it is easy to show that there exits an
αF (M) ∈ (1, 2M−1
M
) increasing in M such that
EF (Y )(C) < E
F (Y )(D) < E
F (Y )(I) for λ ∈
(
2
1
M
,αF (M)
)
, and
EF (Y )(D) < E
F (Y )(C) < E
F (Y )(I) for λ ∈
(
αF (M), 2
M − 1
M
)
,
which is again consistent with the results in Section 3.5.1. (We can obtain
similar expressions for the expected time in system for the arrival processes with
“Decreasing/Increasing” and “Increasing/Decreasing” inter-arrival times. For the
sake of brevity, we omit the details. The relative ordering also coincides with the
one observed in the previous section.)
Other results from Section 3.5.1 can also be confirmed using the fluid
approximation. For example, the difference in performance between different
arrival processes decreases as λ increases and approaches 0 as λ → ∞. The
limit case of λ → ∞ corresponds to the case of instantaneous arrivals. In
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that case, the expression for the expected time in system reduces to EF (Y ) =
1
M
∑M
m=2
∑m−1
j=1
1
µj
+ 1
2M
∑M
m=1
1
µj
. It is straightforward to show that this expression
converges asymptotically to the expression from the exact analysis in Section 3.3
as M →∞, with limM→∞
EF (Y )
E(Y )
= 1.
3.7 Example Applications
In this section, we describe example applications where the results from our
analysis can be used to support operational decision making.
3.7.1 A Job Sequencing Problem
Consider the job sequencing problem described in Section 3.1. In particular,
consider a system with M jobs to be sequenced on two production stages (e.g.,
a manufacturing stage and an inspection stage) in series, with a single server
at each stage (the extension to multiple servers is straightforward). All M
jobs are available at time 0. The processing time of job h for h = 1, ...,M ,
at stage r for r = 1, 2, is exponentially distributed with rate µ(h),r. Once a
sequence is selected, the jobs are processed in that sequence on both stages
without idling (i.e., a server never idles if there is a job available to be processed).
For a given sequence, the expected waiting time of an arbitrary job at the first
stage equals 1
M
∑M
m=2
∑m−1
l=1
1
µl,1
, where µl,1 is the processing rate of the job
assigned to position l (the lth to process), and the corresponding total time in
that stage equals 1
M
∑M
m=1
∑m
l=1
1
µl,1
. To characterize the performance at the
second stage, we must first characterize the inter-arrival time distributions to
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that stage. This can be done by recognizing that, given a job sequence, the
distributions of inter-arrival times to the second stage are simply the distributions
of processing times at the first stage. In particular, if job h is assigned position
m (m ≥ 2) in the sequence, then the time between the (m− 1)th and mth arrivals
to the second stage is exponentially distributed with rate µ(h),1. Consequently,
the expected waiting time for an arbitrary job at the second stage is given by
1
M
∑M
m=2
∑m−1
i=1
∑m−1
l=m−i
pm,i
µl,2
, where pm,i can be computed via the analysis we
developed in Section 3.3, with λl and µl in Equation (3.4) replaced by µl,1 and
µl,2 for all l, respectively. This leads to the expected total waiting time in system
of an arbitrary job as 1
M
∑M
m=2
∑m−1
i=1 (
1
µi,1
+
∑m−1
l=m−i
pm,i
µl,2
). Other performance
measures can be similarly obtained. In particular, the expected makespan is
given by
∑M
m=1
1
µm,1
+
∑M−1
i=1
∑M−1
l=M−i
pM,i
µl,2
+ 1
µM,2
.
From the above analysis, we can see that by controlling the job sequence, the
system manager can control the distributions of inter-arrival times at the second
stage, and therefore the corresponding system performance. Next, we present
numerical results for an example system where µ(h),1 =
M+1
h
ε
2
and µ(h),2 = µ,
for h = 1, ...,M and constants ε and µ. We evaluate four different sequences
(four permutations of the sequence {M+1
1
ε
2
, ..., M+1
M
ε
2
}) as described in Table 3.4
(to be consistent with the other sections, we name the sequences according to
the expected service times instead of the service rates). The first sequence
corresponds to an ordering of the jobs in decreasing expected service times at stage
1, which implies an ordering of the jobs in decreasing expected inter-arrival times
at stage 2. The second sequence corresponds to an ordering in increasing expected
inter-arrival times at stage 2, while the third and fourth correspond respectively
92
to, decreasing and then increasing, and, increasing and then decreasing, orderings
of the expected inter-arrival times at stage 2.
Job Sequences Expected Service Times at Stage 1
Decreasing E(εm) =
M−m+1
M+1
2
ε
for m = 1, ...,M
Increasing E(εm) =
m
M+1
2
ε
for m = 1, ...,M
Decreasing/Increasing E(εm) =
M−2m+1
M+1
2
ε
for m = 1, ..., M2
E(εm) =
2m−M
M+1
2
ε
for m = M+22 , ...,M
Increasing/Decreasing E(εm) =
2m
M+1
2
ε
for m = 1, ..., M2
E(εm) =
2M−2m+1
M+1
2
ε
for m = M+22 , ...,M
Table 3.4: Job Sequences
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Figure 3.6: Impact of Job Sequence on Delay Cost (M = 100, ε = 1, µ = 0.5)
Figure 3.6 provides comparisons of the four job sequences under different values
of delay costs (consistent with the job scheduling literature, we assign a delay
cost, wr per job per unit time at stage r for r = 1, 2; without loss of generality,
we let w1 = 1 and vary w2; the case of w1 = w2 = 1 allows us to compare the
expected total delay in system for the four different job sequences). As we can
see, the four job sequences lead to significantly different total delay costs. Perhaps
surprisingly, the “Increasing” sequence which minimizes the delay cost at stage 1
does not necessarily minimize the expected total delay cost. In fact, for sufficiently
large w2, such a sequence performs the worst. This can be explained as follows.
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The “Increasing” sequence generates the “Increasing” inter-arrival times at stage
2, which, as discussed in Section 3.5.1, results in long waiting times. On the other
hand, the “Decreasing” sequence, although leading to long waiting times at stage
1, generates the “Decreasing” inter-arrival times at stage 2 and therefore results
in short waiting times at that stage. The net effect, when w2 is large, is lower
total delay cost.
Additional results (the details of which are not shown here for the sake of
brevity) indicate that the four job sequences also lead to significant differences
in makespan, with the “Increasing” sequence always performing the best. Note
that characterizing the optimal sequence is difficult in general (even for the
deterministic setting, the problem is strongly NP-hard; see discussions from
Pinedo 2012) and is outside the scope of this work.
3.7.2 A Flight Boarding Problem
Consider the flight boarding problem described in Section 3.1. There are M
passengers waiting to board a flight, and they are grouped into K equal size zones,
each consisting of M
K
passengers (assuming M is divisible by K). Passengers from
a zone are called to embark only after all the passengers from a higher ranked
zone have finished embarking. The announcement of each zone results in arrivals
to the gate drawn from a population of M
K
passengers. Assuming each passenger
takes an exponentially distributed amount of time to arrive, independent of other
customers, then the arrival process for each zone corresponds to a pure death
process, with the inter-arrival time between customer m−1 and customer m being
exponentially distributed with rate (M
K
+ 1 − m)λ for m = 2, ..., M
K
(the arrival
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time of the first customer is exponentially distributed with rate M
K
λ). This also
implies that the expected inter-arrival times within a zone is strictly increasing.
Assuming that service times are exponentially distributed with rate µ, the results
of Section 3.3 can be readily applied to obtain various measures of performance.
In particular, the expected waiting time of an arbitrary passenger can be obtained
by setting λm = (
M
K
+ 1 −m)λ for m = 2, ..., M
K
and µm = µ for m = 1, ...,
M
K
in
Equation (3.4), and the expected makespan (the expected boarding completion
time of all zones) is given by K[ 1
λ
∑M
K
m=1
1
m
+ 1
µ
(
∑M
K
−1
i=1 i pM
K
,i + 1)].
As we can see, by controlling the number of zones, the system manager can
control the distributions of inter-arrival times and therefore the corresponding
system performance. Two extreme cases are worth highlighting. The first is when
K =M ; in this case, the expected inter-arrival times are constant. The second is
when K = 1; in that case, the expected inter-arrival times are strictly increasing.
In between, the expected inter-arrival times exhibit a cyclical pattern of being
strictly increasing within a cycle (a zone) and having a step decrease between
cycles (the start of boarding of each zone). Fewer zones reduce makespan while
more zones reduce waiting time. The system manager would typically want to
balance the costs associated with these two measures; customers prefer to wait
less while boarding (and there is an implied delay cost) while the airline would
like to reduce the total boarding time (and there is an implied resource usage
cost). There is of course indirect waiting time related to customers waiting for
their zones to be called, but the cost of that waiting is lower since customers are
less inconvenienced in that case than when they are waiting to board.
In Figure 3.7, we present numerical results for an example system with 120
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passengers. The solid line represents the expected waiting times of an arbitrary
customer, and the dashed line represents the expected makespan of the boarding
process. It is interesting to note the diminishing value of having more zones. An
initial increase in the number of zones significantly reduces expected waiting time
while further increases lead to only marginal further reduction. Given that the
increase in makespan due to more zones does not exhibit a similar diminishing
effect, the optimal number of zones would generally be relatively small.
120
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Figure 3.7: Impact of the Number of Zones on Expected Waiting Time and
Makespan (M = 120, λ = 0.1, µ = 1)
It is worth to note that results from the above examples, as well as those from
the previous sections, show that in general, inter-arrival or service time features
that reduce waiting time do not reduce makespan (in fact, the reverse is typically
true). Thus, there is a need to trade off the benefit of lower waiting time against
shorter makespan, in making decisions about which features to induce.
There are other related settings where arrivals exhibit features that are similar
to the ones observed in the flight boarding problem. As mentioned in the
introduction, this can be the case when the arrival of customers is triggered by
the start of an event (e.g., the arrival of passengers to check-in for a flight or the
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arrivals of fans to a concert), and customers may belong to different classes that
are differentiated by their risk attitudes toward being late for the event (with some
classes preferring to arrive earlier than others). The arrival of customers within the
same class can be modeled as a pure death process, which again leads to increasing
mean inter-arrival times. Although controlling the number of customers within
each class is more difficult in this case than in the flight boarding case, it may be
possible, with sufficient incentives, to induce customers to arrive earlier or later.
More importantly, recognizing the heterogeneity in inter-arrival times allows the
system manager to plan for the necessary capacity (e.g., to meet target service
levels as discussed in Section 3.5.4).
We conclude this section by noting that the insights provided so far also
apply to settings where arrivals can be controlled in a more direct way,
such as when arrivals to a particular process can be specified. This is the
case, as we mentioned in the introduction, when arrivals are determined by
appointment times. Assuming customers are punctual, inter-arrival times would
be deterministic and would correspond to the time between appointment times.
Depending on how appointments are scheduled, inter-arrival times may exhibit
different features. For example, scheduling more (fewer) appointments early on
and then progressively fewer (more) leads to increasing (decreasing) inter-arrival
times. Scheduling appointments differently could lead to inter-arrival times that
exhibit combinations of both the increasing and decreasing features.
To evaluate the impact of different arrival and service time features, we
carried out extensive experiments similar to those in Section 3.5 (for the
sake of brevity, we omit the details). The results obtained are qualitatively
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consistent with those described there. Hence, our observations also provide
insights into desirable features of appointment schedules for such settings. We
note that some of these are consistent with the results from the appointment
scheduling literature. For example, we observe that arrival processes with
the “Increasing/Decreasing” inter-arrival time feature, although not always
performing the best, do perform relatively well for all the performance
measures considered. This “Increasing/Decreasing” feature is consistent with
the “dome-shaped” appointment schedule shown in Kaandorp and Koole (2007),
performing well when the performance measure is a weighted cost of waiting time,
idle time, and tardiness.
Chapter 4
Service Systems with
Appointment-Driven Arrivals,
Non-Punctual Customers, and
No-Shows
4.1 Introduction
There are numerous service systems where the arrivals of customers are driven
by scheduled appointments. Examples include arrivals to healthcare facilities,
government agencies (e.g., immigration, social services, and internal revenue),
and academic advising offices at universities, just to name a few. Despite this
prevalence, analytical tools for the performance evaluation of these systems
are relatively limited. Existing approaches from queueing theory cannot be
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readily applied because of several important differences between system with
appointment-driven arrivals and standard queueing systems. Systems with
appointment-driven arrivals are characterized by (1) a finite number of customers
(e.g., the set of patients that have been scheduled at a clinic in a given day),
so that steady state analysis cannot be applied, (2) arrivals that are in part
determined by known scheduled appointment times, (3) appointment times that
may not be equally spaced, and (4) the possibility of customer non-punctuality
and no-shows. The difficulty of the analysis can be further compounded in settings
where customers are heterogeneous in their punctuality and no-show probabilities.
In this work, we consider a system with a finite number of customers,
where each customer has a scheduled appointment. However, customers are
not necessarily punctual and may arrive earlier or later than their appointment
times. Customers may also not show up. We allow for the arrival time
distributions (relative to the appointment time) and the probability of show-up
to be customer-specific. We also allow for appointments to be arbitrarily spaced.
Under a relatively mild condition on customer arrivals, namely that customers
arrive in the order of their appointment times, we develop an exact analytical
approach and obtain various performance measures related to customer waiting
time. To our knowledge there are no papers that consider simultaneously
appointment driven arrivals, non-punctuality, and no-shows, and do so for a
setting as general as ours.
There is of course an extensive literature on systems where arrivals are
determined by appointment times with typical application in healthcare (see, e.g.
the reviews in Preater 2001, Cayirli and Veral 2003, Mondschein and Weintraub
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2003, Gupta and Denton 2008). However, in nearly all of that literature,
customers are assumed to arrive on time. In most of these papers, performance
evaluation is carried out using simulation or traditional queueing analysis where
steady state behavior, with an infinite number of arrivals and independent and
identically distributed inter-arrival times, is assumed. There are few papers
that consider no-shows. Examples include Kaandorp and Koole (2007) and
Hassin and Mendel (2008) and the references therein. However, in all of this
literature, customers that do show up are assumed to arrive on time. The
treatment in this literature is also limited to single server systems. Mercer (1973)
considers a system with appointment-driven arrivals but in that case, the number
of arrivals is infinite, the appointment times are equally spaced and customers
have identical show up probabilities and lateness distributions. Green and Savin
(2008) consider a single server model with finite buffer, Poisson arrivals, and
deterministic processing times. In their setting, a customer could cancel the
appointment creating a no-show but rejoin the queue with a certain probability.
Their model does not capture punctuality (arrivals are not driven by specified
appointments) and assumes an infinite number of arrivals. Parlar and Moosa
(2008) consider a model with a finite number of arrivals motivated by the arrival
process of customers to check-in counters for a particular flight. However, in
their case, customers arrive independently of each other, with arrivals modeled
as a “death process” from the population of a finite number of travelers booked
on the flight. Our analysis approach in this work is related to the approach
used in the transient analysis of queueing systems (see, e.g., Kelton and Law
1985, Parthasarathy and Moosa 1989, Griffiths et al. 2006). However, transient
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analysis of queueing systems typically assumes homogeneous inter-arrival time
distributions and the results that exist are mostly for systems with Markovian
arrivals.
4.2 Problem Description and Preliminary
Results
We consider a queueing system with a single server and M customers arriving
over time. Each customer is assigned a time to arrive (the appointment time),
and we index the customers by their appointment times. We denote by am, for
m = 1, ...,M , the appointment time of the mth customer, and we have am ≤ am+1.
Customer m has a probability αm of showing up, independent of all other events.
If a customer shows up, she may do so earlier or later than her appointment time.
More precisely, we assume that each customer has a finite number of possible
arrival times. We denote by Km the total number of possible arrival times for
customer m, and we denote by tm,k the k
th possible arrival time of customer m
for k = 1, ..., Km and m = 1, ...,M . We have tm,k < tm,k+1. For customer m,
we also assume her appointment time to be the K∗m-th possible arrival time (i.e.,
tm,K∗m = am) for an integer K
∗
m ∈ [1, Km] . Customer m may show up at tm,k with
probability qm,k (
∑Km
k=1 qm,k = 1). We denote by Am the random variable that
describes the arrival time of customer m if she shows up. Then, Am has a finite
support on [tm,1, tm,Km], and its probability mass function (pmf ) is specified by
fAm(t) =
{
qm,k if t = tm,k for k = 1, ..., Km,
0 otherwise.
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We model customer arrival times using discrete random variables. However, our
analysis and results can also be applied to settings with continuous arrival time
distributions noticing that continuous time arrivals can always be approximated
by discrete time arrivals with sufficiently small time intervals. For mathematical
tractability, we assume that customers arrive in the same order as their
appointment times, so that Am ≤ Am+1 almost surely (a.s.), or equivalently
tm,Km ≤ tm+1,1. In other words, customer arrival times are non-overlapping. This
assumption is reasonable for settings where the length of time between successive
appointments is long relative to the total length of the time between possible
arrival times of each customer (for example, two successive appointment times
are 30 minutes apart but customers are at most 15 minutes early or late).
Customer service times are independent, identically and exponentially
distributed with a strictly positive and finite mean 1
µ
. We make the exponential
assumption regarding the distribution of service times for mathematical
tractability, as it allows us to formulate the problem as an embedded Markov
chain. This assumption is reasonable for systems with high service time variability
where service times are typically small but there are occasionally long service
times. We assume that the server (e.g., the physician in a healthcare clinic)
is available to work starting exactly at a1 (the appointment time of the first
customer).
Upon arrival, a customer goes immediately into service if the server is available.
If not, the customer joins the queue and waits. We assume that customers are
processed in the order of their appointment times. We also assume that the system
is work-conserving with the server never idling when there are customers in queue.
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We are interested in characterizing customer waiting time. Our approach
consists of first recursively computing the probabilities of the system state seen
by a new arrival at a possible arrival time. We then compute the conditional
waiting time, given the system state. Finally, we characterize the unconditional
waiting time by averaging over all possibilities.
Without loss of generality, we assume the earliest possible arrival time of the
first customer is time 0 (tm,1 = 0). We denote by Rm,k the random variable that
describes the number of customers found (would have been found) in system by
customer m, if she shows up at her kth possible arrival time. We let pim,k =
Pr{Rm,k = i} refer to the probability that the m
th customer finds (would have
found), upon her arrival at kth possible arrival time, i customers already in system
(in queue or in service) for i = 0, ..., m− 1, k = 1, ..., Km, and m = 1, ...,M .
In what follows, we first characterize the probabilities pim,k. For m = 1, we
have p0m,k = 1 and p
i
m,k = 0 for i 6= 0, for all k, since the first customer always
finds the system empty if she shows up. For m = 2, let us first compute p12,k. For
customer 2 to find one customer in system upon arrival, she has to arrive before
customer 1 completes service. We distinguish the following three cases; Case 1:
customer 1 arrives earlier than her appointment time; Case 2: customer 1 arrives
at or later than her appointment time; and Case 3: customer 1 does not show up.
Case 1: If customer 1 arrives at t1,l for l = 1, ..., K
∗
1 − 1, which is earlier than
her appointment time, then she has to wait until a1 (the starting time of the
server) to start service. We denote by ε the random variable that describes the
service time of a customer. It is exponentially distributed with mean 1
µ
. Then,
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p12,k corresponds to the probability that ε > t2,k − a1, and thus
p12,k = e
−µ(t2,k−a1).
Case 2: If customer 1 arrives at t1,l for l = K
∗
1 , ..., K1, which is equal to or later
than her appointment time, then she starts service immediately after she arrives.
Then, p12,k corresponds to the probability that ε > t2,k − t2,l, and thus
p12,k = e
−µ(t2,k−t2,l).
Case 3: This is a trivial case. If customer 1 dose not show up, customer 2 will
find the system empty when she arrives, and p12,k = 0.
Putting it all together, we get
p12,k = α1

K∗1−1∑
l=1
q1,le
−µ(t2,k−a1) +
K1∑
l=K∗1
q1,le
−µ(t2,k−t2,l)

 (4.1)
for k = 1, ..., K2. And p
0
2,k = 1− p
1
2,k.
For 3 ≤ m ≤ M , we first compute pim,k for 1 ≤ i ≤ m − 1, conditioning on
the number of customers found (would have been found) in system by customer
m − 1, upon her arrival (if she showed up). It is easy to verify that, in order
for customer m to find i (1 ≤ i ≤ m− 1) customers upon arrival, the number of
customers found (would have been found) by customer m − 1 must be at least
i− 1 (i). Thus,
pim,k = αm−1
Km−1∑
l=1
qm−1,l
m−2∑
j=i−1
pjm−1,lPr{Rm,k = i | Rm−1,l = j}
+ (1− αm−1)
Km−1∑
l=1
qm−1,l
m−2∑
j=i
pjm−1,lPr{Rm,k = i | Rm−1,l = j}.
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The key quantity to compute then is Pr{Rm,k = i | Rm−1,l = j}. To do so, we
distinguish the following two cases; Case 1: customer m − 1 shows up; and Case
2: customer m− 1 does not show up.
Case 1: Suppose customer m− 1 arrives at tm−1,l for l = 1, ..., Km−1, and finds j
(i− 1 ≤ j ≤ m− 2) customers in system, then the total number of customers in
system immediately after tm−1,l is j+1. In order for customerm to find i customers
upon arrival at tm,k, there must be exactly j− i+1 service completions during the
time period (tm−1,l, tm,k]. Since the server is always busy during this period and
service times are exponential distributed, the number of customers served during
(tm−1,l, tm,k] follows a Poisson distribution with parameter µ(tm,k − tm−1,l), and
therefore we have
Pr{Rm,k = i | Rm−1,l = j} =
e−µ(tm,k−tm−1,l)[µ(tm,k − tm−1,l)]
j−i+1
(j − i+ 1)!
for i− 1 ≤ j ≤ m− 2.
Case 2: Suppose customer m − 1 had arrived at tm−1,l, she would have found j
(i ≤ j ≤ m − 2) customers in system. Then, for customer m to find i customers
upon arrival at tm,k, there must be exactly j − i service completions during the
time period (tm−1,l, tm,k]. Following the same analysis as in Case 1, we obtain
Pr{Rm,k = i | Rm−1,l = j} =
e−µ(tm,k−tm−1,l)[µ(tm,k − tm−1,l)]
j−i
(j − i)!
for i ≤ j ≤ m− 2.
Putting the two cases together leads to
pim,k = αm−1
Km−1∑
l=1
qm−1,l
m−2∑
j=i−1
pjm−1,l
e−µ(tm,k−tm−1,l)[µ(tm,k − tm−1,l)]
j−i+1
(j − i+ 1)!
+ (1− αm−1)
Km−1∑
l=1
qm−1,l
m−2∑
j=i
pjm−1,l
e−µ(tm,k−tm−1,l)[µ(tm,k − tm−1,l)]
j−i
(j − i)!
106
=
Km−1∑
l=1
qm−1,l
m−2∑
j=i
pjm−1,l
e−µ(tm,k−tm−1,l)[µ(tm,k − tm−1,l)]
j−i
(j − i)!(
1− αm−1 +
αm−1µ(tm,k − tm−1,l)
j − i+ 1
)
+ αm−1
Km−1∑
l=1
qm−1,l p
i−1
m−1,l e
−µ(tm,k−tm−1,l) (4.2)
for i = 1, ..., m − 1, k = 1, ..., Km, and m = 3, ...,M . (By convention, an empty
sum equals 0.)
We can now compute p0m,k as
p0m,k = 1−
m−1∑
i=1
pim,k (4.3)
for k = 1, ..., Km, and m = 2, ...,M .
Using Equations (4.1)-(4.3), the probabilities pim,k for i = 1, ..., m − 1, k =
1, ..., Km, and m = 1, ...,M can be computed recursively starting from m = 1.
Next we show how the above probabilities can be used to characterize various
performance measures. Let us first compute the average waiting time in queue.
Clearly, as service times are exponentially distributed, the waiting time of a
customer only depends on the number of customers she finds upon arrival, but
not her exact arrival time (due to the memoryless property). We denote by Rm
the expected number of customers found (would have been found) in system by
customer m, upon arrival. We also let pim = Pr{Rm = i} refer to the probability
that the mth customer finds (would have found), upon arrival, i customers already
in system for i = 0, ..., m− 1 and m = 1, ...,M . Then, we have
pim =
Km∑
k=1
qm,k p
i
m,k
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for i = 0, ..., m− 1 and m = 2, ...,M , and p01 = 1.
Now, let Wm, a random variable, denote the waiting time in queue of the m
th
customer, if she shows up, and let E[(Wm)
n] be the corresponding nth moment for
n ≥ 1. (For the rest of the chapter, we use E[(X)n] to denote the nth moment of
a random variable X for n ≥ 1.) Then, we have
E[(Wm)
n] =
m−1∑
i=1
pimE[(W
i
m)
n]
for 2 ≤ m ≤ M , where W im is the random variable denoting the waiting time
in queue for the mth customer, given that she shows up and finds i customers
in system upon arrival. Since service times are independent, identically and
exponentially distributed with parameter µ, W im has an Erlang distribution with
shape i and rate µ. Hence, the quantities E[(W im)
n] for n ≥ 1 can be easily
computed. For example, we have E[(W im)] =
i
µ
and E[(W im)
2] = i
2+i
µ2
.
For the first customer, if she arrives earlier than her appointment time, then
she has to wait for the server to start service. We treat this as the waiting time
in queue for customer 1, then we have E[(W1)
n] =
∑K∗1−1
k=1 q1,k(a1 − t1,k)
n.
Now, let the random variable W denote the waiting time in queue of an
arbitrary customer among the M customers. Then, we have
E[(W )n] =
1
M
M∑
m=1
αmE[(Wm)
n]
=
1
M

 M∑
m=2
αm
m−1∑
i=1
pimE[(W
i
m)
n] + α1
K∗1−1∑
k=1
qk,l(a1 − t1,k)
n

.
In particular,
E[W ] =
1
Mµ
M∑
m=2
αm
m−1∑
i=1
i pim +
α1
M
K∗1−1∑
k=1
q1,k(a1 − t1,k)
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and
V ar[W ] =
1
Mµ2
M∑
m=2
αm
m−1∑
i=1
(i2 + i)pim +
α1
M
K∗1−1∑
k=1
q1,k(a1 − t1,k)
2
−

 1
Mµ
M∑
m=2
αm
m−1∑
i=1
i pim +
α1
M
K∗1−1∑
k=1
q1,k(a1 − t1,k)


2
.
From the probabilities pim, we can also characterize the distribution of W .
First, notice that, for the first customer,
Pr{W1 ≤ t} =
K1∑
k=Kt1
q1,k
for t ≥ 0, where Kt1 is defined as the minimum value of k such that a1 −K
t
1 ≤ t.
For 2 ≤ m ≤ M , since W im is Erlang distributed with shape i and rate µ, we
have
Pr{W im ≤ t} = 1− e
−µt
i−1∑
n=0
(µt)n
n!
,
and therefore
Pr{Wm ≤ t} = p
0
m +
m−1∑
i=1
pimPr{W
i
m ≤ t} = 1− e
−µt
m−1∑
i=1
pim
i−1∑
n=0
(µt)n
n!
.
Together, this leads to
Pr{W ≤ t} =
1
M
M∑
m=1
[(1− αm)1 + αmPr{Wm ≤ t}]
= 1−
1
M

 M∑
m=2
αme
−µt
m−1∑
i=1
pim
i−1∑
n=0
(µt)n
n!
− α1
K1∑
k=Kt1
q1,k + α1

.
Chapter 5
Conclusions and Future Research
Directions
In this chapter, we provide conclusions and future research directions on the work
presented in Chapters 2 and 3. We also discuss extensions and future plans for
the work presented in Chapter 4.
5.1 On Managing Stochastic Inventory Systems
with Scarce Resources
In Chapter 2, we studied the problem of managing production in a
production-inventory system where a firm is subject to an allowance constraint on
either the amount of input it can use or the amount of output it can produce over
a specified compliance period. We considered an extended state-space version of
the problem and showed that this modified version of the problem reduces to a
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one-dimensional problem. We described various properties of the optimal policy
for the modified version of the problem and then showed that these properties also
hold for the optimal policy for the original problem. We then used these properties
to characterize the structure of the optimal policy for the original problem. In
particular, we showed that the optimal production policy is specified by dynamic
thresholds that depend on both the on-hand inventory level and the remaining
allowance but only via the sum of these two quantities.
We examined how the optimal allowance amount and the allowance usage are
affected by the price of the allowance. In particular, we showed that the expected
cost is convex in the allowance amount, implying that cost becomes increasingly
insensitive to the allowance amount as the allowance amount increases. From
numerical experiments, we observed that in some settings the amount of allowance
can be tightened significantly without significantly increasing cost. We also
observed that putting even a small price on the allowance can lead to a significant
decrease in the amount purchased and an increase in its effective usage, implying
that pricing scarce resources can lead to a more efficient usage of these resources
but without significantly affecting cost.
There are several possible avenues for future research. It would be useful to
generalize the results to a broader class of systems, including supply chains with
multiple firms where each firm may be subject to its own allowance constraint
(e.g., a constraint on water usage or pollution). In such a setting it would be
useful to examine how the constraints imposed on one firm (or alternatively the
conservation efforts of one firm) affect the production decisions and cost of other
firms. It would also be interesting to consider settings where a firm can buy and
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sell allowance in each period based on the realization of the price, which may be
stochastic and determined by the dynamics of a trading market for allowances (as
in a cap-and-trade system). In that case, a firm would make both production and
allowance trading decisions in each period, taking into account the randomness
of both demand and allowance prices. Finally, it would be useful to consider
situations where multiple firms compete at the beginning of the compliance
period for a share of a finite amount of total available allowance and a central
planner (e.g., an environmental regulator) decides on a rule for allocating this
total allowance.
5.2 On Service Systems with Finite and
Heterogeneous Customer Arrivals
In Chapter 3, we studied service systems with a finite number of customer arrivals,
where customer inter-arrival times and service times are both stochastic and
heterogeneous. We characterized the waiting time distribution for each customer,
from which we obtained various performance measures of interest including the
expected waiting time of a specific customer, the expected waiting time of an
arbitrary customer, and the expected completion time of all customers. We carried
out extensive numerical experiments to examine the effect of heterogeneity in
inter-arrival and service times. We validated the numerical results using a fluid
approximation that yields closed form expressions.
The results of this work highlight the importance of accounting for the
heterogeneity in customer inter-arrival and service times, when the number of
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customers is finite and customer inter-arrival or service times depend on their
positions in the arrival sequence. This heterogeneity arises naturally in many
service systems, but could also be engineered into how these systems are designed
and managed. Accounting for this heterogeneity is important because different
inter-arrival and service time features, even if resulting in the same total workload
for the system, can lead to different levels of performance.
There are several possible avenues for future research. It would be useful to
generalize our results to a broader class of systems (including queueing networks,
systems with general service time distributions, and systems with customer
priorities) and to investigate additional applications where systems with the type
of features we studied arise naturally. It would also be interesting to study systems
with other types of arrival processes such as those with time-dependent arrival
rates. Moreover, it would be useful to explore other types of approximations (e.g.,
diffusion approximations). Finally, it would be meaningful to revisit principles
that have been shown to be effective in the design and operation of service systems
under steady state assumptions, and to determine whether or not they continue
to be effective in systems with finite arrivals and heterogeneous inter-arrival and
service times. One such principle is the benefit of pooling of servers and queues
in systems with multiple servers.
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5.3 On Service Systems with
Appointment-Driven Arrivals,
Non-Punctual Customers, and No-Shows
We are currently extending the analysis to more general settings, including
systems with multiple servers, Erlang service times, and heterogeneous service
time distributions. We are also developing a fluid approximation that yields
closed form expressions for the performance measures of interest. We plan to
examine the impact of not accounting for non-punctuality and no-shows. We
also intend to study how our approach can be used to support individualized
appointment scheduling (scheduling that takes into account the punctuality and
no-show behavior of each individual customer), and to investigate the extent
to which such a scheduling improves performance relative to the more standard
schemes where all appointment times are equally spaced.
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