In this paper, we present algorithms for enumeration of spanning trees in undirected graphs, with and without weights.
Introduction
Spanning tree enumeration in undirected graphs is an important issue in many problems encountered in network and circuit analysis. Applications are given in Ma72]. Weighted spanning tree enumeration in order would nd application in a subroutine of a generateand-test procedure for connecting together a set of points with the minimum amount of wire, where the connection satis es some additional constraint, e.g., a minimum distance to be maintained between 2 wires. Spanning tree enumeration has a long history (See references). Previous techniques employed for solving the problem include depth rst search GM78, TR75], selective generation and testing Ch68], and edge exchanging Ga77]. Of these, Gabow and Myers' algorithm GM78] seems to be the fastest with a time complexity of O(NV ) on a graph with V vertices, E edges and N spanning trees. Their algorithm requires O(NV ) time for generating the trees themselves and not merely for outputting them. Their algorithm is optimal up to a constant factor if all spanning trees of the graph need to be explicitly output. For many practical applications, the spanning trees need not be explicitly output and only a computation tree which gives relative changes between spanning trees is required. We note that from this computation tree, the spanning trees can be listed out explicitly in O(NV ) operations, if required.
In this paper, we enumerate spanning trees by listing out di erences between them. Each node of the computation tree that describes this procedure represents a spanning tree of the graph. The spanning trees represented by a node and its parent in the computation tree di er in exactly one pair of edges, i.e., the spanning tree at any node is obtained by exchanging an edge in the spanning tree at its parent for an edge not present in that spanning tree. This exchange is obtained from the fundamental cycles of the graph. An edge external to a spanning tree can be exchanged with any edge in its fundamental cycle to give a spanning tree which di ers from the original spanning tree in exactly one pair of edges. By repeating this for all external edges, all spanning trees which di er from the original spanning tree in one pair of edges can be obtained. The computation tree is generated by repeatedly applying this procedure. Repetition of the same spanning tree is avoided by following a search tree inclusion-exclusion strategy. The algorithm presented here outputs, for each node of the computation tree, the di erence between the spanning trees associated with that node and its predecessor in a preorder scan of the computation tree. This is done by traversing the computation tree in a depth rst manner. We describe two algorithms each requiring O(N + V + E) time. The rst requires O(V 2 E) space and the second requires O(V E) space. The rst algorithm has a more general methodology and may be more useful in certain applications. It is used in the weighted case in this paper.
An O(N log V + V E) algorithm for sorting the nodes of the computation tree in increasing order of weight is also presented here and is based on the fact that there are a bounded number of exchanges that change one spanning tree into another. To output the spanning trees in sorted order however requires O(NV ) operations. The scheme presented betters the O(N log N) time heapsort used by Gabow Ga77] which results in a total time complexity of O(NE + N log N).
In a companion paper KR92], we use similar techniques to enumerate all spanning trees of a directed graph in O(NV ) time, improving upon the previous best known bound of O(NE) time GM78] .
Section 2 describes the generation of spanning trees in undirected, unweighted graphs and Section 3 describes a way of ordering the spanning trees in the computation tree for weighted graphs. Each of the sections contains a description of the algorithms and proofs of their correctness and complexity.
Undirected Spanning Tree Enumeration
Let G be an undirected graph with V vertices, E edges and having N spanning trees. E(G) refers to the set of edges of the graph G.
Algorithm Outline
In this section, an outline of the algorithm for generating all spanning trees of an undirected graph is presented.
The algorithm starts o with a spanning tree T, and generates all other spanning trees from T by replacing edges in T by edges outside T. For undirected graphs, an edge in a fundamental cycle of the graph can be replaced by its corresponding non-tree edge to result in a new spanning tree. Thus, a number of spanning trees can be generated from a single spanning tree by exchanging edges in a fundamental cycle with the corresponding non-tree edge. This computation can be represented by a computation tree with spanning tree T at its root and the spanning trees resulting from these exchanges at its sons. To generate other spanning trees, these sons are expanded recursively in the same manner as the root. Thus each node in the computation tree is associated with a spanning tree of G.
We need to ensure that each spanning tree is generated exactly once. This is done by a search tree type computation tree which uses the inclusion/exclusion principle. To aid the construction of the computation tree, at every node in the computation tree 2 sets with the following classi cation are maintained. For a node x in the computation tree, the set IN x consists of edges which are always included in all spanning trees at x and its descendants in the computation tree. The set OUT x contains edges which are not included in any spanning tree at x or at its descendants in the computation tree. We let S x denote the spanning tree generated at x and G x denote the current graph obtained by contracting edges in IN x and removing edges in OUT x . Note that G x may be a multigraph. We de ne CY CLE x to be the set of fundamental cycles of non-tree edges (with respect to S x ) which are in G x . We now formally de ne the computation tree C(G) with respect to the graph G. C(G) has a spanning tree of G associated with every node. The computation tree starts o with an arbitrary spanning tree at the root. Let A be a node in the computation tree and let S A be the spanning tree associated with A. Let f be an edge not in OUT A or S A and let c f = (e 1 ; e 2 ; : : : ; e k ) be the fundamental cycle in G A formed by f with respect to S A . Then A has as its sons B i , 1 i k + 1 (see Fig. 1 ; each edge is labeled with the pair of edges exchanged). For 1 i k, B i corresponds to the spanning tree obtained by the exchange (e i ; f). Note that e i is not already in IN A because edges in IN A are contracted in G A . And B k+1 corresponds to a node in the computation tree such that no descendant of the node has f in the spanning trees generated. Note that the tree at B k+1 is the same as the one at its parent.
The IN and OUT sets are formally de ned as follows. The IN and OUT sets for the root x of the computation tree are both empty. S x is any spanning tree, G x is the original graph G and CY CLE x is the set of fundamental cycles in G with respect to S. Before we show how to generate the computation tree, we show that C(G) su ces to generate all the spanning trees of G.
Lemma 2.1 The computation tree has at its internal nodes and leaves all the spanning trees of G.
Proof: The proof follows from induction and the inclusion/exclusion principle. The inclusion/exclusion is implemented in the computation tree as follows: Let A be the root node of the computation tree. The subtrees rooted at B 1 through B k together form the computation tree of the spanning trees which have the edge f in them. B k+1 is the root of the computation tree which computes all spanning trees not containing the edge f. Within the set of spanning trees which contain f, the subtree rooted at B 1 generates spanning trees without e 1 whereas B 2 ; : : : B k generate subtrees with e 1 . A similar inclusion-exclusion process is repeated at each of the nodes B 2 ; : : : B k , i.e., the computation subtree rooted at B j corresponds to the set of spanning trees which contain the edges e 1 ; : : : ; e j?1 but not e j . Moreover, the computation subtree corresponding to the inclusion In order to analyze the algorithms, it is convenient to de ne a compressed form C 0 (G) of C(G). Having generated node A with spanning tree S A , we nd the fundamental cycle corresponding to some non-tree edge f 2 G A and then generate the sons B 1 ; : : : ; B k+1 according to the above description. However note that the sons of B k+1 will be obtained by using another non-tree edge relative to S A in a graph where f is absent. And this is repeated along the entire rightmost branch of the computation tree. Since all these computations are with respect to S A alone, we can obtain a compressed version of the computation tree called C 0 (G) by considering all the fundamental cycles at node A and applying the inclusion/exclusion principle over the non-tree edges. Figure 2 illustrates the compression. The compressed computation tree C 0 (G) has the advantage that each node in the tree corresponds to a unique spanning tree. Since the compression does not eliminate nodes with distinct spanning trees in C(G), C 0 (G) generates all spanning trees of G. Each node of C(G) is associated with exactly one node of C 0 (G) and we refer to both nodes by the same name.
To achieve the construction of C(G) in linear time, we outline schemes for nding the fundamental cycles and generating the sons of a node. An important issue in the generating C(G) is the computation of the set of fundamental cycles at each node of C(G). Note that the current tree T has been obtained by replacing an edge e in the previous tree T 0 by a non-tree edge f. This a ects all the fundamental cycles containing the edge e. Each fundamental cycle containing edge e must now be combined with the In Algorithm 1, at each node A in C(G), an arbitrary non-tree edge f in G A is chosen for exchanging. After each exchange is performed, each of the fundamental cycles a ected by that exchange is combined with the fundamental cycle of f. This is done by scanning the a ected cycles and changing them in time proportional to the sum of the lengths of the resulting cycles. Each fundamental cycle generates a number of spanning trees equal to the number of tree edges in it by exchanging with the corresponding non-tree edge. This ensures that the computation tree is generated in linear time. This approach requires O(V 2 E) space and the data structure for maintaining the fundamental cycles is slightly elaborate. Further, this involves repeated scanning of an edge which occurs in more than one cycle.
To reduce space and to simplify and speed up the data structures, we describe Algorithm 2. In this algorithm, the tree S A is always a depth-rst-search tree (d.f.s tree) of G A at each node A of C(G). This is ensured in the following manner. We start at the root of C(G) with the d.f.s tree of G. Further, at each node A of C(G), the non-tree edges in G A are considered for exchanges in a particular order. The order is given by the increasing post-order number of the upper (i.e., closer to the root) end points of the non-tree edges. Note that since S A is a d.f.s tree of G A , all the non-tree edges are back edges with respect to S A . Clearly, nding the fundamental cycle of a non-tree edge f is in now straightforward; it simply involves marching up S A from the lower end point of f to its upper end point. As we shall describe later, combining fundamental cycles now becomes a matter of simply changing the endpoints of some edges. The total space used in this scheme is O(V E).
We remark that while Algorithm 2 is more e cient, Algorithm 1 is more general. In particular, it can be used as the base scheme in generating the spanning trees of a weighted graph in order (Section 4) while Algorithm 2 fails in that application because of its depth-rst restriction.
Algorithm 1 Description
The main algorithm Main has as input a graph G. It generates a spanning tree T of G corresponding to the root of the computation tree and computes the fundamental cycles with respect to T. Main also initializes the data structures which will be described shortly.
ALGO Main(G);
Find a spanning tree, T, of G; Initialize data structures; Gen(T); End Main;
The heart of the algorithm is the generation scheme Gen which generates the sons of a node in the computation tree and recursively generates the subtrees rooted at them. The entire computation tree is thus generated in an pre-order traversal of the tree. The following is an outline of the scheme.
Gen picks an edge f from F, the data structure which stores all non-tree multiedges in the current graph. It then determines the fundamental cycle c f = (e 1 ; : : : ; e k ) of f with respect to T, the current spanning tree. Note that e 1 ; : : : ; e k are only the tree edges in c f , the actual fundamental cycle being formed by these edges along with the edge f.
Each edge in c f in chosen for exchange with f in turn. When a tree edge e i is chosen for exchange, it is removed from the current graph (i.e., put in the OUT set). As a result, all fundamental cycles containing this edge are now modi ed, i.e., they now have to be combined with c f . Note that by this point, the edges e 1 ; : : : ; e i?1 are already added to the IN set and thus are already contracted in the graph and in c f . Further, the edge f must be contracted in the current graph as it is added to the IN set. These changes are made by procedure Prepare{for{son.
After the computation subtree rooted at the node corresponding to the exchange (e i ; f) is constructed recursively, the edge e i must now be contracted in the current graph (i.e., added to the IN set). This is done in the procedure Prepare{for{sons'{sibling{branch.
Finally, the last branch of C(G) involves removal of the edge f from the current graph; this is done in procedure Prepare{for{ nal{son. Note that before returning from Gen, the state of the data structures is restored to that at the time its invocation.
The output of Gen is derived from the variable CHANGES. CHANGES accumulates the exchanges used to derive the current spanning tree from the previous spanning tree generated. CHANGES is initialized to by Main and reset whenever a spanning tree is output. It is modi ed whenever an edge of C(G) is traversed in the downward direction and this modi cation is reversed while backtracking upwards along this edge. We describe the subprocedures used by Gen next. Their description and performance is linked to the data structures used. Clearly, the following data structures su ce.
ALGO Gen(T);
1. The list F of non-tree multiedges. 2. A data structure AG to maintain the current graph which supports the operations of contracting and deleting edges. As described later, we store only non-tree edges in AG. The tree edges are stored in the following cycle data structure. 3. A data structure C storing all fundamental cycles of the current graph, which allows for determining the fundamental cycle of a particular non-tree edge, for determining all fundamental cycles which contain a particular tree edge, and for combining all cycles containing a particular tree edge with a given cycle. We describe the subprocedures used by Gen in terms of the operations performed upon the data structures mentioned above. Each operation will be described in detail later.
PROCEDURE Prepare-for-son(e i );
If i = 1 then contract non-tree edge f in AG;
Combine all cycles in C which contain tree edge e i with cycle in C corresponding to edge f;
End Prepare-for-son; PROCEDURE Prepare-for-sons'-sibling-branch(e i );
Contract e i in all cycles in C containing e i ; Modify AG in order to re ect the contraction of e i ;
End Prepare-for-sons'-sibling-branch; PROCEDURE Prepare-for-nal-son;
Delete non-tree edge f from AG; Modify C to re ect the deletion of non-tree edge f;
End Prepare-for-nal-son;
Data Structures. Next, we give a high level description of these data structures and the operations performed upon them by the subprocedures. As we will show later, the time spent in each of these operations can be amortized to nodes of C 0 (G) and C(G) in a manner such that each node gets charged a constant amount.
The Graph Data Structure. The graph (which is a multi-graph, in general) is maintained as an adjacency list structure AG of multi-edges in the usual manner with just the following di erence: only edges not in the current spanning tree are maintained. Note that edges constituting a multi-edge are clubbed together in this structure. The edges in the current spanning tree are maintained as part of the data structure storing the fundamental cycles.
Operations on the Graph. Contraction and deletion of edges in AG is done as follows.
Deleting a non-tree edge from AG is straightforward and takes constant time, given a pointer to that edge. Next, consider the contraction of edges. Note that only tree edges are contracted in the algortihm. Contraction of a tree edge involves merging the adjacency lists of the two end points of the edge and takes time proportional to the number of multiedges in the two adjacency lists. While performing this merger, one of the multi-edges may become a self-loop; this multi-edge is removed. This ensures that each non-tree edge in AG has a fundamental cycle with at least one tree edge at all times.
Lemma 2.2 Data structure AG allows deletion and contraction of non-tree edges in constant time and contraction of a tree edge in time proportional to the number of multiedges incident upon the two end points of that edge.
The Data Structure F. The list F is maintained in the obvious way as a list of lists, each list storing a non-tree multi-edge. These multi-edges are linked to the corresponding multi-edges in AG, so changes in AG can be re ected in F in the same time bounds.
The Cycle Data Structure. The data structure C for storing fundamental cycles is as follows. The tree edges in each fundamental cycle are stored in a circular doubly linked list in the order in which they appear. This list is accessible by the corresponding non-tree multi-edge. Note that all edges which constitute a multi-edge share the same fundamental cycle. For each tree edge e which is not in the IN set, to nd all fundamental cycles containing e, we maintain a list of fundamental cycles containing e. Further, given a tree edge e which is not in the IN set, we need to be able to delete e from all cycles Operations on the Cycles. Consider deletion of non-tree edge f rst. If f is not part of a multi-edge then its fundamental cycle must be removed from C and C must then be modi ed appropriately. This is easily accomplished in time proportional to the size of this fundamental cycle. If f is part of a multi-edge then no changes need be made to C. Next, consider contractions of tree edges. When a tree edge e i is contracted, the change must be re ected in each of the cycles containing e i . This takes time proportional to the number of such cycles.
It remains to describe the operation of combining cycles. Consider the generation of son B i of A. All fundamental cycles containing e i in the current graph must be combined with c 0 f , the fundamental cycle of f with respect to S A with the edges e 1 ; : : : ; e i?1 contracted.
The Cycle Combination Algorithm. We show how to combine cycles c and c f in time proportional to the size of the resulting cycle. Note that the resulting cycle does not have any tree edges common to both c and c f . Therefore, the main aim of the combining operation is to combine c and c f while avoiding the chain of edges common to both c and c f . This is done as follows. Let a 1 and a 2 be the end points of the non-tree edge g associated with fundamental cycle c. Let a 3 and a 4 be the end points of the non-tree edge f associated with fundamental cycle c f . We show how to determine the end points of the chain D of tree edges, which constitutes the portion common to c and c f in time proportional to jcj + jc f j ? jDj. Clearly, knowing these two end points, the resulting cycle can easily be obtained in same time bound. Thus the time required to combine two cycles is proportional to the size of the resulting cycle.
We traverse c and c f using 4 pointers p 1 : : : p 4 , two per cycle, with p i pointing to a i initially. There are a number of rounds; in each round, each pointer traverses one edge of the cycle moving towards the other end of the cycle. Pointer p i stops moving when either it reaches an edge which has been traversed previously (by some pointer) or it meets another pointer p j . The latter conditions holds when either p i and p j point to the same vertex or they cross each other while traversing an edge. The procedure stops when all four pointers have stopped moving. The number of rounds is at most maxfjcj; jc f jg ? jDj because as long as the above procedure continues, at least one of the four pointers must be outside D.
We show that the end points of D can be inferred from the nal positions of the four pointers. Clearly, some two pointers must meet each other during the above procedure. There are three cases to consider depending upon which pointers meet (see Figure 4 ; pointers are shown in their nal positions in each case). First, suppose that the pointers which traverse c meet each other. Then the pointers which traverse c f must be nally located at the two endpoints of D. The case when the two pointers which traverse c f meet can be handled similarly. Second, suppose a pointer which traverses c meets a pointer which traverses c f but the remaining two pointers do not meet. These two remaining pointers must be nally located at the end points of D. Third, suppose each pointer which traverses c meets at least one pointer which traverses c f . Then, it can easily be veri ed that each pointer which traverses c meets exactly one of the pointers traversing c f . In this case, two of the pointers, one which traverses c and one which traverses c f , must be nally located at one end point of D while the other two pointers must be located at the other end point.
It follows that the cycle combination can be achieved in time proportional to the number of edges in the resulting cycle.
Lemma 2.3 The data structure C allows for 1. Deletion of non-tree edge f in time proportional to the size of its fundamental cycle. 2. Contraction of tree edge e i in time proportional to the number of cycle it is contained in. 3. Combining two cycles in time proportional to the size of the resulting cycle.
This ends the description of the data structures.
Analysis
We start with the analysis of the time complexity of Algorithm 1. First, we show that the total output size of the algorithm is O(N).
Lemma 2.4 The number of exchanges output by Gen is at most 2N. Proof: Consider internal node x of C(G). For each son y of x, except the last, one exchange is added to CHANGES when y is generated and its opposite exchange ((e; f) is the exchange opposite to (f; e)) is added to CHANGES after the sub-tree rooted at y has been generated. Therefore, the number of exchanges added to CHANGES is at most 2N. Further, every time CHANGES is output, it is reset to immediately. The lemma follows. 2
The following lemma is the key one in obtaining the nal complexity. Proof. The work done to output exchanges at A is at most O(r(A)). We consider the other operations performed at node A and show how to amortize the time spent in these operations to nodes in s(A) and g(A)
Clearly, the operations performed in Gen (excluding those performed in the subprocedures) take time proportional to the number of sons of A. We look at the operations performed in the subprocedures next.
First, consider Prepare-for-son(e i ). By Lemma 2.2, contracting f takes constant time. By Lemma 2.3, the time to combine all cycles containing e i with the fundamental cycle for f takes time proportional to the sum sizes of the resulting cycles. Each resulting cycle leads to a number of sons of B i in C 0 (G) equal to its size. Thus the time spent in combining cycles can be charged to the sons of node B i in C 0 (G). Consequently, each node in g(A) gets charged once for cycle combinations over all calls to Prepare-for-son.
Next, consider Prepare-for-sons'-sibling-branch(e i ). First, consider contraction of edge e i in C. By Lemma 2.3, contracting e i in C takes time proportional to the number of cycles it is contained in. Consider each of these cycles following the contraction of e i . At most one of these, c j say, will not contain a tree edge, as edges corresponding to a multi-edge are clubbed together and self-loops are removed as they are formed. Therefore, each of these cycle except c j and c 0 f , the fundamental cycle of f with respect to S A with the edges e 1 ; : : : ; e i?1 ; e i contracted, will lead to at least one son of B i+1 in C 0 (G). Next, consider the contraction of edge e i in AG. By Lemma 2.2, this takes time proportional to the number of multiedges incident upon the two end points of e i . Consider the set M of these multiedges, excluding the one multiedge which is converted to a self-loop upon contraction, if any. Following the contraction, each multiedge g 2 M with tree edges other than the one contracted has a fundamental cycle containing at least one tree edge (recall self-loops are removed as they are formed). Therefore, every edge in each such multiedge g, with the possible exception of the multiedge having the same end points as f, gives rise to at least one son of B i+1 in C 0 (G). Thus, the time spent in Prepare-forsons'-sibling-branch(e i ) can be charged to the sons of node B i+1 in C 0 (G). Therefore, each node in g(A) gets charged at most twice over all calls to Prepare-for-sons'-sibling-branch.
Finally, consider Prepare-for-nal-son. By Lemma 2.2, deletion of f from AG takes constant time. By Lemma 2.3, deletion of f from C takes time proportional to the size of its fundamental cycle, which, in turn, equals the number of sons of A in C(G). The lemma follows. 2
Next, we obtain the time complexity of Gen and Main.
Theorem 2.6 All spanning trees can be correctly generated in O(N + V + E) time by
Main.
Proof: Firstly note that Gen correctly computes the spanning trees at sons of a node A of the computation tree. This follows from the fact that the cycles and the graph are correctly updated after the inclusion of edges into the IN and OUT sets. The correctness of the updates is evident from the operations on the data structures discussed in detail before. Also note that Gen correctly maintains CHANGES which stores the di erence between the current tree being output and the last spanning tree generated. Thus Gen correctly generates the computation tree and outputs the tree di erences. We next compute the time complexity. The preprocessing steps in Main before calling Gen is called require O(V + E) time, in addition to the time required for setting up the cycle data structure. The latter can be charged to the sons of the root node of C 0 (G). We show next that the time taken by the call to Gen in Main is O(N).
The total time for outputting exchanges over all invocations of Gen is O(N) by Lemma 2.4. Next, consider the time spent in a particular invocation of Gen, minus the time for outputting exchanges in that invocation. Let this invocation correspond to the creation of the sons of node x in C(G). By Lemma 2.5, the time taken by this invocation of Gen Proof: At each node of C(G), changes to the data structures need to be stored to enable restoration later. These changes take O(V E) space and this dominates the space requirement. The space taken to store changes when the last son of any node in C(G) is generated is O(1) (only a non-tree edge is deleted). On any root to leaf path in C(G), the number of nodes which are not the rightmost sons of their respective parents (note that this number is bounded by the height of C 0 (G)) is at most V . This is because any two spanning trees can di er in at most V ? 1 pairs of edges. The theorem now follows from the fact that Gen generates C(G) in a depth rst manner. 2
Algorithm 2 Description
We describe a second algorithm based on the use of depth rst search to construct C(G).
As before we generate the computation tree, C(G) recursively: The details are as follows. At the root of the computation tree the spanning tree is constructed by a depth rst scan of the graph. In fact we maintain the following invariant: at each node A of the computation tree, S A is a d.f.s spanning tree of G A . Consequently, all non-tree edges in G A are back edges with respect to S A . This property makes the task of determining and combining fundamental cycles much easier. In particular, it is no longer necessary to maintain all the fundamental cycles in a separate data structure. Only the spanning tree S A itself needs to be stored, with the edges in IN A contracted. Given S A , the fundamental cycle corresponding to a particular non-tree edge f 2 G A can now be found by marching along S A from the end point farther from the root to the end point closer to the root. This is instrumental in reducing the space bound to O(V E). The combination of cycles is also simpli ed, as we will describe below. Moreover, in order to ensure e ciency we must ensure that all useless tree edges are not to be considered in the replacement process. Useless edges are those edges that do not give rise to an exchange and hence to a spanning tree. These are thus those edges that do not occur in any cycles, i.e., they are the bridges of the graph. We describe their removal below.
For convenience, let up and down denote the directions towards and away from the root, respectively. For each non-tree edge, its upper endpoint is the one closer to the root.
Maintaining the DFS invariant.
We show how to maintain the invariant regarding the d.f.s nature of each spanning tree. Suppose node A of C(G) has been generated and S A is a d.f.s tree of G A . Assume that the vertices of S A are numbered by a postorder traversal of S A . At node A, we select the non-tree edge f whose upper end point has the least postorder number among all the non-tree edges in G A . Edge f is used as the replacement edge. Further, the tree edges in the fundamental cycle of f with respect to S A are replaced in order, starting from the edge farthest from the root and proceeding upwards. Let e 1 ; : : : ; e k be these tree edges in that order, and let e i = (x i?1 ; x i ). We claim that for each of the sons B 1 ; : : : ; B k of A, the spanning trees at these nodes are d.f.s trees of G A . This is shown in Lemma 2.8. Before we prove this lemma, we describe the various operations that take place when these sons are generated. This is helpful in describing the proof of Lemma 2.8.
Let T be the data structure storing the spanning trees. T is implemented in the usual manner as a set of parent pointers and child pointers. Before any of the sons of A have been generated, T stores S A . Consider the generation of son B i of A. The edges e 1 ; : : : ; e i?1 ; f are all in the IN set and therefore, must be contracted in T. As a result of this contraction, the sons of x 0 ; : : : ; x i?1 in T now become sons of x k . Further all non-tree edges in G A which have one of x 0 ; : : : ; x i?1 as their lower end points must have their lower end point changed to x k . Since edges e 1 ; : : : ; e i?2 ; f would already have been contracted before son B i?1 is generated, only the sons of x i?1 need be made sons of x k and only the lower end points of those non-tree edges which currently have lower end point x i?1 need be set to x k when son B i is generated (See Figure 5 ). Note that with this, we have e ectively achieved the task of cycle combination. 
Detecting and Removing Bridge Edges in T.
We now show how bridge edges in T are detected and removed as they are formed. This is initially accomplished by dividing the graph into its biconnected components and generating the spanning trees for each component separately. The spanning trees for the entire graph can easily be obtained from the spanning trees of its biconnected components.
Next, we show how bridges are detected at node A of C(G) when its sons B 1 ; : : : ; B k+1 are being generated, assuming that, at A, T has no bridge edges. The following observations are key. Clearly, the only edges in T which can be converted to bridge edges are the edges e 1 ; : : : ; e k . This can happen when either one of the e i 's is deleted or when f is deleted. The condition that characterizes the situation when e i becomes a bridge edge is as follows. Let j i ? 1 be the smallest number such that x j has either a branch (i.e., at least two sons) or an incident non-tree edge (note that x j would be the lower end point of such a non-tree edge). If j i then e i is a bridge edge and so are the edges e i+1 ; : : : ; e j . But e j+1 ; : : : ; e k remain non-bridge edges.
The bridge detection procedure which results from the above observations is as follows. First, consider the deletion of edge e i . By this point, edges e 1 ; : : : ; e i?1 are already contracted. Among the edges e i+1 ; : : : ; e k , those edges which are converted to bridge edges by this deletion are ascertained by traversing these edges in the above sequence until a vertex x j , j i, is found such that x j has either a branch (i.e., at least two sons before the deletion of e i ) or a an incident non-tree edge. The edges traversed are converted to bridge edges by the deletion of e i . These edges are removed from T by simply removing the vertex x j?1 from T. Further, note that when the edges e i+1 ; : : : ; e j are deleted subsequently, bridge removal can be accomplished in each case by the deletion of x j?1 from T. Later, when e j+1 is deleted, bridge detection will be done by traversing the edges e j+2 ; : : : ; e k in that order. Next, consider the deletion of edge f. Bridge detection is done by traversing the edges e 1 ; : : : ; e k until a vertex x j , j 0, is found such that x j has either a branch or an incident non-tree edge. Bridge removal involves removing x j from T.
Lemma 2.9 The total time taken for bridge detection over deletions of all of e 1 ; : : : ; e k is O(k). The time taken for bridge detection when f is deleted is also O(k).
Data Structures.
Next, we describe details of the data structures used as well as the operations on them along with the time complexity of executing them. Later, we will show that a result similar to Lemma 2.5 holds for this algorithm too.
Storing Tree Edges. The data structure T stores the current spanning tree in the form of a parent pointer and a list of child pointers for each node, with only edges not currently in the IN set present. Determining the fundamental cycle of a particular non-tree edge and deletion of a tree edge are trivial.
Consider edge contraction next. When edge e i = (x i?1 ; x i ) is contracted, the sons of x i are made sons of x k . This takes time proportional to the number of sons of x i . In order to account for this time, we use the invariant that each edge in T is a non-bridge edge in the current graph, i.e., it occurs in at least one fundamental cycle.
Lemma 2.10 Data structure T allows for 1. Determining the fundamental cycle of a non-tree edge in time proportional to the length of the cycle.
2. Contracting tree edge e i in time proportional to the number of sons of vertex x i in T.
Storing Non-Tree Edges. Recall that non-tree edges have to be ordered by their upper end points. Further, given a vertex v, we need to be able to determine all those non-tree edges which have lower end point v. These edges are required during the contraction of edges.
The following lemma is important for maintaining non-tree edges in the requisite order. It shows that this order is independent of the particular node of C(G) being considered. Therefore, we can initially order non-tree edges in an order given by a postorder traversal of the spanning tree at the root of C(G); this order will hold through the algorithm. As before, the data structure for storing non-tree edges actually stores multi-edges. This data structure has two components, REP-LIST and ADJ-LIST. Modi cations to one of them can be re ected in the other without any extra time overhead by keeping pointers between the corresponding multi-edges in the two structures.
REP-LIST is simply a list of non-tree multi-edges eligible for replacement, with the multi-edges appearing in the requisite order. At each node A of C(G), an edge f from the rst multi-edge in this list is picked for replacement and this edge is deleted from this list to generate the last son of A; selecting the replacement edge and deleting an edge thus takes constant time.
For each vertex v, ADJ-LIST stores a list of non-tree multi-edges which ha ve v for their lower end point. Clearly, for vertex x i , the lower end points of all edges which currently have lower end point x i can be changed to x k by merging the multi-edge list for x i with that for x k . Any self-loop formed in removed (note that since edges are organized into multi-edges, at most one self loop is formed per merger). This can be done in time proportional to the number of multi-edges in the two lists.
Lemma 2.12 Data structures REP-LIST and ADJ-LIST can be maintained such that 1. The replacement edge can be selected and deleted in constant time.
2. The lower end points of all non-tree edges with lower end point x i can be transfered to x k in time proportional to the number of non-tree multi-edges incident upon the two vertices. 3. The ordering of non-tree edges remains unchanged.
Algorithm 2 Pseudo-code
For detail and clarity, we present the pseudo-code of Algorithm 2. The main procedure Main2 sets up the initial data structures and then uses Gen2 to generate all spanning trees of G. The basic framework of Main2 and Gen2 is similar to that of Main and Gen but with one notable di erence. Main2 splits G into its biconnected components and generates all spanning trees of G by using Gen2 to generate all spanning trees of each biconnected component. Gen2 uses the procedures Combine-Cycles, Remove-Bridges1, and Remove-Bridges2. The rst of these makes the changes required when edge edge e i?1 is contraction and edge e i is deleted in order to generate son B i of A. The last two perform the detection and removal of bridges from the graph resulting from deletion of edges e 1 ; : : : ; e k and the deletion of edge f, respectively. A stack STACK is used to store changes made to data structures before recursing so as to undo these changes after the recursion completes. LAST The rst ancestor of x 1 whose father either has a branch or a back edge; /* Useful for bridge elimination, LAST is local to Gen2 */ Next, assuming that the edges of G are weighted, we present an algorithm to generate the nodes of C(G) in increasing order of weight. The algorithm follows a branch and bound strategy on the computation tree. The root of the computation tree is now associated with the minimum spanning tree (MST ) of the graph. The sons of the root are obtained as before by exchanging non-tree edges with tree edges. The exchange are made according to an order that ensures that the tree resulting from the exchange is the minimum spanning tree of the updated graph at the corresponding son. To ensure this the non-tree edges are considered for replacement in increasing order of weight. This is repeated at descendant nodes of the computation tree. The entire computation tree is generated in a Branch and Bound fashion. To ensure e ciency, we characterize each spanning tree generated by the exchange pair that generates it in the computation tree. The nal algorithm is as follows: The generation algorithm rst generates the tree at the root and the sons at the root are input to a queue indexed by the exchange pair. The actual sorted order is generated by selecting the minimum tree from amongst all queues. This is done by maintaining a priority queue containing the rst element of each queue.
ALGO Main2(G)
The algorithm that we describe is similar to Gen but instead of traversing the nodes of the computation tree in a depth rst fashion, a branch and bound strategy is used where the node corresponding to the spanning tree to be output next is expanded.
ALGO Genwt
Find min spanning tree, MST;
Repeat
Generate sons of node corresponding to MST by considering non tree edges in increasing weight order; Put each spanning tree generated into the queue indexed by the exchange using which it was obtained from its parent; Pick minimum weighted spanning trees, MST, from priority queue; Until all queues are empty. END Genwt 3.1 Correctness and Complexity Proof: The proof is by induction on the level of the tree. At the root the claim is true by construction. Assume that the claim is true for a node A. The sons of the node are generated by considering non-tree edges in increasing order of weight. Let the ordered set of non-tree edges at A be f 1 ; f 2 ; : : : ; f m . Let non-tree edge f i be used to generate sons B 1 ; : : : ; B k of A by exchanging with tree edges e 1 ; : : : ; e k . Then edges f 1 ; f 2 ; : : : ; f i?1 are absent from each of G B 1 ; G B 2 ; : : : ; G B k . Thus f i is the smallest edge that is present in each of these graphs but not in S A . For each j from 1 to k, since e j is absent from G B j , it follows that S(G B j ) is the MST of G B j . 2 Lemma 3.2 The number of exchanges is at most (V ? 1)(E ? V + 1). Proof: The rst entry in the exchange pair has V ? 1 values as the only edges allowed are those in the spanning tree associated with the root. This is true because the second entry in the exchange associated with any node is also in the IN set of that node and it's descendants. The second entry in the exchange pair cannot be an edge in the spanning tree associated with the root, because rst entry in the exchange associated with any node is in the OUT set of that node. The result follows. 2
The next lemma follows from the branch and bound generation of the computation tree. 
Conclusions
This paper presents a methodology for enumerating subgraphs of a given graph and illustrates this with the spanning tree problem. A companion paper describes enumeration of directed graphs. E cient enumeration of cycles may also be possible using a similar scheme.
