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Department of Physics, McGill University
3600 University Street
Montre´al QC, H3A-2T8
Canada
The spectrum of vacuum fluctuations in the Milne space (i.e. the τ − η coordi-
nate system) is an important ingredient in the thermalization studies in relativistic
heavy ion collisions. In this paper, the Schro¨dinger functional for the gauge theory
perturbative vacuum is derived for the Milne space. The Wigner-transform of the
corresponding vacuum density functional is also found together with the propagators.
We finally identify the fluctuation spectrum in vacuum, and show the equivalence
between the present approach and the symplectic product based method [1, 2].
I. INTRODUCTION
When two heavy ions collide at ultra-relativistic energies, the collision produces a system
that will eventually evolve into quark-gluon plasma. In the CGC-Glasma picture of the
initial stage [3–13], each nucleus is initially composed of two parts; a thin disk made up of
large x partons acting as a static colour source and the strong static gluon field generated
by the disk. Gluon quanta in this gluon field are the small x partons in the nuclear parton
distribution. When the nuclei collide, the large x partons mostly pass through each other
almost unscathed (except occasionally producing hard jets) but the gluon fields from each
nuclei start to interact strongly with each other.
In the lab frame, the two Lorentz contracted nuclei start to overlap at t ≈ z ≈ 0. At any
t > 0, the system is then composed of the two disks located at z ≈ ±t and the gluon field
stretched between them. In a very simplified picture, one could think of the gluonic system
as a uniform ‘string’ that is being stretched between two ends pulling away with the speed
of light. In this ‘string’ picture, a segment of string at position z at time t will have the
2speed v = z/t. Since the length of the string is linearly proportional to time t, this speed
will remain constant for any given segment of the string. This segment therefore can be
uniquely labelled by the space-time rapidity
η = tanh−1(z/t) (1)
and its local time is the proper time
τ = t/γ =
√
t2 − z2 (2)
which are nothing but the Milne coordinates. Therefore, this coordinate system is the most
natural one to describe the evolution of such systems. Note that at τ = 0 the spacetime
rapidity η is not well defined. Accordingly, theory of the created matter must be formulated
in this space with the restriction that τ is strictly non-zero and positive definite.
The usual perturbation theory in Minkowski space is concerned about calculating the
scattering amplitude M = 〈out|Tˆ |in〉 where Tˆ is the scattering operator, the |in〉 state is
defined at the remote past t = −∞, and the |out〉 state is defined at the remote future
t = +∞. Hence, the problem being solved is not an initial value problem but a boundary
value problem. In contrast, the quantum field theory in the Milne space is most naturally
formulated as an initial value problem since τ is restricted to be positive, and also τ = 0+
(the trajectory of the colour sources) represents an actual physical boundary in any ultra-
relativistic heavy ion collisions.
The initial value problem in quantum mechanics is most naturally formulated in terms
of the expectation value 〈Oˆ(τ)〉 = 〈in|U †(τ)OˆU(τ)|in〉 where Uˆ(τ) is the time evolution
operator. Computation of the expectation value requires the path integral on the closed
time path (CPT)[14, 15].1 Explicitly,
〈Oˆ(τ)〉 =
∫
[dφf ]
∫ φf
Dφ1
∫ φf
Dφ2 ρ0[φ01, φ02] ei
∫ τf
τ0
dτ
∫
d3x˜ (L(φ1)−L(φ2))O[φ1, φ2] (3)
where
ρ0[φ
0
1, φ
0
2] =
〈
φ01
∣∣ in〉 〈 in∣∣φ02〉 (4)
is the matrix element of the initial density operator ρˆ0 = |in〉〈in|. The details of O[φ1, φ2]
depends on the time-ordering structure of the operators in Oˆ. The field φ1 lives on the
1 This formalism is variously known as the in-in formalism, Schwinger-Keldysh formalism, and also Keldysh-
Schwinger formalism.
3forward going time line and the field φ2 lives on the backward going time line. Here τ0 > 0
is the initial time, and all the quantities with a 0 subscript are evaluated at τ0. The two
fields φ1,2 share the same boundary value φf at the final time which is then traced. Here,
the functional integral measure Dφ represents integrating over a function of both space and
time and [dφf ] represents integrating over a function of space at a fixed time (in this case
t = tf ).
Throughout this paper, we denote the position and the position integral in the (longitu-
dinal) Milne space with a tilde. That is, x˜ = (x⊥, η) and d
3x˜ = d2x⊥dη. The subscript ⊥
denotes only the x and y components of a vector quantity.
To compute 〈Oˆ(τ)〉 in Eq.(3), it is crucial to have the initial wave-functional 〈φ01| in〉,
equivalently the matrix element ρ0[φ1, φ2]. The goal of this paper is to derive the initial
wave-functional for the perturbative Abelian gauge theory vacuum in the Milne space. An
initial attempt in this direction was made in [16]. Within perturbation theory, non-Abelian
gauge theory vacuum may be obtained by having N2c − 1 copies of the Abelian vacuum. We
also verify that the propagators obtained in this way coincide with those obtained by solving
the linearized equation of motion for the vacuum spectrum of fluctuations, the solutions
being normalized with the help of the natural symplectic product [1, 2].
In the context of relativistic heavy ion collisions, the initial state |in〉 is composed of the
classical Yang-Mills field right off the light-cone and the zero-point vacuum fluctuations[17–
20]. In this paper, we concentrate on the vacuum part. For the classical Yang-Mills part,
see[21–25]. The problem of vacuum fluctuations in the classical background field is a more
difficult one [1, 2] to which we hope to come back in a future work.
II. KELDYSH ROTATION AND CLASSICAL-STATISTICAL
APPROXIMATION
The role of the vacuum density functional ρ0[φ
0
1, φ
0
2] can be better elucidated if one makes
the Keldysh rotation
φr =
φ1 + φ2
2
(5)
φa = φ1 − φ2 (6)
4Equivalently, φ1 = φr+φa/2 and φ2 = φr−φa/2. The generating functional can be obtained
by expanding L(φ1)− L(φ2) in powers of φa
Z[Jr, Ja]
=
∫
Dφr
∫
Dφa ρW [φ0r, pi0r ] exp
(
i
∫ τf
τ0
dτ d3x˜
(
φaE[φr] +
φ3a
24
∂3L(φr)
∂φ3r
+ Jrφr + Jaφa
))
(7)
where E[φr] =
∫
δL(φr)/δφr is the classical field equation, the canonical momentum field is
defined as pir = ∂L/∂(∂τφr), We also have performed the functional Wigner transform
ρW [φ
0
r, pi
0
r ] =
∫
[dφ0a] ρ0
[
φ0r +
φ0a
2
, φ0r −
φ0a
2
]
e−i
∫
d3x˜ φ0api
0
r (8)
where the φ0api
0
r term results from the boundary terms when integrating by part the terms
containing ∂τφa in L. The functional integration measure [dφ0a] denotes that the integration
is performed with a fixed time, in this case at the initial time τ0.
The expression Eq.(7) looks deceptively simple, but it needs a careful consideration before
it can be useful. Notice that there is no integration over pi0r while ρW depends on it. Recall
that pi0r = ∂L(φr)/∂(∂τφr). Hence pi0r contains ∂τφr evaluated at τ0. This implies that ρW
is a functional of φ0r and ∂τφr(τ0). But how does one interpret the time derivative ∂τφ in
a path integral? This problem is not specific to this particular formulation. In any path
integral formulation of quantum mechanical system, the “time derivative” makes sense only
in two ways. One is to discretize the time so that ∂τφ→ (φn+1 − φn)/∆τ . The second way
is to do perturbation theory using a classical solution as the zero-th order solution.
When time is discretized ρW [φ
0
r , pi
0
r ] then provides restrictions on the first two field values
φr(τ0) and φr(τ0 + ∆τ). This would be the case if one is to evaluate the path integral
numerically. This is a fascinating subject by itself, but in this study we are more interested
in the perturbative approach without discretizing the time. If we treat the φ3aL′′′/24 term
as a perturbation, then the unperturbed part of the generating functional is
Z0[Jr, Ja] =
∫
[dφ0r][dpi
0
r ] ρW [φ
0
r, pi
0
r ] exp
(
i
∫ τf
τ0
dτ d3x˜ Jrφcl[φ
0
r, pi
0
r , Ja]
)
(9)
using the fact that integration over φa produces δ[E[φr] + Ja] that enforces the classical
equation of motion. Hence, φcl[φ
0
r, pi
0
r , Ja] here is the classical solution with the initial condi-
tions given by φ0r and pi
0
r . For more details such as converting the boundary value problem
to the initial value problem, see Ref.[26].
5If one can find an exact solution to the full nonlinear classical field equation, then the
evaluation of an expectation value of any operator Oˆ can proceed by taking appropriate
functional derivatives of Z0[Jr, Ja] to match the expansion of Oˆe
i
∫
φ3aL
′′′(φr)/24 in powers of
L′′′. In this perturbative approach, the time evolution is purely classical. Quantum effects
are contained in the quantum fluctuations in ρW [φ
0
r, pi
0
r ] and in the quantum correlation in
the perturbing Lagrangian φ3aL′′′(φr)/24. This is the starting point of the classical-statistical
approximation.
If one cannot find an exact solution, then one needs to expand the interaction term in
φaE[φr] as well. In that case, Z0[Jr, Ja] becomes the generating functional for the free-field
and the resulting perturbation theory is the usual one with the free-field propagators. It is
worth noting that the time evolution in a free-field theory is completely classical. Quantum
effects reside solely in the fluctuations of the initial values.
From Eq.(9), it is clear that the Wigner transform ρW [φ
0
r, pi
0
r ] can play the role of the
probability density functional for the initial field values. Of course, as a Wigner functional,
it is not guaranteed that ρW is always positive definite. Fortunately as we show in this paper,
the perturbative vacuum state usually results in a positive definite ρW simply because it is
usually a gaussian. It is also clear from Eq.(9) that the two most important ingredients
in obtaining Z0[Jr, Ja] are the Wigner functional ρW [φ
0
r , pi
0
r ] and the full classical solution
φcl[φ
0
r, pi
0
r , Ja].
III. SUMMARY OF RESULTS
Since this paper is of necessity technical, it will be useful to list the main results here
before going into the details of calculations. Our gauge choice is Aτ = 0. The spatial
gauge vector field is further decomposed into the transverse vector A⊥ and the longitudinal
component Aη. The 2-d vector A⊥ is further decomposed into AT (k˜) = kˆ
xAy − kˆyAx with
kˆ⊥ = k⊥/k⊥, and ϕ defined by ∇⊥·A⊥ = ∇2⊥ϕ.
The transverse component AT satisfies the Klein-Gordon equation in the Milne space.
Hence, we can adapt the results for the scalar theory found in Refs.[27, 28]. The vacuum
functional for AT , re-derived in Section V, is known to be (omitting the 1, 2 indices of the
6Schwinger-Keldysh contour)
〈AT | vac〉 = NT exp
(
−1
2
∫
d3k˜
(2pi)3
AT (−k˜)
(−iΠ(1)ikη(k⊥τ0)
H
(1)
ikη
(k⊥τ0)
)
AT (k˜)
)
(10)
Here NT is the normalization factor and H(1)ikη(x) is the Hankel function of the first kind and
of imaginary order, and we defined Π
(1,2)
ikη
(x) = x∂xH
(1,2)
ikη
(x). The Wigner transform of the
density operator ρˆ0 = |vac〉〈vac| is in the retarded-advanced basis
ρTW [A
0
rT , pi
0
rT ] = N ′T exp
(
−
∫
d3k˜
(2pi)3
[
RT (τ0, k˜)|A0rT (k˜)|2 +
|pi0rT (k˜) + IT (τ0, k˜)A0rT (k˜)|2
RT (τ0, k˜)
])
(11)
where RT and IT are the real and the imaginary parts of −iΠ(1)ikη(k⊥τ0)/H
(1)
ikη
(k⊥τ0), respec-
tively. Eq.(11) is a new result. The Wigner function ρTW [A
0
rT , pi
0
rT ] represents the zero-point
motion of the quantum fields in vacuum whose effect manifests as the fluctuations of A0rT
and pi0rT which are the initial values of the ArT field evolution. It also plays the role of the
probability density functional of A0rT and pi
0
rT in the context of the classical-statistical ap-
proximation. In numerical implementations, τ0 needs to be kept finite since neither RT (τ0, k˜)
nor IT (τ0, k˜) have a well defined limit as τ0 → 0.
The r-a propagator is the retarded Green function of the d’Alembertian in the Milne
space. It does not depend on ρTW . It is found in Section VIIA to be
〈ArT (τ,−k˜)AaT (τ ′, k˜)〉 = iGR(τ, k˜)
=
pi
4
θ(τ − τ ′)
(
H
(1)
ikη
(k⊥τ)H
(2)
ikη
(k⊥τ
′)−H(2)ikη(k⊥τ)H
(1)
ikη
(k⊥τ
′)
)
(12)
The symmetric propagator is found to be
〈ArT (τ,−k˜)ArT (τ ′, k˜)〉 = pi
8
(
H
(1)
ikη
(k⊥τ)H
(2)
ikη
(k⊥τ
′) +H
(2)
ikη
(k⊥τ)H
(1)
ikη
(k⊥τ
′)
)
(13)
These propagators coincide with the Minkowski space retarded and the symmetric propaga-
tors as shown in Appendix B. The exact same forms apply to the single component scalar
field theory.
For the longitudinal part, the two components Aη and ϕ couples. The fields Aη and
ϕ themselves do not satisfy the free-field equation, but their conjugate momentum fields
piη = (1/τ)∂τAη and piϕ = −τ∇2⊥∂τϕ do. Using this and the fact that the Gauss law requires
7∂ηpiη = piϕ, it is shown in Section VI that the vacuum functional is given by (omitting the
1, 2 indices of the Schwinger-Keldysh contour)
〈Aη, ϕ| vac〉 = NL exp
(
−1
2
∫
d3k˜
(2pi)3
αη(−k˜)
(
k2⊥H
(1)
ikη
(k⊥τ0)
−iΠ(1)ikη(k⊥τ0)
)
αη(k˜)
)
(14)
where αη(k˜) = Aη(k˜)− ikηϕ(k˜). The Wigner transform of the vacuum density functional is
found to be in the retarded-advanced basis
ρLW [A
0
rη, pi
0
rη] = N ′L exp
(
−
∫
d3k˜
(2pi)3
[
Rη(τ0, k˜)|A0rη(k˜)|2 +
|pi0rη(k˜) + Iη(τ0, k˜)A0rη(k˜)|2
Rη(τ0, k˜)
])
(15)
where the real and the imaginary parts of k2⊥H
(1)
ikη
(k⊥τ0)/(−iΠ(1)ikη(k⊥τ0)) have been denoted
Rη(τ0, k˜) and Iη(τ0, k˜), respectively. Again, this can be interpreted as the probability density
of initial values A0rη(k˜) and pi
0
rη(k˜) which are the initial values for the Arη field evolution. For
the initial values of the ϕr field, ϕ
0
r(k˜) can be set to zero using the residual gauge freedom
and pi0rϕ(k˜) is given by ikηpi
0
rη(k˜). Note that having ϕr(τ0, k˜) = ϕ
0
r(k˜) = 0 does not imply ϕ1
and ϕ2 both vanish at τ0. Only their sum is required to vanish.
The longitudinal propagators in the r−a formalism are found in Section VIIB to be
〈Arη(τ, k˜)Aaη(τ ′, k˜)〉 = −iθ(τ − τ0)
∫ τ
τ0
dτ ′′τ ′′
(
τ ′∂τ ′GR(τ
′′, τ ′; k˜) + τ0GR(τ
′′, τ0; k˜)δ(τ
′ − τ0)
)
(16)
and the symmetric propagator
〈Arη(τ, k˜)Arη(τ ′,−k˜)〉
=
piΠ
(1)
ikη
(k⊥τ0)Π
(2)
ikη
(k⊥τ0)
4k2⊥
+
pik2⊥
8
(
R(1)(τ, k˜)R(2)(τ ′,−k˜) +R(2)(τ, k˜)R(1)(τ ′,−k˜)
)
− pi
8
(
Π
(2)
ikη
(τ0)
[
R(1)(τ, k˜) +R(1)(τ ′,−k˜)
]
+Π
(1)
ikη
(τ0)
[
R(2)(τ, k˜) +R(2)(τ ′,−k˜)
])
(17)
with
R(1,2)(τ, k˜) =
∫ τ
τ0
dτ ′τ ′H
(1,2)
ikη
(k⊥τ
′) (18)
These are all new results. Now we turn to the calculation of these results.
8IV. ABELIAN GAUGE THEORY IN THE MILNE SPACE
In a curved space, the fundamental U(1) gauge field is a covariant vector Aa and the field
strength is given by
Fab = ∂aAb − ∂bAa (19)
The Milne space metric is given by
ds2 = gabdx
adxb = −dτ 2 + τ 2dη2 + dx2 + dy2 (20)
where t ≥ 0, τ 2 = t2 − z2 ≥ 0 while η = tanh(t/z) can take any real value. The Abelian
gauge theory Lagrangian in the Milne space is
L =
∫
d3x˜L
= −1
4
∫
d3x˜
√−ggacgbdFabFcd
=
1
2
∫
d3x˜ τ
(
F 2τx + F
2
τy +
1
τ 2
F 2τη − F 2xy −
1
τ 2
Fxη − 1
τ 2
F 2yη
)
(21)
where g = detgab = −τ 2 and we set the coupling constant to unity.
In the CPT formalism, the generating functional of the propagators is composed of the
forward going time line and the backward going time line
Zfree[J1, J2]
=
∫
[dAf ][dA01][dA
0
2] ρvac[τ0, A
0
1, A
0
2]
∫ Af
A0
1
DA1
∫ Af
A0
2
DA2ei
∫
∞
τ0
dτ
∫
d3x˜(Lfree(A1)−Lfree(A2)+J1A1−J2A2)
(22)
Here A1 is the field on the forward going time line and A2 is the field on the backward
going time line. For obtaining the propagators only the quadratic part of the Lagrangian
Lfree(A) is needed. The fields start with the initial values A01 and A02 at the initial time τ0
and share the common final value Af which is then traced. Note that the Lorentz indices
and space-time dependence are suppressed in this expression for simplicity of notation.
In terms of the ground-state wave-functional Ψ0[τ, A
0
1] = 〈A01| vac, τ〉, the vacuum func-
tional is given by
ρvac[τ, A
0
1, A
0
2] =
〈
A01
∣∣ vac, τ〉 〈vac, τ ∣∣A02〉 = Ψ0[τ, A01]Ψ∗0[τ, A02] (23)
9Our task here is then to obtain Ψ0[τ, A
0
1] that satisfies the functional Schro¨dinger equation
[29–31]
i∂τΨ0[τ, A] = Hˆ [A, pˆi] Ψ0[τ, A] (24)
where Hˆ[A, pˆi] is the functional Hamiltonian with the functional momentum operator pˆi =
−iδ/δA. Since the Hamiltonian turns out to be τ dependent as shown below, this cannot
be reduced to the time-independent Schro¨dinger equation.
To obtain the functional Hamiltonian for an Abelian gauge theory, we first start with the
Lagrangian in Eq.(21). In the Aτ = 0 gauge, the Lagrangian density in Eq.(21) is (dropping
the branch indices 1 and 2 for now)
L = τ
2
(∂τA⊥)
2 − τ
2
(∇⊥×A⊥)2 + 1
2τ
A⊥·∂2ηA⊥
+
1
2τ
(∂τAη)
2 +
1
2τ
Aη∇2⊥Aη −
1
τ
Aη∂η∇⊥·A⊥ (25)
with the Gauss law constraint
0 =
∂η∂τAη
τ 2
+∇⊥·∂τA⊥ (26)
We further decompose the transverse field as follows
A⊥ = AT +AL (27)
where
AT (τ, x˜) = i
∫
d2k⊥
(2pi)2
(kˆ⊥ × ez)AT (τ, η,k⊥) eik⊥·x⊥ (28)
AL(τ, x˜) = ∇⊥ϕ(τ, x˜) (29)
These satisfy
∇⊥·AT = 0 (30)
∇⊥×AL = 0 (31)
and ∫
d2x⊥AT (τ, x˜)·AL(τ, x˜) = 0 (32)
In terms of AT and ϕ, the Lagrangian density becomes
L = τ
2
(∂τAT )
2 +
τ
2
AT∇2⊥AT +
1
2τ
AT∂
2
ηAT
+
1
2τ
(∂τAη)
2 +
τ
2
(∂τ∇⊥ϕ)2 + 1
2τ
(
Aη∇2⊥Aη +∇⊥ϕ·∂2η∇⊥ϕ− 2Aη∂η∇2⊥ϕ
)
(33)
10
The momentum fields are given by
∂L
∂(∂τAT )
= piT = τ∂τAT (34)
∂L
∂(∂τAη)
= piη =
1
τ
∂τAη (35)
∂L
∂(∂τϕ)
= piϕ = −τ∇2⊥∂τϕ (36)
and the Hamiltonian density is
H = piη∂τAη + piϕ∂τϕ+ piT∂τAT − L
=
1
2τ
piTpiT − τ
2
AT∇2⊥AT −
1
2τ
AT∂
2
ηAT
+
τ
2
pi2η −
1
2τ
piϕ
1
∇2⊥
piϕ +
1
2τ
(−Aη∇2⊥Aη + ϕ∂2η∇2⊥ϕ+ 2Aη∂η∇2⊥ϕ) (37)
The Gauss law constraint Eq.(26) becomes
∂ηpiη = piϕ (38)
From the canonical quantization rule
[Aa(τ, x˜), pˆib(τ, y˜)] = iδabδ(x˜− y˜) (39)
we can identify the momentum-field operators
pˆiT = −i δ
δAT
, pˆiη = −i δ
δAη
, pˆiϕ = −i δ
δϕ
(40)
The functional Schro¨dinger equation then takes the following form
i∂τΨ0[τ, AT , Aη, ϕ]
= HˆΨ[τ, AT , Aη, ϕ]
=
∫
d3x˜
(
− 1
2τ
δ2
δA2T
− 1
2τ
AT∂
2
ηAT −
τ
2
AT∇2⊥AT
− τ
2
δ2
δA2η
+
1
2τ
δ
δϕ
1
∇2⊥
δ
δϕ
+
1
2τ
(−Aη∇2⊥Aη + ϕ∂2η∇2⊥ϕ+ 2Aη∂η∇2⊥ϕ)
)
Ψ0[τ, AT , Aη, ϕ]
(41)
with the Gauss law constraint
∂η
δ
δAη
Ψ0 =
δ
δϕ
Ψ0 (42)
Note that since we are in the Schro¨dinger picture, the functional coordinates AT , Aη, ϕ does
not depend on τ . What we need in the generating functional Zfree[J1, J2] is the solution of
the Schro¨dinger equation evaluated at the initial time τ = τ0.
11
V. TRANSVERSE PART OF THE VACUUM FUNCTIONAL
Since the transverse and the longitudinal parts separate in Eq.(41), the wavefunctional
factorizes
Ψ0[τ, AT , Aη, ϕ] = ΨT [τ, AT ]ΨL[τ, Aη, ϕ] (43)
We consider the transverse part first in this section. The longitudinal part will be discussed
in the next section.
The time dependent Schro¨dinger equation Eq.(42) is valid for any quantum state, not just
the vacuum state. If the Hamiltonian is time independent (for instance in the Minkowski
time t), then we can let
ΨT [t, A] = e
−iEtΨT [A] (44)
and solve for the time independent equation
EΨT [A] = HMink.[A, pˆi]ΨT [A] (45)
However in the Milne space, evolution in τ does not preserve total energy since the Hamil-
tonian in Eq.(41) is explicitly τ -dependent. Therefore, the usual concept of vacuum as the
lowest energy eigenstate of the Hamiltonian does not apply.
On the other hand, the Milne space is just a re-parametrization of the flat Minkowski
space. Therefore, the state representing vacuum should have a similar structure as the
Minkowski vacuum functional. In the Minkowski space, the perturbative vacuum for a
scalar mode is known to be
ΨMink.[t, A] = exp
(
−iE0t− 1
2
∫
d3k
(2pi)3
Ek A(k)A(−k)
)
(46)
where E0 = V
∫
Ekd
3k/(2pi)3 is the un-renormalized vacuum energy. The corresponding
state in the Milne space should also have a Gaussian structure. Furthermore, for the two
space-time points inside the Milne space, they should result in the same two point correlation
functions (propagators) as in the Minkowski space. Hence, we employ the following Gaussian
ansatz for the vacuum functional
ΨT [τ, AT ] = NT (τ) exp
(
− τ
2
2
∫
d3x˜
∫
d3y˜ AT (x˜)GT (τ, x˜− y˜)AT (y˜)
)
(47)
12
Since we are in the Schro¨dinger picture, AT (x˜) does not depend on τ but the kernel GT (τ, x˜−
y˜) does depend on τ . Consistency under x˜↔ y˜ exchange requires
GT (τ, x˜− y˜) = GT (τ, y˜ − x˜) (48)
By comparing the left hand side and the right hand side of the functional Schro¨dinger
equation (41), one obtains the equation for the normalization factor
i∂τNT (τ) = τ
2
∫
d3x˜ GT (τ, 0)NT (τ) (49)
and the equation for the transverse kernel
i∂τ (τ
2GT (τ, x˜− y˜)) = τ 3
∫
d3u˜ GT (τ, x˜− u˜)GT (τ, u˜− y˜) +
(
τ∇2⊥ +
1
τ
∂2η
)
δ(x˜− y˜)(50)
The normalization factor NT (τ) obviously involves infinities since the integrand does not
depend on x˜. It requires renormalization. However since NT (τ) is independent of the field
variables, it does not concern us in this paper.
In the momentum space, the equation for GT simplifies
i∂τ (τ
2GT (τ, k˜)) = τ
3GT (τ, k˜)GT (τ, k˜)−
(
τk2⊥ +
k2η
τ
)
(51)
Following the Refs.[27, 28], define
− i∂τψT (τ, k˜) = τGT (τ, k˜)ψT (τ, k˜) (52)
Multiplying ψT (τ, k˜) to Eq.(51) and using Eq.(52), Eq.(51) becomes
∂2ψT = 0 (53)
where
∂2 = ∂2τ +
1
τ
∂τ + k
2
⊥ +
k2η
τ 2
(54)
is the d’Alembertian in the Milne space.
The solutions of Eq.(53) are the Hankel functions of imaginary order H
(1)
ikη
(k⊥τ) and
H
(2)
ikη
(k⊥τ). If vacuum is to be stable, the real part of GT must be positive definite. Further-
more, it must be able reproduce the Minkowsi correlator when the two points are both inside
the forward light cone. For these to hold, we must choose ψT (τ, k˜) = cH
(1)
ikη
(k⊥τ) where c is
a constant. Using Eq.(52) one obtains
τ 2GT (τ, k˜) =
−iτ∂τH(1)ikη(k⊥τ)
H
(1)
ikη
(k⊥τ)
(55)
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The real part of τ 2GT (τ, k˜) is indeed positive definite.
RT (τ, k˜) = Re(τ
2GT (τ, k˜))
=
2
pi H
(1)
ikη
(k⊥τ)H
(2)
ikη
(k⊥τ)
> 0 (56)
where we used the Wronskian of the Bessel functions
H
(1)
ik (τ)∂τH
(2)
ik (τ)−H(2)ik (τ)∂τH(1)ik (τ) = −
4i
piτ
(57)
and the fact that H
(2)
ikη
(k⊥τ) = e
pikη(H
(1)
ikη
(k⊥τ))
∗ (see Appendix A for Hankel function prop-
erties). Had we chosen H
(2)
ikη
(k⊥τ) as our solution, the real part of GT (τ, k˜) would have been
negative definite. It is convenient to define
Π
(1,2)
ikη
(k⊥τ) = τ∂τH
(1,2)
ikη
(k⊥τ) (58)
as they occur frequently in our analysis. The fact that ΨT [τ, AT ] is compatible with
ΨMink.[t, AT ] is demonstrated in Section VIIA by showing that the resulting propagators
are the same.
The matrix element of the vacuum density operator at τ0 is now given by
ρvac[τ0, A
0
1T , A
0
2T ]
= ΨT [τ0, A
0
1T ]Ψ
∗
T [τ0, A
0
2T ]
= exp
(
−τ
2
0
2
∫
d3k˜
(2pi)3
[
A01T (−k˜)GT (τ0, k˜)A01T (k˜) + A02T (−k˜)G∗T (τ0, k˜)A02T (k˜)
])
(59)
VI. LONGITUDINAL PART OF THE VACUUM FUNCTIONAL
For the longitudinal part, our ansatz is
ΨL[τ, Aη, ϕ] = NL(τ) exp
(
− τ
2
2
∫
d3x˜
∫
d3y˜ [Aη(x˜)Gη(τ, x˜− y˜)Aη(y˜) + ϕ(x˜)Gϕ(τ, x˜− y˜)ϕ(y˜)
+ϕ(x˜)Gϕη(τ, x˜− y˜)Aη(y˜) + Aη(x˜)Gηϕ(τ, x˜− y˜)ϕ(y˜)]
)
(60)
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Since the normalization factor NL does not depend on the fields, again we will not consider
it. Consistency under x˜↔ y˜ exchange requires
Gη(τ, x˜− y˜) = Gη(τ, y˜ − x˜) (61)
Gϕ(τ, x˜− y˜) = Gϕ(τ, y˜ − x˜) (62)
Gϕη(τ, x˜− y˜) = Gηϕ(τ, y˜ − x˜) (63)
Applying the Gauss condition Eq.(42) on the ansatz, one obtains the following relationships
between the longitudinal kernels
∂
∂ηx
Gη(τ, x˜− y˜) = Gϕη(τ, x˜− y˜) = Gηϕ(τ, y˜ − x˜) (64)
∂
∂ηx
Gηϕ(τ, x˜− y˜) = Gϕ(τ, x˜− y˜) (65)
Comparison between the left hand side and the right hand side of the functional Schro¨dinger
equation yields the equation for the longitudinal kernel Gη
− i∂τ (τ 2Gη(τ, x˜− y˜)) = −τ 5
∫
d3u˜ Gη(τ, x˜− u˜)Gη(τ, u˜− y˜)
+ τ 3
∫
d3u˜ d3v˜ Gηϕ(τ, x˜− u˜)G⊥(u˜− v˜)Gϕη(τ, v˜ − y˜)
− 1
τ
∇2⊥δ(x˜− y˜) (66)
where
G⊥(u˜− x˜) = δ(ηu − ηx) 1∇2⊥
(67)
The equations for Gϕ and Gηϕ are the same as Eq.(68) upon applying the Gauss constraints,
Eqs.(64) and (65). In the momentum space, the equation for Gη becomes
i∂τGη(τ, k˜) = τ
(
k2⊥ +
k2η
τ 2
)
Gη(τ, k˜)Gη(τ, k˜)− 1
τ
(68)
where
Gη(τ, k˜) = τ
2
k2⊥
Gη(τ, k˜) (69)
and we used Eq.(64) to express Gϕη in terms of Gη. Let
− i∂τψη(τ, k˜) = τ
(
k2⊥ +
k2η
τ 2
)
ψη(τ, k˜)Gη(τ, k˜) (70)
15
and multiply Eq.(68) with ψη to get
− iτ∂τ (Gη(τ, k˜)ψη(τ, k˜)) = ψη(τ, k˜) (71)
Combining Eq.(70) and Eq.(71), one gets
1
τ
∂τ (τ∂τχ(τ, k˜))) +
(
k2⊥ +
k2η
τ 2
)
χ(τ, k˜) = 0 (72)
where χ(τ, k˜) = ψ(τ, k˜)Gη(τ, k˜). This is again the free field equation for χ. Stability of
vacuum again selects H
(1)
ikη
(k⊥τ)
ψη(τ, k˜)Gη(τ, k˜) = c′H(1)ikη(k⊥τ) (73)
where c′ is a constant. Putting this back into Eq.(71) gives
ψη(τ, k˜)/c
′ = −iτ∂τH(1)ikη(k⊥τ) = −iΠ
(1)
ikη
(k⊥τ) (74)
so that
τ 2Gη(τ, k˜) =
k2⊥H
(1)
ikη
(k⊥τ)
−iΠ(1)ikη(k⊥τ)
(75)
Our choice of the solution H
(1)
ikη
(k⊥τ) ensures that the real part of the kernel is positive
definite
Rη(τ, k˜) = Re
(
τ 2Gη(τ, k˜)
)
=
ik2⊥
2
(
H
(1)
ikη
(k⊥τ)
Π
(1)
ikη
(k⊥τ)
− H
(2)
ikη
(k⊥τ)
Π
(2)
ikη
(k⊥τ)
)
=
2k2⊥
pi
1
Π
(1)
ikη
(k⊥τ)Π
(2)
ikη
(k⊥τ)
> 0 (76)
The longitudinal part of the vacuum density functional is now
ρL[τ0, A
0
1η, ϕ
0
1, A
0
2η, ϕ
0
2, ]
=
〈
A01η, ϕ
0
1
∣∣ vac, τ0〉 〈vac, τ0∣∣A02η, ϕ02〉
= N exp
(
− τ
2
0
2
∫
d3k˜
(2pi)3
[
α01η(−k˜)Gη(τ0, k˜)α01η(k˜) + α02η(−k˜)G∗η(τ0, k˜)α02η(k˜)
])
(77)
where we used the Gauss constraints Eqs.(64) and (65) to express it solely in terms of the
combination α01,2η = A
0
1,2η − ∂ηϕ01,2 or in the momentum space,
α01,2η(k˜) = A
0
1,2η(k˜)− ikηϕ01,2(k˜) (78)
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VII. WIGNER TRANSFORMS AND PROPAGATORS
A. Transverse part
With the vacuum wavefunctionals at hand, we can now calculate the propagators. The
calculation is simpler if one changes variables to the r-a basis (also called the Keldysh
rotation)
ArT = (A1T + A2T )/2
AaT = A1T −A2T (79)
because the separation of the classical and the quantum degrees of freedom is cleaner in this
basis and also because the AaT−AaT correlator automatically vanishes.
In this basis, the transverse part of the generating functional Eq.(22) becomes
ZT [J
T
r , J
T
a ]
=
∫
[dAfrT ][dA
0
rT ][dA
0
aT ] ρvac[τ0, A
0
rT , A
0
aT ]
∫ Af
rT
A0
rT
DArT
∫ 0
A0
aT
DArT
× exp
(
i
∫ ∞
τ0
dτ
∫
d3x˜
(
AaT
δLT (ArT )
δArT
+ JTr ArT + J
T
a AaT
)
− i
∫
d3x˜ pi0rTA
0
aT
)
(80)
where A0rT = ArT (τ0), A
0
aT = AaT (τ0) and
pi0rT = pirT (τ0) =
∂Lfree(ArT )
∂(∂τArT )
∣∣∣∣
τ0
(81)
is the momentum field at τ = τ0. The term containing pi
0
rT in Eq.(80) came from integrating
by part in τ . As in Eq.(22), we have suppressed the space-time indices above.
Performing the
∫ DAaT integrals for τ > τ0 results in δ [ δLfree(ArT )δArT + JTa
]
which enforces
the classical field equation. Performing the
∫
[dA0aT ] integral at τ0 produces the functional
Wigner transform of the vacuum matrix element
ρW [τ, A
0
rT , pi
0
rT ] =
∫
[dA0aT ] ρvac[τ, A
0
rT , A
0
aT ] exp
(
−i
∫
d3k˜
(2pi)3
A0aT (−k˜)pi0rT (k˜)
)
(82)
It can be shown that the Jacobians coming from integrating over the δ-functional and chang-
ing integration variable from AfrT to pi
0
rT (transformation between the boundary value prob-
lem and the initial value problem in classical field theory) cancel each other [26]. Hence, the
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generating functional becomes
ZT [J
r
T , J
a
T ]
=
∫
[dA0rT ][dpi
0
rT ] ρW [τ0, A
0
rT , pi
0
rT ] exp
(
i
∫ ∞
τ0
dτ
∫
d3x˜JrTArT [A
0
rT , pi
0
rT , J
a
T ]
)
(83)
The transverse field ArT [A
0
rT , pi
0
rT , J
a
T ] is the solution of the equation of motion
τ∂2ArT + J
a
T = 0 (84)
with the initial conditions ArT (τ0) = A
0
rT , pirT (τ0) = τ0∂τArT (τ0) = pi
0
rT . In the momentum
space, the full solution is given by
ArT (τ, k˜) = A
h
rT (τ, k˜)−
∫ ∞
τ0
dτ ′GR(τ, τ
′; k˜) JaT (τ
′, k˜) (85)
where GR is the retarded Green function defined by
τ
(
d2
dτ 2
+
1
τ
d
dτ
+ k2⊥ +
k2η
τ 2
)
GR(τ, τ
′; k˜) = δ(τ − τ ′) (86)
The solution is
GR(τ, τ
′, k˜) =
pi
4i
θ(τ − τ ′)
(
H
(1)
ikη
(k⊥τ)H
(2)
ikη
(k⊥τ
′)−H(2)ikη(k⊥τ)H(1)ikη(k⊥τ ′)
)
(87)
which can be easily verified by the direct substitution into the defining equation Eq.(86) and
using Eq.(57). Performing Fourier transformation in kη, one obtains (see Refs.[32, 33] and
also Appendix B)
GR(τ, τ
′, η − η′,k⊥) = 1
2
θ(τ − τ ′)θ(σ2)J0(k⊥
√
σ2) (88)
with σ2 = (t − t′)2 − (z − z′)2 = τ 2 + τ ′2 − 2ττ ′ cosh(η − η′) > 0. This coincides with the
Minkowski space retarded propagator. The r-a propagator can then be read off from the
JrT−JaT part of the exponent in Eq.(83) as
〈ArT (τ, k˜)AaT (τ ′, x˜ = 0)〉 = iGR(τ, τ ′, k˜) (89)
To obtain the symmetric propagator 〈ArT (τ, k˜)ArT (τ ′,−k˜)〉, one needs to explicitly evalu-
ate Eq.(83). To do so, we need the homogeneous solution AhrT (τ, k˜) and the Wigner transform
ρW [τ0, A
0
rT , pi
0
rT ]. With the retarded Green function given in Eq.(87), the source term van-
ishes in the τ → τ0 limit for both ArT and ∂τArT . The homogeneous solution satisfying the
right boundary conditions is
AhrT (τ, k˜) =
ipi
4
(
−H(2)ikη(k⊥τ0)H(1)ikη(k⊥τ) +H(1)ikη(k⊥τ0)H(2)ikη(k⊥τ)
)
pi0rT (k˜)
+
ipi
4
(
Π
(2)
ikη
(k⊥τ0)H
(1)
ikη
(k⊥τ)−Π(1)ikη(k⊥τ0)H
(2)
ikη
(k⊥τ)
)
A0rT (k˜) (90)
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Using the Wronskian Eq.(57), it is easy to check that ArT (τ, k˜) given in Eq.(90) does satisfy
the initial conditions. Since the field in the configuration space must be real, pi0rT (k˜) =
(pi0rT (−k˜))∗ and A0rT (k˜) = (A0rT (−k˜))∗. It is trivial to check that the above solution also sat-
isfies AhrT (τ,−k˜) = (AhrT (τ, k˜))∗ using the Hankel function property H(1,2)−ikη(χ) = (H(2,1)ikη (χ))∗.
In the r-a basis, the vacuum density functional ρvac[τ0, A
0
1T , A
0
2T ] in Eq.(59) becomes
ρvac[τ0, A
0
rT , A
0
aT ] = exp
(
−
∫
d3k˜
(2pi)3
RT (τ0, k˜)
[
A0rT (−k˜)A0rT (k˜) +
1
4
A0aT (−k˜)A0aT (k˜)
]
− i
2
∫
d3k˜
(2pi)3
IT (τ0, k˜)
[
A0aT (−k˜)A0rT (k˜) + A0rT (−k˜)A0aT (k˜)
])
(91)
where RT (τ0, k˜) = Re(τ
2
0GT (τ0, k˜)) and IT (τ0, k˜) = Im(τ
2
0GT (τ0, k˜)) with τ
2
0GT (τ0, k˜) =
−iΠ(1)ikη(k⊥τ0)/H
(1)
ikη
(k⊥τ0) as given in Eq.(55). The functional Wigner transform can be
carried out by completing the square in the exponent
ρTW [τ0, A
0
rT , pi
0
rT ] =
∫
[dA0aT ] ρvac[τ0, A
0
rT , A
0
aT ] exp
(
−i
∫
d3k˜
(2pi)3
A0aT (−k˜)pi0rT (k˜)
)
= N exp
(
−
∫
d3k˜
(2pi)3

RT (τ0, k˜) ∣∣∣A0rT (k˜)∣∣∣2 +
∣∣∣pi0rT (k˜) + IT (τ0, k˜)A0rT (k˜)∣∣∣2
RT (τ0, k˜)


)
(92)
where N is the normalization constant. This can be interpreted as the probability distribu-
tion of the vacuum fluctuations of the fields A0rT and pi
0
rT at τ0.
The generating functional for the symmetric propagator can be evaluated by completing
another square
ZS[J
r
T ] =
∫
[dA0rT ][dpi
0
rT ] ρW [τ0, A
0
rT , pi
0
rT ] exp
(
i
∫ ∞
τ0
dτ
∫
d3x˜JrTA
h
rT [A
0
rT , pi
0
rT ]
)
= N ′ exp
(
−1
2
∫
dτdτ ′
∫
d3k˜
(2pi)3
JrT (τ,−k˜)JrT (τ ′, k˜)GS(τ, τ ′; k˜)
)
(93)
where N ′ is another normalization constant. The symmetric propagator is
〈ArT (τ, k˜)ArT (τ ′, x˜ = 0)〉 = GS(τ, τ ′; k˜)
=
(pi
8
)(
H
(1)
ikη
(mT τ)H
(2)
ikη(mT τ
′) +H
(2)
ikη
(mT τ)H
(1)
ikη(mT τ
′)
)
(94)
Remarkably, the dependence on τ0 has gone away. Similar result was obtained in [34]. Fourier
transforming to (τ, η,k⊥) space yields (see Appendix A for Hankel function properties)
GS(τ, τ
′, η − η′,k⊥) = −θ(σ2)1
4
Y0(mT
√
σ2) + θ(−σ2) 1
2pi
K0(mT
√
−σ2) (95)
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This is the same as the Minkowski space symmetric propagator, further justifying our choice
of the solution for ψT (τ, k˜) = H
(1)
ikη
(k⊥τ) in Section V. The same vacuum spectrum and
propagators apply to the single component scalar field theory.
B. Longitudinal part
After the Keldysh rotation
αrη = (α1η + α2η)/2
αaη = α1η − α2η (96)
the Longitudinal part of the vacuum density functional Eq.(77) becomes
ρL[τ0, α
0
rη, α
0
aη] = N exp
(
−
∫
d3k˜
(2pi)3
Rη(τ0, k˜)
[
α0rη(−k˜)α0rη(k˜) +
1
4
α0aη(−k˜)α0aη(k˜)
]
− i
2
∫
d3k˜
(2pi)3
Iη(τ0, k˜)
[
α0aη(−k˜)α0rη(k˜) + α0rη(−k˜)α0aη(k˜)
])
(97)
where Rη(τ0, k˜) = Re(τ
2
0Gη(τ0, k˜)) and Iη(τ0, k˜) = Im(τ
2
0Gη(τ0, k˜)) with τ
2
0Gη as given in
Eq.(75).
To perform the functional Wigner transform, we first add the boundary terms to the
exponent
− i
∫
d3k˜
(2pi)3
(
A0aη(−k˜)pi0rη(k˜) + ϕ0aη(−k˜)pi0rϕ(k˜)
)
= −i
∫
d3k˜
(2pi)3
α0aη(−k˜)pi0rη(k˜) (98)
where we used the Gauss law constraint ∂ηpi
0
rη = pi
0
rϕ and integrated by part. Completing
the square then yields the Wigner transform just as in Eq.(92)
ρLW [τ0, α
0
rη, pi
0
rη] = N ′ exp
(
−
∫
d3k˜
(2pi)3

Rη(τ0, k˜) ∣∣∣α0rη(k˜)∣∣∣2 +
∣∣∣pi0rη(k˜) + Iη(τ0, k˜)α0rη(k˜)∣∣∣2
Rη(τ0, k˜)


)
(99)
This has the interpretation as the probability distribution of the vacuum fluctuations of the
fields α0rη and pi
0
rη at τ0.
Since ρLW depends only on the combination α
0
rη = A
0
rη − ikηϕ0r, individual propagators
cannot be calculated yet. Fortunately, there is still one more residual gauge freedom left in
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the Aτ = 0 gauge. That is, the following gauge transformation is still allowed
A′⊥(τ, x˜) = A⊥(τ, x˜) +∇⊥f(x˜) (100)
A′η(τ, x˜) = Aη(τ, x˜) + ∂ηf(x˜) (101)
as long as f(x˜) is independent of τ . Since ∇⊥·A⊥ = ∇2⊥ϕ, the effect of Eq.(100) on ϕ is
ϕ′(τ, x˜) = ϕ(τ, x˜) + f(x˜) (102)
The momentum field piη is unaffected by this transformation. We can choose f(x˜) = −ϕ0(x˜)
so that
ϕ′(τ0, x˜) = 0 (103)
and
A′η(τ0, x˜) = αη(x˜) (104)
In this way, ρLW depends solely on A
′0
rη and pi
0
rη.
To obtain the longitudinal propagators, we start with the generating functional containing
the vacuum density functional ρLW
ZL[J
r
η , J
a
η ] =
∫
[dA0rη][dpi
0
rη] ρ
L
W [τ0, A
0
rη, pi
0
rη] exp
∫ (
i
∫
Jrη Arη[A
0
rη, pi
0
rη, J
a
η ]
)
(105)
where we now dropped the prime on Arη. To obtain the propagators, one needs to find the
solutions of the classical field equations
τ∂τ
(
1
τ
∂τArη
)
−∇2⊥Arη + ∂η∇2⊥ϕr + τJaη = 0 (106)
τ∂τ
(
τ∂τ∇2⊥ϕr
)− ∂2η∇2⊥ϕr +∇2⊥∂ηArη − τJaϕ = 0 (107)
with the initial conditions determined by A0rη and pi
0
rη. Although Arη and ϕr themselves
cannot be solutions of the free-field equation, the momentum fields defined by
pirη =
1
τ
∂τArη
pirϕ = −τ∂τ∇2⊥ϕr (108)
do satisfy the free-field equation
τ
(
∂2τ +
1
τ
∂τ −∇2⊥ −
∂2η
τ 2
)
pirη,ϕ + ∂τ (τJ
a
η,ϕ) = 0 (109)
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upon using the Gauss law constraint ∂ηpirη = pirϕ. The sources must also satisfy
∂ηJ
a
η = J
a
ϕ (110)
again due to the same Gauss law constraint.
The solution for pirη is given by
pirη(τ, k˜) =
ipi
4
(
Π
(2)
ikη
(k⊥τ0)H
(1)
ikη
(k⊥τ)− Π(1)ikη(k⊥τ0)H
(2)
ikη
(k⊥τ)
)
pirη(τ0, k˜)
+
ipi
4
(
−H(2)ikη(k⊥τ0)H(1)ikη(k⊥τ) +H(1)ikη(k⊥τ0)H(2)ikη(k⊥τ)
)
(τ0∂τpirη(τ0, k˜))
−
∫ ∞
τ0
dτ ′GR(τ, τ
′; k˜)∂′τ (τ
′Jaη (τ
′, k˜))
=
ipi
4
(
Π
(2)
ikη
(k⊥τ0)H
(1)
ikη
(k⊥τ)− Π(1)ikη(k⊥τ0)H
(2)
ikη
(k⊥τ)
)
pirη(τ0, k˜)
+
ipi
4
(
−H(2)ikη(k⊥τ0)H(1)ikη(k⊥τ) +H(1)ikη(k⊥τ0)H(2)ikη(k⊥τ)
)
(τ0∂τpirη(τ0, k˜))
+
∫ ∞
τ0
dτ ′ (τ ′∂τ ′GR(τ, τ
′; k˜))Jaη (τ
′, k˜) + τ0GR(τ, τ0; k˜)J
a
η (τ0, k˜) (111)
where the retarded Green function GR is given in Eq.(87). For pirϕ, the solution is simply
pirϕ(τ, k˜) = ikηpirη(τ, k˜).
The fields are given by
Arη(τ, k˜) =
∫ τ
τ0
dτ ′ τ ′ pirη(τ
′, k˜) + A0rη(k˜) (112)
and
ϕr(τ, k˜) =
∫ τ
τ0
dτ ′
τ ′
ikηpirη(τ
′, k˜)
k2⊥
(113)
Putting this back into the equations of motion produces the following relationship between
A0rη and ∂τpi
0
rη
A0rη(k˜) = −
1
k2⊥
τ0∂τpirη(τ0, k˜) (114)
As before the r-a propagator can be read off from the classical solution Eq.(112) as
〈Arη(τ, k˜)Aaη(τ ′, x˜ = 0)〉 = δ
iδJa(τ ′, k˜)
Arη(τ, k˜)
= −iθ(τ − τ0)
∫ τ
τ0
dτ ′′τ ′′
(
τ ′∂τ ′GR(τ
′′, τ ′; k˜) + τ0GR(τ
′′, τ0; k˜)δ(τ
′ − τ0)
)
(115)
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where from Eq.(87)
τ ′∂τ ′GR(τ
′′, τ ′; k˜) =
pi
4i
θ(τ ′′ − τ ′)
(
H
(1)
ikη
(k⊥τ
′′)Π
(2)
ikη
(k⊥τ
′)−H(2)ikη(k⊥τ ′′)Π
(1)
ikη
(k⊥τ
′)
)
(116)
The r-a propagator for the ϕ field can be similarly obtained using ikηJη = Jϕ
〈ϕr(τ, k˜)ϕa(τ ′, x˜ = 0)〉 = − i
k2⊥
θ(τ − τ0)
∫ τ
τ0
dτ ′′
τ ′′
(
τ ′∂τ ′GR(τ
′′, τ ′; k˜) + τ0GR(τ
′′, τ0; k˜)δ(τ
′ − τ0)
)
(117)
To obtain the symmetric correlator, we need the homogeneous part of Arη from Eq.(112)
Ahrη(τ, k˜) = Arη(τ, k˜)
∣∣∣
Jaη=0
= K(τ, k˜)A0rη(k˜) + L(τ, k˜)pi
0
rη(k˜) (118)
where
K(τ, k˜) = 1 +
ipik2⊥
4
(
H
(2)
ikη
(k⊥τ0)R
(1)
1 (τ, k˜)−H(1)ikη(k⊥τ0)R
(2)
1 (τ, k˜)
)
(119)
and
L(τ, k˜) =
ipi
4
(
Π
(2)
ikη
(k⊥τ0)R
(1)
1 (τ, k˜)− Π(1)ikη(k⊥τ0)R
(2)
1 (τ, k˜)
)
(120)
with
R(1,2)n (τ, k˜) =
∫ τ
τ0
dτ ′τ ′nH
(1,2)
ikη
(k⊥τ
′) (121)
Putting this into Eq.(105) and completing the square, one gets
〈Arη(τ, k˜)Arη(τ ′, x˜ = 0)〉
=
piΠ
(1)
ikη
(k⊥τ0)Π
(2)
ikη
(k⊥τ0)
4k2⊥
+
pik2⊥
8
(
R
(1)
1 (τ, k˜)R
(2)
1 (τ
′, k˜) +R
(2)
1 (τ, k˜)R
(1)
1 (τ
′, k˜)
)
− pi
8
(
Π
(2)
ikη
(τ0)
[
R
(1)
1 (τ, k˜) +R
(1)
1 (τ
′, k˜)
]
+Π
(1)
ikη
(τ0)
[
R
(2)
1 (τ, k˜) +R
(2)
1 (τ
′, k˜)
])
(122)
The pirη−pirη correlator can be obtained by applying (1/ττ ′)∂τ∂τ ′ to 〈Arη(τ, k˜)Arη(τ ′,−k˜)〉:
〈pirη(τ, k˜)pirη(τ ′, x˜ = 0)〉 = pik
2
⊥
8
(
H
(1)
ikη
(k⊥τ)H
(2)
ikη
(k⊥τ
′) +H
(2)
ikη
(k⊥τ)H
(1)
ikη
(k⊥τ
′)
)
(123)
The ϕr−ϕr correlator can be obtained using Eq.(113)
〈ϕr(τ, x˜)ϕr(τ ′, x˜ = 0)〉 =
pik2η
8k2⊥
(
R
(1)
−1(τ, k˜)R
(2)
−1(τ
′, k˜) +R
(2)
−1(τ, k˜)R
(1)
−1(τ
′, k˜)
)
(124)
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VIII. COMPARISON WITH THE SYMPLECTIC PRODUCT METHOD
Another method to obtain the propagators amounts to solve the linearized equation of
motion in order to obtain the vacuum spectrum of fluctuations, the solutions then being
normalized with the help of the natural symplectic product [1, 2]. To see if the symplectic
product method is compatible with our approach, we re-arrange Eq.(90) as
AhrT (τ, k˜) =
ipi
4
(
−H(2)ikη(k⊥τ0)pi0rT (k˜) + Π
(2)
ikη
(k⊥τ0)A
0
rT (k˜)
)
H
(1)
ikη
(k⊥τ)
+
ipi
4
(
H
(1)
ikη
(k⊥τ0)pi
0
rT (k˜)− Π(1)ikη(k⊥τ0)A0rT (k˜)
)
H
(2)
ikη
(k⊥τ) (125)
The vacuum functional ρTW in Eq.(92) has the exponent
ST = −
∫
d3k˜
(2pi)3
(
RT |A0rT |2 + |pi0T + ITA0rT |2/RT
)
(126)
where RT and IT are the real and the imaginary part of the kernel τ
2
0GT (τ0, k˜) as given in (55).
Since A0rT (x˜) and pi
0
rT (x˜) are real, we have A
0
rT (−k˜) = (A0rT (k˜))∗ and pi0rT (−k˜) = (pi0rT (k˜))∗.
Hence the real part of A0rT (k˜) and pi
0
rT (k˜) must be an even function of k˜ and the imaginary
part must be an odd function of k˜. The real and imaginary parts of τ 20GT (τ0, k˜) are also
even functions of k˜ because H
(1)
−ikη
(k⊥τ) = e
−pikηH
(1)
ikη(k⊥τ) (see appendix section A). Hence
under the
∫
d3k˜ integral, we can replace
RT |A0rT |2 +
|pi0rT + ITA0rT |2
RT
→ |pi
0
rT − i(RT + iIT )A0rT |2
RT
(127)
because the difference is an odd function of k˜. This allows us to re-express the exponent in
ρWT as
ST = −2
∫
d3k˜
(2pi)3
∣∣∣pi0rT (k˜)a∗k˜(τ0)− A0rT (k˜)e∗k˜(τ0)
∣∣∣2
(128)
where used the fact that 1/RT = piH
(1)
ikη
(k⊥τ0)H
(2)
ikη
(k⊥τ0)/2 and defined
ak˜(τ) =
√
pi
4
epikη/2H
(2)
ikη
(k⊥τ) (129)
and
ek˜(τ) = τ∂τak˜(τ) (130)
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For large τ , ak˜(τ)
ak˜(τ) ∼
1√
2k⊥τ
e−i(k⊥τ−pi/4) (131)
Hence ak˜(τ) can be regarded as the positive frequency solution. Since
a∗
−k˜
(τ) =
√
pi
4
e−pikη/2H
(1)
ikη
(k⊥τ) (132)
the Wronskian Eq.(57) is equivalent to the symplectic product
e∗
−k˜
(τ)ak˜(τ)− ek˜(τ)a∗−k˜(τ) = i (133)
In terms of ak˜(τ), the homogeneous solution is
AhrT (τ, k˜) = ck˜ak˜(τ) + c
∗
−k˜
a∗
−k˜
(τ) (134)
where
ck˜ = i
(
pi0rT (k˜)a
∗
ikη(k⊥τ0)− A0rT (k˜)e∗ikη(k⊥τ0)
)
(135)
In terms of ck˜, the exponent of ρ
W
T becomes much simpler
ST = −2
∫
d3k˜
(2pi)3
ck˜c
∗
k˜
(136)
which implies
〈ck˜c∗k˜′〉 =
1
2
(2pi)3δ(k˜ − k˜′) (137)
This is identical to the correlation function obtained with the symplectic product approach
[1, 2].
For the longitudinal part, the exponent in ρWL is
SL = −
∫
d3k˜
(2pi)3
(
Rη|A0rη|2 +
|pi0rη + IηA0rη|2
Rη
)
(138)
where Rη and Iη is the real and the imaginary part of ik
2
⊥H
(1)
ikη
(k⊥τ0)/Π
(1)
ikη
(k⊥τ). This can
be re-expressed as
SL = −
∫
d3k˜
(2pi)3
|pi0rη − i(Rη + iIη)A0rη|2
Rη
(139)
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again using the fact that the real parts of A0rη and pi
0
rη are even functions of k˜ and the
imaginary parts are odd functions of k˜. In terms of ak˜(τ) and ek˜(τ) defined in Eqs.(129)
and (130), we have
Rη + iIη = ik
2
⊥
a∗
−k˜
(τ0)
e∗
−k˜
(τ0)
(140)
and
Rη =
k2⊥
2ek˜(τ0)e
∗
−k˜
(τ0)
(141)
Hence
SL = −
∫
d3k˜
(2pi)3
|pi0rη − i(Rη + iIη)A0rη|2
Rη
= −2
∫
d3k˜
(2pi)3
1
k2⊥
∣∣∣e∗
−k˜
pi0rη(k˜) + k
2
⊥a
∗
−k˜
A0rη(k˜)
∣∣∣2 (142)
The same combination in the integrand occurs in (c.f. Eq.(111))
pirη(τ, k˜) = dk˜ak˜(τ) + d
∗
−k˜
a∗
−k˜
(τ) (143)
where
dk˜ = e
∗
−k˜
(τ0)pi
0
rη(k˜) + k
2
⊥a
∗
k˜
(τ0)A
0
rη(k˜) (144)
Again, the exponent simplifies in terms of dk˜
SL = −2
∫
d3k˜
(2pi)3
1
k2⊥
dk˜d
∗
k˜
(145)
which results in
〈dk˜d∗k˜′〉 =
k2⊥
2
(2pi)3δ(k˜ − k˜′) (146)
which is again equivalent to the correlation function used in the symplectic method.
Two remarks are in order here. The first one concerns the number of independent stochas-
tic degrees of freedom. If one compares Eq.(126) and Eq.(136), it looks like the number of
stochastic degrees of freedom is reduced by a factor of 2 between Eq.(126) and Eq.(136). This
is not so. Even though it looks like there are 4 functional degrees of freedom in Eq.(126),
they are not complete. Recall that the real part of A0rT and pi
0
rT is an even function of k˜
and the imaginary part is an odd function. Thus, each cover only 1/2 of the function space.
On the other hand, there is no such restriction on ck˜ in Eq.(135) and hence there is no
contradiction. The second remark is that for numerical implementation Eq.(136) is much
more suited than Eq.(126), which is what has been used in [35].
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IX. CONCLUSION
In this paper, we have derived in Milne space the initial density matrix of an abelian gauge
field theory in vacuum, by solving the corresponding Schro¨dinger equation. This allowed us
to compute the Wigner transform of the density matrix, leading to a simple expression for
the transverse and longitudinal parts of the generating functional of the Closed Time Path
formalism. From there can finally be deduced the propagators of the theory. The key finding
of this study is the perfect agreement between the results obtained with the functional
Schro¨dinger approach and those derived with the symplectic product based method [2] –
as demonstrated in section VIII. An important though challenging extension of this work
would be to compute the initial density matrix of the Wave-functional corresponding to the
so-called Glasma state [21–23], and to compare with the result of [2] in this interacting case.
Establishing with the Schro¨dinger functional approach the Glasma initial condition is
of crucial importance for dealing with the problem of thermalization in heavy ion collision.
Indeed, the quark-gluon plasma created in these collisions seem to behave like a nearly perfect
fluid [36, 37] on very short time scales, as corroborated by numerous hydrodynamical studies
that are able to reproduce the experimental data collected at the RHIC and LHC colliders.
But a first principle proof of the applicability of hydrodynamics for the quark-gluon plasma
– that is initially not thermal[7, 38] – has so far been lacking. An important building-
block towards the completion of this proof is the interacting counterpart of the present
work, derived with the symplectic product based approach [2], that has recently been used
numerically to obtain promising results [39]. Improving our theoretical understanding of
the Glasma initial condition with the Schro¨dinger functional approach would therefore be
of great help in the path towards the full understanding of the nearly perfect fluidity of the
quark-gluon plasma.
Another challenging extension is the NLO contribution to the vacuum wavefunctionals.
At the leading order, there is no real difference between the Abelian vacuum and the non-
Abelian vacuum. However, the NLO contribution must be different. In view of recent
developments on the NLO JIMWLK equations and factorizations [40–44], this would be an
important step to establish firm connection between the current Schwinger-Keldysh approach
and the CGC approaches.
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Appendix A: Hankel function properties
The definition of the Hankel functions used here are
H
(1)
ikη
(χ) = −ie
pikη/2
pi
∫ ∞
−∞
dζ eiχ cosh ζ∓ikηζ (A1)
and
H
(2)
ikη
(χ) =
ie−pikη/2
pi
∫ ∞
−∞
dζ e−iχ cosh ζ±ikηζ (A2)
with real χ. Both signs of ikηζ leads to the same function because they are related by the
simple change of the integration variable from ζ to −ζ . From these definitions, it is easy to
see
(
H
(1)
ikη
(χ)
)∗
= epikηH
(2)
ikη
(χ) (A3)
H
(1)
−ikη
(χ) = e−pikηH
(1)
ikη
(χ) = (H
(2)
ikη
(χ))∗ (A4)
Using the definitions, one can perform Fourier transformation of the product of Hankel
functions. Let
IH(τ, τ
′, η − η′) =
∫ ∞
−∞
dkη
2pi
eikη(η−η
′)H
(1)
ikη
(mτ)H
(2)
ikη
(mτ ′)
=
1
pi2
∫ ∞
−∞
dζ eimτ cosh(ζ−η)e−imτ
′ cosh(ζ−η′)
=
1
pi2
∫ ∞
−∞
dζ eim((t−t
′) cosh ζ−(z−z′) sinh ζ) (A5)
where t = τ cosh η and z = τ sinh η. If (t − t′)2 > (z − z′)2, then the exponent can be
combined into
(t− t′) cosh ζ − (z − z′) sinh ζ = sign(t− t′)σ cosh(ζ − ζ0) (A6)
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where ζ0 = tanh
−1((z − z′)/(t− t′)) and
σ =
√
(t− t′)2 − (z − z′)2
=
√
τ 2 + τ ′2 − 2ττ ′ cosh(η − η′) (A7)
Hence
IH(τ, τ
′, η − η′) =


i
pi
H
(1)
0 (mσ) if t > t
′
− i
pi
H
(2)
0 (mσ) if t
′ > t
(A8)
Similarly one can show
I ′H(τ, τ
′; η − η′) =
∫ ∞
−∞
dkη
2pi
eikη(η−η
′)H
(2)
ikη
(mτ)H
(1)
ikη
(mτ ′)
= (IH(τ, τ
′; η − η′))∗ (A9)
and since H
(1)
0 (x) = J0(x) + iY0(x), we get
IH + I
′
H = −
2
pi
Y0(mσ) (A10)
as well as
IH − I ′H =
2i
pi
J0(mσ) (A11)
Appendix B: Transformation of Minkowski space propagators
We want to show the equivalence between the symmetric and retarded propagators in
Milne space and the usual Minkowskian ones. Starting from the symmetric propagator in
the Minkowskian coordinate system
GS(k) = piδ(k
2
0 − E2k) (B1)
we can re-express it in the following way, depending on the region of the light cone considered
(1) In the forward light cone region, where t2−z2 > 0 and t > 0, a straightforward calculation
leads to
GS = −1
4
Y0(mT τ) (B2)
(2) In the backward light cone region, where t2− z2 > 0 and t < 0, one easily finds the same
result as in the forward light cone region
GS = −1
4
Y0(mT τ) (B3)
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(3) In the right side of the light cone, where z2 > t2 and z > 0, one can use the fact that
kzz ± Ekt = mTσ sinh(y ± η) (B4)
to show that
GS =
1
2pi
K0(mT τ) (B5)
(4) In the left side of the light cone, where z2 > t2 and z < 0, one also finds
GS =
1
2pi
K0(mT τ) (B6)
which gives back (95) as anticipated.
Now for the retarded propagator, we start with
GR = θ(t)
sin(Et)
E
(B7)
which can be re-expressed into
GR =
∫
dkz
2pi
e−ik
zz+iEt − eikzz−iEt
2iE
(B8)
Consider the following two cases
(1) If we assume |z| > |t|, then
kzz − Et = sign(z)mT
√−σ2 sinh(y − sign(z)η) (B9)
leads to
GR =
∫
dy
2pi
sin(x sinh(y)) = 0 (B10)
(2) If we now assume |t| > |z|, then
kzz − Et = −mT
√
σ2sign(t) cosh(y − sign(t)η) (B11)
leads to
GR =
1
2
J0(mT
√
σ2) (B12)
as announced in (88).
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