Due to the highly nonlinearity of the flux-linkage characteristics of Switched Reluctance Motor drives (SRM), accurately modelling is cumbersome. In this paper, the offline-trained and the online-trained Radial Basis function (RBF) neural network model are proposed for estimating the SRM flux-linkage under running conditions. To investigate the performance of the modelling schemes, the simulation and experiments have been implemented in a 12/8 structure SRM prototype. The results show that the online-trained model exhibits much better estimation accuracy and robustness than the offline-trained model. Thus, the online-trained RBF model is more suitable for SRM performance prediction and analyzing.
INTRODUCTION
Switched Reluctance Motor (SRM) drives are drawing great attention for variable speed motor drives due to its own advantages, such as simple structure, reliable power converter, good speed regulation performance and good fault-tolerant capacity. These drives are suitable for applications such as electric vehicles, aircraft starter/generators systems, mining drives, etc..
Accurately modelling of the flux linkage characteristics is crucial for optimal controls and performance predictions. However, due to its double salient structure, the magnetic characteristics are highly nonlinear. The fluxlinkage appears to be a complex nonlinear function of both the phase current and rotor position, which makes it cumbersome to model. In past literatures, numerous modelling approaches such as analytical models [1, 2] , look-up tables [3] , fuzzy logics [4] and neural networks [5] based methods have been reported. As for the analytical based models, they can simplify the analysis of the machine. However, they always suffer from lack of accuracy and the complexity. The look-up tables based method is an intuitive approach. However, the three-dimensional lookup table requires huge memory space to store, and powerful computation capability of the controllers. Modelfree algorithms such as fuzzy logics and neural networks are inherently suitable for modelling systems with highly nonlinearity, which are drawing great attentions recently. However, the experimental results of these schemes are seldom discussed in past literatures. The fuzzy logic based and the ANN based offline-trained model are used for sensorless control of SRM in [4] and [5] respectively. The online modelling scheme for SRM is investigated firstly in [6] , a 2-D BSNN is proposed for online modelling of SRM. However, the modelling performance between online and offline models are not compared in experiments.
The RBF network not only possesses good locally approximating capability, but also the optimal approximating performance. The training process is simple, while the convergence rate is quite fast, it is no doubt that RBF is one of the best modelling algorithm for SRM modelling. In this paper, the RBF neural network based offline model and online model are proposed. The simulation and experimental results are presented and compared for validation.
FUNDAMENTAL OF THE OFFLINE AND ONLINE MODELLING SCHEMES

Obtaining the flux linkage characteristics data
Due to its double salient structure, the flux-linkage appears to be a complex nonlinear function of both the phase current and rotor position, which can be described by Ψ = Ψ(i, θ)
where Ψ is flux linkage,i is phase current, and θ is rotor position. Accurately calculating the flux linkage characteristics is crucial for improving the accuracy and generalization ability of the RBF based model. In order to get better calculation results, the 3-D Finite Element Method (FEM) based on double scalar magnetic potential method (DSMP) is utilized to calculate the magnetic field of the SRM prototype. The boundary value problem can be given by where, ψ is the full scalar magnetic potential; ϕ is the partial scalar magnetic potential, H sn and H st is the normal component and tangent component respectively, S 1 is the outer surface of stator core, and S 2 is the symmetrical face at the axial direction. After acquiring of magnetic field distributions, the flux linkage characteristics can be calculated by enhanced incremental energy method (EIEM). The increment of magnetic co-energy ∆W C can be expressed as
and the flux linkage is obtained by
where Ψ is the flux linkage, B is the flux density, ∆H is magnetic field increment, dV is the volume differential, δi is the current increment. The 3-D computational result of flux linkage characteristic is shown in Fig. 1 , where the rotor angular position θ is defined as θ = 0
• at the unaligned position and θ = 22.5
• at the aligned position.
Modelling the flux linkage characteristics based on RBF neural networks
The RBF neural network
As shown in Fig. 2 , the RBF neural network is comprised of three layers: input layer, hidden layer and output layer. The input and output layers are presented with training pairs, each consisting of a vector from an input space and a desired network response. Through a defined learning algorithm, the error between the actual and desired response is minimized relative to some optimization criterion. As depicted in Fig. 2 , the ith output note of the RBF network can be expressed as
where
⊤ is an input vector; n is the number of input node; c k is the RBF center, k = 1, 2, . . . , S , in which S is the number of hidden nodes; x − c k denotes Euclidean distance between c k and x vector; ϕ k ( ) is a Gaussian function of the k th center, in which σ k is the Gussian variance; w ik is the weighting value between the k th center and the i th output node; and m is the number of output nodes.
Training algorithm
In this paper, the centers and width of the RBF nodes are determined by the standard k-means clustering algorithm, whereas the output weights are normally estimated using the LMS algorithm. To implement these algorithm, following steps are described below. initial candidates for k cluster centers matrix from the datasets.
(2) Assign each pattern to the nearest cluster using a distance measure. For some set of centers c = [c 1 , c 2 , . . . , c n ], and for each cluster centroid c i , we denote the interior of its corresponding cluster as i(x n ), defined as i(x n ) = arg min i x n − c i (i = 1, 2, . . . , S) .
(3) The RBF centers are learnt using the k -means clustering method
where, α is the step size, and 0 < α < 1 .
4 When, c i (k + 1) ≈ c i (k), step is teminated, otherwise, k = k + 1 and return to step 1. 5 The width σ 2 i can be calulated by (9), after the clustering process has converged.
where, d max is the maximum distance between the RBF centers c i ; S is the number of hidden nodes. 6 The LMS algorithm is applied for calibrating the output weights w = [w 1 , w 2 , . . . , w n ], and the adaptation equation is represented by
is the input sample and d(k) is desired output; η is the learning-rate parameter.
Offline modelling of flux linkage characteristics
As shown in Fig. 3 , the offline RBF network based flux linkage model can be considered as a two-input oneoutput input-output nonlinear system. The phase current i and rotor position θ are defined as the input, and the flux linkage Ψ is defined as the output. The flux linkage characteristics data have been obtained from FEA, which are defined as two inputs one output input-output training pairs.
Generally, based on the training data set, the training process can be performed in Matlab environment simply. However, to meet the requirement of real-time control in DSP platform, the RBF model should be appropriately simplified at the expense of some modelling precisions. In addition, the output weights should distribute uniformly to avoid the output errors that caused by DSP A/D sampling errors, which can be achieved by adjusting the training error goals and the number of the neurons in the hidden layer. In this work, the design of RBF network and selection of optimum training parameters have been evaluated by trial both through simulation and experiments. The network architecture and training parameters obtained are given in Table 1 . Based on these parameters, the training processes are performed in Matlab environment. As shown in Figs. 4 and 5, the training error can meet the training goal within 50 epochs and the predicted flux-linkage can well approximate the targets value.
Online modelling of flux linkage characteristics
The proposed online-modelling scheme is illustrated in Fig. 6 . As shown in the figure, the estimation error between the estimated flux linkage of the offline RBF model and the calculated phase flux linkage is used for 
where w is the output weight, k is the sample number, and λ is the learning rate; ξ ψ is the estimated flux linkage error; Ψ real is the calculated flux linkage based on the online phase current and voltage; Ψ est is the estimated flux linkage by the RBF model. As a tradeoff of the accuracy and the training speed, the learning rate λ is set as a constant in the experiments and simulation, which equals 0.15 .
SIMULATION AND EXPERIMENTAL VALIDATION
To evaluate the performance of the proposed modelling schemes, both the simulations and experiments have been performed in a 12/8 structure SRM prototype under the same control conditions. The simulated offline and online modelling results under 2000 rpm are shown in Fig. 7 . As can be seen in this figure, the estimation accuracy of the offline model is low. But after applying the online algorithm, the network weights of the output layer are able to be adjusted automatically, and the modelling accuracy can be well improved. Traces 5 and 6 of the figure show the difference.
In order to verify the proposed method, the experimental test-bed was developed. For hardware implementation, a three-phase 12/8 Switched reluctance motor is used as a prototype machine; the power converter is the conventional three phase asymmetric half-bridge converter; the current/voltage sensors and signal modulation circuits are used for measuring the phase current and voltage; the controller was developed based on TMS320F2812 DSP chip, which is a 32-bit fix-point flash DSP, with 150 MHz clock frequency and 16 channel 12-bit ADC, and two event manager modules for motion control.
Based on the experimental system, the offline and online models are implemented on the DSP2812 controller. The modelling results are shown in Fig. 8 (a) and (b) respectively. As compared to the offline modelling, the estimated flux-l inkage becomes smoother after online adjustment, and the modelling accuracy are greatly improved. As compared with the simulation results, it can be easily find that they are in good agreement. For further verifying the adjust capacity and the control effects of the online modelling scheme, the dynamic reference flux-linkage transient performance of the offline model and online model are tested respectively in the experiments. As shown in Fig. 9 (a) , the estimated flux-linkage of the offline model can not track the sudden change of reference flux-linkage. But through online modelling, the output weights of the RBF neural network can be adjusted automatically according to the error of the estimated flux-linkage and the reference flux-linkage. Thus, as shown in Fig. 9 (b) , through the self adjustment, the estimated flux-linkage can approach the reference fluxlinkage rapidly.
CONCLUSION
In conclusion, the RBF neural network based offline and online modelling methods for SRM have been proposed in this paper. The modelling performance of the two kinds of method are evaluated and compared by simulation and experiments. The results demonstrate that the RBF based on-line modelling scheme is a good candidate for SRM modelling, which possess good accuracy, robustness and generality. Furthermore, this work implemented the RBF neural network in experiments successfully, which possess good potential for using in other kinds 
