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Abstract
A result due to M.W. Hirsch states that most competitive maps admit a carry-
ing simplex, i.e., an invariant hypersurface of codimension one which attracts all
nontrivial orbits. The common approach in the study of these maps is to focus
on the dynamical behavior on the carrying simplex. However, this manifold is
normally non-smooth. Therefore, not every tool coming from Differential Geom-
etry can be applied. In this paper we prove that the restriction of the map to
the carrying simplex in a neighborhood of an interior fixed point is topologically
conjugate to the restriction of the map to its pseudo-unstable manifold by an
invariant foliation. This implies that the linearization techniques are applicable
for studying the local dynamics of the interior fixed points on the carrying sim-
plex. We further construct the stable and unstable manifolds on the carrying
simplex. Our results give partial responses to Hirsch’s problem regarding the
smoothness of the carrying simplex. We discuss some applications in classical
models of population dynamics.
Keywords: Carrying simplex, invariant foliation, pseudo-stable manifold,
pseudo-unstable manifold, linearization, invariant manifold
1. Introduction
Since the early work of Hirsch [1] and Smith [2], it is well known that most
competitive maps admit a carrying simplex, that is, an invariant hypersurface
of codimension one, such that every nontrivial orbit is attracted towards it; see
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[3, 4, 5, 6, 7, 8, 9, 10]. The importance of the carrying simplex stems from the
fact that it captures the relevant long-term dynamics. In particular, all nontrivial
fixed points, periodic orbits, invariant closed curves and heteroclinic cycles lie
on the carrying simplex (see, for example, [9, 11, 10, 12, 13, 14]). In order to
analyze the global dynamics of such discrete-time systems, it suffices to study the
dynamics of the systems restricted to this invariant hypersurface. In particular,
one can use the topological results on the homeomorphisms of the plane such
as the translation arc and degree (Ruiz-Herrera [7], Jiang and Niu [11] and Niu
and Ruiz-Herrera [15]) for three-dimensional competitive maps with a carrying
simplex.
In [1], Hirsch posed the problem to determine conditions under which the car-
rying simplex is a smooth manifold (see [1, P. 61]). This is a long-open question
in dynamical systems with two direct applications. Obviously, the smoothness
of the carrying simplex provides geometrical information on the manifold. On
the other hand, and more importantly, the smoothness of the carrying simplex
allows us to apply the tools coming from Differential Geometry, especially, the
Grobman–Hartman theorem. To the best of our knowledge, the available results
on the smoothness of the carrying simplex are the following: Jiang, Mierczyn´ski
and Wang in [16] gave equivalent conditions, expressed in terms of inequalities be-
tween Lyapunov exponents, for the carrying simplex to be a C1 submanifold-with-
corners, neatly embedded in the nonnegative orthant (for sufficient conditions in
the case of ordinary differential equations, see Brunovsky´ [17], Mierczyn´ski [18],
or, for the Ck property in discrete time systems, Bena¨ım [19] and, in ordinary
differential equations, Mierczyn´ski [20]). Mierczyn´ski proved in [21, 22] that the
carrying simplex is a C1 submanifold-with-corners neatly embedded in the non-
negative orthant when it is convex. For the convexity of the carrying simplex and
their influence on the global dynamics, we refer the reader to [23, 24, 8, 25, 26].
Whether the carrying simplex is smooth or not is still unknown when it is not
convex. Mierczyn´ski in [27, 27] in the case of ordinary differential equations and
Jiang, Mierczyn´ski and Wang in [16] in the case of maps do provide examples
which show that the carrying simplex at a boundary fixed point can be far from
smooth. However, no examples are known of the lack of smoothness in the inte-
rior of a carrying simplex. Roughly speaking, many competitive maps admit a
reduction of the dimension but we do not know if this reduction is smooth.
This scenario suggests the following interesting questions: Can we use the
“linearization” techniques on the carrying simplex to study the local dynamics
around a fixed point? How should we construct the stable and unstable manifolds
even if the carrying simplex is not smooth? It is well known that linearization
techniques and invariant manifolds are important tools in the study of smooth
dynamical systems (see, for example, [28, 29, 30, 31, 32, 33, 34, 35]). In this
paper, we prove that one can still use the “linearization” techniques to study
2
the dynamics on the carrying simplex even if it is non-smooth. Furthermore, we
construct the stable and unstable manifolds of an interior fixed points on the
carrying simplex by those of the conjugate “linear” term of the reduction.
The main tool of this paper consists in a topological result that guarantees
the existence of an invariant foliation in a neighborhood of a fixed point when the
inverse of its Jacobian matrix has strictly positive entries. This result (Theorem
3.1) is deduced in Section 3 and could be perceived not only as a technique for
constructing the invariant manifolds on the carrying simplex but have its own
interest. We refer the reader to [29, 36, 37, 38, 39, 40, 41] for the discussion and
application of invariant foliations in the study of dynamical systems. By using the
previous invariant foliation, we prove in Section 4 that the restriction of the map
to the carrying simplex in a neighborhood of an interior fixed point is topologically
conjugate to the restriction of the map to its pseudo-unstable manifold (Theorem
4.1). This means that linearization techniques are applicable for studying the
local dynamics on the carrying simplex because the restriction to its pseudo-
unstable manifold is smooth. The consequence is that the invariant manifolds of
the interior fixed points on the carrying simplex are homeomorphic to those of
the restriction to its pseudo-unstable manifold (Theorem 4.4). We will then prove
the continuity of the tangent cones of the carrying simplex near the interior fixed
points (Theorem 4.12). Tangent cones also play remarkable roles in the study
of global stability of the monotone dynamical systems (see [42, 24]). In Section
5, we apply our results to some classical models in population dynamics that
include the Leslie–Grower models, Atkinson–Allen models and Ricker models. In
particular, we show that the stable manifold of the interior fixed point on the
carrying simplex for three-dimensional competitive maps is indeed a simple curve
when its index is −1, which solves an open problem in [15]. It is worth noting
that many results of the paper can be applied to maps that admit a non-smooth
center manifold.
2. Notation and definitions
Throughout this paper, we need the following notation and definitions. As usual,
‖·‖ stands for the Euclidean norm in Rn, as well as for the operator norm with
respect to the Euclidean norm. For a linear automorphism A : Z → Z, where
{0} 6= Z ⊂ Rn, we denote by m(A) its co-norm,
m(A) := min{ ‖Au‖ : u ∈ Z, ‖u‖ = 1 }.
Let Rn+ := {x ∈ Rn : xi ≥ 0 for all i = 1, . . . , n} be the usual nonnegative
orthant. The interior of Rn+ is the open cone IntRn+ := {x ∈ Rn+ : xi > 0 for all
i = 1, . . . , n} and the boundary of Rn+ is ∂Rn+ := Rn+ \ IntRn+.
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For x, y ∈ Rn, we write x ≤ y if xi ≤ yi for all i = 1, . . . , n, and x  y if
xi < yi for all i = 1, . . . , n. If x ≤ y but x 6= y we write x < y. The reverse
relations are denoted by ≥, >,, and so forth.
For a differentiable map P , the Jacobian matrix of P at the point x is denoted
by DP (x).
Definition 2.1. A map T : Rn+ → Rn+ is competitive in a subset W ⊂ Rn+, if,
for all x, y ∈W with T (x) < T (y), one has that xi < yi provided yi > 0.
The carrying simplex for a map T : Rn+ → Rn+ is an invariant subset S ⊂ Rn+
with the following properties:
(H1) No two points in S are related by the < relation.
(H2) S is homeomorphic via radial projection to the (n−1)-dimensional standard
probability simplex ∆n−1 := {x ∈ Rn+ :
∑n
i=1 xi = 1}.
(H3) For any x ∈ Rn+ \ {0}, there is some y ∈ S such that limm→+∞‖T
m(x) −
Tm(y)‖ = 0.
(H4) T (S) = S and T |S : S → S is a homeomorphism.
(H5) S is the boundary (relative to Rn+) of the global attractor Γ, which equals
{αx : α ∈ [0, 1], x ∈ S}. Moreover, Γ \ S = {αx : α ∈ [0, 1), x ∈ S} is the
basin of repulsion of the origin.
Most competitive maps, especially those used in population dynamics, admit
a carrying simplex, which determines the dynamical behavior of the systems. The
reader can consult [3, 4, 5, 6, 7, 8, 9, 10] for precise results on the existence of a
carrying simplex in competitive maps.
3. Invariant foliation in a neighborhood of a fixed point when the in-
verse of the Jacobian matrix is positive
Consider a map
P : V ⊂ Rn → P (V ) ⊂ Rn
of class C1 defined on an open neighborhood V of q ∈ Rn with P (q) = q. We
assume the following condition:
(C1) There exists (DP (q))−1 and its entries are strictly positive. Moreover, the
eigenvalue of DP (q) with the smallest modulus, say µ, satisfies 0 < µ < 1.
The classical Perron–Frobenius theorem guarantees that the first statement of
(C1) implies that µ is always a simple positive eigenvalue. Moreover, the corre-
sponding invariant subspace is spanned by some v  0. The invariant subspace
W of Rn that corresponds to the remaining eigenvalues of DP (q) intersects Rn+
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only at the origin.
Fix
ρ ∈ (µ,min{1, ν})
with ν the modulus of the eigenvalue(s) of DP (q) with the second smallest mod-
ulus. The spectrum of DP (q) consists of two nonempty parts: one, consisting
of a simple eigenvalue µ, contained inside the circle centered at zero with radius
ρ, and the one contained outside this circle. Note that detDP (q) 6= 0, so, as
in Sections 3 and 4 we are interested in the local behavior only, we can assume,
without loss of generality, that P is a diffeomorphism taking V onto P (V ).
Now we present the main result of this section. In the statement of the
theorem we employ the above notation.
Theorem 3.1. Assume that (C1) holds. Then, fixed σ ∈ (ρ, ν), there exist a
neighborhood U of q and the following objects:
(a) A one-dimensional C1 manifold M1 ⊂ U that is tangent at q to v. More-
over,
‖P (ξ′)− P (ξ′′)‖ ≤ ρ‖ξ′ − ξ′′‖ for each ξ′, ξ′′ ∈M1.
M1 is positively invariant, i.e. if ξ ∈M1, then P (ξ) ∈M1.
(b) A one-codimensional C1 manifold M2 ⊂ U that is tangent at q to W . M2
is locally invariant in the sense that if y ∈M2 and P (y) ∈ U , then we have
that P (y) ∈ M2. Analogously, if y ∈ M2 and P−1(y) ∈ U , then we have
that P−1(y) ∈M2. Moreover, there is l ∈ N so that
‖P−l(y′)− P−l(y′′)‖ ≤ σ−l‖y′ − y′′‖ (1)
for any y′, y′′ ∈M2 with P−1(y′), . . . , P−l(y′), P−1(y′′), . . . , P−l(y′′) ∈M2.
(c) A foliation L of U by C1 embedded segments Ly (leaves), parameterized by
y ∈ M2 and linearly ordered by the  relation. The foliation L is locally
invariant. That is, for any y ∈M2 and ξ ∈ Ly, we have the following:
• If P (y) ∈M2, then P (ξ) ∈ LP (y).
• If P−1(y) ∈M2 and P−1(ξ) ∈ U , then P−1(ξ) ∈ LP−1(y).
Moreover,
‖P (ξ′)− P (ξ′′)‖ ≤ ρ‖ξ′ − ξ′′‖
for any y ∈M2 and any ξ′, ξ′′ ∈ Ly, provided that P (y) ∈M2.
The goal of the rest of the section is to prove Theorem 3.1. For simplicity in
the notation, we assume that the fixed point is the origin. Next we give several
preliminary results.
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Lemma 3.2. For each  > 0, there exist η > 0 and a C1 diffeomorphism
P : Rn → Rn that satisfies
P(ξ) =
{
P (ξ) for ‖ξ‖ ≤ 12η
DP (0)ξ for ‖ξ‖ ≥ η
and
‖DP(ξ)−DP (0)‖ < , ξ ∈ Rn.
Proof. Take a C∞ function f : [0,∞) → [0, 1] with the property that f(r) = 1
if and only if r ∈ [0, 1/2] and f(r) = 0 if and only if r ≥ 1. For each η > 0, we
define
Pη(ξ) := DP (0)ξ + f
(‖ξ‖
η
)
(P (ξ)−DP (0)ξ), ξ ∈ Rn.
By [43, Thm. 2.1.7], the set of C1 diffeomorphisms of Rn onto itself is open in
the C1 strong (Whitney) topology. As the linear map
ξ 7→ DP (0)ξ
is a diffeomorphism, there is a continuous function δ : Rn → (0,∞) with the
following property: if Q : Rn → Rn is a map of class C1 such that the difference
between the 1-jet of Q and the 1-jet of DP (0) at the point ξ is smaller than δ(ξ)
for all ξ ∈ Rn, then Q is a diffeomorphism. The 1-jets of Pη and DP (0) coincide
for ‖ξ‖ > η. Hence it suffices to estimate the C1 norm of
ξ 7→ f
(‖ξ‖
η
)
(P (ξ)−DP (0)ξ) (2)
restricted to ‖ξ‖ ≤ η. We know that f takes values between 0 and 1 and
‖P (ξ)−DP (0)ξ‖ → 0
as ξ → 0. This implies that the C0 norm of (2) tends to zero as η −→ 0+. On
the other hand, DPη(ξ)−DP (0) is equal to
1
η
f ′
(‖ξ‖
η
)P (ξ)−DP (0)ξ
‖ξ‖ ξ
> + f
(‖ξ‖
η
)
(DP (ξ)−DP (0)), ξ ∈ Rn,
where ξ> is the transpose of ξ. In the first summand, the norm of f ′(‖ξ‖η )
ξ>
η
is bounded as ‖ξ‖ ≤ η. Further, ‖P (ξ) − DP (0)ξ‖/‖ξ‖ → 0 as ξ → 0. This
implies that the first summand converges to 0 as η → 0+. The second summand
converges to 0 as η → 0+ as well.
Collecting all the information, we have proved that the difference between the
1 -jets of Pη(ξ) and DP (0) tends to 0 as η −→ 0+. For δ∗ = min{δ(ξ) : ‖ξ‖ ≤ 1},
we take η0 ≤ 1 small enough so that the difference between the 1-jets of Pη0 and
DP (0) is smaller that min{, δ∗}. The map Pη0 is the desired diffeomorphism
P.
6
In the sequel we will apply the results in [29] on invariant manifolds, invariant
foliations, etc., which are formulated for small C1 perturbations of linear maps.
It will be tacitly assumed that  > 0 is so small that a corresponding result in [29]
can be applied to P chosen from Lemma 3.2.
Proposition 3.3. For a suitable  > 0, the map P admits the following objects:
(i) An invariant one-dimensional C1 manifold M1, tangent at 0 to v, whose
elements are characterized as those ξ ∈ Rn for which ‖P k (ξ)‖/ρk stays
bounded as k → +∞ [or, equivalently, as those ξ ∈ Rn for which
‖P k (ξ)‖/ρk → 0
as k → +∞],
(ii) An invariant one-codimensional C1 manifold M2, tangent at 0 to W , whose
elements are characterized as those y ∈ Rn for which ‖P−k (y)‖/ρ−k stays
bounded as k → +∞ [or, equivalently, as those y ∈ Rn for which
‖P−k (y)‖/ρ−k → 0
as k → +∞].
Proof. See [29, Thm. 5.1].
We denote by TM2 the tangent bundle of M2. For each y ∈M2, TyM2 is the
tangent space of M2 at y. From now on, we assume that  > 0 in the construction
of P is so small that v is transversal to TyM2 at each y ∈M2.
Lemma 3.4. For P with  > 0 sufficiently small the manifold M2 is normally
attracting. That is, there exists an invariant Whitney sum decomposition, M2 ×
Rn = TM2 ⊕ E that satisfies the following properties:
• There is c1 > 0 such that ‖DP k (y)|Ey‖ ≤ c1ρk for any y ∈ M2 and any
k ∈ N.
• There is c2 > 0 such that
‖DP k (y)|Ey‖
m(DP k (y)|TyM2)
≤ c2
(ρ
σ
)k
for any y ∈M2 and any k ∈ N.
In the previous statements, for each y ∈M2, Ey stands for the fiber of E over y.
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Proof. We denote by pi1 the projection of Rn on span{v} along W , and by pi2
the projection of Rn on W along span{v}. We introduce a new norm, ‖·‖′, on Rn
by putting
‖u‖′ := ‖pi1u‖∗ + ‖pi2u‖∗∗,
where ‖·‖∗ is the norm on span{v} such that ‖v‖∗ = 1 and ‖·‖∗∗ is a norm on W
with the property that the operator norm ‖(DP(0)|W )−1‖∗∗,∗∗ < σ−1 (for the
existence of such a norm, see [29, Prop. 2.8]). We have employed the notation
‖(DP(0)|W )−1‖∗∗,∗∗ = max{‖(DP(0)|W )−1(p)‖∗∗ : ‖p‖∗∗ = 1}.
The definitions of ‖·‖∗,∗∗, ‖·‖∗∗,∗, and ‖·‖∗,∗ are analogous.
Next we construct an invariant subbundle E as follows: the fiber Ey is given
by span{v + w(y)} with w : M2 → W a continuous map that satisfies w(0) = 0
and
v + w(y) =
DP−1 (P(y))(v + w(P(y)))
‖pi1DP−1 (P(y))(v + w(P(y)))‖∗
, ∀ y ∈M2.
Let us prove the existence of w. We define
K = {z : M2 →W continuous : z(0) = 0 and ‖z(y)‖∗∗ ≤ 1, ∀y ∈M2}
endowed with the metric
d(z1, z2) := sup{ ‖z1(y)− z2(y)‖∗∗ : y ∈M2 }.
Notice that (K, d) is a complete metric space. We prove that we can choose  > 0
so that the operator S defined on K by the formula
S(z)(y) := DP
−1
 (P(y))(v + z(P(y)))
‖pi1DP−1 (P(y))(v + z(P(y)))‖∗
− v, y ∈M2,
maps K into itself and is a contraction. Thus the unique fixed point of S deter-
mines the function w. For each y ∈M2, we put
A(y) := pi1DP
−1
 (P(y))|span{v},
B(y) := pi1DP
−1
 (P(y))|W ,
C(y) := pi2DP
−1
 (P(y))|span{v},
D(y) := pi2DP
−1
 (P(y))|W .
In other words, the matrix DP−1 (P(y)) in the decomposition Rn = span{v}⊕W
has the form [
A(y) B(y)
C(y) D(y)
]
.
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For any z ∈ K, we have[
v
S(z)(y)
]
=
1
‖A(y)v +B(y)z(P(y))‖∗
[
A(y) B(y)
C(y) D(y)
] [
v
z(P(y))
]
, y ∈M2.
As a consequence,
‖S(z)(y)‖∗∗ = ‖C(y)v +D(y)z(P(y))‖∗∗‖A(y)v +B(y)z(P(y))‖∗
≤ ‖C(y)‖∗,∗∗ + ‖D(y)‖∗∗,∗∗‖z(P(y))‖∗∗‖A(y)‖∗,∗ − ‖B(y)‖∗∗,∗‖z(P(y))‖∗∗ .
We know that ‖A(0)‖∗,∗ > ρ−1, ‖D(0)‖∗∗,∗∗ < σ−1 and ‖B(0)‖∗∗,∗ = ‖C(0)‖∗,∗∗ =
0. Thus, for δ > 0, one can take  > 0 in the construction of P so that ‖A(y)‖∗,∗ >
ρ−1, ‖D(y)‖∗∗,∗∗ < σ−1, ‖B(y)‖∗∗,∗ < δ and ‖C(y)‖∗,∗∗ < δ for all y ∈ M2. This
implies that
‖S(z)(y)‖∗∗ ≤ σ
−1 + δ
ρ−1 − δ .
Using that σ
−1
ρ−1 < 1, we obtain that for δ > 0 small enough, the inequality
σ−1 + δ
ρ−1 − δ ≤ 1 (3)
is satisfied. Thus S maps K to K. Our next task is to study when S is a
contraction depending on δ. For z1, z2 ∈ K and y ∈M2, we write
S(z1)(y)− S(z2)(y) = D(y)(z1(P(y))− z2(P(y)))‖A(y)v +B(y)z1(P(y))‖∗
+
(
1
‖A(y)v +B(y)z1(P(y))‖∗ −
1
‖A(y)v +B(y)z2(P(y))‖∗
)
(C(y)v +D(y)z2(P(y))).
The ‖·‖∗∗-norm of the first summand is bounded above by
σ−1
ρ−1 − δ‖z1(P(y))− z2(P(y))‖∗∗,
and the ‖·‖∗∗-norm of the second summand is bounded above by
|‖A(y)v +B(y)z2(P(y))‖∗ − ‖A(y)v +B(y)z1(P(y))‖∗|
‖A(y)v +B(y)z1(P(y))‖∗ ‖A(y)v +B(y)z2(P(y))‖∗ ‖C(y)v+D(y)z2(P(y))‖∗∗
≤ ‖B(y)(z2(P(y))− z1(P(y)))‖‖A(y)v +B(y)z1(P(y))‖∗ ‖A(y)v +B(y)z2(P(y))‖∗ ‖C(y)v+D(y)z2(P(y))‖∗∗
≤ δ(δ + σ
−1)
(ρ−1 − δ)2 ‖z1(P(y))− z2(P(y))‖∗∗.
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We need to have
σ−1
ρ−1 − δ + δ
δ + σ−1
(ρ−1 − δ)2 < 1. (4)
Finally we choose δ > 0 sufficiently small to guarantee the inequalities (3) and (4).
Proposition 3.5. There exists a foliation L = {Ly}y∈M2 of Rn given by C1
embedded one-dimensional manifolds Ly, such that the embeddings depend con-
tinuously on y ∈ M2 in the C1-topology. Moreover, the following properties are
satisfied.
• The foliation L is invariant: for each y ∈M2, P(Ly) = LP(y).
• For any y ∈M2, the tangent space of Ly at y is Ey.
• For each y ∈ M2, the leaf Ly is characterized as the set of points ξ ∈ Rn
for which
‖P k (ξ)− P k (y)‖
m(DP k (y)|TyM2)
→ 0 as k →∞. (5)
• For each y ∈ M2, the leaf Ly is characterized as the set of points ξ ∈ Rn
for which there exists c = c(x, ξ) > 0 such that
‖P k (ξ)− P k (y)‖ ≤ cρk (6)
for all k ∈ N.
Proof. See Theorem 5.5 and Corollary 5.6 in [29].
In particular, it follows from the characterization given in (6) that L0 = M1.
Now we have all the ingredients to prove the main result of this section.
Proof of Theorem 3.1. The C1 embeddings of open intervals that define the foli-
ation L depend continuously on y ∈M2. Therefore, we can write
Ly = {E(y, s) : s ∈ (sminy , smaxy ) }, y ∈M2,
where
E :
⋃
y∈M2
{y} × (sminy , smaxy )→ Rn
is a C1 embedding, with
M2 3 y 7→ sminy ∈ (−∞, 0)
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and
M2 3 y 7→ smaxy ∈ (0,∞)
continuous functions. These maps have the following properties:
• For each y ∈M2, E(y, 0) = y.
• For each y ∈M2 and s ∈ (sminy , smaxy ),∥∥∥∥∂E∂s (y, s)
∥∥∥∥ = 1.
We say that U is a nice neighborhood of 0 if U = E(Z×(−δ, δ)), where Z ⊂M2 is
an open disk containing 0 and δ > 0. We always assume that the embedding E can
be extended to an embedding E of (the manifold-with-corners) Z × [−δ, δ] where
the closure Z is a closed disk contained in M2. Moreover E(Z × [−δ, δ]) = U .
Such a U will be called a closed nice neighborhood of 0. Notice that we can find
a neighborhood base of Rn at 0 consisting of nice neighborhoods.
Let U(1) be a nice neighborhood of 0 such that U(1) ⊂ V . The next facts
follow from Propositions 3.3 and 3.5 and Lemma 3.2:
• M1 ∩ U(1) and M2 ∩ U(1) are locally invariant.
• M1 ∩ U(1) is tangent at 0 to v.
• M2 ∩ U(1) is tangent at 0 to W .
• For any y ∈M2 ∩ U(1) and any ξ ∈ Ly, if P (y), P (ξ) ∈ U(1), then
P (ξ) ∈ LP (y) ∩ U(1).
Analogously, if P−1(y), P−1(ξ) ∈ U(1), then
P−1(ξ) ∈ LP−1(y) ∩ U(1).
In the sequel, we frequently make neighborhoods smaller. In order not to
overburden the exposition with notation, we write M1, M2, Ly, etc., instead of
M1 ∩ U(1), M2 ∩ U(1), Ly ∩ U(1), etc.
For ξ ∈ U with U a closed nice neighborhood of 0, we write
v(ξ) :=
∂E
∂s
(y, s),
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where s ∈ [−δ, δ] and y ∈ Z are chosen so that ξ = E(y, s). Using that E is a
homeomorphism onto its image, v(ξ) is well defined. Furthermore, we have that
v(0) = v/‖v‖.
By taking a nice neighborhood U(2) ⊂ U(1), we can assume that v(ξ) 0 for
all ξ ∈ U(2). For ξ ∈ U(2), we put
A(ξ) := pi1 ◦DP (ξ)|span{v},
B(ξ) := pi1 ◦DP (ξ)|W ,
C(ξ) := pi2 ◦DP (ξ)|span{v},
D(ξ) := pi2 ◦DP (ξ)|W .
We have, for any nonzero u ∈ Rn,
‖DP (ξ)u‖ ≤
((‖A(ξ)‖+ ‖C(ξ)‖)‖pi1u‖‖u‖ + (‖B(ξ)‖+ ‖D(ξ)‖)‖pi2u‖‖u‖ )‖u‖
≤
((‖A(ξ)‖+ ‖C(ξ)‖)(1 + ‖pi2u‖‖u‖ )+ (‖B(ξ)‖+ ‖D(ξ)‖)‖pi2u‖‖u‖ )‖u‖.
We know that ‖A(0)‖ < ρ and ‖B(0)‖ = ‖C(0)‖ = 0. Hence, we can find a nice
neighborhood U(3) ⊂ U(2) and a constant κ > 0 with the following property: for
any ξ ∈ U(3) and any nonzero u ∈ Rn with ‖pi2u‖/‖u‖ ≤ κ, we have that
‖DP (ξ)u‖ < ρ‖u‖. (7)
Next we take a convex neighborhood U(4) ⊂ U(3) so that ‖pi2v(ξ)‖/‖v(ξ)‖ ≤ κ for
all ξ ∈ U(4). This can be done because ‖pi2v(0)‖/‖v(0)‖ = 0 and v(ξ) depends
continuously on ξ. Now we claim that
‖pi2(ξ′ − ξ′′)‖/‖ξ′ − ξ′′‖ ≤ κ
for any y ∈ M2 ∩ U(4) and any ξ′, ξ′′ ∈ Ly ∩ U(4), ξ′ 6= ξ′′. Indeed, assume for
definiteness’ sake that ξ′ = E(y, s′) and ξ′′ = E(y, s′′) for some s′ > s′′. Then
ξ′ − ξ′′ =
s′∫
s′′
v(E(y, τ)) dτ.
We have v(E(y, τ)) 0, and hence pi1v(E(y, τ)) = α(τ)v for some α(τ) > 0. As
‖pi1v(E(y, τ))‖ ≥ ‖v(E(y, τ))‖ − ‖pi2v(E(y, τ))‖ ≥ (1− κ)v(E(y, τ)),
one has α(τ) ≥ 1− κ, for all τ ∈ [s′′, s′]. Consequently,
pi1(ξ
′ − ξ′′) =
s′∫
s′′
pi1v(E(y, τ)) dτ =
( s′∫
s′′
α(τ) dτ
)
v ≥ (1− κ)(s′ − s′′)v.
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Since ‖ξ′−ξ′′‖ ≤ s′ − s′′, we deduce that ‖pi1(ξ′−ξ′′)‖/‖ξ′−ξ′′‖ ≥ 1−κ. Therefore
‖pi2(ξ′ − ξ′′)‖/‖ξ′ − ξ′′‖ ≤ κ.
As
P (ξ′)− P (ξ′′) =
1∫
0
DP (ξ′′ + τ(ξ′ − ξ′′))(ξ′ − ξ′′) dτ
for y ∈ M2 ∩ U(4) and ξ′, ξ′′ ∈ Ly ∩ U(4) with P (ξ′), P (ξ′′) ∈ U(4), the above
equality and (7) imply that
‖P (ξ′)− P (ξ′′)‖ ≤
1∫
0
‖DP (ξ′′ + τ(ξ′ − ξ′′))(ξ′ − ξ′′)‖ dτ ≤ ρ‖ξ′ − ξ′′‖.
By taking a possibly smaller nice neighborhood U(5) ⊂ U(4), we can assume that
‖E(y, δ)− y‖ ∈ (ρδ, δ] and ‖E(y,−δ)− y‖ ∈ (ρδ, δ]
for all y ∈M2 ∩U(5). Thus, if y ∈M2 ∩U(5) with P (y) ∈M2 ∩U(5), we have that
P (Ly) ⊂ LP (y).
It remains to prove (1). Noticing that the spectral radius of the restriction
DP−1(0)|W is ν−1, we deduce that there is l ∈ N such that ‖DP−l(0)|W ‖ <
σ−l. In a manner similar to that used before, we can prove that there exists a
neighborhood U(6) ⊂ U(5) such that
‖DP−l(y)u‖ ≤ σ−l‖u‖
for any y ∈ U(6) and any u ∈ Rn whose direction is sufficiently close to W . Now
we can take a convex neighborhood U(7) ⊂ U(6) that satisfies
‖P−l(y′)− P−l(y′′)‖ ≤
1∫
0
‖DP−l(y′′ + τ(y′ − y′′))(y′ − y′′)‖ dτ ≤ σ−l‖y′ − y′′‖.
for any y′, y′′ ∈ M2 ∩ U(7). Let U = U(7), which is the desired neighborhood.
Thus, we have completed the proof.
It should be remarked that, in view of the characterization given in Proposi-
tions 3.3 and 3.5, a one-dimensional manifold M1 is unique. In particular, it does
not depend on the choice of ρ ∈ (µ,min{1, ν}) or of the extension P. On the
other hand, a one-codimensional manifold M2 depends, in general, on ρ and the
extension P. For conditions guaranteeing the uniqueness of M2 see Section 4.
Definition 3.6. We say that M1 and M2 as defined in Theorem 3.1 are the
ρ-pseudo locally stable manifold and a ρ-pseudo locally unstable manifold respec-
tively. If ν = 1, then M2 is a (local) center-unstable manifold at q. If ν > 1,
then M2 is the (local) unstable manifold at q.
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4. Linearization, invariant manifolds and tangent cones on the carrying
simplex
In this section, we assume, without further mention, that T : Rn+ → Rn+ is
a map of class C1 that admits a carrying simplex S. Moreover, T has a fixed
point q ∈ IntRn+ so that all the entries of (DT (q))−1 are strictly positive and the
eigenvalue of DT (q) with the smallest modulus µ satisfies 0 < µ < 1 (condition
(C1) in Section 3). We recall that a map T : Rn+ → Rn+ is of class Ck if there are
an open set U˜ ⊂ Rn with Rn+ ⊂ U˜ , and a Ck map T˜ : U˜ → Rn so that T˜ |Rn+ = T .
4.1. Linearization and invariant manifolds
The first main result of this section guarantees the conjugacy between the
restriction of the map to the carrying simplex in a neighborhood of an interior
fixed point and the restriction to its pseudo-unstable manifold.
Theorem 4.1. There exist U a neighborhood of q and a homeomorphism R : S ∩
U →M2 so that
(T |M2) ◦R = R ◦ (T |S∩U ), (8)
where M2 is defined in Theorem 3.1.
Proof. Take U a closed nice neighborhood of q given in Theorem 3.1. Denote
by Π the map that assigns to ξ ∈ U the point y ∈ M2 such that ξ ∈ Ly. We
observe that Π is a continuous retraction. Now we define
R := Π|S∩U .
Since, by (H1), no two points in S are ordered by <, R is an injective map of
the compact metric space S ∩ U , hence is a homeomorphism onto its domain.
Moreover, by Theorem 3.1(c),
(T |M2) ◦R = R ◦ (T |S∩U ). (9)
That is, R provides a conjugacy between T |M2 and T |S∩U .
From now on, we fix the neighborhood U of q and the homeomorphism R : S∩
U →M2 in Theorem 4.1, such that
(T |M2) ◦R = R ◦ (T |S∩U ).
The next result is crucial to understanding the unstable manifold on the carrying
simplex.
Theorem 4.2. Suppose that there exists a locally invariant C1 submanifold M ′ ⊂
M2 so that one of the following conditions is satisfied:
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(i) there is a neighborhood base, V, of q in M ′ so that T−1(V ) ⊂ V for every
V ∈ V,
or
(ii) there is a neighborhood base, V, of q in R−1(M ′) so that T−1(V ) ⊂ V for
every V ∈ V.
Then, there is a neighborhood U ′ ⊂ U of q such that M ′ ∩ U ′ ⊂ S (U is given in
the previous theorem).
To prove this theorem, we need the next result:
Lemma 4.3. There exists a constant Θ > 0 such that
‖ξ −Π(ξ)‖ ≤ Θ‖q −Π(ξ)‖
for all ξ ∈ S ∩ U .
Proof. Assume, by contradiction, that there is no such constant Θ. Then, for
each m ∈ N, there is ξm ∈ S ∩ U such that
‖ξm −Π(ξm)‖ > m‖q −Π(ξm)‖.
As the sequence {ξm} is bounded and Π is continuous, we have that Π(ξm)→ q as
m→∞. By passing to a subsequence, if necessary, we can assume that ξm → ξ
as m→∞. We write
ξm − q
‖ξm − q‖ =
ξm −Π(ξm)
‖ξm − q‖ +
Π(ξm)− q
‖ξm − q‖ .
Regarding the second term, we have
‖ξm − q‖ ≥ ‖ξm −Π(ξm)‖ − ‖Π(ξm)− q‖ > (m− 1)‖Π(ξm)− q‖.
This implies that
‖Π(ξm)− q‖
‖ξm − q‖ <
1
m− 1 .
Furthermore, one has
(1− 1m−1)‖ξm − q‖ < ‖ξm − q‖ − ‖q −Π(ξm)‖
≤ ‖ξm −Π(ξm)‖
≤ ‖ξm − q‖+ ‖q −Π(ξm)‖ < (1 + 1m−1)‖ξm − q‖.
Thus
ξm −Π(ξm)
‖ξm − q‖ −
ξm −Π(ξm)
‖ξm −Π(ξm)‖ → 0
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as m→∞. Gathering what we have obtained, we have that either
ξm − q
‖ξm − q‖ →
ξ − q
‖ξ − q‖ as m→∞
(in the case ξ 6= q) or
ξm − q
‖ξm − q‖ → ±v
(in the case ξ = q). In both cases, the limit is in the  relation with 0. This
implies that, for m sufficiently large, either ξm  q or ξm  q. This is a
contradiction because no two points in S are related to , (see (H1) in Section
2).
Proof of Theorem 4.2. First we notice that the assumptions (i) and (ii) are equiv-
alent. Indeed, let (i) be satisfied. Since R is a homeomorphism, {R−1(V )}V ∈V is
a neighborhood base of q in R−1(M ′). It follows from (8) that
T−1(R−1(V )) ⊂ R−1(V )
for all R−1(V ) with V ∈ V. In an analogous manner, we can prove that (ii)
implies (i). Now we prove that the elements of the neighborhood base V given
in (i) are contained in S. Pick a point ξ ∈ R−1(V ) with V a member of V.
Using that T−1(R−1(V )) ⊂ R−1(V ), we have that the negative semitrajectory
{. . . , T−2(ξ), T−1(ξ), ξ} is contained in R−1(V ) ⊂ S ∩ U . By Lemma 4.3,
‖T−j(ξ)−R(T−j(ξ))‖ ≤ Θ‖q −R(T−j(ξ))‖
for all j = 0, 1, 2, . . . . From Theorem 3.1(c) and the conjugacy (8), we deduce
that ‖ξ − R(ξ)‖ = ‖T j(T−j(ξ)) − T j(R(T−j(ξ)))‖ ≤ ρj‖T−j(ξ) − R(T−j(ξ))‖ ≤
ρjΘ‖q − R(T−j(ξ))‖ for all j. Using that 0 < ρ < 1, we obtain that ξ = R(ξ).
Observe that ξ ∈ R−1(V ) ⊂ S ∩ U and so R(ξ) ∈ S ∩ U .
Next we derive some direct consequences of Theorems 4.1 and 4.2. The first
immediate result is that we can construct the stable and unstable manifolds of
q on S. Let W sl (q, T |M2) be a C1 local stable manifold and W ul (q, T |M2) be the
(necessarily unique) C1 local unstable manifold of q in the neighborhood U for
T |M2 , where U and M2 are given in Theorem 4.1. Let M ′l be the (necessarily
unique) C1 local unstable manifold of q in the neighborhood U for T . By the
assumption, we know that W ul (q, T |M2) = M ′l .
The following theorem gives the precise statement on the construction of the
invariant manifolds on S.
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Theorem 4.4. A local stable manifold of q on S given by
W sl (q, T |S) = R−1(W sl (q, T |M2))
is a C0 manifold. The local unstable manifold of q on S given by
W ul (q, T |S) = W ul (q, T |M2) = M ′l
is a C1 manifold.
As a direct consequence of Theorem 4.2, we have the following:
Corollary 4.5. The global unstable manifold
M ′g :=
∞⋃
m=0
Tm(M ′l )
is contained in S.
Recall that q is a hyperbolic fixed point if there are no eigenvalues of DT (q)
having modulus one. By (C1), this is equivalent to the nonexistence of eigenvalues
of DT (q)|W with modulus one. The following is a form of the Grobman–Hartman
theorem.
Theorem 4.6. Let q be a hyperbolic fixed point. Then T |S is, in a small neigh-
borhood of q, topologically conjugate to DT (q)|W .
Proof. By the classical Grobman–Hartman theorem (see, e.g., Pugh [28]), T |M2
is locally topologically conjugate to DT (q)|W . An application of Theorem 4.1
concludes the proof.
In view of the above theorem we can legitimately say that a hyperbolic fixed
point q is a saddle on S if ν < 1 and there is an eigenvalue of DT (q)|W with
modulus greater than one.
The conjugacy (8) is also useful to compute the index of q on the carrying
simplex.
Corollary 4.7. Assume that q is an isolated fixed point of T . Then
index(T |S , q) = index(T, q).
Moreover, if 1 is not an eigenvalue of DT (q), then
index(T |S , q) = index(T, q) = (−1)m,
where m is the sum of the multiplicities of all the eigenvalues of DT (q) which are
greater than one.
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Proof. From Theorem 4.1, it is clear that, in a small neighborhood of q, there is
a topological conjugacy between T and (T |M2 , T |M1), where M2 (resp. M1) is the
ρ-pseudo locally C1 unstable (resp. stable) manifold of q. By the multiplicativity
of fixed point index (see [44])
index(T, q) = index(T |M2 , q) · index(T |M1 , q).
Since 0 < µ < 1, we have that index(T |M1 , q) = 1. It then follows from Theorem
4.1 (see (8)) that
index(T, q) = index(T |M2 , q) = index(T |S , q).
The last result is immediate.
Theorems 4.1 and 4.2 can be used to give partial responses to the question posed
by M. W. Hirsch in [1] on the smoothness of the carrying simplex.
Corollary 4.8. If ν > 1, then M2 = S∩U . As a consequence, S is a C1 manifold
in a neighborhood of q.
Following [29], we say that q is Lyapunov unstable on S if for each neighbor-
hood U1 of q, there exists a neighborhood U2 of q so that
U2 ∩ S ⊂ Tm(U1 ∩ S)
for all m = 0, 1, 2, . . . By [29, Lemma 5A.2], this is equivalent to the existence of
a neighborhood base, V, of q in S with the property that T−1(V ) ⊂ V for any
V ∈ V. An application of Theorem 4.2 gives us the following:
Corollary 4.9. If q is Lyapunov unstable on S, then M2 = S∩U . In particular,
S is a C1 manifold in a neighborhood of q.
4.2. Tangent cones
The tangent cone of the carrying simplex S at a point ξ ∈ S is defined as
Cξ(S) = {αz : α ≥ 0 and ξm − ξ‖ξm − ξ‖ → z with ξm ⊂ S\{ξ} a sequence tending to ξ}.
For each ξ ∈ S, the tangent cone Cξ(S) is a nontrivial closed set. That is, it
is not {0}. In this sub-section, we employ many notation used in Section 3 such
as pi1, pi2, v, W , and so on.
Lemma 4.10. For a sufficiently small neighborhood U of q, there exists a con-
stant Θ˜ > 0 so that
‖pi1(ξ′ − ξ′′)‖ ≤ Θ˜‖pi2(ξ′ − ξ′′)‖
for all ξ′, ξ′′ ∈ S ∩ U .
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Proof. As the set of those z which are  0 or  0 is open, we can take a
constant Θ˜ > 0 with the following property: if
‖pi2(z)‖ < 1
Θ˜
‖pi1(z)‖
for some z ∈ Rn, then z  0 or z  0. As S is not ordered by , the lemma
follows.
Lemma 4.11. There exists a neighborhood U of q with the following property:
for each ξ ∈ S ∩ U and for each w ∈W with ‖w‖ = 1, there is z ∈ Cξ(S) so that
pi2(z) = w.
Proof. There are δ1 > 0 and δ2 > 0 small enough so that
{ q + δ1v + wˆ : wˆ ∈W, ‖wˆ‖ < δ2 } ⊂ Rn+ \ Γ,
{ q − δ1v + wˆ : wˆ ∈W, ‖wˆ‖ < δ2 } ⊂ Γ \ S,
where Γ is the global attractor of T (see Section 3 for the precise definition of v
and W ). For each η ∈ [0, δ2) and each wˆ ∈ W with ‖wˆ‖ = 1, the segment with
endpoints q + δ1v + ηwˆ and q − δ1v + ηwˆ intersects S at precisely one point. We
put
U := { q + βv + ηwˆ : β ∈ (−δ1, δ1), η ∈ [0, δ2), wˆ ∈W, ‖wˆ‖ = 1 }.
Fix ξ ∈ S ∩ U and w ∈ W with ‖w‖ = 1. By construction, there is δ > 0 such
that for each θ ∈ [0, δ], a point of the form ξ+α(θ)v+θw belongs to S. It suffices
to take a limit point of
(α(θ)v + θw)/‖α(θ)v + θw‖
as θ → 0+ and multiply it, if necessary, by a suitable positive scalar to get
z ∈ Cξ(S) such that pi2(z) = w.
A natural distance between the tangent cones of two different points ξ′, ξ′′ ∈ S,
d(Cξ′(S), Cξ′′(S))
is given by Hausdorff distance between the sets {z ∈ Cξ′(S) : ‖z‖ = 1 } and
{z ∈ Cξ′′(S) : ‖z‖ = 1 }.
Theorem 4.12. The mapping ξ 7→ Cξ(S) is continuous at q, with Cq(S) = W .
Proof. In view of Lemma 4.11, it suffices to prove that for each  > 0, there is
δ > 0 that satisfies the following condition: if ξ ∈ S and ‖ξ − q‖ < δ, then
‖pi1z‖/‖pi2z‖ < 
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for all z ∈ Cξ(S)\{0}. We take a neighborhood U(0) of q given in Lemma 4.10 for
a suitable constant Θ˜ > 0. Let l ∈ N be such that ‖DT−l(q)|W ‖ < σ−l. Given
 > 0, we pick m large enough so that
ρml
σml
<

4Θ˜
,
(see Section 3 for the precise definition of l, σ, ρ, etc).
For ξ ∈ U(0), we put
A(ξ) := pi1DT
ml(ξ)|span{v},
B(ξ) := pi1DT
ml(ξ)|W ,
C(ξ) := pi2DT
ml(ξ)|span{v},
D(ξ) := pi2DT
ml(ξ)|W .
In other words, the matrix of DTml(ξ) in the decomposition Rn = span{v} ⊕W
has the form [
A(ξ) B(ξ)
C(ξ) D(ξ)
]
.
We know that ‖A(q)‖ < ρml, m(D(q)) > σml and ‖B(q)‖ = ‖C(q)‖ = 0.
Now we take U ⊂ U(0) a convex neighborhood of q so that, for all ξ ∈ U ,
‖A(ξ)‖ < ρml, m(D(ξ)) > σml, ‖B(ξ)‖ < η and ‖C(ξ)‖ < η with η > 0 a small
number (to be chosen later). We deduce that
‖pi1DTml(ξ)z‖ ≤ ‖A(ξ)pi1z‖+ ‖B(ξ)pi2z‖ ≤ (ρmlΘ˜ + η)‖pi2z‖,
‖pi2DTml(ξ)z‖ ≥ ‖D(ξ)pi2z‖ − ‖C(ξ)pi1z‖ ≥ (σml − ηΘ˜)‖pi2z‖,
(10)
for all ξ ∈ U with T l(ξ) ∈ U and for all z ∈ Rn with ‖pi1z‖/‖pi2z‖ < Θ˜. Let
ξ′, ξ′′ ∈ S ∩ U be such that Tml(ξ′), Tml(ξ′′) ∈ S ∩ U . We have
Tml(ξ′)− Tml(ξ′′) =
1∫
0
DTml(ξ′′ + τ(ξ′ − ξ′′))(ξ′ − ξ′′) dτ.
Thus,
piiT
ml(ξ′)− piiTml(ξ′′) =
1∫
0
piiDT
ml(ξ′′ + τ(ξ′ − ξ′′))(ξ′ − ξ′′) dτ
for i, j = 1, 2. By (10), we obtain that
‖pi1Tml(ξ′)− pi1Tml(ξ′′)‖ ≤ (ρmlΘ˜ + η)‖pi2ξ′ − pi2ξ′′‖,
‖pi2Tml(ξ′)− pi2Tml(ξ′′)‖ ≥ (σml − ηΘ˜)‖pi2ξ′ − pi2ξ′′‖.
(11)
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Now, we take
0 < η < min
{
σml
Θ˜
,
σmlρmlΘ˜
σml + 2ρmlΘ˜2
}
.
We have proved that if ξ′, ξ′′ ∈ S ∩ U , then
‖pi1Tml(ξ′)− pi1Tml(ξ′′)‖
‖pi2Tml(ξ′)− pi2Tml(ξ′′)‖ <
2ρml
σml
Θ˜ <

2
. (12)
By continuity, for a suitable δ > 0, ‖q − ξ‖ < δ implies that ξ ∈ Tml(U). If,
additionally ξ ∈ S, then we have
‖pi1z‖
‖pi2z‖ ≤

2
< 
for all z ∈ Cξ(S)\{0}.
As noted in [42], the paper [24] takes for granted that the carrying simplex of
a competitive Lotka–Volterra system of ODEs is tangent to a one-codimensional
invariant subspace (namely, W with our notation). Our Theorem 4.12 fills that
gap.
5. Applications to population models
In this section we discuss some applications of the previous results in classical
discrete-time models in population dynamics. We first recall a criterion provided
in [10] on the existence of a carrying simplex. Let T : Rn+ → Rn+ be a map of class
C1 of the form
T (x) = (x1F1(x), . . . , xnFn(x)) (13)
with Fi(x) > 0 for all i = 1, . . . , n and for all x = (x1, . . . , xn) ∈ Rn+.
Lemma 5.1 ([10]). Suppose that the map T satisfies the following properties:
(A1) ∂Fi(x)/∂xj < 0 for all x ∈ Rn+ and i, j = 1, . . . , n.
(A2) T |H+{i} : H
+
{i} 7→ H+{i} has a fixed point w{i} = wie{i} with wi > 0, i =
1, . . . , n, where H+{i} is the ith positive coordinate axis and e{i} is the ith
vector of the canonical basis.
(A3) Fi(x) +
∑
j∈κ(x) xj
∂Fi(x)
∂xj
> 0 or Fi(x) +
∑
j∈κ(x) xi
∂Fi(x)
∂xj
> 0 for all x ∈
[0, w] \ {0} and for all i ∈ κ(x), where κ(x) = {j : xj > 0} is the support of
x, w = (w1, . . . , wn), and the closed order interval [0, w] = {x ∈ Rn+ : 0 ≤
xi ≤ wi, i = 1, . . . , n}.
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Then T admits a carrying simplex S ⊂ [0, w].
Most discrete-time models of competition induced by the map T of form (13)
satisfy the conditions (A1), (A2) and (A3). Condition (A3) ensures detDT (x) >
0 for all x ∈ [0, w]. (A1) and (A3) imply that (DT (x)κ(x))−1 has strictly positive
entries for all x ∈ [0, w] \ {0}, and T is competitive in [0, w], where DT (x)κ(x)
is the submatrix of DT (x) with rows and columns from κ(x). In particular, for
each interior fixed point q (if exists), all the entries of (DT (q))−1 are strictly
positive and the eigenvalue of DT (q) with the smallest modulus, say µq, satisfies
0 < µq < 1, that is (C1) in Section 3 holds. Therefore, we conclude that
Proposition 5.2. All the results in Section 4 hold for the map T of form (13)
which satisfies the conditions (A1)–(A3) and has an interior fixed point.
Now we will discuss the three-dimensional (i.e. n = 3) maps. We assume the
map T given by (13) satisfies conditions (A1), (A2) and (A3), such that it has a
carrying simplex S.
Lemma 5.3 ([15]). If T has a unique interior fixed point q ∈ IntR3+ such that
the eigenvalues of DT (q) are µ, λ1, λ2 with 0 < µ < λ1 < 1 < λ2, then the
omega limit set of any orbit of T is a connected set consisting of fixed points
only. Moreover, if T has only finitely many fixed points, then any nontrivial orbit
of T and any orbit of (T |S)−1 tend to some fixed point of S (in this case, we say
that T |S has trivial dynamics).
Recalling Theorem 4.1, the local dynamics of q on S for the map T in Lemma
5.3 is determined by λ1 and λ2. Let  > 0 such that µ = µ+  < λ1. Moreover,
there exists a homeomorphism R : S ∩ U →M2 so that
(T |M2) ◦R = R ◦ (T |S∩U ),
where U is a neighborhood of q, and M2 is the µ-pseudo locally C
1 unstable
manifold of q. Since µ < λ1 < 1 < λ2, there exist a one-dimensional C
1
local stable manifold W sl (q, T |M2) of q and a one-dimensional C1 local unstable
manifold βl := W
u
l (q, T |M2) of q for T |M2 . Therefore, q is a saddle for T |M2 and
hence for T |S . Moreover, by Corollary 4.7, one has
index(T |S , q) = index(T, q) = −1.
Theorem 4.4 implies that αl = R
−1(W sl (q, T |M2)) is a one-dimensional C0
local stable manifold of q for T |S and the global stable manifold is given by
αg :=
∞⋃
k=0
(T |S)−k(αl).
Moreover, βg =
⋃∞
k=0 T
k(βl) is the C
1 global unstable manifold of q for T |S .
In particular, the above discussion allows us to prove the following result.
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Corollary 5.4. Assume that T satisfies the conditions of Lemma 5.3 and has four
fixed points {a1, a2, r1, r2} on the boundary of S with a1, a2 local attractors and
r1, r2 local repellers. Then q is a saddle on S so that the global stable manifold αg
of q is a C0 curve joining r1 and r2 and the global unstable manifold βg of q is a
C1 curve joining a1 and a2. Moreover, αg∩βg = {q}, and αg∪βg∪{a1, a2, r1, r2}
partition S into four invariant components.
The phase portrait on S is as shown in either Fig. 1(a) or Fig. 1(b).
(a) (b)
Figure 1: The phase portrait on the carrying simplex S, where Ai denotes the basin of attraction
of ai, i = 1, 2. (a) The two attractors a1, a2 lie on the same edge of S. (b) The two repellers
r1, r2 lie on the same edge of S. A fixed point is represented by a closed bullet • if it attracts
on S, by an open bullet ◦ if it repels on S, and by the intersection of its stable and unstable
manifolds if it is a saddle on S.
Proof. The first part of the conclusion follows from Theorem 4.1 and Lemma
5.3 immediately. We now prove the second part of the conclusion. Assume
that {a1, a2, r1, r2} are four fixed points on the boundary of S with a1, a2 local
attractors and r1, r2 local repellers. Since T |S has trivial dynamics and {r1, r2}
are local repellers, we have that
S = Ba1 ∪Ba2 ∪ αg ∪ {r1, r2}, (14)
where Bai is the basis of attraction of ai for the map T |S , that is,
{p ∈ S : (T |S)m(p)→ ai as m→∞}.
Notice that Bai is an open set (relative to S) and simply connected. Furthermore,
Ba1 ∩Ba2 = ∅. By a simple analysis of the dynamical behavior of T |S on ∂S, we
have that {r1, r2} ∈ ∂Ba1 and {r1, r2} ∈ ∂Ba2 . Using that Ba1 and Ba2 are open
and disjoint sets, we can conclude from (14) that
∂Ba1 ∩ S ∩ IntR3+ ⊂ αg,
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∂Ba2 ∩ S ∩ IntR3+ ⊂ αg,
because ∂Ba1 ∩ Ba2 = ∅ and ∂Ba2 ∩ Ba1 = ∅. Notice that from (14), αg is a
curve that divides S into two connected components. Moreover, by the previous
discussion, it is clear that αg joins {r1, r2}. By similar arguments, we can prove
that βg is a C
1 curve joining a1 and a2. The last conclusion is now immediate.
Corollary 5.4 means that if we also know some information on the boundary
dynamics, then the global dynamics and the structure of the invariant manifolds
on the carrying simplex can be described clearly further. In applications, many
models are the same as or similar to the map studied in Corollary 5.4.
Consider the following population models:
I. Leslie–Gower model
Ti(x) =
(1 + ri)xi
1 + ri
∑3
j=1aijxj
, ri, aij > 0, i, j = 1, 2, 3; (15)
II. Atkinson–Allen model
Ti(x) =
(1 + ri)(1− ci)xi
1 + ri
∑3
j=1 aijxj
+cixi, 0 < ci < 1, ri, aij > 0, i, j = 1, 2, 3; (16)
III. Ricker model
Ti(x) = xi exp
(
ri(1−
3∑
j=1
aijxj)
)
, ri, aij > 0, i, j = 1, 2, 3. (17)
The conditions (A1)–(A3) hold for the Leslie–Gower model (15) and the Atkinson–
Allen model (16), so they admit a carrying simplex S; see [10, 12]. The Ricker
model (17) satisfies the conditions (A1)–(A3) if
ri < aii/
3∑
j=1
aij , or ri < 1/
( 3∑
j=1
aij
ajj
)
, i = 1, 2, 3. (18)
Therefore, it has a carrying simplex S under condition (18); see [13].
It was shown that there are 33 stable equivalence classes via an equivalence
relation on the boundary dynamics for these three kinds of models; see [10, 11, 12,
13, 15] for details. According to these papers, the models have a unique interior
fixed point q with index −1 such that every orbit converges to a fixed point in the
classes 19–25. Besides, there are two attracting and two repelling fixed points
on the boundary, and the other boundary fixed points (if any) do not attract
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or repel anything from the interior. That is the models in classes 19–25 are the
same as or similar to the map discussed in Corollary 5.4. Thus, we obtain that
for these classes the global unstable manifold of q is a C1 curve and the global
stable manifold is a C0 curve on the carrying simplex. The dynamical behavior
for these systems is given by Corollary 5.4. See Table 1 for the precise values of
the parameters and the phase portraits on the carrying simplex. These results
solve some open problems suggested in [10, 11, 12, 13, 15].
Table 1: Equivalence classes 19−25 for models (15), (16) and
(17), where αij := aii−aji, βij := ajj−aijaiiajj−aijaji for i, j = 1, 2, 3
and i 6= j. The carrying simplex S with corresponding pa-
rameters in each class is given by a representative element
in that class, i.e. there exists a permutation of {1, 2, 3} af-
ter which parameters of the map satisfy the corresponding
inequalities in that class (for the Ricker model (17), in ad-
dition to the parameter conditions listed for each class, the
parameters should also satisfy the additional condition (18)).
The s{i} (resp. v{i}) denotes a fixed point on the ith coor-
dinate axis (resp. plane). The fixed point notation is as in
Figure 1.
Class The corresponding parameters Phase portrait in S
19
(i) α12 > 0, α13 > 0, α21 < 0,
α23 < 0, α31 < 0, α32 < 0
(ii) a12β23 + a13β32 < 1
20
(i) α12 < 0, α13 < 0, α21 < 0,
α23 < 0, α31 > 0, α32 < 0
(ii) a12β23 + a13β32 < 1
(iii) a31β12 + a32β21 < 1
21
(i) α12 < 0, α13 < 0, α21 < 0,
α23 > 0, α31 < 0, α32 > 0
(ii) a12β23 + a13β32 > 1
(iii) a21β13 + a23β31 < 1
(iv) a31β12 + a32β21 < 1
25
Table 1: (continued)
Class The Corresponding Parameters Phase Portrait in S
22
(i) α12 > 0, α13 > 0, α21 < 0,
α23 < 0, α31 > 0, α32 < 0
(ii) a12β23 + a13β32 < 1
(iii) a21β13 + a23β31 > 1
23
(i) α12 > 0, α13 > 0, α21 > 0,
α23 > 0, α31 < 0, α32 < 0
(ii) a31β12 + a32β21 > 1
24
(i) α12 > 0, α13 > 0, α21 > 0,
α23 > 0, α31 < 0, α32 > 0
(ii) a12β23 + a13β32 > 1
(iii) a31β12 + a32β21 > 1
25
(i) α12 > 0, α13 > 0, α21 > 0,
α23 < 0, α31 > 0, α32 < 0
(ii) a12β23 + a13β32 < 1
(iii) a21β13 + a23β31 > 1
(iv) a31β12 + a32β21 > 1
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