We now write each function Ai(x) as the difference of two nonnegative functions, Ai(x)=Aj (x)-Al' (x), where4/ =(|-4t| +Ai)/2, Al' «(|i4<| -Ai)/2. Then in §5, • • • , §8 we shall prove the following theorem. 
3. Some auxiliary lemmas. In this section we state four lemmas needed in proving the main theorems. 
This is manifestly true for t «2. If i>2 and if i is odd, then i = 2/' -1, j^2 and (2:5) holds if k^i-j^j -l. Suppose now that 0£k<j~l.
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The reasoning when i is even is quite similar. 
byAl'(x).
The proof of the first sentence of the lemma is immediate, and the second sentence follows similarly as soon as we refer to the preceding lemma. 
a;=oo #=soo
To prove Lemma 4 we use Taylor's Theorem in the form Since e is arbitrary, the statement of the lemma follows at once.
4. Proof of Theorem I. By virtue of (2:1) we can pick x 0 such that It follows from Lemma 1 that y( n~l) (x) is bounded on 0^x< oo. In this event we use Lemma 3 to see that the integrals involving Ai(t) on the right side of (4:2) approach limits as x->oo. By (2:2) the integral of B(x) approaches a limit. Therefore, y^^Hx) has a limit, proving Theorem I.
Proof of Theorem II when y^n~1\x) does not change sign for large values of x. Then we may assume without loss of generality that
Xo is so large that y^n'-1) (x) ^0 for x^x 0 and that
Since y*-«(/)^0 on /^*o and -A(0 =^/'(0~^/(0 ^-4/'(*), we then have from (4:2) and (5:1) that (4:4) holds, the integrals in a existing by virtue of the second part of Lemma 3. It follows from Lemma 1 that y in~l) (x) is bounded. Set Ai=A{ -Ai' in (4:2). Since y( n~u (x) is bounded we see from Lemma 2 that all of the terms in (4:2) on the right side approach limits as x-»<*> with the possible exception of Since -4/ èO, ^""^(/o) ifeO for / 0 Ü£#o, this term is a nonincreasing function of x which is bounded below since all the other terms in (4:2) are bounded. Hence it also approaches a limit. Therefore, the limit (1:3) exists.
6. Proof of Theorem II when y< n~l) (x) changes sign infinitely many times. Suppose first that y< n~l) (x) is bounded but that the limit (1:3) does not exist. Then we may assume without loss of generality that
Let x m be a monotone sequence of points such that # m --> <*>, y(
Let a m be the first point to the left of x m such that y<»-D(a m ) =0. We can suppose that a x is so large that for some c<l and for i = 2, 
+
Since y^n~l ) {t) is bounded, we see from Lemma 3 that the first sum on the right of (6:2) approaches zero as ra-»<*>. By virtue of (2:4) so does the last term in (6:2). If we use Lemma 4 we discover that the upper limit of the third sum in (6:2) can not exceed 
By (2:6) and Lemma 3 this last integral becomes infinite as x-» <*>, so that (5:2) cannot approach a limit. This contradiction completes the proof of Theorem II.
Added in proof.
Since the submission of this paper to the editors, it has come to the author's attention that Theorem I was proved by Otto Haupt, Über das asymptotische Nerhalten der Lösungen gewisser Unearer gewöhnlicher Differentialgleichungen, Math. Zeit. vol. 48 (1942) pp. 282-292. Our proof, based on Lemma 1, seems distinctly simpler and certainly more elementary than that of Haupt. To the best of our present knowledge, Theorem II is new. 
