Abstract. We show that certain one-dimensional hypergeometric differential systems underlie objects of the category of irregular mixed Hodge modules, which was recently introduced by Sabbah, and compute the irregular Hodge filtration for them. We also provide a comparison theorem between two different types of Fourier-Laplace transformation for algebraic integrable twistor D-modules.
Introduction
In a series of papers (see [Yu14, ESY17, SY15, Sab18] ), Sabbah and Yu (partly joint with Esnault) have considered a so-called irregular Hodge filtration on certain cohomology groups resp. on certain irregular D-modules. It can be seen as a generalization of the Hodge filtration on a mixed Hodge module in the sense of M. Saito. Geometrically, such a filtration arises by considering a version of the twisted de Rham cohomology of certain proper maps, and it plays (conjecturally) a role in Hodge theoretic mirror symmetry (see [KKP17] ). In [Sab18] , Sabbah has defined a category of irregular mixed Hodge modules, which is (up to a technical equivalence) a certain subcategory of T. Mochizuki's category of (integrable) mixed twistor D-modules. He has proved that a rigid irreducible D-module on the projective line can be uniquely upgraded to an irregular Hodge module if and only if its formal local monodromies are unitary. Consequently, these objects come equipped with an irregular Hodge filtration and one can define irregular Hodge numbers for them. They should be seen as interesting numerical invariants attached to these differential systems, contrary to the case of arbitrary mixed twistor D-modules, where there is no obvious way to define such numbers. In [CDS17] , the first and the third named author have computed that filtration and its corresponding numbers for the purely irregular hypergeometric modules, that is for systems of the form D Gm /D Gm P , where P is the operator P = n i=1 (t∂ t − α i ) − t for real numbers α 1 , . . . , α n . Let us consider the non-commutative ring R int Gm := C[z, t ± ] z 2 ∂ z , tz∂ t . A crucial point was to show that a certain quotient of the corresponding sheaf R int Gm on G m which restricts to the D Gm,t -module D Gm /D Gm P on z = 1 actually underlies an object in the category IrrMHM(G m ) and the latter can be uniquely extended to an object in IrrMHM(P 1 ). In this paper we discuss the case of more general hypergeometric D-module, that is, for quotients D Gm /D Gm P , where now P is of the form
(t∂ t − β j ) for positive integers m, n and real numbers α 1 , . . . , α n , β 1 , . . . , β m such that there is no integer difference between any α i and β j (this is the irreducibility assumption). It is worth noticing that the presence of the factor object of IrrMHM(G m ). As an application, we can completely determine the irregular Hodge filtration for all systems D/DP as above, where n is arbitrary and where m = 1. The strategy of the proof (which is rather different from that of [CDS17] ) of the main theorem is to reduce these differential systems from (Fourier-Laplace transformed) A-hypergeometric D-modules (the so-called GKZ-systems of Gel'fand, Graev, Zelevinski and Kapranov, see [GGZ87] , [GZK89] ), but at the level of (algebraic, integrable, mixed) twistor D-modules. We can use a central result of [RS15] , where the Hodge filtration on certain of these GKZ-systems has been computed explicitly. Technically, the main point in our proof consists in showing that for an R-module underlying an integrable mixed twistor D-module on the affine space, the algebraic Fourier-Laplace transformation (which is defined very much the same as in the case of algebraic D-modules) coincides with the FourierLaplace transformation that can be defined inside the category MTM, or even IrrMHM. Along the way, we also obtain that an R-module version of the GKZ-D-module underlies an irregular Hodge module. Our results give concrete representations for objects in the category MTM resp. IrrMHM, which usually are difficult to describe explicitly. We hope that a similar approach can be used to understand the irregular Hodge filtration for some higher dimensional analogues of the classical hypergeometric systems, also called Horn systems, which occur in the mirror symmetry picture for toric varieties. 
the (x i ) 1≤i≤d being local coordinates on X.
S×X/S over any open subset V of S × X with compact support and C 0 c (S) the space of continous functions on S with compact support. The space of C ∞ (S)-linear maps E (n,n) S×X/S,c (V ) → C 0 c (S) is denoted by Db S×X/S (V ). This gives rise to the sheaf Db S×X/S . The abelian category R-Tri(X) consists of triples T = (M 1 , M 2 , C) where
.1] for details). Now let X := X 0 × A 1 t and let Θ X (log X 0 ) be the sheaf of vector fields on X which are logarithmic along X 0 . Let V 0 R X be the sheaf of sub-algebras in R X which is generated by zp * z Θ X (log X 0 ). For z 0 ∈ A 1 z we denote by X (z 0 ) a small neighborhood of {z 0 } × X. A coherent R X -module is called strictly specializable along t at z 0 if M |X (z 0 ) is equipped with an increasing and exhaustive filtra-
. This filtration is unique if it exists. M is called strictly specializable along t if it is strictly specializable along t for any z 0 .
Remark 2.1. If M is itself a coherent V 0 R X -module, then M is automatically specializable along t and the corresponding filtration V a (M) exists globally and is trivial, i.e.
If M is a coherent R X ( * t)-module, we define similarly a filtration V
) and the notion of strict specializability along t (cf. [Moc15, § 3.1.1]). In this case we define the R X -submodules M[ * t] resp. M[!t] of M, which are locally generated by V
Given an R X ( * t)-triple T = (M 1 , M 2 , C) which is strictly specializable along t we can define 
If X is a smooth, algebraic variety, we denote by X an the corresponding complex manifold. Let X be a smooth, complete, algebraic variety such that X ֒→ X is an open immersion and D := X \ X is a hypersurface. We can define the category of (integrable) algebraic, mixed twistor D-modules as
We remark that this definition is independent of the completion up to an equivalence of categories ([Moc15, Lem. 14.1.3]). Let f : X → Y be a quasi-projective morphism of smooth, algebraic varieties. We take completions X ⊂ X, Y ⊂ Y as above, such that D X := X \ X and D Y := Y \ Y and we have a projective morphism f : X → Y which restricts to f . For T ∈ MTM alg (X), corresponding to T ∈ MTM(X, [ * D X ]), we define f
where f * is the direct image functor for mixed twistor D-modules arising from the one for R-modules depicted in 1. If X is an algebraic variety, we denote by D X the sheaf of algebraic differential operators and by R X the sheaf of z-differential operators, where here X := A 1 z × X. We define the inverse and direct image functor in the category of algebraic R X -modules as in 1. Analogously to the construction of R X , we can consider the projection p : P 1 × X → X, and construct the sheaf of subalgebras of D P 1 ×X ( * ({∞} × X)) generated by z 2 ∂ z and zp * Θ X over O P 1 ×X (cf. [Moc15, § 14.4.1.1]), which will be denoted by R int P 1 ×X ( * ∞). In that sense, an algebraic integrable R X -module gives rise to a unique R int P 1 ×X ( * ∞)-module (cf. [ibid., Thm. 14.4.8]). The following Lemma, which will be needed later, is due to T. Mochizuki.
Lemma 2.3. Given two good R int P 1 ×X ( * ∞)-modules P 1 , P 2 and an analytic isomorphism f : P an 1 → P an 2 , then f is induced by a unique algebraic isomorphism between P 1 and P 2 . Proof. Take a coherent O P 1 ×X -submodule N 1 ⊂ P 1 such that R int P 1 ×X ( * ∞) ⊗ N 1 → P 1 is surjective and a coherent O P 1 ×X -module N 2 ⊂ P 2 such that both R int P 1 ×X ( * ∞) ⊗ N 2 → P 2 is surjective and f (N an 1 ) ⊂ N an 2 . According to GAGA we have a morphism g : N 1 → N 2 which after analytification is equal to the morphism N an 1 → N an 2 induced by f . Denote by K 1 the kernel of R int P 1 ×X ( * ∞)⊗ N 1 → P 1 . This gives a morphism K 1 → P 2 which one obtains as the composition
, where ϕ is induced by g. Because the induced morphism (R int P 1 ×X ( * ∞) ⊗ N 1 ) an → P an 2 factors through P an 1 , the induced morphism K an 1 → P an 2 is 0. Hence, we obtain that K 1 → P 2 is 0, which means that R int P 1 ×X ( * ∞)⊗N 1 → P 2 factors through P 1 . This shows the existence. The uniqueness follows from [Ser56, Prop. 10].
Since an algebraic, integrable, mixed twistor D-module on X gives rise to an analytic R int P 1 ×X ( * ∞)-module which underlies an algebraic R int P 1 ×X ( * ∞)-module by [Moc15, Thm. 14.4.8], the Lemma above shows that we can define functors (up to canonical isomorphism)
which become faithful if we impose goodness.
Fourier transformation of twistor D-modules
In this section we define the Fourier-Laplace transformation in the categories of integrable R-modules and integrable, algebraic, mixed twistor D-modules, and we prove that these two transformations are compatible.
Consider the diagram
where p and q are the projections to the first and second factor respectively. Consider the function
with the z-connection zd+dϕ, and consider the reduced divisor
We denote by E ϕ/z * the analytification of A ϕ/z * , which is an R A 1 ×P N × P N ( * D)-module.
Lemma 3.1. E ϕ/z * is strictly specializable along D and
Proof. We denote the coordinates on P N × P N by ((w 0 : w 1 : . . . : w N ), (λ 0 : λ 1 : . . . : λ N )), where the chart A N × A N is embedded via the map j : (w 1 , . . . , w N , λ 1 , . . . , λ N ) → ((1 : w 1 , . . . , w N ), (1 : λ 1 : . . . : λ N )). By symmetry it is enough to prove the claim in the charts {w 1 = 0, λ 0 = 0}, {w 1 = 0, λ 1 = 0} and {w 1 = 0, λ 2 = 0}. We will assume N ≥ 2 and consider the chart X := {w 1 = 0, λ 2 = 0}; the arguments with the other charts and when N = 1 go similarly. The chart X is embedded as
, so that the map ϕ is given on X by
, where the left ideal I is generated by
where j ≥ 3. Consider the map i g :
where j ≥ 3. Define the cyclic R A 1 t ×X ( * t)-module R A 1 t ×X ( * t)/J where J is generated by
where j ≥ 3. Then we have the following
Consider the V -filtration along t = 0. The relations
, and as a consequence, we are done by applying [Moc15, § 3.3.1.1] and Remark 2.2.
We will now define a Fourier-Laplace transformation for algebraic R int A 1 ×A N -modules.
Definition 3.2. The Fourier-Laplace transformation functor from the category of algebraic R int A 1 ×A Nmodules to the category of algebraic R int A 1 × A N -modules is defined as
On the other hand, there is a similar definiton of a Fourier-Laplace transformation in the category of algebraic D A N -modules (see e.g. [Rei14, Def. 1.2]) which we also denote by FL.
The Fourier-Laplace transformation for algebraic, integrable, mixed twistor D-modules is defined in the following way.
Definition 3.4. The Fourier-Laplace transformation in the category of algebraic, integrable mixed twistor D-modules on A N is defined by
and
Proof. By [Moc15, § 14.3.3.3] it is clear that For i almost commutes with p * , more precisely we have
Then it is enough to prove for
) whose underlying R-modules are (after stupid localization along D) analytifications of the j * For i (N ) and j * A ϕ/z aff . Hence
where the last equation follows from Lemma 3.1. We therefore get
The claim follows now from Lemma 2.3, noting that the goodness is a consequence of Lemma 3.1 and [Moc15, Thm. 14.4.15].
We have the following variant, which will be used in the next section. Consider the diagram
Similarly as above we define the R A 1 ×A N ×Gm -module A ψ/z aff , being O A 1 ×A N ×Gm endowed with the zconnection zd+ dψ. As in the other case, we can consider the divisor H :
aff . In the same vein as before, we will denote by E ψ/z * the R A 1 ×P N ×P 1 ( * H)-module being the analytification of A ψ/z * . The following Lemma is similar to Lemma 3.1.
Lemma 3.6. E ψ/z * is strictly specializable along H and
Proof. We denote the coordinates on P N × P 1 by ((w 0 : w 1 : . . . : w n ), (u : t)), where the chart A N × G m is embedded via the map j : (w 1 , . . . , w N , t) → ((1 : w 1 : . . . : w N ), (1 : t)). We will assume N ≥ 3 and consider the chart X := {w 2 = 0, u = 0}; the other charts behave similarly, as well as the case N = 1, 2. The chart X is embedded as (x 1 , . . . , x N , u) → ((x 1 : x 2 : 1 : x 3 : . . . : x N ), (u : 1)). On this chart the map ψ is given by
Analogously as in Lemma 3.1, the direct image
and j ≥ 3. Define the cyclic R A 1 s ×X ( * s)-module R A 1 s ×X ( * s)/J where J is generated by
where j ≥ 3. We have the following
Consider the V -filtration along s = 0. The relations
As in the previous lemma, this shows the claim.
Definition 3.7.
(1) The Fourier-Laplace transformation with respect to the kernel ψ in the category of algebraic R A 1 ×A N -modules is defined as
(2) Analogously, the Fourier-Laplace transformation with respect to the kernel ψ in the category of algebraic, integrable twistor D-modules on A N is defined by
. We get the following result for the kernel ψ.
The rest of the proof carries over almost word for word from Proposition 3.5, using Lemma 3.6.
GKZ systems and irregular Hodge modules
Let A = (a ki ) be a d × N integer matrix with columns (a 1 , . . . , a N ). We define
and similarly for ZA and R ≥0 A. Throughout this section we assume
, where I is the left ideal generated by
The GKZ-hypergeometric system M 
where we are using the multi-index notation t a i := 
Consider as well the torus
, together with the torus embedding h :
The following proposition is a slight generalization of the results of Schulze and Walther [SW09, Thm. 3.6, Cor. 3.8]. 
Hodge filtration onM β A can be explicitly computed, provided that β belongs to a certain set A A of so-called admissible parameters β. We recall its definition from [RS15, p. 11]: Let c := a 1 + . . . + a N and define for all facets F of R ≥0 A the uniquely determined primitive, inward-pointing, normal vector n F of F , such that n F , F = 0 and n F , NA ⊂ Z ≥0 . Set e F := n F , c ∈ Z >0 . The set of admissible parameters of A is then defined by Let us define the cyclic R A 1 ×A N -moduleŇ β A := R A 1 ×A N /J z , where J z is the left ideal generated by
We will denote byM A . An easy computation shows
Remark 4.6. Note that, consideringŇ 
Application to confluent hypergeometric systems
In this section we are going to use the results achieved so far for the special case of the matrix
For the sake of simplicity, we will write N = n + m in the following. Before going on, let us introduce the main object of study of this section and state some of its basic properties, extending what we mentioned in the introduction.
Definition 5.1. Let (n, m) = (0, 0) be a pair of nonnegative integers, and let α 1 , . . . , α n and β 1 , . . . , β m be elements of C. The hypergeometric D-module of type (n, m) associated with the α i and the β j is defined as the quotient of D Gm by the left ideal generated by the so-called hypergeometric operator
We will denote it by H(α i ; β j ). 
The first one is pretty easy. Namely
Let us tensor now p + zŇ
aff . This R int -module can be presented as R int A 1 ×Gm×A N · e ψ/z = R int A 1 ×Gm×A N /I ψ , where I ψ is the left ideal generated by z 2 ∂ z + w 1 t + w 2 + . . . + w N , z∂ t − w 1 , z∂ w 1 − t, z∂ w i − 1, i = 2, . . . , N.
For n ∈ p + zŇ γ A , we will call n ψ the tensor n ⊗ e ψ/z . Then we can obtain the formulas z∂ w 1 w 1 n ⊗ e ψ/z = z∂ w 1 w 1 n ⊗ e ψ/z − t n ⊗ w 1 e ψ/z = (z∂
aff is the cyclic R int A 1 ×Gm×A n -module R int A 1 ×Gm×A n /J ψ , with J ψ being the left ideal generated by
. . , n, z∂ w 1 w 1 − tz∂ t + z∂ w n+j w n+j − w n+j + γ j z, for j = 1, . . . , m .
We now consider the zeroth cohomology
, which is in turn the N -th cohomol-
. This is given by the cyclic
, where the operators P and H ′ are given by
Now it follows from Proposition 3.8 that We will also make use of the following result, which calculates the admissible domain A A for the matrix A in our particular context. •
Proof. We will first find the expression for the admissible region A A . For this purpose, we must find a set of hyperplanes containing the facets of the cone C := R ≥0 A ⊂ R N −1 . Denote by {u 1 , . . . , u N −1 } the canonical basis of R N −1 and write x 1 , . . . , x N −1 for the corresponding coordinates.
Since any face of a cone is generated by a subset of its generators, and for our given matrix A, any (N − 1) × (N − 1)-minor is non-zero (so that any subset of N − 1 columns generates a full-dimensional cone), we see that any facet can contain at most N − 2 columns. On the other hand, such facet must be N − 2-dimensional, so it cannot be generated by fewer columns. Therefore, we can conclude that it contains exactly N − 2 columns. Any linear functional h defining a facet of C must satisfy that h(C) ≥ 0. Denote by H k,l the hyperplane not containing a k and a ℓ . There are five classes of these hyperplanes:
. . , n} and j, j 1 , j 2 ∈ {1, . . . , m}. The linear functionals defining them are, respectively,
All of the linear forms h 1,i , h i 1 ,i 2 and h n+j 1 ,n+j 2 (for the corresponding values of i, i 1 , i 2 , j 1 , j 2 ) take both negative and positive values on some columns of A, so the associated hyperplanes do not contain any facet. We conclude that each facet of C is contained in one of the following hyperplanes: (4) H 1,n+j : x j = 0 for j = 1, . . . , m, H i,n+j : x j − x m+i−1 = 0 for i = 2, . . . , n, j = 1, . . . , m.
These hyperplanes are different one from each other and the respective functionals satisfy h 1,n+j (C) ≥ 0 and h i,n+j (C) ≥ 0. Hence each of them contains a different facet of the cone C. The primitive, inward-pointing normal vectors of the hyperplanes H 1,n+j resp. H i,n+j are n 1,n+j := u j resp. n i,n+j := u j − u m+i−1 . Denote by c the sum of all columns of A. We have c = 2(u 1 + . . . + u m ) and e k,l := n k,l , c = 2, where k and l take the admissible values corresponding to the hyperplanes we consider in (4) (i.e., we have either (k, l) = (1, n + j) or (k, l) = (i, n + j) for i = 2, . . . , n and j = 1, . . . , m). Define
since for (k, l) = (1, n + j) resp. (k, l) = (i, n + j), the vectors u 1 , . . . , u j−1 , u j+1 , . . . , u m are contained in H 1,n+j resp. H i,n+j . Then we have
for all j = 1, . . . , m and
for all i = 2, . . . , n, j = 1, . . . , m. According to the construction given before Theorem 4.4, we can conclude that
A k,l , so we can describe the admissible region A A as
The shifted domain is given by
Assume first there is a vanishing coordinate p j 0 . Then we must have k j 0 = 0. For such an index and any i = 1, . . . , n − 1, we can consider the n − 1 inequalities
from where we deduce that every q i belongs to [k m+i , k m+i + 1)∩ [0, 1), for i = 1, . . . , n − 1. In order for those intersections to be nonempty, we must have k m+i + 1 > 0 and k m+i < 1, so necessarily k m+i = 0 for all i (and hence q i must lie within [0, 1), which is no new information). Now, for any nonvanishing p j , it is clear that k j = 1. Then, if we look at the remaining inequalities, we see that 0 < p j − q i ≤ 1, for every i = 1, . . . , n − 1, and any j ∈ {1, . . . , m} such that p j = 0. Therefore, every q i belongs to
Obviously, if p j = 0 for all j = 1, . . . , m, we obtain that the q i belong all to [0, 1) = [0, p − ). Assume now that no p j vanishes. Then k 1 = . . . = k m = 1. It follows that we can express the shifted region A A + k as
Then, for any j = 1, . . . , m, we have
. . , n − 1. As before, this implies that p j + k m+i > 0 and p j + k m+i − 1 < 1, for each j = 1, . . . , m. Since each p j lives in (0, 1), the k m+i−1 can only be either 0 or 1. Pick an i ∈ {1, . . . , n − 1} such that k m+i = 0. Then, as before,
If our index i is such that k m+i = 1, then
and one direction of the statement is done.
To show the other implication of the lemma, suppose now that every q i lies within [0, p − ) ∪ [p + , 1) for i = 1, . . . , n − 1, and no p j vanishes. We can rewrite this as a disjunction:
Otherwise, we take k m+i := 1. Summing up, it is clear that
If some p j vanishes, and every q i belongs to [0, p − ), we can do the same as above to see that
where k j vanishes if so does p j and is equal to 1 if p j = 0.
As a consequence of the above calculation of the set of admissible parameters, let us prove a result extending [CDS17, Theorem 3.24].
Theorem 5.7. Let α 1 , . . . , α n and β 1 , . . . , β m be real numbers, lying on the interval [0,1) and increasingly ordered. Assume moreover that:
• No difference α i − β j is zero, for any i = 1, . . . , n and j = 1, . . . , m.
• After applying the bijection [0, 1) → S 1 given by x → e 2πix , all the images of the α i are at one arc of the unit circle, while those of the β j find themselves at the complementary arc. (In other words and going back to the interval [0, 1), either no α i belongs to any interval (β j , β j+1 ) or viceversa.) Consider the operators P and H given by
Then, H(α i ; β j ) underlies a unique object of IrrMHM(G m ) with associated D Gm -module H(α i ; β j ). It can be uniquely extended to an irreducible R int
z ×P 1 -module underlying an object of IrrMHM P 1 . Proof. Let us assume first that α 1 = 0. Then, by the first assumption on the α i and the β j , we have β j = 0 for every j. By the second assumption we can deduce that no α i is between any two β j , but all of the β j must be between two certain α i . Thanks to Lemma 5.6, this means that (β 1 , . . . , β m , α 2 , . . . , α n ) belongs to A A + N N −1 , where A is the matrix of the beginning of the section. As a consequence, by Proposition 5.4 and Remark 5.5 we have that
(recall that TM γ A is the algebraic integrable mixed twistor D-module with underlying R int A N -module R F HM γ A , i.e. such that For 2 M γ A = R F HM γ A ). We have moreover that TM γ A ∈ IrrMHM(A N ) and thanks to [Sab18, Cor. 0.5], we know that the functors entering in the definition of FL ψ MTM preserve the category of irregular mixed Hodge modules, so we conclude that H(α i ; β j ) underlies an element of IrrMHM(G m ). Assume now that α 1 > 0. For any real number η, denote by K η the Kummer R A 1 ×Gm -module
gives rise to the corresponding tensor product of twistor D-modules on G m . This product can be presented as H(α ′ i ; β ′ j ), where α ′ i = α i − α 1 for every i and β ′ j = β j −α 1 for every j. The assumptions on the parameters imply that α ′ 1 = 0 and the
Then, arguing as before, such tensor product is an irregular mixed Hodge module of exponential-Hodge origin. Since K α 1 is the faithful image of a mixed Hodge module on G m , the tensor product with it preserves the condition of being in IrrMHM(G m ) due to [Sab18, Cor. 0.5], and so is the case of our original R int
This ends the statement on the existence. Let us prove now the claims on the unicity, as in [CDS17, Thm. 2.13], noting that the condition on the differences α i − β j is equivalent to H being irreducible, and thus rigid (cf. [ibid., Prop. 2.5], noting that all the parameters belong to [0, 1)). Consider now any twistor D-module H ′ on G m,t whose underlying D Gm,t -module is H. Since the functor Ξ DR is faithful by [Moc15, Rem. 7.2.9], we have an injection of Hom groups Remark 5.8. Let us consider the last theorem for the case m = n, that is, the case of regular hypergeometric systems. Consider H as a R A 1 z ×Gm -module only, as such it is isomorphic to R A 1 z ×Gm /(H),
is graded by degree in z (where z has degree 1), and since H is homogenous (which is not the case if n = m), we see that H is a graded R A 1 z ×Gm -module. It is obviously strict, i.e. it has no z-torsion, and then by [SS18, A.2.5(5)], we see that H is the Rees module of a filtered D Gm -module, namely, the (regular) hypergeometric module H(α i ; β j ) together with the filtration by order of differential operators. Notice also that if n = m, we have P = z 2 ∂ z + εz, which implies that H has an action by z∂ z and that if we write H = ⊕ k H k (grading with respect to z), then for any m ∈ H k , we have (z∂ z )(m) = (k − ǫ)m. Now suppose that we have n = m and that additionally the hypotheses of the last theorem are satisfied, then since H(α i ; β j ) is the unique object in IrrMHM(G m ) (lying actually in the essential image of MHM(G m )) with underlying D Gm -module H(α i ; β j ), it is the Rees module of the filtered module (H(α i ; β j ), F H • ), where F H • denotes the Hodge filtration of the complex variation of Hodge structures on H(α i ; β j ). Hence F H
• H(α i ; β j ) = F ord • H(α i ; β j ) in this case. Moreover, if we put
for k = 0, . . . , n − 1 (where R 0 := 1), then (R k ) k=0,...,n−1 is an O Gm -basis of H(α i , β j ) and yields a splitting of the Hodge filtration F H • . In particular, we obtain that the Hodge numbers h p (H(α i ; β j )) = dim F H k /F H k−1 are all equal to one. This is consistent with [Fed17, Thm. 1] (up to an overall shift, as noticed in that theorem) in the version of [CDS17, Proposition 2.6], since under the assumption of Theorem 5.7, the function #{j : β j < α k } is constant.
We will finish this section with a calculation of an irregular Hodge filtration, similar to the last section of [CDS17] . In that reference, the authors computed such a filtration in the case where the hypergeometric D-module had a purely irregular singularity at infinity, that is, it was of type (n, 0). It is immediate to see that for modules of type (n, 1), the second assumption of Theorem 5.7 holds true, so that we obtain an explicit description of the R int A 1 z ×Gm -module underlying the irregular Hodge module with associated D Gm -module H(α 1 , . . . , α n ; β). In the sequel, we are going to compute the irregular Hodge filtration of such modules of type (n, 1). Let us recall the conventions and notations used in [CDS17, § 4] (cf. [Sab18, Not. 2.1]). We will deal with the classical hypergeometric D-module H = H(α i ; β), where the α i and β are n + 1 real numbers belonging to the interval [0, 1). We will denote by H both its associated algebraic, integrable twistor D-module on G m and its underlying R int A 1 z ×Gm -module (as in the statement of Theorem 5.7). From now on, we will write X , θ X and τ X meaning the products A 1 z × G m,t , X × G m,θ , and X × A 1 τ , respectively, where θ = 1/τ . Finally, we will write τ X 0 = X × {τ = 0} ⊂ τ X .
Theorem 5.9. Let real numbers α 1 , . . . , α n , β ∈ [0, 1) be given. Suppose that α 1 ≤ . . . ≤ α n and that moreover α i − β / ∈ Z for all i = 1, . . . , n. For each k = 1, . . . , n, set ρ(k) = −(n − 1)α k + k. Then the jumping numbers of the irregular Hodge filtration of H = H(α i ; β) are, up to an overall real shift, the numbers ρ(k). The irregular Hodge numbers are the multiplicities of those jumping numbers, or equivalently, the nonzero values of |ρ −1 (x)|, for x real. O XQk .
Remark 5.10. In general, the procedure given below can be of use to find an explicit expression for the irregular Hodge filtration, not only the numbers, of any hypergeometric of type (n, m), provided both assumptions from Theorem 5.7 are fulfilled. However, the calculations become soon too cumbersome to be included here.
When n = 2, we notice from (6) that we have two possibilities. If k = 0, everything is the same as with k = n − 2 for n > 2, and if k = 1, (zτ ∂ τ − e(β, ω))f τ ν Q 1 = zτ ∂ τ + (ν + α 2 + ε − 1 + β)z − ω +ωz 2 (f )τ ν Q 1 + f τ ν+1 (c + 1)tQ 1 + f τ ν+1 c(c + 1)t 2 Q 0 .
Here the argument runs similarly as in the general case. Condition iii' can be rephrased as zτ ∂ τ τ U α τ H ⊆ τ U α τ H, using that τ U α τ H = τ τ U α+1 τ H, and that follows essentially from the same argument used to prove condition v above. Last, since V 0 R X = Oτ X z∂ t , zτ ∂ τ , it is clear from the computations above and the alternative expression (8) for the filtration steps that they are cyclic V 0 R X -modules, and then coherent. Summing up and noting that all the calculations performed were in fact independent of z 0 , τ H is strictly R-specializable along τ X 0 and the τ U Therefore, its jumping numbers are −ε + j − 1 − (n − 1)α j for j = 1, . . . , n. Since the irregular Hodge filtration is defined up to an overall real shift, we can normalize the jumping numbers to j − (n − 1)α j and the irregular Hodge numbers will be their multiplicities.
