We prove a global-in-time existence and uniqueness result for the Cauchy problem in the setting of some model of Quantum Molecular Chemistry. The model we are concerned with consists of a coupling between the time-dependent Hartree-Fock equations (for the electrons) and the classical Newtonian dynamics (for the nuclei). The proof combines semigroup techniques and the Schauder xed-point theorem. We also extend our result in order to treat the case of a molecule subjected to a time-dependent electric eld.
Introduction
Most of the calculations performed in Quantum Chemistry at present are devoted to solving (an approximation of) the time-independent Schr dinger equation. Many interesting extremely accurate results can be obtained in this manner such as the calculation of the ground state of a molecule containing several hundreds of electrons along with its electronic or vibrational spectrum. However, such an approach is most often inadequate to study dynamical phenomena such as chemical reactions and it is then necessary to resort to the time-dependent Schr dinger equation. As in the stationary setting, directly tackling the numerical solving of the Schr dinger equation for computing a chemical system, even a small system like a water molecule, remains out of the scope of the computers available at present and most probably in the near future. Consequently, e cient approximations are needed. Our purpose in this article is to investigate the well-posedness of the Cauchy problem associated with one of these approximations, namely a time-dependent electronic HartreeFock dynamics coupled with a classical nuclear dynamics of Hellman-Feynman type. In our opinion, this model, or similar models which share the same mathematical features, are about to play an important role in Quantum Chemistry calculations. Having brie y recalled some general mathematical properties of the Cauchy problem associated with the time-dependent Schr dinger equation in a general setting we present in Section 2 a few techniques used to approximate this equation in the speci c framework of Quantum Chemisty. In particular, we introduce and compare the adiabatic and the non-adiabatic approximations which both allow one to treat separately the motion of the nuclei and that of the electrons. We also present the time-dependent Hartree-Fock approximation which permits one to deal with the electronic motion in the non-adiabatic approximation. In Section 3, we consider (for the sake of simplicity) a Helium atom (consisting of one nucleus and two electrons), and we write up for this system the Cauchy problem associated with a non-adiabatic approximation of the Schr dinger equation in which the electrons obey the time-dependent Restricted Hartree-Fock equations and in which the nuclear-electron interaction is of Hellman-Feynman type. The system we are concerned with is thus the following: 8 > > > > > < > > > > > : i @ @t (t; x) = (t; x) + V (x x(t)) (t; x) + j j 2 ? 1 jxj (t; x) (t; in the class X = (C 1 ( 0; +1 ; L 2 (I R 3 )) \ C 0 ( 0; +1 ; H 2 (I R 3 ))) C 2 ( 0; +1 ; I R 3 ); provided 0 2 H 2 (I R 3 ). We have based our proof on semigroup techniques which are perfectly adapted when looking for strong solutions. We have not found it necessary to try to weaken the regularity of the initial electronic state because the assumption 0 2 H 2 (I R 3 ) does not seem restrictive to us from a physical point of view (let us recall that, in particular, stationary electronic Hartree-Fock states have such a regularity). The local existence (Section 3.2) is established by the Schauder xed point theorem, using in particular some properties of the propagator for the family of linear Hamiltonians + V ( x(t)) proved in a paper by Yajima 22] . The uniqueness (Section 3.3), which is obtained by the Gronwall Lemma, is based on estimates for the norm of the electronic wave function in the Lorentz space L 3;1 . Finally, the global existence follows from the charge and energy conservations. We have chosen here not to present the simplest proof, but one which treats the three fundamental di culties, namely the non-local nonlinearity (j j 2 ? 1 jxj ) , the Coulomb singularity carried by the nuclear motion and the nonlinear coupling between the electronic and nuclear dynamics, with general techniques. Consequently, it is important to note that our proof and our principal result can both be extended to any molecular system containing a nite number of electrons and nuclei modelled by the electronic Hartree-Fock equations coupled with a classical Hellman-Feynman type nuclear dynamics.
In Section 4, we extend the global existence and uniqueness result established in Section 3 to the case when the molecular system under study is subjected to a time-dependent uniform electric eld. The results obtained in the nal section can be seen as a step towards the mathematical understanding of an evolving domain in Chemistry: the optimal laser control of chemical reactions. This technique has just emerged a few years ago. It consists in controlling the behavior of chemical systems (described by the Schr dinger equation), the control parameter being the electric eld generated by lasers. Technical capabilities available at the present time allow one to produce ultrafast modulations of the amplitude and phase of laser pulses so that e cient control can be achieved. This is con rmed by various theoretical studies. Moreover, experimental evidence of laser control of simple chemical reactions has been published. We refer the reader to 4] and 20] and to the references therein. The numerical search for optimal control is only conceivable for approximations of the Schr dinger equation such as that studied in this article. The result we obtain in Section 4 ensures the well-posedness of the evolution equation for a large class of control parameters. Therefore, we are preparing some ground work in order to tackle the control issues in future studies. On the other hand, when the Hamiltonian explicitly depends on t, which happens in particular when an external time-dependent electric eld is turned on, the existence of a propagator may be di cult to establish. A few general results exist, in particular the Kato's theorem 12], but they cannot be used in all cases.
For instance, for H = L 2 (I R 3 ) and H(t) = +V +E(t) x with V (x) = Z jxj (a particle in a xed Coulomb potential subjected to a time-dependent electric eld E(t)) the Kato's theorem permits to conclude provided the time-dependent part of the potential is regular enough, which in the above setting means t 7 ! E(t) is continuous 11]. On the contrary, it is not su cient to conclude for H = L 2 (I R 3 ) and H(t) = + V + W(t) with V (x) = Z jxj and W(t; x) = 1 jx x(t)j (which for instance models a particle placed in a xed attractive Coulomb potential V and interacting with a moving charged particle through the interaction potential W) because of the singularity of the time-dependent potential. In this latter situation, which occurs for example in the study of collision processes, the existence of the propagator may be established either as in 21] by locally deforming the set of coordinates so that the moving particle (thus the singularity) remains xed in this frame (let us note that such an approach allows one to conclude only when the time-dependent part of the potential is of the general form W(t; x) = W(x x(t))), or as in 22] by resorting to L p L q estimates provided the time-dependent part of the potential is not too singular (the Coulomb singularity being convenient in I R 3 ).
Let us now turn to the speci c framework of Quantum Chemistry. We consider a chemical system consisting of M nuclei and of N electrons. Denoting by m k the mass of the k-th nucleus and z k its charge, the exact non-relativistic
The rst term in the Hamiltonian H represents the kinetic energy of the nuclei, the second term that of the electrons, the third term the attraction between electrons and nuclei, the fourth and the fth terms the interelectronic and the internuclear repulsions respectively. The units used for writing this Hamiltonian are the so-called atomic units, which are the most wide-spread in Quantum Chemistry: in this unit system, the Planck constant h, the mass of the electron, the elementary charge and the factor 1 4 0 are all set to one ( 0 denotes the dielectric constant of the vacuum). The space of the physical states reads
where H n and H e denote respectively the subspaces of the nuclear and electronic wave functions and s k the spin of the k-th nucleus. The expression of H n depends on the nature of the nuclei. In particular, it takes into account the indicernibility or more precisely the fermionic or bosonic nature of nuclei of same nature (same number of protons and of neutrons). From a purely theoretical point of view, the exact Cauchy problem for such a chemical system is well-posed from the Stone's theorem because of the self-adjointness of the Hamiltonian (see 17]). However, for chemical systems made up of more than two or three particles, this problem is of too much a large size to be directly tackled by standard numerical methods and it is then necessary to approximate it.
The adiabatic approximation
A standard approximation method is the so-called adiabatic approximation. Brie y speaking, it consists in getting rid of the fast dynamics of the electrons by assuming that at any time the electrons are in the electronic ground state, which of course depends on the time via the nuclear coordinates (for the sake of completeness, let us however mention that in a few studies the adiabatic approximation means that the electrons remain in the k-th excited state, k being independent of time; we shall only deal here with the ground state). More precisely, the nuclei are assumed to interact with the electrons through the potential U( x 1 ; ; x M ) = inf fh e ; H e ( x 1 ; ; x M ) e i; e 2 H e ; k e k = 1g (2) where H e denotes the electronic Hamiltonian or as a semi-classical problem, or also, which is most frequently the case, as a classical problem. In the last case, the system reads
U( x 1 ; ; x M ) = inf fh e ; H e ( x 1 ; ; x M ) e i; e 2 H e ; k e k = 1g
Let us remark that the adiabatic approximation is in fact the generalization of the Born-Oppenheimer approximation to a time-dependent setting (see 9] for details).
In practice, the minimization problem (2) has to be approximated, as in the time-independent case, by one of the standard (Hartree-Fock 10] or Density 
A non-adiabatic approximation
Unfortunately, the adiabatic approximation is only valid under some physical assumptions for which we refer to 9]. In particular, when the electrons do not stay in a well-de ned Born-Oppenheimer energy surface, this approximation cannot be used. This is the case for instance when a time-dependent electric eld in turned on since this perturbation induces a priori transitions in the electronic spectrum. In order to deal with such situations, the following approximation method is often used. Firstly, the nuclei are considered as classical point particles. In the sequel, this is refered to as the point nuclei approximation rather than, as often in Chemistry as the Born-Oppenheimer approximation, since, as underlined above, this is in fact the adiabatic approximation which is a direct extension of the original idea of Born and Oppenheimer. However, the physical justi cation of both the point nuclei and the Born-Oppenheimer approximations comes from the fact that nuclei are much heavier than electrons: the ratio is around 1836 for the hydrogen nucleus, and is greater than 10 4 for most of the atoms encountered in Chemistry. Consequently, the quantum nature of the nuclei can be neglected with good reason in most applications (let us recall that the tunnel e ect transfer probability of a particle facing a potential barrier decreases exponentially with the mass of the particle). The point nuclei approximation is almost always valid in Chemistry (except for instance for studying speci cally quantum phenomena involving nuclei as proton transfer by tunnel e ect) and is therefore almost always used: the state of the system is then described at time t by
where x k (t) and d x k dt (t) denote respectively the position and the speed of the k-th nuclear at time t and where e (t) denotes the electronic wave function at time t. 
Notice that H e (t) acts on the electronic variables only; the nuclear coordinates x k (t) are parameters. In some applications, the integration time scale of (3) is very small (say 10 15 s) and the motion of the nuclei can therefore be neglected: the nuclei remain xed and the only equation to be solved is equation (3) . In other applications, the motion of the nuclei play a crucial role. It is of course the case in chemical reactions. Such situations are most often described by the system consisting of (3) (4) Let us notice that the usual time-independent Hartree-Fock equations can be easily deduced from (4), like the time-independent Schr dinger equation is deduced from the time-dependent Schr dinger equation: indeed, let us search solutions of the form i (t; x) = i (x)e i i t ; we thus obtain H i = i i :
The time-independent Hartree-Fock method is a basic tool in Quantum Chemistry (see 10], 16] or any textbook of Quantum Chemistry). It has been deeply studied from a mathematical point of view, notably by Lieb and Simon 14] and Lions 15] . The time-dependent Hartree-Fock model has also been mathematically studied by Chadam and Glassey who proved in 7] the well-posedness of the Cauchy problem for xed nuclei. Clearly, this assumption is too restrictive for the study of chemical reactions. Our rst purpose consists in extending the Chadam and Glassey's result by including the nuclear dynamics into the evolution system. The system under study couples the electronic Hartree-Fock evolution equation with the Hellman-Feynmann nuclear dynamics and reads:
Let us notice that in calculations on large biological systems, the chemical system under consideration is sometimes split into two parts, the rst one being computed with Quantum Mechanics, the other one with Classical Mechanics.
The so-obtained systems are of the same nature as system (I) and therefore the results we obtain below also apply to them. Our rst purpose is to show that this Cauchy problem is well-posed, i.e. that system (I) has a unique global solution in a functional space to be made precise below, provided the 0 i are chosen regular enough. This is the purpose of the next section. As far as we know, this problem has not yet been investigated. 3 The Cauchy problem for the isolated molecular system
In the sequel, L p , L p;r , H s , and C k; without any additional argument denote respectively the Lebesgue, Lorentz, Sobolev, and H lder spaces of C j -valued functions on I R 3 . We also denote by C u any real nonnegative universal constant (independent on the parameters of the problem) and by C 0 any real nonnegative constant depending on the parameters of the problem and in particular on the initial data. In fact, simpler proofs of each of these results may be obtained for the peculiar case of a one-nucleus system by a convenient change of coordinates. The advantage of the proof we have chosen to present here is that the results obtained in this way can be easily extended to cover the case of a more general chemical system made of many nuclei and electrons. We now state a more general result whose proof is a straightforward extension of the above proof and that we therefore leave to the reader. Let us also mention that the smeared nuclei case is technically much simpler than the point nuclei case here examined. Indeed, the reader will notice that the main technical di culties are due to the Coulomb singularity of the nuclear potential. All these technical di culties may be therefore skipped in the regular case. For the sake of clarity, we have regrouped the proofs of the main technical details in the following subsection. With these notations, (t) = U 0 (t) 0 i(SV )(t): Using inequalities (5) and (6), we obtain that for any > 0 there exist a constant C such that for 2]0; min(1=2; T) ,
where C does not depend on 0 and . But in this context, we have We now turn to a detailed analysis of the nonlinear term appearing in the rst equation of (II). Lemma 5. For 
there exists a constant C F such that for all 2 H 2 and all 2 H 2
Proof. From Cauchy-Schwarz and Hardy inequalities, we have
which proves (7). Let us now establish (8) and (9) We thus obtain
The inequality (8) follows. Finally,
and (7) provides us with a convenient upper bound of the rst term of the right hand side. On the other hand,
Using (10), it is easy to conclude that
Finally, we establish a somewhat unusual dispersion inequality for the free propagator, namely Lemma 6. Let U 0 (t) = e it the propagator of the free particle. 
Local existence
As announced above, this subsection is devoted to the proof of a local-in-time existence result for the system (II). We begin by xing some arbitrary time T > 0, and 0 < T such that j v 0 j + 16 m M 2 T;2jv 0 j k 0 k 2 H 2 2j v 0 j; (12) 8C F M 3 T;2jv 0 j k 0 k 2 H 2 < 1: (13) where we recall that the constant M T;2jv 0 j is de ned in Lemma 4, alinea 3 and the constant C F in Lemma 5 alinea 2. We shall prove In particular, f is bounded and Lipschitz in x with a uniform Lipschitz constant on 0; ] I R 3 . Besides, by considering a sequence (t n ; x n ) n2I N in 0; ] I R 3 that converges towards (t; x) in 0; ] I R 3 , we obtain jf(t n ; x n ) f(t; x)j jf(t; x n ) f(t; x)j + 2 Z I R 3 jj (t n ; x)j 2 j (t; x)j 2 j jx x n j 2 dx jf(t;
which implies that f is continuous since f(t; x) is continuous with respect to x Finally, we prove the continuity of F. Let us consider 2 B e and a sequence ( n ) n2I N in B e converging towards in B e (for the topology of C 0 ( 0; ]; L 2 )). Denoting by x n = F( n ), x = F( ), e n = n and e x n = x n x, we obtain m d 2 e x n dt 2 (t) = h n (t)jrV ( x n (t))j n (t)i h (t)jrV ( x(t))j (t)i = h (t)jrV ( x(t))j e n (t)i + h e n (t)jrV ( x n (t))j n (t)i +h (t)jrV ( x n (t))j n (t)i h (t)jrV ( x(t))j n (t)i: Then, using Lemma 3, we obtain for all t 2 0; ] m d 2 e x n dt 2 (t) a n + b n je x n (t)j with a n = sup t2 0; ] (jh (t)jrV ( x(t))j e n (t)ij + jh e n (t)jrV ( x n (t))j n (t)ij) and 0 b n C u k k C 0 ( 0; ];H 2 ) k n k C 0 ( 0; ];H 2 ) Now (b n ) is bounded since n and are in B e and (a n ) goes to zero when n goes to in nity: indeed, as the elements of B e are bounded in C 0 ( 0; ]; H 2 and therefore in C 0 ( 0; ]; L 2 ) \ C 0 ( 0; ]; L 1 ), one can nd C 0 such that for any 0 < 1, a n = 2 sup and statements 3 and 4 of Lemma 4 enable us to pass to the limit t 0 ! t in L 2 in each term. We thus obtain that belongs to C 1 ( 0; ]; L 2 ) and satis es (15) in a strong sense. Besides, the solution to (15) 
Then, using (7), we obtain on 0; ]
Uniqueness follows by Gronwall Lemma. Next, it is straightforward that G is bounded since the target set B e is bounded. To conclude this section we have to prove that G is continuous. For that, let us consider a sequence ( y n ) n2I N in B n converging towards y in B n and denote by n = G( x n ), = G( x), e n = n , e y n = y n y. We have i @ e n @t = e n +V ( y) e n +(j j 2 ? 1 jxj ) e n +Re(( n + ) e n ? 1 jxj ) n +(V ( y n ) V ( y)) n : 
As n is bounded in L 1 (0; ; L 2 ) and also in L 1 (0; ;
Then e n goes to zero in C 0 ( 0; ]; L 2 ) by Gronwall Lemma.
Uniqueness
The purpose of this section is to prove the x dt 2 (t) = h 1 (t)jrV ( x 1 (t))j 1 (t)i h 2 (t)jrV ( x 2 (t))j 2 (t)i = h 1 (t) 2 (t)jrV ( x 1 (t))j 1 (t)i + h 2 (t)jrV ( x 1 (t))j 1 (t)i +h 2 (t)jrV ( x 2 (t))j 1 (t) 2 (t)i h 2 (t)jrV ( x 2 (t))j 1 (t)i = h 2 (t)jrV ( x 1 (t))j 1 (t)i h 2 (t)jrV ( x 2 (t))j 1 (t)i +h 2 (t)jrV ( x 2 (t))j e (t)i + h e (t)jrV ( x 1 (t))j 1 (t)i:
On the one hand we deduce from Lemma 3 that the function (t; x) 7 ! h 2 (t)jrV ( x)j 1 (t)i is Lipschitz in the second variable with Lipschitz constant bounded by C u k 1 (t)k H 2 k 2 (t)k H 2 and on the other hand, we have jh jrV ( x)j e (t)ij C u k k H 2 k e (t)k L 3;1 ;
for 2 H 2 and x 2 I R 3 . This proves (16 
(see 23] for instance for a proof of the Young inequality in the Lorentz spaces).
The estimate on e follows.
Global existence
We now conclude the proof of Theorem 1. As we have already established the local existence and uniqueness of the solution to (II) in X for some > 0, the global existence is equivalent to the existence of locally uniform estimates on j x(t)j, d x dt (t) and k (t)k H 2 (see Segal 19] 4 The Cauchy problem for the molecular system subjected to a external uniform time-dependent electric eld
When an external time-dependent uniform electric eld E(t) is turned on, the molecular Hamiltonian H given by (1) is modi ed by the addition of the external electric potential V(t; x) = P M k=1 z k E(t) x k + P N i=1 E(t) x i created by the eld. In the present section, our purpose is to show that the Cauchy problem examined in this previous section, namely that corresponding to the non-adiabatic approximation with a Hartree-Fock electronic dynamics coupled with a classical Hellman-Feynman type nuclear dynamics, is still well posed when the molecule is subjected to an external uniform time-dependent electric eld. As mentioned in the introduction, this situation appears in particular in the modelling of laser control of chemical reactions. We leave open the interesting questions concerning the long-time behavior of the system when the electric eld is time-independent. When nuclei are xed and for a linear electronic Schr dinger equation (in other words, when the electronic Hamiltonian is linear and time-independent) we know from the R.A.G.E. Theorem and its corollaries that the electronic wave function leaves the region of the nuclei and does not return (see 18] for details). We do not know what happens when nuclei are allowed to move and/or when the electronic Hamiltonian is nonlinear, except that there exists no stationary state (see 5]). Nevertheless, it seems to us reasonable to conjecture that all the nuclei move towards the region of negative in nite potential while the electronic cloud moves towards the region of positive in nite potential. We hope that this observation will stimulate further research. As above, we reason about the system describing the Helium atom in the Restricted Hartree-Fock approximation but, again as in the previous section, our argument can easily be extended to a molecular system consisting of a nite number of electrons and nuclei. In presence of an external time-dependent uniform electric eld, system (II) becomes The domain of the self-adjoint operator H (t) = + V ( x(t)) + E(t) x + j (t) The following lemma is useful for establishing the proof of the above Proposition.
Lemma 13. Let 2 C 0 ( 0; +1 ; L 2 ); 2 C 0 ( 0; +1 ; I R); 2 C 0 ( 0; +1 ; I R 3 ); f 2 C 0 ( 0; +1 ; I R); and g 2 C 0 ( 0; +1 ; I R 3 ): Denote by (t; x) = f(t)e i (t)+ (t) x] (t; x + g(t)): Then 2 C 0 ( 0; +1 ; L 2 ). Proof. Su ces it to prove the continuity at t 0 = 0. In order to lighten the notations, we assume that f(0) = 1, g(0) = 0, (0) = 0 and (0) = 0. Let 0 t 1. We have k (t) (0)k L 2 = kf(t)e i (t)+ (t) x] (t; x + g(t)) (0; x)k L 2 kf(t)e i (t)+ (t) x] ( (t; x + g(t)) (0; x + g(t)))k L 2 +kf(t)e i (t)+ (t) x] ( (0; x + g(t)) (0; x))k L 2 +k(f(t)e i (t)+ (t) x] 1) (0; x)k L 2 C 0 k (t) (0)k L 2 + C 0 k (0; x + g(t)) (0; x)k L 2 +k(f(t)e i (t)+ (t) x] 1) (0; x)k L 2 : Finally, denoting by (t; x) = e i k(t)+h(t) (x+2G(t))] (t; x + 2G(t));
x(t) = y(t) 2G(t): and using again Lemma 13, it is easy to conclude that ( ; x) is in Y and satis es (II e ) in a strong sense.
