The rate of convergence of the least squares estimator in a non-linear regression model with errors forming either a d-mixing or strong mixing process is obtained. Strong consistency of the least squares estimator is obtained as a corollary.
1. INTR~DLJCTION Following the work of Jennrich [6] , strong consistency properties of the least squares estimator in a non-linear regression model with dependent errors have been investigated by Hannan [3] and Nelson [7] among others. Our approach is similar to that of Ivanov [5] , who discussed asymptotic expansions for the distribution of the least squares estimator when the errors form an i.i.d. sequence.
PRELIMINARIES
Let {sj, --co < j < co } be a stochastic process defined on a probability space @2,X, P). The process is said be @mixing if decreases to zero as n --, co and it is said to be strong mixing if a(n) = sup
decreases to zero as n -+ co, where Ff: denotes the a-algebra generated by ci, a<j<b.
It is clear that if the process is #-mixing, then it is strong-mixing.
LEMMA 1. Let { tzj, --oo < j < 00 } be #-mixing process and r and tl be measurable with respect to .Fk, and Fp+,, , respectively. If E / cl]" < co and E[v(~ < 03 wherep> l,q> 1, l/p+ l/q= 1, then LEMMA 2. Let {ej, --co <j < co } be #-mixing process satisfying the following conditions:
(Al) E&i=0 and sUpiE[Ei14 <M < 00, (A2) CEi (i + l){#(i)}"4 < 00.
Then, for every sequence of real numbers {a,} and for every integer n, Eli~~~,aiEijlGCli~~,aij2 for all b > 0 and n > 1, where C is an absolute constant.
Lemma 1 is proved in Ibragimov and Linnik [4] and Lemma 2 follows from Theorem 1 in Yoshihara [lo] . It is easy to see that Analogous lemmas for strong mixing processes can be proved under the condition that there exists 6 > 0 such that (Al)' EE, = 0 and sup, E /&i/4t26 <M < co, and (A2)' cj'??i (i + l){a(i)}"""'"' < co using results in Davydov [ 1 ] and Yoshihara [ 10 J. We omit them.
MAIN RESULT
Consider the non-linear regression model
x, = &%I(4 + %I 9 n> 1, (2) where ( Then, there exists a constant c > 0 such that P(n"* 1 en -e,l > p) G CP-4
for every p > 0 and for all n > 1.
Prooj
For simplicity, we will assume that wi = 1 for all i. The general case follows from similar arguments in view of (A4). Observe that w,,(e, 0,) > 0 for every n > 1 if 0 # 8, by (A3) and vn(B,, 0,) = 0. Note that p. = pn-'I2 and pm > mp/n I". Combining inequalities (9~( 15), we have (16) for some constant c5 > 0 independent of n and p. Similar inequality holds when pn -'I2 < 8, -8 < p. Inequalities (7), (8) and (16) prove that
for some constant c > 0 independent of n and p. This proves the main theorem. Let p = p, = ny where $ < y < $. As a consequence of relation (17), it follows that An application of Borel-Cantelli lemma proves that n"21~n-~OI~pn=nYa.s.
for large n and hence 0,, -+ 8, a.s. In fact 8, -8, = 0(n II4 + ") a.s.
for every 0 < E < a. It can be checked easily that the main theorem holds if {E,,} is a strongmixing process under conditions (Al)', (A2)', (A3) and (A4). We will not give the proof as it is similar to the case of #-mixing process. The result can be extended to the multiparameter case by analogous arguments. It would be interesting to obtain Berry-Esseen type bounds for the distribution of least squares estimator when the errors form a dependent process. We will come back to this problem later.
