We prove almost sure convergence of the maximum degree in an evolving graph model combining a growing number of local choices with sublinear preferential attachment. At each step in the growth of the graph, a new vertex is introduced. Then we draw a random number of edges from it to existing vertices, chosen independently by the following rule. For each edge, we consider a sample of the growing size of vertices chosen with probabilities proportional to the sublinear function of their degrees. Then new vertex attaches to the vertex with the highest degree from the sample. Depending on the growth rate of the sample and the sublinear function, the maximum degree could be of the sublinear order, of the linear order or having almost all edges drawing to it. The prove using various stochastic approximation processes and a large deviation approach.
Introduction
Preferential attachment graphs are used to model different complex network that exibited certain properties, in particular power law degree distribution. The standart preferential attachment graph, introduced in [BA99] by Barabási and Albert, is constracted by following way. We start with some initial graph G 0 on n 0 vertices v 1−n0 , ..., v 0 . Then, the graph G n+1 is build from G n by adding new vertex v n+1 and drawing m edges from it to already existing vertices Y n 1 , ..., Y n m ∈ {v 1−n0 , ..., v n } chosen independently from each other with probabilities proportion to their degrees, i.e.
For this model, many of it properties have been studied. In present paper we are interested in degree distribution and maximum degree of the modification of this model. Since asymptotic degree distribution of preferential attachment graph does not depend on initial graph, for simplification of the formulas it is usually suggested that we start with graph, that consist of the single vertex, i.e. G 0 consists of vertex v 0 and G 1 consists of vertices v 0 , v 1 and m edges between them. There are different way to generalize and modify standart preferential attachment model. One of them is to use increasing weighted function w(x), so the vertices chosen with probability proportional to the function of the degree:
.
The linear case was studied in [Mór02, Mór05] , where Móri proved that for w(x) = x + c, c > −1 and m = 1 (m = 1 was considered for simplification) the degree distribution follow power law with power −(3 + c) and maximum degree is of order n 1 2+c . The case of nonlinear weighted function of form w(x) = x α (with α > 0) was studied in [Ath08] . For sublenear case (α < 1) the degree distribution has exponential tails and maximum degree is of order (ln n) b for some b > 0 and for superlinear case (α > 1) the degree distribution is degenerate and maximum degree is asimptotically n.
The other way to generalize the model is the addition of choice. In this case, when new vertex added to the graph, it first selects a sample of vertices and then attaches to one of them according to some rule. There were considered different types of this rule, for example in [KR14, MP15, HJ16] authors used rule based on the degree of the vertices and in [HJY18] location-based choice have been used. The effect of the choice (from the sample of d independently chosen vertices) is somewhat similar to the effect of the nonlinear weighted function. In case of min choice, as was shown in [MP15] , maximum degree asymptotically ln ln n/ ln d and for max choice and linear weighted function maximum degree could be made both of sublinear and linear order (depending on parameters d and c, see [M18] ). In the present paper, we study a combination of a sublinear weighted function with the max choice from the sample of the growing size. We will show that both a sublinear and linear maximum degree is possible in this case. Let describe our model. Let fix α ∈ (0, 1), γ ∈ (0, 1) and c d > 0. Let define d n = c d n γ , n ∈ N. Let consider i.i.d. random variables m, {m n } n∈N with values in N , such that Em 2 < ∞. We would consider sequence of random graph G n , n ∈ Z + , that builds by following inductive rule. We start with initial graph G 1 that consist of two vertices v 0 and v 1 and m 1 edges between them. Then on n + 1-th step we add new vertex v n+1 and draw m n+1 edges from it to vertices Y 1 n , ..., Y mn+1 n choosen from V (G n ) by following rule. For each i ∈ N , 1 ≤ i ≤ m n+1 , we independently (given G n ) choose vertices X i,1 n , ..., X i,dn+1 n from V (G n ) with probabilities proportional to their degree in power α:
Then Y i n would be the vertex with highest degree among X i,1 n , ..., X i,dn n , in case of tie we choose vertex in accordance with fair coin toss.
We would be interested in the number of vertices of fixed degree and the maximum degree of the graph. Let N n (k) be the number of vertices of degree k in graph G n and M n be the maximum degree of vertices in G n . Then the total weight D n of all vertices in G n is
There are two ways to increase the maximum degree of the graph. First, we could add new vertex with degree higher then degree of already existing vertices. To prevent that, we would put certain conditions on the tails of m n which would provide that with high probability m n ≤ M (n) for all large enought n. Second, we could increase the maximum degree by drawing edges to the vertex with maximum degree. Given G n , the probability to draw an edge to the vertex with maximum degree equals to
Therefore, evolution of M (n) satisfy
(1)
where L(n) is the number of vertices of degree M (n) and F n is sigma-algebra that corresponds to G n . Let formulate our main results.
Theorem 1.1. Let P(m > c) > 0 for any c > 0. Then
In particular Theorem 1.1 shows that degrees of most vertices do not change after their appearance. It happens, as would be proven in section 2, due to the increasing size of the sample, which results in vertices with a relatively high degree to be present in the sample with high probability. In other words, the new vertex with high probability connects to the vertices whos degree exceeds a certain growing level. Theorem 1.2 shows how new edges could be accumulated among vertices with high degrees. In case α + γ > 1 almost all edges would be drawn toward single vertex with degree asymptotically equals to (Em)n, while in the case α + γ < 1 edges would be drawn to the vertices of degrees up to x * n γ 1−α . If we consider m to have power-law distribution then such a combination of max choice with sublinear weighted function would result in vertices with high degrees to follow different exponent then vertices with relatively small degrees up to existing of the condensation for α + γ ≥ 1.
We will use stochastic approximation techniques to prove almost sure convergence in the linear case. Note that stochastic approximation is widely used to prove almost sure convergence for linear order of maximal degree (see, for example, [MP14, HJ16, HJY18]), while to prove sublinear order of the maximum degree martingale approach is usually used (see, for example, [Mór05, M18] ). Also, in contrast with some previous works on models with choice (in particular, [MP14, M18] ), due to nonconvexity of the weighted function, we do not use persistent hub argument and instead use auxiliary stochastic approximation processes to separately get lower and upper bound for the maximum degree.
Let give a short description of stochastic approximation approach (for more details see, for example, [Chen03, Pem07] ) that we use to prove our results. Process Z(n) is stochastic approximation process if it could be written as
where γ n , E n and R n satisfy following condition. γ n is not random and
is continues with isolated roots and represent dependence of the increment of the process from its current state. Often process Z(n) belongs to some interval [a, b], and therefore function is considered only on this interval as well. For example, if Z(n) is fraction of balls in urn model it belongs
If necessary conditions are met, the process will almost surely converge to the zero set of F (x). Moreover, process Z(n) could converge only to stable zero (x * is stable zero if F (x) change sigh from + to − when approaching it).
Note that conditions on F (x) and R n are usually true and easy to check, while for some representations condition on E n could break due to multiplication on term 1 γn that turns to infinity. In particular, this is why classical stochastic approximation results could not be used for the sublinear case and instead, we would use a different approach, including large deviation estimates. Let us give some outline of this approach. If we consider the degree of certain vertex or the maximal degree of the graph, on step n its increase could be represented as the sum of m n conditionally independent Bernoulli random variables. Therefore, under certain conditions, we could estimate evolution of the degree by the sum of independent (given the condition) Bernoulli random variables. Then we could consider their expectations and use large deviation results to ensure that the process does to deviate far from its expectation. We would use following standart large deviasion result on bernoulli random variables Lemma 1.3. Let η 1 , ..., η n be i.i.d. bernoulli variables with parameter p. Let S n = n i=1 η i . Then for any δ > 0 there are constants C and c = c(δ) > 0, such that for all n ∈ N and any p ∈ (0, 1)
It's proof well known and uses standard combinatorial argument, so we will not provide it here.
Proof approach and organization. In section 2 we prove strong law of large numbers for the number of vertices of fixed and almost sure converges for the total weight of the graph. We would later use it to simplify formulas for stochastic approximation argument.
In section 3 we prove Theorem 1.2 in case α + γ ≥ 1. To do so, we let L(n) = 1 to approximate the maximum degree from below using stochastic approximation processes. As a result, we would get a linear lower bound for the maximum degree. Then, due to the total degree of the graph being linear, the number of vertices with degrees above linear level is bounded by a constant and hence a simple argument provides that L(n) = 1 with high probability and therefore we would get almost sure convergence for the case α + γ ≥ 1.
In section 4 we provide the proof of Theorem 1.2 for the case α + γ < 1. We first put L(n) = 1 to get lower bound for maximum degree of the graph. Then we would use a large deviation approach towards possible rate of growth of a fixed vertex to show that with high probability degrees of all vertices do not grow faster than the given rate.
The number of vertices of fixed degree
In this section, we provide proof of Theorem 1.1.
Proof. Note that, since P(m > c) > 0 for any c > 0, the number of vertices with degree more then c with high probability of order n for any c. Therefore for any k ∈ N there is a constant C k > 0, such that D n −D n (k) ≥ C k n with high probability.
Since with high probability D n ≤ 2nEm, we get that there is a constant c k ∈ (0, 1), such that with high probability Dn(k) Dn ≤ c k . Hence, with high probability
as n → ∞. Therefore, almost all vertices with degree k do not have edges drawn into them which results in the first statement of the theorem. To get the second statement note that the total weight of vertices with degrees more then k at time n does not exceed
3. The maximum degree: case α + γ ≥ 1
First, we provide an estimate of the maximum degree from below. To do so we would put L(n) = 1 in formula (1). Then we would use a stochastic approximation to prove the convergence of the resulting process.
We get that
There exists A(n) = A(n, ǫ, n 0 ) such that A(n 0 ) = M (n 0 ),
Note that function g(x) = 1 − e − c d x α Em α − x has a unique and stable root ρ * in [0, 1]. Also, |n(B(n + 1) − B(n))| ≤ m n+1 and hence E((n(B(n + 1) − B(n))) 2 |F n ) ≤ Em 2 < ∞.
Therefore B(n) → ρ * a.s. as n → ∞. As result, for α + γ ≥ 1 we get that lim inf M(n) n ≥ ρ * a.s. Moreover, for α + γ > 1 we get that
a.s., and therefore M(n) n → Em a.s. Note that in the case α + γ = 1 putting L(n) = 1 would give us actual bound. Indeed, since lim inf n→∞ M(n) n = ρ * > 0 (which corresponds to α + γ ≥ 1), we get that with high probability L(n) ≤ Em ρ * . It is a well-known fact that the probability for the simple random walk to return to the origin is O(n −1/2 ). Adding the positive probability to not move does not change that asymptotic. Note that the probability to increase the degree of the vertex with a degree higher the ρ * n is bound from below by some constant. Also, for two vertices with different degrees probability to increase degree is higher for the vertex with a higher degree. As a result, for any pair of vertices with degrees higher then ρ * n the probability that they have the same degree is at time n is O(n −1/2 ). Hence P(L(n) > 1) = O(n −1/2 ) and therefore M(n) n → ρ * a.s.
The maximum degree: case α + γ < 1
In this section, we prove Theorem 1.2 in the case α + γ < 1. First, similar to the case α + γ ≥ 1, we put L(n) = 1 in formula (1) to get lower bound. To get a matching upper bound we consider the evolution of the degree of a fixed vertex and get a large deviation type estimate for it. We would prove that probability to grow faster than a certain rate has an exponential tail and therefore with high probability no vertices degrees grow faster than this rate. Once again, we get that
Note that, due to Theorem 1.1, for any ǫ > 0 probability of event A ǫ (n) = {∀l ≥ n : D l < Em α + ǫ} turns to 1 as n turns to ∞. Recall that d n = c d n γ . Therefore for any n 0 ∈ N, if dn n 1−α = c d n γ+α−1 → 0 (meaning γ + α < 1) then it is possible to define a process A ǫ (n), n ≤ n 0 , such that A ǫ (n 0 ) = M (n 0 ),
Note that A ǫ (n + 1) − A ǫ (n) is the sum of m n+1 Bernoulli random variables. Therefore A ǫ (n 2 +1)−A ǫ (n 1 ) is the sum of n2 n=n1+1 m n Bernoulli random variables and hence, on ∪ n1≤n≤n2 C n , by large deviation estimate we get that
for some constants c, C > 0. Hence process A(n) with high probability could not stay below level (1 − δ)x * n Note that for any n 0 > 0 and ǫ ∈ (0, γ 1−α )
Note that such ǫ exists since β > 1 + γ 1−α . Let consider events C n0 = {∃ǫ > 0 : ∀n ≥ n 0 m n ≤ n γ 1−α −ǫ }. Then it is enought to prove the result on C n0 for any fixed n 0 .
On C n0 we get that
Let estimate from above the condition probability p n (v) to draw an edge to a single vertex. Note that such probability is increasing under the condition that there are no vertices with a higher degree in the sample, which achieved for vertices with the highest degree. For condition probability q n to draw an edge to a certain vertex with the highest degree we get
Therefore for any vertices we have
Let fix ǫ > 0. Introduce event B = B(n 0 , ǫ) = {∀n ≥ n 0 : D n ≤ (Em α )n 1+ǫ }. Then P(B) → 1 as n 0 → ∞. Then on B
Therefore for any n 1 ≥ n 0 the evolution of degree deg n (v) for n ≥ n 1 could be estimated from above by the sum of m n bernoulli random variables ξ i,n , i = 1, ..., m n that build using i.i.d. random variables u i,n , i ∈ N, n ∈ N that uniformal on [0, 1] as follow
Let define τ n := n i=1 m i and π n := inf m : τ n = m. Since probability in the right side is increasing when S n , if we instead making m n steps at one moment consider m n consequtive steps we would increase corresponding probabilities. Hence, the evolution of degree deg n (v) for n ≥ n 1 could be dominated by Y τn where Y n+1 − Y n are bernoulli random variables that satisfy Y n+1 − Y n = 1 u n ≤ (1 + 2ǫ) (Y n ) α (Em α )(π n ) 1−γ for some i.i.d uniformal on [0, 1] random variables u n , n ∈ N. Note that since β > 2 we get that τn n → E m a.s. Therefore for any δ > 0
as n → ∞. Hence if we consider event E n0 = ∀n > n 0 : (π n ) 1−γ < 2+ǫ 3+ǫ (n/Em) 1−γ we get that P (E n0 ) → 0 as n 0 → ∞. On E n0 for n ≥ n 0 variables Y n could be dominated by bernoulli random variables X n , such that
Using lemma 1.3 we get an estimate on the growth rate of X n . Fix σ > 0. For probablity that X n(1+δ) ≥ (1 + δ)
> c δn(1 + 3ǫ) (Em α )(n/Em) 1−γ for some c = c(δ, ǫ) > 0 for small enought δ and ǫ. Hence
for some C, c 1 > 0 that does not depend on n. Therefore probability that at any time n ≥ n 0 the vertex with degree w(n) ≥ (1 + σ)(1 + 3ǫ) (Em) 1−γ (1−α) 
Discussion
In present paper we achived transition in behavior of the maximum degree between sublinear case of M (n) ∼ x * n γ 1−α and strict linear case M (n) ∼ (Em)n with transition of the type M (n) ∼ ρ * n. We considered added m edges on each step with tails of m bounded from above by power law with power more then 1 + 1−α γ , and therefore tails of m did not affect th maximum degree. One could consider case of power law tails of m with power β < 1 + 1−α γ , it seems that argument given in prove of the upper bound sshould provide that once vertex with degree above level x * n γ 1−α emerges, it could not keep up with this level and its degree should turn to n γ 1−α as n → ∞. Note that considering d n = c d n γ gives us maximum degree of order at least n γ even without considering preferential attachment (if we put α = 0). It could be interesting to see if transition between (ln n) b and n a orders (for b > 0, 0 < a < 1) of the could be found if we consider d n of order (ln n) c1 and weighted function of the type x (ln x) c 2 , c 1 , c 2 > 0. The other modification of the model is to consider the combination of the min choice with superlinear function. It is not clear if the power-law type of maximum degree could be achieved in this case. For example, in [HJ16] for meek choice (when we choose vertex with s−th highest degree for s > 1) was shown that the maximum degree could be either of linear order or of (ln n) b order with no power-law type of behavior.
