Abstract. This paper deals with function field analogues of the famous theorem of Landau which gives the asymptotic density of sums of two squares in Z.
be the number of such integers up to x. Landau's Theorem [2] gives an asymptotic formula for B(x):
where
is the Landau-Ramanujan constant.
In this work we study function field analogues of Landau's theorem in the two limits of a large degree and of a large finite field.
1.2. Function Fields. Let q be a prime power. We always assume that q is odd. Denote by F q [T ] the ring of polynomials over the finite field F q and by M n,q = {f ∈ F q [T ] : f = T n + a 1 T n−1 + · · · + a n } the subset of monic polynomials of degree n.
To define the function field analogue of a sum of two squares, we recall that an integer is a sum of two squares if and only if it is a norm of a Gaussian integer, i.e., n = a 2 + b 2 if and only if n = Norm(a + bi), a + bi ∈ Z[i]. Thus we define: In other words, b q (f ) = 1 if and only if f is a norm of an element of the ring extension
, that plays the role of Z[i] in the function field setting, and B q (n) counts the number of monic norms of degree n.
We remark that it also makes perfect sense to consider the more general rings F q [ √ αT ], for a nonzero α ∈ F q , as analogues of Z [i] . Then a norm will have the form A 2 − αT B 2 . The theory and results in this generalization are exactly the same; so for the sake of simple exposition we restrict to α = −1.
It is interesting to find an asymptotic formula for B q (n) as q n → ∞. In this work we obtain such formula in each of the two sub-limits: the large finite field limit q → ∞ and the large degree limit n → ∞.
We remark that in characteristic 2, b q (f ) = 1 for all polynomials, since raising to a square is a homomorphism.
1.3. Large Finite Field Limit. In this limit we obtain the first two terms in the asymptotic formula for B q (n):
The proof of (1) does not seem to work in the limit of a large finite field. We present an approach which is combinatoric/probabilistic in nature and is based on Ewens' sampling formula and on the Riemann hypothesis for rational function fields, which is an elementary theorem.
1.4. Large Degree Limit. We say that a polynomial P ∈ F q [T ] is prime if it is irreducible and monic. We denote the Legendre symbol by
where |P | = q deg P . Note that f P ∈ {0, 1, −1}. Then we obtain: Theorem 1.3. Let q be an odd prime power. Then
We note that the asymptotic formulas for B q (n) in the different limits differ from each other.
One can easily see the agreement of (1) and (8) where x is replaced by q n = #M n,q , log x by n and K by K q / √ π. We emphasize that in the function field setting, we have an extra factor of 1/ √ π. This difference comes from the different values of the L-functions of the quadratic characters at s = 1 in the number field and function field settings.
The agreement is even deeper since the function field proof goes tightly along the lines of the proof in the classical setting.
1.5. Comparison Between Large Field and Large Degree Limits. In order to compare the limits we will consider the iterated limits of a normalized counting function B q (n).
We note that 1 − q
and since |P | = q deg P , we have
So by (8) we have
To calculate the other iterated limit, we recall that by either Wallis' product or Stirling's formula, one has 2n
So by (5) we have
From (10) and (11) we conclude that the asymptotic formulas for B q (n) in the two regimes agree.
We do not know of an asymptotic formula for B q (n) in any more general sub-limits of q n → ∞.
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Elementary Theory
We fix an odd prime power q. We put S = √ −T , this defines an embedding
, that are induced from the maps S → ±S. We call the nontrivial automorphism conjugation. The norm map N :
Each element in F q [S] can be represented uniquely as A + SB with A, B ∈ F q [T ] and in this representation the norm map takes the form
Recalling the definitions of b q (f ) in (3), we immediately get that for f ∈ M n,q , b q (f ) = 1 if and only if f is a norm (i.e. f = N(h) for some h ∈ F q [S]). Since the norm map is multiplicative, in order to characterize representable f 's we need to understand the primes of
. This is a straightforward analogue of the classical setting in which one studies primes of Z[i] in order to understand sums of two squares. The key point in the classical theory is that a prime number p is inert in Z[i] if and only if p ≡ 3 (mod 4). We now develop the function field counterpart, which is easier than the number field case, but we include the full details due to lack of reference. Recalling that for a prime polynomial P ,
• P is the Legendre symbol as defined in (7), we have [3, Proposition 3.2]
Thus, if P = T , by the quadratic reciprocity law [3, Theorem 3.3],
Proof. If b q (P ) = 1, then we have
On the other hand, if P is reducible in F q [S], then
with A, B, C, D ∈ F q [T ] such that both A + BS and C + DS are of positive S-degree.
Applying the norm map gives
From the unique factorization in
, for some nonzero c ∈ F q . Comparing leading coefficients we get that c is a square, hence by replacing A, B by A/ √ c, B/ √ c, respectively, we get that b q (P ) = 1, as needed.
, for some c ′ ∈ F q and A + SB is irreducible, as needed.
Proof. Since P is reducible in F q [S], Lemma 2.1 gives b q (P ) = 1, so we may write
. Since P = T , we get that T ∤ A, so P is a nonzero quadratic residue modulo T .
Proof. Assume that P is irreducible in F q [S] . By (12) and by assumption it follows that
Since P is irreducible in F q [S], it must divide one of the factors, say P | A + S. Applying conjugation gives that P | A − S as well, so P | 2S. This is a contradiction since deg (
Proof. Put h = A + SB and N(h) = (A + SB)(A − SB) = A 2 + T B 2 . We apply freely the previous lemmas.
Assume a prime Q ∈ F q [T ] with
. Therefore, Q divides one of the factors A ± SB, and by applying conjugation, Q divides also the other. In particular, Q | h. As h is prime in F q [S], we have h = cQ, c ∈ F q . The exact value of c is determined by comparing the leading coefficients, and we are in case (2) .
Assume a prime P ∈ F q [T ] with
, for some c ′ ∈ F q and we are in case (1) .
Finally if we assume that T divides N(h), then S must divide A + SB or A − SB, and the same reasoning as above gives that S = c(A + SB), for some c ∈ F q , so A = 0 we are in case (3). 
with
So the multiplicities of the prime factors with
is the prime factorization of f , where 2 , the latter is the same as saying that Q(−S 2 ) is irreducible as a polynomial in S.
Large Finite Field Limit
Let F n = {f ∈ M n,q : b q (f ) = 1}. So, trivially (13) B q (n) = #F n .
We evaluate B q (b) by breaking F n into a few parts and evaluating the cardinality of each of the parts using the prime polynomial theorem in arithmetic progressions modulo T : Let α ∈ {−1, 1}; then
as q n → ∞. We refer the reader to [3, Theorem 4.8] for a proof dealing an arithmetic with general modulus m that gives an error term of O(q n/2 /n). Careful examination of the proof with m = T , shows that in fact we get the error given in (14) since the L-function of the quadratic character modulo T is 1.
We need a bound on the error of (14) of size O(q n−2 ) for which we have to take a more precise account when n = 1, 2:
Lemma 3.1. We have
Proof. Since for a ∈ F q we have
and T − a is always prime, we get that
Let d = 2. Let χ be the quadratic multiplicative character on F q , i.e. χ(u) = 1 if u is a nonzero square and χ(u) = −1 if u is not a square.
There are q · 
where L is the number of f = (T − u) 2 , i.e. the number of u with χ(u 2 ) = α. Clearly L = q − 1 if α = 1 and L = 0 if α = −1. Putting all of this together yields
The case n ≥ 3 follows from (14) since ⌊ n 2 ⌋ ≤ n − 2.
3.1. Partitions of F n . Throughout this section the letter P is reserved for primes with P T = 1 and the letter Q for primes with Q T = −1. Define the following subsets of F n . F 1,n = {f ∈ F n : f = P 1 P 2 . . . P r , P i = P j , ∀i = j}, F 2,n = {f ∈ F n : f = T P 1 P 2 . . . P r , P i = P j , ∀i = j},
Proof. Clearly
In a similar fashion,
since we have q d options for monic h of degree d, and for each h we have at most q n−2d
options for f /h 2 . Now if f ∈ F n 4 i=1 F i,n , then either T 2 divides f , or it has a divisor h 2 , with deg(h) > 1. So we get the desired estimate.
It is clear that the sets F i,n are disjoint, thus to estimate #F n it remains to estimate the cardinality of each of these sets. First we note that (19) #F 2,n = #F 1,n−1 and
A partition λ ⊢ n of a positive integer n is an n-tuple λ = (λ 1 , . . . , λ n ) of non-negative integers such that j jλ j = n. We define
where h n is the constant from (20).
Proof. If f = P 1 · · · P r , with distinct P i satisfying
, then the degrees of the P i 's define a partition of λ ⊢ n by λ j = #{i : deg P i = j}. Counting the elements in F 1,n according to the partitions gives
where π q;1 (j) is the number of primes P of degree j with P T = 1. Using the formulas
for λ ≥ 0 and x → ∞, by (15) we have
Similarly, by (16) we have
and by (17), for j ≥ 3 we have
Applying (23), (24), and (25) (and recalling that n = jλ j ) we get, for a partition λ,
Since by definition h n = λ⊢n n j=1
We note that A λ = 0 if λ 2 = 0 and if λ 2 > 0 then λ n = λ n−1 = 0 and so
where µ ⊢ (n − 2) is the partition defined by µ j = λ j for j = 2 and µ 2 = λ 2 − 1. Thus,
For the B λ 's we proceed in a similar manner. If λ 1 = 0, then B λ = 0; if λ 1 = 1 then λ n = 0 and so
and if λ 1 ≥ 2, then
where κ ⊢ (n − 1) and ν ⊢ (n − 2) are defined by κ 1 + 1 = ν 1 + 2 = λ 1 and κ j = ν j = λ j , j ≥ 2. We see that as λ varies over all partitions of n, κ and ν vary over all partitions of n − 1 and n − 2, respectively. Thus,
Plugging in (28) and (29) in (27) gives the assertion.
Lemma 3.4.
Proof. Assume f ∈ F 4,n , i.e. f = P 2 1 P 2 · · · P r with deg P 1 = 1 and P i = P j for i = j. Thus the degrees of P 2 , . . . , P r determine a partition λ ⊢ n − 2. We count the elements of F 1,4 by the linear polynomial P 1 that appears with multiplicity 2 and by induced partition λ ⊢ (n − 2). So we need to choose λ 1 linear polynomials that different than P 1 :
Using the formula
) and the estimates in Lemma 3.1 we have
as needed.
3.2.
Proof of Theorem 1.2. By (13) and (18) we have
By (21) and (19) we have
Taking these equations together with (30) gives that
To conclude the proof, we note that h n which is the normalization factor in Ewens' sampling formula, hence it satisfies h n = 
Large Degree
We follow the proof of Landau's theorem (1) that counts sums of two squares in Z.
Dirichlet Series.
Consider the generating function of B q (n):
Since B q (n) ≤ q n , the series converges absolutely and uniformly on compact subsets of the open disc {u ∈ C : |u| < q −1 } and we have in this region
Putting u = q −s , for s with Re(s) > 1 we have
Since b q is multiplicative we have the factorization
where the product is over all monic prime polynomials. Theorem 2.5 gives that We will represent D using Dirichlet series which are easier to manipulate. We recall the basic properties of the zeta function and of Dirichlet L-series; we refer the reader to [3] for a detailed exposition that contains proofs. First recall the definition of the zeta function for F q [T ]:
where P runs over monic primes. It is easy to see that
mod p, and p = char(F q )). Denote by L(s) the associated Dirichlet L-series:
Since χ is defined modulo a linear polynomial, we have
Precisely as done by Landau in the number field setting, we arrive at the identity
The product defining ϕ converges absolutely and uniformly on compact subsets of {s : Re(2s) > 1}, so ϕ is a non-vanishing analytic function in the region Re(s) we get that ϕ(s)ψ(s) has an analytic square root in B; so we may write
where E(s) is analytic in B. Note that
Thus, by (32), for s ∈ B (−∞, 1], we have
4.2. Contours. We fix a small parameter 0 < δ < 1/2, and we take a parameter ε > 0 that will tend to zero. Consider the contour defined by the following curves as shown in Figure 1 :
i to (1 − δ) + εi. γ 2 = the straight line from (1 − δ) + εi to 1 + εi. γ 3 = the semi circle of radius ε from 1 + εi to 1 − εi. γ 2 = the straight line from 1 − εi to (1 − δ) − εi. γ 1 = the straight line from (1 Figure 1 . The contour in the s-plane Under the transformation s → u = q −s these curves turn into the following curves, as shown in Figure 2 : Γ 1 = semi circle of radius q δ−1 from −q δ−1 to q δ−1 e −iε log q . Γ 2 = straight line from q δ−1 e −iε log q to q −1 e −iε log q . Γ 3 = arc from q −1 e −iε log q to q −1 e iε log q through q −1−ε . Γ 2 = straight line from q −1 e iε log q to q δ−1 e iε log q . Γ 1 = semi circle of radius q δ−1 from q δ−1 e iε log q to −q δ−1 . Denote by C δ the contour defined by these curves directed counter clockwise. Since D(s) is analytic in B (−∞, 1], we get that D * (u) is analytic inside C δ . By Cauchy integration formula we have
Next we turn to calculate the integral along each of the curves composing C δ . 4.2.1. The integrals along Γ 1 andΓ 1 . By (33) and (32) we have Figure 2 . The contour C δ in the u-plane
there; so
where C > 0 depends on δ and q. For the second integral we use that E is analytic, hence bounded in the region, say by C = C δ,q . So by (42) (with α = 1/2) The calculation ofĪ 2,ε is similar to the above calculation of I 2,ε with two changes: The first is that the direction ofγ 2 is opposite to that of γ 2 and the second is that instead of √ t + iε − 1 we work with √ t − iε − 1. Each of these changes contributes a change of sign in the limit ε → 0 + , and so 
The integral along

