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MULTIPLICITY FREE ACTIONS, BIRTH AND DEATH
PROCESSES ON PARTITIONS, AND BIANE’S QUANTUM
ORNSTEIN-UHLENBECK SEMIGROUPS
WOJCIECH MATYSIAK AND MARCIN S´WIECA
Abstract. We introduce a family of multivariate continuous-time pure birth
and pure death chains, with birth and death rates defined in terms of the
generalized binomial coefficients for multiplicity free actions. The state spaces
for some of the introduced processes are some sets of partitions (equivalently,
Young diagrams). The chains turn out to be the classical Markov processes
obtained by restricting Biane’s quantum Ornstein-Uhlenbeck semigroups to
commutative C∗-algebras related to Gelfand pairs built on Heisenberg groups.
1. Introduction
The principal goal of this paper is to present a family of multivariate pure birth
and pure death processes, with birth and death rates defined using certain gener-
alization of the binomial coefficients. The generalized binomial coefficients, intro-
duced by Yan and studied in great detail by Benson and Ratcliff (see the references
throughout this article), are inherently connected with an important class of group
actions (the multiplicity free actions). The existence of a group action structure
provides a natural framework for introducing some symmetries into the analyzed
processes, what may be of interest from the point of view of potential applications.
In some cases, the state space for the birth and death processes we deal with is the
set of partitions (of the length not greater than a fixed number). Since the partitions
can be represented as Young (Ferrer) diagrams, in those cases the processes we
construct can be viewed as jump processes on the set of Young diagrams with
number of rows not exceeding a fixed number, with jumps of two types: one either
adds a box to a Young diagram (for the pure birth processes), or one removes a
box from a diagram (for the pure death processes). In some cases, the dynamics
on the set of Young diagrams is given by the generalized binomial coefficients for
Jack polynomials (Schur polynomials in particular), studied by Lassalle ([25], [26]),
Okounkov and Olshanski [34].
The original motivation of this article was our interest in Biane’s construc-
tion from [11] (see also [10]) of some non-commutative analogues of the classical
Ornstein-Uhlenbeck semigroups. They are certain semigroups of positive contrac-
tions on a (non-commutative) C∗-algebra, which are related to the semigroup of a
non-commutative Brownian motion (a non-commutative version of the heat semi-
group) in a similar way as the classical Ornstein-Uhlenbeck semigroups are related
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to the semigroup of the classical Brownian motion. Let us mention that besides
Biane’s quantum Ornstein-Uhlenbeck semigroups, a number of others have been
defined with the same name, see e.g. [16] or [24].
Generally speaking, the semigroups of completely positive contractions may be of
interest from the point of view of classical probability theory as they often give rise,
via restrictions to commutative sub-C∗-algebras, to interesting classical Markov
processes. Some results from Biane’s work [11] serve as representative examples of
such a phenomenon (see also [10], [31], [32] and [30]); likewise, the birth and death
processes appearing in Section 4 of this paper, in the connection with Theorem 5.3,
can be regarded in the same fashion.
The commutative sub-C∗-algebras Biane uses to restrict his Ornstein-Uhlenbeck
semigroups to, are related to some Gelfand pairs (K,H), associated with Heisenberg
groups H (K denotes a closed subgroup of a unitary group). Specifically, Biane
computes the relevant restrictions for the realization H = Cn×R of the Heisenberg
group and two choices of K, namely K = U(n) and K = SO(R, n) × U(1) (for a
restricted range of n). In the first case, the classical Markov processes turn out to
be a pure birth process known as Yule process, and a pure death process, both on
non-negative integers. In the second case, Biane obtained birth and death rates of
a bivariate pure birth and a bivariate pure death process.
Our contribution in the present paper is twofold. First, we were able to find
birth and death rates, as well as semigroups of transition probabilities, of the pure
birth and pure death processes arising from the restriction of Biane’s quantum
Ornstein-Uhlenbeck semigroups to the commutative C∗-algebra generated by any
Gelfand pair (K,H) (for any admissible subgroupsK), thus completing and extend-
ing Biane’s results from [11]. By linking the quantum Ornstein-Uhlenbeck semi-
groups with the well-developed theory of Gelfand pairs associated with Heisenberg
groups, we identified and expressed the birth and death intensities in terms of the
generalized binomial coefficients for multiplicity free actions; this, in turn, enabled
us to explicitly compute them for a wide range of examples.
Second, we provide an elementary computation (with no appeal to Heisenberg
groups, Gelfand pairs or quantum Ornstein-Uhlenbeck semigroups) of the same
semigroups of transition probabilities that we found when extending the results
from [11]. Here our point of departure are the intensities, given in terms of the
generalized binomial coefficients. The relevant part of the present article precedes
the part dealing with the more advanced material, thus making it possible to be
read for its own sake.
The general layout of the paper is as follows. We begin in Section 2 with an
introduction of the generalized binomial coefficients for multiplicity free actions.
In Section 3 we use the coefficients to define intensities of some multivariate pure
birth and pure death processes; in the same section we compute the relevant semi-
groups of transition probabilities in an elementary way. In Section 4 some explicit
examples illustrating the theory from the previous section are presented. In Sec-
tion 5 we refer to a more advanced material and report Biane’s results on quantum
Ornstein-Uhlenbeck semigroups. We also prove there that restricting the quantum
semigroups to commutative sub-C∗-algebras built from Gelfand pairs, yields ex-
actly the same classical Markov processes as we defined in Section 3. All auxiliary
results along with their proofs are collected in the last section.
32. Multiplicity free actions, invariant polynomials and generalized
binomial coefficients
Consider a finite dimensional Hermitian inner product space (V, 〈·, ·〉) with com-
plex dimension dimC V = n, and a closed subgroup K of the group U(V ) of unitary
operators on V . By k.z we will be denoting the natural action of k ∈ K on a vec-
tor z ∈ V . The associated representation of K on the space C[V ] of holomorphic
polynomials on V is given by
(2.1) (k.p)(z) = p
(
k−1.z
)
for k ∈ K, p ∈ C[V ] and z ∈ V , and it generates a decomposition of C[V ] into an
algebraic direct sum
(2.2) C[V ] =
⊕
λ∈Λ
Pλ
of finite-dimensional K-irreducible subspaces Pλ (Λ is a countably infinite index set
parametrizing the decomposition).
Clearly, the spaces P hm(V ) of homogeneous polynomials of degree m on V are
U(V )-invariant, hence each Pλ is a subspace of some P
h
m(V ). More precisely, if |λ|
stands for the degree of homogeneity of the polynomials from Pλ, then Pλ ⊂ P h|λ|(V ).
Let us also write 0 ∈ Λ for the index with P0 = P h0 (V ) ∼= C, and dλ for the dimension
of Pλ.
In a series of papers ([3], [5], [6], [7], [8], [9], [2]), Benson and Ratcliff, along
with some coauthors, studied a special class of K-actions (named multiplicity free),
originally for their connection with analysis on the Heisenberg group. The action
of K on V is said to be multiplicity free when the representations of K on Pα and
Pβ (see (2.2)) are inequivalent for α 6= β. That is, no irreducible representation of
K occurs more than once in C[V ]. One can show that then the decomposition (2.2)
is canonical.
Multiplicity free actions are well-studied, because, inter alia, of their importance
in representation theory and invariant theory (see [19]); in particular, they have
been completely classified (see [21], [5], and [27]).
Throughout the paper, we will assume that the action of K on V is multiplicity
free. Now we will summarize the elements of the theory developed by Benson and
Ratcliff (and their coauthors), which will be relevant to our considerations.
2.1. Some polynomials associated with the K-action. We will be interested
in K-invariant polynomials. Observe, however, that there are no non-constant
K-invariants in C[V ]. Indeed, if there existed such p ∈ C[V ], the space Cp ∼= C
would appear in the decomposition (2.2), contrary to the assumption of multiplicity-
freeness. Therefore we consider the larger ring C[VR] of complex valued polynomial
functions on the underlying real vector space VR of V , and accompanying algebra
C[VR]
K of K-invariant elements of C[VR]. The latter is non-trivial, with
(2.3) γ(z) = 〈z, z〉
being an example of element of C[VR]
K for any K-action. In fact, we are able to
describe all elements of C[VR]
K . To this end, we endow C[V ] with the inner product
〈·, ·〉1, where 〈·, ·〉a for any positive a denotes the Fock inner product
(2.4) 〈f, g〉a =
( a
pi
)n ∫
V
f(z)g(z) exp [−aγ(z)]dz
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(dz is Lebesgue measure on VR). Next, for any λ ∈ Λ and any orthonormal basis
{v1, . . . , vdλ} of (Pλ, 〈·, ·〉1), we define an R+ valued polynomial from C[VR]
(2.5) pλ(z) =
1
dλ
dλ∑
j=1
vj(z)vj(z).
As it was proved in [3, Proposition 3.9], this definition is independent of the ba-
sis chosen for Pλ (which implies that pλ is K-invariant as the action of K on
{v1, . . . , vdλ} yields another orthonormal basis of Pλ), and {pλ}λ is itself a vector
space basis for C[VR]
K . Clearly, pλ is homogeneous of degree 2|λ|.
One can construct another canonical basis {qλ}λ for C[VR]K , applying the Gram–
Schmidt orthogonalization process in the space
(
C[VR]
K , 〈·, ·〉1
)
to {pλ}λ. This of
course requires an ordering of the index set Λ and it was proved in [3, Proposi-
tion 4.2] that any one in which α precedes β whenever |α| < |β| (the indices λ
with the same value of |λ| can be ordered arbitrarily), together with normalization
qλ(0) = 1, produces the same set {qλ}λ. Observe that (−1)|λ|pλ is the homogeneous
component of highest degree in qλ, that is
(2.6) qλ = (−1)|λ|pλ + lower order terms.
2.2. Generalized binomial coefficients associated with the K-action on V .
Thus we have defined two canonical bases, {pλ} and {qλ}, for the vector space
C[VR]
K . The first consists of some homogeneous polynomials, and the second of
some orthogonal ones. The interplay between these two bases allows to introduce
certain generalization of the binomial coefficients associated with the action of K
on V . Writing qλ’s as linear combinations of pλ’s
(2.7) qλ(z) =
∑
|α|≤|λ|
(−1)|α|
[
λ
α
]
pα(z)
we in fact define some real numbers
[
λ
α
]
for any λ, α ∈ Λ with |λ| ≥ |α| (additionally,
we extend the definition to all of Λ × Λ by putting [λα] = 0 for |α| > |λ|). The
numbers are called the generalized binomial coefficients for the multiplicity free
action of K on V , which is justified by the fact that for K = U(V ) they boil down
to the ordinary binomial coefficients (see Example 3.2).
The generalized binomial coefficients were introduced by Yan in [38]; Benson
and Ratcliff proved that they are rational numbers [7] (the factor (−1)|α| in (2.7)
guarantees they are non-negative), and studied their rich combinatorial structure
[6]. We will reveal many properties of the coefficients throughout this paper. For
now, let us only observe that (2.6) implies that if |α| = |β| then
(2.8)
[
α
β
]
=
{
1, α = β,
0, α 6= β.
Remark 2.1. The K-invariant polynomials (pλ)λ given by (2.5) essentially depend
upon the decomposition (2.2) generated by the representation of K on C[V ] (and
not upon the groupK itself). Therefore the generalized binomial coefficients defined
by (2.7) also fundamentally depend on the decomposition (2.2).
Remark 2.2. Howe and Umeda (see [20, p. 571] or the end of Section 3 in [8]) proved
that the set Λ which parametrizes the decomposition of C[V ] into K-irreducibles, is
a free abelian monoid and that there exist an integer r ≥ 1 and linearly independent
5weights η1, . . . , ηr such that Λ = Nη1+ . . .+Nηr. (The number r is called the rank
of the multiplicity free action of K on V .) Therefore, every λ ∈ Λ can be identified
with an element (λ1, . . . , λr) of N
r; moreover, the identification can be made so
that |λ| = λ1 + . . .+ λr . We are going to view Λ in such a way for the remainder
of this paper.
(Throughout, N denotes the non-negative integers, including zero.)
Remark 2.3. As we will rely on some formulas from the paper of Benson and Ratcliff
[6], it is important to point out slight differences between some objects appearing
in our paper and in [6]. Benson and Ratcliff [6] take V ∋ z 7→ 12 〈z, z〉 as the
distinguished K-invariant element of C[VR] (compare with (2.3)) and use the inner
product 〈·, ·〉1/2 (see (2.4)) in their computations. It is not difficult to observe that
the conventions they adopt lead to bases {p˜λ} and {q˜λ} for C[VR]K , which are
related to the ones we defined in Section 2.2 via
p˜λ(z) = pλ
(
z√
2
)
, q˜λ(z) = qλ
(
z√
2
)
.
This immediately implies that the generalized binomial coefficients from (2.7) are
exactly the same as the ones defined by Benson and Ratcliff in [6, (1.4)]. Note that
there are some typos in the analogous remarks placed on page 82 of [6].
In what follows, when referring to a result from [6], we will in fact quote its
equivalent version, in which we will use our conventions.
3. Birth and death processes for the K-action
We shall first employ the theory described in Section 2 to define certain birth
and death processes taking values in Λ. In the light of Remark 2.2, we will view
them as processes on Nr, where r is the rank of K-action.
Consider the semigroup (p+t )t≥0 of transition probabilities of a birth process
given implicitly by the transition rates q+(α, β) = ∂p+t (α, β)/∂t|t=0 of the form
(3.1) q+(α, β) =

dβ
dα
[
β
α
]
, |β| = |α|+ 1,
−n− |α|, α = β,
0, otherwise,
and the semigroup (p−t )t≥0 of transition probabilities of a death process defined
analogously by the transition rates q−(α, β) = ∂p−t (α, β)/∂t|t=0 of the form
(3.2) q−(α, β) =

[
α
β
]
, |α| = |β|+ 1,
−|α|, α = β,
0, otherwise.
From Corollary 6.3 and nonnegativity of the generalized binomial coefficients, it
follows that the rates (3.1) and (3.2) are well-defined.
Theorem 3.1. The semigroups (p±t )t are given by the following formulas:
p+t (α, β) =
{[
β
α
] dβ
dα
(1− e−t)|β|−|α| (e−t)|α|+n , if |β| ≥ |α|,
0, otherwise,
(3.3)
p−t (α, β) =
{[
α
β
]
e−|β|t (1− e−t)|α|−|β| , if |α| ≥ |β|,
0, otherwise.
(3.4)
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Proof. Fix α ∈ Λ. By (3.1), the forward Kolmogorov equation
∂
∂t
p+t (α, β) =
∑
λ6=β
p+t (α, λ)q
+(λ, β) + p+t (α, β)q
+(β, β)
takes the form
(3.5)
∂
∂t
p+t (α, β) =
∑
|λ|=|β|−1
[
β
λ
]
dβ
dλ
p+t (α, λ) − (n+ |β|)p+t (α, β).
We will solve (3.5), considering three cases.
In the first one, we assume that |β| < |α| and proceed by induction on |β|. If
|β| = 0 then (3.5) becomes ∂∂tp+t (α, β) = −np+t (α, β), and together with the initial
condition p+0 (α, β) = 0, implies
(3.6) p+t (α, β) = 0 ∀t.
Now we assume (3.6) for |β| = 0, 1, . . . , k with N ∋ k < |α|, and take β ∈ Λ such
that |β| = k+ 1 < |α|. By the induction hypothesis, for |λ| = |β| − 1 = k, p+t (α, λ)
vanishes for all t, so (3.5) becomes ∂∂tp
+
t (α, β) = −(n+ |β|)p+t (α, β), and we arrive
at (3.6) since the initial condition p+0 (α, β) = 0 holds. This completes the induction,
and the proof of (3.6) for |β| < |α|.
As the second case, we consider |β| = |α|, which, by the first case, leads to
∂
∂t
p+t (α, β) = −(n+ |β|)p+t (α, β),
p+0 (α, β) = δα,β ,
where δα,β stands for the Kronecker delta. This leads to p
+
t (α, β) = exp [−(n+ |β|)t]
if β = α, and to p+t (α, β) = 0 for all t otherwise, what, by (2.8), proves (3.3) for
|β| = |α|.
Finally, we consider |β| ≥ |α| and prove (3.3) by induction on |β|, starting from
|β| = |α|. The basis was proved above. For the inductive step we pick a non-negative
integer k, and assume that p+t (α, β) has the claimed form for |β| = |α|, . . . , |α|+ k.
Take β with |β| = |α| + k + 1. Combining (3.5) and the inductive hypothesis we
obtain
∂
∂t
p+t (α, β) = −(n+|β|)p+t (α, β)+exp [−(|α|+ n)t]
dβ
dα
∑
|λ|=|β|−1
[
β
λ
][
λ
α
]
(1−e−t)|λ|−|α|.
Benson and Ratcliff [6, Corollary 3.4] proved that if α, β ∈ Λ, |α| ≤ |β|, then for all
l ∈ {|α|, . . . , |β|}
(3.7)
∑
|λ|=l
[
β
λ
][
λ
α
]
=
(|β| − |α|)!
(|β| − l)!(l − |α|)!
[
β
α
]
.
Therefore
∂
∂t
p+t (α, β) = −(n+ |β|)p+t (α, β) +
[
β
α
]
(|β| − |α|)dβ
dα
e−(|α|+n)t(1− e−t)|β|−|α|−1.
Solving this equation with the initial condition p+0 (α, β) = 0 confirms that p
+
t (α, β)
has the claimed form for |β| = |α|+ k + 1, completing the induction and the proof
of (3.3).
We omit the proof of (3.4), since it proceeds along the same lines, with the
backward Kolmogorov equation as a point of departure. 
7A number of examples will be presented in the next section to shed some light
on the scope of the multidimensional birth and death processes arising from the
multiplicity free actions. Here we offer only the example that largely motivates the
laid out theory.
Example 3.2. Let V = (Cn, 〈·, ·〉
Cn
), where 〈u, v〉
Cn
=
∑n
i=1 uivi. Consider the
usual action k.z = kz (k ∈ U(n), z ∈ Cn) of K = U(V ) = U(n) on V . It is well
known that under this action, the ring C[V ] decomposes as
C[V ] =
⊕
m∈N
P hm(C
n)
(so here Λ = N and r = 1). As the orthonormal basis for P hm(C
n) (with respect to
〈·, ·〉1 - recall (2.4)), take
(3.8)
{
zα√
α!
: α = (α1, . . . , αn) ∈ Nn,
n∑
i=1
αi = m
}
(we are using the standard multi-index notation: zα = zα11 · . . . · zαnn for z =
(z1, . . . , zn) ∈ Cn, and α! = α1! · . . . · αn!). As it is also well known that
dimP hm(C
n) =
(
m+ n− 1
n− 1
)
,
it follows easily from (2.5) that
(3.9) pm(z) =
(
m+ n− 1
n− 1
)−1 ∑
|α|=m
zα√
α!
(
zα√
α!
)
=
(n− 1)!
(m+ n− 1)!γ
m(z)
(recall the definition of γ from (2.3)). The polynomials (qm)m are obtained from
pm’s as an orthonormal sequence with respect to the Gaussian measure exp(−γ(z))dz.
As pm’s and the Gaussian kernel exp(−γ(z)) are functions of
∑ |zi|2, it is not
difficult to observe (for details, see [3, Proposition 6.2]) that this orthogonaliza-
tion problem is equivalent to the classical one of orthogonalizing the monomials
(xk)k=0,1,... in L
2([0,∞), xn−1e−x). Since the latter yields the generalized Laguerre
polynomials (L
(n−1)
k )k of order n− 1
(3.10) L
(n−1)
k (x) =
(n)k
k!
1F1
(−k
n
;x
)
=
k∑
i=0
(−1)i
(
k + n− 1
k − i
)
xi
i!
, x ∈ R,
we get the generalized Laguerre polynomials L
(n−1)
m (γ(z)), normalized so that
L
(n−1)
m (0) = 1:
(3.11) qm(z) = (n− 1)!
m∑
j=0
(
m
j
)
[−γ(z)]j
(j + n− 1)! .
Looking at (2.7), (3.9) and (3.11), we notice that in this case[
m
j
]
=
(
m
j
)
,
so that the generalized binomial coefficients for the standard action of K = U(n)
on V = Cn are the ordinary binomial coefficients. Naturally, this fact justifies the
terminology.
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Now we immediately see that for the usual action of U(Cn) on Cn, Theorem
3.1 boils down to the well-known facts that the semigroups (p+t )t of a pure birth
process, and (p−t )t of a pure death process, on N, are
(3.12)
p+t (k, l) =
{(
l+n−1
k+n−1
)
(1− e−t)l−k (e−t)k+n , if l ≥ k,
0, otherwise,
p−t (k, l) =
{(
k
l
)
e−lt (1− e−t)k−l , if k ≥ l,
0, otherwise,
if their birth rates (resp. death rates) equal k + n (resp. k). In particular, the
pure birth process is a Yule process with immigration (n represents the rate of
immigration, the individual birth rate is 1).
An interesting feature of all pure birth and pure death processes emerging from
the multiplicity free actions is exhibited in the following proposition.
Proposition 3.3. If (Xt)t stands for the pure birth (resp. pure death) process
defined by (3.1) (resp. (3.2)), then (|Xt|)t is the pure birth (resp. pure death)
process with the transition semigroup (p+t )t (resp. (p
−
t )t) from (3.12).
Proof. We will prove that (|Xt|)t is a Markov process and that its transition prob-
abilities coincide with the relevant part of (3.12).
By Theorem 3.1, for 0 ≤ s < t, k ∈ N and any α ∈ Λ,
P
(|Xt| = k∣∣Xs = α) = ∑
|β|=k
[
β
α
]
dβ
dα
(
1− e−t)|β|−|α| (e−t)|α|+n =
(
1− e−t)k−|α| (e−t)|α|+n ∑
|β|=k
[
β
α
]
dβ
dα
=
(
k + n− 1
k − |α|
)(
1− e−t)k−|α| (e−t)|α|+n
(the last equality follows from Corollary 6.2). Hence the above conditional proba-
bility depends on α = (α1, . . . , αr) ∈ Λ only through |α| = α1 + . . .+ αr, so
(3.13) P
(|Xt| = k∣∣Xs) = P (|Xt| = k∣∣|Xs|) .
Therefore the transitions of (|Xt|)t are the same as the transitions of the Yule
process with immigration from Example 3.2. Since (|Xt|)t is a Markov process with
respect to the natural filtration of (Xt)t, from (3.13) it also follows that (|Xt|)t is
Markov with respect to its own natural filtration as well. This proves the part of
the proposition about birth processes.
In order to prove the remaining part about death processes, one can argue in
the same manner, using Lemma 6.4 instead of Corollary 6.2 along the way. 
4. Examples
In this section we provide explicit computations of the generalized binomial
coefficients and the corresponding transition rates for some multiplicity free K-
actions for proper subgroups K of U(V ) (the case of U(V ) acting on V was treated
in Example 3.2, in the previous section).
In Example 3.2, the irreducible subspaces inC[V ] were the full subspaces P hm(C
n).
The first example we present here is in a sense antipodal, as its irreducible subspaces
are one-dimensional.
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Cn
) and K be the n-torus
K = T (n) = U(1)n =
{
diag(eiθ1 , . . . , eiθn) : (θ1, . . . θn) ∈ Rn
}
.
Under the usual action k.z = kz (k ∈ K, z ∈ V ) of K, the ring C[V ] decomposes
into T (n)-invariant one-dimensional subspaces Czµ with µ = (µ1, . . . , µn) ∈ Nn
C[V ] =
⊕
µ∈Nn
Czµ
so Λ = Nn. Clearly, (2.5) and (3.8) imply that the invariant polynomials are pµ(z) =∏
i |zi|2µi/µi!. This time pµ’s are products of functions of |zi|2 (the Gaussian kernel
as well), so it is not difficult to notice that the task of orthogonalizing the sequence
(pµ)µ reduces to the orthogonalization of the monomials (x
k)k in L
2([0,∞), e−x),
and that, consequently, one arrives at qµ(z) =
∏
i L
(0)
µi
(|zi|2). Since
qµ(z) =
n∏
j=1
µj∑
k=0
(
µj
k
)
(−|zj |)2k
k!
=
∑
κ=(κ1,...,κn)∈N
n
κi≤µi
(
µ1
κ1
)
. . .
(
µn
κn
) n∏
j=1
(−|zj |)2κj
κj !
=
∑
κ=(κ1,...,κn)∈N
n
κi≤µi
(
µ1
κ1
)
. . .
(
µn
κn
)
(−1)|κ|pκ(z),
formula (2.7) implies that the generalized binomial coefficients for the usual action
of T (n) on V = Cn are
(4.1)
[
µ
κ
]
=
n∏
j=1
(
µj
κj
)
when κj ≤ µj for j = 1, . . . , n, and
[
µ
κ
]
= 0 otherwise. This implies, in particular,
that if |µ| = |κ|+ 1 and the generalized binomial coefficient (4.1) does not vanish,
then there is exactly one i ∈ {1, . . . , n} with µi = κi + 1 and for remaining j 6= i,
µj = κj . Hence, from (3.1) and Theorem 3.1, it follows that if birth rates of a pure
birth process on Nn are
(4.2) q+(α, β) =

αi + 1, βi = αi + 1 and αj = βj ∀j 6= i
−n−∑ni=1 αi, αi = βi for all i = 1, . . . , n,
0, otherwise,
then the semigroup of the process is
p+t (α, β) =
 n∏
j=1
(
βj
αj
) [1− exp (−t)]∑ni=1(βi−αi) exp[−t(n+ n∑
i=1
αi
)]
=
n∏
j=1
(
βj
αj
)
[1− exp(−t)]βj−αj [exp(−t)]1+αj ,(4.3)
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if αi ≤ βi ∀i = 1, . . . , n, and p+t (α, β) = 0 in all other cases. Analogously, (3.2) and
Theorem 3.1 provide the semigroup
p−t (α, β) =
 n∏
j=1
(
αj
βj
) exp(−t n∑
i=1
βi
)
[1− exp (−t)]
∑n
i=1
(αi−βi)
=
n∏
j=1
(
αj
βj
)
[exp(−t)]βj [1− exp(−t)]αj−βj ,(4.4)
when αi ≥ βi ∀i = 1, . . . , n (and p−t (α, β) = 0 in all other cases), of a pure death
process on Nn with death rates of the form
(4.5) q−(α, β) =

αi, αi = βi + 1 and αj = βj ∀j 6= i
−∑αi, αi = βi for all i = 1, . . . , n,
0, otherwise.
Obviously, (4.3) is the semigroup of n independent copies of Yule process with
both the individual birth and immigration rates equal 1, and (4.4) is the semigroup
of n independent copies of a pure death process with the death rate 1 (see also the
last paragraph of the next example for an additional interpretation).
A modification of Example 4.1 is given by
Example 4.2. Let Sn denote the symmetric group. Consider K = Sn ⋉ T (n)
acting on V = Cn by(
σ, (eiθ1 , . . . , eiθn)
)
.(z1, . . . , zn) =
(
eiθ1zσ(1), . . . , e
iθnzσ(n)
)
,
for σ ∈ Sn, (θ1, . . . , θn) ∈ Rn. In [9, Section 5.3] it was proved that the irreducible
subspaces for this action are
Pλ = span
{
zσ.λ : σ ∈ Sn
}
,
where λ ∈ Nn and σ.λ = (λσ(1), . . . , λσ(n)). Hence
C[V ] =
⊕
λ
Pλ,
where the sum is taken over λ in distinct Sn-orbits. Clearly,
(4.6) dλ = dimPλ =
n!∏
i λ[i]!
,
where λ[i] is the number of λj in λ = (λ1, . . . , λn) equal i (so the frequency repre-
sentation of λ [1, page 1] is λ = (0λ[0]1λ[1]2λ[2]3λ[3] . . .)).
The family of K-invariant polynomials consists of
pλ =
1
dλ
∑
µ∈Sn.λ
|z2|µ
µ!
=
1
n!
∑
σ∈Sn
|z2|σ(λ)
λ!
(obviously, by |z2|µ we denote zµzµ). Since∫
V
∑
µ∈Sn.λ
|z2|µ exp
(
−
n∑
i=1
|zi|2
)
dz =
∑
µ∈Sn.λ
n∏
i=1
(∫
C
|zi|2µi exp(−|zi|2)dzi
)
,
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the task of orthogonalizing the sequence (pλ)λ is similar to the one in Example 4.1,
and it yields
(4.7) qλ =
∏
i λ[i]!
n!
∑
µ∈Sn.λ
n∏
i=1
L(0)µi
(|zi|2) .
The factor in front of the sum in (4.7) appears due to the required normalization
qλ(0) = 1, and in fact equals the inverse of dimPλ.
It is not difficult to see that
qλ =
1
n!
∑
σ∈Sn
n∏
i=1
L
(0)
σ(λ)i
(|zi|2) = 1
n!
∑
σ∈Sn
∑
µ:
0≤µi≤σ(λ)i,
i=1,...,n
(−1)µ
µ!
[
n∏
i=1
(
σ(λ)i
µi
)]
|z2|µ =
=
1
n!
∑
|µ|≤|λ|
(−1)µ
µ!
|z2|µ
∑
σ∈Sn:
0≤µi≤σ(λ)i,
i=1,...,n
n∏
i=1
(
σ(λ)i
µi
)
.
In order to compute the generalized binomial coefficients associated with the action
of Sn ⋉ T (n) on C
n, we will write qλ as a linear combination of pµ). Due to the
decomposition of C[V ] in this case, both sums
∑
|µ|≤|λ| below are additionally taken
over µ in distinct Sn-orbits:
qλ =
1
n!
∑
|µ|≤|λ|
(−1)µ
µ!
∑
σ∈Sn:
0≤µi≤σ(λ)i,
i=1,...,n
n∏
i=1
(
σ(λ)i
µi
)
1∏
j µ[j]!
∑
σ∈Sn
|zσ(µ)|2 =
∑
|µ|≤|λ|
(−1)µ 1∏
j µ[j]!
∑
σ∈Sn:
0≤µi≤σ(λ)i,
i=1,...,n
n∏
i=1
(
σ(λ)i
µi
)
pµ.
Therefore the generalized binomial coefficients for the action of K = Sn ⋉ T (n) on
Cn are
(4.8)
[
λ
µ
]
=
1∏
j µ[j]!
∑
σ∈Sn:
0≤µi≤σ(λ)i,
i=1,...,n
n∏
i=1
(
σ(λ)i
µi
)
=
1∏
j µ[j]!
∑
σ∈Sn:
0≤σ(µ)i≤λi,
i=1,...,n
n∏
i=1
(
λi
σ(µ)i
)
,
as
n∏
i=1
(
σ(λ)i
µi
)
=
n∏
i=1
(
λi
σ−1(µ)i
)
.
A slightly incorrect version of (4.8) was first obtained in [9].
Guided by Section 3, we are now in a position to use (4.8) along with (3.1) and
(3.2) to define some pure birth and death processes; we may and will in fact view
them as processes on partitions of the length not exceeding n as in every Sn-orbit
there is exactly one such partition. Recall that a partition is a weakly decreasing
sequence of non-negative integers λ = (λ1, . . . , λs), called parts; the length of λ is
the number of non-zero parts, while λ1 + . . . + λs is called the weight of λ, which
in our setting equals the degree of homogeneity |λ| of the polynomials from Pλ.
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As in the previous example, if |λ| = |µ|+1 and the generalized binomial coefficient
(4.8) does not vanish, then there is exactly one i ∈ {1, . . . , n} with λi = µi + 1
and for remaining j 6= i, λj = µj . It is worth recalling now that a partition
λ = (λ1, . . . , λs) can be visualized by Young (or Ferrer) diagram, which is an
array of
∑
i λi boxes having s left-justified rows with row i containing λi boxes
for i = 1, . . . , s. The partitions can be identified with their Young diagrams. The
above-mentioned remark can be restated in the language of Young diagrams in the
following way: if (4.8) is non-zero and |λ| = |µ| + 1 then λ is obtained from µ by
appending a single box. It is not difficult to observe more generally that if λ 6⊃ µ
(in the sense of Young diagrams) then the generalized binomial coefficient (4.8)
vanishes.
Let us compute the transition rates (3.1) and (3.2) originating from the action
of K = Sn ⋉ T (n). Assume first that β arises from α by replacing i by i + 1, that
is:
(4.9) β[i] = α[i]− 1, β[i+ 1] = α[i + 1] + 1, β[j] = α[j] for j 6= i, i+ 1.
In such case[
β
α
]
=
1∏
j(α[j])!
(i+ 1)(α[i + 1] + 1)!(α[i])!
∏
j<i
(α[j])!
∏
j>i+1
(α[j])!.
Combined with (4.6), it gives the following birth rates:
(4.10) q+(α, β) =

(i + 1)α[i], if (4.9) holds,
−n− |α|, α = β,
0, otherwise.
Theorem 3.1 asserts that the semigroup (p+t )t of transition probabilities of the birth
process with the intensities (4.10) is
p+t (α, β) =
{
1∏
i β[i]!
∑
σ∈Sn
∏n
i=1
[(
βi
σ(α)i
)
(1− e−t)βi−σ(α)i(e−t)σ(α)i+1
]
, |β| ≥ |α|
0, otherwise.
Now, suppose that β arises from α by replacing i with i− 1, that is
(4.11) β[i − 1] = α[i − 1] + 1, β[i] = α[i]− 1, β[j] = α[j] for j 6= i− 1, i.
Then[
α
β
]
=
1∏
j<i−1(α[j])!(α[i − 1] + 1)!(α[i]− 1)!
∏
j>i(α[j])!
× i(α[i])!(α[i − 1 + 1])!
∏
j<i−1
(α[j])!
∏
j>i
(α[j])! = i · α[i].
Therefore, by Theorem 3.1, if transition rates of a pure death process are
(4.12) q−(α, β) =

i · α[i], if (4.11) holds,
−|α|, α = β,
0, otherwise,
then its semigroup
p−t (α, β) =
{
1∏
i
β[i]!
∑
σ∈Sn
∏n
i=1
[(
βi
σ(α)i
)
(1− e−t)αi−σ(β)i(e−t)σ(β)i
]
, |α| ≥ |β|,
0, otherwise.
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When viewed as some random evolutions of Young diagrams, the birth and death
processes obtained in this example gain a clear interpretation. A birth means adding
a box to an existing diagram of a partition α; (4.10) implies that the probability of
adding a box to a row with i boxes equals ((i+1)α[i])/(n+ |α|), so it is proportional
to the number of boxes in this row (plus 1), as well as to the number of rows in
the diagram of α having the same number i of boxes. Since the state space is a set
of Young diagrams, if a box is added to one of multiple rows of the same length,
it is in fact added to the first of these rows. One needs to keep in mind that if
the dynamics of the process have resulted in creating n rows (with strictly positive
numbers of boxes), it is impossible to create any more rows and new boxes will keep
being added to the existing rows.
Analogously, from (4.12) it follows that the probability of a death (deleting a
box from a row with i boxes) equals (iα[i])/|α|, so again, it depends not only on
the number of boxes but also on the number of rows of the same length. If a box
is deleted from one of multiple rows of the same length, it is in fact deleted from
the last of these rows.
It is now worth contrasting these processes with the ones considered in Example
4.1. The latter live on Nn (not partitions), but we can still associate an array of
boxes with every κ = (κ1, . . . , κn) ∈ Nn so that i-th row in the array contains
κi boxes, i = 1, . . . , n. Under this identification, (4.2) and (4.5) imply that the
probability of adding (or deleting) a box is only proportional to the number of
boxes in a row. If there are multiple rows with the same number of boxes, each can
be changed with the same probability, regardless of the position in the array.
To get yet another insight on the dynamics governed by (4.10), one can view
the Young diagram of a partition α (with the length not greater than n) as the
diagram with exactly n rows (some of the last rows will perhaps have no boxes),
and then add one box to each of the n rows, thus creating a “virtual diagram” with
n+ |α| boxes. Next, (4.10) implies that one picks a box uniformly at random from
the virtual diagram, and adds one box to the original diagram of α, placing it in
the first row with the same number of boxes as the row from which the randomly
picked box came.
A similar viewpoint can be offered for the dynamics of the death process given
by (4.12). In this case there is no need for the “virtual diagram” and one directly
picks a box uniformly at random from the Young diagram of α. Now, (4.12) means
that one box is removed from the last row containing the same number of boxes as
the row with the randomly chosen box.
In the next example we examine four multiplicity free actions in parallel.
Example 4.3. Below, Mm,m(C) denotes the set of all m ×m complex matrices,
and SO(R,m) stands for the group of the real orthogonal m × m matrices with
determinant one. We consider:
(i) K = U(m) acting on the space V = Sym(m,C) = {z ∈Mm,m(C) : z = zt}
of m×m (with m(m+ 1)/2 = n) complex symmetric matrices via
k.z = kzkt,
(ii) K = U(m)× U(m) acting on V =Mm,m(C) (with m2 = n) via
(k1, k2).z = k1zk
−1
2 ,
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(iii) K = U(2m) acting on the space V = Skew(m,C) = {z ∈M2m,2m(C) : z =
−zt} of complex skew-symmetric m ×m matrices (with m(2m − 1) = n)
by the formula from (i),
(iv) K = SO(R, n)× T (1) acting on V = Cn via
(k1, k2).z = k2k1z, k1 ∈ SO(R, n), k2 ∈ C, |k2| = 1, z ∈ Cn
Those actions have a common origin - they all arise in connection with Hermitian
symmetric spaces and Jordan algebras. We will now very briefly sketch the link
with Jordan algebras (all necessary definitions can be found in the monograph [18]
by Faraut and Kora´nyi, or, in an abbreviated version, in [32]).
If W is a simple complex Jordan algebra, then J defined as the identity com-
ponent of Str(W ) ∩ U(W ), where U(W ) stands for the unitary group of W , and
Str(W ) for the structure group of W , acts multiplicity free on W . Up to isomor-
phism, there are five families of simple complex Jordan algebras. Four of them
coincide with the four spaces V listed above, and the groups K giving the actions
(i)–(iv) coincide with the groups J acting multiplicity free on W (see the first three
columns of Table 1).
Action W J r d θ
(i) Sym(m,C) U(m) m 1 1/2
(ii) M(m,C) U(m)× U(m) m 2 1
(iii) Skew(2m,C) U(2m) m 4 2
(iv) Cn SO(n)× T 2 n− 2 (n− 2)/2
Table 1.
The set Λ that parametrizes the decomposition (2.2) of C[W ] turns out to be the
set of all partitions of length not greater than the rank of the Jordan algebra W .
This means that the ranks of the multiplicity free actions (i)–(iv) are equal to the
ranks of the corresponding Jordan algebras (given in the fourth column of Table
1). Furthermore, the dimensions of the K-irreducible subspaces Pλ were computed
by Upmeier [37, Lemma 2.6] (see also [18, p. 315]):
(4.13) dλ =
∏
1≤p<q≤r
λp − λq + d2 (q − p)
d
2 (q − p)
B
(
λp − λq, d2 (q − p− 1) + 1
)
B
(
λp − λq, d2 (q − p+ 1)
) =
r∏
p=1
Γ
(
d
2
)
Γ
(
d
2p
)
Γ
(
d
2 (p− 1) + 1
)
×
∏
1≤p<q≤r
(
λp − λq + d
2
(q − p)
)
Γ
(
λp − λq + d2 (q − p+ 1)
)
Γ
(
λp − λq + d2 (q − p− 1) + 1
) .
The parameter d appearing in (4.13) denotes the Peirce constant of the Jordan
algebra (to be found in the fifth column of Table 1).
An important role in the theory of Jordan algebras is played by the spherical
polynomials Φλ, which are certain homogeneous polynomials of degree |λ|. The
spherical polynomials corresponding to (ii) are, up to a normalizing constant, Schur
functions (see e.g. [29]); the (zonal) spherical polynomials associated with (i) play
an important role in multivariate statistical theory (see [33]). In the case of (iv), the
spherical polynomials can be expressed in terms of the ultraspherical polynomials.
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For any simple Euclidean Jordan algebra, Φλ(x) regarded as (symmetric) functions
of the eigenvalues of x, are some special cases of Jack polynomials Jλ(·; θ). Recall
that Jack polynomials Jλ(z1, . . . , zN ; θ), indexed by partitions (Young diagrams) λ
of the length N and a positive parameter θ, can be defined as the unique symmetric
polynomial eigenfunctions of a certain differential operator with, the leading term
being the monomial symmetric function zλ. For the relevant properties of these
polynomials we refer to Macdonald’s book [29], with a remark that Macdonald
uses a parameter α given by our θ−1. The special values of θ for which Jack
polynomials are the spherical polynomials in a Jordan algebra are linked with the
algebra’s Peirce constant d by θ = d/2 (see the last column of Table 1).
In the theory of Jordan algebras certain generalized binomial coefficients were
introduced as the coefficients of the expansion of spherical polynomial Φλ (evaluated
at a point shifted by the identity element) into spherical polynomials of degrees not
higher than |λ| (see p. 343 in [18]). (It is worth noting that the generalized binomial
coefficients for Sym(m,C) were studied independently by Bingham [13].)
Lassalle [25, p. 254] defined another version of generalized binomial coefficients
in completely analogous fashion, using Jack polynomials Jλ(·; θ) instead of Φλ (see
also [22] and [34]). Due to compatibility of the definitions, Lassalle’s coefficients
agree with the ones from corresponding Jordan algebras if θ takes values listed in
the last column of Table 1. Since Yan proved in [38] that the generalized binomial
coefficients from Jordan algebras agree with the ones originating from appropriate
actions (i)–(iv), we conclude that Lassalle’s coefficients coincide with their counter-
parts for actions (i)-(iv).
Moreover, Lassalle ([26, p. 320], see also [25, The´ore`me 5]) found the following
explicit formula, which, in view of the above remarks, holds true for the generalized
binomial coefficients associated with the multiplicity actions considered in this ex-
ample, provided θ takes relevant value: if λ and µ are partitions of the length not
greater than r, and there exists i ∈ {1, . . . , r} such that µi = λi − 1 and µj = λj
for j 6= i, then
(4.14)
[
λ
µ
]
= [λi + θ(r − i)]
r∏
j=1
j 6=i
λi − λj + θ(j − i− 1)
λi − λj + θ(j − i) .
Okounkov and Olshanski [34] showed, using a result of Knop and Sahi [23], that
the generalized binomial coefficients
[
λ
µ
]
associated with Jack polynomials (for all
values of the parameter θ) vanish unless µ ⊂ λ. This fact, together with formulas
(4.14) and (4.13), allow us to explicitly compute the transition rates (3.1) and (3.2)
for the pure birth and pure death processes associated with the actions (i)-(iv).
At least two cases deserve special mention. The first one deals with action (ii),
and it is the value of θ = 1 what accounts for the simpler formulas in this case
compared to the remaining actions. One quickly gets the birth rates
q+(α, β) =

(αi +m− i+ 1)
∏
j 6=i
αi−αj+j−i+1
αi−αj+j−i
, βi = αi + 1 and βj = αj ∀j 6= i,
−m2 −∑j αj , β = α,
0, otherwise,
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and the death rates
q−(α, β) =

(αi +m− i)
∏
j 6=i
αi−αj+j−i−1
αi−αj+j−i
, βi = αi − 1 and βj = αj ∀j 6= i,
−∑j αj , β = α,
0, otherwise.
Observe that similar, although not identical formulas appear in [14] (see also [35])
where they provide the jump rates for some birth and death processes on the dual
object of the unitary group.
The second case worth displaying is the one for action (iv). Here the low rank
r = 2 of the action is the simplifying factor. It is straightforward to verify the
formulas for the generalized binomial coefficients[
(α1, α2)
(α1 − 1, α2)
]
=
(α1 − α2)(α1 + θ)
α1 − α2 + θ ,
[
(α1, α2)
(α1, α2 − 1)
]
=
α2(α1 − α2 + 2θ)
α1 − α2 + θ ,
the birth rates
q+(α, β) =

(α1+1+θ)(α1−α2+2θ)
α1−α2+θ
, β = (α1 + 1, α2),
(α2+1)(α1−α2)
α1−α2+θ
, β = (α1, α2 + 1),
−n− α1 − α2, β = α,
0, otherwise
and the death rates
q−(α, β) =

(α1+θ)(α1−α2)
α1−α2+θ
, β = (α1 − 1, α2),
α2(α1−α2+2θ)
α1−α2+θ
, β = (α1, α2 − 1),
−α1 − α2, β = α,
0, otherwise.
(Recall that here θ = (n − 2)/2.) See Remark 5.4 in Section 5 for a link of these
intensities with Biane’s work [11].
Remark 4.4. As it was mentioned in Example 4.3, the simple complex Jordan alge-
bras were classified into five cases. Four (classical) cases are presented in Table 1.
The fifth one is said to be exceptional and is in fact the exceptional 27-dimensional
Albert algebra which can roughly be considered as a space Herm(3,O) of 3 × 3
Hermitian matrices on octonions. Although it follows from the general theory laid
out in [18] that there exists a multiplicity free action associated with the Albert
algebra (involving one of the five exceptional Lie algebras from the Cartan–Killing
classification of the complex simple Lie algebras), we excluded this case from our
considerations due to its undoubtedly exceptional character.
Remark 4.5. The decomposition for C[V ] originating from action (iv) is given by
the classical theory of spherical harmonics (see [36]). The generalized binomial
coefficients in this case were obtained (without appealing to Jack polynomials) by
Ding [17].
5. Heisenberg group and quantum Ornstein-Uhlenbeck process
Now we will explain a connection between the birth and death processes defined
in Section 3, and the quantum Ornstein-Uhlenbeck processes introduced by Biane
([10] and [11]).
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5.1. Gelfand pairs associated with the Heisenberg group. We identify the
Heisenberg group H with V × R with multiplication given by
(z, w)(z′, w′) = (z + z′, w + w′ + Im 〈z′, z〉)
for z, z′ ∈ V and w,w′ ∈ R. The Heisenberg group is a non-abelian locally compact
group, with the well-known representations. The irreducible, infinite dimensional
unitary representations of H can be realized on the Segal–Bargmann space Fa(V )
(a ∈ R \ {0}) of holomorphic functions ψ on V such that
〈ψ, ψ〉|a| <∞
(recall (2.4)). The Bargmann-Fock representation pi1 of H on F1 is given by
(5.1) (pi1(z, w)ψ) (ζ) = exp
(
iw − ‖z‖
2
2
− 〈ζ, z〉
)
ψ(ζ + z).
Using the scaling automorphisms (dilatations) δa of the Heisenberg group
(5.2) δa(z, w) =
{
(az, a2w), a > 0,
(az¯,−a2w), a < 0,
one can neatly define representations pia = pi1 ◦ δa on Fa for any a ∈ R \ {0}. The
Stone–von Neumann theorem implies that the Bargmann-Fock representations pia
with a 6= 0, along with some one dimensional representations, essentially (up to a
unitary equivalence) exhaust the unitary dual of H .
The natural action of U(V ) on V gives rise to a compact subgroup of the group
Aut(H) of automorphisms of H , again denoted U(V ), via
(5.3) k.(z, w) = (k.z, w), k ∈ U(V ), (z, w) ∈ H,
therefore it makes sense to consider K-invariant functions on H for any given com-
pact subgroup of U(V ). The K-invariant L1-functions on H make a convolution
subalgebra L1(H)K of L1(H), and one says that (K,H) is a Gelfand pair if L1(H)K
is commutative. The following theorem, which is a special case of a result proved
by Carcano in [15], provides the fundamental link between the Gelfand pairs built
on Heisenberg groups and multiplicity free actions.
Theorem 5.1. The pair (K,H) is a Gelfand pair if and only if the action of K
on V is multiplicity free.
The significance of the Gelfand pairs in the context of this paper comes from
the commutativity of the C∗-completion C∗(H)K of the ∗-algebra L1(H)K . By the
Gelfand-Naimark theorem, commutativity of C∗(H)K implies isomorphism
C∗(H)K ∼= C0
(
σ
(
C∗(H)K
))
,
where σ
(
C∗(H)K
)
is the spectrum (the Gelfand space) of C∗(H)K . The Gelfand
space σ
(
C∗(H)K
)
can be identified (via integration) with the set Σ(H)K of all
bounded K-spherical functions on H , which can be defined in several ways, e.g.
as the smooth K-invariant functions on H , taking value 1 at (0, 0), being joint
eigenfunctions for the differential operators on H that are invariant under K-action
and under the left action of H .
In [3], the bounded K-spherical functions were determined for all compact Lie
subgroups of U(V ) for which (K,H) is a Gelfand pair. Interestingly, there is a tight
connection between the polynomials {qλ} for a multiplicity free action ofK ⊂ U(V )
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defined in subsection 2.1, and the elements of Σ(H)K , where H = V × R is the
Heisenberg group built on V . Namely, Benson, Jenkins and Ratcliff show in [3]
that the functions ϕs,λ (the spherical functions of the first kind in the terminology
of [3]), defined for s ∈ R∗ and λ ∈ Λ by
(5.4) ϕs,λ(z, w) = exp
[
isw − |s|‖z‖
2
2
]
qλ
(√
|s|z
)
, (z, w) ∈ H,
are bounded K-spherical functions on H (in fact, (5.4) is a rescaled version of the
analogous formula from [3] as in [3] a slightly different definition of the group law
in H was considered; see Remark 2.3). There exist some elements of Σ(H)K (the
spherical functions of the second kind in terminology of [3]) different from the ones
defined by (5.4) but they will not play a role in this paper.
5.2. Non-commutative Brownian motion. It is well known that if G is a locally
compact group and pi is a unitary representation of G on a Hilbert space Hpi then
for any v ∈ Hpi, the function φ : G → C defined as φ(g) = 〈pi(g)v, v〉Hpi is of
positive type (in fact, any nonzero function of positive type on G arises from a
unitary representation in this way). In the context of the Heisenberg group, one
can show using the Bargmann-Fock representation (5.1) that for any positive t,
(z, w) 7→ exp [−tψ(z, w)]
is of positive type provided that the mapping ψ from H to C is given by
(5.5) ψ(z, w) = −iw + ‖z‖
2
2
.
Biane [10] used this fact and considered functions Qt : L
1(H) → L1(H), given
for t ≥ 0 by the formula
(5.6) (Qtf)(z, w) = exp [−tψ(z, w)] f(z, w)
(the product above is the pointwise multiplication of functions on H). Biane (see
[10, 1.2.1 Proposition]) proved that (5.6) defines the semigroup (Qt)t of completely
positive contractions on L1(H) that extends in a unique way to the semigroup of
completely positive contractions on the group C∗-algebra C∗(H) of the Heisenberg
group. For the extension we will use the same notation (Qt)t as for the original
semigroup on L1(H). As it is explained in [12, Chapter 5], (Qt)t is the semigroup
of a non-commutative Brownian motion on the unitary dual of H .
5.3. Quantum Ornstein-Uhlenbeck processes. Recall that if (Bt)t is classical
Brownian motion starting from zero, then
(exp(t/2)Bexp(−t))t and (exp(−t/2)Bexp(t))t
are Ornstein-Uhlenbeck processes. For the semigroup (Qt)t, one can analogously
put
R˜+t = δexp(t/2) ◦Q1−exp(−t), R˜−t = δexp(−t/2) ◦Qexp(t)−1
(here δa stands for an operator on L
1(H) induced by the dilation δa : H → H via
L1(H) ∋ f 7→ f ◦δa ∈ L1(H)). It is not difficult to check that (R˜±t )t are semigroups
of completely positive contractions of C∗(H) (see [10, p. 92]).
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Every unitary representation pit : H → U (F1) of the Heisenberg group deter-
mines the C∗-algebras mapping pit : C
∗(H)→ B(F1) (with B denoting the algebra
of bounded operators). In fact (see [28]),
pit : C
∗(H)→ K(F1),
where K stands for the algebra of compact operators. The following Proposition
5.2, along with the above remarks, motivated Biane to name the semigroups (R±t )t
appearing in the proposition, the quantum Ornstein-Uhlenbeck semigroups.
Proposition 5.2 ([10], Prop. 3.1.2, [11], Lemma 2.6). There exist semigroups
(R±t )t of completely positive contractions on K (F1) such that
pi1 ◦ R˜+t = R+t ◦ pi1,
pi−1 ◦ R˜−t = R−t ◦ pi−1.
It is known (see e.g. [11, p. 62]) that the image pi±1
(
C∗(H)K
) ⊂ K(F1)
is the commutative C∗-algebra generated by the orthogonal projections onto the
subspaces Pλ, λ ∈ Λ, appearing in (2.2), and that the spectrum of the algebra
pi±1
(
C∗(H)K
)
is homeomorphic to Λ (with discrete topology). Since from Propo-
sition 5.2 it follows that pi±1
(
C∗(H)K
)
is R±t -invariant sub-C
∗-algebra of K(F1), we
deduce that restricting (R±t )t to pi±1
(
C∗(H)K
)
one gets a classical Markov process
on the countable state space Λ.
5.4. The connection. Let (p±t )t be the semigroups of transition probabilities on
Λ originating from the restriction of (R±t )t, respectively. We purposely use here
the same notation (p±t )t as in Section 3 for the semigroups of the birth and death
processes defined with the aid of the generalized binomial coefficients. The reason
for doing so is revealed by the following theorem.
Theorem 5.3. The restrictions of the semigroups (R±t )t to pi±1
(
C∗(H)K
)
yield
the semigroups of transition probabilities on Λ given by (3.3) and (3.4).
Proof. Following Biane [11], we will find the formula for (p+t )t by decomposing a
positive definite function ϕ1,α exp [− (et − 1)ψ] into a convex combination
(5.7) ϕ1,α exp
[− (et − 1)ψ] = ∑
β∈Λ
p+t (α, β)ϕexp(t),β.
The left hand side of (5.7) is equal to
exp
[
etiw − 1
2
et‖z‖2
]
qα(z).
Hence, from Lemma 6.6 taken with c = exp(−t) and z rescaled as z
√
exp(t), it
equals
exp
[
etiw − 1
2
et‖z‖2]
] ∑
|β|≤|α|
[
α
β
] (
e−t
)|β| (
1− e−t)|α|−|β| qβ (z√et)
=
∑
|β|≤|α|
[
α
β
] (
e−t
)|β| (
1− e−t)|α|−|β| ϕexp(t),β.
Comparing this with the right hand side of (5.7) we get the desired conclusion.
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Similarly, for the semigroup (p−t )t, the decomposition analogous to (5.7) reads
(5.8) ϕ−1,α exp
[− (1− e−t)ψ] = ∑
β∈Λ
p−t (α, β)ϕ− exp(−t),β.
Since the left hand side of (5.8) is
exp
[
− (1− e−t) ‖z‖2] qα(z) exp[−e−tiw − 1
2
e−t‖z‖2
]
,
we can use Lemma 6.5 with c = 1− exp(−t) to expand it into∑
β∈Λ
[
β
α
]
dβ
dα
(
1− e−t)|β|−|α| (e−t)|α|+n qβ (z√e−t) exp [− (1− e−t) ‖z‖2] =
∑
β∈Λ
[
β
α
]
dβ
dα
(
1− e−t)|β|−|α| (e−t)|α|+n ϕ− exp(−t),β,
and the formula for (p−t )t follows from comparing the latter expression with the
right hand side of (5.8). 
Remark 5.4. In [11], as an example, Biane considered the quantum Ornstein-
Uhlenbeck process associated with the Gelfand pair (K,H), with K = SO(R, n)×
T (1) and H = Cn × R. Biane suggested a way (different from our approach) to
compute the restrictions of the semigroups (R±t )t to pi±1
(
C∗(H)K
)
in this case.
However, the required computations were quite tedious, so in [11] the transition
rates were given only for n = 2 and in the limiting case n → ∞. Thus the rates
obtained for action (iv) in Example 4.3 complement and enhance Biane’s finding.
It is worth noticing that although our derivations of the rates presented in Ex-
ample 4.3 formally require n ≥ 3, the formulas we get agree when n = 2 with the
ones obtained by Biane as well. It is important, however, to keep in mind that, due
to a different indexing Biane uses for the decomposition (2.2), his processes live on
the pairs of non-negative integers (d,m) (see p. 65 of [11]), which correspond to
the partitions (d+m,m) in our setup.
6. Auxiliary results
In this section we collect some technical results which have been used in the
paper.
Lemma 6.1. For every k ∈ N
(6.1)
∑
|α|=k
dαqα(z) = L
(n−1)
k (γ(z)),
where L
(n−1)
k is the k-th (generalized) Laguerre polynomial of order (n − 1) given
by (3.10).
Proof. Benson, Jenkins and Ratcliff in [3, Proposition 4.7] proved the formula
(6.2) pα
(
∂
∂z¯
,− ∂
∂z
)(
e−γ
)
= qαe
−γ ,
in which pα
(
∂
∂z¯ ,− ∂∂z
)
stands for the differential operator on VR obtained by replac-
ing each occurrence of zj in pα by
∂
∂z¯j
, and each occurrence of z¯j by − ∂∂zj . The
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formula, along with Lemma 3.2 from [6] asserting that
(6.3)
∑
|α|=m
dαpα =
γm
m!
,
implies∑
|α|=k
dαqα = e
γ
∑
|α|=k
dαqαe
−γ = eγ
γk
(
∂
∂z¯ ,− ∂∂z
)
(e−γ)
k!
= eγ
(−1)k
k!
∆k
(
e−γ
)
,
where
∆ =
n∑
j=1
∂
∂zj
∂
∂z¯k
.
Since
∆k
(
e−γ
)
= (−1)kk!e−γL(n−1)k (γ),
the lemma follows. 
Corollary 6.2. For all k ∈ N and β ∈ Λ with |β| ≤ k,∑
|α|=k
dα
[
α
β
]
= dβ
(
k + n− 1
k − |β|
)
.
Proof. Comparing homogeneous parts of degree 2l (l = 0, . . . , k) on both sides of
the equality ∑
|α|=k
dα
∑
|β|≤|α|
(−1)β
[
α
β
]
pβ =
k∑
i=0
(−1)i
(
k + n− 1
k − i
)
γi
i!
(which follows from Lemma 6.1 and (2.7)), gives∑
|α|=k,|β|=l
dα
[
α
β
]
pβ =
(
k + n− 1
k − l
)
γl
l!
.
Hence, by (6.3), ∑
|α|=k,|β|=l
dα
[
α
β
]
pβ =
∑
|β|=l
dβ
(
k + n− 1
k − l
)
pβ ,
and the corollary follows immediately by comparing the coefficients of pβ on both
sides. 
Corollary 6.3. For β ∈ Λ ∑
|α|=|β|+1
dα
dβ
[
α
β
]
= n+ |β|,
∑
|α|=|β|−1
[
β
α
]
= |β|.
Proof. The first equality is just a particular case of Corollary 6.2 with k = |β|+ 1.
For the proof of the second equality, we use the following observation from [6,
Proposition 3.7]:
γqβ = −
∑
|α|=|β|+1
dα
dβ
[
α
β
]
qα + (2|β|+ n)qβ −
∑
|α|=|β|−1
[
β
α
]
qα.
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Evaluating both sides at z = 0 and recalling the normalization of the polynomials
(qα)α, we get ∑
|α|=|β|+1
dα
dβ
[
α
β
]
+
∑
|α|=|β|−1
[
β
α
]
= (2|β|+ n).

Lemma 6.4. For m ∈ N and α ∈ Λ with |α| ≥ m,
(6.4)
∑
|β|=m
[
α
β
]
=
(|α|
m
)
.
Proof. We proceed by induction on k = |α| − m. The result holds for k = 0 by
(2.8), and for k = 1 by Corollary 6.3. For the inductive step, let k ≥ 1 and assume
(6.4) for k − 1. By (3.7) ∑
|λ|=|β|+1
[
α
λ
][
λ
β
]
= k
[
α
β
]
.
Hence ∑
|β|=m
[
α
β
]
=
1
k
∑
|β|=m
∑
|λ|=m+1
[
α
λ
][
λ
β
]
.
Exchanging the order of summation and using Corollary 6.3 one gets∑
|β|=m
[
α
β
]
=
m+ 1
k
∑
|λ|=m+1
[
α
λ
]
=
m+ 1
k
( |α|
m+ 1
)
=
(|α|
m
)
(the second-to-last equality follows by using the inductive hypothesis), which com-
pletes the induction. 
Lemma 6.5. For any c ∈ (0, 1) and λ ∈ Λ
(6.5) exp[−cγ(z)]qλ(z) =
∑
β∈Λ
[
β
λ
]
dβ
dλ
c|β|−|λ|(1− c)|λ|+nqβ(z
√
1− c),
with the series converging absolutely and uniformly on compact subsets of V .
Proof. It was proved in [38] (see also [4, Proposition 3.1]) that the set (qλ)λ∈Λ
is a complete orthogonal system in the space L2K(VR, exp(−γ(z))) of K-invariant
functions that are square-integrable with respect to the weight appearing in the
Fock inner product 〈·, ·〉1, and that
(6.6) 〈qλ, qλ〉1 =
1
dλ
.
Let q˜λ(z) = qλ(z
√
1− c) and g(z) = exp[−cγ(z)]qλ(z). Clearly, (q˜λ)λ∈Λ is
an orthogonal system in L2K(VR, exp(−(1 − c)γ(z))), the function g belongs to
L2K(VR, exp(−(1 − c)γ(z))), and 〈q˜λ, q˜λ〉1−c = 〈qλ, qλ〉1 = 1/dλ. Therefore we can
expand g as
exp[−cγ(z)]qλ(z) =
∑
β∈Λ
aβ q˜β(z),
where aβ = 〈g, q˜β〉1−c / 〈q˜β , q˜β〉1−c. By straightforward calculations,
aβ = dβ(1 − cn) 〈qλ, q˜β〉1 .
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Using (2.7) and the homogeneity of the polynomials (pβ)β to evaluate the latter
inner product, we get
〈qλ, q˜β〉1 =
∑
|γ|≤|β|
[
β
γ
]
(−1)|γ|(1− c)|γ| 〈qλ, pγ〉1 .
Formula (1.5) from [6] stating that
(6.7) pα =
∑
|β|≤|α|
(−1)|β|
[
α
β
]
qβ ,
and (6.6) together imply that
〈qλ, pγ〉1 =
{
(−1)|λ|
dλ
[
γ
λ
]
, |λ| ≤ |γ|,
0, |λ| > |γ|.
Hence
〈qλ, q˜β〉1 =
∑
|λ|≤|γ|≤|β|
[
γ
λ
][
β
γ
]
(−1)|γ|(−1)|λ|
dλ
(1−c)|γ| =
|β|∑
l=|λ|
(−1)l+|λ|
dλ
(1−c)l
∑
|γ|=l
[
γ
λ
][
β
γ
]
.
By (3.7),
〈qλ, q˜β〉1 =
1
dλ
[
β
λ
]
c|β|−|λ|(1 − c)|λ|,
and, consequently,
aβ =
[
β
λ
]
dβ
dλ
c|β|−|λ|(1− c)|λ|+n.
Thus (6.5) holds in L2K(VR, exp(−(1−c)γ(z))). Observe that the series in (6.5) also
converges absolutely and uniformly on compact subsets of V . Indeed, since the
spherical function ϕ1−c,λ is bounded by 1 as an appropriately normalized matrix
coefficient, we see that∑
β∈Λ
∣∣∣∣[βλ
]
dβ
dλ
c|β|−|λ|(1− c)|λ|+nqβ(z
√
1− c)
∣∣∣∣ ≤
exp
[
(1− c)γ(z)
2
]
(1− c)|λ|+n
∑
β
[
β
λ
]
dβ
dλ
c|β|−|λ| =
exp
[
(1 − c)γ(z)
2
]
(1− c)|λ|+n
∞∑
l=|λ|
cl−|λ|
∑
|β|=l
[
β
λ
]
dβ
dλ
.
Using Corollary 6.2 and the equality
∞∑
l=0
(|λ|+ n+ l − 1
l
)
cl(1− c)|λ|+n = 1,
we arrive at the bound∑
β∈Λ
∣∣∣∣[βλ
]
dβ
dλ
c|β|−|λ|(1− c)|λ|+nqβ(z
√
1− c)
∣∣∣∣ ≤ exp [ (1− c)γ(z)2
]
,
which completes the proof of Lemma 6.5. 
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Lemma 6.6. For c ≥ 0,
qα(
√
cz) =
∑
|β|≤|α|
[
α
β
]
c|β|(1 − c)|α|−|β|qβ(z).
Proof. Formula (2.7), the homogeneity of the polynomials (pβ)β , and (6.7), imply
the following chain of equalities:
(6.8)
qα(
√
cz) =
∑
|γ|≤|α|
(−1)|γ|
[
α
γ
]
c|γ|pγ(z) =
∑
|γ|≤|α|
(−1)|γ|
[
α
β
]
c|γ|
∑
|β|≤|γ|
(−1)|β|
[
γ
β
]
qβ(z)
=
∑
|β|≤|α|
(−1)|β|qβ(z)
∑
|β|≤|γ|≤|α|
(−1)|γ|c|γ|
[
α
γ
][
γ
β
]
.
Now we use (3.7) to expand the last sum in (6.8) as
|α|∑
l=|β|
(−1)lcl
∑
|γ|=l
[
α
γ
][
γ
β
]
=
[
α
β
] |α|∑
l=|β|
(−c)l
(|α| − |β|
|α| − l
)
=
[
α
β
]
(−c)|β|(1 − c)|α|−|β|,
which proves the lemma. 
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