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Let X= {X,: i, j= 1,2,...} be an infinite dimensional random matrix, rp be a 
p xp nonnegative definite random matrix independent of X, for p = 1, 2,.... Suppose 
(l/p) tr Ti + H, a.s. as p -+ cc for k = 1,2,..., and xH2;‘/2k < co. Then the spectral 
distribution of A,= (l/n) X,,XAT,,, where I’,,= [X,: i= l....,p; j= I,..., n] tends to a 
nonrandom limit distribution as p -+ co, n + q but p/n +y> 0, under the mild 
conditions that X,‘s are i.i.d. and Ex;?, < nj. ;b 1986 Academic Press. Inc. 
1. INTRODUCTION 
The spectra for random matrices of the form (l/n) X,X; T, are important 
in many fields. Many results are available for the special case where 
T, = I,=identity (e.g., see Grenander and Silverstein [4], Wachter [7], 
and Yin and Krishnaiah [9] ). 
In Yin and Krishnaiah [S], the case when 7’, is an arbitrary positive 
definite matrix was investigated for the first time. In that paper, it was 
assumed that the entries X, = [xv: i = l,..., p; j = l,..., n] are i.i.d. and nor- 
mal. A new combinatorial technique was developed in that paper to prove 
the existence of the limiting spectral distribution. 
The above work can be generalized in two directions. First we can 
generalize to the case when X, has isotropic columns. This work was done 
in Yin and Krishnaiah [9] and Bai, Yin, and Krishnaiah [l]. In the 
second direction, we would prove the result by assuming that X, has i.i.d. 
entries with moment requirements as weak as possible. The present work is 
devoted to this goal. In this paper, we have succeeded to prove the 
existence of limiting spectral distribution by assuming only that the second 
moment exists. The keys to reach this goal are 
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(1) truncation technique and 
(2) sophisticated combinatorial techniques. 
The two-stage truncation method works in proving the main result. To 
prove the main result, we have to generalize the notion of Q-graphs 
introduced in Yin and Krishnaiah [S] to a new kind of graphs-M-graphs. 
Some properties of M-graphs are developed here. 
In this paper, we have suceeded to prove the existence of the limiting 
spectral distribution in the sense of “as.” convergence. 
2. PRELIMINARIES 
Let A be a p xp matrix with p real eigenvalues I, <I, < ... <I,. We 
define a distribution function by 
P(x)=! [{i: li<x}l, 
where I{ . . . } 1 denotes the number of elements in the set { +.. }. In the 
sequel FA(x) will be referred to as the spectral distribution of the matrix A. 
In this paper, we are interested in proving the convergence of the spec- 
tral distributions {FAp( . )} of a sequence { AP} of random matrices to a 
nonrandom distribution F( . ). Here A, is of the form 
and is defined on a common probability space (Jz, F, P). The definitions of 
X, and T, and basic hypotheses are given below: 
(A) X = {Xii: i, j= 1, 2,...} is an infinite random matrix of i.i.d. 
entries and EJ(;L1 < co. Also X, = {X,: 1 < i up; 1 <j < n] is a submatrix of 
X; here n = n(p) + co and p/n --t y for some finite number y > 0. 
(B) For each integer pal, T,=[t,:l<i,j<p] is a pxp non- 
negative definite random matrix and T, is independent of X. Here 
tg= tv(p) may depend on p. 
(C) There exists a sequence (H,, H,,...) of positive numbers such 
that 
1 HF;‘~~ = + 00, (2.1) 
and 
PI) l/ptr TE+Hk asp+ co, in pr., for any k> 1, (2.2) 
P2) l/ptrTi+Hk as p + co, as., for any k > 1. (2.3) 
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THEOREM 2.1. Suppose the conditions (A), (B), (C), (D1) ((D,)) are true. 
Then the spectral distributions of A, = (l/n) X, XL T, converge to a nonran- 
dom distribution function in pr. (as.). 
Remark. According to the strong representation theorem [lo] if (D,) 
holds, we can reconstruct a sequence of random matrices { FP} such that 
(1) TP and T, have a common distribution, for each p. 
(2) tr Fz-+HHk, a.s. for each k, as p -+ co. 
(3) {X,, i, j = 1,2 ,... } is independent of TPp, for each p. 
Thus, to prove Theorem 2.1, we need only to prove the a.s. part under 
the conditions (A), (B), (C), and (D?). 
3. SOME RESULTS IN GRAPH THEORY 
At first, we generalize the notion of Q-graph introduced in Yin and 
Krishnaiah [ 81. 
Let V and E be two finite sets, called the vertex set and edge set, 
respectively. The numbers of elements of V and E are denoted by u and k, 
respectively. A multigraph is a single-valued mapping f: E + V x V. The 
multigraph will be denoted by (I’, E, r) or simply by I7 
If e E E, T(e) = (B,, B2), B, E V, B, E V, we say that B, and B, are the 
ends of e. We do not distinguish (B,, B2) and (B2, B,). Note that for two 
vertices B, , B, in V, there may be several edges e in E such that 
Z(e) = (B,, B2). Given BE V, let n, be the number of edges with two dif- 
ferent ends and just one of them is B and let n, be the number of edges 
whose ends both are B. Then the number n1 + 2n, is called the degree of B 
and it is denoted by deg(B). 
DEFINITION. A multigraph (V, E, r) is called an M-graph, if 
(1) for each BE V, deg(B)>2, 
(2) there is a partition W= {Cl,..., C,} of the vertex set V, the 
elements of W are called classes, such that 
(3) for each class, the sum of degrees of vertices in it is even, and 
(4) r is W-connected. 
In condition (4), “W-connectedness” is defined as follows: For each pair 
of classes C, and Cb, there are classes C, = CaO, C,,, C,,,..., C,, = Cb such 
that C, and C,+, (i=O, l,..., d- 1) are directly connected, i.e., there is an 
edge eE E such that one end of e is in C,, and the other in C,+,. 
An M-graph is denoted by (I’, E, f, W), or simply by (r, W), or more 
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simply by r if there is no confusion. The number of classes in W will be 
denoted by w. 
If in (1) the inequality sign is replaced by equality sign, we obtain the 
definition of Q-graph introduced in Yin and Krisnaiah [S]. 
In a M-graph (V, E, r, W), we denote by vi the number of vertices with 
degree i. Evidently, vi = 0 and 
v,+v,+ ... +v,,=u, (3.1) 
v,+2u,+ . . . + 2kv,, = 2k. (3.2) 
Recall that v and k are the cardinal numbers of V and E, respectively. 
A sequence of vertices {Bb,, BbZ,..., Bb,} together with a sequence 
Ue I ,..., %,I of edges is called a chain if T(e,)= (Bb,, Bb,+,) 
(i = 1, 2,..., c - 1) and B, *,..., BbC-, are of degree 2. 
A chain {B,, ,..., Bb,} is called singular, if deg Bb, > 2 and deg BbC > 2. 
A chain B,, , Bb2 ,..., BbC is called a free cycle if B,, = BbC and deg B,, = 2. A 
l-vertex free cycle is called a loop. If the ends of an edge belong to a chain, 
we say that this edge is an edge of the chain. 
LEMMA 3.1. In a M-graph (I’, W), the number of singular chains equals 
(k - vd 
Prooj Each edge belongs to a unique maximal chain, singular or non- 
singular. Let the ith chain have ki edges and vzi vertices with degree 2. If it 
is singular then k, - vzi = 1, if it is nonsingular then ki - vzi = 0. Summing 
up for all i we get k - v2 = C ki - C v2, = the number of singular chains. 
LEMMA 3.2. In a M-graph (r, W), if each vertex has degree 2 and r is a 
collection of free cycles, the number of free cycles f Q k - w + 1. 
Proof For a proof, see Yin and Krishnaiah [S]. 
LEMMA 3.3. In a M-graph (I’, W), if v2 <k, then 
f < i(k + ~2) - w. 
(Recall that A w, and vq are the numbers of free cycles, classes, and 
vertices of degree 2, respectively. 
Proof: We apply induction on f: Suppose f = 0. Let m be the number 
of classes which contain only one vertex with degree 2 and no other 
vertices. Since r is an M-graph, for each BE V, deg B > 2, by definition 
condition (3) and (3.2) we have 
2m+4(w-m)d2k. 
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Note m < v2 ; we get 
we$(k+v,) 
i.e., 
0 =f< i(k + v*) - w. 
Suppose there are f+ 1 free cycles in our graph. Let Z be a free cycle 
with its vertex set V, and edge set E,, and let W, be the set of all those 
classes in W which contain vertices of Z only. 
Now delete Z from our M-graph. Consider the residue graph with its 
vertex set V’ = v\ V,, edge set E’ = E\E,, r’ = T/E’ = the restriction of r 
onE’,r’:E’+V’xV’.Let W’={CnV’:CE~WZ}.Thus, W’isapar- 
tition of v’ into disjoint classes. Since v2 <k, i.e., there is at least one vertex 
in V whose degree is greater than two, when we delete Z, this vertex is not 
deleted, hence V’, E’, and W’ are not empty. The new graph (V’, E’, P) is 
not necessarily W-connected. But W’ can be split into disjoint subsets: 
w, )...) W&, say, such that if Vi is the set of vertices of I/’ which belong to 
some class of q, E: = {e E E’: T(e) c Vi.}, r:= PIE:, then (Vi, E:, l-i, W:) 
are M-graphs, and classes from different W:. are not directly connected 
through edges in E’. Since u2 <k, there is at least one graph (Vi, El, ri, Wj) 
with vii < IE:I, where U& is the number of vertices with degree 2 of the 
graph r:. Without loss of generality, we assume that 
IE:I > vii, for i= 1, 2 ,..., c, c > 1, 
and 
IE;I = I&, for i = c + I,..., d. 
By induction hypothesis, iffy is the number of free cycles of c, 
f&WI+v;i)-WI, i= 1, 2 )...) c, 
and by Lemma 3.2, 
fi< IE:I -I W;l + 1 =f(jE;l +v;J- IW;I + 1, i = c + l,..., d. 
Summing up with respect to i, we get 
IW’I <+(lE’l +v;)--f+(d-c); 
here vi is the number of vertices with degree 2 in v’. We show that 
I W, 1 G 1 E, ) - d. In fact, the d sets W:. represent d graphs presently all dis- 
LIMITING SPECTRAL DISTRIBUTION 55 
connected but whose classes were originally connected. Therefore each Wi 
must have a class which originally contained a vertex from 2, so 
i.e., 
Also. it is evident that 
I4 = IE’I + IEZI, Iw=Iw’I+Iwzl~ 
and 
v,=u;+ (E,(. 
Therefore, 
w~(W’I+lEzl-ddt(lE’I+u;)-f+(d-c)+(E,l-d 
=;(lEl +u,)-f-c 
d $(k + UJ -f- 1, 
which completes the proof of Lemma 3.3 by induction. 
The following lemmas are useful in the proof of Theorem 2.1. Some of 
them are wellknown and are quoted below without proof except 
Lemma 3.4. 
LEMMA 3.4. If in the sum 
s=Cf,(al)...fc(a,.)gl(b,,b,)...g,(b,,-l,b,,) 
each index occurs at least two times, bIi_, f bzir i= 1, 2,..., d, and the 
indices run over ( 1, 2 ,..., p>, then 
S2< f: f:(i)... f f,T(i) f gf(i,j)... i gz(i,j). 
i= 1 i=l ij= 1 iJ= 1 
Here indices a = b means that a and b always take the same value. 
Proof We will prove this lemma by induction on c+ d and by using 
Schwa&s inequality. Now let c + d> 2. We shall discuss the following two 
cases: 
Case 1. c=O. We have 
2 
S2G c g:(b,vb,) 1 Cg,(b,,b,)...gd(b*d-l,b2d) 
b1.h b1.b > 
. 
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If for some i> 1, {bTiP r, bzi) = {6,, 6,) then gi can be taken out of the 
bracket. If for some i > 1, {bziP, 6,;) A (6,) b2} has only one element for 
fixed 6, and b,, gi can be regarded as a new f function. In any case, the 
product under the inner summation has less factors than that in S and has 
the required form. By induction we can get the conclusion of the lemma. 
Case 2. c > 1. We have 
s26 5 f:(ad i (~/i(a*)...f=(a.)g~(b,, h*)...g~(6,,~,,hl,))‘. 
a, = 1 0, = 1 
If for some i>l, ai=ul, then fi(ai) can be taken out of the bracket. 
If for somej>, 1, bj=a,, for fixed a,, the [(j+ 1)/2]th g function can be 
regarded as a new f function. In any case, the product under the inner 
summation has less factors than that in S and has the required form. By 
induction, we have proved the lemma. 
LEMMA 3.5 (Ky Fan). Let A and B be two p x n matrices and F, G be the 
spectral distributions of AA’ and BB’, respectively. Then 
IIF- Gil = sup IF(x) - G(x)1 6: rank(A - B). 
x 
LEMMA 3.6. (von Neumann [6]). Let A and B be two p x n matrices and 
ini), (kiI 6 e t e el h in envalues of AA’and BB’, respectively. Then 
Itr AB’I d f m. 
i=l 
Here 1, >&a ... 31,3Oundk,>k,> .+. >k,. 
From Lemma 3.6 it follows immediately that 
i (,,I’&,,/‘&)‘= -f (&+k,)-2 i m 
i=l i=l i= I 
< tr AA’ + tr BB’ - 2 tr AB’ = tr(A - B)(A - B)‘. (3.3) 
DEFINITION (Dudley). Let G and F be two probability measures on R’. 
Define D-metric of G and F to be 
D(F, G)= f Ij/.dF-j/,gGi 2-‘, 
i=l 
where { fi} is an appropriate sequence of functions from R’ to [0, l] 
satisfying If(x) -f (y)l < (x - yI for any x and y such that convergence 
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with respect to D-metric in the space of all l-dimensional distributions 
implies weak convergence. 
Id F and G are spectral distributions of AA’ and BB’, respectively, then 
from (3.3) we get 
5; ,c (fi+&12j ,ccJ;il-Ji;;)’ I I I 1 
52 tr(AA’ + BB’) tr(A - B)(A - B)‘. 
P2 
(3.4) 
LEMMA 3.7 (Hoeffding [5]). Let 5, b e a binomial random variable with 
parameters n and q. Then for any E > 0, 
LEMMA 3.8. Let B= {B ,,..., B, > be a partition of the set { 1, 2 ,..., 21). 
Then consider the sum 
where i, , i2,..., i,, run over the set { 1,2,..., p} but subject to the condition that 
if a, a’ belongs to the same set B, for some 6, then i, = i,.. Consider a mul- 
tigraph (V, E, ZJ, where V= B, E= {e, ,..., e,>, and T(e,) = 
{B(2i), B(2i+ l)}, (B(a) ef B, iff a E Bd). Zf ( V, E, r) is an M-graph with 
some partition W = {Cl ,..., C,} of vertices, such that deg(B,) > 2 for at least 
one i, then 
S = O(p- “) a.s. 
ProoJ Summing up with respect to all free indices (i.e., indices which 
occur just twice in ti2i, tidiS .*. tizli,, or equally, those indices i,, for which 
a E B, for some b with ) B, I= 2). Then we have 
Here n 1 ,..., n/are the lengths of all theffree cycles, a, ,..., a, are the lenths of 
singular chains the two ends of which are identical, and b, ,..., b, are the 
lengths of the singular chains with unequal ends, g, f hl,..., g,1 h,, and 
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T; = (tg’). By definition of a singular chain, each of the indices m, ,..., m,, 
g, ,“., g,, h r,..., h, occurs at least three times. By Lemma 3.4, 
S2,<tr cl)’ *.. (tr T;f)’ tr Tz,“l ..* tr T” tr yl ... tr y. 
Since tr Tf, = O(P) for any c > 1, 
S=O(p 
f+(l/2Nr+s) 
1 a.s. 
By Lemma 3.3, and Lemma 3.1, if u2 is the number of B, with IB, 1 = 2, 
f<$(l+u,)-w, 
r+sd(l-u,). 
Therefore, 
s= O(p 
(1/2)(/+ozJ+(1/2)I/~o~,~n 
f 
= O( p’- ‘V). 
4. PROOF OF THEOREM 2.1 
Let V, = TLJ’, F, = FAp, A,, = l/n X,X;, T,. Define 
zj = X&,,, < (1/2)n’@j (4.1) 
and ~~=[~~;i=l...p;j=l,..., n]. Let fP(x) be the spectral distribution 
of (l/n) fP$ T,. According to Ky Fan’s inequality, we have 
where p means “denoted by.” Write 
v=p 
( 
,x,,1,;J;; 
> 0 
=o A . 
n 
From Hoeffding’s inequality, we get for any E > 0, if p is large enough, 
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i I 
-p$ . 
Thus, 
Let 
II$-Pll -*o as. 
j+&E& 
(4.2) 
and &,= (8,)= fP- E2p. Denote by FP the spectral distribution of 
(l/n) XprpTp. Again using Ky Fan inequality, we get 
(4.3) 
Therefore, to prove {F,) has a limiting spectral distribution, we need 
only to prove that {FP,> has a limiting spectral distribution. Now define 
and let 
and FP be the spectral distribution of A,. From (3.4) we get 
where 
D’(&, &) 5 24, A, (4.4) 
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A, +2H, as. (4.5) 
AZ-+0 a.s. (4.6) 
If ET( . . . ) = E( . / T)[ stands for the conditional expectation given 
T = { T, , T2 ,... }, by independence and E(Tki - Fk,) = 0, we have 
E,-A,=; i i u~kE(~,,-~,,)2=~tr TpE(f’,,-X,,)2. 
P,=l k=l 
(4.7) 
Recalling the definitions of x, 1 and X, 1, we have 
From (4.7) and (4.8), we have 
E,AZ+O (P+ a), (4.9) 
for almost all T. Also, we have 
for almost all T. 
’ E, can be defined precisely as follows. Given a Bore1 function f( T, I), if p is the 
probability distribution of 1 on te value space R of x, then 
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Recalling the definitions of 8,, and x,, and p/n -+ y > 0, we can prove 
that 
(4.10) 
for almost all T. Here we have used the fact that C,“=, (l/p’) 
w1hxl,l < wsl < co, for any K > 0 fixed. 
(4.9) and (4.10) ensure that 
AZ+0 (4.11) 
for almost all x, for almost all T. By Fubini’s theorem, we have proved 
(4.6). By the same approach, we can prove (4.5). Hence, from (4.4) it 
follows that 
D, (Fp, Fp) + 0 as. (4.12) 
From (4.2), (4.3), (4.12), to prove {1”,} has a limit spectral distribution, 
we need only to prove (FP} has a limit spectral distribution. For simplicity, 
we drop the symbols imposed on X, and Fp, and we assume that 
IX,1 <&logn 
EX,=O (4.13) 
E??dl and EX+ 1 (p+a). 
Note that X, depends on p. 
Now, we shall first prove that 
ET s xkdFp (x) = 4 E, tr( X, Xj, T,)” 
pn 
k! 
+Ek= i yk-WCn,,...n,,w,H;‘H’i?,..H”rr”, (4.14) 
H’= 1 . . 
as p + co, for almost all T, where the inner summation is carried out over 
all nonnegative solutions to the equations 
n,+n,+ ... +n,=k-w+ 1, 
n, +2n,+ .” + wnk=k. (4.15) 
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For a given integer k > 1, let 
Here the summation is taken in such a way that i,, i2,..., i,, run over the set 
{ 1, 2 ,..., p} and jr ,..., j, run over the set { 1, 2 ,..., TI}. 
We have 
Here 
CA means the summation over all partitions A = (A 1 ,..., A,} of the set 
{ L..., k 1, 
C’, ,.,.,, Tw. means the summation for the indices rl ,..., r,,, running over 
{ 1, L.., n} but being kept distinct from each other; 
CC,) means the summation for i,, i2,..., izk running over the set 
{ 1, L., P}. 
But, by i.i.d., we have for all large p, 
E,R,=-$n(n- l)...(n-w+ 1)Cfhi)fidi5...filki, 
A (0 
x fi E n (Xi,,-,,lXi~q,l). 
v=l qsA, 
Now let W be the partition of { 1, 2 ,..., 2k} induced by A, i.e., 
w= {A:, A:,..., A,*}, where A,? = U,, A, (2s - 1,2s}. 
Let V= {Br,..., B,} be any partition of { 1,2 ,..., 2k). We say that V is a 
refinement of W, if each Bb is a subset of some A,*. We have 
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Here 
c ,,< w  is the summation for all partitions V of { 1,2,..., 2k) which are 
refinements of W; 
means the summation for i,, i2,..., i,, running over the set 
{ 1,2E.(:)byj !kt subject to the condition that if b, b’ are in the same A,* then 
i, = ibf o b, b’ belong to the same V-class. 
Thus, E n,, Bh x,,r = Exiyl , and 
E R =c 1 wR(W, V)K(V) T  P 
A “<U’pnk 
7 
where 
(n),,=n(n-l)...(n-w+ l), 
R( WY J’) = 1 *izi) *yiS . . . *ixil 
(i)l c’, w  
and 
K(V)= fi Ex;~‘. 
b=l 
(Note that K(V) = 0 if IB, 1 = 1 for some b.) 
Let A = (Al,..., A,} be a partition of { 1, 2 ,..., k}, W= {A: ,..., A,*}, 
where A,* = UEEA. {2c- 1, 2c}, a= l,..., w. Let V= (B, ,..., B,} be any par- 
tition of (1, 2,..., 2k) such that V 6 W and 1 B, I> 2 for all b. We define a 
graph (E, V, r, W) as follows. V is the vertex set, i.e., there are u vertices 
B, ,..., B,. The edge set E = {e, ,..., ek} contains k edges. The function 
Z7 E + Vx V is defined by r(e,) = { B(2c), B(2c + l)}, where B(a) = B, iff 
a E B,. But 2k + 1 is regarded as 1. 
It is easy to verify that r( V, W) is an M-graph, if two vertices are 
defined to belong to the same class iff they are subsets of the same set A,*. 
Just as in Yin and Krishnaiah [8], by Lemma 3.8, and the 
683/20/l-S 
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inclusion-exclusion principle, it is easy to see that if 1 B, 1 > 2 for some b, 
then R( W, V) = U(pk-“), so by the obvious inequality: K(V) = O(log2kp), 
(4, 7R(W, V)K(V)=O(p- (k+1-~$kPW(logp)2k)=o(1) a.s. 
pn 
So, we consider only those V for which each 1 Bb 1 = 2, and the number of 
cycles of f( V, W) is just k - w  + 1. Thus 
E T =c I” aR(W, V)K(V)+o(l) T  P 
A. V< W pnk 
as . -3 
where C” means the summation over those I/= {B,: b = l,..., u}, for which 
v,=k andf=k-w+l. 
By the same argument as in Yin and Krishnaiah [8], 
k 
ETRp+Ek= c yk-” c 
k! 
H”’ H”2 . , . ff”n 
” 
VJ=l PI,+ ... +n,=k--w+l nl. 
1.. .n, , !w! ’ 2 
n, + 2112 + + wn, = k 
for almost all T and it is easy to verify that C EG”~~ = + 00. 
We will now prove that if RP = J xkdFp(x), then 
f E,(R, - ETRJ2 < co 
p=l 
for all T. We have 
x E fi (Xi+lj,,XiGq) 
( q=l 
-E i (X,2q-ljqXi2q,q)~ fi (xi2q-IjqXi2qjq) . 
y=l q=k+ 1 > 
Here i i ,..., idk run over the set { 1, 2 ,..., p}, and j, ,..., j2k run over the set 
{ 1, 2 ,.,., n}. 
Let S, = { 1,2 ,..., k} and S, = {k + l,..., 2k). If D is any set of numbers, 
D* will denote the set u,,, (2x- 1, 2x). 
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We have 
Var,R, = C ti2i3ti4i5*” ti2kil ti2k+2i2ki3”’ fi4ki2k+~ 
Here 
CA means summation over all possible partitions A = {A, ,..., A,} of 
{ 1, L., 2k}, 
c VGA* means summation over all possible partitions V of { 1, 2,..., 4k) 
which is a refinement of A* = {A:,..., A,* >, 
C’r, ,.__, ru means the summation for or,..., rw running over the set 
{ 1, 27-7 n}, but being kept different from each other, 
&,,A*, V means the summation for i,,..., idk running over the set 
( 1, 2,..., p> but if c, c’ belong to the same class A: then i, = i,,, iff c, c’ 
belong to the same class B, E V. 
So if 
(n),=n(n-l)...(n-w+l), 
then for all large p, 
Var.R,=x 1 0,. R(A*, I’) K(V). 
A V<A’P n 
We may suppose that 
1. 1 B, 1 Z 2 for all b, 
2. at least for one b, IB,nSfI-IB,nS:I #O. 
For, otherwise K(V) = 0. 
Now for each pair of partitions A = {Al,..., A, :> of { 1, 2,..., 2k .> and 
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v= {B, )...) B,} of { 1,2 ,..., 4k3 such that VGA* = {A: ,..., A,*}, we con- 
struct a graph G(A*, V) as follows: 
1. the vertex set is V; 
2. there are 2k edges e, ,..., e2k; E= (e, ,..., e2k); 
3. Z? E + I/x V is defined as follows: 
r(e,)= {B(2), B(3)}, r(e,)= {B(4), B(5)),..., r(ek)= {W’k), B(1)) 
r(ek+ 1) = { B(2k + 2), B(2k + 3)},..., r(e,k) = (B(4k), B(2k + I)}. 
Here B(a) = B, iff a E B,. 
4. Classes are C, = {B, : B, c AZ }, a = l,..., w. 
It is easy to verify that G(A*, V) is a M-graph. It is classconnected owing 
to 2. 
Now we show that R(A*, V) = O(p2k- “): 
Case 1. There exists b such that 1 B, 1 > 2. Then by Lemma 3.8, we have 
lq‘4*, V) = O(p2k-w). 
Case 2. IB, 1 = 2 for all b. Consider a, b, for which IB, n S:( . 
1 B, n S: 1 # 0. Such a vertex will be called mixed. It is evident that any class 
has an even number of mixed vertices. 
Now our graph G(A*, B) is a Q-graph (see Yin and Krishnaiah [8]). 
We are going to show that it is not maximal, i.e., the number of cycles 
62k-w. 
Suppose it is maximal. Then, we know that any free cycle cannot meet a 
class at more than one vertex (Lemma 2 of Yin and Krishnaiah [S]). 
Let B(l) be a mixed vertex in the class C”‘. Let Z(l) be the free cycle con- 
taining B (‘I Z(l) must contain another mixed vertex B(l), &‘)EC(‘). Sup- . 
pose B”‘~class C (2’ Ct2’ contains another mixed vertex Bc2). Bc2’ belongs . 
to a cycle Z (2) Zc2’# Z(l). Z”’ has another mixed vertex 8(*‘. 8’2’~class .
Cc3) Ct3’ # Cc2). Cc3’ has another mixed vertex Bc3’, Bc3) belongs to cycle 
2’3’: 2’3’ + z(2). . . 
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Because there are only finitely many cycles and classes, we may suppose 
Z(r),..., 2’“) are different and 2 (@+ ‘) = Z(l). But for maximal Q-graph, such 
a situation cannot occur (Lemma 1 of Yin and Krishnaiah [S] ). 
So G(A*, B) is not a maximal Q-graph and 
R(A*, V)= O(p2k-w’). 
Thus 
Var.R,,=x C 0,0(p2”-“.)K(V)=O 
A “<A*Pn 
a s 
. + 
and from this it is easy to deduce that 
f E(R,- ETRp)’ < co, 
p=I 
for almost all T. So, the conclusion of Theorem 2.1 follows. 
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