In neuroscience, computational modeling has become an important source of insight into brain states and dynamics. A basic requirement for computational modeling studies is the availability of efficient software for setting up models and performing numerical simulations. While many such tools exist for different families of neural models, there is a lack of tools allowing for both a generic model definition and efficiently parallelized simulations. In this work, we present PyRates, a Python framework that provides the means to build a large variety of neural models as a graph. PyRates provides intuitive access to and modification of all mathematical operators in a graph, thus allowing for a highly generic model definition. For computational efficiency and parallelization, the model graph is translated into a tensorflow -based compute graph. Using the example of two different neural models belonging to the family of rate-based population models, we explain the mathematical formalism, software structure and user interfaces of PyRates. We then show via numerical simulations that the behavior shown by the model implementations in PyRates is consistent with the literature. Finally, we demonstrate the computational capacities and scalability of PyRates via a number of benchmark simulations of neural networks differing in size and connectivity.
Introduction

1
In the last decades, computational neuroscience has become an integral part of 2 neuroscientific research. A major factor in this development has been the difficulty to 3 gain mechanistic insights into neural processes and structures from recordings of brain 4 activity without additional computational models. This problem is strongly connected 5 to the signals recorded with non-invasive brain imaging techniques such as magneto-and 6 electroencephalography (MEG/EEG) or functional magnetic resonance imaging (fMRI). 7 Even though the spatiotemporal resolution of these techniques has improved throughout 8 the years, they are still limited with respect to the state variables of the brain they can 9 pick up. Spatial resolution in fMRI has been pushed to the sub-millimeter range [1, 2] , 10 whereas EEG and MEG offer a temporal resolution thought to be sufficient to capture 11 April 16, 2019 1/27 all major signaling processes in the brain [3] . On the EEG/MEG side, the measured 12 signal is thought to arise mainly from the superposition of primary and secondary 13 currents resulting from post-synaptic polarization of a large number of cells with 14 similarly oriented dendrites [4] . Therefore, the activity of cell-types that do not show a 15 clear orientation preference (like most inhibitory interneurons [5] ) can barely be picked 16 up, even though they might play a crucial role for the underlying neural dynamics.
17
Further issues of EEG/MEG acquisitions are their limited sensitivity to sub-cortical 18 signal sources and the inverse problem one is facing when trying to locate the source of 19 a signal within the brain [6] . On the other hand, fMRI measures hemodynamic signals 20 of the brain related to local blood flow, blood volume and blood oxygenation levels and 21 thus delivers only an indirect, strongly blurred view on the dynamic state of the 22 brain [7] . These limitations pose the need for additional models and assumptions that 23 link the recorded signals to the underlying neural activity. Computational models of 24 brain dynamics (called neural models henceforth) are therefore particularly important 25 for interpreting neuroimaging data and understanding the neural mechanisms involved 26 in their generation [8] [9] [10] . Such models have been developed for various spatial and 27 temporal scales of the brain, ranging from highly detailed models of a single neuron to 28 models that represent the lumped activity of thousands of neurons. In any case, they 29 provide observation and control over all state variables included in a given model, thus 30 offering mechanistic insights into their dynamics.
31
Numerical simulations are the major method used to investigate neural models 32 beyond pure mathematical analyses and link model variables to experimental data.
33
Such numerical simulations can be computationally highly expensive and scale with the 34 model size, simulation time and temporal resolution of the simulation. Different 35 software tools have been developed for neural modeling that offer various solutions to 36 render numerical simulations more efficient (e.g. TVB [11] , DCM [12] , Nengo [13] , 37 NEST [14] , ANNarchy [15] , Brian [16] , NEURON [17] ). Since the brain is an inherently 38 highly parallelized information processing system (i.e. all of its 10 billion neurons 39 transform and propagate signals in parallel), most models of the brain have a high 40 degree of structural parallelism as well. This means that they involve calculations that 41 can be evaluated in parallel, as for example the update of the firing rate of each cell
• are flexible enough so scientists can implement custom models that go beyond 66 pre-implemented models in both the mathematical equations and network 67 structure,
68
• are structured in a way such that models are easily understood, set up and shared 69 with other scientists,
70
• enable efficient numerical simulations on parallel computing hardware.
71
In this work, we present PyRates, a Python framework which is in line with these 72 suggestions (available from https://github.com/pyrates-neuroscience/PyRates).
73
The basic idea behind PyRates is to provide a well documented, thoroughly tested and 74 computationally powerful framework for neural modeling and simulations. Thereby, our 75 solution to the parallelization issue is to translate every model implemented in PyRates 76 into a tensorflow [20] graph, a powerful compute engine that provides efficient CPU and 77 GPU parallelization. Each model in PyRates is represented by a graph of nodes and 78 edges, with the former representing the model units (i.e. single cells, cell populations,
79
...) and the latter the information transfer between them. As we will explain in more 80 detail later on, the user has full control over the mathematical equations that nodes and 81 edges are defined by. Still, both the model configuration and simulation can be done 82 within a few lines of code. In principle, this allows to implement any kind of dynamic 83 neural system that can be expressed as a graph. However, for the remainder of this 84 article, we will focus on a specific family of neural models, namely rate-based 85 population models (hence the name PyRates), which will be introduced in the next 86 section. The focus on population models is (i) in accordance with the expertise of the 87 authors and (ii) serves the purpose of keeping the article concise. However, even though 88 neural population models were chosen as exemplary models, the emphasize of the paper 89 lies on introducing the features and capacities of the framework, how to define a model 90 in PyRates and how to use the software to perform and analyze neural simulations.
91
Therefore, we first introduce the mathematical syntax used for all our models, followed 92 by an explanation how single mathematical equations are structured in PyRates to form 93 a neural network model. To this end, we provide a step-by- dynamic properties of experimentally observed neural activity [26, 27, [30] [31] [32] [33] [34] [35] .
133
A particular neural population model we will use repeatedly in later sections is the 134 three-population circuit introduced by Jansen and Rit [24] . The Jansen-Rit circuit 135 (JRC) was originally proposed as a mechanistic model of the EEG signal generated by 136 the visual cortex [24, 36] . Historically, however, it has been used as a canonical model of 137 cell population interactions in a cortical column [30, 31, 35] . Its basic structure can be 138 seen in Figure 1 B, which can be thought of as a zoom-in on a single cortical column.
139
The signal generated by this column is the result of the dynamic interactions between a 140 projection cell population (PC), an excitatory interneuron population (EIN) and an 141 inhibitory interneuron population (IIN). For certain parametrizations, the JRC has been 142 shown to be able to produce key features of a typical EEG signal, such as the 143 waxing-and-waning alpha oscillations [24, 25, 37] . A detailed account of the model's 144 mathematical description will be given in the next section, where we will demonstrate 145 how to implement models in PyRates, using the example of the JRC equations. We 146 chose to employ the JRC as an exemplary population model in this article, since it is an 147 established model used in numerous publications the reader can compare our reports 148 against.
149
Another neural population model that we will make use of in this paper is the one 150 described by Montbrió and colleagues [38] . It has been mentioned as one of the next 151 generation neural mass models that provide a more precise mean-field description than 152 classic neural population models like the JRC [39] . The model proposed by Montbrió 153 and colleagues represents a mathematically exact mean-field derivation of a network of 154 globally coupled quadratic integrate-and-fire neurons [38] . It can thus represent every 155 macroscopic state the single cell network may fall into. This distinguishes it from the 156 JRC, since it has no such correspondence between a single cell network and the Model structure in PyRates. The largest organisational unit of a network model is the Circuit. Any circuit may also consist of multiple hierarchical layers of subcircuits. Panel (A) depicts an imaginary circuit that encompasses four subcircuits that represent one brain region each. One of these local circuits is a Jansen-Rit circuit (B), consisting of three neural populations (PC, EIN, IIN) and connections between them. One node (C) may consist of multiple operators that contain the mathematical equations. Here, two rate-to-potential operators (RPO) convolute incoming firing rates with an alpha kernel to produce post-synaptic potentials. These are summarized int a mean membrane potential V . The potential-to-rate operator (PRO) transforms V into outgoing firing rate m o ut via a sigmoid function. Inset graphs give a qualitative representation of the operators and evolution of the membrane potential. Edges (lines in A and B) represent information transfer between nodes. As panel (D) shows, edges may also contain operators. By default, edges apply a multiplicative weighting constant and can optionally delay the information passage with respect to time. The equation shown in panel (D) depicts this default behaviour.
for future neural population studies. Within the domain of rate-based neural population 163 models, we found these two models sufficiently distinct to demonstrate the ability of
164
PyRates to implement different model structures.
165
The Framework
166
PyRates is a framework to construct and simulate computational neural network 167 models. The core goal is to let scientists focus on the model building, i.e. defining 168 model structure and working out the equations -while the software takes care of setting 169 up the network, implementing equations and optimizing the computational workload. 
Higher order differential equations must be given as a set of coupled first-order 201 differential equations. For example the equation
can be reformulated as the following set of two coupled first-order differential equations: 203
In simulations, this type of equation will be integrated for every time step. The 
Equation (7) (Tables S1 and S2 ).
226
Components of a network model
227
In contrast to most other neural simulation frameworks, PyRates treats network models 228 as network graphs rather than matrices. This works well for densely connected graphs, 229 but gives the most computational benefit for sparse networks. populations. In addition, circuits may be nested arbitrarily within other circuits. Small, 234 self-contained network models can thus easily be reused in larger networks with a clear 235 and intuitive hierarchy. The subsequent potential-to-rate operator (PRO, eq. (7)) sums both synaptic 253 contributions into one membrane potential that is transformed into an outgoing firing 254 rate. In this configuration, the two synaptic contributions are evaluated independently, 255 but possibly in parallel. The equation in the PRO on the other hand will only be 256 evaluated after the synaptic RPOs. The exact order of operators is determined based on 257 the respective input and output variables.
258
Apart from nodes, edges may also contain coupling operators. An example is shown 259 in Figure 1 D. Each edge propagates information from a source node to a target node. 260 In between, one or more operators can transform the relevant variable, representing 261 coupling dynamics between source and target nodes. This could represent an axon or 262 bundle of axons that propagates firing rates between neural masses. Depending on 263 distance, location or myelination, these axons may behave differently, which is encoded 264 in operators. Note that edges can read any one variable from a source population and 265 can thus be used to represent dramatically different coupling dynamics than those 266 described above.
267
The described distinction between circuits, nodes, edges and operators is meant to 268 provide an intuitive understanding of a model while giving the user many degrees of 269 freedom in defining custom models. 
Model definition language
271
PyRates provides multiple interfaces to define a network model in the frontend (see 272 Figure 2 ). In this section, we will focus on the template interface which is most suitable 273 for users with little programming expertise. All examples are based on the popular 274 Jansen-Rit model [24] . Additionally, we will briefly discuss the implementation of the 275 Montbrió model [38] for completeness.
276
As described in the previous section, the Jansen-Rit model is a three-population 277 neural mass model whose basic structure is illustrated in Figure 1 . The model is 278 formulated in two state-variables: Average membrane potential V and average firing 279 rate r. Incoming presynaptic firing rates r in are converted to post-synaptic potentials 280 via the rate-to-potential operator (RPO). In the Jansen-Rit model, this is a 281 second-order linear ordinary differential equation:
with synaptic gain h and lumped time constant τ . The population-average membrane 283 potential is then transformed into a mean outgoing firing rate r out via the 284 potential-to-rate operator (PRO)
285
PRO :
which is an instantaneous logistic function with maximum firing rate r max , maximum 286 slope s and average firing threshold V thr . The nodes attribute specifies which node templates to use and assigns labels to them. 370 These labels are used in edges to define source and target, respectively. Each edge is 371 defined by a list (square brackets) of up to four elements: (1) source specifier, (2) target 372 specifier, (3) template (containing operators), and (4) can be defined in a separate edge template that is referred to in the third list entry. In 381 this particular example, this entry is left empty ("null"). The fourth list entry contains 382 named attributes, which are saved on the edge. Two default attributes exist: weight 383 scales the output variable of the edge before it is projected to the target and defaults to 384 1.0; delay determines whether the information passing through the edge is applied 385 instantaneously (i.e. in the next simulation time step) or at a later point in time. By 386 default, no delays are set. Additional attributes may be defined, e.g. to adapt values of 387 operators inside the edge.
388
In the above example, all edges project the outgoing firing rate r out from one node 389 to the incoming firing rate r in of a different node, rescaled by an edge-specific weight. 390 Values of the latter are taken from the original paper by Jansen and Rit [24] . This 391 example with the given values can be used to simulate alpha activity in EEG or MEG. 392 Jansen and Rit also investigated how more complex components of visual evoked 393 potentials arise from the interaction of two circuits, one representing visual cortex and 394 one prefrontal cortex [24] . In PyRates, circuits can be inserted into other circuits Circuits are added to the template the same way as nodes, the only difference being the 405 attribute name circuits. Edges are also defined similarly. Source and target keys start 406 with the assigned sub-circuit label, followed by the label of the population within that 407 circuit and so on.
408
Besides the YAML-based template interface, it is also possible to define models
409
(even templates) from within Python or to implement custom interfaces.
410
From model to simulation
411
All frontend interfaces translate a user-defined model into a set of Python objects which 412 we call the intermediate representation (IR, middle layer in Figure 2 ). This paragraph 413 will give more details on the IR and explain how a simulation can be started and The apply method also accepts additional arguments to change parameter values while 428 applying the template. Actual simulations take place in the compute backend (see suitable value depends on time constants defined in the model. Here, we chose a value 449 of 0.1ms, , which is consistent with the numerical integration schemes reported in the 450 literature (e.g. [35, 38] ).
451
A simulation can be executed by calling the run method, e.g.: This example defines a total simulation time of 10 seconds and specifies that only the 458 membrane voltage from PC (pyramidal cell) nodes should be observed. In this example, external_input would be an array defining the input value for 485 each simulation step. This subsumes a working implementation of a single Jansen-Rit 486 model that can be used as a base unit to construct models of cortico-cortical networks. 487 By using the above defined YAML templates, all simulations described in the next 488 section that are based on Jansen-Rit models can be replicated. that describe the dynamics of mean membrane potential V and mean firing rate r:
with intrinsic coupling J and input current I. ∆ and η may be interpreted as spread 497 and mean of the distribution of lity excitabi withlevelsin the population. Note that the 498 time constant τ was set to 1 and hence omitted in the derivation by Montbrió and 499 colleagues [38] . The following operator template implements these equations in PyRates: 500 MontbrioOperator: PyRates features built-in functions for quick data analysis and visualization and native 538 support for external libraries due to its commonly used data structures. On the one 539 hand, network graphs are based on networkx Graph objects [42] . Hence, the entire 540 toolset of networkx is natively supported, including an interface to the graphviz [44] 541 library. Additionally, we provide functions for quick visualization of a network model 542 within PyRates. On the other hand, simulation results are returned as a 543 pandas.DataFrame which is a widely adopted data structure for tabular data with 544 powerful built-in data analysis methods [43] . While this data structure allows for an 545 intuitive interface to the seaborn plotting library by itself already, we provide a number 546 of visualization functions such as time-series plots, heat maps and polar plots in PyRates 547 as well. Most of those provide direct interfaces to plotting functions from seaborn and 548 MNE-Python, the latter being an analysis toolbox for EEG and MEG data [45, 46] .
549
Following the principle of modular software design, we prefer to provide interfaces to 550 existing analysis tools, rather than implementing the same functionality in PyRates. In 551 the case of forward-modelled EEG or MEG data, for example, we provide functions that 552 produce Raw, Evoked or Epochs data types expected by MNE-Python. A complete list 553 of currently implemented interfaces can be found in the online documentation and more 554 interfaces can be requested or contributed on the public github repository 555 (https://github.com/pyrates-neuroscience/PyRates).
556
Results
557
The aim of this section is to (1) The Jansen-Rit circuit is a three-population model that has been shown to be able to 578 produce a variety of steady-state responses [24, 25, 37] . In other words, the JRC has a 579 number of bifurcation parameters that can lead to qualitative changes in the model's 580 state dynamics. In their original publication, Jansen and Rit delivered random synaptic 581 input between 120 and 320 Hz to the projection cells while changing the scaling of the 582 internal connectivities C [24] (reflected by the parameters C xy in Figure 1B ). As PyRates. To this end, we simulated 2 s of JRC behavior for each internal connectivity 589 scaling C ∈ {68, 128, 135, 270, 675, 1350} and plotted the average membrane potential of 590 the projection cell population (depicted as P C in Figure 1 B ). All other model 591 parameters were set according to the parameters chosen in [24] . The results of this 592 procedure are depicted in Figure 3A . While the membrane potential amplitudes were in 593 the same range as reported in [24] in each condition, we re-scaled them for better 594 visualization. As can be seen, they are in line with our expectations, showing random 595 noise for both the highest and the lowest value of C, alpha oscillations for C = 128 and 596 C = 135, and large-amplitude spiking behavior for the remaining conditions. Next to 597 the connectivity scaling, the synaptic time scales τ of the JRC are further bifurcation 598 parameters that have been shown to be useful to tune the model to represent different 599 frequency bands of the brains' EEG signal [25] . As demonstrated by David and Friston, 600 varying these time scales between 1 and 60 ms leads to JRC dynamics that are 601 representative of the delta, theta, alpha, beta and gamma frequency band in the 602 EEG [25] . Due to its practical importance, we chose to replicate this parameter study 603 as well. We systematically varied the excitatory and inhibitory synaptic timescales (τ e 604 and τ i ) between 1 and 60 ms. For each condition, we adjusted the excitatory and inhibitory synaptic efficacies, such that the product Hτ was kept constant. All other 606 parameters were chosen as reported in [25] for the respective simulation. We then 
Montbrió model
619
Even though the Montbrió model is only a single-population model, it has been shown 620 to have a rich dynamic profile with oscillatory and even bi-stable regimes [38, 47] respectively. For both conditions, the external forcing strength was chosen as I = 30,
634
while the frequency of the oscillatory forcing was chosen as ω = π 20 . As shown in Figure 635 3, we were able to replicate the above described model behavior. Constant forcing led to 636 damped oscillatory responses of different frequency and amplitude at on-and offset of 637 the stimulus, whereas oscillatory forcing led to damped oscillatory responses around the 638 peaks of the sinusoidal stimulus. Again, we take this as strong evidence for the correct 639 representation of the Montbrió model by PyRates.
640
Benchmarks
641
Neural simulation studies can differ substantially in the size and structure of the were established. The behavior of these networks was evaluated for a total of 10 s,
649
leading to an overall number of 10 5 simulation steps to be performed in each condition 650 (given a step-size of 0.1 ms). To make the benchmark comparable to realistic simulation 651 scenarios, we applied extrinsic input to each JRC and tracked the average membrane 652 potential of every JRC's projection cell population with a time resolution of 1 ms as 653 output. Thus, the number of input and output operations also scaled with the network 654 size. We assessed the time in seconds and the peak memory in GB needed by PyRates 655 to execute the run method of its backend in each condition. This was done via the 656 Python internal packages time and tracemalloc, respectively. Thus, all results reported 657 here refer to the mere numerical simulation, excluding the model initiation. To account 658 for random fluctuations due to background processes, we chose to report the averages of 659 simulation time and peak memory usage over N R = 10 repetitions of each condition. To 660 provide an intuition of these fluctuations, we calculated the average variation of the , with x being either the simulation time or the peak 663 memory usage, c being the condition index and x representing the expectation of x.
664
We found the simulation time and peak memory consumption to show average 665 variations of 2.9260s and 0.0007M B, respectively, which is in both cases orders of 666 magnitude smaller than the variations of the mean simulation time and memory 667 consumption we found across conditions. The average simulation times are visualized in 668 Figure 4A . They demonstrate the effectiveness of PyRates' backend in parallelizing 669 network computations, since the simulation time practically did not scale with the 670 network size and coupling density for the largest part of the conditions. Furthermore, 671 they demonstrate the current upper limit of the parallelization, since for networks of 672 N ≥ 2048 JRCs, the simulation time scales linearly with increases in the coupling 673 density p. However, we expect new hardware developments in the GPU sector to raise 674 this upper limit. Importantly, the efficiency of our tensorflow-based backend does not 675 rely entirely on the availability of strong GPUs. In Figure 4B , we show the ratio 676 between the benchmark simulations performed on the GPU vs. the same benchmarks 677 run on the CPU. We found that running simulations on the CPU can even be faster for 678 small-to mid-sized as well as all uncoupled networks within the investigated network 679 size range. When it comes to networks with N ≥ 256 JRCs, the advantage of GPUs 680 over CPUs becomes substantial, though, with simulations that were up to 50 times 681 faster on the GPU.
682
Regarding memory requirements, Figure 4C shows that the peak memory 683 consumption mostly scaled with the size of the network. This reflects (1) the 684 independence between the size of the simulation output and the coupling density p and 685 (2) that memory requirements are mostly determined by the size of the simulation 686 output and to a lesser extent by the size of the underlying graph representation of the 687 network.
688
It is important to note that the benchmark results reported here also hold for Benchmark results for 1 min simulations run in PyRates with a simulation step-size of 0.1 ms. Simulations were performed for networks with different numbers of Jansen-Rit circuits (JRCs) and differently dense coupling between the JRCs (connection probability). A shows the average simulation time on the GPU, B shows the ratio between the average simulation time on the GPU and the CPU, and C shows the average peak memory consumption independent of the device. mean-field models. Other simulation frameworks that provide explicit mean-field 751 modeling mechanisms include TVB [48] , DCM [12] , DiPDE [49] and MIIND [50] .
752
Among these, the latter two focus strongly on so-called population density techniques, 753 Table S2 shows preimplemented mathematical functions that are exposed in the mathematical syntax. Note that tensorflow may support more functions than PyRates exposes to the user. It is, however, straightforward to extend the list of exposed functions as needed. For a complete list of functions supported by tensorflow, please refer to the tensorflow API documentation [20] . The syntax follows conventions defined by the Python programming language and the numerics package numpy with few additions. Mathematical functions are mapped on functions provided by the compute engine tensorflow. Mathematical functions are mapped to functions provided by the tensorflow that are named similarly. Additional functions supported by tensorflow may be defined in the frontend. For more information on these functions, please refer to the tensorflow API documentation [20] .
