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Introduction
Reconstriict,ing arbitrary 3 D surfaces from stereo image pairs --or more generally N-tuplets -remains a n uiisolvetl problem because they provide incomplete, and sometimes erroneous, information about the locat*ion of 3~ D points in space. Grouping these points into meaningful surfaces involves solving a probleiri akiii to the notoriously hard segmentation problem. As a resiilt, a majority of recent computer vision approaches to surface reconstruction rely on much cleaiier sources of 3 D data--siich as laser range maps or medical volumet,ric data--as their input,. Many of these approaches also assume that tliere is one, aiid only one. object of interest whose topology is known in advance so that a particular model-be it rigid or deformable ~ call be fit to the data.
Stereo, however, is a purely passive technique that only involves the use of relatively inexpensive and dependable sensors and often is the only feasible approach. We propose a novel alternative to conventional stereo reconstruction that overcomes many of the difficulties that traditional approaches encounter in the reconstruction of 3-D surfaces from stereo imagery.
More specifically, to recover surfaces from stereo, one must contend with the following problems:
a Real-world scenes often contaiii several objects whose topology may not be known in advance: some siirfaces are best modeled as sheets while others are topological spheres or contain holes. One caiinot typically assume that tliere is only one object and one surface of interest or expect to be able t o easily cluster the 3-D points derived froin stereo into semantically meaningful groups.
a The 2-1/2-D assumption that most traditional int,erpolat,ion schemes make is no longer valid when reconstructing complex 3-D scenes from arbitrary numbers of images and arbitrary viewpoints. Surfaces often overlap and may be visible in one view but, not, another.
a The 3-D points derived from disparity maps form ail irregular sanipliiig of tlie measured surfaces. 111 addition, small errors in disparity can result in large errors in world position.
a Even the best stereo algorit,hms make occasional bliinders that, must be identified and eliminated. Furthermore, the corresponding erroneous 3-D points are oftben correlated with one another so that they cannot be eliminated by robust, estimatioii alone.
To address these problems, our approach 0 Relies on an object-centered representat'ion that can liandle surfaces of arbitrary complexity, specifically a set of coiiiiected surface patches or "oriented particles" as defined by Szeliski and
Refines the surface's description by minimizing an objective function that combines terms measuring bot,h surface snioothness and gray scale correlation in the input images of the surface points'projectioiis.
We typically start with a set of stereo pairs or triplets. We compute disparity maps for each of them, fit local quadric surface patches to the corresponding 3-D points, and use these patches to instantiate a set of particles. We then refine their positions by minimizing the objective function, thereby returning t o the original image data. Finally, we impose a metric upon the set of particles that allows us to cluster them into meaningful global surfaces. Our technique allows the modeling of complex 3-D scenes whose topology is unknown a przorz from stereo d a t a without the need to rely on other sources of range data. This ability is valuable for applications, such as robotics and high-resolution cartography, where precise scene models are not always available. For example a mobile robot must be able to distinguish the ground from objects lying on it to model obstacles and avoid them. Similarly. to grasp and manipulate objects, a robot must be able to distiriguisli and model them. In the case of low-resolution cartography, the earth's surface can indeed be relatively well modeled as a single surface. At high-resolution, however, this stops being true: objects such as trees or buildings must be modeled as separate 3-D surfaces, and the usual 2-1/2-D assumptions break down.
In the following section, we describe related work and our contributions in this area. We then present our framework in detail, discuss the procedure's behavior on synthetic data, and show results 011 real i nages of complex scenes.
Related Work and Contributions
Many recent publications describe the reconstrnction of a surface using 3-D object-centered representations, such as 2-1/2-D grids [ 18, 191 . Most of these rely on previously computed 3-D data, such as the coordinates of points derived from laser range finders or correlation-based stereo algorithms, and reconstruct the surface by fitting it to these d a t a in a least-squares sense. In other words. the derivation of the 3-D data is completely divorced from the reconstruction of the surface. Errors and imprecisions in the original 3-D input data can jeopardize irretrievably the quality of the reconstruction.
In previous work, we began addressing this issue by developing a n approach to 3-D surface reconstruction that uses image cues while recovering the surface's shape [20, 211. It uses an objectcentered representation-specifically a 3-D triangulated mesh-and can take advantage of botjh monociilar shading cues and stereoscopic cues from any number of images to refine the model while correctly handling self-occlusions.
However, in our previous approach-as in most of those mentioned above ~ -it is assumed that the range data used t o initialize the models can easily be clustered into separate groups that define distinct objects. A separate 3-D model can then be fitted t o each object. For complex scenes, this clearly is much too strong an assumption. The technique presented in this paper, was specifically designed to eliminate the need for this assumption. It replaces our triangulated meshes by a particle system that does not require any a priori knowledge of the surface's topology and lends itself to the definition of a metric that has allowed us to effectively cluster local surface patches into global ones.
The particles can adjust so as to minimize a n objective function that is the sum of an image-based term and of a regularization term. The image-based term is a generalization of the multi-image intensity correlation term we used in our mesh work, except for the fact that we replace the triangular facets by circular surface patches attached to each particle. Optimization allows us to refine the position of legitimate particles and to eliminate spurious ones. Consequently, we do not have t o depend on the input 3-D data to be error-free to achieve good results. This is in contrast to Szeliski and Tonnesen's particles [l] that have been used to great effect t o model high quality medical data but make no provisions for noisy and incorrect data points.
To instantiate our set of particles, we robustly fit local surfaces to the raw disparity d a t a in a manner that is closely related to other local surface techniques e.g., [12, 13, 22, 141 . In our approach, however, these local surfaces are not the end result since they can be refined and either accepted as part of a global surface or rejected. In spirit, our approach is closely related to that advocated by Hoff and Ahuja [23] because it combines the processes of feature matching and surface interpolation. Unlike this earlier work, however, our technique is not limited to pairs of images.
We view the central cont,ribution of this paper as twofold. First, we provide a specific alternative framework that explicitly addresses many of the problems of conventional stereo and a representation in which they can be solved, Second, we demonstrate that our implementation of this framework actually solves some of the problems involved in reconstructing complex 3-D surfaces of unknown topology and provides a foundation on which to build a solution for the others.
From Raw Stereo Data to Global Surfaces
Our approach to recovering multiple surfaces is to model them as sets of local surface elements that interact with one another. Following Szeliski and Tonnesen [l] , we refer to the surface patches as "oriented particles." The forces that bind them can be understood as *'breakable springs'' [5] that tend to align the particles with each other but inay break for particles that are too far out of alignment.
Our surface elements are disks whose geometry is defined by the positions of their centers, the orientations of their normals and their radii. In theory, these disks have six degrees of freedom. However, in the modeling of a global surface in terms of such disks, translations along the tangent plane of the surface can be ignored as long as the disks remain roughly equidistant from one another and the radius can be chosen so Figure 1 : Data structures and metric. (a) A particle is a disk to which we associate a local referential. We allow the center of gravity to shift along the z axis and parametrize the orientation using the projections of the normal vector on the x and y axes. (b) The input 3-D points are stored in a cube-shaped set of voxels and we instantiate a particle in each voxel containing enough such points. (c) The "distance" between two particles is primarily a function of the distance of the center of gravity of one particle from the tangent plane of another.
that the disks approxiniately cover the surface. Therefore, in practice, we deal with only three degrees of freedom.
As sliowii in Figure 1 , to achieve an orientationindependent implementation, we assign to each particle a local referential. We define a particle's positioii by the translatioil of the center along the local vertical and its orientation by the x and y projections of the normal 011 the local x aiid y axes. This particular parametrization is most favorable when the local vertical is relatively close to t,he normal of the surface under consideration for two reasons. First, the x and y projections of the particle's normal vector will then be relatively sinall and the int,eraction forces between particles almost quadratic in terms of those parameters. Second, displaceineiits along the local z axis will be close to being normal to the underlying surface and thus precisely the ones that are most significant in terms of recovering its shape.
Our procedure involves three steps: (1) instantiating a set of particles from raw stereo data, (2) refining their position and orientation by minimizing an imagebased objective function, and ( 3 ) eliminating spurious particles and clustering those that appear to belong to the same global surfaces.
Initialization
We typically stmart with a set of stereo pairs or triplets, a~i d corresponding disparity maps, of a given scene as our input data. We then turn each valid disparity into a 3 D point. These points typically form an extremely noisy and irregular sampling of the underlying global 3-D surfaces.
To generate a set of regularly spaced particles from such data. we pick spatial step sizes b2,by, and 6, along the X , Y and Z axes of an absolute referential. We use them to define a cube-shaped set of 3-D buckets, such as the one of Figure l ( b ) . We then store the 3-D points computed from our initial correlation data into the appropriate buckets. By fitting a local surface to every bucket containing enough points, we generate particles whose center is the projection of the bucket's center onto the surface and whose orientation is given by the surface's normal a t that point. In the presence of very noisy data, the projection may fall outside the bucket. In this case, we reject the particle, thereby ensuring that there is only one particle per bucket and that the particles are regularly distributed. 111 general, most of the 3-D buckets will be empty. Therefore we do not store the set of 3-D buckets as a cube but as a hash-table allowing for both compact storage and easy computation of neighborhood relationships.
For the initialization pliase to be successful, it is importaiit both to choose the right kind of surface model and to use a robust method to perform the fitting. We have used both planar and quadric models. The quadrics, even though they involve more computation, have proven very effective because they allow the use of larger sets of points than planes without introducing any appreciable bias. In our implementation, we take advantage of this by fitting, to each bucket containing enough points, a plane of form a x + b y + c z = h , when x , y and z are coordinates in the absolute referential. We then fit a quadric of form
where IC', y', and z' are coordinates defined by the plane. We use not only the points in the bucket under consideration but also in the buckets that are its immediate neighbors. This method allows us to fit local surfaces of arbitrary orientation using a relatively large set of 3-D points, and tends to enforce consistency of orientation among neighboring particles.
Because of the noisiness of the input data, a robust surface-fitting method is essential. In this implementation, we use a variant of the Iterative Reweighted Least Squares 1241 technique.
Clustering
To cluster the isolated particles into more global entities, we define a simple "same surface" relationship R between particles Pi and Pj as follows:
PiRPj e dpart(Pi,Pl) < maxd ,
where dpart is a distance function and m a d a distance threshold. We could take dpart to be the Euclidean distance between particle centers. However, such a distance would not be discriminating enough for our purposes because it is circularly symmetric and does not take the particles'orientation into account. It has proved much more effective to define a distance function that penalizes more heavily the distance of one particle's center from the tangent plane of the other than the distance along the tangent plane. The simplest way to achieve this result is to define dpart as follows:
p a r t ( P i > P j ) zz m a z ( d i , d j )
where "cj,yj and z , are tlie coordinates of the center of P in a referential whose 2 direction is the normal of and whose origin is the center of Pi, as shown in Figure l (cj, and k is a constant larger than 0.5. In this paper, we take k = 0.9; z2, yi, and zi are defined symmetrically.
In essence, the threshold maxd on dpart limits the curvature of the common underlying surface to which particles may belong. As such it is domain-dependent;
here we take maxd to be a multiple, typically 1.5, of the median value of dpart for all pairs of neighboring particles in the cube-shaped structure of Figure 1( b) .
The data set equipped with the relationship R can now be viewed as a graph whose connected components are the surfaces we are looking for. In pract,ice, there will usually be spurious particles that are weakly linked to legitimate clusters. In such cases, we have found that removing all points that do not have a minimum number of neighbors allows us to throw away the gross errors and generate meaningful clusters.
Refining
Because it is extremely difficult to design a stereo algorithm that never produces correlated artifacts, we cannot expect any robust fitting technique to exclude all erroneous 3-D points. Furthermore, fitting local surfaces to the initial d a t a amounts to smoothing and may result in spurious particles that appear to line up with legitimate ones and become very hard to eliminate. To resolve such problems, it is necessary to return to the original images and assess the quality of each particle. For each disk-shaped particle, we define a stereo term by projecting the 3-D disks into 2-D elliptical patches in each image and measuring how well these patches correlate. This term is similar to the one we defined in previous work for 3-D triangular facets [20] . It is a function of the three degrees of freedom of each particle and can therefore be used to perform optimization. We allow the particles t o interact with one another and to rearrange themselves to minimize an energy term that is the sum of tlie multi-image intensity correlation term and of a deformation energy term that tends t o enforce consistency between neighboring particles [1] . While optimizing the energy term, the particles that actually correspond to the same underlying global surfaces will "stick together" and the ones that do not will tend to move in separate directions, stop lining up with each other, and be easily eliminated by the clustering technique of Section 3.2.
Formally, we write the total energy of a set of par-
where Est is the multi-image intensity correlation term, ED the deformation energy term, aiid AD a weighting coefficient. In this work, we use conjugate gradient to minimize it8 and dynamically compute AD so that the two energy terms have comparable influences [21] .
To define € 0 , we follow Szeliski and Tonnesen [l] , and define a conormality potential E:; aiid a coplanarity potential Ef; between particles d and j by writ-
where n', and 6 j are the normal vectors and r'. the vector joining the centers of the two particles. h e s e ternis control the surface's resistance to bending and we take our overall regularization terms ED to be
where the suinmation over i and j denotes a summation over all pairs of particles that are neighbors in the cube-shaped structure of Section 3.1, and f is a monotonically increasing function. In practice we implement the concept of breakable springs by taking f to be
with s being a fixed constant so that, as in Section 3.1, the interaction forces have a Lorentzian behavior [25].
As the particles move out of alignment, the strength of the interaction increases up to a point, after which the interaction strength decreases and eventually vanishes. In our implementation, we have not found it necessary to weight the interactions: By construction, our particles tend to be equidistant and cannot slide along the surfaces because they have only three degrees of freedom.
Results
We first illustrate the effectiveness of the initialization and clustering methods of Sections 3.1 and 3.2, given relatively clean stereo data. We use the sequence of forty 512x512 images, depicted by Figure 2 , that were acquired with a video camera over a period of a few seconds by turning around the subject who was trying to stand still. Camera models were later computed using standard photogrammetric techniques a t the Institute for Geodesy and Photogrammetry, ETHZurich.
We ran our correlation-based algorithm [26] -once for each consecutive pair of images in the sequence--stored the resulting 3-D points in a 80x80~80 set of voxels and instantiated particles in all voxels containing a t least 200 points. The results are shown in the second row of Figure 2 . Because we use a large number of images, the main features of the head-including the nose, mouth, chin, ears and even the boundary of the skullcap are clearly captured by our representation. However, because the correlation-based algorithm produced erroneous, but not random, disparities around occlusion boundaries, we also find a number of spurious particles around the nose, chin aiid back of the head. To get rid of them we computed the distance of Section 3.2 and eliminated all particles not having a t least four neighbors within 1.2 times the median distance between neighbors, as shown in the third row of Figure 2 . In this specific example, optimizing the positions of the particles yields a result that is virtually indistinguishable from the one presented here.
We now turn to the scene of Figure 3 whose modeling requires multiple viewpoints and a full 3-D representation. These images were acquired by setting a wheel and a box on a turntable and using the INRIA trinocular stereo rig to take seven triplets of images by rotating the turntable. In this case and in all views, the wheel presents surfaces that are sharply slanted away from the cameras. The correlation data and the corresponding 3--D points, depicted by Figure 3( c): are much noisier than before. As a result, as shown in Figure 3 (d) ? many more spurious particles are generated so that it becomes very difficult to distinguish the wheel from the base it rests on and from t,he erroneous fits. More specifically, there is no setting of the distance threshold that can cleanly separate the particles that sit on the wheel's surface from other ones. However, the optimization of the total energy of the set of particles produced enough of an improvement, shown in Figure 3 (e), so that the clustering technique of Section 3.2 became able to effectively select the legitimate part,icles used to produce the shaded views of the figure's second row. This example demonstrates the ability of our object-centered representation to effectively pool the information from very different views to refine the representation beyond what could be done using only conventional stereo followed by robust surface fitting without reference to the original image data.
In Figure 4 , we use the same setup and the same wheel as for the images of Figure 3 , but we have added objects and use twelve triplets that span a full 360 degrees of rotation of the turntable. The second row depicts the 3-D points computed by our simple correlation-based stereo algorithm. Note all the spurious points "floating" above the actual objects. For comparison's sake, we have verified that another correlation algorithm [27] , which is more sophisticated and is considered as one of the best ones currently available [28] , yields similar results. In fact, no setting of its parameters can effectively eliminate these points without also eliminating many of the real structures as long as one uses only pairs of images.
By running our system using the same parameters as before, except for the distance threshold, we generate the shaded representation shown in the third row of Figure 4 . Note that the various objects-the wheel, the model of a brain, and the sides of the box on which they rest-appear clearly. However, our simple clustering mechanism does not pull them out as separate objects because it essentially uses the same threshold on surface curvature for the whole scene. In this case different thresholds are required for the different objects, and a more sophisticated heuristic-such as computing the distance threshold on a more local basis-would be required to achieve a complete segmentation. Note also the hole in the wall of the wheel's tire in Figure 4 (g). Careful examination of the original correlation data, reveals that 3-D d a t a was particularly sparse there, presumably because that part of the tire is almost completely black. Such holes could potentially be filled by introducing a particle creation mechanism [ 11.
Conclusion
We have proposed a framework for 3-D surface reconstruction that can be used t o model fully 3-D scenes from an arbitrary number of stereo views taken from vastly different viewpoints. By combining a particle-based representation, robust fitting, and optimization of an image-based objective function, we have been able t o reconstruct surfaces without any a priori knowledge of their topology.
Our current implementation goes through three steps -initializing a set of particles from the input 3.-D data, optimizing their location, and finally grouping them into global surfaces. We have demonstrated its competence and ability to merge information and thus to go beyond what can be doiie with conventional stereo alone.
However, as the quality of the input data decreases and the size of the problems we want to deal with increases, some of the current heuristics -specifically the ones used to cluster the particles for the purposes of both optimizing the set and rejecting outliers-may prove too simple. To push the method forward, it will be necessary to develop more sophisticated grouping techniques and to introduce new heuristics t o fill in holes in the original correlation data. The basic framework, however, will remain because it provides the primitives required to implement these additional capabilities. Richard Szeliski for their ideas-particularly the suggestion to use hash-tables to deal with neighborhood relationships-and active support in developing the approach reported here. We also wish to thank Olivier Faugeras and the members of the INRIA Robotvis group, as well as Armin Gruen and the members of his group, who have supplied us with most of the images and calibration d a t a that are presented here and that have proved extremely valuable to our research effort.
