Abstract: This paper describes the development of an inference system used for the identification of genes that encode enzymes of metabolic pathways. Input sequence alignment values are used to classify the best candidate genes for inclusion in a metabolic pathway map. The system workflow allows the user to provide feedback, which is stored in conjunction with analysed sequences for periodic retraining. The construction of the system involved the study of several different classifiers with various topologies, data sets and parameter normalisation data models. Experimental results show an excellent prediction capability with the classifiers trained with mixed data providing the best results.
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Previous approaches towards metabolic network reconstruction have used various algorithmic methods such as name-matching in IdentiCS (Sun and Zeng, 2004) and using EC-codes in metaSHARK (Pinney et al., 2005) to link metabolic information to genes. The AUtomatic Transfer by Orthology of Gene Reaction Associations for Pathway Heuristics (AUTOGRAPH) method (Notebaart et al., 2006) uses manually curated metabolic networks, orthologue and their related reactions to compare predicted gene-reaction associations.
Our current aim is to develop a process for the continuous improvement of the inference system used, which is applicable to any such datamining application. Our research also involves the comparison of several classifiers like Support Vector Machines (SVMs), Human Expert generated Fuzzy, Genetic Algorithm (GA) generated Fuzzy and Neural Networks using various different training data models.
All classifiers were trained and tested with four different data sets: three biological and a synthetically generated mixture data set. The obtained results showed a highly accurate prediction capability with the mixture data set providing some of the best and most reliable results. This paper is structured as follows: in Section 2, we describe integrated metabolic pathway datamining frameworks and the GeXpert system. Our proposed inference system is described in Section 3. In Section 4 we describe our experiments and the results obtained. Finally in Section 5, the conclusions are presented.
Metabolic pathway datamining frameworks and the GeXpert system

Metabolic pathway datamining frameworks
To determine if certain genes encode the enzymes that participate in a metabolic pathway of interest (e.g., catabolic pathway for an aromatic compound), current integrated bioinformatic datamining frameworks (Sun and Zeng, 2004; Arredondo et al., 2006) follow an iterative procedure similar to the following: 1 Search online for the metabolic pathway of interest (e.g., using KEGG) in the organism under study.
2 Download the aminoacid sequence of the enzyme (or subunits) from a database (e.g., GenBank).
3 Perform sequence alignments using the tblastn algorithm between the selected proteins and the genome under investigation.
6 If a CDS is found, the sequence is verified with a blastp alignment vs. the proteins in a public database (e.g., GenBank).
7 If the proteins found that are aligned with the CDS sequence correspond with the enzyme identified in Step 2 and there are documentation references (e.g., PubMed) that validate its existence as a non-putative protein, then this enzyme or subunit is considered to have been found in the organism.
Sequence alignment
As displayed in Figure 1 , the GeXpert system generates a prioritised scoring list of candidates based on certain parameters returned by an alignment algorithm (e.g., BLAST Identity, E-value, Gaps, and BitScore) . Our goal is to improve this part of the described process by ranking automatically with the inference system the list of DNA candidates sequences. We contrast several different inference systems and data models to validate this process. The inference system uses a selection of BLAST results as inputs and implements a continuous learning method to improve the selection of candidates using previous experience. Towards this task, the information provided by experts on previously researched genes is stored in the database and the inference system learns from this information to improve future scorings for other genes. We are also interested in testing a data set based on a mixture of organisms to increase predictive performance over using a single organism data model. Our proposal is decomposed into the following steps:
1 design a workflow that permits continual, incremental and autonomous learning 2 evaluate the use of various inference systems following standard training and data models previously used by other researchers 3 investigate the potential improvements of using selected BLAST parameters, classifier configurations and data models to attempt to improve candidate discrimination 4 evaluate whether combining different data sets into one mixed data set has the potential for producing improved results.
Proposed inference system
Application workflow
In our proposed workflow (Figure 2 ), once an alignment is performed, the results returned by BLAST are processed by the inference system, which gives the user an indication of the candidate gene's goodness. The user evaluates this test case and can update the training data with the objective of continually and incrementally improving the available training sets. After sufficient training records are available, the user or a scheduling agent can perform periodic retraining with the objective of incrementally improving the inference system.
Ensemble learning
When making important decisions, it is a common course of action to consult several experts with different viewpoints to make the best possible choice. An inference system (e.g., SVM, FIS, neural network, etc.) can be regarded as such an expert that which embodies a model that can be used to solve a problem (e.g., classify genes). This expert depending on the amount and quality of the training data and on whether the learning algorithm is an appropriate one to the problem being solved, may provide good or bad results. Several machine learning techniques follow the idea of consulting with multiple experts towards more reliable decision making. Bagging and boosting are two of the more prominent methods used to increase predictive performance, both are typically used to combine models of the same type (built by the same learning algorithm). Bagging combines the decisions of different models by taking a vote (or a weighted vote) and selecting the one with the highest number of votes or in the case of a numeric prediction calculating an average. Boosting takes a slightly different approach in that the different models receive different weights to give more influence to the more successful ones (Witten and Frank, 2005) .
Stacking is another approach that considers models built by different algorithms. One difficulty with such models is that they may perform radically differently and may not be very comparable. Stacking introduces the concept of a metalearner, which replaces the voting procedure of bagging and boosting. Stacking uses a metalearner algorithm, which tries to learn which classifiers are the reliable ones. This algorithm may take many forms such as rules, linear models or trees with different linear models at the leaves.
All these techniques share a common disadvantage in that they are difficult to analyse (Witten and Frank, 2005) and they impose additional computing and development requirements. With this in mind and considering the large amount of existing work using mixture distributions to model complex heterogeneous data in a variety of applications (McLachlan and Peel, 2000) is that we implement and test a model based on a random gene mixture (MIX) from the training sets of all available organisms.
Inference system structure
The general inference system operation structure is shown in Figure 3 .
The input parameters to the inference system correspond to the BLAST sequence alignment scores, which are defined as follows:
• Identity: Coincidence percentage.
• Positives: Symbol similarity percentage.
• E-value: Random match result probability.
• Gaps: Missing sequence segment percentage.
• BitScore: Statistical significance measure.
The Qualifier output value corresponds to an indicator of the goodness of an alignment with the candidate gene. The generated values are in the interval [0, 1] . Values higher than 0.5 indicate a good candidate, otherwise it is a bad candidate. In our current research, we have investigated the following alternatives for inference system implementation: SVM, Fuzzy and Neural Networks. 
Support Vector Machines based inference system
SVMs are machine learning algorithms used mostly for binary classification and regression purposes (Boser et al., 1992; Drucker et al., 1996) . In the classification case, given a set of data vectors (or data points) of two different classes, the SVM tries to separate the vectors of one class from the other by placing a hyperplane between them.
When the data is linearly separable, there are infinite hyperplanes that can satisfy this criterion (except for very few cases). To enclose the choice, the SVM algorithm chooses the hyperplane that leaves the greater margin between both classes, with this margin defined as the distance from the hyperplane to the closest point(s) of either class. To construct this given hyperplane, the SVM algorithm uses these nearest vectors (the so-called Support Vectors) and traces the hyperplane in such a way that the margin of each class touches all the support vectors of its class, as shown in Figure 4 . This method has been extended to deal with:
• non-linearly separable data, using different kernel functions as substitution to the inner product (Aizerman et al., 1964; Boser et al., 1992) • noisy data problems, using soft margins to make a trade-off between wrong classified vector and smaller generalisation error (Cortes and Vapnik, 1995; Schölkopf et al., 2000) .
The implemented SVM-based inference system consists in taking the BLAST outputs of every known candidate sequence as vector elements and label them as a good candidate or a bad candidate. The SVM-based inference system is adjusted by trying several different training/testing separations of the data, different kernel methods, various kernel parameter values and using softer margins to select the one set of parameters with the smaller generalisation error. The SVMs that have been used are of the C-SVM type (Smola and Schölkopf, 2004) as implemented in the Weka 3.6.1 software (Waikato environment for knowledge analysis, http://sourceforge.net/projects/weka/). The SMO training algorithm used is described in Platt (1999) with additional improvements as shown in Shevade et al. (2000) . Of the tested models, the one that had the best performance uses the homogeneous polynomial kernel with an exponent of 1 and a complexity variable set at C = 1.
Fuzzy based inference system
Fuzzy Inference Systems (FISs) are generally composed of fuzzy rules, membership functions and a form of fuzzification/defuzzification. Any of these elements could be updated or modified to tune the FIS. Four FIS rule sets are currently implemented using two methods, human (naive and expert) manually generated rules and an automatic generation of rule sets by Genetic Algorithms (GAs).
When using a GA to optimise an FIS, there are several possible alternatives. As mentioned in Cordon et al. (2001) , a GA individual can encode an entire FIS (Pittsburgh approach) or each individual can encode a single fuzzy rule and the entire population becomes a single FIS (Michigan approach). Also, as discussed in Peña-Reyes and Sipper (1999), a GA can adjust fuzzy membership functions and rule base simultaneously while another option is to only adjust the rule base during training (Herrera et al., 1994; Wang et al., 2004) . Our approach follows the latter that simplifies the optimisation process but that may have some drawbacks discussed further.
Fuzzy inference system rules. The rules of the FIS follow the Mamdani (Jang et al., 1997) where INVALUE is a membership value in the following set {Very Low, Low, Medium, High, Very High}. OUTVALUE is the expected result for said combination of fuzzy inputs. OUTVALUE can take the following values {Very Bad, Bad, Regular, Good, Very Good}.
Membership functions. Fuzzy membership functions receive input parameters
in the range [0, 1] that are normalised before being introduced into the FIS. Membership functions are triangular as depicted in Figure 5 . The defuzzifier uses the centroid method using the maximum of all activated functions (Jang et al., 1997) to produce the Qualifier output value. 
Fuzzy inference system trainer
Trainer structure. As mentioned previously, the FIS is trained using a GA.
We follow the Pittsburgh approach where each GA individual represents a complete candidate FIS. The GA individual is thus composed of n genes and each gene corresponds to a fuzzy rule.
GA individuals. In our encoding, each fuzzy rule is defined by a set of five values that identify the different fuzzy sets for each of the four BLAST output values (E: Evalue, B: Bit Score, I: Identity, G: Gaps) and the result (O: Output). These four output values are scored according to the alignment between sequences. As seen by the example in Figure 6 , the fuzzy values {Very Low, . . . ,Very High} and {Very Bad, . . . ,Very Good} are represented by {1, 2, 3, 4, 5}, respectively. Genetic operators. In our scheme, one crossover and three different mutation operators were used. The mutation operators generate a variable number of rules, which is essential to explore the problem space given the constraint of fixed membership functions. In our opinion, using fixed membership functions and a variable number of rules is a more intuitive approach than other methods and better emulates how a human expert would update the FIS.
Crossover. In our system, we are using a simple one-point crossover that selects two individuals, ind 1 and ind 2 , from the current population. After randomly selecting a value e, from the interval [0, a], with a = min(size(ind 1 ), size(ind 2 )), the first e number of rules are exchanged between the individuals.
Mutation. Three mutation operators are implemented as follows:
1 Adding rules. This operator increases the rules of an individual by adding new random rules (genes) up to a percentage µ of the original number of rules.
2 Removing rules. This operator reduces the number of rules of an individual by removing up to a certain percentage ν of the number of rules (genes). The rules are selected at random for removal.
3 Changing rules. This operator selects a random number of rules for modification in each individual. This operator selects the first b rules of an individual and mutates them, where b is a whole number chosen at random in the interval [0, size(ind)]. The mutation consists in choosing and changing at random one of the parameters that compose it.
The values for µ and ν were empirically chosen to be 0.33 (a maximum of 30% can be added or removed) as to not be too destructive but at the same time to allow for significant changes in the individuals.
Fitness function. The fitness function consists of two parts, the first is the sum of the hits (sh) obtained using the FIS. The value of sh is calculated based on the training cases tc i that are stored in the database where tc = [tc 1 , tc 2 , . . . , tc n ] T are generated as shown in part (d) of Figure 2 .
The second part consists of a penalty value that is applied to individuals, which have a large number of rules (rp). To obtain the value of sh, the points obtained by the individual are summed as we apply the values from each training example tc i . 
A bivariate sigmoid function is used for penalising individuals with an excess number of rules depending on the current iteration number of the GA. This equation is defined as
where x indicates the number of rules that compose the individual, y is the iteration number and α, β, γ and δ are the parameters. The β parameter indicates up to which iteration exploration should be favoured (thus rewarding new rule creation and exploration). Past this iteration, the penalty for the number or rules begins to be effective. The other parameters are for sigmoid scaling. Finally, the fitness of an individual can be expressed as
GA parameters. The GA parameters used in our current experiments were empirically determined. Six tests were performed with various GA parameter values (e.g., crossover and mutation probability) and in all situations only marginal fitness differences were seen (e.g., 1-5%). The number of elite individuals was chosen as to avoid premature convergence. In the case of α (penalty scaling) and β (beginning iteration for penalisation), another six combinations were explored. All of them resulted in minor differences in final results (e.g., considering true positives and negatives). Finally, these were set to: α = 0.08, β = 80, γ = 100, δ = −0.06. γ and δ were set such that the penalty curve have an impact within a range of 0-225 iterations.
On the basis of these tests, the GA parameters were set as follows:
• Crossover probability = 0.6
• Mutation probability = 0.26
• Maximum generations = 225
• Population size = 30
• Number of elite individuals = 4
• Roulette selection method.
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Neural network based inference system
The developed neural network model was based in the Feed Forward Artificial Neural Network (FANN) architecture with backpropagation. Several FANN configurations were tested and evaluated (Leiva et al., 2009 ) with three different input data models: without previous BLAST parameter normalisation, with a normalisation approach previously discussed in literature (Arredondo et al., 2008) , and with a new parameter normalisation approach. The inference output value Qualifier corresponds to an indicator of the goodness of the alignment result candidate gene, which as previously described produces continuous values in the interval [0, 1].
Neural network input encoding. The input data used to build the neural network corresponds to the genes for each organism under study using their alignment-scoring values obtained from tblastn results and their membership to the metabolic pathways of the organism. The input data was divided in two groups: those genes that were found to belong to the organism (good candidates) and those that did not (bad candidates).
Each one of the data items contained the parameters obtained from the BLAST algorithm and the goodness value associated with the candidates. Equations (4) and (7) were used to normalise the input parameters in accordance with Arredondo et al. (2008) . Equations (8) and (9) were added in our current work to include Positives and to better normalise the BitScore parameter.
1, Gaps ≤ 0.
BitScore 1000 , 0 < E-value ≤ 1000; 1, BitScore > 1000.
f N (Positives) = Positives 100
FANN training
Towards designing and evaluating different neural network options, we utilised the datamining suite SPSS Clementine (Spss Inc Web Site: Data Mining, Statistical Analysis Software, Predictive Analysis, Predictive Analytics, Decision Support Systems, http://www.spss.com/clementine/). This tool initially assigns to all weights in the neural network a small random value in the interval [−0.5, 0.5]. Later, the changes in the weights follow the backpropagation method:
where η is the learning coefficient, δ pj is the propagated error into neuron j due to pattern p, o pi is the output from neuron i due to pattern p, α is the momentum coefficient and ∆w ij (n) is the change in weight for weight w ij (i.e., the weight associated with the ith input to neuron j) from the previous training cycle. The value of α is fixed during training. The value of η varies during the training cycles, starting with an initial value of η initial equal to 0.3 and decreasing logarithmically until a η low value of equal to 0.01. The value is then recalculated such that η high is equal to 0.1 and again begins to decay thus repeating the process. The value of η is thus calculated in each iteration t according to:
The Prune (Spss Inc Web Site: Data Mining, Statistical Analysis Software, Predictive Analysis, Predictive Analytics, Decision Support Systems, http://www.spss.com/clementine/) training method was utilised in order to determine the best FANN architecture for each of the three input data models under study. The Prune method removes surplus inputs and hidden units as it trains if there is a benefit in doing so. Using the default Prune, we utilised 200 persistent cycles of training in which the network continued training even if there was no improvement in the network, 6 cycles to eliminate hidden neurons and 4 cycles to eliminate input neurons. Towards determining the optimal number of training cycles for the neural network, we contrasted the obtained error between the training and test sets after each training cycle. In this manner, training was stopped when additional training iterations began to increase the error in the validation set.
Input relative importance is a measure of the input variables influence on neural network output (Engelbrecht et al., 1985; Watkins, 1997) . The sensitivity of the neural network to an input attribute is calculated by varying the values of the attribute for each test set record. After varying the values, the maximum difference in the output is calculated. This value is summed across all test records, and then normalised. A greater variation in the output indicates that the neural network output value is more sensitive to that input attribute. Finally, the input relative importance corresponds to the average of the normalised maximum differences calculated for every record.
In the following section, we review the different input data models that were analysed.
Non-normalised data values
With the input data values directly obtained from the BLAST algorithm and using the expert judgement about the classification of the candidates (i.e., belonging or not belonging to the metabolic pathway), we constructed different models of neural networks, which were capable of learning from the data and of classifying future candidates following the method shown in Figure 3 . The use of the Positives value in this input data model was discarded given that the data model previously applied in Arredondo et al. (2008) did not consider it. We studied the use of this parameter in our own normalisation proposal, which is described further on.
Finally, Table 2 illustrates the two neural network models, which were best capable of solving the classification problem using non-normalised parameters (i.e., without any numeric transformation or range expansion). These non-normalised neural network models were used to enable a comparison with other techniques, which did not utilise normalisation (i.e., GA or human-expert-based methods). 
Previous data normalisation
In this case, we utilised normalised BLAST parameters using equations (4)- (7) from Arredondo et al. (2008) using the same classification output as that used in the non-normalised input data model. Table 3 shows the best neural network model identified utilising this model of normalised data.
Improved data normalisation
In this data model, the Positives parameter was added following equation (8) and we also utilised the BitScore parameter normalisation function (9). Both of these were empirically evaluated with better results obtained than with the previous normalisation functions. After the evaluation of 20 different neural network models, the Positives parameter was discarded given that it had a marginal influence in the obtained results. Finally, the best neural network architectures obtained with the new data model are presented in Table 4 . The best model that was obtained has four neurons in its input layer, five hidden layer neurons and one neuron in the output layer (each layer is fully interconnected). The model was trained using backpropagation for 120 training cycles with the following settings: α = 0.9, η initial = 0.3, η high = 0.1, η low = 0.01. 
Experiments
Two experiments were performed to validate the design and implementation of the different inference systems. These experiments explored the capability of the inference systems by measuring percentages of correct inferences for the genes that corresponded to good candidates (True Positives, TP) and for those that were bad candidates (True Negatives, TN).
The first experiment was to determine which one of the proposed inference models constituted an effective tool to predict good candidate and bad candidate genes. Towards this goal, we contrasted the performance of the various types of classifiers previously mentioned including: fuzzy-based Human Naive and Expert, SVM, two GA Fuzzy models and five different FANN models.
The second experiment was to test the best inference systems of each type obtained in the first experiment with genes from various organisms. The organisms included: a new set of genes from the bacterium Burkholderia xenovorans LB400 (LB), one from Cupriavidus necator JMP134 (JMP) and one from Pseudomonas putida KT2440 (KT). We also validated whether training these inference systems using a statistical mixture of organisms (MIX) provided any classification improvement.
First experiment: inference system model selection
In this first experiment, the input data used to build and train the inference systems corresponds to 248 genes provided by experts, their alignment-scoring values obtained from tblastn and their membership to the metabolic pathways of the bacterium B. xenovorans strain strain LB400. The genes used were for common metabolic pathways (i.e., non-specific to aromatic compound degradation). To find the best model and to avoid overfitting, we performed a cross validation of 40 runs each with 40 different random training and test data sets obtained from the genes of strain LB400. The input data was divided in two groups:
• 124 genes that were found to belong to the organism, classified as good candidates.
• 124 genes that were found to not belong to the organism, classified as bad candidates.
50% of these 248 genes were chosen at random as the training set used to configure the network topology and train the network. The other 50% were used as the test set to evaluate the obtained models and associated inference systems. The inference systems were evaluated and catalogued according to the following test cases: two sets of fuzzy rules generated by human naive and expert users (H-N and H-E), a standard SVM classifier implementation (Weka SMO Waikato environment for knowledge analysis, http://sourceforge.net/projects/weka/), two sets of fuzzy rules (GA-1 and GA-2) that were generated by a GA training method (Arredondo et al., 2008) and five FANN-based inference systems (i.e., NN-1 through NN-5) (Leiva et al., 2009 ). There are several additional differences between inference systems. The GA-1 inference system did not include a penalty function, whereas GA-2 did. The H-N rules were constructed by analysing in a short timespan (about 3 h) the training data with the aim of covering the entire spectrum of possibilities. For the H-E, rules, a more detailed analysis was performed (about 6 h) of the training data. (Fernández and Díaz, 2003) . Furthermore, the column labelled as TNs represents the percentage of bad candidates, which were correctly classified by an inference system with a value less than or equal to 0.5, this metric is also known as model specificity (Fernández and Díaz, 2003) . On the contrary, the columns labelled as FPs and FNs correspond to the percentage of candidates, which have been erroneously classified by the system.
First experiment results
It can be inferred from Table 5 , that the NN-5 model corresponds to the best model given that it solved the strain LB400 classification problem in an efficient and accurate manner. It also utilised a smaller number of neurons, a smaller number of training cycles and has a highest percentage of correct inferences. FANN-based models and the models based on normalised parameters were slightly more precise than ones that were not normalised. Also, all models considered have a greater degree of specificity than sensibility, but both metric results are good enough so as to judge that the inference systems produced a reasonably good set of results. 
Second experiment: model and dataset cross-validation experiments
The second experiment consisted of performing a cross validation of the best type of inference system obtained in the first experiment (i.e., SVM, GA-2, NN-5) using a completely different set of training and test genes from three model organisms: C. necator JMP134, P. putida KT2442 and B. xenovorans LB400. The base classifier parameters that were used in this experiment were the best ones obtained in the first experiment for NN (e.g., number of neurons in the hidden layer, NN learning rate), SVM (e.g., SVM kernel type, kernel parameters, C value), FIS (e.g., Fuzzy membership functions, GA parameters). An important objective of this experiment was to see if a set of classifier parameters could be used to evaluate new data including other organisms to save parameter retuning time.
For each of the three organisms, a list of the known genes was generated, then a tblastn search was performed with the other two organisms to find genes that had a common function in all three organisms. The genes that were found to have a common function in all three were considered as good candidates and those that did not were labelled as bad candidates. For each organism, we identified 124 good and 124 bad genes for a total of 248 genes. We also randomly generated a synthetic mixed set of genes (MIX) using one-third of the genes from each of the other three real organisms. The genes used in this experiment for strain LB400 (one of the most potent PCB-degraders known (Pieper and Seeger, 2008; xenovorans LB400 at the Joint Genome Institute, http://genome.jgipsf.org/finished_microbes/burfu/burfu.home.html) were all associated with the degradation of aromatic compounds.
Training methodology
Using these four sets of genes (i.e., JMP, KT, LB, MIX), we performed 40 different random partitions of each. We were left with 40 different sets of: 124 genes (50% good and 50% bad) for training and 124 genes (with same proportions) for testing. Then for each inference system type (i.e., SVM, GA-2, NN-5), we performed 40 different training runs (each with a different random seed) for each gene partition (i.e., 1600 total training runs) to generate 1600 inference system instances per inference system type.
Testing methodology
For each organism previously mentioned, all 1600 inference system instances were cross tested on random partitions of the test data. Finally, we averaged the performance of all inference system instances to estimate the performance of each inference system type on each organism independent of training-test data partitions. The performance was measured as the ability of the inference system to classify a gene correctly as a good or bad candidate.
Second experiment results
Tables 6-8 and Figures 7-9 correspond to the average of the ensemble total true results over all test data partitions with a 95% confidence interval (figures with no error bars have zero or near zero intervals). As seen by these results, NN-5 continued to produce some of the best if not the best results and GA-2 has gone down significantly from the first experiment. From the second experiment, it becomes evident that the difference in performance between inference systems generated from the same technique (i.e., SVM, GA, NN) but trained with different organisms is not very large (e.g., it never goes beyond 4% points between the best and worst performance). Even so, when choosing the best organism towards training, the results indicate that using the same organism for training and testing is not always the best approach. 
Conclusions
From the first experiment, we can observe that the best neural network model (NN-5) provides a fairly large improvement over the results obtained through other methods such as GA or SVN. Compared with other classifying algorithms, the NN models obtained an overall greater precision. In addition, the normalisation used with the BitScore parameter permitted models NN-4 and NN-5 to assign a greater relevance to that parameter, followed by the E-value, Gaps and Identity. The greater weight that was assigned by the neural networks to the BitScore parameter in first place and to the E-value parameter in second place, as can be observed in Table 4 , corresponds to the manner in which BLAST returns alignment results. These are considered as the parameters with greater biological significance by experts and it is auspicious that using our proposed normalisations the neural networks are capable of detecting this relevance during training.
As seen by the results of the second experiment, it becomes apparent that choosing the same organism towards training and testing is not always the best approach. One possible explanation for this is that in the second experiment the genes for different organisms do not have a similar function. The genes of strain LB400 are genes from metabolic pathways used for aromatic compound degradation while the genes of the other organisms participate in various nonspecific pathways. This causes a difficult classification of the genes of strain LB400. In the case of NN-5, it can lead to an over-adjustment of the model when using these confused genes. On the other hand, in the case of SVM the method discards confusing genes using the soft margin technique. In the case of GA-2, the fuzzy fitness score promotes more general models (with less rules) using its associated penalty function. This could account for GA-2 reduced performance in the second experiment as the genes used in that experiment were not as general as those for the first one.
Using several different organisms as the training data set would seem like a good option to reduce the risk of choosing a bad training model. Even if it is not always the model with best performance, the mixture model (MIX) is usually one of the best and is rarely the worst model. While training a mixture model takes more time than using a single organism, the benefits would far outweigh the small additional cost and the inference algorithm is not modified at all as in the case of other ensemble learning methods. Using a mixture model seems like a very good compromise between optimum performance and inference system complexity, which should be applicable to other classification and machine learning domains.
Some future considerations include performing experiments with other organisms to determine if the obtained inference systems are capable of generalising results with a high degree of accuracy or if it would be necessary to generate different inference profiles based on phylogenetic considerations. It would also be of interest to modify the GA-2 technique to try to improve its performance vs. the other techniques by changing membership function type and granularity to better adjust the FIS to the data.
