We consider the Bresse system with temperature and we show that there exist exponential stability if and only if the wave propagation is equal. We show that, in general, the system is not exponentially stable but that there exists polynomial stability with rates that depend on the wave propagations and the regularity of the initial data. Moreover, we introduce a necessary condition to dissipative semigroup decay polynomially. This result allows us to show some optimality to the polynomial rate of decay.
Introduction
In this paper, we consider the Bresse system with thermal dissipation effective only in one equation of the system. Our main result is to prove that, in general, the system does not decay exponentially. That is to say, we will prove that the semigroup associated to the Bresse system is not exponentially stable. The exception is when all the wave speed are equal. In that case, we will show that the system is exponentially stable. Under that conditions, the remaining question on the asymptotic behaviour is about the polynomial decay of the solution. In that direction, we will prove that the solution decays polynomially to zero, with rates that depend on the relationship between the wave speed and the regularity of the initial data. Here, we introduce a necessary condition to a general semigroup decay polynomially to zero. The Bresse system is written as or Dirichlet-Neumann boundary conditions (1.6) This later boundary conditions make the calculations easier because it does not introduce pointwise terms when we apply the multiplicative techniques. Dirichlet boundary conditions (in all the equations) are more complicated because of the boundary pointwise terms but by using observability result, we can estimate them. The final remark about the boundary condition is that we use Dirichlet-NeumannNeumann-Dirichlet to prove the lack of exponential stability of the corresponding semigroup. The same result must be true for other boundary conditions but as well as we know that there is no formal proof to this fact. There exists only a few result about the asymptotic behaviour to Bresse system. The most important, from our point of view, is given by Liu & Rao (2009) . In that paper, the authors consider the Bresse system with two different dissipative mechanism, given by two temperatures coupled to the system. The authors showed the same result concerning the exponential stability but concerning the polynomial decay, they found rates that depend on the boundary condition. When the system has Dirichlet-Neumann boundary condition, they show that the system decays as t −4 and for fully Dirichlet boundary condition, they proved that the solution decays as t −8 . We see our paper as an improvement of Liu and Rao (2009) result in the sense that we consider only one dissipative mechanism given by one temperature, and we get the rate of decay t −6 for Dirichlet-Neumann and Dirichlet-Dirichlet boundary conditions. Moreover, we show a necessary condition to general contraction semigroup and as an application, we prove optimality of the rate of decay under some relationships on the coefficient.
The method we use to show the lack of exponential stability is based on 'Gearhart-Herbst-Prüß-Huang' theorem to dissipative systems (see Prüss (1984) and Huang (1985) On the other hand, our result on the polynomial stability is based on the result of theorem on stability of Liu and Rao (2009 
As a final remark, we pointed out that our prove is direct, i.e. to say, we do not use contradiction argument. The remaining part of this paper is organized as follows. In Section 2, we show that the system is well posed. In Section 3, we prove lack of exponential stability. In Section 4, we show the exponential stability and finally in Section 5, we show a necessary condition to polynomial decay of contraction semigroups and the polynomial rate of decay of the Bresse system together with some optimality results.
The semigroup setting
We rewrite the initial-boundary-value problems (1.1-1.5) as a first-order system for U := (ϕ, ϕ t , ψ, ψ t , w, w t , θ) , where the prime is used to denote the transpose. Then U satisfies
where U 0 := (ϕ 0 , ϕ 1 , ψ 0 , ψ 1 , w 0 , w 1 , θ) and A is the (formal) differential operator
To attend the different types of boundary conditions, we consider the following face spaces:
Here, we are denoting by
When the boundary conditions make no effect in the definitions, we denote H i by H.
Then A, formally given in (2.2), with domain
It is not difficult to see that A is a dissipative operator in the face space H and that 0 ∈ (A). More precisely, we have
Therefore, from Lummer-Phillip's theorem, we have that A is the infinitesimal generator of a contraction C 0 -semigroup.
The lack of exponential stability
Our starting point is to show that the semigroup associated with the Bresse system is not exponentially stable. To show this, we will consider Dirichlet-Neumann-Neumann boundary conditions given by (1.6). We use Theorem 1.1, i.e. we will prove that there exists sequence of values λ μ such that
which is equivalent to prove that there exists F μ ∈ H, with F μ 1 for which we have,
therefore we have that
That is to say, we have to look at the solution of the spectral equation (3.4) and show that the corresponding solution U μ is not bounded when F μ is bounded in H. Rewriting the spectral equation in term of its components, we have
Under the above notations, we establish the main result of this section.
THEOREM 3.1 Let us suppose that
then the semigroup associated to system (1.1-1.3) with Dirichlet-Neumann-Neumann-Dirichlet boundary conditions (1.6) is not exponentially stable.
Proof. We will prove that there exists a sequence of complex number λ μ and functions F μ ∈ H 2 , with F μ H 2 1 verifying (3.3). To do this, we take f 1 = f 3 = f 5 = 0. So using the equation to eliminate the terms Φ, Ψ and W
So our choice on f 2 , f 4 , f 6 and f 7 is the following:
Because of the boundary conditions, we can suppose that Therefore, to find a solution of system (3.5-3.8) is equivalent to find a solution of the following system:
and assuming that the coefficients satisfies
Now, we take λ = λ μ such that
therefore, the above system can be written as
where we consider α = 0. Subtracting (3.13) from (4.49), we get
Substituting B into (4.49) and (3.16) yields 
recalling the definition of λ = λ μ , we get
When μ → ∞, we get
and also
Therefore, as μ → ∞, we have
Therefore, there is no exponential stability. Now, let us assume that the coefficients satisfy
Here, we will assume that α = 1.
i.e. to say Therefore, systems (3.9-3.11) can be rewritten as
Subtracting (3.18) from (3.19), we conclude that
Substituting this expression in (3.17 and 3.18) and using that D = o 1 μ 3 , we get 
From where we conclude that
From (3.19), we conclude that 
So we have no exponential stability.
Exponential stability
In this section, we will prove the semigroup associated to systems (4.25-4.27) is exponentially stable provided
The resolvent equations in terms of their components are given by
Multiplying (4.25), (4.27) and (4.29) by −k(ϕ x + ψ + lw) x , −bψ x x and −k 0 (w x − lϕ) x and (4.26), (4.28) and (4.30) by Φ, Ψ and W, respectively, adding the product result, we get
Taking λ = iβ, we get
REMARK 4.1 To prove that iR ⊂ ρ(A), it is enough to show that λU − AU = 0 implies that U = 0. In fact, from (4.33) for F = 0, we get θ = 0. Using this in (4.31) and (4.27), we obtain ψ = Ψ = 0. So from (4.28), it follows that ϕ x + lw = 0 . Using (4.25), (4.26), (4.29) and (4.30), we conclude that
So we get lw = ϕ x or ϕ x − lw = 0. Therefore, ϕ = w = 0. Our conclusion follows. 
Proof. Multiplying (4.31) by θ , our conclusion follows:
To simplify notations, we define, for any function h the notation I h (t), as
LEMMA 4.3 For the case, Dirichlet-Dirichlet boundary condition, we have that there exists a positive constant C such that
Proof. Multiplying (4.31) by qθ x , where q = x − L/2, we get
Note that
and that
and therefore, we have
Taking the real part in (4.35) and using the above inequality, we get
From where our conclusion follows. 
Proof. Multiplying (4.28) by ψ, we get
Using relation (4.33), we get
From where our conclusion follows.
LEMMA 4.5 Under the above notations, we have a positive constant c such that
Proof. Multiplying (4.26) by ϕ, we get that 
From where it follows that
LEMMA 4.6 Under the same hypotheses as in Lemma 4.3, there exists a positive constant C such that
37)
Additionally, we have 39) where
Proof. Using (4.27) and (4.28), we get
Multiplying the above expression by qψ x where
Therefore, using Lemma 4.33, we have that 
Using Lemma 4.5, inequality (4.39) follows. Finally, multiplying (4.30) by q(w x − lϕ), and using the above same argument our conclusion follows.
LEMMA 4.7 Under the same hypotheses as in Lemma 4.3, there exists a positive constant C such that
Proof. In fact, using Lemma 4.6, we get On the other hand, we get
where γ i = 1, 3/2. From where our conclusion follows.
Let us denote by
LEMMA 4.8 Under the above notations, we have
for γ i = 4/3, 1 , α i = 1/2, 1, 3/2 and β large enough.
Proof. Multiplying (4.28) by ϕ x + ψ + lw, we get
Using (4.26), we get 
Inserting the above inequality into (4.42) and using (4.27) and (4.42), for |λ| 1, we obtain
Using Lemma 4.6, we get
where γ i = 1, 3/2, α i = 1/2, 1, 3/2. From where it follows
LEMMA 4.9 For any > 0, there exist a positive constant C such that
H . From where our conclusion follows. LEMMA 4.10 For any δ > 0, there exists c δ > 0 such that
From where we get
Finally, from Lemmas 4.9 and 4.5, it follows:
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RATES OF DECAY TO WEAK THERMOELASTIC BRESSE SYSTEM 897 LEMMA 4.11 Under the above notations, there exists a positive constant C such that
for r i = 1/2, 2/3 and α i as in Lemma 4.6.
Proof. Let us denote by
Multiplying (4.31) by p, we get
Since p(0) = 0, we can rewrite the above equation as
Let us denote by σ the function such that
Then we have that
Using that λϕ = Φ + f 1 and λψ = Ψ + f 3 , we get 
It is not difficult to see that
And so we have
Therefore, from (4.45-4.47), we have 
From where identity (4.43) follows. On the other hand, since
From where identity (4.44) follows. Now, we are in conditions to show the main result of this section.
THEOREM 4.12 The semigroup associated to systems (4.25) and (4.26) is exponentially stable if and only if
Proof. Because of Remark 4.1, it is enough to show that the resolvent operator is uniformly bounded over imaginary axis. To do this, multiply (4.26), (4.28) and (4.30) by ϕ, ψ and w, respectively, adding the product result and taking the real part, we get
From Lemma 4.10, it follows 
From Lemma 4.4, there exists a positive constant C such that
Adding the above inequality to (4.52), we get
Recalling the definition of U H , we arrive to
From Lemma 4.5, we conclude that
Using Lemma 4.8 and assuming that χ 0 = 0 and k = k 0 , we conclude that
H . Finally, from Lemma 4.11, we get that
H , which implies the exponential stability. 
Polynomial rate of decay and optimality
In this section, we prove that the solution of Bresse system decays polynomially to zero as time goes to infinity when relation (4.24) does not hold. We will show that the corresponding energy decays, in general, to zero as t 1/6− , for < < 1 . Instead, when relation (4.24) is not valid but one of the identitites
holds, then we prove that the solution of the Bresse system goes to zero as 1/t 1/3− , for any initial data over D (A) . Moreover, we show that this rate of decay is optimal in the sense that the rate 1/t cannot be improved. The first part of our result is based on the following theorem due Liu and Rhao (see Liu & Rao, 2009 ).
THEOREM 5.1 Let T (t) be a C 0 -semigroup of contractions of linear operators on Hilbert space with infinitesimal generator A. If iR ⊂ ρ( A) and
Therefore, to prove polynomial decay, we should show that there exists positive constant C > 0 independent of β, l or f such that
REMARK 5.2 Note that the above theorem says that we always can improve the polynomial rate of decay by improving the regularity of the initial data. The optimality of course will depend on the domain. So fixing the domain by taking k = 1, we prove that the rate of decay can be 1/t 1/6 or 1/t 1/3 .
To prove the optimality of the decay rate, we need the following result. Since 0 ∈ ( A) and A is onto over H, taking AU 0 = F, we get that the above inequality is equivalent to
Therefore, we get that
in the operator norm. Using Proposition 3.1 of Prüss (1984) , we conclude that the above inequality is equivalent to
Then using Theorem 3.5 of Prüss (1984) , it follows that for any > 0 there exists C > 0 such that From where our conclusion follows.
Here, we will prove that the solution decays polynomially with rates that depends on the regularity of the initial data and some relationships between the coefficients. Now, we are in conditions to show the main result of this paper. 
Then we have
At U 0 H C t 1/3− U D(A) . 
In fact,
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