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Einleitung
In der vorliegenden Arbeit betrachten wir die folgende Situation:
• X = Spec(R) ist eine normale, dreidimensionale Gorenstein-Varieta¨t u¨ber
dem Ko¨rper der komplexen Zahlen C.
• f : Y → X ist eine Auflo¨sung von Singularita¨ten mit folgenden Eigen-
schaften:
– Rf∗OY = OX .
– f ist crepant, d.h. f∗KX = KY .
Zusa¨tzlich sei X eine torische Varieta¨t, d.h. es ist R = C[Sσ], wobei:
• M = Hom(N,Z) das zu einem Gitter vom Rang 3, N ∼= Z3, duale Gitter
ist,
• σ =
∑r
i=1Q≥0 · vi ⊂ N ⊗ Q ein von gewissen Elementen v1, . . . , vr ∈ N
erzeugter Kegel ist,
• Sσ = σ∨ ∩M = {φ ∈ M | φ(v) ≥ 0 fu¨r alle v ∈ σ} die zu σ assoziierte
Halbgruppe ist,
• und C[Sσ] = C[χφ | φ ∈ Sσ], χφ · χψ := χφ+ψ, die zu Sσ assoziierte C-
Algebra ist.
Weil Sσ ⊂ M gesa¨ttigt ist, ist X dann automatisch normal. Nach [30] oder
[3, Proposition 2.2.2, (ii)] ist X genau dann eine Gorenstein-Varieta¨t, falls ein
mσ ∈M existiert mit
mσ(vi) = −1, fu¨r alle i = 1, . . . , r.
Dies bedeutet gerade, dass die kanonische Klasse von X trivial ist [16, Pro-
position 4.3.]. Wir nennen eine (nicht notwendigerweise projektive) Varieta¨t
Calabi-Yau, falls ihre kanonische Klasse trivial ist. Somit ist eine affine torische
Varieta¨t genau dann Gorenstein, wenn sie Calabi-Yau ist. In diesem Fall nennen
wir das konvexe Polygon PX = {v ∈ σ | mσ(v) = −1} das torische Diagramm
von X. Eine Desingularisierung f : Y → X mit den obigen Eigenschaften er-
halten wir dann durch eine Unterteilung des torischen Diagramms in Dreiecke
mit Ecken im Gitter N und Fla¨cheninhalt 12 . Im Allgemeinen gibt es mehrere
Mo¨glichkeiten, PX so zu unterteilen; dementsprechend existieren dann mehrere
crepante Auflo¨sungen von X.
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Michel van den Bergh hat in [6, Definition 4.1 und Lemma 4.2] ein nicht-
kommutatives Analogon zum Begriff einer (kommutativen) crepanten Auflo¨sung
Y → Spec(R) entwickelt: Unter einer nichtkommutativen crepanten Auflo¨sung
von R versteht man die Endomorphismenalgebra EndR(M) eines R-Moduls M
mit folgenden Eigenschaften:
• M ist reflexiv.
• A ist ein maximaler Cohen-Macaulay-Modul.
• gldim(A) <∞.
Eine Branenkachelung ist gegeben durch die Einbettung eines bipartiten Gra-
phen G in einen kompakten 2-Torus T = R2/Γ derart, dass die Zusammen-
hangskomponenten von T − G Polygone sind. Falls der Graph G wenigstens
eine perfekte Paarung besitzt, kann man zu ihm ein eine affine torische, dreidi-
mensionale Calabi-Yau-Varieta¨t UσG assoziieren.
Zu einer Branenkachelung G kann man auch den sogenannten dualen Ko¨cher
mit Relationen (Q, I) assoziieren. Falls G geometrisch konsistent ist, ist von
Sergey Mozgovoy gezeigt worden, dass die Algebra AG := CQ/I eine nichtkom-
mutative crepante Auflo¨sung des Koordinatenrings von UσG ist. Außerdem ist
das Zentrum von AG isomorph zu C[UσG ].
Nathan Broomhead [10, Abschnitt 4.2.] und Daniel R. Gulotta [17, Abschnitt
6] haben gezeigt, dass man fu¨r jede affine torische 3-Calabi-Yau-Varieta¨t X eine
geometrisch konsistente Branenkachelung G finden kann, mit X ∼= UσG .
Somit gibt es fu¨r jede dreidimensionale affine torische Gorenstein-Varieta¨t X =
Spec(R) eine nichtkommutative crepante Auflo¨sung des Koordinatenrings R.
Um eine crepante Auflo¨sung von UσG zu erhalten, betrachtet man nun folgen-
des: Sei α = (1, . . . , 1) ∈ ZQ0 , θ ∈ ZQ0 α-generisch und Mθ = Mθ(AG, α) der
Ko¨chermodulraum der θ-semistabilen AG-Darstellungen mit Dimensionsvektor
α. Dann kann man Mθ als eine crepante Auflo¨sung von UσG auffassen. Um-
gekehrt erha¨lt man jede torische crepante Auflo¨sung von UσG durch Variation
des Stabilita¨tsparamters θ [21, Theorem 15.1]. Weil θ α-generisch ist, existiert
ein universelles Vektorbu¨ndel Uθ =
⊕
i∈Q0 Uθ,i, Uθ,i ∈ Pic(Mθ). Es folgt dann
aus [6, Theorem 6.3.1], dass man eine A¨quivalenz von triangulierten Kategorien
gegeben hat durch
Db(mod−AopG )→ Db(Coh(Mθ)), M• 7→M• ⊗LAG Uθ.
Nach einem Theorem von Alexei Bondal [8] ist dies a¨quivalent dazu, dass Uθ
eine Tiltinggarbe auf Mθ ist, das heißt Uθ erzeugt Db(Coh(Mθ)), und es ist
Extk(Uθ,Uθ) = 0, fu¨r alle k > 0. Eine Tiltinggarbe, die die direkte Summe von
Linienbu¨ndeln ist, nennen wir Tiltingbu¨ndel.
Wir werden sehen, wie man die Mθ entsprechende, passende Unterteilung des
torischen Diagramms von UσG graphentheoretisch bestimmen kann. Man kann
sich nun fragen, ob man Divisoren fu¨r die direkten Summanden von Uθ ebenfalls
graphentheoretisch bestimmen kann. Ein dahin zielender Algorithmus wurde in
[18] von Amihay Hanany, Christopher Herzog und David Vegh vorgeschlagen.
Das Hauptergebnis dieser Arbeit ist, dass dieser Algorithmus tatsa¨chlich Divi-
soren fu¨r die direkten Summanden von Uθ liefert.
2
Aufbau der Arbeit und Ergebnisse
In Kapitel 1 wiederholen wir zuna¨chst einige grundlegende Eigenschaften von
torischen Varieta¨ten. Fu¨r ein Linienbu¨ndel p : Y → X auf einer torischen Va-
rieta¨t X werden wir in Proposition 1.1.1 sehen, wie man aus einem Fa¨cher fu¨r
X einen Fa¨cher fu¨r Y konstruieren kann. Danach werden wir sehen, dass es fu¨r
die Existenz eines Tiltingbu¨ndels auf einer torischen 3-Calabi-Yau-Varieta¨t X
mit einfach zusammenha¨ngendem torischen Diagramm PX notwendig ist, dass
PX konvex ist. (Lemma 1.3.7). In diesem Fall ist X dann eine (mo¨glicherweise
nur teilweise) crepante Auflo¨sung einer affinen 3-Calabi-Yau-Varieta¨t. Wir de-
monstrieren dann anhand des Falls eines suspended pinch point, wie man ex-
plizit ein Tiltingbu¨ndel auf einer crepanten Auflo¨sung einer affinen, torischen
3-Calabi-Yau-Vareita¨t bestimmen kann.
In Kapitel 2 werden wir zuna¨chst definieren, was wir unter einer Branenka-
chelung G verstehen. Danach werden wir sehen, wie man zu einer Branenka-
chelung eine affine torische 3-Calabi-Yau-Varieta¨t assoziieren kann. Wir zeigen
dann, wie man das torische Diagramm dieser Varieta¨t graphentheoretisch be-
stimmen kann. (Lemma 2.2.8 und Bemerkung 2.2.10). Es stellt sich dann
die Frage, wie man crepante Auflo¨sungen dieser Varieta¨t erha¨lt. Dazu wer-
den wir den zu G dualen Ko¨cher mit Relationen (Q, I) und die Theorie der
Ko¨chermodulra¨ume gema¨ß A.King verwenden. Außerdem werden wir G be-
stimmte Konsistenz-Bedingungen auferlegen. Durch die Wahl einer generischen
Stabilita¨t θ ∈ ZQ0 werden wir so eine Auflo¨sung von Singularita¨tenMθ → UσG
erhalten, die crepant ist. (Satz 2.3.13.) Die Varieta¨t Mθ ist dabei ein geome-
trischer Quotient, der die θ-stabilen CQ/I-Darstellungen mit Dimensionsvektor
(1, . . . , 1) ∈ ZQ0 parametrisiert. Nach Ishii und Ueda ist jede crepante Auflo¨sung
der FormMθ → UσG . Das Kapitel endet mit der Antwort auf die Frage, wie die
zu der crepanten Auflo¨sungMθ passende Unterteilung des torischen Diagramms
von UσG graphentheoretisch bestimmt werden kann. (Proposition 2.4.6).
In Kapitel 3 bescha¨ftigen wir uns mit einem Algorithmus von Amihay Hanany,
Chistopher P. Herzog und David Vegh, der in [18, Abschnitt 5.2] vorgeschlagen
wurde (zur Begriffskla¨rung siehe die Definitionen 2.2.1 und 2.2.9):
Algorithmus von Hanany et al. Sei θ ∈ ZQ0 eine generische Stabilita¨t.
• Bestimme alle θ-stabilen perfekten Paarungen auf G, I1, . . . , Ir ∈ A.
• Fixiere eine Ecke i0 ∈ Q0.
• Wa¨hle fu¨r alle i ∈ Q0 eine Wanderung in Q von i0 nach i, µi ∈ ZQ1 .
• Die den θ-stabilen perfekten Paarungen I1, . . . , Ir entsprechenden TM -
invarianten Primdivisoren auf Mθ seien mit D1, . . . , Dr bezeichnet. Defi-
niere fu¨r jedes i ∈ Q0 einen Divisor auf Mθ durch
Ei :=
r∑
j=1
χIj (µi) ·Dj .
Sie erwarteten dabei, dass die direkte Summe der so konstruierten Linienbu¨ndel
OMθ (Ei), i ∈ Q0, ein Tiltingbu¨ndel fu¨r Db(Coh(Mθ)) ist.
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Zuna¨chst zeigen wir in Abschnitt 3.1, dass die aus obigem Algorithmus resultie-
renden Linienbu¨ndel universelle Bu¨ndel fu¨r Mθ sind (Theorem 3.1.6); dabei
werden wir die Erkenntnisse aus Kapitel 2 und die Proposition 1.1.1 benutzen.
Von Sergey Mozgovoy wurde gezeigt, dass AG eine nichtkommutative crepante
Auflo¨sung des Koordinatenrings von UσG ist. Es folgt dann aus [6, Theorem
6.3.1], dass der obige Algorithmus tatsa¨chlich ein Tiltingbu¨ndel auf Mθ liefert.
Dies ist das Hauptresultat dieser Arbeit:
Theorem 3.2.4. Es sei G eine geometrisch konsistente Branenkachelung und
θ ∈ ZQ0 eine generische Stabilita¨t. Fu¨r ein i ∈ Q0 sei Ei der aus dem Algorith-
mus von Hanany et al. resultierende Divisor auf Mθ. Dann ist durch
Lθ :=
⊕
i∈Q0
OMθ (Ei) ∈ Coh(Mθ)
ein Tiltingbu¨ndel fu¨r Db(Coh(Mθ)) gegeben.
Wir beschließen das Kapitel mit einem Beispiel, anhand dessen wir die in den
Kapiteln 2 und 3 gewonnenen Ergebnisse demonstrieren.
Sei X eine glatte torische Varieta¨t und p : Y → X ein Linienbu¨ndel auf X. In
Kapitel 4 benutzen wir Ergebnisse aus den vorhergehenden Kapiteln, um der
folgenden Frage nachzugehen:
Wann existiert ein Tiltingbu¨ndel auf Y , und wie kann man im Falle der Existenz
ein solches konstruieren ?
Fu¨r den Fall, dass X eine projektive torische Fla¨che und p : Y → X das kano-
nische Bu¨ndel auf X ist, haben Lutz Hille und Markus Perling in [20] bewiesen,
dass ein Tiltingbu¨ndel auf Y genau dann existiert, falls die anti-kanonische Klas-
se −KX numerisch effektiv ist. In diesem Falle ist dann ein Tiltingbu¨ndel auf Y
durch den Pull-Back eines Tiltingbu¨ndels auf X entlang p gegeben. Weil in die-
sem Fall Y eine torische 3-CY-Varieta¨t ist, finden wir mit Hilfe von Resultaten
aus den Kapiteln 1 bis 3 einen alternativen Beweis. (Satz 4.1.1.) In Abschnitt
4.2 kehren wir zur allgemeinen Situation einer glatten torischen Varieta¨t X und
einem Linienbu¨ndel p : Y → X zuru¨ck: Wir werden ein fu¨r die Existenz eines
Tiltingbu¨ndels auf Y hinreichendes Kriterium beweisen. (Satz 4.2.4.)
Weil es projektive torische Fla¨chen ohne Tiltingbu¨ndel gibt (siehe [19]), kann
Satz 4.1.1 nicht fu¨r den Fall, dass p : Y → X irgendein Linienbu¨ndel ist, verall-
gemeinert werden. Falls ein Tiltingbu¨ndel auf X existiert, vermuten wir, dass
Satz 4.1.1 eine Verallgemeinerung besitzt (Vermutung 4.3.1), und zeigen die
Gu¨ltigkeit dieser Vermutung fu¨r den Fall, dass X eine projektive Ebene oder
eine Regelfla¨che ist.
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Kapitel 1
Torische 3-CY-Varieta¨ten
und Tiltinggarben
Torische Varieta¨ten werden durch konvex-geometrische Objekte, den sogenann-
ten Fa¨chern definiert. Dies sind endliche Mengen von streng konvexen Kegeln
mit gewissen Eigenschaften. Die Eigenschaften dieser Varieta¨ten ko¨nnen dann
in Eigenschaften der die Varieta¨t definierenden Fa¨cher u¨bersetzt werden. In
diesem Kapitel sollen zuna¨chst zwei verschiedene Konstruktionswege aufgezeigt
werden: Der lokale Ansatz, wie man ihn zum Beispiel im Buch von William
Fulton ([16]) findet und die Konstruktion von David Cox und Ian Musson einer
torischen Varieta¨t als Quotientenvarieta¨t. Der letztere Ansatz entha¨lt daru¨ber
hinaus eine Beschreibung der koha¨renten Garben auf einer torischen Varieta¨t,
die der Beschreibung der koha¨renten Garben auf einem projektivem Raum mit
Hilfe des homogenen Koordinatenrings nachempfunden ist.
Sei p : Y → X ein Linienbu¨ndel auf einer torischen Varieta¨t X, die allen-
falls Quotientensingularita¨ten hat. Wir werden sehen, wie man einen Fa¨cher
(Proposition 1.1.1) und globale Koordinaten (Lemma 1.2.4) fu¨r Y erha¨lt.
Danach werden wir dreidimensionale torische Varieta¨ten betrachten, die Calabi-
Yau sind, d.h. ihre kanonische Klasse ist trivial. Kovex-geometrisch bedeutet
dies, dass der definierende Fa¨cher einer solchen Varieta¨t die Eigenschft hat,
dass die primitiven Erzeuger seiner eindimensionalen Kegel in einer affinen Hy-
perebene eines dreidimensionalen Q-Vektorraums enthalten sind. Den Schnitt
des Fa¨chers mit dieser Hyperebene nennt man das torische Diagramm.
Eine koha¨rente Garbe G auf einer glatten quasi-projektiven Varieta¨t X wird
Tiltinggarbe genannt, falls Extk(G,G) = 0 fu¨r alle k > 0 ist, und falls G die
beschra¨nkte derivierte Kategorie der koha¨renten Garben auf X, Db(Coh(X)),
erzeugt, d.h. die kleinste triangulierte Unterkategorie von Db(Coh(X)), die G
entha¨lt, ist bereits gleich Db(Coh(X)). Solche Garben liefern eine derivierte
A¨quivalenz zwischen Db(Coh(X)) und der beschra¨nkten, derivierten Kategorie
der Rechts-Moduln von End(G), der Algebra der Endomorphismen von G. Eine
Tiltinggarbe, die die direkte Summe von invertierbaren Garben ist, nennen wir
Tiltingbu¨ndel.
Falls X eine torische 3-CY-Varieta¨t mit einfach zusammenha¨ngendem torischem
Diagramm ist, werden wir sehen, dass die Existenz eines Tiltingbu¨ndels die
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Konvexita¨t des torischen Diagramms vorraussetzt (Lemma 1.3.7). In diesem
Fall ist die Varieta¨t dann eine crepante Auflo¨sung einer affinen torischen 3-
Calabi-Yau-Varieta¨t. Fu¨r den Fall eines suspended pinch point, werden wir fu¨r
alle torischen, crepanten Auflo¨sungen ein Tiltingbu¨ndel berechnen (Beispiel
1.4.4).
Abschließend skizzieren wir fu¨r den Fall, dass die Faserdimension einer crepanten
Auflo¨sung ho¨chstens gleich 1 ist, wie Kentaro Nagao mit Hilfe von Methoden von
Michel van den Bergh ein Tiltingbu¨ndel auf der aufgelo¨sten Varieta¨t konstruiert
hat.
1.1 Torische Varieta¨ten: Der lokale Ansatz
Beweise zu den nichtbewiesenen Aussagen dieses Abschnittes findet man in [16].
Wir fixieren folgende Notationen:
• N ∼= Zn ein Gitter vom Rang n.
• NQ = N ⊗Q der von N erzeugte Q-Vektorraum.
• M = Hom(N,Z) das zu N duale Gitter.
• σ = {∑ri=1 λivi | λi ∈ Q≥0} ⊂ NQ der von Elementen v1, . . . , vr ∈ N
erzeugte Kegel.
• σ∨ = {φ ∈MQ | φ(vi) ≥ 0, ∀i = 1, . . . , r} der zu σ duale Kegel.
• σ⊥ = {φ ∈MQ | φ(v) = 0 ∀v ∈ σ} der zu σ orthogonale Q-Vektorraum.
• Sσ = σ∨ ∩M die zu σ assoziierte Halbgruppe.
• Aσ = C[Sσ] := C[χφ | φ ∈ Sσ], mit χφ · χφ′ := χφ+φ′ , die von Sσ erzeugte
C-Algebra.
Dann ist Sσ eine endlich erzeugte, gesa¨ttigte Halbgruppe, weswegen Aσ eine
endlich erzeugte, normale C-Algebra ist. Es ist also durch
Uσ := Spec Aσ
eine normale affine Varieta¨t gegeben, fu¨r die folgende Identifikationen gelten:
Uσ = HomSch(pt, Uσ) = HomC-Alg(Aσ,C) = Homsgp(Sσ, (C, ·)).
Sei ferner σ streng konvex, d.h. es existiert ein φ ∈ σ∨ mit σ∩φ⊥ = {0} . Dann
ist M = Sσ + Z≥0 · (−φ) und somit hat man eine offene Einbettung
TM := Spec C[M ] = Spec (Aσ)χφ
ι−→ Uσ,
die einen algebraischen n-Torus TM mit einer offenen und dichten Untervarieta¨t
von Uσ identifiziert. Auf dem Level von Halbgruppenmorphismen gilt fu¨r ι dann
das folgende:
φ ∈ TM = HomAb(M, (C∗, ·)),
ι(φ) = φ|Sσ ∈ Uσ.
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Vermo¨ge ι operiert dann TM auf Uσ als Multiplikation von Halbgruppenmor-
phismen, und Uσ wird die zu σ assoziierte affine torische Varieta¨t genannt.
Unter einer Seite τ ≺ σ von σ versteht man einen Unterkegel τ ⊂ σ von σ mit
der Eigenschaft, dass ein ψ ∈ σ∨ existiert mit σ ∩ ψ⊥ = τ .
Ein Fa¨cher Σ in N ist eine endliche Menge von streng konvexen Kegeln
Σ = {σ | σ ⊂ NQ}
so, dass fu¨r jeden Kegel σ ∈ Σ auch jede Seite τ ≺ σ in Σ enthalten ist, und
dass je zwei Kegel σ1, σ2 ∈ Σ sich in einer gemeinsamen Seite schneiden. Man
kann dann ein φ ∈ σ1∨ ∩ −σ2∨ finden so, dass gilt:
Sσ1∩σ2 = Sσ1 + Z≥0 · (−φ) = Sσ2 + Z≥0 · (φ).
So erha¨lt man Identifikationen
(Uσ1)χφ = Uσ1∩σ2 = (Uσ2)χ−φ ,
mittels derer man Uσ1 und Uσ2 entlang Uσ1 ∩ Uσ2 ∼= Uσ1∩σ2 verkleben kann.
Auf diese Weise kann eine Varieta¨t XΣ konstruiert werden, die eine offene affi-
ne U¨berdeckung {Uσ | σ ∈ Σ} besitzt, und die durch die offenen Einbettungen
TM ↪→ Uσ, σ ∈ Σ, zu einer TM -Varieta¨t wird.
Es gibt dann eine Bijektion zwischen den Orbiten der TM -Aktion auf XΣ und
den Kegeln σ ∈ Σ:
Definiere dazu fu¨r einen Kegel σ ∈ Σ den ausgezeichneten Punkt von Uσ, xσ :
Sσ → C, durch
xσ(u) =
{
1 falls u ∈ σ⊥
0 sonst. (1.1)
Wir bezeichnen mit Oσ := TM ·xσ den TM -Orbit von xσ und mit V (σ) := Oσ ⊂
XΣ dessen Zariski-Abschluss in XΣ. Es ist dann XΣ die disjunkte Vereinigung
der Oσ, σ ∈ Σ, und es gilt:
Oσ ∼= Hom(σ⊥ ∩M,C∗) ∼= (C∗)n−dim(σ), (1.2)
V (σ) =
∐
σ≺α
Oα. (1.3)
Falls ein Gittermorphismus φ : N → N ′ einen Kegel σ ⊂ NQ in einen Kegel
σ′ ⊂ N ′Q abbildet, dann ist φ∗(Sσ′) ⊂ Sσ und es ist
φ : Homsgp(Sσ, (C, ·))→ Homsgp(Sσ′ , (C, ·)), φ(x) = x ◦ (φ∗|Sσ′ ) (1.4)
ein Morphismus von affinen Varieta¨ten. Bildet allgemeiner φ jeden Kegel σ eines
Fa¨chers Σ aus NQ in Kegel σ′ eines Fa¨chers N ′ aus N ′Q ab, dann verkleben sich
die Morphismen Uσ → Uσ′ zu einem Morphismus XΣ → XΣ′ . Dieser Morphis-
mus ist kompatibel mit den Torus-Aktionen und wir nennen solche Morphismen
torische Morphismen.
Die TM -invarianten Primdivisoren auf XΣ sind gerade der Form V (τ), fu¨r ein-
dimensionale Kegel τ ∈ Σ. Sei
Σ(1) = {v1, . . . , vt} ⊂ N
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die Menge der primitiven Erzeuger der eindimensionalen Kegel {τ1 = Q≥0 ·
v1, . . . , τt = Q≥0 · vt}, Di := V (τi) die entsprechenden TM -invarianten Primdi-
visoren auf XΣ, und
TM -Div(XΣ) =
t⊕
i=1
Z ·Di ∼= Zt (1.5)
die Gruppe der TM -Divisoren. Dann ist jeder Divisor rational a¨quivalent zu
einem TM -Divisor, d.h. die Divisorklassen der Di erzeugen die Klassengruppe
von XΣ, Cl(XΣ):
Cl(XΣ) =
t∑
i=1
Z · [Di]. (1.6)
Jedes φ ∈M definiert einen Charakter χφ : TM → C∗ und somit eine rationale
Funktion auf XΣ; fu¨r den Divisor dieser rationalen Funktion gilt dann:
div(χφ) =
t∑
i=1
φ(vi) ·Di. (1.7)
Demzufolge existiert eine exakte Sequenz von abelschen Gruppen
M
div−−→ TM -Div(XΣ) [—]−−→ Cl(XΣ)→ 0. (1.8)
Ein TM -Divisor D =
∑
aiDi ist genau dann Cartier, wenn fu¨r alle σ ∈ Σ ein
φσ ∈M existiert mit
div(χφσ )|Uσ = D|Uσ . (1.9)
In diesem Fall definiert D eine lokal freie Garbe vom Rang 1, O(D), die die
Garbe von Schnitten von folgendem Linienbu¨ndel pD : XD → XΣ ist (vergleiche
dazu [28, Proposition 2.1]):
XD besitzt eine offene U¨berdeckung {Uσ × C | σ ∈ Σ} und die U¨bergangsfunktio-
nen sind gegeben durch
Uσ × C ⊃ Uσ∩τ × C gσ,τ−−→ Uσ∩τ × C ⊂ Uτ × C,
(p, t) 7→ (p, χmτ−mσ (p) · t). (1.10)
Falls Σ simplizial ist, d.h. falls jeder Kegel σ ∈ Σ erzeugt ist von linear un-
abha¨ngigen Vektoren, ist XD ∼= XΥ, fu¨r einen Fa¨cher Υ in (N ⊕ Z)Q.
Proposition 1.1.1. Sei Σ ein simplizialer Fa¨cher in NQ, Σ(1) = {v1, . . . , vt}
die primitiven Erzeuger der eindimensionalen Kegel in Σ, Σmax = {σ1, . . . , σr}
die Menge der maximalen Kegel in Σ, und D =
∑
aiDi ein Cartierdivisor auf
XΣ. Dann ist
Υmax =
{〈(
vi1
−ai1
)
, . . . ,
(
vis
−ais
)
,
(
0
1
)〉
Q≥0
| 〈vi1 , . . . , vis〉Q≥0 ∈ Σmax
}
die Menge der maximalen Kegel eines Fa¨chers Υ in (N ⊕ Z)Q. Der von der
Projektion pi1 : N ⊕ Z → N induzierte Morphismus p : XΥ → XΣ ist ein
Linienbu¨ndel und O(D) seine Garbe von Schnitten.
10
Kapitel 1. Torische 3-CY-Varieta¨ten und Tiltinggarben
Beweis. Wir zeigen zuna¨chst, dass Υ ein Fa¨cher ist. Seien dazu zuna¨chst σ, τ ∈
Σmax und σ′, τ ′ ∈ Υmax die σ und τ entsprechenden Kegel. Weil Σ ein Fa¨cher
ist existiert ein φ ∈ Sσ ∩ (−Sτ ) mit σ ∩ τ = σ ∩ φ⊥ = τ ∩ φ⊥. Deswegen gilt(
φ
0
)
∈ Sσ′ ∩ (−Sτ ′) , σ′ ∩ τ ′ ⊂ σ′ ∩
(
φ
0
)⊥
, σ′ ∩ τ ′ ⊂ τ ′ ∩
(
φ
0
)⊥
. (1.11)
Um die zu (1.11) umgekehrten Inklusionen zu zeigen, benutzen wir, dass jeder
Kegel in Σ ein Erzeugendensystem besitzt, das linear unabha¨ngig ist: Seien diese
im Falle von σ, τ und σ ∩ τ gegeben durch
σ ∩ τ = 〈vi1 , . . . , vir 〉Q≥0 , σ = σ ∩ τ + 〈vj1 , . . . , vjs〉Q≥0
und τ = σ ∩ τ + 〈vk1 , . . . , vkt〉Q≥0 , (1.12)
fu¨r gewisse vin , vjn , vkn ∈ Σ(1). Sei nun
x′ =
(
x
t
)
= λi1
(
vi1
−ai1
)
+ . . .+ λir
(
vir
−air
)
+
λj1
(
vj1
−aj1
)
+ . . .+ λjs
(
vjs
−ajs
)
+ µ
(
0
1
)
∈ σ′ ∩
(
φ
0
)⊥
.
Dann ist x ∈ σ ∩ τ , und weil das Erzeugendensystem von σ aus (1.12) linear
unabha¨ngig ist, folgt:
λj1 = . . . = λjs = 0,
d.h. es ist x′ ∈ σ′ ∩ τ ′. Wir haben somit gezeigt, dass σ′ ∩ τ ′ eine Seite von σ′
ist. Die verbleibende Inklusion beweist man analog, und somit schneiden sich σ′
und τ ′ in einer gemeinsamen Seite. Falls σ′ und τ ′ keine maximalen Kegel sind,
zeigt man genau so wie oben, dass ihr Schnitt eine gemeinsame Seite ist. Somit
ist Υ ein Fa¨cher.
Als na¨chstes berechnen wir die lokalen Trivialisierungen von p : XΥ → XΣ:
Sei σ ∈ Σ. Weil D Cartier ist, existiert ein mσ ∈ M mit mσ(vi) = ai fu¨r alle
vi ∈ σ(1)(siehe (1.7) und (1.9)). Fu¨r ein Erzeugendensystem {m1, . . . ,ms} von
Sσ ist dann
T =
{(
m1
0
)
, . . . ,
(
ms
0
)
,
(
mσ
1
)}
(1.13)
ein Erzeugendensystem von Sσ′ : Zerlege dazu ein Element m′ ∈ Sσ′ in
m′ =
(
m
α
)
=
(
m− αmσ
0
)
+ α ·
(
mσ
1
)
Es ist α eine nicht-negative Zahl, weil en+1 ∈ σ′ und m′(en+1) = α ist. Außer-
dem ist fu¨r alle vi ∈ σ(1)
(m− αmσ)(vi) =
(
m
α
)
(
(
vi
−ai
)
) ≥ 0
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d.h. es ist m − αmσ ∈ Sσ, und somit erzeugt T die Halbgruppe Sσ′ . Der von
pi1 : N ⊕ Z → N induzierte Morphismus Uσ′ → Uσ kommt demzufolge vom
C-Algebra-Morphismus
Aσ = C[χm1 , . . . , χms ]→ Aσ′ = Aσ ⊗ C[χmσ · z] , χmi 7→ χmi ⊗ 1.
Deswegen ist
Uσ′ = Spec (Aσ ⊗ C[χmσ · z]) ∼= Uσ × C,
und vermo¨ge dieses Isomorphismusses ist p : Uσ′ → Uσ die Projektion nach der
ersten Komponente Uσ × C→ Uσ.
Nun zu den U¨bergangsfunktionen: Wir hatten gesehen, dass fu¨r σ, τ ∈ Σmax,
und φ ∈ Sσ ∩ (−Sτ ) mit σ ∩ τ = σ ∩ φ⊥ = τ ∩ φ⊥, fu¨r die entsprechenden
σ′, τ ′ ∈ Υmax gilt:
σ′ ∩ τ ′ = σ′ ∩
(
φ
0
)⊥
= τ ′ ∩
(
φ
0
)⊥
.
Deswegen hat man fu¨r die Koordinatenringe:
Aσ′∩τ ′ = (Aσ)χφ ⊗ C[χmσ · z] = (Aτ )χ−φ ⊗ C[χmτ · z].
Man beachte nun, dass die rationale Funktion χmτ−mσ ∈ C(XΣ) wegen
mτ (vi) = mσ(vi), fu¨r alle vi ∈ (σ ∩ τ)(1),
eine Einheit von Aσ∩τ ist. Die U¨bergangsfunktionen sind dann wie gewu¨nscht
der Form (1.10):
Uσ × C ⊃ Uσ∩τ × C gσ,τ−−→ Uσ∩τ × C ⊂ Uτ × C
(p, t) 7→ (p, χmτ−mσ (p) · t).
Bemerkung 1.1.2. Dieses Resultat findet sich auch im Buchprojekt Toric
Varieties von David Cox, Hal Schenk und John Little ([12, Proposition 7.3.1]).
1.2 Globale Koordinaten fu¨r torische Varieta¨ten
und koha¨rente Garben
In diesem Abschnitt skizzieren wir die Konstruktion von torischen Varieta¨ten
als Quotientenvarieta¨ten gema¨ß [11] und [26], und u¨bernehmen die Notation aus
dem vorherigen Abschnitt. Insbesondere sei Σ(1) = {v1, . . . , vt} die Menge der
primitiven Erzeuger der eindimensionalen Kegel in einem Fa¨cher Σ.
Definition 1.2.1. Sei S := C[xρ | ρ ∈ Σ(1)] = C[x1, . . . , xt]. Dann ist S gradu-
iert durch Cl(XΣ) vermo¨ge des Morphismus [—] : Zt → Cl(XΣ).
• Der Cl(XΣ)-graduierte Ring S wird der homogene Koordinatenring von
XΣ genannt.
• BΣ := (
∏
ρ/∈σ(1) xρ | σ ∈ Σ) ⊂ S wird irrelevantes Ideal von S genannt.
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• Vσ := Spec S[x−1ρ |ρ /∈ σ(1)] ∼= {p ∈ Ct |
∏
ρ/∈σ(1) pρ 6= 0}, fu¨r ein σ ∈ Σ.
• VΣ :=
⋃
σ∈Σ Vσ = Ct − V (BΣ) ⊂ Ct.
Durch Anwenden des Funktors Hom(−,C∗) auf (1.8) erhalten wir die exakte
Sequenz
1→ Hom(Cl(XΣ),C∗) [−]∗−−−→ (C∗)t.
Somit operiert GΣ := Hom (Cl(XΣ),C∗) auf Ct vermo¨ge [−]∗ wie folgt:
g. p = (g([Di]) · pi)i∈[t], p ∈ Ct, g ∈ GΣ.
Offensichtlich ist dann fu¨r alle σ ∈ Σ die affine Varieta¨t Vσ GΣ-invariant. Er-
zeuge nun Σ(1) den Q-Vektorraum NQ. Dann gilt:
Theorem 1.2.2. [11, Proposition 1.1, Theorem 2.1, Lemma 2.2] In der obigen
Situation gilt das folgende:
• Fu¨r alle σ ∈ Σ gilt fu¨r den Invariantenring: C[Vσ]GΣ ∼= Aσ. Somit existiert
ein kategorieller Quotient Vσ → Vσ//GΣ = Uσ.
• Es existiert ein kategorieller Quotient VΣ → VΣ//GΣ = XΣ.
• VΣ → XΣ ist genau dann ein geometrischer Quotient, falls der Fa¨cher
Σ simplizial ist, d.h. jedes σ ∈ Σ ist erzeugt von linear unabha¨ngigen
Vektoren.
• Fu¨r alle [D] ∈ Cl(XΣ) ist S[D] ∼= H0(XΣ,O(D)).
Beweis. Der Beweis der ersten Aussage wird fu¨r Lemma 1.2.4 beno¨tigt werden.
Sei σ ∈ Σ und XDm := xm11 · · ·xmtt ∈ C[Vσ], d.h. die mi sind ganze Zahlen und
falls i ∈ σ(1) ist, gilt: mi ≥ 0. Dm sei dabei der TM -Divisor
Dm = m1D1 + . . .+mtDt.
Dann ist XDm genau dann GΣ-invariant, falls Dm ein Hauptdivisor ist, d.h.
∃ km ∈M : div(χkm) = Dm.
Wegen (1.7) ist dies gleichbedeutend damit, dass fu¨r alle i = 1, . . . , t gilt:
km(vi) = mi.
Somit ist durch
C[Vσ]GΣ → Aσ, XDm 7→ χkm (1.14)
offensichtlich ein Isomorphismus von C-Algebren gegeben.
Bemerkung 1.2.3. Falls Σ(1) einen echten Unterraum V $ NQ erzeugt, ist
N ∼= N ′⊕N ′′ mit N ′ := V ∩N . Dieser Isomorphismus bildet jeden Kegel σ ∈ Σ
auf einen Kegel σ′ ⊕ {0} ab. Die Kegel der Form σ′ bilden einen Fa¨cher Σ′
in (N ′)Q. Es ist dann XΣ ∼= XΣ′ × (C∗)k, mit k =rg(N ′′), und Σ′(1) erzeugt
den Q-Vektorraum (N ′)Q. Mit dem Theorem 1.2.2 erha¨lt man dann globale
Koordinaten fu¨r XΣ′ . Zusammen mit affinen Koordinaten fu¨r die Varieta¨t (C∗)k
bilden diese dann globale Koordinaten fu¨r XΣ.
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Gelte weiterhin, dass Σ(1) den Q-Vektorraum NQ erzeugt. Globale Koordinaten
fu¨r Linienbu¨ndel erha¨lt man so:
Lemma 1.2.4. Seien Σ bzw. Υ simpliziale Fa¨cher in NQ bzw. (N ⊕ Z)Q wie
in Proposition 1.1.1, und S := C[x1, . . . , xt] der homogene Koordinatenring von
XΣ, graduiert durch Cl(XΣ). Dann ist Cl(XΥ) isomorph zu Cl(XΣ). Der ho-
mogene Koordinatenring von XΥ ist S′ := C[y1, . . . , yt, y], mit der Graduierung
deg(yi) = deg(xi) ∈ Cl(XΣ), fu¨r i = 1, . . . , t und deg(y) = [D], die Klasse
des Divisors D. Außerdem liest sich die Projektion p : XΥ → XΣ in globalen
Koordinaten wie folgt:
XΥ 3 [u1, . . . , ut, u] p−→ [u1, . . . , ut] ∈ XΣ
Beweis. Betrachte die Sequenz (1.8) aus Abschnitt 1.1. Weil diese exakt ist, ist
auch durch
M ⊕ Z f
′
−→ Zt ⊕ Z [—]
′
−−−→ Cl(XΣ)→ 0
f ′(
(
φ
α
)
) := div(χφ · zα), [
(
D′
β
)
]′ := [D′] + β[D]
eine exakte Sequenz gegeben. Deswegen hat man folgendes:
• Cl(XΣ) ∼= Cl(XΥ).
• deg(yi) =deg(xi), fu¨r alle i = 1, . . . , t.
• deg(y) = [D].
Wir ko¨nnen somit setzen S′ := C[x1, . . . , xt, y] ⊃ S. Fu¨r das irrelevante Ideal
von S′, BΥ, hat man dann, dass gilt:
BΥ = S′ ·BΣ.
Fu¨r VΥ ergibt sich daraus:
VΥ = Ct+1 − V (S′ ·BΣ) = (Ct − V (BΣ))× C = VΣ × C.
GΥ = GΣ wirkt auf VΣ × C dann auf der ersten Komponente durch die GΣ-
Aktion auf VΣ, und auf der zweiten Komponente als
gt := g([D]) · t, g ∈ GΣ, t ∈ C.
Insbesondere ist also die Projektion VΣ × C → VΣ a¨quivariant bezu¨glich der
GΣ-Aktionen. Somit erhalten wir einen Morphismus
XΥ = (VΣ × C)/GΣ → VΣ/GΣ = XΣ, [u1, . . . , ut, u]→ [u1, . . . , ut].
Dieser stimmt mit dem von pi1 : N ⊕Z→ N induzierten Morphismus p : XΥ →
XΣ (vergleiche Proposition 1.1.1) u¨berein: Sei σ ∈ Σ und σ′ ∈ Υ der geliftete
Kegel. Betrachte nun den von der Projektion Vσ′ = Vσ × C → Vσ induzierten
Morphismus von affinen Varieta¨ten
Uσ′ = Vσ′/GΣ → Vσ/GΣ = Uσ.
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Dieser entspricht gerade der Inklusion von C-Algebren
C[Vσ]GΣ ↪→ C[Vσ × C]GΣ , xm11 · · ·xmt1 7→ xm11 · · ·xmt1 .
Nun benutzen wir den Isomorphismus (1.14) und sehen, dass die so entstehende
Inklusion von C-Algebren
Aσ ↪→ Aσ′
gerade dem von pi1 : N ⊕ Z → Z induzierten Morphismus von C-Algebren aus
Proposition 1.1.1 entspricht.
Beispiel 1.2.5. (i) Betrachte den folgenden Fa¨cher Σ in (Z2)Q mit
Σmax = {σ1, σ2, σ3} und Σ(1) = {e1, e2,−e1 − e2} ⊂ Z2.
s
s
s
 
 
 
  
σ1
σ2
σ3
e1
e2
−e1 − e2
Abb. 1.2.1. Ein Fa¨cher fu¨r P2.
Dann berechnet man
[—] : Z3 → Cl(XΣ) ∼= Z, [—] = (1 1 1).
Somit ist der homogene Koordinatenring S = C[x1, x2, x3] Z-graduiert durch
deg(x1) = deg(x2) = deg(x3) = 1.
Das irrelevante Ideal ist BΣ = (x1, x2, x3). Somit hat man VΣ = C3 − {0}, und
GΣ = C∗ wirkt auf VΣ durch Skalierung der xi:
λ(x1, x2, x3) = (λx1, λx2, λx3), λ ∈ C∗, (x1, x2, x3) ∈ C3 − {0}.
Es ist also XΣ = P2 eine projektive Ebene. Sei D = a1D1 + a2D2 + a3D3 ein
TM -Divisor. Dann ist D stets Cartier und es ist [D] = a, wobei a = a1 +a2 +a3
ist. Das D entsprechende Linienbu¨ndel ist O(a) und globale Koordinaten sind
dann mit t ∈ C∗:
X(a) 3 [x1, x2, x3, y] = [t · x1, t · x2, t · x3, ta · y]
↓ ↓ ↓
P2 3 [x1, x2, x3] = [t · x1, t · x2, t · x3].
(ii) Sei nun Σ der Fa¨cher in (Z2)Q mit
Σmax = {σ1, σ2, σ3, σ4} und Σ(1) = {±e1,±e2} .
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s
s
s
s−e1 e1
−e2
e2
σ1σ2
σ4σ3
Abb. 1.2.2. Ein Fa¨cher fu¨r P1 × P1.
Man berechnet dann: [—] : Z4 → Z2, (α1, α2, α3, α4) 7→ (α1 + α3, α2 + α4).
Das irrelevante Ideal ist gegeben durch
BΣ = (x1, x3) ∩ (x2, x4),
und GΣ = (C∗)2 wirkt auf VΣ = {p ∈ C4 | (p1, p3) 6= 0 ∨ (p2, p4) 6= 0} wie folgt:
µp = (µ1 ·p1, µ2 ·p2, µ1 ·p3, µ2 ·p4), µ = (µ1, µ2) ∈ GΣ, p = (p1, p2, p3, p4) ∈ VΣ.
Also ist XΣ das Produkt von zwei projektiven Geraden. Eine Divisorklasse
a = (a1, a2) ∈ Z2 entspricht dem Linienbu¨ndel pi1∗O(a1)⊗pi2∗O(a2), wobei mit
pi1 bzw. pi2 die Projektionen P1 × P1 → P1 nach der ersten bzw. zweiten Kom-
ponente gemeint sind. Globale Koordinaten sind nun mit µ = (µ1, µ2) ∈ (C∗)2:
X(a) 3 [x1, x2, x3, x4, y] = [µ1 · x1, µ2 · x2, µ1 · x3, µ2 · x4, µ1a1µ1a2 · y]
↓ ↓ ↓
P1 × P1 3 [x1, x2, x3, x4] = [µ1 · x1, µ2 · x2, µ1 · x3, µ2 · x4].
Sei S die Kategorie der endlich erzeugten Cl(XΣ)-graduierten S-Moduln.
Fu¨r ein P ∈ S und α ∈ Cl(XΣ) sei P (α) der S-Modul mit der Graduierung
P (α)β = Pα+β , β ∈ Cl(XΣ).
In [11] wird ein fu¨r projektive Ra¨ume wohlbekanntes Resultat verallgemeinert.
Theorem 1.2.6. [11, Proposition 3.1, Proposition 3.3, Corollary 3.6] Es exi-
stiert ein exakter, kovarianter Funktor (˜—) : S → Coh(XΣ) mit folgenden Ei-
genschaften:
• Fu¨r alle [D] ∈ Cl(XΣ) ist S˜([D]) ∼= O(D).
• Falls Σ simplizial ist, ist jede koha¨rente Garbe der Form M˜ , fu¨r ein M ∈
S.
• Falls XΣ glatt ist, ist M˜ = 0 genau dann, wenn ein k ∈ Z≥0 existiert mit
BkΣM = 0.
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Wir wollen nun an zwei Beispielen demonstrieren, wie man das Theorem
1.2.6 benutzen kann, um die Grothendieckgruppe K0(Coh(X)) einer glatten
torischen Varieta¨t X zu berechnen.
Beispiel 1.2.7. Betrachte erneut Beispiel 1.2.5 (ii): Wir hatten gesehen, dass
XΣ = P1 × P1. Es ist BΣ = p1 ∩ p2, wobei p1 = (x1, x3) und p2 = (x2, x4)
ist. Außerdem ist deg(x1) = deg (x3) = e1 und deg (x2) = deg(x4)= e2. Sei
α = (α1, α2) ∈ Z2 und betrachte die freien Z2-graduierten Auflo¨sungen von
S/p1(α) und S/p2(α)
0→ S(α− 2e1)→ S(α− e1)⊕2 → S(α)→ S/p1(α)→ 0,
0→ S(α− 2e2)→ S(α− e2)⊕2 → S(α)→ S/p2(α)→ 0.
Nach Theorem 1.2.6 hat man dann folgende exakte Sequenzen in Coh(P1×P1):
0→ O(α− 2e1)→ O(α− e1)⊕2 → O(α)→ 0,
0→ O(α− 2e2)→ O(α− e2)⊕2 → O(α)→ 0,
und deswegen fu¨r beliebige α ∈ Z2 die folgenden Gleichungen in der Grothen-
dieckgruppe K0(Coh(P1 × P1)):
2[O(α− e1)] = [O(α− 2e1)] + [O(α)], (1.15)
2[O(α− e2)] = [O(α− 2e2)] + [O(α)]. (1.16)
Nach dem Hilbertschen Syzygiensatz besitzt jedes M ∈ S eine freie Auflo¨sung
endlicher La¨nge. Wegen Theorem 1.2.6 ist somit jede koha¨rente Garbe auf P1×
P1 quasi-isomorph zu einem Komplex P• ∈ Cb(Coh(P1 × P1)) derart, dass fu¨r
alle n ∈ Z mit Pn 6= 0 gilt, dass Pn die direkte Summe von lokal freien Garben
vom Rang 1 ist. Somit ist K0(Coh(P1 × P1)) erzeugt von{
[O(β)] | β ∈ Z2} .
Mit Hilfe der Gleichungen (1.15) und (1.16) erha¨lt man dann, dass K0(Coh(P1×
P1)) erzeugt ist von
{[O], [O(e1)], [O(e2)], [O(e1 + e2)]} .
Weil XΣ glatt und projektiv ist, ist zum Beispiel nach [32] der Rang der Gro-
thendieckgruppe gleich der Euler-Charakteristik von XΣ, χ(XΣ). Nach einem
Theorem von Bia lynicki-Birula ([7]) ist dies die Anzahl der Torus-Fixpunkte,
und dies ist die Anzahl der volldimensionalen Kegel in Σ (siehe (1.2)).
Also ist rg(K0(Coh(P1 × P1))) = 4 und es folgt:
K0(Coh(P1 × P1)) = Z[O]⊕ Z[O(e1)]⊕ Z[O(e2)]⊕ Z[O(e1 + e2)].
Analog kann man fu¨r Beispiel 1.2.5(i) zeigen:
K0(Coh(P2)) = Z[O]⊕ Z[O(1)]⊕ Z[O(2)].
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1.3 Crepante Auflo¨sungen von torischen 3-Calabi-
Yau-Varieta¨ten
Proposition 1.3.1. [16, Proposition 4.3.] Fu¨r eine glatte torische Varieta¨t XΣ
mit irreduziblen TM - Divisoren D1, . . . , Dt ist −
∑
Di ein kanonischer Divisor.
Bemerkung 1.3.2. FallsXΣ nicht glatt ist, ist−
∑
Di dennoch ein kanonischer
Divisor: Sei Φ ⊂ Σ der Unterfa¨cher, der aus den Kegeln besteht, die von einem
Teil einer Basis von N erzeugt sind. Dann ist j : XΦ ↪→ XΣ der glatte Ort von
XΣ (vergleiche [16, 2.1]). Die irreduziblen TM -Divisoren von XΦ sind der Form
Ei := Di ∩XΦ, i = 1, . . . t.
Weil XΣ normal ist, ist j∗(−
∑
Ei) ein kanonischer Divisor auf XΣ. Jedes vi ∈
Σ(1) ist Teil einer Basis von N , weswegen gilt: Oτi ⊂ Ei. Daraus folgt nun:
j∗(−
∑
Ei) = −
∑
Di.
Definition 1.3.3. Wir nennen eine (nicht notwendigerweise projektive) Va-
rieta¨t X Calabi-Yau, falls ihre kanonische Klasse trivial ist.
Korollar 1.3.4. Eine torische Varieta¨t XΣ ist Calabi-Yau genau dann, wenn
ein m ∈ M existiert mit m(vi) = −1, fu¨r alle vi ∈ Σ(1). Insbesondere sind
torische Calabi-Yau-Varieta¨ten nicht projektiv.
Beweis. Die erste Behauptung ergibt sich aus Proposition 1.3.1 und der Glei-
chung (1.7). Nach [13, Proposition 5.5.6] ist XΣ komplett genau dann, wenn
gilt:
|Σ| :=
⋃
σ∈Σ
σ = NR.
Eine torische Calabi-Yau-Varieta¨t ist somit niemals komplett, und insbesondere
niemals projektiv.
Bemerkung 1.3.5. Falls XΣ Calabi-Yau ist, ist nach Korollar 1.3.4 die Menge
der primitiven Erzeuger Σ(1) enthalten in einer affinen Hyperebene von NQ
Hm = {v ∈ NQ | m(v) = −1}, m ∈MQ.
Es gibt einen Isomorphismus von Gittern (Zn)∨ α−→M mit α(−e1∗) = m. Es ist
dann Σ′ := {(α∗)Q(σ)|σ ∈ Σ} ein Fa¨cher in (Zn)Q so, dass α∗ einen Isomorphis-
mus XΣ
∼−→ XΣ′ induziert. Ferner ist Σ′(1) enthalten in der affinen Hyperebene
{x1 = 1} ⊂ (Zn)Q.
Definition 1.3.6. Man nennt den Schnitt von |Σ′| mit der affinen Hyperebene
{x1 = 1} ⊂ (Zn)Q aus Bemerkung 1.3.5 das torische Diagramm von XΣ. Dafu¨r
verwenden wir von nun an das Symbol PΣ.
Lemma 1.3.7. Sei XΣ eine torische 3-Calabi-Yau-Varieta¨t mit einfach zusam-
menha¨ngendem torischem Diagramm PΣ ⊂ {x1 = 1} ⊂ (Z⊕ Z2)R. Dann gilt:
Ext1(OXΣ ,OXΣ) = 0 ⇐⇒ PΣ ist konvex .
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Beweis. “ ⇒ “ : Seien EΣ = {v0, . . . , vr} ⊂ Z2, r ≥ 2, die Ecken von PΣ. Die
Ecken seien im entgegengesetzten Uhrzeigersinn angeordnet. Fu¨r jedes a ∈ Z
existiert genau ein b ∈ {0, . . . , r} mit a− b ∈ (r + 1)Z. Wir setzen dann
va := vb ∈ EΣ.
Kontraposition: Sei PΣ nicht konvex. Dann existiert eine affine Gerade in R2
G := {v ∈ R2 | 〈m, v〉 = p}, m ∈ Z2, p ∈ Z,
derart, dass fu¨r die Ecken von PΣ folgendes gilt:
• Fu¨r alle v ∈ EΣ ist 〈m, v〉 ≤ p.
• Es existieren Indizes i, j mit |i− j| > 1 so, dass gilt: vi, vj ∈ G.
• Es ist 〈m, va〉 < p, fu¨r alle a ∈ {i− 1, i+ 1, j − 1, j + 1}.
Sei nun p′ < p maximal mit der Eigenschaft, dass ein vs ∈ EΣ existiert, mit:
vs ∈ G′ := {v ∈ R2 | 〈m, v〉 = p′}.
Wegen vs,m ∈ Z2 ist p′ ∈ Z und wir ko¨nnen somit das (p′,−m) entsprechende
Element ψ ∈M = (Z3)∨ betrachten. Setze nun
Z(ψ) := {w ∈ |Σ| | ψ(w) ≥ 0}.
Nach Konstruktion gilt dann: (1, vi), (1, vj) ∈ |Σ|−Z(ψ), und jeder stetige Weg
von (1, vi) nach (1, vj) in |Σ| trifft Z(ψ). Somit ist |Σ| − Z(ψ) nicht zusam-
menha¨ngend.
v
vs
iv
j
GG’
Abb. 1.3.1. (|Σ| − Z(ψ)) ∩ PΣ besteht aus den beiden roten Dreiecken.
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Nach [16, Abschnitt 3.4] ist fu¨r alle k ≥ 0, Ext1(OXΣ ,OXΣ) M-graduiert und es
ist fu¨r ein φ ∈M
(Extk(OXΣ ,OXΣ)φ ∼= HkZ(φ)(|Σ|,C),
fu¨r alle k ≥ 0. Man hat die folgende lange exakte Sequenz, die die Kohomologie
von |Σ| und |Σ| − Z(φ) mit der relativen Kohomologie von |Σ| bezu¨glich Z(φ)
in Verbindung bringt:
. . .→ HkZ(φ)(|Σ|,C)→ Hk(|Σ|,C)→ Hk(|Σ| − Z(φ),C)→ HkZ(φ)(|Σ|,C)→ . . .
Weil mit PΣ auch |Σ| einfach zusammenha¨ngend ist, und weil wegen Z(ψ) 6= |Σ|
die nullte relative Kohomologie von |Σ| bezu¨glich Z(ψ) trivial ist, erhalten wir
eine kurze exakte Sequenz
0→ C→ H0(|Σ| − Z(ψ),C)→ H1Z(ψ)(|Σ|,C)→ 0.
Das |Σ| − Z(ψ) nicht zusammenha¨ngend ist, ist somit a¨quivalent zu
Ext1(OXΣ ,OXΣ)ψ 6= 0.
“⇐ “: Diese Aussage findet man direkt in [16, 3.4]: Fu¨r alle φ ∈M ist mit PΣ
auch |Σ| − Z(φ) konvex, und somit gilt sogar fu¨r alle k ≥ 1:
Extk(OXΣ ,OXΣ) = 0.
Bemerkung 1.3.8. Falls man torische Diagramme betrachtet, die nicht einfach
zusammenha¨ngend sind, gilt obiges Lemma nicht: Sei σ der von der Standard-
basis von Z3 erzeugte Kegel und X das Komplement von xσ in Uσ = C3. X ist
eine torische 3-Calabi-Yau-Varieta¨t; ihr torisches Diagramm ist der Rand eines
Dreicks und somit nicht konvex. Dennoch ist Ext1(OX ,OX) = 0 und es ist OX
sogar eine Tiltinggarbe fu¨r Db(Coh(X)).
Definition 1.3.9. Sei f : X → Y ein birationaler, projektiver Morphismus von
Varieta¨ten und sei X glatt. Dann nennt man f crepant, falls gilt: f∗KY = KX .
Das torische Diagramm einer affinen torischen 3-Calabi-Yau-Varieta¨t ist stets
konvex und einfach zusammenha¨ngend. Umgekehrt ist eine torische 3-Calabi-
Yau-Varieta¨t, deren torisches Diagramm einfach zusammenha¨ngend und konvex
ist, stets eine (mo¨glicherweise nur teilweise) crepante Auflo¨sung einer affinen
torischen 3-Calabi-Yau-Varieta¨t:
Bemerkung 1.3.10. Eine Auflo¨sung von Singularita¨ten einer torischen Va-
rieta¨t erha¨lt man durch eine feinstmo¨gliche Unterteilung des Fa¨chers Σ in einen
Fa¨cher Σ′. Der von id∈ AutZ(N) induzierte Morphismus XΣ′ → XΣ (vergleiche
(1.4)) ist dann eine Desingularisierung (vergleiche [16, 2.3]). Desingularisierun-
gen einer affinen torischen Calabi-Yau-Varieta¨t enstehen somit aus Simplizia-
lisierungen des torischen Diagramms. Weil die glatte Varieta¨t dann ebenfalls
Calabi-Yau ist, sind diese Auflo¨sungen crepant; der Pull-Back des trivialen Li-
nienbu¨ndels auf XΣ ist das triviale Linienbu¨ndel auf XΣ′ .
Beispiel 1.3.11. (i) Sei Uσ die affine torische 3-Calabi-Yau-Varieta¨t, deren tori-
sches Diagramm die Eckenmenge {v1 = 0, v2 = (2, 0), v3 = (0, 1), v4 = (1, 1)} ⊂
Z2 hat. Dann gibt es 3 volle Triangulierungen des torischen Diagramms
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Abb. 1.3.2. Die 3 Triangulierungen fu¨r einen suspended pinch point
Die XΣi sind glatte 3-Calabi-Yau-Varieta¨ten, weil die maximalen Kegel der
Fa¨cher Σi erzeugt sind von Basen fu¨r Z3. A¨quivalent dazu: Jeder 2-Simplex
im torischen Diagramm hat Fla¨cheninhalt 12 . Es ist Pic(XΣi) = Z
2 und der
homogene Koordinatenring S := C[x1, x2, x3, x4, x5] ha¨ngt nicht von der Trian-
gulierung ab; die Graduierung durch Z2 ist jeweils gegeben durch
deg(x1) =
(−1
0
)
,deg(x2) =
(
0
1
)
,deg(x3) =
(
1
1
)
= −deg(x4),deg(x5) =
(
1
−1
)
.
Man berechnet dann S0 = C[x1x2x5, x3x4, x12x3x5, x22x4x5] und es ist
Uσ = Spec S0 =
{
y1
2y2 = y3y4
} ⊂ C4.
Der singula¨re Ort ist die Gerade {y1 = y3 = y4 = 0} ⊂ Uσ. Man nennt Uσ einen
suspended pinch point.
Nun zu den Auflo¨sungen: Es ist BΣ1 = (x2x4, x1x2, x1x3). Betrachte nun θ1 =
(−1, 1). Dann ist Sθ1 u¨ber S0 erzeugt von
{
x1x2, x2
2x4, x1
2x3
}
, d.h. es ist
Sθ1 = x1x2S0 ⊕ x22x4S0 ⊕ x12x3S0.
Sei ρ1 ∈ Hom((C∗)2,C∗) der θ1 entsprechende Charakter von GΣ1 = (C∗)2.
Dann ist
VΣ1 = {x1x2(p) 6= 0} ∪ {x22x4(p) 6= 0} ∪ {x12x3(p) 6= 0} ⊂ C5
die Menge der ρ1-semistabilen Punkte und es ist zum Beispiel nach [25, Kapitel
6.1]
XΣ1 = (C5)ρ1-s.s.//(C∗)2 = Proj
⊕
m≥0
Smθ1 .
Seien z0, z1, z2 homogene Koordinaten fu¨r P2. Man berechnet dann
XΣ1 =
{
y ∈ Uσ, z1z2 = z02y2, y4z0 = y1z1, y3z1 = z2y4
} ⊂ C4 × P2.
Analog findet man fu¨r Σ2 (bzw. Σ3) θ2 = (1, 2) (bzw. θ3 = (−2,−1)) so, dass
gilt:
XΣ2 = Proj
⊕
m≥0
Smθ2 bzw. XΣ3 = Proj
⊕
m≥0
Smθ3 ,
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und man berechnet
XΣ2 =
{
y ∈ Uσ, z2y4 = z0y2, z0z1 = z22y1
} ⊂ C4 × P2,
XΣ3 =
{
y ∈ Uσ, z1y4 = z0y1, z2z0 = z12y1
} ⊂ C4 × P2.
Aus dem Gittermorphismus id : Z3 → Z3 erha¨lt man dann 3 birationale Mor-
phismen XΣi
fi−→ Uσ, die von der Projektion C4 × P2 → C4 induziert sind.
Deswegen sind die fi projektiv und wegen fi∗OUσ = OXΣi sind sie dann cre-
pante Auflo¨sungen.
(ii) Betrachte das Dreieck mit den Ecken {(1, 0), (0, 1), (−1,−1)}. Es gibt dann
genau eine Triangulierung des torischen Diagramms
`
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Abb. 1.3.3. Das kanonische Bu¨ndel von P2 als Auflo¨sung von C3/Z3
Man hat dann Uσ = Spec(C[x1, x2, x3]Z3), fu¨r Z3 ↪→ Sl(3,C), 1 7→ diag(ξ, ξ, ξ),
mit ξ := e
2pii
3 . Nach den Propositionen 1.1.1 und 1.3.1 ist XΣ = ωP2 der Total-
raum des kanonischen Bu¨ndels auf P2. Es ist also
XΣ = OP2(−3).
1.4 Tiltinggarben
Definition 1.4.1. Sei X eine glatte quasi-projektive Varieta¨t und F ∈ Coh(X)
eine koha¨rente Garbe auf X. Dann definieren wir folgendes:
• F heißt voll, falls F die beschra¨nkte, derivierte Kategorie der koha¨renten
Garben auf X, Db(Coh(X)), erzeugt, d.h. Db(Coh(X)) ist die kleinste
volle triangulierte Unterkategorie von Db(Coh(X)), die F entha¨lt.
• F heißt exzeptionell, falls fu¨r alle k > 0 gilt: Extk(F ,F) = 0.
• F heißt Tiltinggarbe, falls F voll und exzeptionell ist.
• Eine Vektorbu¨ndel F , welches eine Tiltinggarbe ist, heißt Tiltingvektorbu¨ndel.
• Ein Tiltingvektorbu¨ndel F heißt Tiltingbu¨ndel, falls F die direkte Summe
von Linienbu¨ndeln auf X ist:
F = L1 ⊕ . . .⊕ Ls, L1, . . . ,Ls ∈ Pic(X).
Bemerkung 1.4.2. (i) Fu¨r ein Linienbu¨ndel V ∈ Pic(X) induziert die exakte
Autoa¨quivalenz
(−)⊗OX V : Coh(X)→ Coh(X)
einen Automorphismus der Grothendieckgruppe K0(Coh(X)). Außerdem ist
K0(Db(Coh(X)))→ K0(Coh(X))
22
Kapitel 1. Torische 3-CY-Varieta¨ten und Tiltinggarben
[F•] 7→
∑
i∈Z
(−1)i[Hi(F•)],
ein Isomorphismus von Gruppen. Somit ist eine koha¨rente Garbe F ∈ Coh(X)
genau dann voll, wenn F ⊗ V ∈ Coh(X) voll ist.
(ii) Sei F = L1 ⊕ . . . ⊕ Ls die direkte Summe von Linienbu¨ndeln L1, . . . ,Ls.
Man hat dann, dass fu¨r alle k ≥ 0 gilt:
Extk(L,L) =
⊕
1≤i,j≤s
Extk(Li,Lj)
=
⊕
1≤i,j≤s
Hk(RHom(Li,Lj)) ∼=
⊕
1≤i,j≤s
Hk(X,Lj ⊗ Li−1). (1.17)
(iii) Sei F = L1 ⊕ . . .⊕Ls ein Tiltingbu¨ndel auf X. Dann ist wegen (i) und (ii)
fu¨r alle i = 1, . . . , s die Garbe L ⊗ Li−1 ebenfalls ein Tiltingbu¨ndel. Man kann
somit ohne Einschra¨nkung annehmen, dass L1 = OX ist.
(iv) Aus (1.17) folgt, dass es fu¨r die Existenz eines Tilitingbu¨ndels F auf X
notwendig ist, dass fu¨r alle k > 0 gilt:
Extk(OX ,OX) = 0.
Eine Tiltinggarbe F auf einer quasi-projektiven, glatten Varieta¨t X liefert
eine derivierte A¨quivalenz zwischen der Varieta¨t X und der Endomorphismusal-
gebra von F , A = EndOX (F).
Theorem 1.4.3. [8] Sei F eine koha¨rente Garben auf einer quasi-projektiven,
glatten Varieta¨t X und sei A := EndOX (F) die Algebra der Endomorphismen
von F . Dann ist F genau dann eine Tiltinggarbe, wenn der Funktor
Db(A-mod)→ Db(Coh(X)),
P• 7→ P•⊗LF
eine A¨quivalenz von triangulierten Kategorien ist.
Beispiel 1.4.4. Betrachte die glatten quasi-projektiven Varieta¨ten aus Beispiel
1.3.11. (i): Wir wollen versuchen, Tiltingbu¨ndel fu¨r die XΣi zu finden. Dazu be-
stimmen wir zuna¨chst die Divisorklassen, deren zugeho¨rige Linienbu¨ndel ho¨here
Kohomologie haben. Wir orientieren uns dabei an [14] und [2]. Die irrelevanten
Ideale sind gegeben durch:
BΣ1 = (x2x4, x1x2, x1x3), BΣ2 = (x2x5, x2x3, x1x3), BΣ3 = (x2x4, x1x4, x1x5).
Wir bestimmen nun die Betti-Zahlen von minimalen freien Auflo¨sungen der
Stanley-Reisner-Ideale der Simplizialkomplexe Σ1, Σ2 und Σ3,
IΣ1 = (x1x2, x1x4, x2x3), IΣ2 = (x1x2, x3x5, x2x3), IΣ3 = (x1x2, x1x4, x4x5).
IΣ1 IΣ2 IΣ3
β1,1 = (−1,−1, 0, 0, 0) β2,1 = (−1,−1, 0, 0, 0) β3,1 = (−1,−1, 0, 0, 0)
β1,2 = (−1, 0,−0,−1, 0) β2,2 = (0, 0,−1, 0,−1) β3,2 = (−1, 0, 0,−1, 0)
β1,3 = (0,−1,−1, 0, 0) β2,3 = (0,−1,−1, 0, 0) β3,3 = (0, 0, 0,−1,−1)
β1,4 = (−1,−1, 0,−1, 0) β2,4 = (−1,−1,−1, 0, 0) β3,4 = (−1,−1, 0,−1, 0)
β1,5 = (−1,−1,−1, 0, 0) β2,5 = (0,−1,−1, 0,−1) β3,5 = (−1, 0, 0,−1,−1)
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Fu¨r eine Betti-Zahl βi,j , i = 1, 2, 3, j = 1, . . . , 5, definieren wir den Orthanten
Ai,j := {x ∈ Z5| xk < 0 falls (βi,j)k = −1, xk ≥ 0 falls (βi,j)k = 0}.
Bezeichne Ci,j das Bild von Ai,j unter deg : Z5 → Pic(XΣi) = Z2. (vgl. 1.3.11).
Ein Linienbu¨ndel L ∈ Pic(XΣi) hat genau dann nicht-triviale ho¨here Kohomo-
logie, falls die L entsprechende Divisorklasse DL in einem Ci,j , j = 1, . . . , 5,
enthalten ist. In der na¨chsten Abbildung sind in Rot diese Divisorklassen dar-
gestellt.
0 0
0
Σ1
Σ2 3Σ
Abb. 1.4.1. In Rot die Divisorklassen, deren zugeho¨rige Linienbu¨ndel
nicht-triviale ho¨here Kohomologie haben.
Aus dieser Abbildung ist ersichtlich (siehe dazu (1.17)), dass die Vektorbu¨ndel
Li := OXΣi ⊕OXΣi (1, 0)⊕OXΣi (1, 1)
die Eigenschaft haben: Extk(Li,Li) = 0, fu¨r alle k > 0. Um zu zeigen, dass
Li ein Tiltingbu¨ndel auf XΣi ist, mu¨ssen wir noch zeigen, dass Li voll ist. Wir
benutzen dazu ein Resultat aus [9]. Betrachte dazu die kurze exakte Sequenz
0→M div−−→ Z5 deg−−→ Pic(XΣi)→ 0.
Wir ko¨nnen nun den Morphismus div zu einer Abbildung f : MR → Z5 fortset-
zen durch
f(λ) =
5∑
i=1
[λ(vi)] ·Di,
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wobei mit [x] der ganzzahlige Anteil einer reellen Zahl x gemeint ist. Wir er-
halten somit eine Abbildung F := deg ◦ f : MR → Pic(XΣi). Wegen F (M) = 0
existiert dann eine Abbildung G : MR/M → Pic(XΣi). Nach [9] erzeugt das
Bild dieser Abbildung Db(Coh(XΣi)). Wir berechnen:
G(MR/M) = {OXΣi ,OXΣi (±1, 0),OXΣi (0,±1),OXΣi (1, 1),OXΣi (−1,−1)}.
Nun benutzen wir wie in Beispiel 1.2.7 das Theorem 1.2.6, um zu zeigen, dass
gilt:
G(MR/M) ⊂ Di := 〈OXΣi ,OXΣi (1, 0),OXΣi (1, 1)〉 ⊂ Db(Coh(XΣi)).
Sei i = 1. Mit p1 := (x1, x2), p2 := (x1, x4) und p3 = (x2, x3) gilt dann:
BΣ1 = p1 ∩ p2 ∩ p3.
Fu¨r ein α ∈ Z2 bezeichnen wir mit [α] die Klasse von OXΣ1 (α) in der Grothen-
dieckgruppe von Coh(XΣ1). Wir erhalten nun fu¨r ein β ∈ Z2 aus den minimalen
freien Auflo¨sungen von S/p1(β), S/p2(β) und S/p3(β) die Gleichungen:
[β] + [β + (−1, 1)] = [β + (−1, 0)] + [β + (0, 1)] (1.18)
[β] + [β + (−2,−1)] = [β + (−1, 0)] + [β + (−1,−1)] (1.19)
[β] + [β + (1, 2)] = [β + (0, 1)] + [β + (1, 1)] (1.20)
• Aus (1.20) und β = (0,−1) erha¨lt man, dass OXΣ1 (0,−1) ∈ D1 ist.
• Nun folgt mit β = (1, 0) und (1.19), dass OXΣ1 (−1,−1) ∈ D1 ist.
• Mit β = (0,−1) und (1.18) folgt jetzt: OXΣ1 (−1, 0) ∈ D1.
• Und nun folgt aus (1.18) und β = (1, 0), dass OXΣ1 (0, 1) ∈ D1 ist.
Es ist also G(MR/M) ⊂ D1. Somit ist L1 eine volle Garbe. Fu¨r i = 2 und i = 3
verfa¨hrt man, um die Vollheit von L2 und L3 zu zeigen, analog.
1.5 Crepante Auflo¨sungen von Faserdimension
kleiner gleich 1
Von Michel van den Bergh stammt das folgende
Theorem 1.5.1. [5, Theorem A] Sei f : X → Y = Spec(R) ein projektiver
Morphismus zwischen quasi-projektiven Varieta¨ten von Faserdimenison kleiner
gleich 1, und sei R normal und Gorenstein. Sei ferner Rf∗OX = OY . Dann
existiert ein Vektorbu¨ndel E auf X derart, dass O ⊕ E eine Tiltinggarbe auf X
ist.
E konstruiert man dabei so: Wa¨hle zuna¨chst ein Linienbu¨ndel L auf der
quasi-projektiven Varieta¨t X, das ampel ist. Bestimme ein Erzeugendensystem
{f1, . . . , fr} des R-Moduls Ext1(L,O). Dann ist f = (f1, . . . , fr) ∈ Ext1(L,Or).
Betrachte nun die f entsprechende nicht-spaltende kurze exakte Sequenz
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0→ Or →M→ L→ 0,
und setze E := M. Falls f : XΣ′ → XΣ ein torischer Morphismus ist, der aus
einer Verfeinerung von Σ ensteht, gilt : Rf∗OXΣ′ = OXΣ ([16, 3.5]).
Man erinnere sich an den Begriff eines torischen Morphismus (1.4) und den
ausgezeichneten Punkt eines Kegels (1.1). Die folgende Aussage ist wohlbekannt.
Lemma 1.5.2. Sei φ : N → N ′ ein Morphismus von Gittern und seien σ ∈ NQ,
σ′ ∈ N ′Q Kegel derart, dass gilt: φ(σ) ⊂ σ′. Sei ferner τ ′ ≺ σ′ die kleinste Seite
von σ′, die φ(σ) entha¨lt.
Dann gilt fu¨r den von φ induzierten torischen Morphismus φ : Uσ → Uσ′ :
φ(xσ) = xτ ′ ∈ Uσ′ .
Insbesondere ist also: φ(TM · xσ) = TM ′ · φ(xσ) = TM ′ · xτ ′ .
Beweis. Es ist fu¨r ein u ∈ Sσ′
φ(xσ)(u) = (xσ ◦ φ∗)(u) =
{
1 falls φ∗(u) ∈ σ⊥
0 sonst =
{
1 falls u ∈ φ(σ)⊥
0 sonst .
Sei nun τ ′ ≺ σ′ die kleinste Seite von σ′, die φ(σ) entha¨lt.
Wegen der Minimalita¨t von τ ′ existiert ein v ∈ rel.int.(τ ′)∩φ(σ), wobei rel.int.(τ ′)
das relative Innere von τ ′ bezeichnet. Daraus folgt nun:
(σ′)∨ ∩ τ ′⊥ = (σ′)∨ ∩ v⊥ = (σ′)∨ ∩ φ(σ)⊥,
und die Behauptung ist gezeigt.
Korollar 1.5.3. Sei f : XΣ → Uσ eine crepante Auflo¨sung einer torischen
3-Calabi-Yau-Varieta¨t Uσ. Dann ist die Faserdimension von f ho¨chstens gleich
1 genau dann, wenn das torische Diagramm von Uσ entweder eindimensional
ist oder kein innerer Punkt von Pσ Element des Gitters N ist.
Beweis. Es ist fu¨r alle x ∈ Uσ:
dim f−1(x) ≤ dim f−1(xσ).
Somit sind wir auf der Suche nach torischen Diagrammen Pσ mit:
dim f−1(xσ) ≤ 1.
Falls Pσ zweidimensional ist, ist xσ ein Fixpunkt unter der Torusaktion. Nach
dem vorhergehenden Lemma ist somit f−1(xσ) die Vereinigung der Orbiten Oτ
mit τ ∈ Σ und τ ist in keiner echten Seite von σ enthalten. Bezeichne C die
Menge dieser Kegel. Dann haben wir die Gleichungen:
dim f−1(xσ) = max
τ∈C
{dimOτ} = 3−min
τ∈C
{dim τ}.
Also ist die Faserdimension von f genau dann kleiner gleich 1, wenn C kei-
nen Strahl entha¨lt. Dies ist genau dann der Fall, wenn kein innerer Punkt des
torischen Diagramms von σ ein Element von N ist.
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Sei nun Pσ eindimensional, also ein Geradensegment mit Endpunkten 0 und
ne1, n > 0. Es ist dann Uσ ∼= Uσ′ × C∗, wobei σ′ der von den Elementen
e1, e1 + n · e2 ∈ Z2 erzeugte Kegel ist. Außerdem ist XΣ ∼= XΣ′ × C∗ und unter
diesem Isomorphismus ist f(x, t) = (f ′(x), t), fu¨r ein f ′ : XΣ′ → Uσ′ . Somit ist
dim f−1(xσ) = dim f ′
−1(xσ′) ≤ 1
Es gibt somit 4 Typen von torischen Diagrammen Pσ derart, dass eine cre-
pante Auflo¨sung von Faserdimension kleiner gleich 1 ist:
1. Pσ ist ein Trapez mit den Ecken 0, n1e1, e2, e2 + n1e1, mit n1 > n2 > 0.
2. Pσ ist ein Dreieck mit Ecken 0, ne1, e2, fu¨r ein n > 0.
3. Pσ ist das Dreieck mit den Ecken 0, 2e1, 2e2.
4. Pσ ist ein Geradensegment mit Endpunkten 0, ne1, fu¨r ein n > 0.
Fu¨r die Fa¨lle 1 und 2 hat Kentaro Nagao explizit Tiltingbu¨ndel O ⊕ E mit
Hilfe von Theorem 1.5.1 konstruiert.([27, 1.1]). Tiltingbu¨ndel fu¨r den Fall 4
kann man dann leicht mit Hilfe eines Tiltingbu¨ndels fu¨r den Fall 2 berech-
nen: Sei Pσ also ein Geradensegment mit Endpunkten 0, ne1, fu¨r ein n > 0.
Es gibt dann genau eine crepante Auflo¨sung f : XΣ → Uσ. Sei wie im Be-
weis von Korollar 1.5.3 σ′ der von den Elementen e1, e1 + n · e2 ∈ Z2 erzeugte
Kegel. Dann hat man: XΣ ∼= XΣ′ × C∗, Uσ ∼= Uσ′ × C∗ und unter diesen
Isomorphismen ist f(x, t) = (f ′(x), t), fu¨r ein f ′ : XΣ′ → Uσ′ . Es ist weiter
Σ′(1) = {v1 = e1, v2 = e1 + e2, . . . , vn+1 = e1 + ne2}. Seien D1, . . . , Dn+1 die
Torus-invarianten Primdivisoren auf XΣ′ . Definiere nun n− 1 Divisoren
G1 = Dn+1,
G2 = Dn + 2Dn+1,
G3 = Dn−1 + 2Dn + 3Dn+1,
...
...
...
...
...
...
...
...
...
Gn−1 = D3 + 2D4 + . . .+ (n− 1)Dn+1.
Bezeichne die entsprechenden Linienbu¨ndel mit L1, . . . ,Ln−1 und setze
L = O ⊕ L1 ⊕ . . .⊕ Ln−1.
Betrachte XΥ = XΣ′ × C. Dann ist XΥ die crepante Auflo¨sung der affinen
Varieta¨t vom Typ 2(n). Sei p : XΥ → XΣ′ die Projektion nach der ersten
Komponente. Es folgt dann aus der Arbeit von Nagao ([27]), dass
p∗L = OXΥ ⊕ p∗L1 ⊕ . . .⊕ p∗Ln−1
ein Tiltingbu¨ndel fu¨r XΥ ist. Dies ist a¨quivalent dazu, dass L ein Tiltingbu¨ndel
fu¨r XΣ′ ist. Sei nun q : XΣ ∼= XΣ′ × C∗ → XΣ′ .
Dann ist durch q∗L ein Tiltingbu¨ndel auf XΣ gegeben.
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Kapitel 2
Branenkachelungen und der
Zusammenhang mit
torischen 3-CY-Varieta¨ten
In diesem Kapitel werden wir den Begriff einer Branenkachelung einfu¨hren. Da-
bei handelt es sich um einen bipartiten Graphen G auf einem kompakten 2-Torus
T . Wir werden daru¨ber hinaus fordern, dass die Fla¨chen von G Polygone sind,
weswegen wir mit Hilfe von G die simpliziale Homologie des Torusses berechnen
ko¨nnen.
Dann werden wir sehen, wie man unter Verwendung der perfekten Paarungen
auf G eine affine torische 3-CY-Varieta¨t UσG konstruieren kann. Dabei wird
H1(T ) = Z2 implizieren, dass UσG dreidimensional ist; die Tatsache, dass perfek-
te Paarungen in die Konstruktion von UσG involviert sind, wird dieser Varieta¨t
die Calabi-Yau-Eigenschaft verleihen. Wir werden auch sehen, wie man das to-
rische Diagramm PσG graphentheoretisch bestimmen kann. (Lemma 2.2.8 und
Bemerkung 2.2.10.)
Es stellt sich dann die Frage, wie man crepante Auflo¨sungen dieser Varieta¨t
erha¨lt. Dazu werden wir den zu G dualen Ko¨cher mit Relationen (Q, I) und die
Theorie der Ko¨chermodulra¨ume gema¨ß A.King verwenden. Außerdem werden
wir G bestimmte Konsistenz-Bedingungen auferlegen. Durch die Wahl einer ge-
nerischen Stabilita¨t θ ∈ ZQ0 werden wir so eine Auflo¨sung von Singularita¨ten
Mθ → UσG erhalten, die crepant ist. (Satz 2.3.13.) Die Varieta¨t Mθ ist dabei
ein geometrischer Quotient, der die θ-stabilen CQ/I-Darstellungen mit Dimensi-
onsvektor (1, . . . , 1) ∈ ZQ0 parametrisiert. Nach Ishii und Ueda ist jede crepante
Auflo¨sung der Form Mθ → UσG .
Das Kapitel endet mit der Antwort auf die Frage, wie das torische Diagramm
von Mθ graphentheoretisch bestimmt werden kann. (Proposition 2.4.6.)
2.1 Branenkachelungen und der duale Ko¨cher
Definition 2.1.1. Man nennt einen Graphen G = (G0, G1) mit Ecken G0 und
Kanten G1 bipartit, falls es eine Zerlegung G0 = G+0 unionsq G−0 in weiße Ecken G+0
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und schwarze Ecken G−0 gibt so, dass fu¨r alle g ∈ G1 genau ein Paar (i+, i−) ∈
G+0 ×G−0 existiert mit i+, i− ∈ g.
Definition 2.1.2. Sei {α, β} ⊂ R2 linear unabha¨ngig und Γ := α · Z+ β · Z.
Einen bipartiten Graphen G = (G±0 , G1) zusammen mit einer Einbettung in
einen kompakten 2-Torus TΓ := R2/Γ, ι : G ↪→ TΓ, nennt man eine Branenka-
chelung, falls die Zusammenhangskomponenten von TΓ −G Polygone sind.
Die Zusammenhangskomponenten von TΓ − G nennen wir die Fla¨chen von G
und verwenden dafu¨r das Symbol G2.
Bemerkung 2.1.3. Sei G = (G±0 , G1) eine Branenkachelung mit einer Ein-
bettung ι : G ↪→ TΓ fu¨r ein Gitter Γ = αZ + βZ. Betrachte die universelle
U¨berlagerung pi : R2 → TΓ. Dann ist pi−1(G) ein planarer, bipartiter unendli-
cher Graph, der periodisch bezu¨glich des von α und β aufgespannten Paralello-
gramms ist.
Beispiel 2.1.4. Sei Γ = e1Z + e2Z und G ein Graph mit 2 Ecken, 4 Kanten
und der folgenden Einbettung ι : G ↪→ TΓ
t t t
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Abb. 2.1.1. Eine Branenkachelung mit 2 Fla¨chen; Fundamentalmaschen des
Torus TΓ sind durch die gestrichelten Linien gekennzeichnet.
Es ist dann G2 = {F1, F2}, G1 = {g1, g2, g3, g4}, G−0 = {•} und G+0 = {•}.
Definition 2.1.5. Sei Q = (Q0, Q1) ein Ko¨cher mit Pfadalgebra CQ und sei
a = a1 · · · an ∈ CQ ein Zykel in Q. Fu¨r ein u ∈ Q1 definieren wir dann die
formelle Ableitung
∂a
∂u
:=
{
ai+1 · · · an · a1 · · · ai−1 falls u = ai fu¨r ein i = 1, . . . , n
0 sonst .
Definition 2.1.6. Sei G = (G±0 , G1, G2) eine Branenkachelung. Wir definieren
einen periodischen Ko¨cher Q = (Q0, Q1) mit Relationen I ⊂ CQ wie folgt: Als
Graph ist Q der zu G duale Graph. Sei nun α ∈ Q1 = G1. Dann ist α der
Schnitt von 2 Fla¨chen F, F ′ ∈ Q0 = G2. Orientiere α so, dass die weiße Ecke
rechts liegt. Jetzt zu den Relationen. Sei dazu g ∈ G0 = Q2 und ω(g) ∈ CQ der
Zykel in Q, den man erha¨lt, wenn man g umkreist. Setze
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W =
∑
g∈G+0
ω(g) −
∑
g∈G−0
ω(g) .
Dann definieren wir
I := (∂W
∂a
| a ∈ Q1) ⊂ CQ und AG := CQ/I .
Beispiel 2.1.7. Betrachte die Branenkachelung aus dem Beispiel 2.1.4. Die
na¨chste Abbildung zeigt den zugeho¨rigen periodischen Ko¨cher.
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Abb. 2.1.2. In Rot der zu Abb. 3.1.1 periodische Ko¨cher.
Wir haben dann den Ko¨cher Q mit
Q0 = {F1, F2} und Q1 = {g1, g3 : F1 → F2, g2, g4 : F2 → F1}.
Des weiteren ist W = g4g3g2g1 − g2g3g4g1 und wir berechnen
I = (g4g3g2 − g2g3g4, g1g4g3 − g3g4g1, g2g1g4 − g4g1g2, g3g2g1 − g1g2g3) .
2.2 Branenkachelungen und die assoziierte affi-
ne torische 3-Calabi-Yau-Varieta¨t
Betrachte nun den folgenden Komplex von freien abelschen Gruppen mit den
Basen Q2, Q1 und Q0
0→ ZQ2 d2−→ ZQ1 d1−→ ZQ0 → 0,
d2(F ) :=
∑
g∈F
g, fu¨r F ∈ Q2, und d1(g) := s(g)− t(g), fu¨r g ∈ Q1.
Die Kohomologie dieses Komplexes ist die simpliziale Homologie von TΓ. Also
ist
Kern(d2) = H2(TΓ) = Z ,
Kern(d1)
Im(d2)
= H1(TΓ) = Z2 , Cokern(d1) = H0(TΓ) = Z.
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Den dazu dualen Komplex bezeichnen wir mit
ZQ0
d∗1−→ ZQ1
d∗2−→ ZQ2 .
Definition 2.2.1. Sei I ⊂ Q1. Dann definieren wir ein χI ∈ ZQ1 durch
χI(g) :=
{
1 falls g ∈ I
0 sonst .
Definition 2.2.2. Eine Teilmenge I ⊂ Q1 heißt perfekte Paarung auf G, wenn
fu¨r alle F ∈ Q2 gilt:
χI(d2(F )) = 1.
Wir bezeichnen die Menge aller perfekten Paarungen auf G mit A. Wir setzen
Λ := ZQ1/(d2(F )− d2(F ′) | F, F ′ ∈ Q2).
Fu¨r eine perfekte Paarung I ⊂ Q1 faktorisiert dann χI : ZQ1 → Z u¨ber Λ in ein
xI : Λ→ Z.
Bemerkung 2.2.3. Definition 2.2.2 stimmt mit der klassischen Definition einer
perfekten Paarung u¨berein. Eine Teilmenge I ⊂ Q1 = G1 ist eine perfekte
Paarung im Sinne von Definition 2.2.2 genau dann, wenn fu¨r jede Ecke i ∈ G0
genau ein g ∈ I existiert mit i ∈ g.
Lemma 2.2.4. [31, Lemma 3.3] Λ ist frei, falls wenigstens eine perfekte Paa-
rung auf G existiert.
Sei, wenn nichts anderes gesagt wird, G stets derart, dass wenigstens eine per-
fekte Paarung existiert.
Sei M := Kern(d). Dann gilt folgendes:
Korollar 2.2.5. M ist eine freie abelsche Gruppe vom Rang 3.
Beweis. Die Freiheit von M = Kern(d) folgt unmittelbar aus der Freiheit von
Λ. Nun gilt einerseits wegen H1(TΓ) = Z2:
rang Λ/M = rang Im(d1) = #Q1 − rang Ker(d1) = #Q1 − 2− rang Im(d2) .
Andererseits hat man
rang Λ = rang cokern(d2) + 1 = #Q1 + 1− rang Im(d2) .
Somit folgt, dass rang M = 3 ist.
Definition 2.2.6. Setze B := Im(d). Wir erhalten damit eine kurze, exakte
Sequenz von freien abelschen Gruppen
0→M ι−→ Λ d−→ B → 0.
Das zu M duale Gitter bezeichne N . Die zu ι duale Abbildung sei ι∗ : Λ∨ → N .
Fu¨r ein I ∈ A setzen wir vI := ι∗xI ∈ N . Wir definieren dann einen Kegel in
NR durch
σG :=
∑
I∈A
Q≥0 · vI ⊂ NQ .
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So erhalten wir eine dreidimensionale affine torische Varieta¨t UσG mit einem
offenen und dichten Torus TM ⊂ UσG .
Lemma 2.2.7. σG definiert eine affine torische 3-CY-Varieta¨t UσG .
Beweis. Sei F ∈ Q2 beliebig und pi : ZQ1 → Λ die kanonische Projektion. Dann
ist wegen der Definition von Λ
ωΛ := pi(d2(F )) ∈ Λ
unabha¨ngig von der Wahl von F ∈ Q2 und es ist ferner ωΛ ∈M , weil gilt:
d(ωΛ) = d1d2(F ) = 0.
Weiterhin hat man
vI(ωΛ) = xI(pi(d2(F ))) = χI(d2(F )) = 1 ,
weil I ∈ A ist. Somit sind alle vI enthalten in der affinen Hyperebene von NQ
HωΛ := {v ∈ NQ | v(ωΛ) = 1} ,
weswegen UσG eine affine torische 3-CY-Varieta¨t ist.
Sei f : ZQ2 → Z definiert durch f(F ) = 1, fu¨r alle F ∈ Q2. Das folgende
kommutative Diagramm zeigt alle in diesem Abschnitt definierten Gruppen:
ZQ2
d2- ZQ1
d1 - B
Z
f
? ωΛ - Λ
pi
?
d
-
M
ωΛ
?
ι
-
Das folgende Lemma und die daran anschließende Bemerkung 2.2.10 ermo¨glicht
einen graphentheoretischen Weg zur Bestimmung des torischen Diagramms PσG .
Lemma 2.2.8. Fixiere eine perfekte Paarung I0 ∈ A. Dann ist fu¨r jede perfekte
Paarung I ∈ A, χI−χI0 ∈ Kern d∗2, also ein 1-Cozykel. Das torische Diagramm
von σG kann dann mit der konvexen Hu¨lle der Kohomologieklassen χI − χI0 ∈
H1(TΓ,Z), I ∈ A, identifiziert werden.
Beweis. Wie folgt definieren wir einen Morphismus von Gruppen
α :
Kern d∗2
Im d∗1
→ N :
Sei x ∈ Kern d∗2 ein 1-Cozykel. Dann existiert wegen der Definition von Λ genau
ein x′ ∈ Λ∨ mit x = pi∗(x′). Wir setzen nun:
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α(x) := ι∗(x′).
Weil ι : M → Λ ein Kern von d : Λ → B ist folgt, dass α wohldefiniert und
injektiv ist.
Betrachte nun ωΛ ∈M aus Lemma 2.2.7. Man u¨berpru¨ft ohne weiteres, dass
0→ H1(TΓ,Z) α−→ N ωΛ−−→ Z→ 0 (2.1)
eine kurze exakte Sequenz ist. Sei nun I0 ∈ A beliebig. Dann hat man fu¨r alle
I ∈ A die Gleichung α(χI) = ι∗(xI) = vI . Somit ist
vI = α(χI − χI0) + vI0 .
A¨quivalent dazu ist: Der Morphismus von freien abelschen Gruppen
H1(TΓ,Z)⊕ Z ∼−→ N , (x, y) 7→ α(x) + y · vI0 ,
bildet fu¨r jedes I ∈ A, (χI − χI0 , 1) auf vI ab. Dieser Morphismus ist wegen der
Exaktheit von (2.1) ein Isomorphismus, weswegen die Behauptung folgt.
Definition 2.2.9. Sei Q ein Ko¨cher, x ∈ ZQ1 mit d1(x) = i− j. Dann nennen
wir x eine Wanderung von i nach j, falls x eine Zerlegung x = x1 + . . . + xk
besitzt mit folgenden Eigenschaften:
• Fu¨r alle r = 1, . . . , k ist entweder xr ∈ Q1 oder −xr ∈ Q1.
• Fu¨r alle r = 1, . . . , k − 1 ist t(xr) = s(xr+1).
Bemerkung 2.2.10. Wir ko¨nnen G = (G0, G1, G2) ebenfalls als einen Ko¨cher
mit Fla¨chen auffassen: Fu¨r eine Kante a ∈ G1 = Q1 sei s(a) stets der weiße
Stein. Identifiziere G0 mit Q2 und G2 mit Q0. Betrachte nun das Diagramm
ZG2
h2- ZG1
h1- ZG0
ZQ0
'
?
d∗1
- ZQ1
'
?
d∗2
- ZQ2 ,
'
?
(2.2)
wobei die vertikalen Pfeile die Standardisomorphismen sind. Das Diagramm
(2.2) ist kommutativ mit
h2(i) =
∑
a∈i
a und h1(a) = s(a)− t(a).
Es ist also h2(i) die geschlossene Wanderung in G entlang der Fla¨che i ∈ G2 =
Q0. Die Homologie des oberen Komplexes ist also die simpliziale Homologie von
TΓ. Insbesondere gilt nun:
Kernh1
Imh2
= H1(TΓ) = pi1(TΓ).
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Wie in Lemma 2.2.8 fixiere man nun ein I0 ∈ A, und f∗I = χI − χI0 ∈ ZQ1 sei
der 1-Kozykel fu¨r eine perfekte Paarung I. Sei nun fI = I − I0 ∈ ZG1 das f∗I
entsprechende Element aus ZG1 . Dann ist fI ∈ Kernh1, also die Summe von
geschlossenen Wanderungen in G. Wegen der Kommutativita¨t des Diagramms
(2.2) haben wir einen Isomorphismus von freien abelschen Gruppen vom Rang
zwei
H1(TΓ,Z)→ pi1(TΓ), f∗ + Im d∗1 7→ f + Imh2.
Mit dem Lemma 2.2.8 folgt nun, dass das torische Diagramm von UσG mit der
konvexen Hu¨lle der Homotopieklassen
{(I − I0) + Imh2 | I ∈ A} ⊂ pi1(TΓ) ∼= Z2
identifiziert werden kann. Das sich so ergebende Verfahren zur Bestimmung des
torischen Diagramms wurde zum Beispiel in [15, Abschnitt 2.2] von Sebasti-
an Franco und David Vegh vorgeschlagen. Dieses Verfahren wird fast forward
algorithm gennant und anhand des na¨chsten Beispiels demonstriert.
Beispiel 2.2.11. Betrachte die Branenkachelung aus Beispiel 2.1.4. Dann ist
A = {Ii := {gi} | i = 1, 2, 3, 4} .
die Menge der perfekten Paarungen. Fu¨r die Sequenz Z2 d2−→ Z4 d1−→ Z2 haben
wir
d2 =

1 1
1 1
1 1
1 1
 und d1 = ( 1 −1 1 −1−1 1 −1 1
)
.
Somit ist Λ = ZQ1 = Z4, B = Z und wir berechnen fu¨r 0→M ι−→ Λ d−→ B → 0
ι =

1 0 0
1 1 0
0 1 1
0 0 1
 und d = ( 1 −1 1 −1 ) .
In diesem Fall ist σG der von den Zeilen von ι erzeugte Kegel in NR. Das
torische Diagramm kann man nun entweder durch scharfes Hinschauen oder
wie wir im folgenden mit Hilfe des fast forward Algorithmus bestimmen: Es ist
Γ = e1Z + e2Z. Mit e1 und e2 seien die Homotopieklassen der entsprechenden
geschlossenen Wege in TΓ bezeichnet. Die Fundamentalgruppe von TΓ ist dann
die von e1 und e2 erzeugte freie abelsche Gruppe. Fixiere I1 ∈ A und sei f∗i =
χIi − χI1 ∈ Kern d∗2. Dann hat man in pi1(TΓ) die Gleichungen:
f1 = 0,
f2 = g2 − g1 = −e1,
f3 = g3 − g1 = −e1 − e2,
f4 = g4 − g1 = −e2.
Das torische Diagramm ist also ein Quadrat von Kantenla¨nge 1:
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ss
I3 I4
I1I2
Abb. 2.2.1. Ein torisches Diagramm fu¨r UσG .
Man berechnet dann: UσG = {x1x2 − x3x4 = 0} ⊂ C4. Diese Varieta¨t nennt
man die nicht-aufgelo¨ste conifold.
Definition 2.2.12. Man nennt eine Branenkachelung G nicht ausgeartet, wenn
jede Kante von G Element einer perfekten Paarung ist
Definition 2.2.13. Eine Branenkachelung G heißt geometrisch konsistent, falls
eine Abbildung R : Q1 → (0, 1) existiert, mit∑
a∈F
R(a) = 2 fu¨r alle F ∈ Q2,
∑
i∈a
(1−R(a)) = 2 fu¨r alle i ∈ Q0.
Bemerkung 2.2.14. Geometrisch konsistente Branenkachelungen sind nicht-
ausgeartet nach dem Birkhoff-von Neumann-Theorem. Ab jetzt werden wir le-
diglich geometrisch konsistente Branenkachelungen betrachten.
Sei V eine affine, torische 3-Calabi-Yau-Varieta¨t. Es gibt dann einen Algorith-
mus von Daniel R. Gulotta [17, Abschnitt 6] zur Bestimmung einer Branenka-
chelung G, mit V ∼= UσG .
Theorem 2.2.15. [10, Abschnitt 3.4.] Fu¨r jede affine torische 3-CY-Varieta¨t
V existiert eine geometrisch konsistente Branenkachelung G so, dass gilt:
V ∼= UσG .
Bemerkung 2.2.16. Sei P ein Dreieck mit Ecken p1, p2, p3 ∈ Z2. Betrachte
die kurze exakte Sequenz von abelschen Gruppen
0→ Z3 α−→ Z3 Cokernα−−−−−→ S → 0, α(m) = (< m,
(
1
pi
)
>)i∈[3]. (2.3)
Es ist S eine endliche abelsche Gruppe. Wegen Cokernα(1, 1, 1) = 0 erha¨lt man
dann durch Anwenden von Hom(−,C∗) auf (2.3) eine Einbettung
E : S ↪→ Sl(3,C).
Aus den Abschnitten 1.2 und 1.3 wissen wir, dass eine affine torische 3-CY-
Varieta¨t X mit Klassengruppe S und torischem Diagramm P existiert: X ist
der geometrische Quotient fu¨r die von E induzierte S-Aktion auf C3.
Andererseits kann man zu der Einbettung E einen Ko¨cher mit Relationen (Q, I)
assoziieren, den sogenannten McKay-Ko¨cher. Es gibt dann eine Einbettung
t : Q→ TΓ
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von Q in einen kompakten 2-Torus TΓ derart, dass der zu Q duale Graph G
zusammen mit t eine geometrisch konsistente Branenkachelung ist, und dass
(Q, I) der zu G duale Ko¨cher mit Relationen im Sinne von Definition 2.1.6 ist.
Die zu G assoziierte affine torische 3-CY-Varieta¨t UσG ist dann isomorph zu X.
Fu¨r Details siehe man [24, Abschnitt 5.2].
Definition 2.2.17. Sei Λ+ ⊂ Λ die von {pi(a) | a ∈ Q1} erzeugte Halbgruppe.
Der Morphismus d : Λ → B versieht dann C[Λ+] mit einer B-Graduierung.
Definiere nun einen Kegel in ΛQ durch
P :=
{∑
aiλi | ai ∈ Q≥0, λi ∈ Λ+ fu¨r alle i
}
.
Lemma 2.2.18. [10, Lemma 2.3.4] Die Halbgruppe P∨ ∩ Λ∨ ist erzeugt von
den Elementen xI , I ∈ A (Definition 2.2.2). Daru¨ber hinaus sind die xI gerade
die primitiven Erzeuger der Strahlen von P∨.
Bemerkung 2.2.19. (i): Eine direkte Folgerung ist somit:
P ∩M = {m ∈M | 〈ι(m), xI〉 ≥ 0 ∀I ∈ A}
= {m ∈M | 〈m, vI〉 ≥ 0 ∀I ∈ A} = σG∨ ∩M .
(ii) : Im allgemeinen ist Λ+ nicht gesa¨ttigt. Die Sa¨ttigung von Λ+ ist P ∩Λ: Als
Schnitt eines Kegels mit einem Gitter ist P ∩ Λ gesa¨ttigt. Weil fu¨r alle Pfeile
a ∈ Q1 gilt, dass pi(a) ∈ P ∩Λ ist, hat man außerdem, dass P ∩Λ die Halbgruppe
Λ+ erzeugt.
Sei nun M+ = M ∩ Λ+. Dann hat man folgendes Resultat:
Lemma 2.2.20. [24, Corolllary 3.6.] Die Halbgruppe M+ ist gesa¨ttigt. Insbe-
sondere ist deswegen M+ = P ∩M , und C[M+] = C[Λ+]0 ist isomorph zum
Koordinatenring von UσG .
Lemma 2.2.21. [10, Lemma 4.3.1.] Das Zentrum der Pfadalgebra CQ/I ist
isomorph zu C[M+].
Somit ist also das Zentrum von AG isomorph zum Koordinatenring von UσG .
2.3 Moduli fu¨r AG-Darstellungen von dim = (1, . . . , 1)
Sei α = (1, . . . , 1) ∈ ZQ0 . Dann gilt fu¨r die CQ-Moduln von Dimension α:
Mod(CQ,α) = CQ1 = Spec C[(Z≥0)Q1 ] = Homsgp((Z≥0)Q1 , (C, ·)).
Sei Mod(AG, α) ⊂ Mod(CQ,α) die Untervarieta¨t derjenigen Moduln, die die
vom Superpotential W induzierten Relationen erfu¨llen. Sei a ∈ Q1. Dann ist a
der Schnitt von zwei Fla¨chen F+a und F
−
a . Es existieren dann zwei Wege in Q,
ra, sa ∈ (Z≥0)Q1 , derart, dass gilt:
d2(F+a ) = a+ ra, d2(F
−
a ) = a+ sa und
∂W
a
= ra − sa . (2.4)
Mit dieser Notation ist der Koordinatenring von Mod(AG, α) gegeben durch
RG := C[(Z≥0)Q1 ]/(χra − χsa | a ∈ Q1) .
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Der Morphismus pi : ZQ1 → Λ induziert einen Epimorphismus von C-Algebren
C[(Z≥0)Q1 ]→ C[Λ+] , (2.5)
der wegen ra − sa ∈ Kern(pi) (siehe (2.4)) u¨ber RG faktorisiert. Es existiert
somit ein Epimorphismus von C-Algebren RG → C[Λ+]. Dazu ist a¨quivalent:
Es existiert eine abgeschlossene Einbettung von affinen Varieta¨ten
Spec C[Λ+] ↪→ Mod(AG, α) .
Man hat dann das folgende Resultat:
Proposition 2.3.1. [24, Proposition 4.2] SpecC[Λ+] ist eine irreduzible Kom-
ponente von Mod(AG, α).
Der algebraische Torus (C∗)Q0 operiert auf Mod(AG, α) durch Basiswechsel:
(tx)a := t−1i · xa · tj , x ∈ Mod(AG, α), t ∈ (C∗)Q1 , a : i→ j ∈ Q1.
Die Bahnen dieser Wirkung sind die Isomorphieklassen der AG-Darstellungen
von Dimension α. Der diagonale Torus C∗ ⊂ (C∗)Q0 operiert trivial. Somit hat
ein Punkt x ∈ Mod(AG, α) niemals endlichen Stabilisator, weswegen die Men-
ge der (C∗)Q0-stabilen Punkte leer ist. Wir betrachten deshalb die induzierte
Wirkung von
TB = Hom(B,C∗) = (C∗)Q0/C∗
auf Mod(AG, α), deren Bahnen dann ebenfalls die Isomorphieklassen der AG-
Darstellungen von Dimension α sind.
Definition 2.3.2. Sei θ ∈ B, d.h. es ist 〈θ, α〉 = 0. Wir nennen ein x ∈
Mod(AG, α) θ-stabil (bzw. θ-semistabil), falls fu¨r jeden echten Untermodul y ⊂
x gilt:
〈θ,dim(y)〉 > 0. (bzw. 〈θ,dim(y)〉 ≥ 0).
Definition 2.3.3. Ein θ ∈ B heißt α-generisch, falls fu¨r alle 0 < β < α gilt:〈
θ, β
〉 6= 0.
Bemerkung 2.3.4. Von nun an bedeutet generisch stets α-generisch. Falls
θ ∈ B generisch ist, ist jedes θ-semistabile x ∈ Mod(AG, α) auch θ-stabil.
Proposition 2.3.5. [23, Proposition 3.1] Sei θ ∈ B, χθ : TB → C∗ der θ
entsprechende Charakter, x ∈ SpecRG und Mx ∈ Mod(AG, α) der x entspre-
chende AG-Modul. Dann ist x χθ-semistabil (bzw. χθ-stabil) genau dann, wenn
Mx θ-semistabil (bzw. θ-stabil) ist.
Definition 2.3.6. Fu¨r eine Stabilita¨t θ ∈ B definieren wir den Ko¨chermodulraum
der θ-semistabilen AG-Darstellungen von Dimension α als den GIT-Quotienten
Mθ := (SpecRG)//θTB = Proj
⊕
j≥0
(RG)j·θ.
Proposition 2.3.7. [24, Proposition 4.4] Falls θ ∈ B generisch ist, gilt:
Mθ = (SpecC[Λ+])/θTB.
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Die Normalisierung von Mθ ist dann gegeben durch
Mθ = (SpecC[P ∩ Λ])/θTB .
Falls θ ∈ B generisch ist, haben Akira Ishii und Kazushi Ueda [21, Proposition
5.1] gezeigt, dass Mθ glatt ist. Insbesondere ist Mθ dann normal, weswegen
gilt: Mθ = Mθ. Ab sofort seien alle Stabilita¨ten θ ∈ B generisch. Dann hat
man eine Auflo¨sung von Singularita¨ten
Mθ = Proj
⊕
j≥0
(RG)j·θ
f(θ)−−−→M0 = SpecC[P ∩ Λ]0 = SpecC[M+] = UσG .
Wir werden sehen, dass diese Auflo¨sung crepant ist, in dem wir zeigen, dassMθ
eine torische 3-CY-Varieta¨t ist.
Lemma 2.3.8. Sei σ = P∨ und Vθ ⊂ Uσ = SpecC[P ∩ Λ] die Menge der χθ-
stabilen Punkte. Fu¨r eine Seite τ ≺ σ sei xτ ∈ Uσ der ausgezeichnete Punkt.
Definiere
Σ(θ) := {τ ≺ σ | Oτ = TΛ · xτ ist χθ-stabil } .
Dann ist Σ(θ) ein Fa¨cher in Λ∨⊗Q und Vθ die zu Σ(θ) assoziierte TΛ-torische
Varieta¨t.
Beweis. Sei τ ≺ σ eine Seite und xτ : P ∩ Λ → C der ausgezeichnete Punkt.
Dann ist xτ genau dann χθ-stabil, wenn ein j > 0 und ein λ ∈ P ∩ Λ existiert
mit d(λ) = jθ und
0 6= χλ(xτ ) = xτ (λ) .
Letzteres bedeutet gerade, dass λ ∈ τ⊥ ist. Somit ist xτ genau dann χθ-stabil,
wenn gilt:
∃j > 0 : d−1({jθ}) ∩ τ⊥ 6= ∅ .
Mit xτ ist dann auch fu¨r alle t ∈ TΛ der Punkt txτ χθ-stabil, weil gilt:
χλ(txτ ) = txτ (λ) = t(λ) · xτ (λ) .
Somit ist
Vθ =
⋃
τ≺σ
xτχθ-stabil
Oτ .
Seien nun τ1 und τ2 Seiten von σ mit χθ-stabilen ausgezeichneten Punkten.
Dann ist wegen τ1⊥ ⊂ (τ1 ∩ τ2)⊥ auch der ausgezeichnete Punkt von τ1 ∩ τ2
χθ-stabil. Somit ist Σ(θ) ein Fa¨cher und man hat
Vθ =
⋃
τ≺σ
xτχθ-stabil
Uτ = XΣ(θ).
Unmittelbar aus dem Lemma 2.2.18 folgt nun:
Korollar 2.3.9. In der Situation des obigen Lemmas ist
Σ(θ)(1) = {xI | I ∈ A und der ausgezeichnete Punkt von Q≥0·xI ist χθ-stabil }.
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Beweis. Nach Lemma 2.2.18 sind die xI , I ∈ A, die primitiven Erzeuger der
Strahlen von σ.
Man erinnere sich daran, dass fu¨r eine Seite τ ≺ σ der Torus TB auf der TΛ-
torische Varieta¨t Uτ vermo¨ge des Morphismus d : Λ→ B operiert.
Lemma 2.3.10. Sei τ ≺ σ. Dann hat man fu¨r den Invariantenring:
C[τ∨ ∩ Λ]TB ∼= C[ι∗(τ)∨ ∩M ].
Somit ist ein kategorieller Quotient fu¨r die TB-Wirkung auf Uτ gegeben durch:
Uτ = Homsgp(τ∨ ∩ Λ,C) ψ−→ Uι∗(τ ) = Homsgp(ι∗(τ)∨ ∩M,C),
x 7→ x ◦ ι. (2.6)
Beweis. Ein χλ ∈ C[τ∨ ∩ Λ] ist TB-invariant genau dann, wenn gilt: d(λ) = 0.
Somit hat man, dass folgendes gilt:
C[τ∨ ∩ Λ]TB ∼= C[τ∨ ∩ ι(M)].
Weil fu¨r alle m ∈M,µ ∈ τ gilt:
〈ι(m), µ〉 = 〈m, ι∗(µ)〉 , (2.7)
ist das folgende ein wohldefinierter Morphismus von Halbgruppen:
ι∗(τ)∨ ∩M → τ∨ ∩ ι(M),
m 7→ ι(m).
Dieser Morphismus ist wegen der Injektivita¨t von ι ebenfalls injektiv. Der Mor-
phismus ist surjektiv aufgrund von (2.7), weswegen er ein Isomorphismus ist.
Somit folgt die erste Aussage des Lemmas. Fu¨r die Aussage (2.6) beachte man,
dass ψ induziert ist vom C-Algebramorphismus
C[ι∗(τ)∨ ∩M ] ↪→ C[τ∨ ∩ Λ], χm → χι(m).
Fu¨r eine generische Stabilita¨t θ ∈ B sind alle χθ-semistabilen Punkte auch χθ-
stabil. Somit haben wir einen geometrischen Quotienten⋃
τ∈Σ(θ)
Uτ = XΣ(θ)
ψ−→Mθ =
⋃
τ∈Σ(θ)
Uι∗(τ).
Definition 2.3.11. Wir bezeichnen mit
Ω(θ) := {ι∗(τ) | τ ∈ Σ(θ)}
die Menge der mit ι∗ nach NQ projezierten Kegel aus Σ(θ).
Lemma 2.3.12. Es gelten folgende Aussagen:
1. Ω(θ) ist ein Fa¨cher in NQ.
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2. Die Zuordnung Σ(θ) ι
∗
−→ Ω(θ) ist eine Bijektion.
3. Fu¨r alle τ ∈ Σ(θ) ist dim(τ) = dim(ι∗(τ)).
Beweis. 1. Seien ι∗(τ), ι∗(τ ′) ∈ Ω(θ). Weil Mθ separiert ist, ist Uι∗(τ) ∩ Uι∗(τ ′)
affin und nach [16, Kapitel 1] ist dies a¨quivalent dazu, dass sich ι∗(τ) und ι∗(τ ′)
in einer gemeinsamen Seite schneiden. Um zu zeigen, dass Ω(θ) ein Fa¨cher ist,
genu¨gt es somit zu zeigen, dass die Seiten eines Kegels ι∗(τ) genau der Form
ι∗(α), fu¨r eine Seite α von τ sind: Falls α ≺ τ ist, verwendet man obiges Sepa-
riertheitsargument mit α = τ ′ und erha¨lt: ι∗(α) ≺ ι∗(τ) ist eine Seite. Sei um-
gekehrt ρ = ι∗(τ)∩m⊥, m ∈ (ι∗(τ))∨, eine Seite von ι∗(τ). Dann ist ι(m) ∈ τ∨,
weswegen α := τ ∩ ι(m)⊥ eine Seite von τ ist. Nun gilt: ι∗(α) = ρ.
2. Seien τ , τ ′ ∈ Σ(θ) mit ι∗(τ) = ι∗(τ ′) und seien xτ und xτ ′ die ausgezeichneten
Punkte. Man hat dann ψ(xτ ) = xτ ◦ι = xι∗(τ) beziehungsweise ψ(xτ ′) = xτ ′◦ι =
xι∗(τ ′) (vgl. (2.6)). Also ist ψ(xτ ) = ψ(xτ ′). Weil (Mθ, ψ) ein geometrischer
Quotient ist, ist dies gleichbedeutend mit: TBxτ = TBxτ ′ . Also existiert ein
g ∈ TB mit gxτ = xτ ′ . Ein solches g ∈ TB existiert genau dann, wenn gilt:
τ⊥ = (τ ′)⊥, und dies ist a¨quivalent zu: τ = τ ′.
3. Fu¨r einen Kegel τ ∈ Σ(θ) ist der ausgezeichnete Punkt xτ χθ-stabil. Insbe-
sondere ist der Stabilisator von xτ endlich. Fu¨r diesen gilt:
(TB)xτ = {g ∈ TB | gxτ = xτ} = {g ∈ TB | g(d(τ⊥ ∩ Λ)) = 1}.
Somit ist der Stabilisator von xτ genau dann endlich, wenn gilt: d(τ⊥) = BQ.
Dies ist a¨quivalent zu:
τ⊥ + ι(MQ) = ΛQ. (2.8)
Man beachte jetzt, dass ι einen Isomorphismus von Q-Vektorra¨umen τ⊥∩MQ '
(ι∗(τ))⊥ induziert, und das wegen (2.8) gilt:
dim(ΛQ) = dim(τ⊥) + dim(MQ)− dim(τ⊥ ∩ ι(MQ)).
Insgesamt erhalten wir nun die Gleichung
dim(τ) = dim(ΛQ)− dim(τ⊥) = dim(MQ)− dim(ι∗(τ)⊥) = dim(ι∗(τ)).
Satz 2.3.13. Es gelten folgende Aussagen:
1. Mθ ist die zum Fa¨cher Ω(θ) assoziierte TM -torische Varieta¨t.
2. Der Morphismus ψ : Vθ →Mθ ist der von
ι∗ : Λ∨ → N, Σ(θ)→ Ω(θ)
induzierte torische Morphismus.
3. Mθ ist eine Calabi-Yau-Varieta¨t, weswegen durch
Mθ f(θ)−−−→ UσG
eine crepante Auflo¨sung von UσG gegeben ist.
40
Kapitel 2. Branenkachelungen und der Zusammenhang mit torischen
3-CY-Varieta¨ten
Beweis. 1. Es folgt aus den Lemmata 2.3.8, 2.3.10 und 2.3.12, dass gilt:
Mθ = XΩ(θ).
2. Man siehe dazu (1.4) aus Abschnitt 1.1. Die Aussage folgt dann aus (2.6) und
weil Ω(θ) ein Fa¨cher ist.
3. Die primitiven Erzeuger der eindimensionalen Kegel in Ω(θ) sind diejenigen
ι∗(xI) = vI ∈ N , I ∈ A, fu¨r die der ausgezeichnete Punkt von Q≥0 · xI χθ-
stabil ist. Wir hatten in Lemma 2.2.7 gesehen, dass alle vI in einer affinen
Hyperebene von NQ enthalten sind, weswegenMθ eine Calabi-Yau-Varieta¨t ist.
Der Morphismus f(θ) ist der von id : N → N , Ω(θ) → σG induzierte torische
Morphismus und somit eine crepante Auflo¨sung. (siehe Bemerkung 1.3.10.)
Durch Variation des Stabilita¨tsparamters θ ∈ B erha¨lt man jede crepante Auflo¨s-
ung von UσG :
Theorem 2.3.14. [21, Theorem 15.1] Jede crepante Auflo¨sung von UσG ist der
Form
Mθ f(θ)−−−→ UσG ,
fu¨r eine generische Stabilita¨t θ ∈ B.
2.4 Das torische Diagramm von Mθ
Im vorherigen Abschnitt hatten wir gesehen, dass man fu¨r eine generische Sta-
bilita¨t θ ∈ B den Ko¨chermodulraum der θ-semistabilen AG-Darstellungen von
dim = (1, . . . , 1), Mθ, als eine crepante Auflo¨sung von UσG auffassen kann.
Wir wollen uns nun u¨berlegen, wie man dass torische Diagrammm der torischen
3-CY-Varieta¨t Mθ = XΩ(θ) graphentheoretisch bestimmen kann.
Definition 2.4.1. Sei I ∈ A eine perfekte Paarung und θ ∈ B eine generische
Stabilita¨t. Wir nennen I θ-stabil, falls der von xI ∈ Λ∨ erzeugte Strahl τI ein
Element von Σ(θ) ist.
Bemerkung 2.4.2. Im allgemeinen existieren perfekte Paarungen I, J ∈ A mit
I 6= J und vI = vJ . Dann ko¨nnen I und J nicht beide θ-stabil sein: Nach Lemma
2.3.12, 2., liefert ι∗ eine Bijektion zwischen Σ(θ) und Ω(θ). Somit existiert fu¨r
jedes v ∈ Ω(θ)(1) genau eine perfekte Paarung I mit v = vI .
Lemma 2.4.3. Genau dann ist I θ-stabil, wenn die durch
yI(a) :=
{
1 falls a ∈ Q1 − I
0 falls a ∈ I
definierte AG-Darstellung yI θ-stabil ist.
Beweis. Es ist I θ-stabil genau dann, wenn der ausgezeichnete Punkt von τI
χθ-stabil ist. Dieser Punkt entspricht gerade der AG-Darstellung yI , denn:
Sei a ∈ Q1. Dann gilt fu¨r den ausgezeichneten Punkt xτI ∈ Homsgp(τI∨ ∩Λ,C):
xτI (pi(a)) =
{
1 falls xI(pi(a)) = 0
0 falls xI(pi(a)) = 1
= yI(a).
Mit Proposition 2.3.5 folgt nun die Behauptung.
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Proposition 2.4.4. [10, Proposition 6.5] Sei G geometrisch konsistent und I ∈
A eine perfekte Paarung auf G. Dann sind die folgenden Aussagen a¨quivalent:
• Q≥0 · vI ist eine Seite von σG.
• Fu¨r alle J ∈ A mit J 6= I ist vJ 6= vI .
• yI ist eine einfache AG-Darstellung.
Bemerkung 2.4.5. Eine perfekte Paarung I ∈ A, die eine Vorraussetzung aus
Proposition 2.4.4 erfu¨llt, nennt man eine extremale perfekte Paarung. Weil dann
yI eine einfache AG-Darstellung ist, ist yI stabil bezu¨glich jeder generischen
Stabilita¨t θ ∈ B.
Seien nun I, J ∈ A zwei θ-stabile perfekte Paarungen. Dann sind vI , vJ ∈ N
primitive Erzeuger von Strahlen im Fa¨cher vonMθ, entsprechen also zwei Git-
terpunkten im torischen Diagramm von Mθ, die wir mit pI , pJ bezeichnen. pI
und pJ sind genau dann durch eine Kante im torischen Diagramm verbunden,
wenn der von xI und xJ erzeugte Kegel α = α(I,J) eine Seite von P∨ ist und die
Eigenschaft hat, dass sein ausgezeichneter Punkt χθ-stabil ist. Genau so, wie im
Beweis des letzten Lemmas zeigt man, dass dieser Punkt dann der θ-stabilen
AG-Darstellung definiert durch
yα(a) :=
{
1 falls a ∈ Q1 − (I ∪ J)
0 falls a ∈ I ∪ J
entspricht. Dies beweist alternativ folgendes Resultat aus [24, Abschnitt 4]
Proposition 2.4.6. Seien I und J zwei θ-stabile perfekte Paarungen. Genau
dann gibt es eine Kante im torischen Diagramm vonMθ zwischen den Punkten
pI und pJ , wenn die CQ-Darstellung definiert durch
yα(a) :=
{
1 falls a ∈ Q1 − (I ∪ J)
0 falls a ∈ I ∪ J
eine θ-stabile AG-Darstellung ist.
Bemerkung 2.4.7. (i): Die CQ-Darstellung yα erfu¨llt stets die vom Superpo-
tential W induzierten Relationen und ist somit eine AG-Darstellung, denn:
Sei g ∈ Q1 und ∂W∂g = rg − sg die g entsprechende Relation. Wir unterscheiden
zwei Fa¨lle. Sei zuna¨chst g ∈ I ∩ J . Dann gilt:∏
a∈rg
yα(a) =
∏
a∈sg
yα(a) = 1 .
Falls g nicht enthalten ist in I ∩ J , hat man, dass gilt:∏
a∈rg
yα(a) =
∏
a∈sg
yα(a) = 0 .
Also ist yα tatsa¨chlich eine AG-Darstellung.
(ii): Es sind yI und yJ stets AG-Unterdarstellungen von yα. Somit folgt, dass
falls yα θ-stabil ist, ebenso yI und yJ θ-stabil sind.
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Beispiel 2.4.8. Betrachten wir nun die Branenkachelung aus dem Beispiel
2.1.4. Dann ist Q0 = {F1, F2},
Q1 = {g1, g3 : F1 → F2, g2, g4 : F2 → F1},
und jede CQ-Darstellung von dim = (1, 1) erfu¨llt die vom Superpotential W
induzierten Relationen, weswegen gilt:
Mod(AG, (1, 1)) = C4.
Bis auf Skalierung mit einer positiven ganzen Zahl gibt es zwei generische Sta-
bilita¨ten θ1 = (−1, 1) und θ2 = (1,−1). Ein p ∈ C4 ist dann θ1-stabil (bzw.
θ2-stabil) genau dann, wenn p1 6= 0 oder p3 6= 0 (bzw. p2 6= 0 oder p4 6= 0) ist.
C∗ = TB operiert auf C4 dann mit den Gewichten
d =
(
1 −1 1 −1 ) .
Zum Beispiel mit dem Lemma 1.2.3 u¨ber globale Koordinaten fu¨r Linienbu¨ndel
auf torischen Varieta¨ten sieht man dann, dass sowohl Mθ1 als auch Mθ2 iso-
morph zum Totalraum des P1-Vektorbu¨ndels O(−1) ⊕ O(−1) sind: Die Fase-
rungen sind dabei die Projektionen
Mθ1 → P1 , [p1, p2, p3, p4] 7→ [p1 : p3] ,
Mθ2 → P1 , [p1, p2, p3, p4] 7→ [p2 : p4] .
Nun zu den torischen Diagrammen. Wir hatten in Beispiel 2.2.11 gesehen, dass
das torische Diagramm von UσG ein Quadrat von Kantenla¨nge 1 ist. Eine crepan-
te Auflo¨sung erha¨lt man also durch das Hinzufu¨gen einer Diagonale. Fu¨r jede
perfekte Paarung I ist yI einfach, weswegen jede perfekte Paarung bezu¨glich
jeder Stabilita¨t stabil ist. Fu¨r die wie folgt definierten AG-Darstellungen
p(a) :=
{
1 falls a ∈ Q1 − (I2 ∪ I4)
0 falls a ∈ I2 ∪ I4
q(a) :=
{
1 falls a ∈ Q1 − (I1 ∪ I3)
0 falls a ∈ I1 ∪ I3
gilt nun, dass p θ1-stabil und q θ2-stabil ist.
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Abb. 2.4.1. Links das torische Diagramm von Mθ2 und rechts das von Mθ1
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Wir haben nun gesehen, wie man Branenkachelungen benutzen kann, um cre-
pante Auflo¨sungen von affinen 3-CY-Varieta¨ten zu konstruieren. In diesem Ka-
pitel werden wir zeigen, wie man ein Tiltingbu¨ndel fu¨r Db(Coh(Mθ)) graphen-
theoretisch bestimmen kann. Ein dahin zielender Algorithmus wurde von Ami-
hay Hanany, Chistopher P. Herzog und David Vegh in [18, Abschnitt 5.2] vor-
geschlagen. Dieser Algorithmus liest sich mit unseren Notationen wie folgt:
Algorithmus von Hanany et al. Sei θ ∈ B eine generische Stabilita¨t.
• Bestimme alle θ-stabilen perfekten Paarungen auf G, I1, . . . , Ir ∈ A.
• Fixiere eine Ecke i0 ∈ Q0.
• Wa¨hle fu¨r alle i ∈ Q0 eine Wanderung in Q von i0 nach i, µi ∈ ZQ1 .
• Die den θ-stabilen perfekten Paarungen I1, . . . , Ir entsprechenden TM -
Primdivisoren aufMθ seien mit D1, . . . , Dr bezeichnet. Definiere fu¨r jedes
i ∈ Q0 einen Divisor auf Mθ durch
Ei :=
r∑
j=1
χIj (µi) ·Dj .
Sie erwarteten dabei, dass die direkte Summe der so konstruierten Linienbu¨ndel
OMθ (Ei), i ∈ Q0, ein Tiltingbu¨ndel fu¨r Db(Coh(Mθ) ist.
Ko¨chermodulra¨ume sind ha¨ufig mit sogenannten universellen Bu¨ndeln versehen,
z.B. falls die Komponenten des Dimensionsvektors zueinander teilerfremd sind,
also insbesondere, falls all diese gleich 1 sind. Man kann nun erwarten, dass
sich TM -Divisoren fu¨r die universellen Linienbu¨ndel aufMθ graphentheoretisch
beschreiben lassen. Zuna¨chst zeigen wir in Abschnitt 3.1, dass die aus dem
Algorithmus von Hanany et al. resultierenden Linienbu¨ndel universelle Bu¨ndel
fu¨r Mθ sind (Theorem 3.1.6).
Manchmal ist die direkte Summe aller universellen Bu¨ndel auf einem Ko¨chermod-
ulraum eine Tiltinggarbe (siehe dazu z.B. [1]). So auch im Falle einer crepanten
44
Kapitel 3. Beweis der Vermutung von Hanany et al.
Auflo¨sung Mθ → UσG , wobei G eine geometrisch konsistente Branenkachelung
ist: Es wurde von Sergey Mozgovoy gezeigt, dass die Algebra AG eine nichtkom-
mutative crepante Auflo¨sung des Koordinatenrings von UσG ist. Zusammen mit
Resultaten von Michel van den Bergh aus [6] fu¨hrt dies dann zum Beweis der
Vermutung von Hanany et al. (Theorem 3.2.4).
Zum Schluss betrachten wir als Beispiel den Fall, dass UσG eine orbifold vom
Typ 18 (1, 3, 4) ist: Wir finden fu¨r jede Triangulierung des torischen Diagramms
eine generische Stabilita¨t θ derart, dassMθ → UσG eine crepante Auflo¨sung ist.
Danach konstruieren wir fu¨r jedes solche Mθ ein Tiltingbu¨ndel mit Hilfe des
Algorithmusses von Hanany et al.
3.1 Universelle Bu¨ndel fu¨r Mθ
In diesem Abschnitt werden wir zeigen, wie man universelle Bu¨ndel graphen-
theoretisch konstruieren kann. Der dabei resultierende Algorithmus wurde von
Hanany et al. [18] fu¨r die Bestimmung eines Tiltingbu¨ndels vorgeschlagen.
Wie in Kapitel 2 sei fu¨r ein θ ∈ B mit Mθ der Ko¨chermodulraum der θ-
semistabilen AG-Darstellungen von Dimension α = (1, . . . , 1) bezeichnet.
Definition 3.1.1. Eine durch Q0 indizierte Menge von Linienbu¨ndeln
{pii : Vi →Mθ | i ∈ Q0}
zusammen mit einer durch Q1 indizierten Menge von Vektorbu¨ndelmorphismen
{ga : Vi → Vj | a : i→ j}
nennt man universelle Bu¨ndel genau dann, wenn fu¨r alle [x] ∈ Mθ die AG-
Darstellung mit Dimensionsvektor α = (1, . . . , 1){
pii
−1([x]), ga|pii−1([x]): C→ C | i ∈ Q0, a ∈ Q1
}
isomorph zu Mx, der x entsprechenden AG-Darstellung, ist.
Proposition 3.1.2. Falls θ generisch ist, existieren universelle Bu¨ndel fu¨rMθ.
Beweis. Wie kopieren den Beweis von Alastair King aus [23, Proposition 5.3]:
Fu¨r alle i ∈ Q0 betrachten wir die trivialen Linienbu¨ndel Vθ × Ci → Vθ, mit
Ci := C. Fixiere nun eine Ecke i0 ∈ Q0. Fu¨r ein i ∈ Q0 ist dann hi := i0− i ∈ B.
Wir setzen nun die TB-Wirkung auf Vθ vermo¨ge des Charakters χhi : TB → C∗
auf Vθ × Ci fort, d.h. es ist
φ(x, p) := (φx, χhi(φ) · p), (x, p) ∈ Vθ × Ci, φ ∈ TB . (3.1)
Die Projektion nach der ersten Komponente pr1 : Vθ × Ci → Vθ ist dann TB-
a¨quivariant, weswegen wir das folgende kommutative Diagramm haben:
Vθ × Ci pr1 - Vθ
Vθ,i:= Vθ × Ci/TB
? pi- Vθ/TB
ψ
?
=Mθ
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Wir haben somit eine durch Q0 indizierte Familie von Linienbu¨ndeln auf Mθ
{pi : Vθ,i →Mθ | i ∈ Q0}.
Sei nun a : i→ j ∈ Q1. Man erinnere sich daran, dass fu¨r generisches θ gilt:
Vθ ⊂ Spec C[Λ+].
Somit ko¨nnen wir ein x ∈ Vθ als Halbgruppenmorphismus von (Λ+,+) nach
(C, ·) auffassen und erhalten einen Morphismus von Varieta¨ten
ha : Vθ × Ci → Vθ × Cj , (x, p) 7→ (x, x(pi(a)) · p).
Dann ist ha a¨quivariant bezu¨glich der beiden TB-Aktionen:
Beachte zuna¨chst, dass gilt:
d(pi(a)) = d1(a) = i− j = (i0 − j)− (i0 − i) = hj − hi.
Nun hat man fu¨r alle (x, p) ∈ Vθ × Ci und φ ∈ TB die Gleichungen
φ(ha(x, p)) = φ(x, x(pi(a)) · p)
= (φx, χhj (φ) · x(pi(a)) · p)
= (φx, φ(hj) · x(pi(a)) · p)
= (φx, φ(d(pi(a))) · φ(hi) · x(pi(a)) · p)
= (φx, χhi(φ) · (φx)(pi(a)) · p)
= ha(φ(x, p)),
welche die TB-A¨quivarianz von ha zeigen. Wir erhalten deswegen ein kommuta-
tives Diagramm von Varieta¨ten
Vθ
Vθ × Ci ha -
pr 1
-
Vθ × Cj
ﬀ
pr
1
Vθ,i
? ga - Vθ,j
?
Mθ
ﬀ
p j
p
i
-
.
Wegen der Kommutativita¨t des unteren Dreiecks sind die ga Morphismen von
Vektorbu¨ndeln. Sei nun ψ(x) ∈ Mθ die Isomorphieklasse einer AG-Darstellung
x ∈ Vθ. Dann ist fu¨r jedes i ∈ Q0:
p−1i (ψ(x)) ∼= Ci,
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und unter diesen Identifikationen ist fu¨r ein a : i→ j ∈ Q1:
ga|p−1i (ψ(x)): Ci → Cj , p 7→ x(pi(a)) · p.
Die so definierte AG-Darstellung von Dimension α = (1, . . . , 1) ∈ ZQ0 ,
{Ck , ga|p−1i (ψ(x)) | k ∈ Q0, a : i→ j ∈ Q1},
stimmt mit Mx, der x entsprechenden AG-Darstellung, u¨berein. Somit sind
durch
{pi : Vθ,i →Mθ | i ∈ Q0} und {ga : Vθ,i → Vθ,j | a : i→ j}
universelle Bu¨ndel fu¨r Mθ gegeben.
Sei nun σ = P∨ ⊂ Λ∨⊗Q wie in Kapitel 2. Wir hatten gesehen (siehe Definition
2.3.11, Lemma 2.3.12, Korollar 2.3.13), dass Mθ = XΩ(θ) ist, mit
Ω(θ) = {ι∗(τ) ⊂ NQ | τ ≺ σ , TΛxτ ist χθ-stabil}.
Fu¨r ein i ∈ Q0 werden wir nun einen Fa¨cher Υ(θ, i) in (N⊕Z)Q konstruieren mit
Vθ,i = XΥ(θ,i). Die Projektion pi wird dann der von der Projektion N ⊕Z→ N
induzierte torische Morphismus sein.
Sei dazu zuna¨chst σ′ = σ×Q≥0 ⊂ (Λ∨⊕Z)⊗Q. Dann ist Vθ×C ⊂ Uσ×C = Uσ′
eine Untervarieta¨t und die TB-Wirkung (3.1) la¨sst sich zu einer TB-Wirkung auf
Uσ′ fortsetzen. Es gilt dann:
Vθ × C = Uχθ−st.σ′ = {p ∈ Uσ′ | p ist χθ-stabil} .
Vθ×Ci ist eine normale torische Varieta¨t, die durch den Fa¨cher S(θ) beschrieben
wird, dessen maximale Kegel gegeben sind durch
S(θ)max := {τ ×Q≥0 ⊂ (Λ∨ ⊕ Z)⊗Q | τ ∈ Σ(θ)max} .
Wir werden nun fu¨r ein τ × Q≥0 ∈ S(θ)max den Ring der TB-invarianten re-
gula¨ren Funktionen auf Uτ×Q≥0 bestimmen. Die Spektren dieser Ringe bilden
dann eine TM⊕Z-invariante, offene affine U¨berdeckung fu¨r die TM⊕Z-torische
Varieta¨t Vθ,i. Wa¨hle ein λi ∈ Λ mit d(λi) = hi und betrachte die kurze exakte
Sequenz von abelschen Gruppen
0→M ⊕ Z ιi−→ Λ⊕ Z di−→ B → 0,
ιi :=
(
ι −λi
0 1
)
,
di =
(
d hi
)
.
Die von di induzierte TB-Wirkung auf Vθ × Ci stimmt mit der TB-Wirkung
(3.1) u¨berein und man hat das folgende Lemma, dass man genau so wie Lemma
2.3.10 beweist.
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Lemma 3.1.3. Sei τ ′ := τ × Q≥0 ≺ σ′. Dann hat man fu¨r den Ring der
TB-invarianten regula¨ren Funktionen auf Uτ ′
C[τ ′∨ ∩ Λ⊕ Z]TB ∼= C[ι∗i (τ ′)∨ ∩M ⊕ Z],
und somit einen kategoriellen Quotienten fu¨r die TB-Aktion auf Uτ ′ gegeben
durch
Uτ ′ = Homsgp((τ ′)∨ ∩ Λ⊕ Z,C) ψ
′
−→ Homsgp(ι∗i (τ ′)∨ ∩M ⊕ Z,C),
x 7→ x ◦ ιi.
Definition 3.1.4. Wir bezeichnen mit
Υ(θ, i) := {ι∗i (τ ′) | τ ′ ∈ S(θ)}
die Menge der mit ι∗i nach (N ⊕ Z)Q projezierten Kegel aus S(θ).
Lemma 3.1.5. Es gelten folgende Aussagen:
• Fu¨r jeden Punkt i des Ko¨chers Q ist Υ(θ, i) ein Fa¨cher in (N ⊕ Z)Q.
• Vθ,i ist die zu Υ(θ, i) assoziierte TM⊕Z-torische Varieta¨t.
• Der Morphismus ψ′ : Vθ × Ci → Vθ,i ist der von ι∗i : Λ∨ ⊕ Z → N ⊕ Z
induzierte torische Morphismus.
• Der Morphismus pi : Vθ,i → Mθ ist von der Projektion N ⊕ Z → N ,
τ ′ 7→ τ induziert.
Beweis. Wir haben einen geometrischen Quotienten
Vθ × Ci =
⋃
τ ′∈S(θ)
Uτ ′
ψ′−→
⋃
τ ′∈S(θ)
Uι∗i (τ ′) = Vθ,i.
Es folgt exakt wie in Lemma 2.3.12, dass gilt: Υ(θ, i) ist ein Fa¨cher, Vθ,i =
XΥ(θ,i) und ψ′ ist von ι∗i induziert. Fu¨r die letzte Aussage beachte man, dass
das kommutative Diagramm von abelschen Gruppen
Λ∨ ⊕ Z ι
∗
i- N ⊕ Z
Λ∨
pi1
? ι∗ - N
pi1
?
das folgende kommutative Diagramm von torischen Varieta¨ten induziert:
Vθ × Ci ψ
′
- Vθ,i
Vθ
pr1
? ψ - Mθ
pi
?
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Mit diesen Vorbereitungen sind wir nun in der Lage zu beweisen, dass der Al-
gorithmus von Hanany et al. universelle Bu¨ndel fu¨r Mθ liefert:
Theorem 3.1.6. Seien I1, . . . , Ir ∈ A die θ-stabilen perfekten Paarungen auf
G und D1, . . . , Dr die entsprechendden TM -invarianten Primdivisoren auf der
torischen Varieta¨t Mθ. Fixiere eine Ecke i0 ∈ Q0. Fu¨r alle Ecken i ∈ Q0
existiert dann ein µi ∈ ZQ1 mit d1(µi) = i0 − i. Definiere nun fu¨r alle i ∈ Q0
einen Divisor
Ei :=
r∑
j=1
χIj (µi) ·Dj .
Dann ist die Ei entsprechende invertierbare Garbe Lθ,i die Schnittgarbe des
universellen Bu¨ndels zum Punkt i ∈ Q0
pi : Vθ,i →Mθ.
Beweis. Um einen Divisor fu¨r das Linienbu¨ndel Vθ,i pi−→Mθ zu finden, mu¨ssen
wir gema¨ß Proposition 1.1.1 lediglich die primitiven Erzeuger der eindimensio-
nalen Kegel in Υ(θ, i) bestimmen. Fu¨r den Fa¨cher von Vθ × C gilt:
S(θ)(1) := {
(
xI
0
)
| I θ-stabile perfekte Paarung} ∪ {
(
0
1
)
}.
Mit dem letzten Lemma erhalten wir dann, dass die primitiven Erzeuger der
eindimensionalen Kegel fu¨r den Fa¨cher von Vθ,i gegeben sind durch
Υ(θ, i)(1) = ι∗i (S(θ)(1)).
Bezeichne mit λ∗i das λi entsprechende Element aus Λ
∨. Wir berechnen dann:
ι∗i
(
xI
0
)
=
(
ι∗ 0
−λ∗i 1
)(
xI
0
)
=
(
ι∗(xI)
−xI(λi)
)
=
(
vI
−xI(λi)
)
,
fu¨r die θ-stabilen perfekten Paarungen I ∈ A, und
ι∗i
(
0
1
)
=
(
ι∗ 0
−λ∗i 1
)(
0
1
)
=
(
0
1
)
.
Fu¨r ein µi ∈ ZQ1 mit pi(µi) = λi gilt außerdem
xI(λi) = χI(µi),
und die Aussage folgt nun aus Proposition 1.1.1.
3.2 Nichtkommutative crepante Auflo¨sungen
Der Begriff einer nichtkommutativen crepanten Auflo¨sung geht auf Michel van
den Bergh zuru¨ck. Mit Hilfe von Resultaten aus [6] und [24] werden wir dann
sehen, dass der Algorithmus von Hanany et al. tatsa¨chlich ein Tiltingbu¨ndel auf
Mθ definiert.
Definition 3.2.1. Sei X = Spec(R) normal und Gorenstein. Eine R-Algebra
A = EndR(M) wird nichtkommutative crepante Auflo¨sung genannt, falls gilt:
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• M ist ein reflexiver R-Modul.
• Die globale Dimension von A ist endlich.
• A ist ein maximaler Cohen-Macaulay-Modul.
Proposition 3.2.2. [24, Proposition 3.13.] Sei R = Z(AG) der Koordinaten-
ring der zu einer geometrisch konsistenten Branenkachelung G zugeordneten
affinen torischen 3-CY-Varieta¨t. Dann ist R normal und Gorenstein, und AG
ist eine nichtkommutative crepante Auflo¨sung von R.
Eine direkte Konsequenz aus [6, Theorem 6.3.1] ist nun das
Theorem 3.2.3. Sei θ ∈ B generisch und Lθ := ⊕i∈Q0Lθ,i die direkte Summe
aller universellen Linienbu¨ndel. Dann gibt es eine A¨quivalenz von derivierten
Kategorien
Ψ : Db(mod−(AopG ))→ Db(Coh(Mθ)),
Ψ(M•) = M• ⊗LAG Lθ.
Nun folgt die Vermutung von Hanany, Herzog und Vegh:
Theorem 3.2.4. Sei G geometrisch konsistent und θ ∈ B generisch. Dann ist
die direkte Summe der Linienbu¨ndel aus Theorem 3.1.6
Lθ :=
⊕
i∈Q0
Lθ,i
ein Tiltingbu¨ndel fu¨r Db(Coh(Mθ)).
Beweis. Zuna¨chst beachte man, dass fu¨r den AopG -Modul AG gilt:
Ψ(AG) = AG ⊗LAG Lθ = Lθ.
Weil AG ein projektiver A
op
G -Modul ist, gilt fu¨r alle k > 0:
Extk(AG, AG) = HkR Hom(AG, AG) = 0.
Weil Ψ eine derivierte A¨quivalenz ist, folgt nun fu¨r alle k > 0:
Extk(Lθ,Lθ) = Extk(Ψ(AG),Ψ(AG))
= HkR Hom(Ψ(AG),Ψ(AG))
= HkR Hom(AG, AG)
= Extk(AG, AG)
= 0
AG erzeugt Db(mod−(AopG )). Weil Ψ eine derivierte A¨quivalenz ist, erzeugt
deswegen Ψ(AG) = Lθ die beschra¨nkte derivierte Kategorie der koha¨renten
Garben auf Mθ, Db(Coh(Mθ)).
Somit ist durch Lθ ein Tiltingbu¨ndel fu¨r Db(Coh(Mθ)) gegeben.
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3.3 Ein Beispiel
Die gewonnenen Erkenntnisse wollen wir nun anhand eines Beispiels demon-
strieren: die affine 3-CY-Varieta¨t X soll ein geometrischer Quotient C3/Z8 sein,
fu¨r die Z8-Aktion auf C3 vom Typ 18 (1, 3, 4).
Wie in Bemerkung 2.2.16 erwa¨hnt, gibt es dann einen direkten Weg, eine geome-
trisch konsistente Branenkachelung G, mit UσG ∼= X, zu finden ([24, Abschnitt
5.2]).
Betrachte dazu die folgende Branenkachelung G mit 8 Fla¨chen, 32 Kanten und
16 Ecken auf dem 2-Torus TΓ = R2/Γ mit Γ = α1Z+ α2Z:
α
1
α2
1
1
2
2
3
3 4
4
5
5
5
5 6
6 7
7
0
0
1
1
Abb. 3.3.1. Eine Branenkachelung fu¨r eine 3-orbifold vom Typ 18 (1, 3, 4);
In Blau eine Fundamentalmasche fu¨r TΓ.
Der zu G duale periodische Ko¨cher ist dann der folgenden Form:
2 3 4 5 6 7 0
6
6
6
7 0
0
0
5
5
2
2 3 4 5 6 7
3 4
1
1
7 1 2 3
1
4
2 37 4 5
a b c d e f
E
e
e
F
f
G
g
H
h
A
a
BD
d
f g h a b
H
h
A B C D E F
HGFE BA C
A B C D E
edcbahg
α
1
α
2
Abb. 3.3.2. Der periodische Ko¨cher fu¨r die Branenkachelung G.
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Der duale Ko¨cher mit Relationen (Q, I) ist der McKay-Ko¨cher fu¨r die Einbet-
tung
ρ : Z8 ↪→ Sl(3,C),
m+ 8Z 7→ diag(ζm, ζ3m, ζ4m), ζ := epii4 . (3.2)
ED
C
B
A H
G
F
EB
D
A		
C
H
B
G
A F
H
E G
D
F
C
0
1
2
3
4
5
6
7
ββ
β
β
β β
β
β
αγ
α
γα
γ
α
γ
α γ
α
γ α
γ
α
γ
W = γAβAαA + γBβBαB + γCβCαC + γDβDαD
+ γEβEαE + γFβFαF + γGβGαG + γHβHαH
− βEγBαA − βF γCαB − βGγDαC − βHγEαD
− βAγFαE − βBγGαF − βCγHαG − βDγAαH
Abb. 3.3.3. Der aus G resultierende Ko¨cher Q mit Relationen I = ∂W
Es gibt dann 33 perfekte Paarungen, die in der folgenden Tabelle zusammen
mit zugeho¨rigen Koordinaten fu¨r das torische Diagramm dargestellt sind.
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I0 = {αA, αB , αC , αD, αE , αF , αG, αH} (0, 0)
I1 = {βA, αB , αC , αD, βE , αF , αG, αH} (1, 0)
I2 = {αA, βB , αC , αD, αE , βF , αG, αH} (1, 0)
I3 = {αA, αB , βC , αD, αE , αF , βG, αH} (1, 0)
I4 = {αA, αB , αC , βD, αE , αF , αG, βH} (1, 0)
I5 = {αA, αB , βC , βD, αE , αF , βG, βH} (2, 0)
I6 = {αA, βB , αC , βD, αE , βF , αG, βH} (2, 0)
I7 = {βA, αB , αC , βD, βE , αF , αG, βH} (2, 0)
I8 = {αA, βB , βC , αD, αE , βF , βG, αH} (2, 0)
I9 = {βA, αB , βC , αD, βE , αF , βG, αH} (2, 0)
I10 = {βA, βB , αC , αD, βE , βF , αG, αH} (2, 0)
I11 = {αA, βB , βC , βD, αE , βF , βG, βH} (3, 0)
I12 = {βA, βB , βC , αD, βE , βF , βG, αH} (3, 0)
I13 = {βA, βB , αC , βD, βE , βF , αG, βH} (3, 0)
I14 = {βA, αB , βC , βD, βE , αF , βG, βH} (3, 0)
I15 = {βA, βB , βC , βD, βE , βF , βG, βH} (4, 0)
I16 = {γA, γB , γC , γD, γE , γF , γG, γH} (−1, 2)
I17 = {βA, αF , αG, αH , γB , γC , γD, γE} (0, 1)
I18 = {βB , αA, αG, αH , γC , γD, γE , γF } (0, 1)
I19 = {βC , αA, αB , αH , γD, γE , γF , γG} (0, 1)
I20 = {βD, αA, αB , αC , γE , γF , γG, γH} (0, 1)
I21 = {βE , αB , αC , αD, γA, γF , γG, γH} (0, 1)
I22 = {βF , αC , αD, αE , γA, γB , γG, γH} (0, 1)
I23 = {βG, αD, αE , αF , γA, γB , γC , γH} (0, 1)
I24 = {βH , αE , αF , αG, γA, γB , γC , γD} (0, 1)
I25 = {αC , βA, βD, βF , γB , γE , γG, γH} (1, 1)
I26 = {αD, βB , βE , βG, γA, γC , γF , γH} (1, 1)
I27 = {αE , βC , βF , βH , γA, γB , γD, γG} (1, 1)
I28 = {αG, βB , βE , βH , γA, γC , γD, γF } (1, 1)
I29 = {αF , βA, βD, βG, γB , γC , γE , γH} (1, 1)
I30 = {αA, βB , βD, βG, γC , γE , γF , γH} (1, 1)
I31 = {αH , βA, βC , βF , γB , γE , γD, γG} (1, 1)
I32 = {αB , βC , βE , βH , γA, γD, γF , γG} (1, 1)
Tab. 3.3.1. Links die perfekten Paarungen auf G und rechts die jeweiligen
Koordinaten im torischen Diagramm
Bei dieser Branenkachelung empfiehlt es sich, das torische Diagramm mit Hilfe
des fast forward Algorithmus zu bestimmen (siehe Lemma 2.2.8 und Bemer-
kung 2.2.10). Dabei wurde die perfekte Paarung I0 fixiert; die Koordinaten sind
bezu¨glich der Z-Basis von pi1(TΓ), {[α1], [α2]}, angegeben: Fu¨r eine perfekte
Paarung Ij , j ∈ {0, . . . , 32} , zeigt die rechte Spalte in obiger Tabelle also
Ij − I0 ∈ Z[α1]⊕ Z[α2] = pi1(TΓ),
die Homotopieklasse der Summe geschlossener Wanderungen in G, Ij−I0 ∈ ZG1 .
Die na¨chste Abbildung zeigt die geschlossene Wanderung I27 − I0 ∈ ZG1 . Ihre
Klasse in pi1(TΓ) ist [α1] + [α2] = (1, 1).
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α1
α2
1
1
2
2
3
3 4
4
5
5
5
5 6
6 7
7
0
0
1
1
Abb. 3.3.4. In Gelb die geschlossene Wanderung I27 − I0 ∈ ZG1 und in Blau
eine Fundamentalmasche von TΓ.
Ein torisches Diagramm fu¨r UσG ist somit durch das Dreieck mit den Ecken
(0, 0), (4, 0) und (−1, 2) gegeben:
v v
v
v v v v vaaaaa
aa
aa
aa
aa
aa
aa
aa
aa
aa
aA
A
A
A
A
A
A
A
A
A
(0, 0) (4, 0)
(−1, 2)
(1, 0) (2, 0) (3, 0)
(0, 1) (1, 1)
Abb. 3.3.5. Ein torisches Diagramm fu¨r UσG .
Wir haben dann eine kurze exakte Sequenz von abelschen Gruppen
0→ Z3
0BB@
1 0 0
1 4 0
1 −1 2
1CCA
−−−−−−−−−−−−→ Z3 (1 3 4)−−−−−−−→ Z8 → 0.
Somit ist Z8 die Klassengruppe von UσG , und wie gewu¨nscht gilt:
UσG = Spec C[x1, x2, x3]
Z8 ,
wobei die Z8-Wirkung auf C[x1, x2, x3] die von ρ (vgl. (3.2)) induzierte ist. Es
gibt 6 volle Triangulierungen des torischen Diagramms. Die folgende Tabelle
zeigt 6 unterschiedliche generische Stabilita¨ten und die zugeho¨rigen stabilen
perfekten Paarungen.
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θ = (1, 1, 1, 1, 1, 1, 1,−7) I2, I8, I11, I22, I27
−θ = (−1,−1,−1,−1,−1,−1,−1, 7) I1, I7, I14, I21, I32
ε = (−3, 7, 4, 1,−3,−3,−3,−3) I3, I5, I11, I23, I26
ϑ = (3, 3,−4, 3, 3,−7, 3,−1) I1, I7, I13, I20, I25
µ = (7,−1,−1, 7,−2,−15, 7,−2) I4, I7, I13, I20, I25
η = (−1, 10,−2,−2,−1, 10,−1, 13) I3, I8, I12, I23, I31
Tab. 3.3.2. Generische Stabilita¨ten fu¨r die crepanten Auflo¨sungen von UσG .
Dabei sei bemerkt, dass die AG-Darstellungen, die den externen perfekten Paa-
rungen I0, I15 und I16 entsprechen, keine trivialen Unterdarstellungen besitzen,
und somit stabil bezu¨glich jeder Stabilita¨t sind.(vergleiche auch N.Broomheads
Resultat Proposition 2.4.4). Sie sind deswegen nicht in der Tabelle aufgelistet.
Die 6 unterschiedlichen generischen Stabilita¨ten sind so gewa¨hlt, dass sie die
6 unterschiedlichen Triangulierungen des torischen Diagramms ergeben; jede
andere generische Stabilita¨t ergibt dann eines dieser 6 torischen Diagramme.
Ι Ι Ι Ι
Ι
1 7 14 15
Ι 0
Ι 32Ι 21
Ι
Ι Ι Ι Ι Ι
16
16
0 152 8 11
22
27
Ι
Ι
MθM− θ
Ι Ι ΙΙΙ
Ι
0
16
3 5 11 15
26
23
Ι
Ι
Mε Mυ
Ι Ι Ι Ι Ι
Ι
Ι
Ι
0 15
16
1 7 13
20
25
Ι Ι Ι Ι Ι
Ι
Ι
Ι
0
20
25
74 13 15
16
Mµ
Ι Ι Ι Ι
Ι Ι
0 15
Ι16
3 8 Ι12
23 31
M
η
Abb. 3.3.6. Die 6 Triangulierungen des torischen Diagramms
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Wir wollen nun den Algorithmus von Hanany et al. anwenden, um Tiltingbu¨ndel
fu¨r die crepanten Auflo¨sungen von UσG zu bestimmen. Wir fixieren dazu die Ecke
0 ∈ Q0 und wa¨hlen Wanderungen wj in Q zu jeder anderen Ecke j ∈ Q0.
w0 : 0→ 0 = triviale Wanderung
w1 : 0→ 1 = β−1G
w2 : 0→ 2 = β−1G β−1H
w3 : 0→ 3 = α−1F
w4 : 0→ 4 = γG
w5 : 0→ 5 = αC
w6 : 0→ 6 = βEβF
w7 : 0→ 7 = βF
Sei b ∈ ZQ1 eine generische Stabilita¨t. Die TM -invarianten Primdivisoren von
Mb sind dann die Abschlu¨sse derjenigen TM -Orbiten, die durch die eindimen-
sionalen Kegel im Fa¨cher von Mb indiziert sind. Sie ko¨nnen also durch die
Gitterpunkte im torischen Diagramm nummeriert werden. Wir werden nun die
folgende Nummerierung benutzen:
(0, 0)↔ D0,b
(1, 0)↔ D1,b
(2, 0)↔ D2,b
(3, 0)↔ D3,b
(4, 0)↔ D4,b
(0, 1)↔ D5,b
(1, 1)↔ D6,b
(−1, 2)↔ D7,b
Der Algorithmus von Hanany et al. ergibt dann fu¨r die verschiedenen crepanten
Auflo¨sungen von UσG die folgenden Divisoren. Die direkte Summe der entspre-
chenden Linienbu¨ndel ist dann ein Tiltingbu¨ndel.
T1,θ = −D2,θ −D3,θ −D4,θ
T2,θ = −D2,θ − 2 ·D3,θ − 2 ·D4,θ −D6,θ
T3,θ = −D0,θ
T4,θ = D5,θ +D6,θ +D7,θ
T5,θ = D0,θ +D1,θ +D5,θ
T6,θ = D1,θ +D2,θ +D3,θ + 2 ·D4,θ +D5,θ +D6,θ
T7,θ = D1,θ +D2,θ +D3,θ +D4,θ +D5,θ +D6,θ
Somit ist Lθ := OMθ ⊕
7⊕
i=1
OMθ (Ti,θ) ∈ Db(CohMθ) ein Tiltingbu¨ndel.
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T1,−θ = −D3,−θ −D4,−θ
T2,−θ = −D2,−θ − 2 ·D3,−θ − 2 ·D4,−θ −D6,−θ
T3,−θ = −D0,−θ −D1,−θ −D2,−θ −D3,−θ −D4,−θ
T4,−θ = D5,−θ +D6,−θ +D7,−θ
T5,−θ = D0,−θ +D1,−θ +D2,−θ +D5,−θ
T6,−θ = D1,−θ +D2,−θ +D3,−θ + ·D4,−θ +D5,−θ +D6,−θ
T7,−θ = D4,−θ
Somit ist L−θ := OM−θ ⊕
7⊕
i=1
OM−θ (Ti,−θ) ∈ Db(CohM−θ) ein Tiltingbu¨ndel.
T1,ε = −D1,ε −D2,ε −D3,ε −D4,ε
T2,ε = −D1,ε − 2 ·D2,ε − 2 ·D3,ε − 2 ·D4,ε
T3,ε = −D0,ε −D1,ε −D2,ε −D5,ε
T4,ε = D7,ε
T5,ε = D0,ε
T6,ε = D3,ε + 2 ·D4,ε +D6,ε
T7,ε = D3,ε +D4,ε
Somit ist Lε := OMε ⊕
7⊕
i=1
OMε(Ti,ε) ∈ Db(CohMε) ein Tiltingbu¨ndel.
T1,ϑ = −D4,ϑ
T2,ϑ = −D2,ϑ −D3,ϑ − 2 ·D4,ϑ
T3,ϑ = −D0,ϑ −D1,ϑ −D2,ϑ
T4,ϑ = D5,ϑ +D6,ϑ +D7,ϑ
T5,ϑ = D0,ϑ +D1,ϑ +D2,ϑ +D3,ϑ +D5,ϑ +D6,ϑ
T6,ϑ = D1,ϑ +D2,ϑ + 2 ·D3,ϑ + 2 ·D4,ϑ +D6,ϑ
T7,ϑ = D3,ϑ +D4,ϑ +D6,ϑ
Somit ist Lϑ := OMϑ ⊕
7⊕
i=1
OMϑ(Ti,ϑ) ∈ Db(CohMϑ) ein Tiltingbu¨ndel.
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T1,µ = −D4,µ
T2,µ = −D1,µ −D2,µ −D3,µ − 2 ·D4,µ
T3,µ = −D0,µ −D1,µ −D2,µ
T4,µ = D5,µ +D6,µ +D7,µ
T5,µ = D0,µ +D1,µ +D2,µ +D3,µ +D5,µ +D6,µ
T6,µ = D2,µ + 2 ·D3,µ + 2 ·D4,µ +D6,µ
T7,µ = D3,µ +D4,µ +D6,µ
Somit ist Lµ := OMµ ⊕
7⊕
i=1
OMµ(Ti,µ) ∈ Db(CohMµ) ein Tiltingbu¨ndel.
T1,η = −D1,η −D2,η −D3,η −D4,η −D5,η
T2,η = −D1,η −D2,η −D3,η − 2 ·D4,η −D5,η
T3,η = −D0,η −D1,η −D5,η
T4,η = D6,η +D7,η
T5,η = D0,η
T6,η = D2,η + 2 ·D3,η + 2 ·D4,η +D6,η
T7,η = D2,η +D3,η +D4,η +D6,η
Somit ist Lη := OMη ⊕
7⊕
i=1
OMη (Ti,η) ∈ Db(CohMη) ein Tiltingbu¨ndel.
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Tiltingbu¨ndel fu¨r
Totalra¨ume von
Linienbu¨ndeln auf torischen
Varieta¨ten
Sei X eine glatte torische Varieta¨t und p : Y → X ein Linienbu¨ndel auf X.
Wir wollen in diesem Kapitel der Frage nachgehen, wann ein Tiltingbu¨ndel
auf Y existiert. Fu¨r den Fall, dass X eine projektive torische Fla¨che und p :
Y → X das kanonische Bu¨ndel auf X ist, haben Lutz Hille und Markus Perling
in [20] bewiesen, dass ein Tiltingbu¨ndel auf Y genau dann existiert, falls die
anti-kanonische Klasse −KX numerisch effektiv ist. Weil in diesem Fall Y eine
torische 3-CY-Varieta¨t ist, finden wir mit Hilfe von Resultaten aus den Kapiteln
1 bis 3 einen alternativen Beweis. (Satz 4.1.1.)
In Abschnitt 4.2 kehren wir zur allgemeinen Situation einer glatten torischen
Varieta¨t X und einem Linienbu¨ndel p : Y → X zuru¨ck: Wir werden ein fu¨r die
Existenz eines Tiltingbu¨ndels auf Y hinreichendes Kriterium beweisen. (Satz
4.2.4.)
Weil es projektive torische Fla¨chen ohne Tiltingbu¨ndel gibt (siehe [19]), kann
Satz 4.1.1 nicht fu¨r den Fall, dass p : Y → X irgendein Linienbu¨ndel ist, verall-
gemeinert werden. Falls ein Tiltingbu¨ndel auf X existiert, vermuten wir, dass
Satz 4.1.1 eine Verallgemeinerung besitzt (Vermutung 4.3.1.)
4.1 Kanonische Bu¨ndel auf projektiven torischen
Fla¨chen
Sei X = XΣ eine projektive torische Fla¨che. Dann gilt folgendes (siehe [16]):
Σ ist ein Fa¨cher in einem zweidimensionalen Gitter N . Die primitiven Erzeu-
ger der eindimensionalen Kegel Σ(1) = {v1, . . . , vt} seien im entgegengesetzten
Uhrzeigersinn angeordnet. Wir setzen v0 := vt und vt+1 := v1. Weil X projektiv
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ist, gilt:
|Σ| = NQ.
Weil X glatt ist, ist fu¨r alle i = 1, . . . , t:
det(vi|vi+1) = ±1.
Es gibt dann fu¨r alle i = 1, . . . , t eindeutig bestimmte ganze Zahlen ai mit
vi−1 + aivi + vi+1 = 0. (4.1)
Wenn Di ⊂ X der vi entsprechende Torus-invariante Primdivisor ist, dann ist
ai seine Selbstschnittzahl D2i und man hat fu¨r alle i, j = 1, . . . , t
Di. Dj =
{
1 falls |i− j| = 1
0 falls |i− j| > 1
Somit ist wegen Proposition 1.3.1 fu¨r alle i = 1, . . . , t
−KX . Di =
t∑
j=1
Dj . Di = ai + 2, (4.2)
weswegen die anti-kanonische Klasse von X genau dann numerisch effektiv ist,
wenn fu¨r alle i = 1, . . . , t gilt:
ai ≥ −2.
Wegen den Propositionen 1.1.1 und 1.3.1 wissen wir, dass die Totalra¨ume kano-
nischer Bu¨ndel auf projektiven torischen Fla¨chen 3-Calabi-Yau-Varieta¨ten sind.
Aus Lemma 1.3.7 und den Theoremen 3.2.4 und 2.2.15 ergibt sich nun der
Satz 4.1.1. Sei p : Y → X das kanonische Bu¨ndel einer projektiven torischen
Fla¨che X. Dann existiert ein Tiltingbu¨ndel auf Y genau dann, wenn die anti-
kanonische Klasse von X, −KX , numerisch effektiv ist.
Beweis. Das torische Diagramm von Y , P, ist einfach zusammenha¨ngend. We-
gen Lemma 1.3.7 existiert auf Y kein Tiltingbu¨ndel, wenn P nicht konvex ist. Sei
umgekehrt P konvex. Dann ist Y eine crepante Auflo¨sung einer affinen torischen
3-CY-Varieta¨t V . Nach Theorem 2.2.15 wissen wir, dass eine geometrisch kon-
sistente Branenkachelung G existiert, mit V ∼= UσG . Außerdem existiert nach
Theorem 2.3.14 eine generische Stabilita¨t θ ∈ B mit Mθ ∼= Y . Mit Theorem
3.2.4 erhalten wir dann ein Tiltingbu¨ndel auf Y . Somit ist die Konvexita¨t von
P a¨quivalent zur Existenz eines Tiltingbu¨ndels auf Y .
Aus (4.1) ergibt sich fu¨r alle i = 1, . . . , t, mit ai 6= 0, die Gleichung
vi = (
−1
ai
) · vi−1 + (−1
ai
) · vi−1.
Somit ist P genau dann nicht konvex, wenn ein i = 1, . . . , t existiert mit:
ai < −2.
Wegen (4.2) ist dies dann und nur dann der Fall, wenn −KX nicht numerisch
effektiv ist.
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Satz 4.1.1 ist bereits mit anderen Methoden von Lutz Hille und Markus Perling
bewiesen worden:
Definition 4.1.2. [20] Sei X eine projektive torische Fla¨che und ωX das ka-
nonische Bu¨ndel. Eine unendliche Folge von Linienbu¨ndeln {Li}i∈Z ⊂ Pic(X)
heißt zyklische streng exzeptionelle Folge von Periode n > 0, falls folgendes gilt:
• Fu¨r alle i ∈ Z ist Li−n = Li ⊗ ωX .
• Fu¨r alle i ∈ Z ist ⊕i+nj=iLj ein Tiltingbu¨ndel auf X.
Theorem 4.1.3. [20, Theorem 8.5 und 8.6] Sei X eine projektive torische
Fla¨che. Dann existiert eine zyklische streng exzeptionelle Folge {L}i∈Z auf X
genau dann, wenn die antikanonische Klasse −KX numerisch effektiv ist. Bis
auf Isomorphie gibt es 16 solche Fla¨chen.
In [20] wird ferner bemerkt, dass in diesem Fall dann durch Zuru¨ckziehen von
i+n⊕
j=i+1
Lj
entlang der Projektion p : ωX → X ein Tiltingbu¨ndel auf ωX gegeben ist.
4.2 Ein hinreichendes Kriterium
Lemma 4.2.1. Sei XΣ glatt und p : XΥ → XΣ wie in Proposition 1.1.1 das
Linienbu¨ndel mit zugeho¨rigem Cartierdivisor D =
∑
aiDi. Dann induziert der
Pull-Back p∗ : Coh(XΣ) → Coh(XΥ) einen Isomorphismus zwischen den Gro-
thendieckgruppen
K0(p∗) : K0(Coh(XΣ))→ K0(Coh(XΥ)), K0(p∗)[F ] := [p∗F ].
Beweis. Weil p flach ist, ist p∗ : Coh(XΣ) → Coh(XΥ) ein exakter Funktor.
Somit ist K0(p∗) ein wohldefinierter Morphismus von Gruppen.
Zuna¨chst zeigen wir die Surjektivita¨t von K0(p∗): Sei dazu G ∈ Coh(XΥ). Nach
Theorem 1.2.6 und dem Syzygiensatz von David Hilbert existiert dann eine
exakte Sequenz in Coh(XΥ)
0→ H(n) → H(n−1) → . . .→ H(0) → G → 0,
wobei die H(k) der Form
H(k) = ⊕rki=1OXΥ(Fi,k) , Fi,k ∈ T -Div(XΥ)
sind. Wir erhalten daraus in der Grothendieckgruppe die Gleichung
[G] =
∑
0≤k≤n
1≤j≤rk
(−1)k[OXΥ(Fj,k)].
Weil XΣ glatt ist, ist ebenso XΥ glatt, und jeder Divisor ein Cartierdivisor. Also
sind alle H(k) direkte Summen von Linienbu¨ndeln.
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Wir zeigen nun, dass jedes Linienbu¨ndel auf XΥ der Pull-Back eines Lini-
enbu¨ndels auf XΣ ist:
Sei L = OXΣ(E) ∈ Pic(XΣ), mit einem Divisor E = β1D1 + . . . + βtDt. Fu¨r
jedes σ ∈ Σ existiert dann ein mσ ∈ M mit mσ(vi) = βi, fu¨r alle vi ∈ σ(1).
Der Morphismus p : XΥ → XΣ ist der von der Projektion nach der ersten
Komponente pi1 : N ⊕ Z→ N induzierte torische Morphismus.
Fu¨r den p∗OXΣ(E) beschreibende Divisor p∗E gilt dann:
p∗E|p−1(Uσ) = p∗ div(χmσ )|p−1(Uσ)
= div(χmσ◦pi1)|p−1(Uσ)
=
∑
vi∈σ(1)
(mσ ◦ pi1)
(
vi
−ai
)
D′i + (mσ ◦ pi1)
(
0
1
)
D′t+1
=
∑
vi∈σ(1)
mσ(vi)D′i,
wobei D′j , j = 1, . . . , t, (bzw. D
′
t+1) den Abschluss des Orbits, der dem von(
vj
−aj
) ∈ Υ(1), j = 1, . . . , t, (bzw. (01) ∈ Υ(1)) erzeugten Strahl entspricht, be-
zeichnet. Es ist also:
p∗E = p∗(β1D1 + . . .+ βtDt) = β1D′1 + . . . βtD
′
t.
Nach Lemma 1.2.4 ist jeder Divisor auf XΥ rational a¨quivalent zu einem Divi-
sor γ1D′1 + . . . + γtD
′
t, weil D
′
t+1 − p∗D ein Hauptdivisor ist. Somit ist jedes
Linienbu¨ndel auf XΥ der Pull-Back eines Linienbu¨ndels auf XΣ. Insbesondere
ist mit OXΥ(Fi,k) = p∗OXΣ(Ri,k):
[G] = K0(p∗)(
∑
0≤k≤n
1≤j≤rk
(−1)k[OXΣ(Rj,k)]) ∈ Im K0(p∗).
Nun zur Injektivita¨t von K0(p∗): Zuna¨chst sei bemerkt, dass fu¨r eine koha¨rente
Garbe F ∈ Coh(XΣ) gilt:
p∗F = 0⇐⇒ F = 0 :
Es ist p∗F = 0 genau dann, wenn fu¨r alle x ∈ XΥ gilt:
(p∗F)x ∼= Fp(x) ⊗OXΣ,p(x) OXΥ,x = 0.
Weil p flach ist, ist dies aq¨uivalent dazu, dass fu¨r alle x ∈ XΥ gilt: Fp(x) = 0. Weil
p surjektiv ist, folgt dann: Fy = 0, fu¨r alle y ∈ XΣ. Und dies ist gleichbedeutend
damit, dass F = 0 ist.
Weil p flach und surjektiv ist, ist
0→ L1 → L2 → L3 → 0, L1,L2,L3 ∈ Pic(XΣ),
genau dann eine kurze exakte Sequenz, wenn
0→ p∗L1 → p∗L2 → p∗L3 → 0, p∗L1, p∗L2, p∗L3 ∈ Pic(XΥ),
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eine kurze exakte Sequenz ist. Wir hatten oben gesehen, dass wegen der Glatt-
heit von XΣ die Grothendieckgruppen von den Linienbu¨ndeln erzeugt sind und
dass jedes Linienbu¨ndel auf XΥ der Pull-Back eines Linienbu¨ndels auf XΣ ist.
Somit ist K0(p∗) injektiv.
Fu¨r die Kohomologie eines Linienbu¨ndels p∗L,L ∈ Pic(XΣ), hat man folgendes:
Lemma 4.2.2. Sei wie in Proposition 1.1.1 p : XΥ → XΣ ein Linienbu¨ndel
mit zugeho¨rigem Cartierdivisor D = a1D1 + . . .+ atDt. Dann gilt fu¨r alle L ∈
Pic(XΣ) und k ≥ 0:
Hk(XΥ, p∗L) =
⊕
n≥0
Hk(XΣ,L ⊗O(−nD)).
Beweis. Wir haben die offenen affinen U¨berdeckungen fu¨r XΣ und XΥ
V = {Uσ1 , . . . , Uσk | σi ∈ Σmax} und V ′ = {Uσ′1 , . . . , Uσ′k | σ′i ∈ Υmax},
wobei σ′i ∈ Υmax der geliftete Kegel von σi ∈ Σmax ist (vgl. Proposition 1.1.1.)
• Hk(XΥ, p∗L) ist die k-te Kohomologie des Cˇech-Komplexes
(Cr(V ′, p∗L))r≥0:
Cr(V ′, p∗L) =
⊕
1≤i0≤...ir≤k
H0(Uσi0 ′ ∩ . . . ∩ Uσir ′ , p∗L) und
• Hk(XΣ,L ⊗O(−nD)) ist die k-te Kohomologie des Cˇech-Komplexes
(Cr(V,L ⊗O(−nD)))r≥0:
Cr(V,L ⊗O(−nD)) =
⊕
1≤i0≤...ir≤k
H0(Uσi0 ∩ . . . ∩ Uσir ,L ⊗O(−nD)).
Sei E = k1D1 + . . .+ ktDt ein Divisor fu¨r L. Dann ist E′ = k1D′1 + . . .+ ktD′t
ein Divisor fu¨r p∗L und es ist nach [16, Kapitel 3]
H0(Uσ′i0 ∩ . . . ∩ Uσ′ir , p
∗L) =
⊕
(m,n)∈Pi0,...,ir
C · χ(m,n) (4.3)
der C-Vektorraum mit einer Basis indiziert durch
Pi0,...,ir = {
(
m
n
)
∈M ⊕ Z|n ≥ 0,
(
m
n
)(
vi
−ai
)
≥ −ki ∀vi ∈ (σi0 ∩ . . . ∩ σir )(1)}
= {
(
m
n
)
∈M ⊕ Z|n ≥ 0, m(vi) ≥ −(ki − nai) ∀vi ∈ (σi0 ∩ . . . ∩ σir )(1)},
wobei σi0 := pi1(σ
′
i0
), . . . , σir := pi1(σ
′
ir
) ∈ Σmax ist (vgl. Proposition 1.1.1).
Definiere nun fu¨r ein n ≥ 0
Pi0,...,ir,n := Pi0,...,ir ∩M ⊕ {n}.
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Dann haben wir analog zu (4.3) aus [16, Kapitel 3] die Formel
H0(Uσi0 ∩ . . . ∩ Uσir ,L ⊗O(−nD)) =
⊕
(m,n)∈Pi0,...,ir,n
C · χ(m,n).
Insgesamt erhalten wir die Gleichung⊕
n≥0
H0(Uσi0 ∩ . . . ∩ Uσir ,L ⊗O(−nD)) = H0(Uσ′i0 ∩ . . . ∩ Uσ′ir , p
∗L).
Fu¨r den Cˇech-Komplex erha¨lt man somit eine Graduierung
Cr(V ′, p∗L) =
⊕
n≥0
Cr(V,L ⊗O(−nD)),
die von den Cˇech-Differentialen respektiert wird.
Bemerkung 4.2.3. Alternativ kann man Lemma 4.2.2 wie folgt beweisen:
Zuna¨chst hat man fu¨r ein Linienbu¨ndel L ∈ Pic(XΣ) die Formel:
p∗p∗L =
⊕
n≥0
L ⊗O(−nD). (4.4)
Sei T = k1D1 + . . .+ktDt ein Divisor fu¨r L. Dann ist T ′ = k1D′1 + . . .+ktD′t ein
Divisor fu¨r p∗L. Sei ferner σ′ ∈ Υmax und σ = pi1(σ′) ∈ Σmax wie im Beweis von
Lemma 4.2.2. Dann existiert ein mσ ∈ M mit mσ(vi) = ki, fu¨r alle vi ∈ σ(1).
Wegen p−1(Uσ) = Uσ′ haben wir dann die Gleichung
H0(Uσ, p∗p∗L) = H0(Uσ′ , p∗L)
= {f ∈ C(XΥ) | div(f) + T ′|Uσ′≥ 0}
= 〈χ(m,n) ∈ C[M ⊕ Z] | div(χ(m,n)) + div(χ(mσ,0))|Uσ′≥ 0〉C
= 〈χ(m,n) ∈ C[M ⊕ Z] | χ(m+mσ,n) ∈ Aσ′〉C
= 〈χ(m,n) | n ≥ 0,
(
m+mσ
n
)(
vi
−ai
)
≥ 0 ∀ vi ∈ σ(1)〉
C
=
⊕
n≥0
〈χ(m,n) | m(vi) ≥ −(ki − nai) ∀ vi ∈ σ(1)〉C
=
⊕
n≥0
{g ∈ C(XΣ) | div(g) + (T − nD)|Uσ≥ 0}
=
⊕
n≥0
H0(Uσ,L ⊗O(−nD)).
Das zeigt (4.4). Daraus folgt nun Lemma 4.2.2: Es ist
Hk(XΥ, p∗L) = Extk(p∗OXΣ , p∗L)
∼= Extk(OXΣ , p∗p∗L)
=
⊕
n≥0
Extk(OXΣ ,L ⊗O(−nD))
=
⊕
n≥0
Hk(XΣ,L ⊗O(−nD)).
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Eine direkte Konsequenz aus den Lemmata 4.2.1 und 4.2.2 ist nun der
Satz 4.2.4. Sei X eine glatte torische Varieta¨t, D ein Divisor auf X und sei
p : Y → X das D entsprechende Linienbu¨ndel. Ein Tiltingbu¨ndel auf Y existiert
genau dann, wenn die folgenden beiden Bedingungen erfu¨llt sind:
• Es existiert ein Tiltingbu¨ndel L = L1 ⊕ . . .⊕ Ln auf X.
• Fu¨r alle i, j = 1, . . . , n und k > 0 gilt:⊕
t≥0
Hk(X,L−1i ⊗ Lj ⊗OX(−tD)) = 0.
In diesem Fall ist dann p∗L ein Tiltingbu¨ndel auf Y .
Beweis. Sei L′ = L′1 ⊕ . . . ⊕ L′n die direkte Summe von Linienbu¨ndeln L′i ∈
Pic(Y ). Wir hatten in Lemma 4.2.1 gesehen, dass jedes Linienbu¨ndel auf Y
der Pull-Back eines Linienbu¨ndels auf X entlang p ist. Somit existieren fu¨r alle
i = 1, . . . , n Linienbu¨ndel Li ∈ Pic(X) mit p∗Li = L′i. Wegen Lemma 4.2.2
haben wir dann fu¨r alle k ≥ 0
Extk(L′,L′) = Extk(p∗L, p∗L)
=
⊕
i,j=1,...,n
Extk(p∗Li, p∗Lj)
=
⊕
i,j=1,...,n
Hk(Y, p∗(L−1i ⊗ Lj))
=
⊕
i,j=1,...,n
⊕
t≥0
Hk(X,L−1i ⊗ Lj ⊗OX(−tD)).
Nach Lemma 4.2.1 ist L′ ∈ CohY genau dann voll, wenn L1⊕. . .⊕Ln ∈ Coh(X)
voll ist.
Somit folgt die Aussage des Satzes.
Beispiel 4.2.5. (i) Sei X = Pn. Dann ist nach Beilinson [4]
L(n) :=
n⊕
i=0
OPn(i) ∈ Coh(Pn)
ein Tilitingbu¨ndel auf der torischen Varieta¨t X. Eine invertierbare GarbeOPn(α),
α ∈ Z, hat genau dann nicht-triviale ho¨here Kohomologie, wenn gilt:
α ≤ −(n+ 1). (4.5)
Sei nun pa : Ya → Pn das Linienbu¨ndel, dass die Garbe von Schnitten O(a)
hat. Dann ist wegen (4.5) und Satz 4.2.4 der Pull-Back p∗aL(n) genau dann ein
Tiltingbu¨ndel auf Ya, falls gilt:
−a ≥ 0. (4.6)
Zu (4.6) aq¨uivalent ist: Die Divisorklasse von OPn(−a) ist numerisch effektiv.
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Falls a > 0 ist, existiert kein Tiltingbu¨ndel auf Ya: Wegen (4.5) und Lemma
4.2.2 gilt: ⊕
k>0
Extk(OYa ,OYa)
=
⊕
k>0
Extk(p∗aOPn , p∗aOPn)
=
⊕
k>0
Hk(Ya, p∗aOPn)
=
⊕
k>0
⊕
t≥0
Hk(Pn,OPn(−ta))
6= 0.
4.3 Eine Vermutung
Die Motivation fu¨r die folgende Vermutung kommt von Satz 4.2.4 und den Er-
gebnissen von Markus Perling u¨ber azyklische Linienbu¨ndel auf torischen Va-
rieta¨ten in [29].
Vermutung 4.3.1. Sei X eine projektive, glatte torische Fla¨che mit einem
Tiltingbu¨ndel L ∈ Coh(X), sei p : Y → X ein Linienbu¨ndel auf X und D ein
Divisor fu¨r dieses Linienbu¨ndel. Dann ist p∗L ein Tiltingbu¨ndel auf Y genau
dann, wenn −D numerisch effektiv ist.
Wir zeigen nun, dass Vermutung 4.3.1 fu¨r alle X mit rang Pic(X) ≤ 2 wahr ist.
• Falls Pic(X) = Z ist, ist X isomorph zu einer projektiven Ebene. Beispiel
4.2.5 (i) zeigt, dass die Vermutung 4.3.1 fu¨r X = P2 richtig ist.
• Falls die Picardzahl von X gleich zwei ist, ist X zu einer Regelfla¨che Fa
isomorph.
Sei a ∈ Z≥0 und Fa = P(OP1⊕OP1(a)) die zugeho¨rige Regelfla¨che. Die primitiven
Erzeuger der eindimensionalen Kegel in einem Fa¨cher fu¨r Fa sind gegeben durch
v1 =
(
1
0
)
, v2 =
(
0
1
)
, v3 =
(−1
a
)
, v4 =
(
0
−1
)
∈ Z2.
Wir haben dann die kurze exakte Sequenz (1.8) von abelschen Gruppen
0→M
0BBBBB@
1 0
0 1
−1 a
0 −1
1CCCCCA
−−−−−−−−−−−→ TM −Div(Fa)
0@ 0 1 0 1
1 −a 1 0
1A
−−−−−−−−−−−−−−−→ Pic(Fa)→ 0.
Sei L = O(a1, a2) ∈ Pic(Fa) = Z[D4]⊕Z[D1]. Wir benutzen nun die in Beispiel
1.4.4 vorgestellte Methode zur Bestimmung der azyklischen Linienbu¨ndel auf
Fa:
Es ist H2(Fa,L) 6= 0 genau dann, wenn (a1, a2) enthalten ist in( −2
−2 + a
)
+ Z≥0 ·
(−1
a
)
+ Z≥0 ·
(
0
−1
)
,
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und H1(Fa,L) 6= 0 gilt genau dann, wenn (a1, a2) enthalten ist in(−2
a
)
+ Z≥0 ·
(−1
0
)
+ Z≥0 ·
(
0
1
)⋃( 0
−2
)
+ Z≥0 ·
(
0
−1
)
+ Z≥0 ·
(
1
0
)
.
Sei Di der vi entsprechende Torus-invariante Primdivisor. Die Selbstschnittzah-
len der Di sind dann gegeben durch
(D21, D
2
2, D
2
3, D
2
4) = (0,−a, 0, a).
Fu¨r den Kegel der numerisch effektiven Divisorklassen berechnen wir dann
Z≥0 × Z≥0 ⊂ Pic(Fa).
Definiere T := O⊕O(1, 0)⊕O(0, 1)⊕O(1, 1) ∈ Coh(Fa). Dann ist fu¨r alle k > 0
Extk(T , T ) =
⊕
i,j=±1
Hk(Fa,O(i, j)) = 0.
Mit der in Beispiel 1.4.4 vorgestellten Methode ko¨nnen wir zeigen, dass T eine
volle Garbe ist. Somit ist T ∈ Coh(Fa) eine Tiltingbu¨ndel auf Fa. Die na¨chste
Abbildung behandelt den Fall a = 2.
1
4[D ]
[D ]
0
Nef(X)
Abb. 4.3.1. In Gelb die T definierenden Divisorklassen, in Blau die
Divisorklassen, deren zugeho¨rige Linienbu¨ndel nicht-triviale ho¨here
Kohomologie haben, und in Rot der Kegel der numerisch effektiven
Divisorklassen.
Fu¨r ein Linienbu¨ndel p : Y → Fa gilt nun wie in 4.3.1 vermutet:
p∗T ist genau dann ein Tiltingbu¨ndel auf Y , wenn die dem Linienbu¨ndel p : Y →
Fa entsprechende Divisorklasse [D] die Eigenschaft hat, dass −[D] numerisch
effektiv ist.
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