Abstract-In this paper, we propose a distributed off-policy actor critic method to solve multi-agent reinforcement learning problems. Specifically, we assume that all agents keep local estimates of the global optimal policy parameter and update their local value function estimates independently. Then, we introduce an additional consensus step to let all the agents asymptotically achieve agreement on the global optimal policy function. The convergence analysis of the proposed algorithm is provided and the effectiveness of the proposed algorithm is validated using a distributed resource allocation example. Compared to relevant distributed actor critic methods, here the agents do not share information about their local tasks, but instead they coordinate to estimate the global policy function.
maximizes the aggregate accumulated rewards over the network. Centralized AC methods [10, 11] require the Critic to collect local rewards from all the agents, causing significant communication overhead and privacy issues. The works in [12] [13] [14] [15] [16] employ distributed optimization methods to evaluate a given fixed policy in multi-agents systems. However, these methods do not improve the policy parameters. The method in [17] lets homogeneous agents learn the same task and collect data independently. Instead, here we assume that the agents can have different tasks, different state and action spaces, and their behavior can affect each other.
Perhaps the most relevant work to the method proposed here is [18, 19] . The key idea in these works is to let the agents estimate the global value function in a distributed way through a consensus mechanism. Compared to [18, 19] , here the agents keeps their own local value function estimates associated with their own tasks that they never share with their neighbors. Therefore, information about the local tasks is not revealed to other agents, as in [18, 19] . Instead, the agents keep local estimates of the global policy function and a consensus step is introduced so that all agents agree on the optimal policy.
The rest of the paper is organized as follows. In Section II, we introduce the distributed reinforcment learning problem under consideration as well as some preliminary results. In Section III, we formulate the decentralized off-policy reinforcement learning problem and formally present our proposed distributed Actor-Critic algorithm. In Section IV, we analyze the convergence of the proposed algorithm. In Section V, we present a numerical example to validate our analysis. In Section VI, we conclude the paper.
II. PRELIMINARIES A. The Reinforcement Learning Problem
Consider network of N agents. We define the state of the system s = [s 1 , s 2 , . . . , s N ] ∈ S, where s i ∈ S i denotes the state of agent i. Moreover, we define the action of the system a = [a 1 , a 2 , . . . , a N ] ∈ A, where a i ∈ A i denotes the action of agent i. The state space S i and action space A i are continuous. We denote the state transition function by s(t + 1) = T (s(t), a(t), ω(t)), where ω(t) represents the noise in the state dynamics at time t. We assume that the global state and action can be observed by all the agents. This is a common assumption in current RL literature, [10, 11, 18, 19] . Let r i (s(t), a(t)) denote the local reward received by agent i at time t. Define also the global deterministic policy function, π(s) : S → A. Moreover, denote by 
, a(t))|s(0) = s, a(0) = a, π] the state-action value function, where γ ∈ (0, 1) is the discounted factor. The goal is to find an optimal policy function π * to maximize the infinite-time discounted-reward value function
, where ρ π is the stationary state distribution under policy π.
B. Actor Critic Method
Parameterizing the policy function as π θ (s) = φ π (s)
T θ, where θ ∈ R n θ is the policy parameter and φ π (s) : S → R n θ is a vector of n θ policy feature functions, the parameterized policy optimization problem
can be solved using stochastic gradient descent methods. Specifically, the gradient ∇ θ J is given in [8] by
Since the function Q π (s, a) under policy π θ is unknown, policy evaluation algorithms are needed to approximate Q π (s, a) and furthermore the gradient ∇ θ J(π). To do so, the function
is a vector of n w feature functions. Then, to solve problem (1) we can use the following actorcritic algorithm consisting of two time scale updates
where α w (t), α θ (t) are update rates at different time scales, h(w(t), θ(t)) represents the Critic update to evaluate the current policy, e.g., [5, 6] , f (w(t), θ(t)) represents the Actor update to improve the current policy, and M (t + 1) and N (t + 1) are sampling noises. Convergence of this scheme typically depends on analyzing the two time scale updates [20] , which we explain in Section IV.
III. PROBLEM FORMULATION
Since the estimation of the function Q π (s, a) requires the global reward function r(t) = N i=1 r i (s(t), a(t)), the actorcritic method in (2) is centralized. To design a decentralized algorithm, we first decompose the value and action value functions using linearity of the expectation as 
where
A common approach to solve problem (3) in a distributed way is by introducing local estimates θ i ∈ R n θ that are subject to the consensus update (4) where the objective function J i (θ) is usually nonlinear and the gradient ∇ θ J i is usually evaluated in a stochastic way. The convergence of (4) in this case is studied in [21] . The key idea in [21] is to evaluate the local gradient ∇ θ J j (θ)| θ=θj (t) in an on-policy fashion, for which all agents need to behave under policy π θj (t) . This suggests that to execute the update (4) at time t, every agent i needs to send its policy parameter θ i (t) to all other agents and let all execute the policy π θi(t) for multiple time steps so that agent i can collect local rewards to estimate ∇ θ J i (θ)| θ=θi(t) . This on-policy scheme is impractical even though its convergence analysis is simpler, as seen in [21] . This motivates us to consider off-policy actor-critic methods as in [8, 22] . The idea is to let all agents behave under a fixed policy, named behavorial policy β(s), and optimize an approximate objective function,
, where the expection is taken over the stationary state distribution ρ β instead of ρ π as in (1) . Similarly, the objective J β (θ) can also be decomposed into local costs as
To achieve consensus on the local policy parameters θ i , we can apply a similar update as in (4),
However, as discussed in [8] , the gradient ∇J j,β (θ)| θ=θj (t) cannot be exactly estimated in this off-policy setting, therefore, it is replaced with an approximate gradient
Convergence of the centralized Actor Critic method using the off-policy gradient in (7) is studied in [22] . However, the convergence of its decentralized counterpart (6) is unknown, which is the focus of this paper. In practice, we compute the gradient
T w i . To ensure that this parameterization preserves the update (7) that uses the true state-action value function Q π i (s, a), as discussed in [8] , we make the following assumption:
Given Assumption III.1 and the expression for the offpolicy gradient (7), the consensus update (6) of the local policy parameters θ i becomes
T w i (t)).
(8) To implement the update in (8), we have to compute w i (t) in an off-policy way. In this paper, we employ the gradient temporal difference (GTD) learning algorithm studied in [5, 6, 8] to estimate the local value function parameters w i
Algorithm 1 Distributed Actor Critic with policy consensus
Require: Initial value function parameters {w i (0)} and policy parameters {θ i (0)}.
Step sizes α w (0) and α θ (0). Set t = 0. Maximum time limit T . Discount factor γ. Fixed behavorial policy function β(s). Agents' inital state s(0).
All agents take actions according to β(s(t)) and observe the actions a(t), next states s(t + 1) and the local rewards r i (t) from the environment.
3:
Every agent i updates its local value function estimate w i based on the observed transition [s(t), a(t), s(t+1)] and local reward r i (t) using the GTD algorithm in [6] . 4: Every agent i updates its local policy parameter θ i (t) according to equation (8) . 5 : end for in (8) , because this method is known to be stable in the offpolicy setting. The proposed distributed Actor Critic method is presented in Algorithm 1.
IV. CONVERGENCE ANALYSIS
In this section, we analyze the convergence of Algorithm 1 using the two-time scale technique in [20] . The key idea is that the Critic updates at a faster rate than the Actor so that to analyze the convergence of the Critic update in line 3 in Algorithm 1, we can assume that each local policy parameter θ i is fixed. Then, each local Critic can independently estimate its own local value function and the convergence analysis of this local policy evaluation is the same as GTD in [6] . To analyze the convergence of the Actor, we can assume that every local Critic has already converged to the correct value function estimate. We first introduce several assumptions that are common in the reinforcement learning literature.
Assumption IV.1. We assume that the behavioral policy β(s) is stationary, and the Markov chain that governs the state s(t) under policy β(s) is irreducible and aperiodic.
The above assumption ensures that when the agents behave under policy β(s), the system states will reach the stationary state distribution ρ β .
Assumption IV.2. We assume that for all i, the reward |r i (s, a)| is uniformly bounded for all s and a.
This assumption ensures that the objective function in (5) is upper bounded when the discount factor satisfies 0 < γ < 1, so that the problem (5) is well defined.
Assumption IV.3. We assume that the stepsizes α w (t) and α θ (t) are deterministic and satisfy that
This assumption is standard in the literature employing two-time scale analysis, [18] [19] [20] . Furthermore, let W t ∈ R N ×N be a random weight matrix of the communication graph at time t. Define the filtration F t to be a σ−algebra The above assumptions are standard in the stochastic consensus optimization literature [21] .
Assumption IV.5. We assume the vector of feature functions φ π (s) is uniformly bounded for all s.
This assumption is common and essential to show stability of RL algorithms, see [5, 6, 18, 19] .
Assumption IV.6. We assume that through the whole history of the algorithm, {θ i (t)} belongs to a compact set for all i and t. We also assume that this compact set contains at least one local maximum of the problem (5).
This assumption is necessary to show stability of the policy parameter updates. Moreover, boundedness of the policy parameters is commonly observed in practice when implementing RL algorithms as mentioned in [22] . Let χ i (θ) denote a function that maps the policy parameter θ to the optimal value function parameter by means of the policy evaluation algorithm [6] . Then, we can show the following result for the function χ i (θ).
Lemma IV.7. Let policy parameter θ i at agent i be fixed, and let agent i run the GTD algorithm in [6] to evaluate this policy. Then, the local value function parameter w i converges to χ i (θ) almost surely (a.s.). Moreover, the function χ i (θ) is Lipschitz continous.
Proof. Since each local policy evaluation is performed independently, Lemma IV.7 can be directly shown using Lemmas 4 and 5 in [22] .
Next, we have the following result on the stability of the value function parameter w i .
Lemma IV.8. Given Assumptions IV.2 and IV.6, the value function parameter w i is a.s. uniformly bounded over time.
Proof. According to Lemma IV.7, we have that w i converges to χ i (θ) a.s. Then, the boundness of w i is given by combining Assumption IV.6 and the fact that the function
In what follows, we stack all policy function parameters in a vector
T . The update of θ(t) (8) can be compactly written as
I is an identity matrix. The expression of∇J(θ(t)) is due to Assumption III.1. Moreover, define the disagreement between local policy parameters as θ ⊥ (t) = θ(t) − 1 ⊗θ(t), where 1 is a vector of N 1's, andθ(t) = 1 N i θ i (t). We have the following lemma.
Lemma IV.9. Given Assumptions IV.3, IV.4, IV.5 and IV.6, we have that t E[ θ ⊥ (t) 2 ] < ∞. Therefore, θ ⊥ (t) → 0 a.s.
Proof. First, we establish the dynamcis of θ ⊥ (t). To achieve this, we introduce an operator J ⊥ := (I − 1 N 11 T ) ⊗ I. Then, multiplying both sides of (9) with J ⊥ , and replacing θ(t) with 1 ⊗θ(t) + θ ⊥ (t), we have that θ ⊥ (t) = J ⊥ (W t ⊗ I)(1 ⊗θ(t − 1) + θ ⊥ (t − 1) + α θ (t)∇J(θ(t − 1))). Using Assumption IV.4(a), we have that J ⊥ (W t ⊗ I)(1 ⊗θ(t)) = 0 for all t. Therefore, we obtain θ ⊥ (t) = J ⊥ (W t ⊗ I)(θ ⊥ (t − 1) + α θ (t)∇J(θ(t − 1))). Taking the square of the Euclidean norm on both sides of the above equation, we have that
T M v for any vector v and matrix M . According to Assumption IV.4(b,c), taking expectation over the random matrix W t , given the filtration F t−1 and the random sample (s(t), r(t)), we have that
where the second inequality above is by expanding the two norm and using the Cauchy-Swartz inequality. Taking the expectation of both sides of above inequality and using Jensen's inequality, we have that
Recalling the expression for∇J(θ(t − 1) under (9), and using Assumption IV.5 and Lemma IV.8, we have that ∇ J(θ(t − 1) can be bounded by a constant
. Then, recalling that ρ W < 1 due to Assumption IV.4(b), (10) can be written as
. The above inequality is the same as (17) in [21] . Since Assumptions IV.4 and IV.3 imply that Assumptions 1 and 2 in [21] are also satisfied, we can use the same proof as in Lemma 1 in [21] 
Since θ ⊥ (t) → 0 a.s., it is sufficient to study the dynamics ofθ(t). In what followss, we show that with the policy update in (9),θ(t) asymptotically approaches the following ODE dynamicsθ
Note that it is standard to study the discrete-time dynamics (8) by relating them to the behavior of the ODE in (11); see, e.g., relevant literature on RL [18, 19, 22] and stochastic optimization [21] , as well as Chapter 2 in [20] that establishes conditions on the step sizes and noise terms in the discretetime dynamics so that they asymptotically approach their continuous-time ODE counterpart.
To show that the discrete-time dynamics ofθ(t) asymptotically approach the ODE (11), we first multiply both sides of (9) T ⊗ I on the left to obtain
, the above update ofθ(t) can be written in the following form
where we have
(14b)
(14c) Then, to show that the discrete-time trajectory in (13) approaches the continuous trajectory of (11), we need to define the following functions generated by these trajectories; cf. Chapter 2.1 in [20] . First, letx(n) denote a continuous piecewise linear function that passes through the discretetime updates in (13), so thatx(n(t)) =θ(t) for t ≥ 0 and x(n) =x(n(t)) +x
(n − n(t)) for n(t) < n < n(t + 1), where n(0) = 0, n(t) = t−1 m=0 α θ (m) and n denotes the continuous time index. Moreover, define the function x s (n) that is the unique solution of the dynamical equation (11) for n ≥ s with initial condition x s (s) =θ(s), and the function x s (n) that is the unique solution of (11) for n ≤ s with the ending condition x s (s) =θ(s). Then, we can show the following result.
Lemma IV.10. Given Assumptions IV.3, IV.4, IV.5 and IV.6, we have that for any T > 0,
Proof. According to Lemma 1 in Chapter 2 [20] , it is sufficient to show that the following conditions are satisfied:
s. for some constant K 2 > 0, and (iii) that r(t) → 0 a.s.. These conditions can be found in Lemma 1 and its extension in [20] .
Combining Assumption IV.5 and Lemma IV.7, and recalling the definition in (14a), condition (i) is satisfied. In addition, from the construction of ξ(t), it is simple to see that E[ξ(t)|F t−1 ] = 0. Particularly, since φ π (s) is bounded for all s and χ i (θ(t)) is also bounded according to Assumption IV.5 and Lemma IV.7, we have that E[ ξ(t) 2 |F t−1 ] is uniformly bounded for all t. Therefore, the constant K 2 in condition (ii) must exist and this condition is satisfied. Finally, by the Lipschitz property of the function χ i (θ) shown in Lemma IV.7, we have that r(t) ≤
. Due to boundness of φ π (s) and Lemma IV.9, we have that r(t) → 0 a.s.. Therefore, condition (iii) is also satisfied. By conditions (i-iii), Assumption IV.3 and Lemma 1 in [20] , the proof is complete.
Before we state our main result, define the set Λ = {θ : (1 T ⊗I)∇J(1⊗θ) = 0} and make the following assumption.
Assumption IV.11. We assume that set Λ is compact. Meanwhile, the set
has an empty interior. This assumption is satisfied when the objective function J β (θ) is smooth, according to Sard's theorem. It is a common assumption in the stochastic approximation and optimization literature, e.g., [21, 23] .
Theorem IV.12. Given Assumptions III.1 and from IV.1 to IV.11, θ i (t) converges to the set Λ a.s. for all i.
Proof. Using Lemma IV.9, we need to show thatθ(t) given by (13) converges to the set Λ. Moreover, using Lemma IV.10, we need to show that the dynamics (11) converge to the set Λ. To achieve this, define function f (θ) = −J β (θ). We shall prove that the function f (θ) can serve as a Lyapunov function to show stability of the set Λ under dynamics (11) . For this, we need to show thatḟ (θ(n)) ≤ 0 for any solutionθ(n) of the ODE in (11) , where n is the continuous time index, and that the inequality is strict for anyθ / ∈ Λ. If the function F (θ) is the gradient of the function f (θ), then we can directly use Proposition 4 in [21] to get the desired result. However, due to the proposed off-policy framework as we discussed in Section III, F (θ t ) is only an approximation of the exact gradient. In what follows, we show that F (θ) behaves in a similar way as the exact gradient. Recalling the off-policy policy gradient in (7) and the parameterization scheme in Assumption III.1, it is simple to check that F (θ) in (12) equals the off-policy gradient ∇J β (θ). According to the policy improvement theorem (Theorem 1) in [22] , we have that there exists > 0, such that for all positive α θ < andθ =θ + α θ∇ J β (θ), we have that J β (θ ) ≥ J β (θ). And for allθ / ∈ Λ, the above inequality is strict. Considering the first order Taylor expansion of the value function J β (θ ) = J β (θ) + ∇J β (θ),θ −θ + o( θ − θ ), when α θ goes to 0, the term ∇J β (θ),θ −θ dominates o( θ −θ ). Therefore, we have that ∇J β (θ),∇J β (θ) ≥ 0 for allθ. And ifθ / ∈ Λ, we have that
We conclude that f (θ) is a valid Lyapunov function that can be used to show stability of the set Λ under dynamics (11) . Finally, given Assumption IV.11, combining Lemma IV.10 and Theorem 2 in [21] , we have thatθ(t) converges to the set Λ a.s.. Recalling that θ ⊥ → 0 a.s., we obtain the desired result. The proof is complete.
To conclude, we make the following remark on the twotime scale analysis we have employed in this paper that is described at the end of Chapter 6.1 [20] . Specifically, in this scheme, the local critic updates w i (t) in the fast time scale and the local actor keeps its local policy estimate fixed until the local critic has taken N t update steps. Then, according to Lemma IV.7, when N t is chosen large enough, the local critic converges. Therefore, the convergence of the local actors can be analyzed using the two-time scale approach we have employed in this section.
V. NUMERICAL SIMULATION
In this section, we illustrate our proposed algorithm using a distributed resource allocation example. Specifically, we consider 6 resource dispatch centers in an area of interest. These centers make decisions as to how to allocate available resources amongst each other. We define the state of each center i at time t by s i (t) that captures the quantity of available resources m i (t) and the local demands d i (t). We also define the local action as a i (t) = {a ij (t)} j∈Ni , which denotes the amount of resources sent from center i to its neighbor j at time t. In this simulation, we assume the 6 centers are located in a 2 × 3 grid. Each center communicates with its 1−hop neighboring centers located at its up/down/left/right direction. We assume the demand at each agent is given by d i (t) = A i sin(ω i t+φ i )+w i (t), where {A i , ω i , φ i } are randomly generated. We denote by T i = 2π ωi the periodicity of the demand at agent i. The noise w i (t) is subject to a zero-mean Gaussian distribution N (0, σ 2 i ), and we set σ i to be 10% of A i . Given this demand model, we let
T , wheret i (t) denotes the phase of the local demand. Moreover, we define the state transition function T (s, a, w i ) as
where δt is the sampling interval. The local reward function is designed as
This reward function penalizes agents for having negative resources but also does not reward them for accumulating too many resources. We apply Algorithm 1 to solve this problem. Specifically, we parmeterize the global policy function π(s) using randomly generated radial Gaussian basis functions. As discussed at the end of Section IV, we utilize subsampling to achieve a two-time scale effect. Specifically, we let the local actors update once every 100 updates of the critics. The step sizes are chosen as α w = α v = α u = t −0.35 and α θ = t −0.55 . We run Algorithm 1 for 5 times with the same initialization. In Figure 1 , we demonstrate that the accumulated return using each agent's policy estimate is improved. We observe in Figure 1 that by applying Algorithm 1, the local agent's policies achieve consensus and are all improved from their initial values. Agents 1, 5 and 6 find better policies at the beginning but downgrade to achieve consensus with the other agents at the end. This is due to the nonlinear nature of the problem and that Algorithm 1 is only guaranteed to converge to local maximum solution.
VI. CONCLUSIONS
In this paper, we proposed a distributed actor critic algorithm to solve multi-agent RL problems. Specifically, we let every agent improve its local estimate of the global optimal policy function, and we introduced an additional consenesus step on these local estimates so that the agents asymptotically achieve agreement on the global optimal policy. We anlayzed the convergence of the proposed algorithm and demonstrated its effectiveness on a distributed resource allocation example. Compared to existing distributed actor critic methods for RL, using policy consensus does not require the agents to share their tasks with each other.
