






































a  good  partitioning  of  highly  unstructured  graphs  are  critical  for  developing  efficient 
solutions for a wide range of problems in many application areas on both serial and parallel 
computers.  For  example,  large‐scale numerical  simulations on parallel  computers,  such  as 
those based on finite element methods; require the distribution of the finite element mesh 
to the processors. This distribution must be done so that the number of elements assigned 





adjacent  elements  to  different  processors. Graph  partitioning  can  be  used  to  successfully 







2. Software options 
 
Among  all  the  algorithms  and  tools  that  can  be  found,  in  this  section  there  is  a  brief 
explanation of the most important ones: 
 
‐ Metis  (Karypis  and  Kumar):  Metis  is  a  set  of  serial  programs  for  partitioning  graphs, 
partitioning  finite  element  meshes,  and  producing  fill  reducing  orderings  for  sparse 
matrices. The algorithms  implemented  in Metis are based on  the multilevel  recursive‐
bisection, multilevel k‐way, and multi‐constraint partitioning schemes. 
 
‐ Party  (Preis):  The  Party  partitioning  library  serves  a  variety  of  different  partitioning 
methods  in a very simple and easy way.  Instead of  implementing the methods directly, 
the  user  may  take  advantage  of  the  ready  implemented  methods  of  the  library.  All 
implementations  increases the performance of the partitioning heuristics. Two kinds of 










‐ Scotch  (Pellegrini):  The  Scotch  distribution  is  a  set  of  programs  and  libraries  which 
implement the static mapping and sparse matrix reordering algorithm. 
 




‐ Zoltan  (Karen  D.):  the  Zoltan  library  is  a  collection  of  data  management  services  for 
parallel,  unstructured,  adaptive,  and  dynamic  applications.  It  simplifies  the  load‐
balancing, data movement, unstructured communication, and memory usage difficulties 
































































arising  in  finite element or  finite volume methods)  into k equal size parts. These programs 
take as  input  the element node array of  the mesh and compute a partitioning  for both  its 
elements  and  its  nodes.  Metis  currently  supports  four  different  types  of  mesh  elements 
which are triangles, tetrahedra, hexahedra (bricks), and quadrilaterals. 
 








considerably  faster  than  partdmesh.  However,  in  some  cases,  partnmesh  may  produce 
partitions that have higher load imbalance than partdmesh. 
 






described  in  the  following  section),  while  the  second  argumentNparts,  is  the  number  of 











mesh,  such  as  its  name,  the  number  of  elements  (#Elements),  the  number  of  nodes 























After  the  first  line,  the  remaining  n  lines  store  the  element  node  array.  In  particular  for 
element i , line i +1 stores the nodes that this element is made off. Depending on etype, each 
line  can  either have  three  integers  (in  the  case of  triangles),  four  integers  (in  the  case of 
tetrahedra and quadrilaterals), or eight  integers  (in  the  case of hexahedra).  In  the  case of 
triangles  and  tetrahedra,  the  ordering  of  the  nodes  for  each  element  does  not  matter. 
However, in the case of hexahedra and quadrilaterals, the nodes for each element should be 
ordered  according  to  the  numbering  illustrated  in  next  figure(b).  Note  that  the  node 
numbering starts from 1. Next figure  illustrates this format for a small mesh with triangular 













All  of  the mesh  partitioning  and mesh  conversion  routines  in METISlib  take  as  input  the 
element  node  array  of  a  mesh.  This  element  node  array  is  stored  using  an  array  called 
elmnts. For a mesh with n elements and k nodes per element, the size of the elmnts array is 
n*k.  Note  that  since  the  supported  elements  in  Metis  are  only  triangles,  tetrahedra, 
hexahedra, and quadrilaterals, the possible values for k are 3, 4, 8, and 4, respectively. 
 
The  element  node  array  of  the  mesh  is  stored  in  elmnts  as  follows.  Assuming  that  the 













Next  figure  shows  the  output  of  partnmesh  and  partdmesh  for  partitioning  a mesh with 
tetrahedron elements  into 100 parts.  From  this  figure we  see  that both programs  initially 













































































































































Nparts Timing I/O Timing part Balance
2 2.96 59.61 1.03
4 2.97 60.1 1.03
6 2.99 61.73 1.03
8 3.01 61.87 1.03
10 2.95 62.42 1.03
15 3.07 62.91 1.03
20 3.07 65.03 1.05
partdmesh
Nparts Timing I/O Timing part Balance
2 2.49 82.37 1.03
4 2.51 83.12 1.03
6 2.59 83.78 1.03
8 2.58 83.4 1.03
10 2.61 84.01 1.03
15 2.61 84.13 1.03
















































































4. Matlab Mesh Partitioning and Graph Separator Toolbox 
This  toolbox  contains  Matlab  code  for  several  graph  and  mesh  partitioning  methods, 











































used  the metisdice  function  for partitioning  this mesh  since  it uses  the Metis partitioning 
routine described before. 
 
The mesh used is a 2D finite‐element mesh with 547 nodes, and it has been partitioned into 
10 parts, as can be seen in the following pictures obtaining 184 cut edges. 
 
 
 
  
 
 
  
5. Bibliography 
 
C. Walshaw and M. Cross. JOSTLE: Parallel Multilevel Graph‐Partitioning Software ‐ An 
Overview. In F. Magoules, editor, Mesh Partitioning Techniques and Domain Decomposition 
Techniques. Civil‐Comp Ltd., 2007. 
 
G. Karypis and V. Kumar. A fast and highly quality multilevel scheme for partitioning irregular 
graphs. SIAM Journal on Scientific Computing, 1998 
 
John R. Gilbert, Gary L. Miller, and Shang‐Hua Teng. Geometric mesh partitioning:  
Implementation and experiments. SIAM J. Scientific Computing 19:2091‐2110, 1998. 
 
Tony F. Chan, John R. Gilbert, and Shang‐Hua Teng. Geometric spectral partitioning. Xerox 
PARC Technical Report CSL‐94‐15, 1995. 
 
Bruce Hendrickson and Robert Leland. The Chaco user's guide, version 2.0. Sandia National 
Laboratories Technical Report SAND94‐2692, 1994. 
 
George Karypis et al. METIS, Serial graph partitioning, version 4.0.1, November 1998. 
http://www.cs.umn.edu/~karypis/metis 
   
Robert Bridson. A MATLAB CMEX interface to the Metis library. 
http://www.stanford.edu/~rbridson/download/metismex.c 
 
 
