The centrality dependence of the charged multiplicity, transverse energy, and elliptic ow coe cient is studied in a h ydrodynamic model, using a variety of di erent initializations which model the initial energy or entropy production process as a hard or soft process, respectively. While the charged multiplicity depends strongly on the chosen initialization, the pT-integrated elliptic ow for charged particles as a function of charged particle multiplicity and the pTdi erential elliptic ow for charged particles in minimum bias events turn out to be almost independent of the initialization.
I. INTRODUCTION
Elliptic ow 1] is a collective o w pattern which develops in non-central relativistic heavy-ion collisions as a result of the spatial deformation of the initial transverse overlap area. It requires rescattering among the produced particles as a mechanism to map the initial spatial deformation of the reaction zone onto the nally observed hadron momentum distributions. It is quanti ed by the second harmonic coe cient v 2 of an azimuthal Fourier decomposition of the measured spectrum dN=(dy p T dp T d ) 2]. Its magnitude v 2 and its shape v 2 (p T ) as a function of the hadron transverse momentum are sensitive to the scattering rate among the produced secondaries, especially during the dense early stage of the expansion 3, 4] . The largest elliptic ow signal, especially at high p T , arises in hydrodynamic simulations 1, 5, 6] which assume local thermal equilibrium at every space-time point, i.e. essentially instantaneous thermalization or in nite scattering rate. Surprisingly, s u c h h ydrodynamic simulations 5] are in very good agreement with rst results from p s = 1 3 0 A GeV Au+Au collisions at the Relativistic Heavy Ion Collider (RHIC) 7{11], up to transverse momenta of 1:5 ; 2 GeV/c.
It was recently suggested 8, 9, 12 ] that a combined analysis of the full set of hadronic single particle spectra and their elliptic ow as a function of collision centrality should allow to outline the domain of applicability of the hydrodynamic approach. Inside this domain such an analysis would constrain the initial baryon and energy density and the nal freeze-out temperature suciently well to become sensitive to details of the equation of state (EOS) of the reball matter 9]. In this context v 2 provides access to the EOS during the early expansion stage 3{5] which, at RHIC energies, is presumably in the quark-gluon plasma (QGP) phase. Direct veri cation of the phase transition between QGP at high energy density and a hadron resonance gas at lower energy density should then become possible by accurately measuring the excitation function of radial and elliptic ow 5 ] .
In the hydrodynamic limit the EOS a ects the elliptic ow signal through the velocity o f s o u n d , c s = p dP=de 1]. However, the sensitivity o f v 2 on c s is not very strong, and even a rst order phase transition, where c s vanishes in the mixed phase, a ects v 2 only on the 20% level 5].
This makes accurate measurements and systematic theoretical checks indispensable. One possible source of ambiguity, which has not been systematically investigated in previous studies 1, 5, 6, 8, 9, 12] , is the sensitivity of the radial and elliptic ow pattern on the shape of the initial transverse density pro le. The latter depends on the scaling of secondary particle production with the number of colliding nucleons which itself is controlled by the collision centrality.
In the present w ork, we i n vestigate ve options which are expected to span the realistic range of possibilities. In the rst four, either the initial energy or the initial entropy density are assumed to scale with either the number of wounded nucleons (\soft" or \non-perturbative" particle production) or the number of binary nucleonnucleon collisions (\hard" or \perturbative" particle production). In the fth model perturbative particle production is modi ed by implementing gluon shadowing 13] in the initial state and by limiting the growth of the production cross section by gluon saturation in the nal state (\saturation model " 14,15] ). This brings in some non-perturbative elements as well. In the rst four parametrizations we normalize the initial energy density pro le such that for central collisions we reproduce within errors the total charged multiplicity density at midrapidity, dN ch =d j j j<1 = 5 5 5 10%, as measured by PHOBOS for Au+Au at p s = 1 3 0 AGeV 16]. On the other hand, in the saturation model 14, 15] the initial energy density is xed by assuming that the transverse energy of produced minijets is entirely converted to thermalized energy density. The di erent scaling laws implied by t h e models then translate into di erent centrality dependencies of dN ch =d which can be tested against the new data presented recently 17, 18 ].
The hydrodynamic model describes an adiabatic evolution from one local equilibrium state to another. Our version of the model assumes longitudinal boost invariance which implies conserva t i o n o f t h e entropy rapidity density dS=dy. Using the relation between entropy a n d particle multiplicity in a thermalized system, the measured centrality dependence of the nal multiplicity density dN=dy can thus be mapped onto the centrality d ependence of the initial parton multiplicity density a t t h e point of thermalization. This allows to constrain models for the initial production of secondary particles, under the assumption of subsequent adiabatic evolution.
We will show that di erent models for the initial energy and entropy production lead to di erent radial and elliptic ow patterns. At xed impact parameter, these manifest themselves in di erent p T -dependences of the single-particle spectra and of the di erential elliptic ow v 2 (p T ). However, the p T -integrated elliptic ow v 2 as a function of the nal charged multiplicity density dN ch =dy and the di erential elliptic ow v 2 (p T ) for minimum bias events show surprisingly little sensitivity to the model used for initializing the hydrodynamic evolution. These two observables have been used to argue for the applicability o f t h e h ydrodynamic model at RHIC energies 7,8], and they were shown to be sensitive to the EOS of the expanding matter 8, 9] . Their insensitivity to the shape of the initial transverse energy density pro le may p r o ve t o be crucial for the process of extracting reliable information on the EOS from a detailed analysis of the measured collective o w patterns.
II. MODELS FOR THE INITIAL TRANSVERSE ENERGY DENSITY PROFILE

A. Soft particle production
In Pb+Pb collisions at the SPS, the rapidity densities at midrapidity of both the total produced transverse energy, 1 dE T =dy, and of the charged multiplicity, dN ch =dy, scale approximately linearly with the number of participating nucleons, N part 19], except for very peripheral collisions with N part < 100. Similar earlier observations in smaller collision systems and/or at lower en- 1 We use the de nition ET = P i Ei p T i jp i j where the sum is over all particles. ergies have led to the notion that particle and transverse energy production can be described by the \Wounded Nucleon Model" 20] in which each participating nucleon contributes to the multiplicity and transverse energy only once in its rst collision and not every time it su ers further collisions with other projectile or target nucleons. The validity of this model requires destructive interference e ects between subsequent nucleon-nucleon collisions which are thought t o b e c haracteristic of nonperturbative or \soft" particle production processes. For 
where the nuclear density A is taken to be given by a Woods-Saxon pro le,
and similarly for nucleus B. For the Woods-Saxon prole we take standard parameter values, R 0 = 1 :12 A 1=3 ; 0:86 A ;1=3 fm for the radius and = 0 :54fm for the surface di useness. The integral over (1) gives the number of \wounded" or \participating" nucleons, N part N WN , as a function of impact parameter (see Fig. 1 ). For the total nucleon-nucleon cross section at p s = 130 AGeV we take = 4 0 m b. 
At SPS and RHIC energies the net baryon density i s s o small that its in uence on the pressure and thus on the developing ow pattern is hardly noticeable. For simplicity w e c a n t h us also parametrize the initial net baryon density n as being proportional to n WN : n(s 0 b) = K n ( 0 ) n WN (s b) : (5) Equations (4) and (5) together de ne the rst model for the initialization, sWN, to be studied below. The implementation of the initialization (4) into the hydrodynamic computer code is complicated by the fact that in our formulation the hydrodynamic equations propagate the elds n(x) and e(x) ( T(e n) s = e + p(e n) ; (e n) n (6) where T(e n), p(e n), and (e n) are tabulated values for the temperature, pressure and baryon chemical potential corresponding to the selected equation of state.
Model eWN
In a hydrodynamic approach with xed freeze-out conditions, it is strictly speaking not possible that both the transverse energy dE T =dy and the charged multiplicity dN ch =dy scale linearly with N WN . During the hydrodynamic evolution thermal energy is converted into longitudinal and transverse ow energy, and the time available for this conversion increases with the numberofwounded nucleons. Since the transverse ow increases the average transverse energy per particle, dE T =dy should rise more quickly with N WN than dN ch =dy. There is some indication for this to happen in the WA98 data from Pb+Pb collisions at the SPS 19] , where E T =N ch at midrapidity rises slightly from very peripheral to semiperipheral collisions and then saturates from semiperipheral to central collisions. However, the experimental e ect is small and not clearly statistically signi cant.
Given this unclear experimental situation, and because it simpli es the initialization process, we assumed in our previous work 5, 6, 8, 9] that it is the initial energy density (and not the entropy density) which scales with the density o f w ounded nucleons in the transverse plane: e(s 0 b) = K e ( 0 ) n WN (s b) : (7) Equation (7) together with Eq. (5) de nes our second initialization model, eWN. The e ect of ow o n E T =N ch at RHIC and its dependence on the initialization of the hydrodynamic evolution will be discussed in Section III.
B. Hard particle production
At higher and higher collision energies, one expects that hard collisions among quarks and gluons from the nuclear structure functions become more and more important and eventually dominate secondary particle production 24]. In this limit secondary particle production is a result of incoherent parton-parton collisions, and each n ucleon-nucleon collision contributes equally to the cross section. Particle and energy production should then be related to the distribution of the number of binary nucleon-nucleon collisions in the transverse plane. It is given in terms of the nuclear thickness functions (2) (9) Assuming that the initial net baryon density in the transverse plane can also be calculated perturbatively from the nuclear structure functions 25], we write n(s 0 b) = K n ( 0 ) T A ; s+ 1 2 b T B ; s; 1 2 b : (10) As discussed in Section I I A 1 , the results do not really depend on whether we use (10) or (5) . The combination of Eqs. (9) and (10) de nes model sBC for the initialization.
Model eBC
Within the perturbative approach to particle production one can also argue that each n ucleon-nucleon collision contributes with equal probability not only to the number of produced secondaries, but also to the energy carried by them. This leads to the ansatz that the initial energy (and not the entropy) density is proportional to the density of binary collisions in the transverse plane: The rst E T -moment of the minijet distribution, hE T i 24, 25] , is computed in lowest order pQCD as the rst p Tmoment of the distributions of minijets with p T p sat and y within y. The EKS98 shadowing 13] of the parton distributions is included and the NLO contributions to hE T i 27] are simulated by an approximate factor K = 2, as also done in 14, 15] .
In 15] a fully saturated system was considered by extending the computation down to very low values of p sat = 0 :5 GeV, and neglecting the tails of the number (energy) density distributions at large transverse distances. Now, for the hydrodynamic description, we h a ve to consider the tails also. To maintain the spirit of the local saturation model of 15], we restrict the saturation to the regions where p sat 0:75 GeV and compute the tail of the energy density pro le from Eq. (12) with p sat = 0 :75GeV. Through this procedure, the multiplicity o f 1 5 ] i n c e n tral collisions is recovered (if computed as in 15]). For central collisions, the tail contributes only 7% to the total multiplicity. We w ould like to emphasize that we h a ve not tried to t the saturation model to the centrality data but, rather, to keep the approach as close to the orginal local saturation idea 15] as possible.
As discussed in 14], from the energy per particle point of view the system looks thermal already at saturation. The same can be shown to hold also in the locally saturated system 15]. Within the saturation framework it is therefore meaningful to switch on the hydrodynamic evolution already at sat which n o w is a local quantity. sat (s b)= i 4=3 . We have checked, however, that the latter procedure leads only to a few percent increase in the central multiplicities relative to the former one. Therefore, we take in the following the initial time for the saturation model from Fig. 2 and use e(s sat (b) b) as the initial pro le for the transversally expanding hydrodynamics, as discussed next. D. Initial energy density and spatial anisotropy Figure 3 shows the initial energy density pro les for the di erent initialization models. (x is the direction of the impact parameter b, while y points perpendicular to the reaction plane.) For models sWN, eWN, sBC and eBC the pro les are normalized such that in each case the total charged multiplicity per unit pseudorapidity a t b = 0 i s dN ch =dy = 670 at y = 0 . For model eWN 8] this corresponds to dN ch =d j j j<1 = 545 for the 6% most central collisions (a bit less for the three other models). Within errors, this is consistent with the rst published PHOBOS data 16], but slightly below the more accurate recent data from PHENIX and PHOBOS 17, 18] . To preserve consistency with our previous publications 8, 9] , we decided against increasing our normalization of dN ch =d to the new data since this would have implied retuning the initial conditions and freeze-out temperature in order to keep the spectra and elliptic ow unchanged. For the comparison with the other models in Fig. 3 , the pro le obtained from the saturation model was evolved from the formation time sat (b) (see Fig. 2 ) to 0 = 0 :6 fm/c, the time at which the hydrodynamic evolution was started for the other four initializations. Within the line widths of Fig. 3 , it did not matter whether this scaling was done by assuming only boost-invariant lon-gitudinal expansion, e(s 0 ) = e(s sat ) ( sat = 0 ) 4=3 , o r by including also the transverse expansion.
Since for a thermalized parton gas at nearly vanishing net baryon density e s 4=3 , Eq. (9) gives distributions which are more sharply peaked at the origin than Eq. (11) . We will see that this results in a di erent centrality dependence of the total entropy per unit rapidity dS=dy ( 
as a function of impact parameter, evaluated with the initial transverse energy density a s w eight function, for the ve initialization models studied here. At xed impact parameter, x varies by up to 20%. Since the hydrodynamic evolution maps the initial spatial anisotropy o n to the nal momentum-space, one expects from Fig. 4 that the impact parameter dependence of the elliptic ow v 2 should show a similar sensitivity to the initialization. We will see that, except for the saturation model, this model sensitivity is almost exactly cancelled by the corresponding variations in the impact parameter dependence of the produced charged particle multiplicity (i.e. entropy).
III. CENTRALITY DEPENDENCE OF MULTIPLICITY AND TRANSVERSE ENERGY
Using the initial transverse energy and baryon density pro les from the previous section and the numerical code d e s c r i b e d i n 6 ] , w e s o l v e the hydrodynamic equations for the transverse evolution of the reaction zone, assuming boost-invariant expansion in the longitudinal direction.
We study only Au+Au collisions at p s = 1 3 0 A GeV. For the models eWN, sWN, eBC and sBC we use the same initial time 0 = 0 :6 fm/c as in 8, 9] to start the hydrodynamic expansion. For the saturation model the hydrodynamic expansion is started at sat (b) s h o wn in Fig. 2 . All calculations reported here are performed with EOS Q, an equation of state with a rst order phase transition from a hadron resonance gas to a non-interacting quark-gluon gas at T c = 164 MeV 29] , and freeze-out at T f = 120 MeV.
The sensitivity of the spectra and elliptic ow to the EOS and freeze-out temperature were studied in 8,9].
A. Charged particle multiplicity Figure 5 shows the nal charged particle rapidity density per participating nucleon pair resulting from the different initializations. In the bottom panel the rapidity density at midrapidity i s c o n verted to pseudorapidity density b y the transformation dN ch d = X i2charged Z p T dp T p T p m 2 i + p 2 dN i dy p T dp T (14) setting y = p L = 0 . At xed freeze-out temperature dN ch =dy is a direct measure for the entropy density dS=dy, and the approximate constancy of the curve for model sWN thus re ects the approximate conservation of entropy by the hydrodynamic evolution. In fact, the slight increase of (dN ch =dy)=N part for small values of N part (Fig. 5 , upper panel) can be traced back to a small amount of entropy production by de agration shocks which arise during the hydrodynamic expansion stage as a consequence of the rst order phase transition 30] once the initial energy density in the center of the reaction zone increases above the critical value for QGP formation.
Model eWN (solid line in Fig. 5 ) was used in Refs. 5, 6, 8, 9] , while model sWN was employed in 1,12,23]. Fig. 5 shows that both initialization models are disfavoured by the data, model eWN more so than model sWN. The saturation model produces a rather similar centrality dependence of the charged multiplicity as model eWN.
As expected, the saturation model results are close to those obtained in Ref. 15 ]. The careful reader notices, however, that the values (dN ch =dy)=(0:5N part ) for the saturation model shown in Fig. 5 are O(10%) lower than those shown in Fig. 4 of 15 ]. This is due to a numberof partially cancelling e ects 26]: (i) Inclusion of the quark degrees of freedom increases the initial entropy b y a b o u t 20% compared to 15]. (ii) In a realistic hadron resonance gas containing also heavy particles, at a freeze-out tem- In central collisions, however, parton saturation is not excluded as the dominant mechanism. We conclude that obviously the saturation region is now extended too far in transverse direction and that the eBC tails in the initial energy density pro le (which w ere not included at all in 15]) should be given more weight than they have now. On the other hand, the data strongly indicate that the initial energy deposition process does involve a c o mponent which scales with the number of binary nucleonnucleon collisions. We refrain from a discussion whether or not this indeed proves the onset of \hard" perturbative physics at RHIC 28].
B. Transverse energy per particle
Hydrodynamic ow is a result of the conversion of a fraction of the thermal energy into collective ow kinetic energy, through work done by the thermodynamic pressure. As a consequence, the thermal energy per particle decreases as a function of time. If the reaction zone were to undergo boost-invariant expansion only along the longitudinal direction, dS=dy dN ch =dy would be constant and dE T =dy would be proportional to the thermal energy density. The reduced thermal energy per particle would thus be directly re ected in thenally observed transverse energy per charged particle, (dE T =dy)=(dN ch =dy) 31 ]. Since in more central collisions the thermodynamic pressure does longitudinal hydrodynamic work for a longer time, the nally observed ratio (dE T =dy)=(dN ch =dy) should increase much more slowly with N part than the initial energy per particle 32] established during the energy deposition process. In reality, the system undergoes not only longitudinal, but also transverse expansion. The transverse collective o w a d d s a kinetic contribution to E T which reduces the diluting e ect on E T =N ch from the longitudinal expansion.
This shows that the centrality dependence of E T =N ch is an interesting observable which re ects the interplay of the centrality dependences of initial transverse energy and particle production, longitudinal work done by the hydrodynamic pressure, and radial ow. In Figure 6 we show the corresponding results from the hydrodynamic model for Au+Au collisions at RHIC ( p s = 1 3 0 A GeV)
for the ve d i e r e n t initialization models. For comparison we also show the centrality dependence for Pb+Pb collisions at the SPS, for model eWN with parameters adjusted to the measured spectra 5,6]. Comparing the eWN curves for SPS and RHIC, one sees that the larger radial ow at RHIC has very little e ect on the average E T per particle in the nal state: the gain in transverse kinetic ow energy is largely compensated by more longi-tudinal work done at RHIC (smaller 0 , somewhat larger f ). The eWN curve at the SPS is consistent in shape with the WA98 data shown in Fig. 14 of 19 ], but at the upper edge of their systematic error band. At RHIC, the models eWN and sWN as well as the saturation model all give similarly at centrality dependences for the average E T per charged particle they di er slightly in normalization and in how steeply this ratio drops for very peripheral collisions. The data in Figure 5 disfavour these initialization models. On the other hand, Model eBC, which w orks better in Figure 5 , exhibits a markedly stronger centrality dependence of E T =N ch , with a clearly visible slope below N part ' 250. 3 This re ects a similar strong centrality dependence of (dE T =dy)=(dS=dy) in the initial state, which is only partially o set by the increasing amount of longitudinal hydrodynamic work done as the collisions become more central.
As recently pointed out in 32], a measurement of the ratio plotted in Fig. 6 will be very helpful in complementing the information contained in Fig. 5 and checking for the e ects of longitudinal work. We note that non-equilibrium expansion scenarios like those studied in 32], where the matter performs less longitudinal work than predicted hydrodynamically, should lead to an even stronger dependence of E T =N ch on N part than that shown in Fig. 6 . In contrast, preliminary data shown by the PHENIX Collaboration in 10] exhibit the opposite ten-dency: they are atter than the eBC curve in Fig. 6 and, in fact, quantitatively consistent in magnitude and shape with the WA98 data at the SPS 19] . If nally con rmed, this would present a major challenge not only for the hydrodynamic model studied here, but for all models invoking a large degree of thermalization at an early collision stage in order to explain the elliptic ow measurements.
IV. RADIAL AND ELLIPTIC FLOW
A. Radial ow The single particle spectra for negative pions and antiprotons for the di erent initialization models are shown in Figure 7 The e ect of the initialization on the single particle spectra is signi cant, and switching from model eWN used in 9] to model eBC, which according to Figure 5 provides a better t to the centrality dependence of the charged multiplicity, considerably attens the single particle spectra predicted in Ref. 9] for central collisions.
This model sensitivity i s w eaker for semiperipheral collisions (b = 8 fm), again in agreement with Figure 3 which shows that in this range the initial energy density pro les are rather similar for all the models. If hydrodynamics still applies to even more peripheral collisions, models eBC and sBC would there predict steeper spectra than models eWN and sWN. Figure 8 shows that for the four models eWN, sWN, eBC, and sBC the di erential elliptic ow v 2 (p T ) follows a similar pattern as the radial ow: the model with the largest initial central energy density produces the strongest elliptic ow. The saturation model does not follow this systematics, which again is presumably due to the earlier start of the hydrodynamic evolution in this model. The impact parameter dependence of this model sensitivity is now controlled by the initial spatial anisotropy x . According to Figure 4 , for most of the impact parameter range it satis es the hierarchy x (eWN) < x (sWN) < x (sat) < x (eBC) < x (sBC), and this is clearly re ected in the slopes of v 2 (p T ) for p T < 2 GeV/c, as shown in Figure 8 hadrons, at three representative impact parameters and for the ve initialization models studied in this paper.
B. Elliptic ow
In view of these results, it is somewhat of a pleasant surprise to see in Figure 9 that the p T -integrated elliptic ow v 2 for all charged hadrons, when plotted as a function of the midrapidity density of charged particle multiplicity as an experimentally easily accessible centrality measure, shows very little sensitivity to the initialization model. The models eWN, sWN, eBC, and sBC yield almost identical results, and only for the saturation model v 2 is slightly larger (except for the most periphe-ral collisions). Comparing the two extreme models eWN and sBC, one sees from Figure 5 that, at xed charge multiplicity, the latter favours smaller impact parameters which correspond to smaller x and v 2 (p T ) ( F i g s . 4 and 7), but atter single particle spectra which g i v e more weight to larger v 2 at higher p T (Fig. 6 ). The net e ect of this intricate interplay is an almost complete cancellation of these counteracting tendencies. : (15) At xed b, the models with smaller elliptic ow are weighted with larger charged multiplicities, but slightly steeper spectra, and again the net result is an almost miraculous cancellation of all sensitivities to the initialization model for p T < 1:5 G e V / c. Above p T = 1 GeV/c, the saturation model gives the largest v 2 (p T ).
This cancellation does not carry over to heavier particles. The right panel in Figure 10 shows the di erential elliptic ow v 2 (p T ) for identi ed protons and antiprotons, which is seen to exhibit more signi cant variations as the initialization of the hydrodynamic model is changed. Generically, the model which g i v es the largest radial ow at small impact parameters produces the smallest proton elliptic ow at small values of p T . This is qualitatively consistent w i t h the general analytic discussion of radial ow e ects on the elliptic ow for heavy particles presented in Ref. 9 ]. Again, the saturation model gives the largest elliptic ow of all studied initializations for protons with p T > 1 G e V / c. 
V. CONCLUSIONS
Within a hydrodynamic model with exact longitudinal boost invariance, we h a ve s h o wn that the centrality dependence of the production of particles, transverse energy and transverse ow is signi cantly in uenced by the shape of the initial energy density pro le in the transverse plane. This pro le is intimately related to the nature of the primary particle production process which converts beam energy into the matter forming the collision reball. The available data for the charged multiplicity in Au+Au collisions at RHIC as a function of collision centrality are compatible with an initial energy deposition process involving a component which scales with the number of binary nucleon-nucleon collisions. They strongly disfavour the wounded nucleon parametrization used in earlier hydrodynamic simulations 1, 5, 6, 8, 9, 12, 23] . In noncentral collisions they are, at the present RHIC energy, also at variance with predictions from the gluon saturation model 15]. The best agreement with the multiplicity data at p s = 130 A GeV 16{18] would be obtained by assuming that most of the initial thermalized energy density i s p r o p o r t i o n a l t o t h e n umber of binary nucleonnucleon collisions, with a smaller \soft" contribution proportional to the number of wounded nucleons. 4 Such a model is obtainable also in the saturation approach considered here by limiting the saturation region to smaller transverse distances and thereby increasing the contribution from the tail which scales with the number of binary collisions. This model predicts an average transverse energy per particle in the nal state which s l o wly rises with increasing number of participating nucleons. A measurement o f E T =N ch as a function of N part is sensitive t o t h e longitudinal work done during the hydrodynamic evolution and can be used to check the consistency of the hydrodynamic approach.
The centrality dependence of the p T -averaged elliptic ow v 2 and the di erential elliptic ow v 2 (p T ) for all charged particles from minimum bias collision events exhibit only minor sensitivity to the shape of the initial energy density pro le. Thus, the conclusions extracted from earlier studies of elliptic ow using the wounded nucleon parametrization (which is now disfavoured by the new multiplicity data) remain valid. For identi ed heavy hadrons such as (anti)protons the di erential elliptic ow v 2 (p T ) a t l o w p T is smaller for the binary collision induced initial conditions than for the wounded nucleon parametrizations. This stems from the somewhat stronger radial ow created by the \hard" initializations, which should also be visible in the single-particle spectra.
In closing we note that the initialization models studied in the present paper assume a one-to-one correspondence between impact parameter, number of participating nucleons, and initial energy density pro le in the transverse plane. This neglects the possibility of strong event-by-event uctuations in the initial density pro le at xed number of charged particles in the nal state. As pointed out recently 34], strong event-by-event u ctuations in the initial energy density pro le may result in sizeable event-by-event uctuations of v 2 at xed impact parameter. Our present study shows that small and smooth variations in the initial energy density pro le at xed impact parameter cause e ects on the particle multiplicity and on the radial and elliptic ow which compensate each other in such a w ay t h a t v 2 (n ch =n max ) is almost una ected. It would be interesting to study whether this compensation also survives the much larger uctuations studied in Ref. 34 ].
