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1CHAPTER 1. INTRODUCTION AND LITERATURE REVIEW
In this thesis, we propose several extensions to vector autoregression models using Bayesian
MCMC techniques. We attempt to create a realistic data model, which addresses structural
mean changes, stochastic volatility, and inference concerning the unknown lag for an autore-
gressive process. We explore various shrinkage and sparsitiy prior schemes aiming at improving
forecast performance. We also propose a multivariate stochastic volatility model along with a
flexible and efficient sampling procedure.
1.1 Introduction
Data on past and present economic conditions is readily available, and becoming more
available with advances in technology. Researchers, policy makers, and industry leaders use
data on past conditions in order to provide insight about future conditions. Macroeconomic
data can come from surveys, exchange rates, unemployment, GDP and industrial production,
just to name a few. To exploit this wealth of information, it is necessary to create a model that
closely resembles the data generating process.
Forecasting of economic data has been approached many different ways. This chapter will
discuss a few of the most well-known existing methodologies. First, dynamic factor models are
discussed in Section 1.1. These employ the philosophy that the entire economy, in its many
dimensions, can be expressed by just a few major shocks. This is used to build parsimonious
regression models. Section 1.2 covers the topic of Bayesian vector autoregression, which is liked
for the flexibility and economic interpretability. Panel Bayesian vector autoregressions, closely
related to Bayesian vector autoregressions, are described in section 1.3. Lastly, a hybrid of the
previously mentioned methods is introduced in Section 1.4.
2Chapter 2 proposes two formulations of a Bayesian vector autoregression in which we assign
the lag a prior probability distribution and allow it to be dynamic. The first model is a Bayesian
hierarchical vector autoregression model that allows for stochastic volatility and a dynamic lag.
The second model is a simpler form of the first in which we allow for a dynamic lag but assume
a constant covariance matrix. The MCMC sampler used to sample from the joint posterior
is described and conditonal posteriors, when available analytically, are given. Sampling from
the posterior predictive distribution is also discussed. Both models are assessed in terms of
one-step-ahead forecasting accuracy in four simulation studies.
Chapter 3 improves the MCMC algorithm used in Chapter 2 to estimate multivariate
stochastic volatility. We provide the details of a very general MCMC algorithm for jointly
sampling the volatility parameters and static parameters of a VAR model. Chapter 4 discusses
variable selection in the context of Bayesian VARs. Specifically, we compare the discrete mix-
ture prior, which is often used for automatic variable selection, to the relatively new horseshoe
prior.
1.2 Dynamic Factor Models
In forecasting macroeconomic series, one may have available hundreds of potentially useful
series to use as predictors. Using this information directly would result in a likely-overfit model,
if a model were able to be fit. As the number of series grows large with respect to the length
of time, ordinary least squares (henceforth, OLS) dictates that the degrees of freedom limits
the number of series one can use. In practice it is not uncommon for the number of predictive
series (n) to outnumber the number of time points (T ). This section describes a method to
help create a more parsimonious model while still considering all of the data at hand.
Used for the purpose of forecasting a single series using a potentially huge number of series,
a dynamic factor model is a powerful tool in macroeconomic forecasting. Strong multicollinear-
ity, or the ability to be explained by fewer factors, which is widely believed to be a trait of
macroeconomic predictors, motivates reduction of the dimension of the predictor data panel.
Dynamic factor models summarize a large number of predictive series into two unobservable,
orthogonal pieces: a smaller number of shocks or factors common to all of the series and
3an idiosyncratic component. The shocks can be obtained using principal component analysis
(henceforth, PCA). The idea is then to project the series of interest onto the space spanned by
the shocks, which is in theory, the same space spanned by the original predictive series panel.
Denoting the vector of n predictor variables at time t by xt = (x1t, . . . , xnt)
T , a dynamic
factor model can be represented as:
xt = ΛFt + ξt, (1.1)
where
Λ is a (nxr) matrix of factor loadings,
Ft = (f1t, . . . , frt)
T (r << n) represents the unobserved common factors,
ξt = (ξ1t, . . . , ξnt)
T is the idiosyncratic component.
The series of interest is then forecasted h− steps ahead using a regression onto the factors.
yt+h = β
TFt + t+h.
It has been shown that dynamic factor models are useful in a forecasting setting Stock and
Watson (2002). Stock and Watson show that, once we assume that both the predictive panel
xt and the series of interest, yt, have a factor structure, forecasts with estimated factors are
consistent.
Dynamic factor models are commonly used in macroeconomic forecasting at central banks
with a special focus on GDP. As with many economic indicators, GDP is released with a time
lag, and so institutions are faced with the problem of assessing current quarter GDP before it
is released - nowcasting. Giannone et al. (2008) and Doz et al. (2011) suggest ways to take
advantage of more timely predictive data in order to update current quarter nowcasts and future
quarter forecasts. Giannone et al. (2008) formalizes the procedure and notation for updating
GDP nowcasts using higher frequency variables released at staggered intra-monthly dates while
allowing for heteroscedasticity of the idiosyncratic component. The problem of dealing with
missing predictive observations is addressed in this paper with the use of the Kalman smoother.
It is useful to know how each series’ release affects the accuracy of the updated prediction. This
4paper analyzes the effect of individual data series’ releases, conditional on the past data releases,
on the forecast accuracy using out-of-sample mean square forecast error.
Doz et al. (2011) suggests a two-step estimation technique for estimating the unobserved
factors and factor loadings in a dynamic factor model which employs the use of both PCA and
the Kalman filter. This method addresses the issue of forecasting in real time (nowcasting)
when explanatory series are released at differing times. In the first step the factors, factor
loadings, and covariance matrix of the idiosyncratic component are estimated using PCA on
the balanced panel (largest complete panel) of data. It is assumed that the factors admit a VAR
representation. To estimate the VAR coefficients, the authors use OLS on the estimated factors
and the corresponding lags. Taking these estimated coefficients and covariance parameters as
known, and recognizing the state-space format of the problem, the Kalman filter is used to
estimate the common factors and factor loadings for the full panel. Iterating estimation of
parameters and common factors appropriately would be an application of the EM algorithm.
A distinction is made between dynamic factor models and static factor models in Bai and
Ng (2007). The authors state that a dynamic factor model is such that Xt depends on the
unobserved factors Ft in a dynamic nature - i.e., xt depends on Ft as well as the lags of Ft. The
authors label the above model (1.1) as a static model. However, it is common for the model
above to be referred to as a dynamic factor model.
It is generally accepted that macroeconomic indicators can be summarized using a smaller
number of common factors. Deciding on the number of common factors is a less trivial matter.
Bai and Ng (2002) suggests a formal procedure for consistently estimating the number of factors,
r, as in model (1.1). The problem of consistently estimating r is unique in that the asymptotics
must consider two dimensions - the cross-section dimension (n) and the time dimension (T ).
Other papers (for example, Stock and Watson (1998), Connor and Korajczyk (1993)) have
considered the two dimensional nature of the problem, but have needed restrictions between
n and T . Avoiding the need for any restrictions on n and T , Bai and Ng (2002) presents
several information criteria which weigh the parsimony of the model against the fit and are
very similar, in form, to AIC and BIC information criteria. Under general assumptions, these
criteria are proved to be consistent.
51.3 Bayesian VAR
The following notation will be used throughout the rest of this thesis:
0k×k′ k × k′ matrix with all elements equal to 0;
1n n dimensional vector with all elements equal to 1;
In n× n identity matrix;
diag(aT ) matrix with elements of vector a on diagonal, 0 on off diagonals;
yt n dimensional response vector at time t;
Y t all data up to and including time t;
i = 1, . . . , n indicates the predictive series;
j = 1, . . . , n indicates the explanatory series;
k = 1, . . . , P indicates the lag of the explanatory series;
I(A) =1 if event A is true, =0 otherwise;
f(x | ·) conditional probability distribution of x given everything else.
Vector autoregressions (henceforth, VARs) model, jointly, the dynamics of a collection of series.
These models have become a popular and widely researched tool in macroeconomic forecasting.
The unrestricted VAR specifies that forecasts of a single series depend on lags of that series
as well as lags of all other series involved in the model. Letting the n variables of interest be
collected in a vector yt, we write the VAR model:
yTt =
p∑
k=1
yTt−kΘk + u
T
t
= zTt Θ + u
T
t , (1.2)
where ut
iid∼ N(0,Ω).
Here we have condensed the predictors and coefficients as zt = (y
T
t−1, . . . ,yt−P )T and
Θ = (ΘT1 , . . . ,Θ
T
P )
T . The model (1.2) is incredibly flexible and can result in close in-sample
fits. For forecasting purposes, a close in-sample fit is not necessarily an ideal charactaristic
6alone, though. Overfitting, leading to unreliable forecasts, is a well-known drawback of VARs
fit with ordinary least squares, that is, with no restrictions on the estimated parameters.
Introducing priors as a way to shrink parameter estimates towards a simpler view of the
data generating process has shown to be a successful way to avoid overfitting. Bayesian VARs
(henceforth, BVARs) let us incorporate our beliefs about the model before observing the data
along with Bayes theorem to make inference. The Minnesota prior was introduced by Litterman
(1979) who suggested adding priors that shrink the model towards an AR(1) model for each
series. That is, we believe future observations are explained best by their own first lag. For
model (1.2), this would mean setting the prior mean for Θ1 to In, the n×n identity matrix, and
the prior mean for Θk: k = 2, . . . , p to 0n×n. Litterman originally set the variance-covariance
matrix of the errors ut to a known diagonal matrix, i.e., Ω = diag(s
2
1, . . . , s
2
n) where s
2
1, . . . , s
2
n
were estimated using separate univariate regressions. Modifications relax the assumption of
cross-sectional independence and that Ω is known. Instead, Ω can be assigned a prior jointly
with the coefficient matrix Θ. It is common to assume the errors are distributed multivariate
normal with mean 0 and a variance-covariance matrix which has either Jeffrey’s prior or an
inverse-Wishart prior. The inverse Wishart prior is conjugate in the normal model. We can
write this prior for Θ and Ω as:
Θ | Ω, δ ∼MNnP,n(Θ,Ω,Λ)
Ω | δ ∼ inverse Wishartν(K).
(1.3)
In the above prior, MNnP,n represents the matrix normal distribution of a (nP ×n) matrix.
Typically, Θ is a matrix of constants such as a matrix of 0 elements. The vector δ collects
hyperparameters that play a role in Λ and K.
An additional philosophy of the Minnesota prior is that more recent observations are more
reliable, or that less recent observations are less reliable. This philosophy is acted on by apply-
ing shrinkage more rigorously for coefficients corresponding to longer lags. The way in which
we choose to apply shrinkage is a topic of discussion in the BVAR literature. Research has
been done on how to modify the Minnesota prior in order to systematically choose the amount
of overall shrinkage applied to the coefficients (Ban´bura et al. (2010)). This idea is that the
7amount of shrinkage should increase as the number of predictors increases. This is motivated by
the theory introduced in De Mol et al. (2008) which proved that, if shrinkage is applied appro-
priately, predictors resulting from Bayesian regression are consistent. Additionally, Giannone
et al. (2010) introduced a fully-Bayesian methodology for choosing the amount of shrinkage.
This idea differs from other shrinkage ideas because, rather than setting them to a fixed value,
the shrinkage parameters are treated as unknown and assigned probability distributions. The
data then is able to help dictate the appropriate amount of shrinkage. In the context described
above, this would mean assigning priors to the elements of K and Λ, which are typically taken
to be diagonal matrices. Let K = diag(κ1, . . . , κn) and Λ = diag(λ11, λ12, . . . , λn,P−1, λnP ).
The matrix normal distribution placed on Θ in (2.33) implies the prior variance of:
V ar(θ | δ) = V ar(vec(Θ) | δ)
= E(V ar(θ | δ,Ω)) + V ar(E(θ | δ,Ω))
= E(Ω⊗Λ | δ) + 0
=
1
ν − n− 1K ⊗Λ.
We could complete the shrinkage prior by setting λjk =
pi1(ν−n−1)
kpi2κj
. This leads to the prior
variance of
V ar(θijk) =
pi1κi
kpi2κj
.
This prior variance involves a common scale parameter, pi1, a parameter that controls how
much we shrink the coefficients with the lag, pi2, and the factor κi/κj which accounts for differing
scales between series i and series j. Thus our hyperparameters are δ = (κ1, . . . , κn, pi1, pi2).
Giannone et al. assigns independent inverse Gamma priors on the diagonal elements of K and
independent Gamma priors for pi1 and pi2.
The inverse-Wishart prior is computationally convenient as it is conjugate in the normal
model. It is also flexible as it allows for cross-sectional correlations between the errors. However,
there are some drawbacks to this commonly used prior. When a matrix S ∼ Inverse-Wishart, a
distinct correlation pattern is placed on the variance and correlation elements. An example of
this is shown in Figure 1.1. This scatterplot shows the relationship between the first variance
8Figure 1.1 Scatterplot of the first variance component and correlation from 10,000 realizations
from an inverse-Wishart(3,I2×2) distribution.
component and correlation using 10,000 simulated values from an inverse Wishart (3, I2×2).
Another drawback of the inverse-Wishart distribution is the marginal priors implied on the
variance components of the matrix. Marginally, the implied prior on the diagonal elements of
the matrix is an inverse-Gamma. The inverse-Gamma places very little weight on values close
to 0. Because of this, with an inverse-Gamma prior, it is difficult for the posterior to obtain
meaningful mass close to 0. Thus, an inverse-Gamma prior on variance components may be
undesirable because it will tend to over-estimate variances when they are truly small.
Model (1.2) makes the assumption that the coefficients are constant over time. If the time
period is very long or if there are changes affecting the economy such as a policy change, this
assumption may not be valid. A discussion of time varying parameter VAR can be found
in Karlsson (2012). Recently, there has been interest concerning models labeled as Markov
Switching VARs. Here, for a fixed/given lag p, these models aim to identify structure changes
driven by a hidden Markov chain where the number of possible states is unknown. These
9models impose more structure than the time varying parameter VAR, and for that reason, may
be more or less desirable. We will propose a similar model where we also allow the coefficients
in the VAR to vary with the state but where emphasis is placed on the unknown time-varying
lag.
A strong line of argument for Bayesian estimation of VARs is that we are no longer con-
strained to make assumptions that lead to analytical solutions. MCMC methods allow us to
assume more realistic (often more complicated) prior distributions for parameters and make
inference by sampling from posterior and posterior predictive distributions. MCMC methods
are particularly suited to cases where there are latent variables (such as the unknown lag) we
may wish to model. This research aims to take advantage of this perk and identify realistic
full posterior distributions. As is to be expected with a Bayesian analysis, the draw back is in
computational effort.
1.4 Bayesian Panel VAR
Bayesian panel VAR (hereafter BPVAR) models specify the same general structure as in
(1.2). However, we now introduce a dimension corresponding to units, within which, series are
collected over time. A relevant example would be to define countries as units. Each country
would then have multiple series of interest, such as employment or GDP.
Suppose there are N units, each with G series, for a total of NG series. To simplify notation,
we rewrite the model as
yt = Ztγt +Ut (1.4)
where
Zt = ING ⊗W Tt ;
Wt = (y
T
t−1, . . . ,y
T
t−p,x
T
t )
T is a k = (pNG+ q)-dimensional vector;
xt = (xt1, . . . , xtq)
T is a (q × 1) vector of deterministic variables;
γt = (γ
T
1t, . . . ,γ
T
Nt)
T .
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Here, the Gk × 1 vector γit collects all of the coefficients corresponding to the effect of the
past and deterministic variables on the G series of unit i.
Notice that the coefficients are allowed to vary over time. As detailed in Canova and
Ciccarelli (2004), BPVAR can accomplish parsimony by using a hierarchical model structure
that pools information about γt across the units. We can consider each unit to be particular
manifestation of a true but unknown, common process. These characteristics are defined by
letting γit = αi + λt and then defining the heirarchical structure as follows:
αi ∼ NGk(α¯,Ω1) (1.5)
α¯ ∼ NGk(µ,Ψ)
λt = ρIGkλt−1 + (IGk − ρIGk)λ0 + et.
The distributions in (1.5) have been simplified from a slightly more involved specification in
Canova and Ciccarelli (2004). The parameter Ω1 controls the amount of shrinkage applied - how
strongly the αis are shrunk towards the global value. Ω1 can be assigned a prior distribution.
Our prior beliefs are, as mentioned above, that there is a global mechanism that determines the
effect of the past and the deterministic variables on the future. Our knowledge or ignorance
of this mechanism can be described as a probability distribution, say p(α¯). Units then act as
draws from this distribution, which is where the pooling of information occurs.
1.5 Factor Augmented VAR
Another method, which fits a parsimonious model while still using a large information set,
was introduced by Bernanke et al. (2004) and is called a factor augmented VAR (henceforth,
FAVAR). Here the concern is to forecast several series when we have potentially many deter-
ministic predictors available to use. Again, it is desirable to use all the information without
overfitting. The FAVAR model borrows ideas from both dynamic factor models and VARs in
order to accomplish this. The assumptions of the model are that the m predictor variables,
xt, can be explained by a linear combination of r(r << m) factors, ft, and the n variables
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of interest, yt. It is then assumed that yt can be modeled jointly with the factors described
above. This can be represented as in (1.6)-(1.7).
xt = Λ
fft + Λ
yyt + ξt ξt ∼ N(0,Ξ) (1.6)(
fTt y
T
t
)
=
p∑
k=1
(
fTt−k y
T
t−k
)
Θi + u
T
t ut ∼ N(0,Ω) (1.7)
Estimation is done by first recognizing (1.6)-(1.7) is a state space model where (1.6) is the
observation equation and (1.7) is the state equation. Then, if the state equation is rewritten
so as to have the Markov property (written as a VAR(1)), the Kalman filter can be applied.
One can then construct a Gibbs sampler to draw from the joint posterior of the factors and
parameters, and thus from the posterior predictive distribution.
1.6 Conclusion
The above discussed a few of the major models used in macroeconomic forecasting. Broadly,
these methods can be categorized into one of two groups: factor models or VARs. VARs also
have a straightforward interpretation and De Mol et al. (2008) showed that Bayesian VAR
predictions tend to agree with those from dynamic factor models. In what follows, we propose
new ideas for use in Bayesian VARs while focusing on shrinkage and sparsity methods to help
overcome the curse of dimensionality. First, we investigate the problem of performing inference
on the lag parameter.
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CHAPTER 2. HIERARCHICAL BAYESIAN VAR MODELS
INCORPORATING DYNAMIC LAG AND STOCHASTIC VOLATILITY
In this chapter, several Bayesian hierarchical models are proposed where the focus is on
prediction accuracy and realistic modeling of the variance component. We discuss two meth-
ods intended to avoid overfitting the data, and thus improve prediction accuracy. The first
well-known method is shrinkage where the amount of shrinkage is determined in part by the
data. We also propose a sparsity approach via lag-selection where the model structure uncer-
tainty is quantified and incorporated into the MCMC algorithm. In both cases, a novel prior
scheme is suggested for the variance-covariance matrix of the error terms which incorporates
stochastic volatility as well as relatively flexible modeling of the correlations. We provide the
full conditional posteriors of parameters for which it is available as well as details concerning
the MCMC algorithm used. The performance of the time varying lag models is assessed in
simulation studies as well as real data.
2.1 Bayesian VAR With Shrinkage Prior
The first models we present will employ shrinkage priors, which are well known to increase
predictive preformance of even small-scale Bayesian VARs. Recent literature has put a lot of
weight on the topic of the necessity of shrinkage, due to the ”curse of dimensionality”. Giannone
et al. (2010) lays out a formal justification for the use of hierarchical models as a way to avoid
overfitting the data and illustrates that letting the hyperparameters be random results in a
solution that weighs the in sample fit against the complexity of the model.
The model we introduce is very flexible in both the shrinkage mechanism and the structure
of the error covariance matrix. Each variance component is allowed to vary over time according
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to a mean reverting process. Modeling stochastic volatility may be preferred over assuming a
constant error structure. In particular, for the U.S. it has been noted that many key macroeco-
nomic indicators exhibited changes in variability after the 1980s. Modeling stochastic volatility
could result in more realistic prediction intervals. We also make use of the Lewandowski,
Kurowicka and Joe prior for the correlation matrix which, to our knowledge, has yet to be seen
in the literature with Bayesian VARs. To compare with the model described above, we present
an alternative shrinkage model which follows closely to the form described in Giannone et al.
(2010) with a normal-inverse Wishart prior and hyperpriors placed on the shrinkage parame-
ters. This allows for cross-sectional correlation but assumes the variance covariance matrix is
constant over time. This model has a computationally convenient form and draws heavily from
Minnesota prior ideas.
2.1.1 Shrinkage stochastic volatility Bayesian VAR (SSV-BVAR)
Assuming a lag of P , we can write the data model as:

y1t
...
ynt
 =

∑n
j=1
∑P
k=1 θ1jkyk,t−k + 1t
...∑n
j=1
∑P
k=1 θnjkyj,t−k + nt
 (2.1)
or in vector form as:
yt = Wtθ + t  ∼ N(0,Ωt), (2.2)
where zt = (y
T
t−1, . . . ,yTt−P )
T and Wt = In ⊗ zTt .
t is a vector of errors with mean 0 and covariance matrix Ωt. Errors are allowed to be
crossectionally correlated but are assumed to be serially independent. As suggested by the
subscripting, we model non-constant error variance. The covariance matrix Ωt is decomposed
into a correlation matrix, Ψ, and variance components, {ωit : i = 1, . . . , N}. Note, here, that
we are assuming the correlation between the errors is constant over time. We believe this is a
reasonable assumption, especially given the savings in computational expense. We can write
Ωt = diag(
√
ω1t, . . . ,
√
ωNt)Ψdiag(
√
ω1t, . . . ,
√
ωNt). Or,
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Ωt =

√
ω1t 0 . . . 0
0
√
ω2t . . . 0
...
...
. . .
...
0 0 . . .
√
ωnT


1 ψ12 . . . ψ1n
ψ12 1 . . . ψ2n
...
...
. . .
...
ψ1n ψ2n . . . 1


√
ω1t 0 . . . 0
0
√
ω2t . . . 0
...
...
. . .
...
0 0 . . .
√
ωnT

.
(2.3)
That is, t
ind∼ N(0,Ωt) where
Ωt[i,i′] =
 ωit i = i
′
ψii′
√
ωitωi′t i 6= i′
.
We specify the following mixing distributions:
θijk ∼ N(0, τ2θijξk) i, j = 1, . . . , n, k = 1, . . . , p (2.4)
ωit = ωi,t−1 + βi(αi − ωi,t−1) +√ωi,t−1eit i = 1, . . . , n t = 2, . . . , T
et ∼ N(0, τ2ωi).
(2.5)
We specify that the variance of θijk around 0 is the product of ξ
k and τ2θij . If we constrain
ξ to be between 0 and 1 (see (2.7)), we are enforcing shrinkage towards 0 more rigorously for
longer lags. A relatively large ξ value will result in little shrinkage while a smaller ξ will apply
a lot of shrinkage as k increases. This reflects the belief that more recent lags are more relevant
for predicting future observations, which is in line with the Minnesota prior philosophy. Then,
τθij is meant to have a similar function as κi/κj in the BVAR described in Chapter 1 and
account for differing scales between series i and j.
In 2009, Lewandowski et al. (2009) presented a density for a correlation matrix which is
now known as the LKJ distribution. The Lewandowski, Kurowicka and Joe distribution has
become a favorable prior distribution for use in assigning priors to correlation matrices. The
LKJ(η) distribution is a distribution over all possible correlation matrices. If Σ ∼ LKJ(η) then
p(Σ) = g(η, n)|Σ|η−1. Here, we take g(η, n) to be the normalizing constant that depends on η
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and the dimension,n. The details of this normalizing constant are given in Lewandowski et al.
(2009). These symmetric matrices will have 1 on the diagonal elements and values between -1
and 1 on the off diagonals while maintaining positive-definiteness. The shape parameter η > 0
controls the placement of the mass of the distribution. If η < 1 then the density of Σ is lowest
at the identity matrix. If η > 1, then the mode of the distribution is positioned at the identity
matrix. We let η = 1 in our application, which corresponds to a uniform distribution over all
positive definite correlation matrices.
A priori, we can then independently specify distributions for the variance parameters that
allow for periods of higher and lower variance. We choose a well-known stochastic volatility
model where the variance follows a mean-reverting process, shown in (2.5). This first order
autoregressive process was first introduced in Cox et al. (1985). Cox explains that, for strictly
positive αi, βi, the βi parameter controls how quickly the i
th variance process reverts back to
the long-run mean, αi. Half Cauchy priors are assigned to these parameters as an attempt to
be uninformative. Variance parameters must be positive so in practice we specify a truncated
normal distribution so that there is no mass placed below zero. Note that the variance of the
variance of the ith series at time t is V ar(ωit) = τ
2
ωiωi,t−1. τ
2
ωi controls the overall variability
of the variance for the ith series while the inlcusion of ωi,t−1 dictates local variability changes
and implies larger variances tend to go along with higher volatility.
It is possible to specify any reasonable variance structure here instead of the one we have
proposed. In particular, it is also common to specify the following structures which may be
preferred depending on the data. In the first equation, we can restrict the autoregressive process
to be stationary by assigning βi a prior that only takes on mass between -1 and 1. The second
equation specifies a more parsimonious variance structure that assumes a random walk on the
log variances.
log(ωit) = αi + βi(log(ωi,t−1)− αi) + eit
log(ωit) = log(ωi,t−1) + eit.
(2.6)
The hierarchical model is completed by specifying the following priors:
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Ψ ∼ LKJ(1),
αi ∼ Half Cauchy(0, 1) i = 1, . . . , n,
βi ∼ Half Cauchy(0, 1) i = 1, . . . , n,
ωi,1
iid∼ N(ai, bi)I(ωi,1 > 0) i = 1, . . . , n,
τθij ∼ Half Cauchy(0, 1) i, j = 1, . . . , n,
τωi ∼ Half Cauchy(0, 1) i = 1, . . . , n,
ξ ∼ Unif(0, 1).
(2.7)
Several of the hierarchical variance parameters are chosen to have half Cauchy priors. The
half Cauchy distribution has come to play an important role in the modeling of variance pa-
rameters in hierarchical models Gelman et al. (2006). The heavy tails of the half Cauchy allows
the model to capture large deviations around the common mean, if needed. Non-zero mass at
0 allows it to become very small when appropriate, unlike the inverse-Gamma.
Estimation
We have now specified a complete joint probability distribution for the unknowns and the
data. Denote collections of parameters as: ω = {ωit : i = 1, . . . , n, t = 1, . . . , T}, τθ = {τθij :
i, j = 1, . . . , n}, τω = {τωi : i = 1, . . . , n},α = {αi : i = 1, . . . , n},β = {βi : i = 1, . . . , n}. The
joint probability distribution for the data and unknowns can be written as:
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f(Y T ,θ,ω,Ψ, τθ, τω,α,β, ξ)
=
(
T∏
t=1
f(yt | Y t−1,θ,ω,Ψ, )
)
f(θ | τθ, ξ)
×
(
n∏
i=1
f(ωi1)
)(
n∏
i=1
T∏
t=2
f(ωit | ωi,t−1, τωi, αi, βi)
)
× f(τω)f(τθ)f(Ψ)f(α)f(β)
=
(
T∏
t=1
(2pi)−
n
2 |Ωt|− 12 e(−
1
2
(yt−Wtθ)TΩ−1t (yt−Wtθ))
)
P∏
k=1
n∏
i=1
n∏
j=1
(2piτ2θijξ
k)−
1
2 e
− 1
2τ2
θij
ξk
θ2ijk
×
(
n∏
i=1
T∏
t=2
(2piτ2ωiωi,t−1)
− 1
2 e−
1
2b2
(ωit−(ωi,t−1+βi(αi−ωi,t−1)))2
)
×
 n∏
i=1
n∏
j=1
2I(τθij > 0)
pi(1 + τθij)
( n∏
i=1
2I(τωi > 0)
pi(1 + τωi)
)
n∏
i=1
(2pib2)−
1
2 e−
1
2b2
(ωi1−a)2
× I(ξ ∈ (0, 1))(g(η, n)I(|Ψ| > 0))
(
n∏
i=1
2I(αi > 0)
pi(1 + αi)
)(
n∏
i=1
2I(βi > 0)
pi(1 + βi)
)
.
This complicated joint distribution as well as the latent variables involved in this model
suggest Bayesian MCMC techniques for inference. In particular, we employ a Metropolis within
Gibbs algorithm where the parameters are successively sampled from their conditional poste-
riors. θ is the only parameter for which the conditional posterior is available in closed form.
For parameters whose conditional posteriors are not analytically available, we use Metropolis
Hastings methods.
Write the prior for θ as θ ∼ N(0,V θ). i.e., f(θ | V θ) =
∏n
i=1
∏n
j=1
∏P
k=1N(θijk | 0, ξkτ2θij).
Then we can write the conditional posterior as:
θ | · ∼ N(θ¯, V¯θ)
V¯θ =
(
T∑
t=1
W Tt Ω
−1
t Wt + V
−1
θ
)−1
θ¯ = V¯θ
(
T∑
t=1
W Tt Ω
−1
t yt
)
.
(2.8)
It is helpful to start off the Gibbs algorithm at reasonable starting values. We use OLS
estimates as starting values for θ and then collect the residuals from the OLS fit. A spline
18
is then fit to the squared residuals to approximate the dynamic variance for each series. The
spline fits are used as starting values for the {ωit : i = 1, . . . , n t = 1 . . . , T}. We collect the
estimated slope and intercept of the variance starting values regressed on their first lag and
solve for starting values of αi and βi.
In addition to carefully choosing starting values, one can also improve the performance of
the Gibbs algorithm by tuning the tuning parameters for the random walk Metropolis steps.
We use the burn-in part of the chain to do this. First, the burn-in period is split into chunks.
Each chunk is used to re-calculate the tuning parameters. For single parameters, this tuning
parameter is a single variance. For parameters updated in chunks, this tuning parameter is a
covariance matrix. Tuning parameters are taken to be a weighted average of the past chunk’s
tuning parameter and the observed variance or covariance of the current chunk. The idea is
that little chain movement will indicate a need for a smaller jump variance. A lot of chain
movement will indicate a need for larger jump variance.
Algorithm (1) details the Gibbs algorithm for sampling from the joint posterior distribution.
Algorithm 1. Gibbs algorithm for SSV-BVAR model. {Σωt}Tt=1,Σψ, {vτθij}ni,j=1, {vτωi}ni=1, {vαi}ni=1,
and {vβi}ni=1 are tuning parameters. These can be updated using the first B iterations of the
chain and then held fixed.
1. Choose starting values for all parameters and set tuning parameters. For iteration r =
1, . . . , R:
2. θ | · Sample θ(r) from f(θ | Ψ(r−1),ω(r−1),Y T ) as in (2.8).
3. {ω1t, . . . , ωnt} | · For t = 1, . . . , T sample ω∗t from N(ω(r−1)t ,Σωt). Set ω(r)t = ω∗t
with probability αωt and set ω
(r)
t = ω
(r−1)
t otherwise where
αωt = min
(
1,
f(ω∗t | Y T , {ω(r)s }s<t, {ω(r−1)s }s>t,α(r−1),β(r−1),θ(r))
f(ω
(r−1)
t | Y T , {ω(r)s }s<t, {ω(r−1)s }s>t,α(r−1),β(r−1),θ(r))
)
.
Form for f(ωt | ·) depends on t and is given in the appendix.
4. Ψ | · Sample n(n−1)/2 elements from N(vec(Ψ),Σψ) for fixed Σψ and organize into
N × N matrix Ψ∗. Let Ψ(r) = Ψ∗ with probability αΨ and Ψ(r) = Ψ(r−1) otherwise
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where
αΨ = min
(
1,
f(Ψ∗)
∏T
t=1 f(yt | Y t−1,θ(r),ω(r)t ,Ψ∗)
f(Ψ(r−1))
∏T
t=1 f(yt | Y t−1,θ(r),ω(r)t ,Ψ(r−1))
)
5. {τθij} | · For i, j = 1, . . . , n, sample τ∗θij from N(τ (r−1)θij , vτθij ) for a fixed vθij . Set
τ
(r)
θij = τ
∗
θij with probability ατθij and τ
(r)
θij = τ
(r−1)
θij otherwise where
ατθij = min
1, f(θ(r)ij | τ∗θij , ξ(r−1))f(τ∗θij)
f(θ
(r)
ij | τ (r−1)θij , ξ(r−1))f(τ (r−1)θij )

6. ξ | · Sample ξ∗ from N(ξ(r−1), vξ) for a fixed vξ. Set ξ(r) = ξ∗ with probability αξ
and ξ(r) = ξ(r−1) otherwise where
αξ = min
1, f(θ(r)ij | τ (r)θij , ξ∗)f(ξ∗)
f(θ
(r)
ij | τ2(r)θij , ξ(r−1))f(τ (r)θij , ξ(r−1))

7. τωi | · For i = 1, . . . , n, sample τ∗ωi from N(τ (r−1)ωi , vτωi) for a fixed vτωi . Set τ (r)ωi = τ∗ωi
with probability ατω and set τ
(r)
ωi = τ
(r−1)
ωi otherwise where
ατωi = min
1,
(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1, α(r−1)i , βi,(r−1) τ∗ωi)
)
f({τ∗ωi})(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1, α(r−1)i , β(r−1)i , τ (r−1)ωi )
)
f({τ (r−1)ωi })

8. αi | · For i = 1, . . . , n, sample α∗i from N(α(r−1)i , vαi) for a fixed vαi . Set α(r)i = α∗i
with probability ααi and set α
(r)
i = α
(r−1)
i otherwise where
ααi = min
1,
(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1, α∗i , βi,(r−1) τ (r)ωi )
)
f({α∗i })(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1, α(r−1)i , β(r−1)i , τ (r)ωi )
)
f({α(r−1)i })

9. βi | · For i = 1, . . . , n, sample β∗i from N(β(r−1)i , vβi) for a fixed vβi . Set β(r)i = β∗i
with probability αβi and set β
(r)
i = β
(r−1)
i otherwise where
αβi = min
1,
(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1, α(r)i , β∗i , τ (r)ωi )
)
f({β∗i })(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1, α(r)i , β(r−1)i , τ (r)ωi )
)
f({β(r−1)i })

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2.1.2 Shrinkage Bayesian VAR (S-BVAR)
A conjugate prior model formulation for the coefficients θ and error covariance matrix Ω
would be a more computationally convenient way to apply the shrinkage method. The following
is very similar to the class of models discussed thoroughly in Giannone et al. (2010). We write
the data model this time as:
yTt = z
T
t Θ + 
T
t t ∼ N(0,Ω). (2.9)
Note that here Θ is a matrix of dimension (nP × n). Column i of Θ corresponds to the
coefficients involved in equation i. Stack the data to get:
Y =
[
1T
T⊗
t=1
zTt
]
Θ +E
= ZΘ +E.
(2.10)
Assign the following distributions:
Θ | Ω, δ ∼MNnP,n(Θ,Ω,Λ)
Ω | δ ∼ inverse Wishartν(K).
(2.11)
In (2.11), the matrix Θ is assigned a matrix normal distribution. The mean vector, Θ, is
the same dimension as Θ - (nP × n). Ω is the error covariance matrix and is n × n. Λ is
(nP × nP ). The matrix normal distribution translates to a multivariate normal distribution
as:
θ = [θT1 , . . . ,θ
T
n ]
T ∼ N([θT1 , . . . ,θTn ]T ,Ω⊗Λ).
Written in this form, it is clear to see that we impose a kronecker structure on the prior
covariance matrix of θ. Such a kronecker structure is not imposed in the previous model.
We can construct Θ so that:
E(θpijk | Ω, δ) = θpijk =
 1 i = j and k = 10 otherwise (2.12)
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Then, let K and Λ be defined as the diagonal matrices:
K = diag(κ1, . . . , κn)
Λ = diag(λ11, λ21, . . . , λnP ).
(2.13)
Setting
λjk =
pi1(ν − n− 1)
kpi2κj
leads to the prior variance on the coefficients of
V (θijk | δ) =
(
κi
ν − n− 1
)
pi1(ν − n− 1)
kpi2κj
=
κi
κj
pi1
kpi2
.
The purpose of the κi and κj parameters in the prior variance of θijk is to scale it appro-
priately to the explanatory series and the series of interest. pi1 is considered a global shrinkage
parameter. pi2 also plays a shrinkage roll as it appears as the exponent of the lag in the
denominator. The larger pi2 gets, the more rigorous the shrinkage.
The hyperparameters are collected into the vector δ = (κ1, . . . , κn, pi1, pi2). Instead of setting
these to tried-and-true values, we take a hierarchical approach. Independent half-Cauchy priors
with location 0 and scale 1 are placed on each of these. That is,
δ[h]
iid∼ Half Cauchy(0, 1). (2.14)
The half-Cauchy distribution is again used as an attempt to be non-informative as opposed
to the Gamma and inverse Gamma distributions as suggested in Giannone et al. (2010). This
data-driven approach will consider both model-complexity and goodness-of-fit.
We follow Kadiyala and Karlsson (1997) and set the degrees of freedom for the inverse-
Wishart distribution to ν = n + 2. This is the lowest ν can get while still maintaining the
existence of a prior expectation of Ω.
Estimation
The joint posterior distribution can be written as:
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f(Y T ,Θ,Ω, δ)
∝
(
T∏
t=1
f(yt | Y t−1,Θ,Ω)
)
f(Θ | Ω, δ)f(Ω | δ)f(δ)
=
(
(2pi)−
nT
2 |Ω|−T2 e(− 12 tr[(Y −ZΘ)TΩ−1(Y −ZΘ)])
)
× (2pi)−n
2P
2 |Ω|−nP2 |Λ|−n2 e− 12 tr[Ω−1(Θ−Θ)TΛ−1(Θ−Θ)]
× |K|
ν
2
2
νn
2 Γp(
ν
2 )
1
|Ω|− ν+n+12 e− 12 tr[KΩ−1]
(
2∏
h=1
1
pi(1 + pi2h)
)(
n∏
i=1
1
pi(1 + κ2h)
)
.
(2.15)
Conditional on the parameters in δ, the computations are the same as for traditional
Bayesian normal-inverse Wishart analyses. The joint conditional posterior for (Θ,Ω) con-
ditional on δ can be sampled from by sampling from the distributions for Ω and Θ as shown
below. It can be shown (see Karlsson (2012)) that:
f(Θ,Ω | δ,Y T ) ∝ f(Θ | Ω, δ,Y T )f(Ω | δ,Y T )
Θ | Ω, δ,Y T ∼MVN(Θ¯,Ω, Λ¯)
Ω | δ,Y T ∼ iW (T + ν, K¯),
(2.16)
where we have the following identities:
Λ¯−1 = Λ−1 +ZTZ
Θ¯ = Λ¯(Λ−1Θ +ZY )
K¯ = K + (Y −ZT Θˆ)T (Y −ZT Θˆ)+
(Θ− Θˆ)T (Λ + (ZTZ−1)(Θ− Θˆ).
(2.17)
In the above we define Θˆ to be the OLS estimate of Θ: Θˆ =
(
ZTZ
)−1
ZTY .
The posterior distributions for the hyperparameters in δ are not available analytically. We
can sample these from their conditional posterior using Metropolis steps. One Gibbs algorithm
can be described as in Table 2
Algorithm 2. Gibbs algorithm for S -BVAR model. Σpi and Σκ are tuning parameters. These
can be updated using the first B iterations of the chain and then held fixed.
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1. Choose starting values, δ(0) = (pi(0),κ(0))T . For iteration r = 1, . . . , R:
2. Θ,Ω | · Sample Ω(r) from f(Ω | δ(r−1),Y T ) and then sample Θ(r) from f(Θ |
Ω(r), δ(r−1),Y T ) as given in (2.16) and (2.17)
3. pi1, pi2 | · Sample pi∗ from N(pi(r−1),Σpi) where Σpi is fixed. Set pi(r) = pi∗ with
probability αpi and pi
(r) = pi(r−1) with probability 1− αpi where
αpi = min
(
1, f(Θ
(r)|Ω(r),pi∗,κ(r−1))f(pi∗)
f(Θ(r)|Ω(r),pi(r−1),κ(r−1))f(pi(r−1))
)
4. κ1, . . . κn | · Sample κ∗ from N(κ(r−1),Σκ) where Σκ is fixed. Set κ(r) = κ∗ with
probability ακ and κ
(r) = κ(r−1) with probability 1− ακ where
ακ = min
(
1, f(Θ
(r)|Ω(r),pi(r),κ∗)f(κ∗)
f(Θ(r)|Ω(r),pi(r),κ(r−1))f(κ(r−1))
)
2.2 Dynamic Lag
VARs are widely used in macroeconomic forecasting using both frequentist and Bayesian
estimation settings. Chapter 1 discussed some topics in Bayesian estimation of VARs includ-
ing the importance of shrinkage to help avoid overfitting. Above discussed two formulations
of BVARs incorporating shrinkage. Another way of avoiding overfitting would be to carefully
select the ideal lag, thus enforcing a very specific sparsity pattern in the coefficient vector. To
the best of our knowledge, there hasn’t been an emphasis on lag selection in the literature on
BVARs and the lag is most often assumed. The models we propose have the vector autoregres-
sive form but the lag is considered as an unknown and time-varying parameter and is integrated
into the MCMC algorithm. We allow the state of the process to be characterised not only by the
lag but also by the coefficients. These models have the advantage of automatic model selection
as well as the flexibility of allowing for structure shifts over time. However, Markov-switching
VARs as well as time-varying parameter VARs were built to address structure shifts over time
and well known in the literature and so we emphasize the ability to perform inference on the
random lag as the main benefit.
The first way the proposed models differ from most existing BVARs is that they involve
quantification of the uncertainty on the lag. The lag is most often assumed or decided upon
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using a criterion such as AIC or BIC to choose the ”best” model without admitting, or quanti-
fying, uncertainty. The proposed models will assign posterior probabilities to the lags allowing
us to recognize this uncertainty in our forecasts. Assuming the lag has the potential risk of
underestimating or overestimating how many lags a future value depends on. In the first case,
we are underparameterizing our model. In the second case, we are overparameterizing our
model and estimating parameters that really should be 0, which undermines the accuracy of
the predictions. This chapter details a method to integrate the lag structure into MCMC es-
timation in a hierarchical Bayesian VAR. We allow the latent lag to vary over time according
to a first order Markov process. A similar concept is shown in Li et al. (2013) in which the
authors used MCMC techniques to simultaneously estimate regime states and within-regime
parameters. This concept, applied to Bayesian VARs, not only works in a situation where the
lag structure changes, but also performs well in situations where there is really one true lag
and mean structure that holds for all time points. This will be shown in a simulation study.
We also introduce a unique hierarchical structure. It is most common to see Bayesian VARs
specified with a single level for the priors on the parameters, often following the Minnesota
prior or a variation of it. In Chapter 1, we discussed the Giannone et al. (2010) paper which
suggested imposing a prior on the shrinkage parameters that enter into the prior variance
of the coefficients around 0. In the first model we further introduce a mixing scheme that
introduces strategic dependencies between the coefficients by introducing random mean and
variance parameters. Not only do hierarchical models have the theoretical justification of de
Finnetti’s theorem using exchangeability, but they are also known for being better able to fit
large datasets without overfitting. True exchangeability could be questioned in our application,
but the advantages of assuming a hierarchical structure are the true motivators.
2.2.1 Time varying lag stochastic volatility Bayesian VAR (TVLSV-BVAR)
2.2.1.1 Model formulation
We will introduce the concept of estimating the lag parameter by first focusing on a model
where there is a single lag p. Allow P to represent the max lag we are willing to consider.
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Then, p ∈ {1, . . . , P}. In the model below, each series depends on p lags of each of the series
in the model and we would like to estimate the posterior distribution of p, f(p | Y T ). Let the
presence of the superscript p imply that the dimension and/or interpretation of the quantity
depends on the value of p, e.g., θ
(p)
ijk 6= θ(p
′)
ijk .
Some identities will be useful when writing the model and deriving posteriors. Define the
(np× nP ) matrix-valued function used to construct the model matrix:
C(p) =
(
Inp×np 0np×nP−np
)
. (2.18)
Also define the (n2p × n2P (P + 1)/2) matrix-valued function used to choose the relevant
coefficients:
D(p) =
(
0n2p×n2 0n2p×2n2 . . . In2p×n2p . . . 0n2p×n2P
)
. (2.19)
The data model can be represented as:
y1t
...
ynt
 =

∑n
j=1
∑p
k=1 θ
(p)
1jkyk,t−k + 1t
...∑n
j=1
∑p
k=1 θ
(p)
njkyj,t−k + nt

or using the equations in (2.18) and (2.19),
yt = Wt(p) [D(p)θ] + t
= Wt(p)θ
(p) + t,
(2.20)
where Wt(p) = In ⊗ (C(p)zt)T and zt = (yTt−1, . . . ,yTt−P )T . Write the P (P+1)2 n2 × 1
dimensional full parameter vector θ as:
θ = ((θ(1))T , . . . , (θ(P ))T )T
θp = ((θ
(p)
1 )
T , . . . , (θ(p)n )
T )T
θ
(p)
i = (θ
(p)
i11, θ
(p)
i12, . . . , θ
(p)
i1p, θ
(p)
i21, θ
(p)
i22, . . . , θ
(p)
i2p, . . . , θ
(p)
inp)
T .
θ
(p)
i collects all the coefficients in the predictive equation for yit when the lag is equal to p.
For i = 1, . . . , n, the matrix D(p) picks out θ
(p)
i from θ and stacks them into the vector θ
(p).
A simple example should help illustrate the functions of Wt and D. Let the maximum
number of lags we are willing to consider be P = 3. Also, set p = 2 and n = 2.
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Wt(p) = In ⊗ (C(p)zt)T
= I2 ⊗

(
I4 04×2
)

y1,t−1
y2,t−1
y1,t−2
y2,t−2
y1,t−3
y2,t−3


T
=
(y1,t−1, y2,t−1, y1,t−2, y2,t−2) 0
0 (y1,t−1, y2,t−1, y1,t−2, y2,t−2).

So Wt(p) is a block diagonal matrix where the vectors on the diagonals are the stacked data
lags ordered first by lags, then by series. Now consider the construction of D(p). We want to
pick out the elements of θ that are relevant to the mean model where we are considering p = 2
lags. Corresponding to the ordering of the elements of Wt(p), the order of θ
(p)
i will be first by
explanatory series, then by lag starting from most recent, for each series being predicted.
D(p)θ =
(
08×4 I8 08×12
)
θ(1)
θ(2)
θ(3)

= θ(2).
Thus, we can write the mean model as:
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Wt(p)D(p)θ =
(y1,t−1, y2,t−1, y1,t−2, y2,t−2) 0
0 (y1,t−1, y2,t−1, y1,t−2, y2,t−2)


θ
(2)
111
θ
(2)
121
θ
(2)
112
θ
(2)
122
θ
(2)
211
θ
(2)
221
θ
(2)
212
θ
(2)
222

.
Writing the mean model as above making use of functions Wt() and D() allows us to derive
the conditional posterior for θ using all the relevant data. This will be made more explicit in
what follows, with derivations of the posteriors available in the appendix.
We specify the following mixing distributions:
θ
(p)
ijk ∼ N(φijk, τ2θij) i, j = 1, . . . , n, p = 1, . . . , P − 1, k = 1, . . . , p,
θ
(P )
ijP ∼ N(0, τ2θij) i, j = 1, . . . , n,
φijk ∼ N(0, σ2ij) i, j = 1, . . . , n, k = 1, . . . P − 1.
(2.21)
And we let σij
iid∼ Half Cauchy(0, 1) for i, j = 1, . . . , n. Further, assume the same mixing
distributions and priors on (ω,Ψ,α,β, τω, τθ) as assumed in (2.5) and (2.7).
The distribution assigned to θ
(p)
ijk specifies that we believe the coefficients corresponding to
predictive series i and the kth lag of the jth explanatory series are draws from some common
distribution. That is, the effect of the jth lag of the kth series on series i should be related
across all states indexed by lag p. The idea is that, instead of setting this common mean to a
fixed value such as 0 or 1, we estimate its distribution in another level of the hierarchy. This
introduces a dependence between the coefficients sharing the same role across different states.
Note that we are no longer specifying the shrinkage priors as in section 2.1. Instead, we are
relying on sparsity to avoid overfitting.
So far we have been focusing on the model for a single fixed lag, p. Now consider the dynamic
lag case where, instead of a single fixed p, we have a series of lags {pt}Tt=1 each of which have an
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associated probability distribution. We introduce a model selection method where the dynamic
lag, or state, is estimated as a latent variable. The method incorporates the latent lag into the
estimation process by allowing it to be dynamic and change over time according to a discrete-
valued first order Markov process. The Markov process evolves according to a transition matrix
which is further assigned a prior distribution.
Although one could consider mean models indexed by lags to be nested, this model assumes
the coefficients vary depending on the lag, as was suggested by the notation in the previous
section. Therefore, we are simultaneously modeling the behavior of the process across states
as well as its behavior within states. We call this model a time varying lag stochastic volatility
BVAR, or TVLSV-BVAR for short. In contrast, we also will introduce a time varying lag BVAR
which does not incorporate stochastic volatility. This computationally-convenient model, which
is discussed in the following section, assumes the normal-inverse Wishart prior and incorporates
the unknown shrinkage hyperparameters into the MCMC.
Rewrite the data model to incorporate the time varying lag as:
y1t
...
ynt
 =

∑n
j=1
∑pt
k=1 θ
(pt)
1jk yj,t−k + 1t
...∑n
j=1
∑pt
k=1 θ
(pt)
njkyj,t−k + nt

or
yt = Wt(pt)D(pt)θ + t
= Wt(pt)θ
(pt) + t t ∼ N(0,Ωt).
(2.22)
Wt(pt) and D(pt) are defined like before but now the number of lags they contain will
change over time according to pt.
We specify a joint distribution for {pt}Tt=1. Distributions on the pt are specified conditional
on the value of the previous pt−1 as well as hyperparameters contained in a P ×P rate matrix
Q. Let
f(p0, p1, . . . , pT | Q) = f(p0)
T∏
t=1
f(pt | pt−1,Q).
As in Li et al. (2013), the elements of the rate matrix Q are such that Q[p,p′] > 0 for p 6= p′ and∑P
p′=1Q[p,p′] = 0 for all p = 1, . . . , P . Then, the sums accross the rows of expm(Q) will all be
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equal to 1 where expm represents the matrix exponential. The matrix exponential of a matrix,
X can be represented by the power series expm(X) =
∑∞
h=1
1
h!X
h. The probability that, from
time t to t + 1, we go from an equation depending on p lags to an equation depending on p′
lags is expm(Q)[p,p′]. We write
f(pt+1 = p
′ | pt = p,Q) = expm(Q)[p,p′]. (2.23)
The prior for p0, the initial lag parameter, can be specified as any probability mass function
over the set {1, . . . , P}. One option would be a truncated Poisson distribution, possibly with
more weight at lower lags to encourage sparsity. We choose a flat prior over the set {1, . . . , P}.
Priors on the off diagonal elements of Q are
Q[p,p′]
iid∼ Exp(1) for p > p′.
The exponential distribution with rate equal to one was chosen as the prior for Q[p,p′] to
represent our beliefs that the off diagonals of Q are small. That is, we believe that the process
is likely to stay in the same state and not move to another state in the next transition.
We could alternatively have viewed the estimation problem as a model selection problem
that involves changing parameter space dimension. Let Υ(p) be the collection of all the un-
knowns that depend on p. That is, Υ(p) = (θp,φp). Then let ϕ be the collection of all
parameters shared between all models. Define all unknowns for the model indexed by p to be
Λ(p) = (Υ(p),ϕ). The joint posterior is:
f(p,Λ(p) | Y T ) ∝ f(Y T | Λ(p), p)f(Λ(p) | p)f(p)
and can be factored as:
f(p,Λ(p) | Y T ) = f(p | Y T )f(Λ(p) | Y T , p).
Consider the sample space of the chain where each state of the chain is (p,Λ(p)). Λ(p) lives in
the space Ξp, whose dimension depends on p. Thus, the sample space of the chain is the union
over all within-model sample spaces: Ξ = ∪p=1,...,P ({p}×Ξ(p)). Ideally, the chain will mix over
the sample space Ξ, converging to the desired posterior distribution. This is a situation where
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the dimension of the chain is allowed to change over time. Such trans-dimensional chains can
be dealt with, while preserving the necessary detailed balance condition, using an extension of
Metropolis Hastings first described in Green (1995) called reversible jump MCMC. A recent
overview of RJMCMC is Green and Hastie (2009).
As with ordinary MCMC, RJMCMC maintains the detailed balance condition by consider-
ing the forward move from the current to proposed state and the backwards move from the pro-
posed state to the current state, simultaneously. Moving between states (Υ(p), p) and (Υ(p
′), p′)
involves generating random vectors of different dimensions for the forwards and backwards
move. Let u represent the vector of random numbers we generate for the forward move, and u′
the vector of random numbers we generate for the backward move. Green shows that it is suffi-
cient for the necessary detailed balance condition by ensuring that |Υ(p)|+ |u| = |Υ(p′)|+ |u′|.
We have, however, proposed an MCMC algorithm which explores a space of the same
dimension across all draws. This is done by using the indicator matrices C and D and by
allowing the lag to be dynamic, as described above. The next section describes how we perform
inference simultaneously on all of the unknowns, including the dynamic lag.
Estimation
Define σ = {σij : i, j = 1, . . . , n} and p = {pt : t = 0, 1, . . . , T}. The joint probability
distribution for the data and unknowns can be written as:
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f(Y T ,θ,φ,ω,Ψ,p, τθ,σ, τω,α,β,Q)
∝
(
T∏
t=1
f(yt | Y t−1,θ,ω,Ψ,p)
)
f(θ | φ, τθ)f(φ | σ)
×
(
n∏
i=1
f(ωi1)
)(
n∏
i=1
T∏
t=2
f(ωit | ωi,t−1, τω,α,β)
)(
T∏
t=1
f(pt | pt−1,Q)
)
× f(τω)f(τθ)f(σ)f(p0)f(Q)f(Ψ)f(α)f(β)
=
(
T∏
t=1
(2pi)−
n
2 |Ωt|− 12 e(−
1
2
(yt−Wt(pt)D(pt)θ)TΩ−1t (yt−Wt(pt)D(pt)θ))
)
×
P∏
p=1
p∏
k=1
n∏
i=1
n∏
j=1
(2piτ2θij)
− 1
2 e
− 1
2τ2
θij
(θ
(p)
ijk−φijkI(k 6=P ))2
×
p∏
k=1
n∏
i=1
n∏
j=1
(2piσ2ij)
− 1
2 e
− 1
2σ2
ij
φ2ijk
n∏
i=1
(2pib2)−
1
2 e−
1
2b2
(ωi1−a)2
×
(
n∏
i=1
T∏
t=2
(2piτ2ωiωi,t−1)
− 1
2 e−
1
2b2
(ωit−(ωi,t−1+βi(αi−ωi,t−1)))2
)
T∏
t=1
expm(Q))[pt−1,pt]
×
 n∏
i=1
n∏
j=1
2I(τθij > 0)
pi(1 + τθij)
( n∏
i=1
2I(τωi > 0)
pi(1 + τωi)
) n∏
i=1
n∏
j=1
2I(σij > 0)
pi(1 + σij)

× ( 1
P
I(p0 ∈ {1, . . . , P}))
(
P∏
k=1
P∏
k′=k
e−qkk′
)
(g(η, n)I(|Ψ| > 0))
×
(
n∏
i=1
2I(αi > 0)
pi(1 + αi)
)(
n∏
i=1
2I(βi > 0)
pi(1 + βi)
)
.
Again, the complicated joint distribution as well as the latent variables involved in this
model suggest Bayesian MCMC techniques for inference.
The full conditional posteriors for θ and φ are available in closed form and so these pa-
rameters are updated using a Gibbs step in the Metropolis within Gibbs algorithm. Let
the priors described in (2.21) be equivalently defined in vector form as θ ∼ N(θ,V θ). i.e.,
f(θ | θ,V θ) =
∏n
i=1
∏n
j=1
∏P
p=1
∏p
k=1N(θ
(p)
ijk | φijkI(k 6= P ), τ2θij).
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Then the full conditional posterior for θ is:
θ | · ∼ N(θ¯, V¯θ)
V¯θ =
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1t (Wt(pt)D(pt)) + V
−1
θ
)−1
θ¯ = V¯θ
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1t yt + V
−1
θ θ
)
.
(2.24)
Consider, in particular, the formula for the posterior mean of θ, θ¯. Elements of θ(p) will only
be updated using the yt for which pt = p.
Write the distribution on the φijk parameters in matrix form as φ ∼ N(0,V φ). i.e.,
f(φ | 0,V φ) =
∏n
i=1
∏n
j=1
∏P−1
k=1 f(φijk | 0, σ2ij).
Write prior for θ(p) for p = 1, . . . , P−1 as θ(p) ∼ N(Γ(p)φ,V θp) where Γ(p) is the appropriate
(n2p× n2(P − 1)) indicator matrix and V θp is the appropriate variance matrix with elements
of τθij . That is, Γ
(p) = In2 ⊗
[
Ip×p,0p×(P−1)−p
]
.
φ | · ∼ N(φ¯, V¯φ)
V¯φ =
V −1φ + P−1∑
p=1
((Γ(p))TV −1θp Γ
(p))
−1
φ¯ = V¯φ
P−1∑
p=1
(Γ(p))TV −1θp θ
(p)
 .
(2.25)
A derivation of (2.24) and (2.25) can be found in the appendix. The {pt}Tt=1 parameters
can also be updated using a Gibbs step as their conditional posteriors are analytically available.
The conditional posteriors are shown below.
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For t = 1, . . . , T − 1, p = 1, . . . , P
P (pt = p | ·) ∝ expm(Q)[pt−1,p]expm(Q)[p,pt+1]
× exp{−1
2
(yt −Wt(p)D(p)θ)TΩ−1t (yt −Wt(p)D(p)θ))}.
For t = T, p = 1, . . . , P
P (pT = p | ·) ∝ expm(Q)[pT−1,p]exp{−
1
2
(yT −Wt(p)D(p)θ)TΩ−1T (yT −WT (p)D(p)θ))}.
For t = 0, p = 1, . . . , P
P (p0 = p | ·) ∝ expm(Q)[p,p1].
(2.26)
The rest of the parameters do not have analytically available conditional posterior distri-
butions and are updating using Metropolis steps. Algorithm 3 details the MCMC procedure
we used.
Algorithm 3. Gibbs algorithm for TVLSV-BVAR model. {Σωt}Tt=1,Σpsi, {vτθij}ni,j=1, {vτωi}ni=1,
{vαi}ni=1, {vβi}ni=1, and vσij are tuning parameters. These can be updated using the first B it-
erations of the chain and then held fixed.
1. Choose starting values for all parameters and set tuning parameters. For iteration r =
1, . . . , R:
2. {pt} | · For t = 0, . . . , T , sample pt from the discrete distribution on {1, 2, ..., P} with
probabilities P (pt = p | θ(r−1),Ψ(r−1), {ω(r−1)it }, {p(r)s }s<t, {p(r−1)s }s>t,Y T ) as defined in
(2.45).
3. θ | · Sample θ(r) from f(θ | p(r),Ψ(r−1),ω(r−1),φ(r−1), τθ,Y T ) as in (2.24).
4. {ω1t, . . . , ωnt} | · For t = 1, . . . , T sample ω∗t from N(ω(r−1)t ,Σωt). Set ω(r)t = ω∗t
with probability αωt and set ω
(r)
t = ω
(r−1)
t otherwise where
αωt = min
(
1,
f(ω∗t | Y T , {ω(r)s }s<t, {ω(r−1)s }s>t,Ψ(r−1),θ(r), p(r)t )
f(ω
(r−1)
t | Y T , {ω(r)s }s<t, {ω(r−1)s }s>t,Ψ(r−1),θ(r), p(r)t )
)
.
Form for f(ωt | ·) depends on t and is given in the appendix.
34
5. Ψ | · SampleN(N−1)/2 elements fromN(vec(Ψ(r−1)),Σψ) for fixed Σψ and organize
into N×N symmetric matrix Ψ∗. Let Ψ(r) = Ψ∗ with probability αΨ and Ψ(r) = Ψ(r−1)
otherwise where
αΨ = min
(
1,
f(Ψ∗)
∏T
t=1 f(yt | Y t−1,θ(r), p(r)t ,ω(r)t ,Ψ∗)
f(Ψ(r−1))
∏T
t=1 f(yt | Y t−1,θ(r), p(r)t ,ω(r)t ,Ψ(r−1))
)
.
6. φ | · Sample φ(r) from f(φ | θ(r),σ(r−1)}, τ (r−1)θ }) as described in (2.25).
7. {τθij} | · For i, j = 1, . . . , n, sample τ∗θij from N(τ (r−1)θij , vτθij ) for a fixed vθij . Set
τ
(r)
θij = τ
∗
θij with probability ατθij and τ
(r)
θij = τ
(r−1)
θij otherwise where
ατθij = min
1, f(θ(r)ij | τ∗θij ,φ(r))f(τ∗θij)
f(θ
(r)
ij | τ (r−1)θij ,φ(r))f(τ (r−1)θij )
 .
8. {σij} | · For i, j = 1, . . . , n, sample σ∗ij from N(σ(r−1)ij , vσij) for a fixed vσij . Set
σ
(r)
ij = σ
∗
ij with probability ασij and σ
(r)
ij = σ
(r−1)
ij otherwise where
ασij = min
(
1,
f(φ
(r)
ij | σ∗ij)f(σ∗ij)
f(φ
(r)
ij | σ(r−1)ij )f(σ(r−1)ij )
)
.
9. τωi | · For i = 1, . . . , n, sample τ∗ωi from N(τ (r−1)ωi , vτωi) for a fixed vτωi . Set τ (r)ωi = τ∗ωi
with probability ατω and set τ
(r)
ωi = τ
(r−1)
ωi otherwise where
ατωi = min
1,
(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1,Ψ(r), α(r−1)i , β(r−1)i τ∗ωi)
)
f(τ∗ωi)(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1,Ψ(r), α(r−1)i , β(r−1)i , τ (r−1)ωi )
)
f(τ
(r−1)
ωi )
 .
10. αi | · For i = 1, . . . , n, sample α∗i from N(α(r−1)i , vαi) for a fixed vαi . Set α(r)i = α∗i
with probability ααi and set α
(r)
i = α
(r−1)
i otherwise where
ααi = min
1,
(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1,Ψ(r), α∗i , β(r−1)i τ (r)ωi )
)
f(α∗i )(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1,Ψ(r), α(r−1)i , β(r−1)i , τ (r)ωi )
)
f(α
(r−1)
i )
 .
11. βi | · For i = 1, . . . , n, sample β∗i from N(β(r−1)i , vβi) for a fixed vβi . Set β(r)i = β∗i
with probability αβi and set β
(r)
i = β
(r−1)
i otherwise where
αβi = min
1,
(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1,Ψ(r), α(r)i , β∗i τ (r)ωi )
)
f(β∗i )(∏T
t=2
∏n
i=1 f(ω
(r)
it | ω(r)i,t−1,Ψ(r), α(r)i , β(r−1)i , τ (r)ωi )
)
f(β
(r−1)
i )
 .
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12. Q[p,p′] | · For p 6= p′ = 1, . . . , P , sample Q∗[p,p′] from N(Q
(r−1)
[p,p′] ,ΣQ), and organize
into matrix Q∗. Set Q(r) = Q∗ with probability αQ and set Q(r) = Q(r−1) otherwise
where
αQ =
(∏
p>p′ f(Q
∗
[p,p′])
)(∏T
t=1 f(p
(r)
t | p(r)t−1,Q∗)
)
(∏
p>p′ f(Q
(r−1)
[p,p′] )
)(∏T
t=1 f(p
(r)
t | p(r)t−1,Q(r−1)
) .
As mentioned in Section 2.1.2, intelligent starting values helps the MCMC algorithm reach
convergence behavior faster. We fit VAR models of lags 1-P using ordinary least squares and
collect the residuals. We then use the OLS estimates of the coefficients estimated from VAR
models of lags 1-P for use as starting values for θ(1), . . . ,θ(P ). Then, for each time point,
we square the residuals and fit a smoothing spline to estimate the variance over time. These
fitted values from the smoothing spline can be used as starting values for ω. We collect the
estimated slope and intercept of the variance starting values regressed on their first lag and
solve for starting values of α and β. Starting values for the lags are more difficult to obtain.
For simplicity, we have initially set each lag to 1 with no problems, but the AIC criteria from
OLS fits could provide a good idea for starting values.
Forecasting
Prediction of future observations has a Bayesian model averaging flavor. We find point
prediction to be one of the advantages to this methodology because it is able to incorporate the
uncertainty of out-of-sample state changes. Let R indicate the total number of kept iterations
from the MCMC run. Then let r = 1, . . . , R. The expected value of the next unobserved
response vector is:
E(yT+1 | Y T ) = E(E(yT+1 | θ, pT+1,Y T ) | Y T )
= E(WT+1(pT+1)D(pT+1)θ | Y T )
=
∫ ∫
WT+1(pT+1)D(pT+1)θf(pT+1,θ | Y T )dpT+1 dθ
=
∫ ∫ ∫
WT+1(pT+1)D(pT+1)θf(pT+1, pT ,θ | Y T )dpT dpT+1 dθ
=
∫ ∫ (∫
WT+1(pT+1)D(pT+1)θf(pT+1 | Y T , pT ,θ)dpT+1
)
f(pT ,θ | Y T )dpT dθ.
(2.27)
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With MCMC samples of θ and pT denoted as θ
(r), p
(r)
T for r = 1, . . . , R as well as MCMC
samples of the elements of Q denoted as Q(r) for r = 1, . . . , R all from their posterior distribu-
tion, we have the following,
E(yT+1 | Y T ) ≈ 1
R
R∑
r=1
(∫
WT+1(pT+1)D(pT+1)θ
(r)f(pT+1 | Y T ,θ(r), p(r)T )dpT+1
)
≈ 1
R
R∑
r=1
P∑
pT+1=1
WT+1(pT+1)D(pT+1)θ
(r)expm(Q(r))
[p
(r)
T ,pT+1]
.
(2.28)
In equation (2.28), the inner summation averages out possibilities for the lag for time T +1.
Given that the current iteration r impiles a lag of p
(r)
T , we then apply a weighted average across
all possible lags for pT+1, weighting by the conditional probability expm(Q
(r))
[p
(r)
T ,pT+1]
. The
outer summation then averages over the posterior distribution for pT .
More generally, we can write the posterior predictive distribution as:
p(yT+1 | Y T ) =
∫
p(yT+1 | Y T , pT+1,θ,ωT+1,Ψ)f(pT+1,θ,ωT+1,Ψ | Y T )d(pT+1,θ,ωT+1,Ψ)
=
∫
p(yT+1 | Y T , pT+1,θ,ωT+1,Ψ)f(pT+1,ωT+1 | Y T , pT ,ωT ,Ψ,θ)
p(pT ,ωT ,Ψ,θ | Y T )d(pT+1, pT ,θ,ωT ,ωT+1Ψ).
(2.29)
The posterior predictive distribution is commonly used in model assesssment. In future sec-
tions, we will report the log of the estimated posterior predictive density for {yT+h | Y T+h−1 :
h = 1, . . . ,H}, which is obtained by integrating, via MCMC, over the parameters involved
in the data model. Using the same notation as above to define samples from the MCMC
procedure, we can sample R draws from f(pT+1,θ,ΩT+1 | Y T ) by doing the following:
For r = 1, . . . , R:
1. Draw (p
(r)
T+h−1,ω
(r)
T+h−1,Ψ
(r),θ(r)) from (pT+h−1,ωT+h−1,Ψ,θ | Y T ).
2. Draw (p
(r)
T+h,ω
(r)
T+h) from f(pT+h,ωT+h | Y T , p(r)T+h−1,θ(r),ω(r)T+h−1,Ψ(r)) by sampling
from the distributions described in (2.5) and (2.23).
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We will then calculate:
pˆ(yT+h | Y T ) ≈ 1
R
R∑
r=1
p(yT+h | Y T+h−1, p(r)T+h,ω(r)T+h,θ(r),Ψ(r)). (2.30)
We can think of the posterior predictive score as the strength of evidence in support of a
model. We will compare the posterior predictive scores from this model to that of the other
models discussed in this chapter. The next, and final model we discuss, is a time varying lag
Bayesian VAR which assumes constant volatility.
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2.2.2 Time varying lag Bayesian VAR (TVL - BVAR)
We introduce the model called the time varying lag BVAR (TVL - BVAR) as a more
computationally convenient and parsimonious alternative to the TVLSV - BVAR. The intent is
for this model to perform similarly in terms of point forecasts, although the variance of posterior
predictive distributions may suffer as a result of the simplification. This model assumes the
well known normal - inverse Wishart prior form on the coefficients and the error covariance
matrix and makes use of the Minnesota prior mean idea. We employ the hierarchical form of
the normal inverse Wishart prior where we impose priors on the hyper-parameters involved in
the distribution for the error covariance as suggested by Giannone et al. (2010). Thus, we have
conditionally conjugate posteriors for the coefficients as well as the data covariance matrix.
2.2.2.1 Model formulation
Let Θ = [θ1, . . . ,θn] where θi = ((θ
(1)
1 )
T , . . . , (θ
(P )
1 )
T )T . Then, column i of Θ consists of
the coefficients for predictive equation i, ordered by p. Similar to the model formulation for
TVLSV-BVAR, we define another matrix-valued function of the lag in order to pick out the
appropriate coefficients. Define C(p) as before and additionally define the (np×nP (P + 1)/2)
matrix:
B(p) =
(
0np×n 0np×2n . . . Inp×np . . . 0np×nP
)
.
We write the mean model as:
yTt = z
T
t C(pt)
TB(pt)Θ + 
T
t t ∼ N(0,Ω). (2.31)
Stack the data in the usual way to get:
Y =
[
1T
T⊗
t=1
zTt C(pt)
TB(pt)
]
Θ +E
= Z({pt}Tt=1)Θ +E.
(2.32)
In (2.32), note that we have created a new model matrix, Z({pt}Tt=1), which is a function
of all the lag variables. Given values for {pt}Tt=1 the form is identical to the usual conjugate
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form found in the literature. The dynamics of the new model matrix make it so that only the
data yt such that pt = p will be involved in the computation of the posterior distribution for
coefficients corresponding to a max lag of p.
The prior formulations parallel those described in the BVAR section except for now we do
not incorporate shrinkage with the lag. Assign the following distributions:
Θ | Ω, δ ∼MNnP (P+1)/2,n(Θ,Ω,Λ)
Ω | δ ∼ inverse Wishartν(K).
(2.33)
In (2.33), the matrix Θ is assigned a matrix normal distribution. The mean vector, Θ, is the
same dimension as Θ - (nP (P+1)/2×n). We choose this matrix to be a matrix with all elements
equal to 0. Ω is the error covariance matrix and is n× n. Λ is (nP (P + 1)/2× nP (P + 1)/2).
The matrix normal distribution translates to a multivariate normal distribution as:
θ = [θT1 , . . . ,θ
T
n ]
T ∼ N([θT1 , . . . ,θTn ]T ,Ω⊗Λ).
Then, let K and Λ be defined as the diagonal matrices:
K = diag(κ1, . . . , κn)
Λ = diag(λ
(1)
11 , λ
(2)
11 , λ
(2)
12 , λ
(3)
11 , λ
(3)
12 , λ
(3)
13 , . . . , λ
(P )
nP ).
(2.34)
Similar to the shrinkage model, letting
λ
(p)
jk =
pi1(ν − n− 1)
κj
leads to the prior variance on the coefficients of
V (θ
(p)
ijk | δ) =
(
κi
ν − n− 1
)
pi1(ν − n− 1)
κj
=
κi
κj
pi1.
As in the BVAR model, independent half-Cauchy priors with location 0 and scale 1 are
placed on each of these. That is,
δ[h]
iid∼ Half Cauchy(0, 1). (2.35)
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Estimation
The joint posterior distribution can be written as:
f(Y T ,Θ,Ω, δ, {pt}Tt=1)
∝
(
T∏
t=1
f(yt | Y t−1,Θ,Ω, pt)
)
f(Θ | Ω, δ)f(Ω | δ)f({pt}Tt=1 | Q)f(δ)f(p0)f(Q)
=
(
(2pi)−
nT
2 |Ω|−T2 e(− 12 tr[(Y −Z({pt}Tt=1)Θ)TΩ−1(Y −Z({pt}Tt=1)Θ)])
)
× (2pi)−n
2P (P+1)/2
2 |Ω|−nP (P+1)/22 |Λ|−n2 e− 12 tr[Ω−1(Θ−Θ)TΛ−1(Θ−Θ)]
× |K|
ν
2
2
νn
2 Γp(
ν
2 )
1
|Ω|− ν+n+12 e− 12 tr[KΩ−1]
(
T∏
t=1
expm(Q)[pt−1,pt]
)
× 2I(pi1 > 0)
pi(1 + pi21)
(
n∏
i=1
2I(κi > 0)
pi(1 + κ2i )
)(
P∏
k=1
P∏
k′=k
e−qkk′
)
(
1
P
I(p0 ∈ {1, . . . , P})).
(2.36)
The full conditional posteriors are available for both θ = vec(Θ) and Ω and are shown below
in (2.37) and (2.38). Derivations of these can be found in the appendix. The full conditional
posterior for {pt}Tt=0 has the same form as shown in the previous section in (2.29). The rest of
the parameters, δ and Q, do not have closed form conditional posterior distributions. Updating
details can be found in Algorithm 4.
θ | · ∼ N(θ¯, V¯θ)
V¯θ =
(
Ω−1 ⊗Λ−1 +
T∑
t=1
D(pt)
TWt(pt)
TΩ−1Wt(pt)D(pt)
)−1
θ¯ = V¯θ
(
T∑
t=1
D(pt)
TWt(pt)
TΩ−1yt
)
.
(2.37)
Ω | · ∼ iW (ν¯, K¯)
ν¯ = ν + T + nP (P + 1)/2
K¯ = K + ΘTΛ−1Θ +
T∑
t=1
(yt −Wt(pt)D(pt)θ)(yt −Wt(pt)D(pt)θ)T .
(2.38)
Algorithm 4. Gibbs algorithm for TVL-BVAR model. vpi,Σκ, and ΣQ are tuning parameters.
These can be updated using the first B iterations of the chain and then held fixed.
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1. Choose starting values for all parameters. For iteration r = 1, . . . , R:
2. {pt} | · For t = 0, . . . , T , sample pt from the discrete distribution on {1, 2, ..., P} with
probabilities P (pt = p | θ(r−1),Ω(r−1), {p(r)s }s<t, {p(r−1)s }s>t,Y T ) as defined in (2.29).
3. θ | · Sample θ(r) from f(θ | {p(r)t },Ω(r−1),Y T ) as in (2.37).
4. Ω | · Sample Ω(r) from f(Ω | θ(r), δ(r−1),Y T ) as in (2.38).
5. pi1 | · Sample pi∗1 from N(pi(r−1)1 , vpi) where vpi is fixed. Set pi(r)1 = pi∗1 with probability
αpi and pi
(r)
1 = pi
(r−1)
1 with probability 1− αpi where
αpi = min
(
1,
f(Θ(r)|Ω(r),pi∗1 ,κ(r−1))f(pi∗1)
f(Θ(r)|Ω(r),pi(r−1)1 ,κ(r−1))f(pi(r−1)1 )
)
.
6. κ1, . . . κn | · Sample κ∗ from N(κ(r−1),Σκ) where Σκ is fixed. Set κ(r) = κ∗ with
probability ακ and κ
(r) = κ(r−1) with probability 1− ακ where
ακ = min
(
1, f(Θ
(r)|Ω(r),pi(r),κ∗)f(κ∗)
f(Θ(r)|Ω(r),pi(r),κ(r−1))f(κ(r−1))
)
.
7. Q[p,p′] | · For p 6= p′ = 1, . . . , P , sampleQ∗[p,p′] from N(vec(Q(r−1)),ΣQ), and organize
into matrix Q∗. Set Q(r) = Q∗ with probability αQ and set Q(r) = Q(r−1) otherwise
where αQ =
(∏
p 6=p′ f(Q
∗
[p,p′])
)(∏T
t=1 f(p
(r)
t |p(r)t−1,Q∗)
)
(∏
p6=p′ f(Q
(r−1)
[p,p′] )
)(∏T
t=1 f(p
(r)
t |p(r)t−1,Q(r−1)
) .
Forecasting
One step ahead prediction is done similarly as described in the previous section.
E(yT+1 | Y T )T ≈ 1
R
R∑
r=1
(∫
zTt C(pt)
TB(pt)Θ
(r)f(pT+1 | Y T ,Θ(r), p(r)T )dpT+1
)
≈ 1
R
R∑
g=1
P∑
pT+1=1
zTt C(pt)
TB(pt)Θ
(r)expm(Q(r))
[p
(r)
T ,pT+1]
.
(2.39)
The posterior predictive density can be written in integral form as:
p(yT+1 | Y T ) =
∫
p(yT+1 | Y T , pT+1,θ,Ω)f(pT+1,θ,Ω | Y T )d(pT+1,θ,Ω)
=
∫
p(yT+1 | Y T , pT+1,θ,Ω)f(pT+1, | Y T , pT ,θ,Ω)
p(pT ,Ω,θ | Y T )d(pT+1,θ,Ω, pT ).
(2.40)
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We will estimate this similar to the previous computation:
pˆ(yT+h | Y T ) ≈ 1
R
R∑
r=1
p(yT+h | Y T+h−1, p(r)T+h,Ω(r),Θ(r)). (2.41)
In the above equation, we obtain p
(r)
T+h from the draws of p
(r)
T along with (2.23).
As for the TVLSV-BVAR model, the posterior predictive density will be used as a measure
of model quality. We think that, although TVL-BVAR will perform similarly in terms of one
step ahead prediction accuracy, it may suffer in terms of the posterior predictive density when
there is stochastic volatility present.
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2.3 Simulation Studies
This section details several simulation studies which are meant to illustrate the performance
of the time varying lag models. The concentration of these simulation studies is to examine
main important distinguishing feature of the models: lag selection, stochastic volatility, and
how these aspects affect prediction accuracy. Thus, our questions of interest are:
1. How well do the models perform in terms of one-step-ahead prediction in a lag-shifting
situation?
2. How well do the models perform in terms of one-step-ahead prediction when the lag is
constant?
3. Does the presence of stochastic volatility affect the models’ performance?
Question 1 can be extended by asking the question of how well the TVL models are able to
detect when there is a change in lag and mean structure. The TVL models will also be tested
on their ability to choose the correct lag in the constant lag scenario.
Set up and data
To answer these questions, we test the models mentioned above on each of 8 data sets with
varying lag and variance structures:
(a)-(b) Constant lag of p = 1 ×
 constant covariancestochastic volatility
(c)-(d) Constant lag of p = 3 ×
 constant covariancestochastic volatilty
(e)-(f) Constant lag of p = 5 ×
 constant covariancestochastic volatilty
(g)-(h) Dynamic lag ×
 constant covariancestochastic volatilty
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For each of the models, the coefficients were simulated from a normal distribution with a
mean of 0 and varying standard deviation. For the constant covariance data sets, we simulated
Ω from an inverse Wishart distribution with a given scale parameter and 5 degrees of freedom.
For the stochastic volatility data sets, we simulate the variances by simulating log(ωit) =
log(ωi,t−1) + eit where eit comes from a normal distribution with mean 0 and varying standard
deviations. Then, we simulate, for i 6= i′, zii′ ∼ N(0, a2) and set ψii′ = log( e
zii′−1
ezii′+1). The lag
situations were chosen for each scenario.
For each of the structures (a) to (f), we simulate and model 3 series of 100 time points
(n = 3, T = 100) as the training set for the models. 100 time points is a reasonable number
for quarterly data as it corresponds to 25 years of data. For the dynamic lag data sets, we
set T = 150 for a larger sample size. Then, the models are tested based on one-step-ahead
predictions from T + 1 to T + 50. Let yˆit|t−1,m represent the one-step-ahead prediction of the
ith variable at time t for based on model m. This is calculated as described in the previous
sections using the model implied posterior predictive distribution. With the true expectation
of yit given Y
t−1 known, we assess the predictive ability for model m and variable i using the
following:
E(m, i) =
(
1
50
150∑
t=101
(yˆit|t−1,m − E(yit | Y t−1))2
)1/2
.
As a baseline, we fit models using ordinary least squares estimation. We fit an OLS-
estimated model where the lag is fixed at the AIC-suggested value for each prediction. We
report the ratio of the E- values of interest with that resulting from the OLS estimated VAR.
That is, for model m, we report E(m, i)/E(OLS,i) for i = 1, . . . , n. A ratio less than one
indicates that the model performed better in terms of one-step-ahead accuracy than the OLS
estimated VAR.
Figures 2.1 and 2.2 display each of the simulated datasets where the columns are facetted
by series number and the rows are facetted by the scenario the data was simulated under. In
both figures, the background color indicates the true lag value. Figure 2.2 shows that there
are shifts in mean structure around times 50 and 110 for the constant variance and stochastic
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volatility models, respectively.
Results
Of first interest is whether the TVL models are able to correctly identify the lag with high
posterior probability and also whether they are able to detect when and how there is a lag
shift. Figures 2.3 and 2.4 illustrate the posterior distribution of each of the dynamic lags. First
we note that, when the lag is constant, both the TVLSV-BVAR and TVL-BVAR are able to
choose the correct lag with high probability. However, when there is stochastic volatility, the
TVL-BVAR has more posterior uncertainty in the lag. In both lag-shifting situations, both
models recognize that there is a shift in mean structure at the correct time point. When
the variance is constant, both models also choose the correct lag. The TVL-BVAR failed to
choose the correct lag for the stochastic volatility situation. Similar to what was observed in
the constant lag situation, TVL-BVAR experiences more posterior uncertainty when there is
stochastic volatility.
We assess the performance of the two proposed models using the E-ratios discussed in the
previous section. Table 2.2 shows these ratios. As expected, in situations when the lag and
mean structure shifts, TVL -BVAR and TVLSV-BVAR outperform OLS with ratios around
0.70. The proposed models handle the lag shift well in terms of point forecasts for both
constant variance and stochastic volatility situations. The TVLSV - BVAR model performs
slightly better in both situations involving the time varying lag, although results are very close.
When the true lag is constant, the models that allow for time varying lags still perform well
relative to OLS despite the variability added by letting pt be dynamic. This is most true for the
stochastic volatility case. OLS seems to perform generally better when the true lag is smaller.
This is true even though, when the true lag is fixed at 5, AIC chooses correctly. As the true
lag increases the number of parameters to estimate also increases, and it could be that the
Bayesian models benefit from their tendencies to shrink the coefficients towards 0, penalizing
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large coefficients. Marquardt and Snee (1975) is one of many sources that report the benefits
of penalization in prediction problem with many predictors.
Table 2.2 also reports the average log predictive score over the 50 one-step-ahead forecasts.
TVL outperforms TVLSV for each of the constant variance scenarios. TVLSV outperforms
TVL for 2 out of 4 stochastic volatility situations.
In conclusion, these simulation studies support the use of the TVL-BVAR and TVLSV-
BVAR models to perform inference on the unknown lag as well as for prediction.
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Table 2.1 E(m, i)/E(OLS,i) for m = TVL-BVAR and TVLSV-BVAR and i = 1, 2, 3. E ratios
are also shown averaged over series. The last two columns show the average log
predictive scores calculated as in (2.30) and (2.41).
E ratio avg. E ratio log predictive score
variance lag i TVL TVLSV TVL TVLSV TVL TVLSV
C 1 1 1.127 1.414 1.068 1.246 -7.205 -7.665
1 2 1.229 1.114
1 3 0.848 1.210
3 1 1.131 1.629 1.020 1.396 -5.910 -6.015
3 2 0.877 1.254
3 3 1.051 1.307
5 1 0.976 0.925 0.868 0.831 -4.940 -5.347
5 2 0.619 0.584
5 3 1.008 0.983
TVL 1 0.781 0.747 0.760 0.747 -4.872 -5.298
TVL 2 0.754 0.747
TVL 3 0.745 0.747
SV 1 1 0.571 0.555 0.556 0.602 -7.386 -7.714
1 2 0.659 0.685
1 3 0.439 0.564
3 1 0.947 0.768 1.028 0.929 -7.471 -7.121
3 2 1.286 1.139
3 3 0.850 0.880
5 1 0.567 0.720 0.566 0.745 -5.113 -5.791
5 2 0.518 0.678
5 3 0.613 0.838
TVL 1 0.816 0.762 0.655 0.620 -7.351 -7.176
TVL 2 0.563 0.552
TVL 3 0.587 0.547
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Figure 2.1 All simulated data sets where the lag is chosen and constant. Background color
indicates true lag.
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Figure 2.2 Simulated data sets where the lag shifts. Background color indicates true lag.
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Figure 2.3 Posterior probability distribution for each of the lags pt for the TVL-BVAR (left)
and TVLSV-BVAR (right) models for data sets with constant lag.
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Figure 2.4 Posterior probability distribution for each of the lags pt for the TVL-BVAR (left)
and TVLSV-BVAR (right) models where the lag shifts over time.
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2.4 Empirical Data Analysis
Data
The purpose of this section is to evaluate the predictive accuracy of the two proposed time
varying lag models on real data. Two macroeconomic series and one financial series are used
for the analysis: demeaned GDP gap, deflator inflation, and zero-coupon yields of US Treasury
bonds with maturity of 3 months. Each of the three series is recorded quarterly from the first
quarter of 1971 to the last quarter of 2007. This data set, which was also used in Li et al.
(2013), is a subset of the data in Ang and Piazzesi (2003). The data used in the analysis is
plotted in Figure 2.5. Visually, the financial series, 1Q bond yield, seems to be highly correlated
with the two macroeconomic series. This figure also seems to show a decrease in volatility in
the series since approximately 1982.
In Li et al. (2013), they found a shift in regime during the recession starting around 1980.
Their regime-switching model assumes a single lag (1) and constant volatility. The TVL-BVAR
and TVLSV-BVAR models have the flexibility of choosing from a set of lags, allowing for lag
and mean structure changes, and the latter also allows for stochastic volatility. We ask the
following:
1. Is there evidence of stochastic volatility?
2. If stochastic volatility is incorporated, do we still see a regime switch?
Results
The first 100 time points of the data were used as the training set and the last 50 were
left out for the one-step-ahead forecast assessement. For the time-varying lag models, we took
70,000 samples where the first 40,000 were discarded as burn in. For the shrinkage models, we
took 50,000 samples where the first 20,000 were discarded as burn in. For all models, the burn
in period was used to tune tuning parameters for the random-walk Metropolis steps.
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Figure 2.5 From top to bottom: demeaned GDP gap, deflator inflation, and 1Q bond yield.
Shaded areas indicate recessions defined by the National Bureau of Economic Re-
search.
We assess the four models in terms of one-step-ahead predictive accuracy. Table 2.2 shows
the ratios of RMSFE of the four models, relative to a model fit with OLS using AIC-criteria to
choose the lag. Using AIC, the OLS model chose a lag of 11 for each prediction. Series 1,2,3
shown in the table are demeaned GDP gap, deflator inflation, and 1Q bond yield, respectively.
Here, RMSFE is calculated for series i and model m as:
RMSFE(m, i) =
(
1
50
150∑
t=101
(yˆit|t−1,m − yit)2
)1/2
The stochastic volatility models perform best in terms of RMSFE for demeaned GDP gap.
OLS does better than three out of the four Bayesian models for deflator inflation but is slightly
out performed by SSV-BVAR. The Bayesian models all perform relatively well when predicting
1Q bond yield. Again, the stochastic volatility models do the best, with SSV-BVAR slightly
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Figure 2.6 All one-step-ahead forecasts for four Bayesian VAR models.
better than TVLSV-BVAR, in terms of one-step-ahead point forecasts. Figure 2.6 shows the
one-step-ahead point forecasts for each of the models.
Table 2.2 RMSFE(m, i)/RMSFE(OLS, i) for m ∈ (TVLSV-BVAR, TVL-BVAR, SSV-B-
VAR, BVAR) and i = 1, 2, 3. The last column is the average log predictive score
over the 50 one-step-ahead forecasts.
model 1 2 3 average log predictive score
BVAR 0.909 1.028 0.861 0.933 -1.504
TVL -BVAR 0.922 1.044 0.737 0.901 -8.133
SSV-BVAR 0.899 0.955 0.634 0.830 -0.727
TVLSV-BVAR 0.904 1.050 0.663 0.872 −0.540
In addition to the point forecast accuracy measure, RMSFE, we also report the average
log predictive densities as a model comparison criteria. This is shown in the last column of
Table 2.2. Each forecasted point gets a log average predictive density, leading to 50 scores
per model. These scores are then averaged to get the average log predictive scores over the
forecast period. The stochastic volatility models tend to do better in terms of log predictive
densities. In particular, the time varying lag model performed better in terms of this measure,
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suggesting the sparse scheme over the shrinkage model. These results suggest there is evidence
of stochastic volatility.
Figure 2.7 shows the posterior probability distribution of each lag, {pt}Tt=1, for the TVLSV-
BVAR and TVL-BVAR models. The TVLSV-BVAR model chooses a lag of 1 with high pos-
terior probability consistently throughout the time series. For TVL-BVAR, which assumes a
constant variance covariance matrix, most of the dynamic lags for the training period exhibit a
high posterior probability of a lag of 2, but there is more uncertainty, which is similar to what
we observed in the simulation study. In particular, it detects a structure shift around 1975 and
1982, which is consistent with two of the recession periods defined by the National Bureau of
Economic Research. The first structure change detected occured around 1973, which is around
the same time as the oil crisis and the recession that followed. The 1980s recession in the US
began around July 1981 and is said to have ended in November 1982. Li et al. (2013) also
detects a regime switch around 1982, but failed to detect the one in 1975.
The TVLSV-BVAR model is recognizing structural changes around 1980 as changes in
variability while TVL-BVAR introduces more lags into the mean equation during this time.
Our models suggest that, if we account for stochastic volatility, it is not necessary for the mean
process to change to capture the dynamics. Figure 2.8 shows the average variances for the three
series. The TVLSV-BVAR and SSV-BVAR models show a period of higher volatility before
1985 and a decline since then. This is consistent with what the plot of the data shows.
2.4.1 Conclusion
The simulation study demonstrated that the time varying lag models are able to choose
suitable lags with high posterior probability as well as detect changes in lag and mean structure
over time. When tested on real data, the two time varying lag models disagreed on the lag
with the stochastic volatiity model suggesting a shorter lag and the constant variance model
suggesting longer lags with more uncertainty. The TVLSV-BVAR model performed the best in
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terms of the average log predictive density over the forecast period, with the other stochastic
volatility model coming in second.
2.5 Appendix
2.5.1 MCMC updates for TVLSV- BVAR
θ – Conditional posterior is available for θ.
– Update using Gibbs step
Let the prior on the θ
(p)
ijk elements be equivalently defined as θ ∼ N(θ,V θ).
i.e., N(θ | θ,V θ) =
∏n
i=1
∏n
j=1
∏P
p=1
∏p
k=1N(θ
(p)
ijk | φijkI(k 6= P ), τ2θij)
p(θ | ·) ∝
(
T∏
t=1
p(yt | θ, {ωit}ni=1,Ψ, pt)
)
p(θ | φ, τθ)
∝
(
T∏
t=1
exp
(
−1
2
(yt −Wt(pt)D(pt)θ)TΩ−1t (yt −Wt(pt)D(pt)θ)
))
× exp
(
−1
2
(θ − θ)TV −1θ (θ − θ)
)
∝ exp
(
−1
2
[
−2θT
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1yt
)
+ θT
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1(Wt(pt)D(pt))
)
θ
])
× exp
(
−1
2
[−2θTV −1θ θ + θTV θθ])
∝ exp
(
−1
2
[
θT
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1(Wt(pt)D(pt)) + V −1θ
)
θ
−2θT
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1yt + V −1θ θ
)])
Completing the square we get:
(2.42)
θ | · ∼ N(θ¯, V¯θ)
V¯θ =
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1t (Wt(pt)D(pt)) + V
−1
θ
)−1
θ¯ = V¯θ
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1t yt + V
−1
θ θ
) (2.43)
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φ – Conditional posterior is available for φ.
– Update using Gibbs step
Write the distribution on the φijk parameters in matrix form as φ ∼ N(0,V φ). i.e.,
N(φ | 0,V φ) =
∏n
i=1
∏n
j=1
∏P−1
k=1 N(φijk | 0, σ2ij).
Write prior for θ(p) for p = 1, . . . , P − 1 as θ(p) ∼ N(Γ(p)φ,V θp) where Γ(p) is the
appropriate (n2p × n2(P − 1)) indicator matrix and V θp is the appropriate variance
matrix with elements of τθij . That is,
Γ(p) = In2 ⊗
[
Ip×p, 0p×(P−1)−p
]
Vθp = diag(τ
2
11 ⊗ 1Tp , τ212 ⊗ 1Tp , . . . , τ2nn ⊗ 1Tp )
p(φ | ·) ∝ p(θ | φ, τθ)p(φ | σ)
∝ exp
(
−1
2
φTV Tφ φ
)
exp
−1
2
P−1∑
p=1
(θ(p) − Γ(p)φ)TV −1θp (θ(p) − Γ(p)φ)

∝ exp
−1
2
φT (V −1φ + P−1∑
p=1
(Γ(p))TV −1θp Γ
(p))φ− 2φT
P−1∑
p=1
(Γ(p))TV −1θp θ
(p)

Completing the square we get:
φ ∼ N(φ¯, V¯φ)
V¯φ =
V −1φ + P−1∑
p=1
((Γ(p))TV −1θp Γ
(p))
−1
φ¯ = V¯φ
P−1∑
p=1
(Γ(p))TV −1θp θ
(p)

(2.44)
{pt}Tt=1 – Conditional posterior is available for {pt : t = 1, . . . , T}.
– Update using Gibbs step
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For t = 1, . . . , T − 1, p = 1, . . . , P
P (pt = p | ·) ∝ expm(Q)[pt−1,p]expm(Q)[p,pt+1]
× exp{−1
2
(yt −Wt(p)D(p)θ)TΩ−1t (yt −Wt(p)D(p)θ))}
For t = T, p = 1, . . . , P
P (pT = p | ·) ∝ expm(Q)[pT−1,p]
× exp{−1
2
(yT −Wt(p)D(p)θ)TΩ−1T (yT −WT (p)D(p)θ))}
For t = 0, p = 1, . . . , P
P (p0 = p | ·) ∝ expm(Q)[p,p1]
(2.45)
{ωit} – Conditional posterior not analytically available
– Update ω1t, . . . , ωnt in block for t = 1, . . . , T using random walk Metropolis steps
– N -dimensional covariance matrices for jump size estimated using burn-in
– For t = 2, . . . , T − 1:
f(ω1t, . . . , ωNt | ·) ∝ f(yt | θ,Ωt)
(
n∏
i=1
f(ωit | ωi,t−1, τωi, αi, βi)f(ωi,t+1 | ωi,t, τωi, αi, βi)
)
– For t = 1:
f(ω11, . . . , ωN1 | ·) ∝ f(y1 | θ,Ω1)
(
n∏
i=1
f(ωi1)f(ωi2 | ωi1, τωi, αi, βi)
)
– For t = T :
f(ω1T , . . . , ωNT | ·) ∝ f(yT | θ,ΩT )
(
n∏
i=1
f(ωiT | ωi,T−1, τωi, αi, βi)
)
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Figure 2.7 Posterior probabilities of each dynamic lag for TVLSV-BVAR (top) and TVL-B-
VAR (bottom).
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Figure 2.8 Mean posterior variances for four models. Shaded areas indicate recessions defined
by the National Bureau of Economic Research.
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2.5.2 MCMC updates for TVL - BVAR
θ – Write the prior for θ = vec(Θ) as θ ∼ N(0,Ω⊗Λ).
f(θ | ·) ∝ f(θ | Ω, δ)
(
T∏
t=1
p(yt | θ,Ω, {pt}Tt=1)
)
∝
(
T∏
t=1
exp
(
−1
2
(yt −Wt(pt)D(pt)θ)TΩ−1(yt −Wt(pt)D(pt)θ)
))
× exp
(
−1
2
θT (Ω⊗Λ)−1θ
)
∝ exp
(
−1
2
(
θT
(
(Ω⊗Λ)−1 +
T∑
t=1
D(pt)
TWt(pt)
TΩ−1Wt(pt)D(pt)
)
θ
−2θT
T∑
t=1
(D(pt)
TWt(pt)
TΩ−1yt)
))
Completing the square we get:
(2.46)
θ | · ∼ N(θ¯, V¯θ)
V¯θ =
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1t (Wt(pt)D(pt)) + (Ω⊗Λ)−1
)−1
θ¯ = V¯θ
(
T∑
t=1
(Wt(pt)D(pt))
TΩ−1t yt + V
−1
θ θ
) (2.47)
Ω – Write the prior for Θ as Θ ∼MVNnP (P+1)/2,n(0NP (P+1/2×n),Ω,Λ)
– Note that (Ω⊗Λ)−1 = Ω−1 ⊗Λ−1
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f(Ω | ·) ∝ f(Ω | δ)f(Θ | Ω, δ)
(
T∏
t=1
f(yt | Θ,Ω)
)
∝ |Ω|−(ν+n+1)/2exp
(
−1
2
tr(KΩ−1)
)
|Ω|nP (P+1)/2exp
(
−1
2
tr(Ω−1ΘTΛ−1Θ)
)
(
T∏
t=1
|Ω|−1exp
(
−1
2
(yt −Wt(pt)D(pt)θ)TΩ−1(yt −Wt(pt)D(pt)θ)
))
∝ |Ω|−(ν+n+1)/2exp
(
−1
2
tr(KΩ−1)
)
|Ω|nP (P+1)/2exp
(
−1
2
tr(Ω−1ΘTΛ−1Θ)
)
(
|Ω|−T/2exp
(
−1
2
tr(Ω−1
T∑
t=1
(yt −Wt(pt)D(pt)θ)(yt −Wt(pt)D(pt)θ)T )
))
∝ |Ω|(ν+n+T+nP (P+1)/2+1)/2
exp
(
−1
2
tr(Ω−1(K + ΘTΛ−1Θ +
T∑
t=1
(yt −Wt(pt)D(pt)θ)(yt −Wt(pt)D(pt)θ)T ))
)
∝ inverse Wishart(Ω | ν¯, K¯) where:
ν¯ = ν + n+ T + nP (P + 1)/2
K¯ = K + ΘTΛ−1Θ +
T∑
t=1
(yt −Wt(pt)D(pt)θ)(yt −Wt(pt)D(pt)θ)T
(2.48)
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CHAPTER 3. BAYESIAN ESTIMATION OF TIME VARYING
VOLATILITY MATRICES FOR VARS USING PARTICLE MARKOV
CHAIN MONTE CARLO METHODS
This chapter introduces a basic model for modeling multivariate time varying volatility
matrices and details an efficient algorithm for estimation based on particle Markov chain Monte
Carlo.
3.1 Introduction
Stochastic volatility is generally believed to be present in most financial and macroeco-
nomic data (Clark and Ravazzolo (2014), Carriero et al. (2015), Koop and Korobilis (2010),
Karlsson (2012), among others). Modeling stochastic volatilities will likely result in more re-
alistic prediction intervals as well as result in more efficient estimates of coefficients. Clark
and Ravazzolo (2014) consider several different specifications of time-varying volatility and em-
phasize the importance of considering non-constant variance when using predictive densities.
Carriero et al. (2015) propose two stochastic volatility models which involve comovement of the
time-changing variances across series. Clark and Carriero both employ a stochastic volatility
estimation method proposed by Kim et al. (1998) which is an accept/reject algorithm. Also in
Kim et al. (1998), an offset mixture of normals is used in a Gibbs algorithm to sample the log
volatilities; this method is described in Karlsson (2012). The authors use transformations and
approximations to turn the inherently non-Gaussian and non-linear problem of sampling the
volatility parameters into one that is normal and linear. We propose a more general procedure
for sampling from the joint posterior distribution of the volatility states and other unknown
parameters. This procedure directly uses the original state and observation equations. We
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conclude by demonstrating the efficiency of the algorithm in estimating multivariate stochastic
volatility.
Modeling stochastic volatility often involves writing the data model and volatility model in
state space form. That is, we will have an observation equation involving observed quantities
as well as a state equation which describes the behavior of evolving variances that we do not
observe. Consider a very general state space model indexed by time, t, where t = 1, . . . , T . Let
xt represent the unobserved state variable at time t and γ represent a possibly vector-valued
unknown parameter. Define the joint density: f(x1, . . . , xT , γ) = p(γ)pi(x1 | γ)
∏T
t=2 f(xt |
xt−1, γ), where pi(· | γ) is the initial density that may depend on parameter γ and f(xt | xt−1, γ)
is the transition probability density for time t conditional on γ. p(·) is the prior on γ. We are
interested in sampling from f(x1, . . . , xT , γ | y1, . . . , yT ), which we usually cannot do directly.
The next section describes, in this general state space context, some existing methods that
have been developed for the purpose of efficiently sampling from this joint distribution.
3.2 Particle Markov Chain Monte Carlo (PMCMC)
When doing a Bayesian analysis, we often turn to Markov Chain Monte Carlo methods
to sample from the joint posterior distribution of unknowns when we can’t sample directly
from the joint posterior. For state space models where we have linearity and Gaussian dis-
tributions, we can use the Kalman filter to obtain smoothing and filtering distributions of
the state space parameters partnered with Gibbs steps to simultaneously perform inference on
other unknown parameters. When the problem is either non-linear or non-Gaussian, inference
becomes more complicated. In Andrieu et al. (2010) it is noted that, while in theory MCMC
sampling converges to the joint posterior, it can be inefficient for some models especially with
a poorly specified proposal distribution. The authors discuss in detail ways to use sequential
Monte Carlo (SMC) in order to obtain efficient proposal distributions for MCMC and call these
procedures particle MCMC (hereafter, PMCMC).
For notational simplicity, let {xt}Tt=1 be represented by x1:T . Sequential Monte Carlo tech-
niques can be used to approximate, sequentially, the joint posterior distributions, f(x1:t | y1:t)
for t > 1, of general state space models. A sequential Monte Carlo algorithm uses importance
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sampling along with prespecified importance densities, qγ(x1), {qγ(xt | xt−1, yt)}Tt=2, to provide
an approximation to samples from the joint posterior density p(x1:T | y1:T , γ). Let k = 1, . . . ,K
index the particle. At each time, t, we have particles {xk1:t}Kk=1 and their weights, {wk1:t}Kk=1.
These weights are used to ’choose’ the parents for the next generation at time t + 1. Thus,
undesirable trajectories likely will not survive to the next generation. Then, a sequential Monte
Carlo approximation is based off of sample trajectories {xk1:T }Kk=1 with corresponding weights
{wkT }Kk=1.
SMC alone has some limitations. For T much larger than t, the SMC approximation to
pγ(xt | y1:T ) may be bad. This is because we can only lose unique lower level elements at each
step in time, potentially leaving very few unique elements that are still members of the particles
{xk1:T }Kk=1. So, when we go to sample {xk1:T }Kk=1 values according to {wkT }Kk=1, there may only
be a few unique samples that are trying to approximate pγ(xt | y1:T ). Figure 3.1 helps illustrate
this phenomenon. At the last time, T , we have K weighted particles from which to sample.
However, the ancestries of these K particles converge for small t. Thus, the approximation of
pγ(xt | y1:T ) is a point mass at the surviving particle for small t.
Figure 3.1 Illustration of the particle degeneracy problem of SMC.
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In Andrieu et al. (2010), the authors describe two samplers which make use of SMC, but in
theory overcome the depletion problem described above. Both sampling schemes incorporate
an unknown γ into the sampler and the goal is to sample from f(x1:T , γ | y1:T ). These are
called the particle marginal Metropolis-Hastings sampler and the particle Gibbs sampler.
The particle marginal Metropolis-Hastings sampler updates γ and x1:T jointly - that is,
they are proposed together and either accepted or rejected together. The authors suggest first
drawing γ∗ from prespecified proposal distribution q(γ∗ | γ) and following that with a draw
of x∗1:T from p(x
∗
1:T | y1:T , γ∗) using SMC. This yields the proposal density for the move from
(γ, x1:T ) to (γ
∗, x∗1:T ) of q(γ
∗ | γ)p(x∗1:T | y1:T , γ∗) and thus an acceptance probability of:
min(1,
p(γ∗, x∗1:T | y1:T )q(γ | γ∗)p(x1:T | y1:T , γ)
p(γ, x1:T | y1:T )q(γ∗ | γ)p(x∗1:T | y1:T , γ∗)
(3.1)
=
p(x∗1:T | γ∗, y1:T )p(γ∗ | y1:T )q(γ | γ∗)p(x1:T | y1:T , γ)
p(x1:T | γ, y1:T )p(γ | y1:T )q(γ∗ | γ)p(x∗1:T | y1:T , γ∗)
(3.2)
=
p(γ∗ | y1:T )q(γ | γ∗)
p(γ | y1:T )q(γ∗ | γ) =
p(y1:T | γ∗)p(γ∗)q(γ | γ∗)
p(y1:T | γ)p(γ)q(γ∗ | γ) ). (3.3)
In the above, since we are using SMC, p(y1:T | γ) is estimated by pˆ(y1:T | γ) using the un-
normalized weights. The SMC estimate of the quantity above converges to the true acceptance
probability as the number of particles goes to ∞.
The particle Gibbs sampler alternates between sampling from f(γ | y1:T , x1:T ) and using a
conditional SMC procedure to approximately sample from f(x1:T | y1:T , γ) rather than sampling
them jointly. It might be suggested to sample from f(x1:T | y1:T , γ) by sampling the weighted
particles based off of SMC. However, this would not result in a valid MCMC procedure. We
must use a modification of sequential Monte Carlo called conditional sequential Monte Carlo
in order to sample the unobserved states while maintaining a valid MCMC procedure. A
conditional sequential Monte Carlo step involves prespecifying a path x1:T and an ancestry
B1, . . . , BT which is guaranteed to survive the SMC step. Andrieu et al. (2010) proves the
validity of a MCMC procedure that uses a conditional SMC step to sample the states, x1:T .
Unfortunately, particle Gibbs can perform quite poorly in terms of mixing, especially with
longer time series. This is due to the same path degeneracy problem that plain SMC suffers
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from. Let r = 1, . . . , R index the iteration of the particle Gibbs procedure and let x1:T (r − 1)
be the particle trajectory we condition on at iteration r. It is likely that for all t < t∗ for some
t∗ < T , xt(r) = xt(r − 1). Therefore, it is likely that there will be negligible movement for all
states corresponding to a time earlier than time t∗.
Lindsten et al. (2014) discusses and illustrates this path degeneracy problem that particle
Gibbs can suffer from. For complicated models that extend beyond the state space model con-
text, the author proposes a modification to particle Gibbs called particle Gibbs with ancestor
sampling. This general extension to particle Gibbs is similar to the backwards simulation of
Godsill et al. (2004) which is a simple extension that can be applied in a state space context.
Particle Gibbs is partnered with backwards simulation in Lindsten and Schon (2012). In this
paper, trajectories are sampled via backwards simulation which follows a conditional auxil-
iary particle filter step. Earlier it was mentioned that sequential Monte Carlo algorithms will
typically require the specification of importance densities from which to draw proposals. The
auxiliary particle filter of Pitt and Shephard (1999) is a type of sequential Monte Carlo which
uses the transition density, f(Xt | Xt−1, γ), for proposals, eliminating the need to construct
one. Lindsten and Schon (2012) modify the auxiliary particle filter for use in a particle Gibbs
sampler with backwards simulation and call it the conditional auxiliary particle filter. This will
involve again conditioning on a prespecified path x1:T and trajectory B1, . . . , BT . Therefore,
one iteration of a particle Gibbs algorithm can consist of a sampling from f(γ | y1:T , x1:T ) and
a run of the conditional auxiliary particle filter followed by the backward simulator.
These modifications improve mixing behavior and do not require a large number of particles
for satisfactory performance. We propose to use particle Gibbs with backwards simulation in
order to estimate the joint posterior distribution of the unknowns of a Bayesian VAR with
stochastic volatility and cross-sectional correlation.
3.3 A Multivariate Stochastic Volatility Model
Consider a vector, yt, with mean 0 and covariance matrix Ωt. The elements of yt are allowed
to be crossectionally correlated but are assumed to be serially independent. The covariance
matrix Ωt is decomposed into a correlation matrix, Ψ, and variance components, {ωit : i =
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1, . . . , n}. Note, here, that we are assuming the correlation between the errors is constant over
time. We can write Ωt = diag(e
ω1t , . . . , eωnt)Ψdiag(eω1t , . . . , eωnt). Or,
Ωt =

eω1t 0 . . . 0
0 eω2t . . . 0
...
...
. . .
...
0 0 . . . eωnt


1 ψ12 . . . ψ1n
ψ12 1 . . . ψ2n
...
...
. . .
...
ψ1n ψ2n . . . 1


eω1t 0 . . . 0
0 eω2t . . . 0
...
...
. . .
...
0 0 . . . eωnt

. (3.4)
That is, yt
ind∼ N(0,Ωt) where
Ωt[i,i′] =
 exp(2ωit) i = i
′
ψii′exp(ωit + ωi′t) i 6= i′.
.
For simplicity, we can choose a random walk process for the log time-varying standard
deviations:
ωit = ωi,t−1 + eit eit
iid∼ N(0, τ2ωi). (3.5)
The initial state needs a prior for the Bayesian analysis:
ωi1
iid∼ N(c, d) i = 1, . . . , n.
The hierarchical model is completed by specifying the following priors:
Ψ ∼ LKJ(m),
τωi ∼ Half Cauchy(0, 1) i = 1, . . . , n.
(3.6)
In the above priors, we take m, c, and d to be known/given constants. Lewandowski et al.
(2009) presented a density for a correlation matrix which is now known as the LKJ distribution.
The Lewandowski, Kurowicka and Joe distribution has become a favorable prior distribution
for use in assigning priors to correlation matrices. The LKJ(m) distribution is a distribution
over all possible correlation matrices. If Σ ∼ LKJ(m) then p(Σ) = g(m,n)|Σ|m−1. Here, we
take g(m,n) to be the normalizing constant that depends on m and the dimension, n. The
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details of this normalizing constant are given in Lewandowski et al. (2009). These symmetric
matrices will have 1 on the diagonal elements and values between -1 and 1 on the off diagonals
while maintaining positive-definiteness. The shape parameter m > 0 controls the placement
of the mass of the distribution. If m < 1 then the density of Σ is lowest at the identity
matrix. If m > 1, then the mode of the distribution is positioned at the identity matrix. We let
m = 1 in our application, which corresponds to a uniform distribution over all positive definite
correlation matrices.
Note that an alternative prior on τ2ωi for i = 1, . . . , n would be to set τ
2
ωi ∼ Inverse Gamma(a, b)
for i = 1, . . . , n. The inverse Gamma distribution for variance components is computationally
convenient as it lends a closed form for the conditional posterior of τ2ωi. An inverse Wishart
prior on the covariance matrix would be a more general approach which, while implying in-
verse Gamma priors on the diagonal elements, would also model nonzero correlations between
changes in volatilities. However, depending on the choice of a and b, the inverse gamma dis-
tribution will systematically force truly small variances to be over-estimated. The half Cauchy
distribution has positive mass at 0 and does not restrict this area. In simulation studies we
have observed that, in scenarios where the true variance changes very little from time to time
(e.g., constant variance), the inverse Gamma will model fluctuations that are not there while
the half Cauchy results in posterior estimates that are smoother.
3.4 Estimation Of Multivariate Stochastic Volatility Using Particle Gibbs
With Backward Simulation
Now that we have set notation, we will discuss some existing methods for sampling from
the joint posterior distribution of the stochastic volatility model. In Chapter 1 we employed
a Gibbs sampling algorithm to sample from the joint posterior of all of the unknowns in the
stochastic volatility model. This looks like:
ω1 | ω2, . . . ,ωT , τ 2ω ,Ψ
ω2 | ω1,ω3 . . . ,ωT , τ 2ω ,Ψ
...
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ωT | ω1, . . . ,ωT−1, τ 2ω ,Ψ
τ 2ω | ω1, . . . ,ωT ,Ψ
Ψ | ω1, . . . ,ωT , τ 2ω .
In the above procedure, the most recent sample of each parameter is used for sampling
from the conditional posteriors. This is a fairly straightforward procedure, but the mixing can
be expected to be quite bad. Each scan will be highly dependent on the last because of the
high correlation between the volatility parameters. This results in very little movement from
iteration to iteration. Thus, it can take an impractical number of MCMC iterations to obtain
samples that are approximately being drawn from the target density.
In Section 3.1, we mentioned the offset mixture of normals approximation from Kim et al.
(1998) that is still in use. Consider an independence multivariate stochastic volatility model
(Ψ = In×n). Then we can write the observation equation as a linear function of the unobserved
states:
log(y2t ) = ωt + log(ξ
2
t ) ξt ∼ N(0, In×n)
If the distribution of log(ξ2t ) were normal, then our state space model would be compatible with
estimation using the Kalman filter. Kim et al. (1998) uses a mixture of 7 normal distributions
to approximate the distribution of log(ξ2t ) and provides a table with means and variances for
each of these distributions. With the introduction of an indicator variable, sit ∈ {1, . . . , 7},
one can then use the Kalman filter conditional on this indicator variable and the rest of the
unknowns.
Now we have discussed some particle MCMC methods and ways that have been proposed
to increase the mixing performance of particle Gibbs. The following details a particle Gibbs
algorithm using auxiliary particle filtering with backward simulation in the context of the
multivariate stochastic volatility model described in the previous section. We suggest a flexible
sampling procedure that is based off of the original state space model. The target distribution
of this procedure is f({ωt}Tt=1,Ψ, τω | Y T ). The joint probability distribution for the data and
all unknowns in this multivariate stochastic volatility model is:
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f(Y T , {ωt}Tt=1,Ψ, τω)
=
(
T∏
t=1
f(yt | {ωt}Tt=1,Ψ, )
)(
n∏
i=1
f(ωi1)
)(
n∏
i=1
T∏
t=2
f(ωit | ωi,t−1, τωi)
)
f(τω)f(Ψ)
=
(
T∏
t=1
(2pi)−
n
2 |Ωt|− 12 e(−
1
2
yTt Ω
−1
t yt)
)(
n∏
i=1
(2pid)−
1
2 e−
1
2d
(ωi1−c)2
)
×
(
n∏
i=1
T∏
t=2
(2piτ2ωi)
− 1
2 e
− 1
2τ2
ωi
(ωit−ωi,t−1)2
)(
n∏
i=1
I(τωi > 0)
pi(τωi + 1)2
)
(g(m,n)I(|Ψ| > 0)).
Let K represent the total number of particles we are using. Let ωkt represent the k
th particle
at time t. Also, let j1t , . . . , j
K
t represent the parent indices for t > 1. For example, j
1
t is the
index of the parent at time t − 1 of ω1t . A conditional auxiliary particle filter step involves
prespecifying a trajectory ωB11 , . . . ,ω
BT
T with backward trajectory indices B1, . . . , BT which
is guaranteed to survive the SMC step. The use of the term ”backward trajectory indices”
instead of ”ancestry” is meaningful here. In Algorithm 5, we will see that during the MCMC,
B1, . . . , BT will not correspond to an ancestral lineage but instead a general backward trajectory
that is generated via backwards simulation.
Algorithm 5 details each step of the conditional auxiliary particle filter with backwards sim-
ulation. Figure 3.2 illustrates a run of the conditional auxiliary particle filter with backwards
simulation for t = 6 and K = 5. Suppose, here, that the conditioning particle can be identified
by the trajectory B1 = 3, B2 = 2, B3 = 4, B4 = 4, B5 = 4, B6 = 2. Therefore, this particle was
guaranteed to survive the SMC step. Starting at time t = 1, the first step of the conditional
auxiliary particle filter involves drawing K − 1 proposals from a prespecified distribution, g().
In the figure, this amounts to sampling 5-1 = 4 elements of the first row. ω31 was prespecified.
A good g will resemble the posterior of ω1. All particles at time t = 1 are assigned impor-
tance weights, wk1 for k = 1, . . . ,K, providing a set of particles and corresponding weights,
{ωk1 , wk1}Kk=1. Assuming we have the weighted particle system {ωk1:t−1, wkt−1}Kk=1 at time t− 1,
we can propogate this to time t by sampling the parent of ωkt at time t − 1, ωj
k
t
t−1, for k 6= Bt
as well as an index corresponding to ωBtt at time t − 1, ωj
Bt
t
t−1. At the end of the auxiliary
particle filter we obtain {ωk1:T , wkT }Kk=1. Each wkT has a corresponding ancestral lineage, illus-
trated in Figure 3.2 by black arrows. At the end of a plain conditional auxiliary particle filter,
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Figure 3.2 Graphical representation of a run of the conditional auxiliary particle filter with
backwards simulation when t = 6 and K = 5. The left figure represents all
ancestral trajectories with grey lines. In the right figure, the black lines represent
the ancestral lineage for ωk6 for k = 1, . . . , 5. The blue path represents a sample
that could be taken by the backwards simulator.
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one would sample {ωk6 : k = 1, . . . , 5} according to calculated weights and would only have 6
unique trajectories available for sampling; with only 1 possible element to be sampled at time
t = 1 and t = 2. The backwards simulator works through the particles from t = T to t = 1
and provides indices corresponding to a backward trajectory. The backwards simulator in the
figure happened to sample one element from the conditioning particle at time t = 5.
Algorithm 5. Conditional auxiliary particle filter followed by backward simulation for use in
particle MCMC algorithm. For the auxiliary particle filter, we define a ”central value” based
on the state equation, ωˆit = E(ωt | ωt−1 = ωit−1). Need conditioning path ωB11 , . . . ,ωBTT with
backward trajectory B1, . . . , BT . At iteration r = 1, . . . , R of the MCMC algorithm:
1. For t = 1:
(a) Draw ωk1 from proposal distribution, g(ω1) for k ∈ {1, . . . ,K}\B1.
(b) For k ∈ {1, . . . ,K}, calculate weights
w˜k1 =
f(y1 | ωk1 ,Ψ(r))f(ωk1 )
g(ωk1 )
.
(c) Normalize the weights. For k ∈ {1, . . . ,K}, wk1 = w˜k1/
∑K
k=1 w˜
k
1 .
2. For t = 2, . . . , T :
(a) For k ∈ {1, . . . ,K}\Bt, draw jkt with
P (jkt = i) ∝ wit−1f(yt | ωˆit,Ψ(r)).
(b) Draw ωkt from f(ωt | ωt−1 = ωj
k
t
t−1, τ
2
ω(r)).
(c) Draw jBtt with P (j
Bt
t = i) ∝ wit−1f(ωBtt | ωt−1 = ωit−1, τ 2ω(r)).
(d) For k ∈ {1, . . . ,K}, calculate weights
w˜kt =
f(yt | ωkt ,Ψ(r))
f(yt | ωj
k
t
t−1,Ψ(r))
.
(e) Normalize the weights. For k ∈ {1, . . . ,K}, wkt = w˜kt /
∑K
k=1 w˜
k
t .
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3. Perform backwards simulation:
(a) Sample BT with P (BT = k) = w
k
T as calculated above and set ω˜T = ω
BT
T .
(b) For t = T − 1, . . . , 1:
i. For k = 1, . . . ,K, calculate wkt|t+1 ∝ wkt f(ω˜t+1 | ωkt , τ 2ω(r)).
ii. Draw Bt with P (Bt = k) = w
k
t|t+1 and set ω˜t = ω
Bt
t .
4. Collect {ω˜1, . . . , ω˜T } and set equal to ω(r). Set Bt(r) = Bt for t = 1, . . . , T .
Andrieu et al. (2010) describes a conditional sequential Monte Carlo algorithm that is very
similar to the first portion (steps 1 and 2) of the algorithm described above. However, the
conditional sequential Monte Carlo algorithm uses the ancestral lineage of the conditioning
particle to calculate the corresponding weights. The conditional auxiliary particle filter, on
the other hand, introduces simulated trajectories (step 2 (c)) for the conditioning particle
and the weights are calculated using these simulated trajectories. Clearly, because of the
backward simulation, the conditioning particle will not consist of the original ancestral lineage
but rather a backwards trajectory. Weights for the conditioning particle are then calculated
using simulated trajectories as in step 2 (d). That is, at time t we have wBtt =
f(yt|ωBtt ,Ψ)
f(yt|ωj
Bt
t
t ,Ψ)
instead of wBtt =
f(yt|ωBtt ,Ψ)
f(yt|ωBt−1t−1 ,Ψ)
. This step ensures we have a valid MCMC procedure when we
follow the conditional auxiliary particle filter with a backward simulation step. We can then
sample from the joint posterior, f({ωt}Tt=1, τ 2ω ,Ψ | Y T ) using Algorithm 6.
Algorithm 6. Particle Gibbs algorithm used to sample from f({ωt}Tt=1,Ψ, τω | Y T ).
1. Initialize Ψ(0) and τω(0). Let ω1(0), . . . ,ωT (0) represent the prespecified path with the
path B1(0), . . . , BT (0) that will be conditioned on in the first step of the MCMC.
2. For r = 1, . . . , R :
(a) Sample Ψ(r) and τω(r) from f(Ψ, τω | ω(r − 1),Y T ).
(b) Perform a conditional auxiliary particle filter with backward simulation step (Al-
gorithm 5) conditioned on the path ω1(r − 1), . . . ,ωT (r − 1) and ancestry B1(r −
1), . . . , BT (r − 1) given Ψ(r) and τ 2ω(r).
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Step 2 (a) in Algorithm 6 consists of sampling, independently, τωi(r) from f(τωi | ·) for
i = 1, . . . , n and Ψ(r) from f(Ψ | ·). If τ2ωi was given a conjugate inverse Gamma prior the
posterior would be f(τ2ωi | ·) = IG(a+ (T − 1)/2, b+ 12
∑T
t=2(ωi,t − ωi,t−1)2). Since we instead
assigned independent half Cauchy priors, we will use a random walk Metropolis step to sample
from the conditional posterior. For i = 1, . . . , n, we sample τ∗ωi from N(τωi(r − 1), vτωi) for
a fixed vτωi . We set τωi(r) = τ
∗
ωi with probability ατωi and set τωi(r) = τωi(r − 1) otherwise
where
ατωi = min
(
1,
f(τ∗ωi)
∏T
t=1 f(ωt(r − 1) | ωt−1(r − 1), τ∗ωi)
f(τωi(r − 1))
∏T
t=1 f(ωt(r − 1) | ωt−1(r − 1), τωi(r − 1))
)
.
The full conditional posterior for Ψ is not available in closed form. Here we use a random
walk Metropolis step to sample from the posterior. This consists of first sampling n(n − 1)/2
elements from N(upper tri(Ψ(r−1)),Σψ) for fixed Σψ and organizing into a new N×N matrix
Ψ∗. The new matrix is accepted and we set Ψ(r) = Ψ∗ with probability αΨ where
αΨ = min
(
1,
f(Ψ∗)
∏T
t=1 f(yt | ωt(r − 1),Ψ∗)
f(Ψ(r − 1))∏Tt=1 f(yt | ωt(r − 1),Ψ(r − 1))
)
.
Otherwise we set Ψ(r) = Ψ(r − 1). Note that proposals that are either not positive definite
or that have off diagonal elements outside of (-1,1) are automatically rejected due to the prior
density.
A possible criticism of PMCMC methods is that one must generate K particles at each
iteration of the MCMC procedure, which can be computationally expensive for large K. While
increasing the number of particles helps a little bit in original particle Gibbs to reduce the
degeneracy problem, it alone is not a practical solution from a computational perspective.
With the backward simulation procedure, we get around the degeneracy problem and thus do
not need a large K to obtain a reasonable sample. In fact, in Lindsten and Schon (2012) it is
stated that a major benefit of particle MCMC methods is that the proposal distribution does
not need to be an accurate representation of the posterior distribution - a single representative
particle trajectory is enough and the backward simulation is needed to ensure sufficient mixing.
This paper illustrates this point in a simulation study which compares convergence rates for
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K = 5, 20, 1000, and 5000 where the cross-sectional particle dimension is 1 (univariate case).
When backward simulation was used the convergence behavior was not meaningfully negatively
impacted by drastically reducing the number of particles. In the next few sections, we examine
performance of the PMCMC method as applied in a multivariate stochastic volatility context.
Specifically, we propose a PMCMC algorithm for estimation of multivariate stochastic volatility
in Bayesian VAR models.
3.5 Simulation Study
The purpose of this simulation study is to demonstrate the efficiency of particle Gibbs
with backwards simulation in a multivariate setting. We simulate a dataset consisting of three
(n = 3) independent series, each with mean 0 and stochastic volatility. In our example, T = 300.
We set the true time-varying log standard deviations according to three functions of time:
ω1t = t/T − 0.50
ω2t =
 1 t ∈ [125, 150]0 otherwise
ω3t = .5cos(t/10) + sin(t/40).
Note that the true volatilities were not generated from the process we assume in the model,
which is a random walk with constant time-to-time expected variability (τ2ωi). The first series
represents a case where the log standard deviations are increasing at a constant rate over time.
In the second series, the log standard deviations are constant except for a short period of higher
volatility. The last series is a linear combination of sin and cos functions which results in a log
volatilities that are constantly wiggling.
We are interested in seeing what effect the number of particles has on the rate of convergence
of the posterior mean of the volatility particles. For K ∈ 3, 5, 10, and 50 we run our algorithm
for 10,000 iterations. We then look at the posterior volatility means for the first 100, 500, and
10,000 iterations. We expect to see faster convergence with respect to MCMC iterations for
higher particle numbers. However, with higher particle numbers, we increase the computa-
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tional expense. We set the starting values for the volatility parameters as independently and
identically distributed draws from a N(0,1) distribution.
Figure 3.3 Posterior means calculated using varying MCMC iterations (100, 500, 10,000
as indicated by row) and number of particles (3, 5, 10, 50 as indicated by line
color). Black lines indicate the true volatility parameters from which the data was
generated.
Figure 3.3 shows the posterior means of the volatility parameters in colored lines where the
color indicates the number of particles. Here, we facet by data series (column) and number of
MCMC iterations used to calculate the mean (row). The black lines show the true volatility
(log standard deviation) parameters from which the data was generated.
When 10,000 iterations are used to calculate the posterior means of the volatility parame-
ters, the number of particles makes a negligible difference. Each variance pattern is estimated
relatively well, even for only 3 or 5 particles. If we only use the first 100 or 500 MCMC iter-
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ations for inference on the posterior mean, the number of particles still seems to have a very
small effect. The starting values for the volatility parameters (independent N(0,1) draws) have
a remarkably small, if any, effect on future draws. This should be compared to a standard
Gibbs sampler, which results in a chain that moves away from the initial values very slowly.
We conclude that, even with poorly chosen starting values, the particle MCMC with back-
wards simulation algorithm is able to converge at a satisfactory rate. Not much efficiency is
gained in terms of estimating the posterior means by increasing the number of particles from
3 to 50. This is especially true if we are willing to run our MCMC algorithm for thousands of
iterations. Being able to achieve satisfactory performance for as few as 3 particles is extremely
relevant when considering the proposed sampler as a default choice for multivariate stochastic
volatility models.
3.6 Applications
We will investigate the proposed estimation algorithm of multivariate stochastic volatility
and cross-sectional correlation in two scenarios. The first will be a simple mean 0 model which
is a direct implementation of Algorithm 6 of the last section. The purpose of this application
is to illustrate the performance of the algorithm. The second application is a small-sized (3
series) VAR with stochastic volatility.
3.6.1 Mean 0 model with stochastic volatility
The colored lines of Figure 3.4 shows the US currency exchange rates for eight countries.
The data was obtained from Yahoo using the R function get.hist.quote in the tseries
package. If y∗t represents the US currency exchange at time t, then the exchange rate is
calculated as (y∗t − y∗t−1)/y∗t−1. One characteristic of the data is that the variance does not
seem to be constant over time. In particular, Russia seems to experience a higher volatility in
US currency exchange rates in the first part of the time series, around November and December
of 2014. Although it is difficult to see in this plot, we may expect that there is some correlation
between the eight exchange rates.
79
We use the same data model, state equation, and priors as described in Section 3.3. Three
chains were run, each for 10,000 iterations. Chains were visually inspected for proper mixing
and signs of lack of convergence behavior. Figures 3.8 and 3.7 in Appendix 3.7 show chain
plots for τ2ωi and Ψ. Figure 3.9 shows a selection of sampled trajectories from each of the three
chains. Based off of the inspections, we conclude there is no evidence of lack of convergence
and that proper mixing has been achieved. The last 5,000 iterations of the first chain were
used for inference.
Figure 3.4 shows the rate data overlaid by 100 +/− z0.975 times sample trajectories of the
standard deviations. That is, each trajectory was exponentiated, multiplied by z0.975 (≈1.96),
and added/subtracted from the mean of 0. The 100 trajectories were obtained by taking every
50th sample from the last 5,000 iterations. From this plot we get an idea of the posterior
distribution of the time changing 95% posterior envelopes of the data. First of all, we notice
that the envelopes seem to move in sync with the volatility of the data. Also, we get an idea
of the posterior uncertainty around the volatility parameters.
Figure 3.5 shows the posterior means and 95% credible intervals for the off-diagonal elements
of Ψ. These give an idea of how correlated the instantaneous changes in currency exchange
rates are. Most of the series, on average, seem to be positively correlated with each other. The
U.S. currency exchanges of Turkey (TRY) and Mexico (MXN) have the largest posterior mean
correlation at about 0.6. Russia’s U.S. currency exchange has the smallest correlation with the
other currency exchanges.
3.6.2 Bayesian VAR with stochastic volatility
The previous section described an MCMC procedure to estimate stochastic volatility and
cross sectional correlation for a multivariate series with mean 0. We now extend this slightly
to include an autoregressive mean structure.
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We use the same data that was presented in Chapter 2: demeaned GDP gap, deflator
inflation, and zero-coupon yields of US Treasury bonds with maturity of 3 months. Each
of the three series is recorded quarterly from the first quarter of 1971 to the last quarter of
2007. In Chapter 2, we modeled the stochastic volatility of the data using a standard Gibbs
procedure. The focus here is on modeling multivariate stochastic volatility and so we implement
this with very simple distributional assumptions on the coefficients instead of applying a more
complicated shrinkage scheme.
We now write the data model as:
yt = Wtθ + t
t
ind∼ N(0,Ωt).
(3.7)
where Wt = I
⊗
(yTt−1, . . . ,yTt−P ). This can be implemented with any prior or heirarchical
distribution placed on θ. In our application, we assume each element of θ has a t distribution.
Specifically, for a known degrees of freedom v,
θijk
ind∼ tv(0, φi) i, j = 1, . . . , n k = 1, . . . P
φi
iid∼ Half Cauchy(0, 1) i = 1, . . . , n.
(3.8)
A t distribution will apply less shrinkage to larger signals than a normal distribution would.
The coefficients in each of the n predictive equations are assumed to be coming from a t
distribution with v degrees of freedom and a parameter that controls the variability of the dis-
tribution, φi. In the setup shown in (3.8), the coefficients do not have a closed form conditional
posterior. If we augment the model with another set of parameters, we can achieve the same
distributional assumptions, while maintaining conditional conjugacy of θ.
θijk
ind∼ N(0, σ2ijk) i, j = 1, . . . , n k = 1, . . . P
σ2ijk
ind∼ IG(v
2
,
vφi
2
) i, j = 1, . . . , n k = 1, . . . P
φi
iid∼ Half Cauchy(0, 1) i = 1, . . . , n.
(3.9)
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The errors, {et}Tt=1, are observable conditional on θ, i.e., t = yt − Wtθ. Therefore,
conditionally, the time-varying volatility parameters can be sampled from exactly as described
in section 3.4 but where the data is taken to be the errors.
In Algorithm 6, step (a) can be replaced by sampling from the joint posterior, f(Ψ, τ 2ω ,θ,φ,σ
2 |
{ωt}Tt=1,Y T ) by performing Gibbs steps. Again, as in Section 3.4, Ψ and τ 2ω can be sampled,
independently, from their conditional posteriors. For Ψ, the data is taken to be the errors. φ
does not have a closed form posterior and we sample from this conditional posterior with a
random walk Metropolis step. The tuning parameter is tuned during a burn-in period. θ and
σ2 have closed form conditional posteriors as shown below.
θ | · ∼ N(θ¯, V¯θ)
V¯θ =
(
T∑
t=1
W Tt Ω
−1
t Wt + V
−1
θ
)−1
θ¯ = V¯θ(
T∑
t=1
W Tt Ω
−1
t yt)
σ2ijk | · ∼ IG((v + 1)/2, θ2ijk + vφi) i, j = 1, . . . , n, k = 1, . . . , P.
(3.10)
We ran 3 chains, each of length 10,000 iterations after a burn-in of 1,000 iterations, with
various initializing values for the fixed parameters. Chains were visually inspected for mixing
and convergence behavior. Figures 3.11 and 3.10 in Appendix 3.7 show chain plots for τ2ωi and
Ψ. Figure 3.12 shows a selection of sampled trajectories from each of the three chains. There
seems to be no evidence of lack of convergence.
Figure 3.6 shows the three data series, as colored lines, overlaid by the posterior mean of the
quantity, Wtθ for t = 1, . . . , T , the data means. These are then overlaid by the posterior mean
+/- z0.975 times standard deviation trajectories. That is, sampled trajectories of the volatility
parameters are exponentiated and then added and subtracted from the estimated mean.
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3.7 Conclusions
In this chapter we have extended the use of a particle Gibbs with backwards simulation
algorithm to a multivariate setting. We have demonstrated the performance of this algorithm in
multivariate stochastic volatility scenarios. Most importantly, we have combined this algorithm
into an overall particle Gibbs algorithm, which simultaneously estimates the static parameters
of a VAR model and the stochastic volatility parameters. We have shown that, computationally,
this algorithm is relatively inexpensive as it does not require a large number of particles to
perform well, even in higher cross-sectional dimensions.
This contributes to the existing literature of methods of Bayesian VARs incorporating
stochastic volatility by offering an alternative to the Kalman filter approximation and the stan-
dard Gibbs. Our method is more flexible than the Kalman filter method as it can accommodate
any well defined non-Gaussian or non-linear formulation of the state space model describing
the volatility process. Our method explores the posterior space more efficiently than a stan-
dard Gibbs algorithm as the sampling accounts for the high correlation between the volatility
parameters.
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Figure 3.4 US currency exchange rates for 8 series overlaid by 100 +/- 1.96 times standard
deviation posterior trajectory samples.
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Figure 3.5 Posterior means and 95% credible intervals for elements of Ψ.
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Figure 3.6 From top to bottom: demeaned GDP gap, deflator inflation, and 1Q bond yield.
Colored points show the in sample mean. Colored lines show observed value. Black
lines show the mean +/- 1.96 times standard deviation trajectories (exponentiated
volatility parameters) sampled from the posterior distribution. Every 50th tra-
jectory from the last 5000 samples are plotted. Shaded areas indicate recessions
defined by the National Bureau of Economic Research.
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3.8 Appendix
3.8.1 MCMC plots
Figure 3.7 Chain plots of off diagonal elements of Ψ for application 1. Color represents
unique chain.
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Figure 3.8 Chain plots of τωi for i = 1, . . . , 8 for application 1. Color represents unique chain.
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Figure 3.9 Selection of trajectories from each of 3 chains for application 1. Color represents
unique chain. Every 100th sample from the last 5,000 iterations of each chain is
displayed.
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Figure 3.10 Chain plots of off diagonal elements of Ψ for application 2. Color represents
unique chain.
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Figure 3.11 Chain plots of τωi for i = 1, . . . , 8 for application 2. Color represents unique
chain.
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Figure 3.12 Selection of trajectories from each of 3 chains for application 2. Color represents
unique chain. Every 100th sample from the last 5,000 iterations of each chain is
displayed.
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CHAPTER 4. ACHIEVING PARSIMONY IN BAYESIAN VARS USING
THE HORSESHOE PRIOR
4.1 Introduction
Vector autoregression (VAR) models are well liked for their flexibility and rich parameteri-
zation. However, it is well known that ordinary least squares (OLS) solutions tend to overfit the
data and produce unreliable forecasts. Rearchers have responded to this drawback by proposing
many methods aiming at building more parsimonious models and/or intentionally biasing the
estimates towards 0. Shrinkage and sparsity priors are meant to pull the data model towards
a simpler null model. In a Bayesian context, shrinkage priors can do this by penalizing the
length of the parameter vector while sparsity priors can be used to encourage some elements
of the parameter vector to be set exactly to 0.
Shrinkage priors for use in VAR models have been widely researched since the introduction
of the Minnesota prior of Doan et al. (1984). Research has been done on how to modify the
Minnesota prior in order to systematically choose the amount of overall shrinkage applied to the
coefficients (Ban´bura et al. (2010)). This idea is that the amount of shrinkage should increase
as the number of predictors increases. This is motivated by the theory introduced in De Mol
et al. (2008) which proved that, if shrinkage is applied appropriately, predictors resulting from
Bayesian regression are consistent. Additionally, Giannone et al. (2010) introduced a fully-
Bayesian methodology for choosing the amount of shrinkage. This idea differs from other
shrinkage ideas because, rather than setting them to a fixed value, the shrinkage parameters
are treated as unknown and assigned probability distributions. The data then is able to help
dictate the appropriate amount of shrinkage.
Considering a potentially large information set, we know it is unlikely that each series is
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useful for prediction. However, the difficulty is that we of course do not know which combination
of series is ‘best’ and it is computationally impractical to search through all possible models.
Korobilis (2013b) develops a Bayesian methodology to perform automatic variable selection
using discrete mixture priors. Discrete mixture priors handle sparse situations by imposing
positive prior probability at a value of 0 along with a continuous alternative distribution.
Via MCMC, this method provides both parameter estimates as well as the probability of
inclusion as it performs what Korobilis (2013b) calls ‘stochastic search’ over likely models.
This class of models is flexible in prior specification, results in quantities that have a ’nice’
posterior interpretation, and seems to perform well in terms of prediction performance relative
to traditional shrinkage priors. However, this model requires considerably more computational
time than the shrinkage priors.
In Carvalho et al. (2009), the horseshoe prior is introduced as a way to handle sparsity much
like discrete mixtures, but using computational methods that are more similar to the ones used
for shrinkage priors. In what follows, we summarize some of the findings of this paper, offer
our own simulation study, and discuss the relevance of the findings in the context of Bayesian
VAR. We conclude by comparing the predictive performance of the point mass prior and the
horseshoe prior in a medium sized Bayesian VAR.
4.2 Horseshoe Prior For A Sparse Solution
Consider the data model described in Carvalho et al. (2009) where y | β, σ2 ∼ N(β, σ2I).
Here, β is a vector of means but we can imagine a situation where the elements of β are slopes
or effect sizes in a regression model. The horseshoe prior can be written as:
βi | λi, τ ∼ N(0, λ2i τ2) (4.1)
λi ∼ Half Cauchy(0, 1). (4.2)
Here it is not so important what prior is given to τ - this could also be independently assigned
a half-Cauchy distribution. The important part is that λi, referred to as the local shrinkage
parameter, has a half-Cauchy distribution. The relatively high density at 0 along with fat
tails is what makes the half Cauchy a special distribution for a shrinkage parameter. The
94
implied prior on βi after integrating out the local shrinkage parameter, λi, is a distribution
with relatively fat tails and an infinitely tall spike at 0. Thus, the fat tails will allow βi to
become large in the posterior if it needs to while still rigorously shrinking parameters with
small signals. Figure 4.1 shows a histogram of samples taken from this distribution.
Figure 4.1 Histogram of the implied prior on βi based off of the horseshoe prior. That is,
this is an estimate of f(βi) =
∫
f(βi | λi)f(λi)dλi. Without loss of generality, τ
and σ2 are taken to be 1.
The authors offer a nice visual of this effect in terms of the posterior weights given to the
data and prior mean, 0. For fixed τ = σ2 = 1, they show that E(βi | y, λ2i ) = (1−κi)yi+κi0 =
(1 − κi)yi where κi = 11+λ2i . The prior on κi, implied by the prior on λi, ends up being a
Beta(0.5, 0.5), which is unbounded at 0 and 1 with small mass placed in between (a horseshoe
shape). Being unbounded at 0 allows it to let effects grow large while being unbounded at
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1 allows it to shrink effects until they are virtually removed from the prediction equation. A
histogram of 100,000 samples taken from this distribution is shown in Figure 4.2. Comparing
this to other popular shrinkage priors such as the ones described in Korobilis (2013a), we see
that for κi similarly defined, the other priors lead to limited mass at either 0 or 1 or both -
this can be seen by viewing the posterior distribution of κi in the empirical study that follows.
Limited mass on the extremes of the shrinkage profile limits those priors’ abilities to shrink
towards 0 and/or to allow the effect to become large. These priors find a shrinkage-compromise
between all parameters. As the authors state, this ends up with large signals being over-shrunk
and small signals being under-shrunk.
Figure 4.2 Histogram of the implied prior on κi based off of the horseshoe prior.
The distinction between local and global shrinkage parameters used in the horseshoe prior
can be compared with what is done in discrete mixture models. A discrete mixture prior for
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βi can be written as:
βi ∼ piδ0 + (1− pi)f(βi).
Here, pi is the prior probability of the βi : i = 1, . . . , p parameters being equal to 0. pi
can be assigned a prior distribution. δ0 is a distribution where all the mass is at 0. So, the
overall sparsity level for the discrete mixture prior is controlled by pi where in the horseshoe
prior as described in (4.2), it is controlled by τ . The discrete mixture prior can let large signals
stay large by carefully choosing the form of f(βi). So taking f to be a t distribution, possibly
with 1 degree of freedom resulting in a Cauchy prior, may be an effective way to allow large
effect sizes to remain large and unshrunk. A discrete mixture prior has the capability of setting
coefficients corresponding to irrelevant series exactly to 0, effectively removing them entirely
from the predictive equation. In this way, MCMC methods with this prior formulation will
result in a search over reasonably likely models.
Both the discrete mixture prior and the horseshoe prior are defined as hierarchical models
so that the optimal degree of sparseness is determined, in part, by the data itself. In this way,
they are appealing, as the solution can be thought of as objective and data-driven.
4.3 Shrinkage And Sparsity In VAR Models
Assuming a lag of P , let the data model be written as:
y1t
...
ynt
 =

∑n
j=1
∑P
k=1 θ1jkyj,t−k
...∑n
j=1
∑P
k=1 θnjkyj,t−k
+

1t
...
nt
 . (4.3)
For each of the models we describe below, we expect the presence stochastic volatility and
model it. That is,
t
ind∼ N(0,Ωt).
The model is as described in Chapter 3 and estimated using particle MCMC methods.
Consider the VAR model as written above. We can interpret θijk as the expected change
in the conditional expectation of yit, E(yit | θ), for a one unit increase in yj,t−k. That is, the
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interpretation is conditional on fixed values of all other parameters involved in the model. In a
model selection context, this clearly presents a problem of how to interpret the posterior point
estimates of the coefficients. As the MCMC searches through likely models, coefficients are
entering and exiting the data model. A similar phenomenon is happening when we use the
horseshoe prior. Thus, we will not report posterior summaries of θijk or βijk, but rather the
shrinkage and elimination patterns.
In the following sections, we describe several shrinkage and sparsity prior formulations in
the context of VARs. The focus of this chapter is to compare the behavior and predictive
performance of the horseshoe prior and discrete mixture prior but we include a few traditional
shrinkage priors for further comparison.
Horseshoe prior
We use shrinkage and sparsity to avoid overfitting which leads to poor predictions for the n
equations being considered. We want to control, on an equation by equation basis, the amount
of global shrinkage. Therefore, our “global” shrinkage parameters will actually be equation
specific, resulting in n global shrinkage parameters. The local shrinkage parameters are defined
exactly as in Carvalho et al. (2009). We assume the following distributions:
θijk | λijk, τi ∼ N(0, λ2ijkτ2i ), (4.4)
λijk ∼ Half Cauchy(0, 1), (4.5)
τi ∼ Half Cauchy(0, 1). (4.6)
Therefore, the random variable θijk | τi has a prior distribution with an infinitely tall spike
at 0 as well as sufficiently thick tails. Define κHSijk as κ
HS
ijk =
1
1+λ2ijk
. Recall that the prior on
κHSijk looks like the histogram in Figure 4.2. In tables and figures, the abbreviation “HS” will
denote this prior specification.
Discrete mixture prior
In the same way that we allowed for equation specific global shrinkage parameters using
the horseshoe prior above, we will allow the prior probability of a coefficient being equal to 0
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also be equation specific. Assigning a discrete mixture prior in this context involves specifying
a mixture of a point mass distribution at 0 along with an absolutely continuous distribution
as an alternative to 0. Specification of the continuous distribution will affect both the model
fit and performance as well as the role of the point mass indicators, as described in Korobilis
(2013b). We assume the following :
θijk = δijkβijk, (4.7)
δijk | pii ind∼ Bernoulli(1− pii), (4.8)
pii
iid∼ Beta(a, b), (4.9)
βijk
iid∼ N(0, c2). (4.10)
With this specification, pii represents the prior probability of a coefficient in equation i being
equal to 0. So pii is a measure of the overall sparseness of the i
th equation, much like τi is for
the horseshoe prior. We can influence the penalization of dense solutions by setting the prior
for pii. In an attempt to be less informative, we set a = b = 1, representing the prior belief that
the sparsness probability is uniformly distributed between 0 and 1. We assume independent
normal distributions for the prior on βijk where c
2 is chosen to be 9, as in Korobilis (2013b).
In tables and figures, “DM” will denote this prior specification.
One option for an alternative specification would be to assign independent tv distributions
to each of the βijk parameters. The motivation behind this might be to allow large signals to
remain large as the tv distribution has relatively fat tails, especially for small v. One could
set v = 1 so that the implied prior is actually a Cauchy distribution. It is important to note
that, since the the t priors on the coefficients provide relatively high shrinkage around 0, some
of the δijk may be partially unidentifiable. That is, small coefficients are already being shrunk
towards 0 resulting in the likelihood being similar for δijk = 0 and δijk = 1. This does not
present a problem for prediction since it is only important that these insignificant coefficients
are clustering around 0, but it is important to keep in mind for interpretation purposes. We
assume what is called the ridge regression prior to avoid the identifiability issues.
Korobilis (2013b) notes that the discrete mixture prior, as defined above, is too compu-
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tationally expensive for use in large VAR models. For example, a VAR with hundreds or
even dozens of dependent variables may require too much computational time to be of prac-
tical use. The Gibbs sampler is used to sample from each conditional posterior. While
the discrete mixture prior only requires the addition of one additional ‘chunk’ to sample
δijk : i, j = 1, . . . , n, k = 1, . . . , P , this happens to be a time consuming step. Details of
the updating procedures for all unknowns are given in the appendix.
It is for the reason described immediately above that we feel the horseshoe prior is an
important contribution to the Bayesian VAR literature. We can obtain a parsimonious-like
effect while adding no more computational burden than that of traditional shrinkage priors.
A selection of traditional shrinkage priors
The traditional shrinkage priors that we consider in this paper assume the following form:
θijk | λ2ijk ∼ N(0, λ2ijk) (4.11)
λ2ijk ∼ f(λ2ijk). (4.12)
In the above formulation, f(λ2ijk) will control the shrinkage behavior. In general, f(λ
2
ijk)
may be conditional on known quantities and/or other unknown parameters to be estimated.
Student’s t We obtain Student’s t shrinkage by assuming λ2ijk ∼ inverse Gamma(a, b).
While setting a and b to small numbers is frequently thought to be noninformative, we set
a = b = 1/2, to obtain a t1(0, 1) marginal prior on θijk. The fat tails of the t-distribution
allows large signals to get large. However, the tv(0, 1)-distribution has more curvature around
the origin than a normal and thus shrinks small signals more rigorously. Define κtijk =
1
1+λ2ijk
.
In tables and figures, “t” will denote this prior specification.
Hierarchical Student’s t We can obtain a more hierarchical version of the above prior
by assuming λ2ijk | φi ∼ inverse Gamma(v2 , φ2i v2 ) and φi ∼ Half Cauchy(0, 1). Equivalently, we
would simply assign θijk | τi ∼ tv(0, φ2i ). This specification will be more flexible than the above
specification since the scale parameter of the t distribution is being estimated using information
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given by the data. We find that, with φi given a density with meaningful mass around 0, we
are able to provide extreme shrinkage of small signals.
Laplace We obtain Laplacian shrinkage by assuming λ2ijk ∼ Exp(2). Define κLapijk =
1
1+λ2ijk
. In tables and figures, “Lap” will denote this prior specification. Posterior means
resulting from this formulation agree with the likelihood-maximizing value of Lasso regression.
Ridge Finally, we will test what is probably the most common Bayesian shrinkage method
for VARs. This is called the ‘ridge’ prior because the posterior mean of the coefficient corre-
sponds to the solution of ridge regression. This is specified the same way as the continuous
part of the discrete mixture model. That is, we set λ2ijk = 9. We will compare the predictive
performance of the ridge prior with and without sparsity.
4.4 Simulation Studies
In this section we offer three simulation studies meant to illustrate and compare the in-
sample behaviors of the discrete mixture prior and the horseshoe prior. Specifically, we focus
on how well the models are able to capture true non-zero signals as well as how well they shrink
irrelevant coefficients to 0. Because of the reasons we discussed earlier, we do not present
posterior point estimates of the θijk coefficients. Instead, we focus on the shrinkage profiles in
terms of the estimated posterior density of κHSijk for the horseshoe prior and Eˆ(δijk | Y T ), the
posterior mean of δijk, for the discrete mixture prior.
For each of the simulation studies, we simulate n = 5 time series corresponding to the data
model (4.3). For simplicity, we take Ωt = Ω = cI5×5 for t = 1, . . . , T = 200 where c is a
constant. The following describes the procedure for simulating the true θ.
Simulation 1 The purpose of the first simulation is to show the behavior of the discrete
mixture prior and horseshoe prior in the context of a VAR where the true coefficient vector
contains a given degree of sparsity. The following process was used to simulate the data. For
each i = 1, . . . 5, j = 1, . . . , 5, and k = 1, . . . , 4
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set θijk =
 0 with probability 0.5draw from N(0, .32) with probability 0.5.
So, approximately half of the elements of θ are equal to 0 with the rest of the signals being
modest in size and and independently and identically distributed.
Simulation 2 In the last two simulation studies, we examine the case where there is no
true sparsity in the coefficient vector. That is, all of the elements of θ have a non-zero true
value. The following process was used to generate the data for the second simulation. For each
i = 1, . . . 5, j = 1, . . . , 5, and k = 1, . . . , 4 simulate θijk from N(0, .15
2).
Simulation 3 The θ vector in this simulation contains a group of very strong signals
mixed in with a group of independent and identically distributed more modestly sized signals.
There is no true sparsity. For each i = 1, . . . 5, j = 1, . . . , 5, and k = 1, . . . , 4 simulate:
θijk from

N(0, .152) with probability 0.8
N(.5, .052) with probability 0.1
N(−.5, .052) with probability 0.1 .
It seems like this should affect the global shrinkage parameter for the horseshoe prior and
the overall sparsity probability for the discrete mixture model. We ask whether or not the
presence of these strong signals affects the shrinkage of the smaller signals. Comparing this
simulation study with Simulation 2 above may shed some light on this issue.
Results
Figure 4.3 shows the relationship between OLS coefficient estimates and estimates of the
MAP (maximum a posteriori) of κHSijk and the posterior expected value of δijk. In general, for
each simulation study, coefficients with a small OLS estimate tend to have most κHSijk posterior
mass close to 1. Similarly, the same coefficients tend to have a very small posterior mean for
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δijk, indicating a low probability of inclusion. Visually, we can estimate ‘cutoffs’ for extreme
shrinkage or consistent elimination from the prediction equation.
For the first simulation, which involved true sparsity in the coefficient vector, the horseshoe
prior shrinks coefficients with OLS estimates such that log(θ2OLS) is less than approximately
-4. The discrete mixture prior has low inclusion probabilities for a wider range of coefficients;
those such that log(θ2OLS) is less than approximately -3. However, the discrete mixture allows
some of these mid-range coefficients enter the predictive equations between 25% and 75% of
the time.
The second simulation study involved data generated from a VAR where all of the coeffi-
cients were relatively modest in size, but are not exactly equal to 0. There seems to be less
separation, for both models, between the shrunk and un-shrunk regions in terms of κHSijk and
δijk. The discrete mixture results in very few coefficients that are consistently kept in the
model. Still, we see more shrinkage and elimination of coefficients with small OLS coefficients.
The third simulation study adds an interesting feature to the data generating process of the
second simulation study. Approximately 20% of the coefficients are far away from the origin
relative to the rest of the coefficients. The cluster of coefficients with the largest OLS estimate
are almost always included in the prediction equations for the discrete mixture prior. The
horseshoe prior places very little shrinkage on most of these coefficients and allows them to
remain large. Relative to the first two simulated data sets, the horseshoe prior sees more MAP
estimates in the mid-range between 0 and 1.
4.5 Empirical Study
The simulation studies illustrated what we may be able to expect in terms of the shrink-
age and elimination of coefficients. We can examine the predictive performance and overall
effectiveness of the six models using real macroeconomic and financial series.
4.5.1 Data
We have 8 quarterly financial and macroeconomic series from Q1 of 1960 to Q4 of 2010:
1-year treasury constant maturity rate (GS1), real gross domestic product (GDPC96), gross do-
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mestic product implicit price deflator (GDPDEF), unemployment rate (UNRATE), total non-
farm payrolls: all employees (PAYEMS), M1 money stock (M1SL), M2 money stock (M2SL),
and velocity of M1 money stock (M1V). Series that are collected on a monthly basis were
aggregated to be quarterly. We used the same data transformations as described in Korobilis
(2013a) to obtain stationarity. Table 4.1 describes these transformations. Finally, all data
series are scaled by their mean and variance. All data was obtained from the St. Louis Fed
FRED database and downloaded using the R function getSymbols of the package quantmod.
We will refer to these series using the FRED series ID. A plot of this data can be seen in Figure
4.4.
The data model can be described as:

y1t
...
y8t
 =

∑8
j=1
∑4
k=1 θ1jkyj,t−k
...∑8
j=1
∑4
k=1 θ8jkyj,t−k
+

1t
...
8t

where
t
ind∼ N(0,Ωt).
This basic form will be paired with each of the previously mentioned shrinkage and sparsity
prior schemes for θ. Each of these Bayesian models incorporate stochastic volatility with the
random walk specification as described in Chapter 3.
4.5.2 Posterior summaries
MCMC algorithms based on each of the six Bayesian models were run for 15,000 iterations
on the a subset of the available data set from 1960:Q1 to 1999:Q1. The first 5,000 iterations
were used to tune the tuning parameters and discarded as burn-in. We employ the particle
Gibbs algorithm with backwards simulation as described in Chapter 3.
We will first discuss in-sample behavior of the six models. Given that we are using shrinkage
and sparsity as ways to achieve better predictive performance, a meaningful way to compare the
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behavior of the six models is to compare their posterior “shrinkage profiles”, that is, by looking
at the posterior distribution of κ. While the κ parameters cannot directly be interpreted as the
posterior weights corresponding to the OLS solution, they still offer an intuitive visual of the
way various priors are applying local shrinkage rules. For the shrinkage models, we can compare
the posterior distribution of the κijk parameters as described in the previous section. For a fair
assessment, we only consider those from the Student’s t, horseshoe, and Laplacian priors. The
hierarchical t prior has another layer of hierarchy resulting from φi. Additionally, posterior
density plots for κijk defined for the hierarchical t model provided no useful information.
Recall that the horseshoe prior assumes a prior distribution for κHSijk that is unbounded at
0 and 1. The prior on κLapijk has very limited mass at 0 and the prior on κ
t
ijk has very limited
mass at 1. Figures 4.5, 4.6, and 4.7 show the posterior densities of the κHSijk , κ
t
ijk, and κ
Lap
ijk
parameters, respectively. Each row of plots corresponds to an equation (i) while the columns
are predictor-specific (j). The lag of the predictor (k) is represented by color. Overall, we see
that the prior distribution corresponding to the prior variance on the coefficient has a large
impact on the shape that the posterior distribution is able to take. The posterior distributions
of the κHSijk parameters show more variability in shape than the posterior distributions of the
κtijk or κ
Lap
ijk parameters. Before we discuss some of the interesting details of the plots, we note
that the scale on the y-axis for the densities varies by each plot within each row (equation). A
better representation of the relative importance of a series in an equation would have a constant
y-axis scale for each row. However, to show more detail in the densities, we allow them to vary
while being mindful of the differing scales.
We focus on the plot corresponding to the horseshoe prior. Looking across the columns, we
see that lags of GDPC96 seem to be some of the most important series in explaining variability
of the eight dependent variables. On the other hand, there is slim evidence that GDPDEF is
useful for any series except possibly for GDPC96. Looking down the rows we notice that the
first two series, GS1 and GDPC96, do not seem to be strongly associated with lags of any of the
series. The other two density plots show some of the same sort of behavior. For example, notice
for each model that the prediction equation for M1SL (row 6) has relatively many instances
where there is very little shrinkage being applied to the coefficient. That is, many coefficients in
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this equation are remaining large because κmijk is close to 0 for m ∈ {t,Lap,HS} and i = 6. It is
easiest to see which series are useful in predicting M1SL by looking at the horseshoe plot. Lags
of GS1, GDPC96, UNRATE, PAYEMS, M1SL, and, M1V all seem to be useful in predicting
M1SL.
The posterior distributions of the κHSijk parameters can be characterized by the tendency pile
close to either 0 or 1. For the horseshoe model, this sort of density plot can be very useful to
help visualize how local shrinkage rules were applied in the posterior. Using this information,
we can infer the importance/strength of interrelationships.
For the discrete mixture prior which imposes true sparsity, we can first look at the posterior
distribution of the δijk parameters. Table 4.2 shows the posterior means of δijk. Each chunk
of the table (separated by horizontal lines) represents a predictive equation. The entries of
this table are posterior probabilities that the kth lag of the jth predictor was present in the ith
equation. We gather that some series were always present in the prediction equation while some
never were. Lags of GDPC96 had a high probability of being present in most of the predictive
equations while lags of GDPDEF were rarely included. We see that in the predictive equations
for GS1 and GDPC96 (rows 1 and 2, respectively), information from other series was rarely
included. We find this strange, but note that the posterior means of the coefficients for these
two equations resulting from the ridge prior are all relatively small ( < 0.25 in absolute value).
Clearly, no coefficient in these prediction equations met the cutoff for inclusion; something that
was illustrated in the simulation studies of this chapter.
Compare this table with the posterior shrinkage profiles of the horseshoe prior, Figure 4.5.
A high posterior mean of δijk will very often correspond with low shrinkage applied by the
horseshoe prior. On the other hand, low posterior means very often correspond with high
shrinkage. Thus, the shrinkage and sparsity prior formulations relay very much of the same
information. Researchers are able to visually summarize important interrelationships using
the posterior information from the horseshoe prior. This is done by viewing the distinctive
posterior densities of κHSijk . We conclude by noting that the horseshoe and discrete mixture
prior of seem to result in similar predictive equations. We may expect them to result in similar
one-step-ahead predictions.
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4.5.3 Predictive performances
Out-of-sample predictive performance of these six models was assessed based off of 50
one-step-ahead predictions. That is, the first prediction was for 1999:Q2 using all data up
to 1999:Q1. By adding one time point at a time to the sample, we compute one-step-ahead
predictions up until the prediction for 2010:Q4. For all six Bayesian models, we use the mean
of samples from posterior predictive distribution of yt+1 | Y t as the point forecast for yt+1.
Thus, each model will lend an estimate of E(yt+1 | Y t). Korobilis (2013b) notes that for the
discrete mixture prior, this is Bayesian model averaging. We hypothesize that the horseshoe
prior will lend forecasts very similar to those of Bayesian model averaging.
We use root mean squared forecast error (RMSFE) and mean absolute forecast error
(MAFE) as measures. Let yˆit|t−1,m be the posterior predictive mean based off of model m
where m ∈ {t,Lap,DM,HS}. Then,
RMSFE(m, i) =
(
1
50
200∑
t=151
(yˆit|t−1,m − yit)2
)1/2
,
MAFE(m, i) =
1
50
200∑
t=151
|yˆit|t−1,m − yit|.
Tables 4.3 and 4.4 show the RMSFE and MAFE reported as ratios relative to a VAR(4) fit
with OLS. We choose a lag of 4 for all models because this is common practice for quarterly
data. The discrete mixture prior and the horseshoe prior seem to have similar forecast per-
formance with the horseshoe resulting in the smallest error measures more often. On average,
the horseshoe prior results in the lowest RMSFE (tied with Ht) and MAFE. The hierarchical t
specification tends to do quite well and out-performs both the horseshoe and discrete mixture
for several series. Recall that the continuous part of the discrete mixture prior was specified
as the ridge regression prior. By comparing ridge to dm in terms of RMSFE and MAFE, we
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see that the ridge prior clearly seems to benefit from the sparsity component. Both Laplacian
and ridge regression priors tend to do the worst, but can still out perform OLS. This may be
caused, at least in part, by the fact that these Bayesian models incorporate stochastic volatility,
which may improve coefficient estimates.
On a side note, recall that for series GS1 and GDPC96, the discrete mixture prior very
rarely included any series in the prediction equations. That is, it opted for a mean-0 model
much of the time. It is interesting that the discrete mixture model actually faired quite well
for these two series compared to the other methods.
Based off of the results from this data set, we can make a recommendation for a ‘default’
prior specification. We consider prediction performance, computational expense, and inter-
pretability. In terms of prediction performance, the horseshoe and the hierarchical t perform
the best in terms of RMSFE and MAFE. Both of these prior formulations are relatively easy to
implement. The discrete mixture prior is more computationally expensive than the shrinkage
schemes. However, the discrete mixture prior offers a nice feature of the interpretability of the
posterior means of δijk, which gives the researcher an idea of importance for each series. We
claim that the horseshoe has a similar feature in the posterior densities of κHSijk which have
distinct shapes that tend to move in sync with the posterior means of δijk, as illustrated in
the simulation study and section 4.5.2. The horseshoe prior, via posterior densities of κHSijk ,
provides a nice way to visualize interdependencies between series in a multivariate regression
context.
We hypothesized that, since the horseshoe prior and the discrete mixture prior tend to pro-
vide very similar patterns of extreme shrinkage and elimination, respectively, they may provide
very similar predictions. Table 4.5 shows the correlations of the 50 1-step-ahead predictions.
The entries in the table are medians of the 8 correlations of one-step-ahead predictions. Predic-
tions from the discrete mixture model are most highly correlated with the predictions from the
horseshoe model with an estimated correlation of 0.956. However, the horseshoe prior results
in one-step-ahead predictions that are more highly correlated with those from the hierarchical t
prior. This specification provides extreme shrinkage because of the additional layer of φi which
controls the scale of the t. So, in this way, it makes sense for the resulting predictions to behave
108
much like those from the horseshoe prior. One-step-ahead predictions from Bayesian models
tend not to be highly correlated with those fit with ordinary least squares, with correlations
between 0.2 and 0.35.
4.6 Conclusions
In this chapter we have discussed using a shrinkage prior, the horseshoe prior, as a way
to avoid overfitting the data. Although the horseshoe prior is computationally much like a
shrinkage prior, the posterior behavior is similar to a true sparsity solution. Allowing for each
coefficient to have its own prior standard deviation around 0 which is assigned a half Cauchy
distribution results in extreme posterior shrinkage or lack thereof. The resulting predictive
equations closely resemble those obtained via Bayesian variable selection using discrete mixture
priors.
Using the MCMC results from the discrete mixture prior, we obtain posterior inclusion
probabilities for each series involved in the prediction equations, which lend themselves very
nicely to interpretation. We are able to directly learn about the likelihood of a variable being
useful. On the other hand, the horseshoe prior will result in posterior densities of the κHSijk ,
which provides a very similar interpretation, graphically.
While we chose independent normal distributions largely for computational convenience and
for interpretation purposes, one undeniably nice characteristic of the discrete mixture prior is
its ability to incorporate any reasonable prior on βijk. This includes allowing βijk to be dynamic
and evolve over time, which for some series can improve predictive performance. It is not as
straightforward to incorporate a dynamic θijk into the horseshoe prior framework. To account
for evolving inter-series relationships one could, however, incorporate both the discrete mixture
and horseshoe prior in a structural breaks model.
Korobilis (2013b) showed that, in a forecasting context, sparsity was highly competitive with
traditional shrinkage methods. We saw in an empirical study that the predictive performance
of the horseshoe prior is very close to that of the discrete mixture priors, and often beats it.
Additionally, we want to emphasize that the horseshoe prior is as easy to implement as many
traditional shrinkage methods and computationally less expensive than the discrete mixture
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prior. For these reasons, we feel the horseshoe prior is a valid competitor of traditional shrinkage
methods as well as a useful alternative to the discrete mixture prior.
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Figure 4.3 Summaries of shrinkage profiles. The three plots in the left column show the MAP
of κHSijk by a monotone transformation of the OLS estimate of θijk. Specifically,
we take the square of the estimate and then the log. The three plots in the
right column show the posterior mean of δijk by the same transformation of the
OLS estimate of θijk. The first, second, and third rows show these plots for the
first, second, and third simulation study, respectively. Red points indicate the
coefficient’s true value is exactly 0. Blue points indicate the coefficient’s true value
is relatively large.
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Table 4.1 Transformation used on each series to obtain stationarity. Let xt represent the raw
(scalar) data at time t.
Transformations
Description Formula
GS1 first difference yt = xt − xt−1
GDPC96 first difference of log yt = log(
xt
xt−1 )
GDPDEF first difference of log yt = log(
xt
xt−1 )
UNRATE first difference yt = xt − xt−1
PAYEMS first difference of log yt = log(
xt
xt−1 )
M1SL second difference of log yt = log(
xt
xt−1 )− log(
xt−1
xt−2 )
M2SL second difference of log yt = log(
xt
xt−1 )− log(
xt−1
xt−2 )
M1V first difference of log yt = log(
xt
xt−1 )
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Figure 4.4 Transformed quarterly macroeconomic and financial series obtained from FRED.
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Figure 4.5 Posterior density of κHSijk =
1
1+λ2ijk
using sample from 1960:Q1 to 1999:Q1. Each
row shows the densities for the corresponding predictive equation (i). The columns
indicate the different series (j). The color of the density indicates the lag (k) for
that equation and series.
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Figure 4.6 Posterior density of κtijk =
1
1+λ2ijk
using sample from 1960:Q1 to 1999:Q1. Each
row shows the densities for the corresponding predictive equation (i). The columns
indicate the different series (j). The color of the density indicates the lag (k) for
that equation and series.
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Figure 4.7 Posterior density of κLapijk =
1
1+λ2ijk
using sample from 1960:Q1 to 1999:Q1. Each
row shows the densities for the corresponding predictive equation (i). The columns
indicate the different series (j). The color of the density indicates the lag (k) for
that equation and series.
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Table 4.2 Posterior means of δijk. This gives the posterior probability of βijk being included
in the forecast equation using data from 1960:Q1 to 1999:Q1.
i k GS1 GDPC96 GDPDEF UNRATE PAYEMS M1SL M2SL M1V
GS1 1 0.000 0.002 0.000 0.002 0.001 0.002 0.000 0.000
GS1 2 0.006 0.000 0.000 0.077 0.000 0.002 0.000 0.000
GS1 3 0.000 0.002 0.000 0.009 0.000 0.000 0.000 0.000
GS1 4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
GDPC96 1 0.000 0.001 0.027 0.000 0.000 0.015 0.000 0.002
GDPC96 2 0.049 0.000 0.004 0.001 0.000 0.000 0.002 0.000
GDPC96 3 0.018 0.000 0.001 0.000 0.204 0.000 0.001 0.000
GDPC96 4 0.000 0.000 0.000 0.000 0.001 0.000 0.011 0.000
GDPDEF 1 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
GDPDEF 2 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002
GDPDEF 3 1.000 0.000 0.001 0.000 0.125 0.000 0.082 0.000
GDPDEF 4 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
UNRATE 1 0.001 1.000 0.001 0.026 0.001 1.000 0.001 0.000
UNRATE 2 0.000 0.001 0.024 0.000 0.001 0.000 0.001 0.001
UNRATE 3 0.719 0.000 0.011 0.000 0.030 0.000 0.009 0.000
UNRATE 4 0.002 0.001 0.002 0.000 0.001 0.001 0.001 0.002
PAYEMS 1 0.000 1.000 0.000 0.047 0.001 0.008 0.000 0.005
PAYEMS 2 0.000 0.000 0.000 0.000 0.011 0.000 0.000 0.000
PAYEMS 3 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
PAYEMS 4 1.000 0.000 0.000 0.000 0.027 0.000 0.001 0.000
M1SL 1 0.000 0.001 0.000 0.000 0.003 0.001 0.000 0.000
M1SL 2 1.000 1.000 0.000 1.000 1.000 1.000 1.000 0.001
M1SL 3 1.000 0.058 0.002 0.000 1.000 0.001 0.201 0.001
M1SL 4 0.000 1.000 0.074 0.001 0.003 1.000 0.001 1.000
M2SL 1 0.952 0.000 0.002 0.001 0.031 0.003 0.003 0.001
M2SL 2 0.000 1.000 0.001 0.085 0.000 0.012 0.000 0.001
M2SL 3 0.000 0.000 0.000 0.001 0.001 0.004 0.001 0.002
M2SL 4 0.004 0.001 0.002 0.099 0.001 0.092 0.000 0.000
M1V 1 0.001 0.000 0.001 0.000 0.000 0.000 0.001 0.000
M1V 2 1.000 1.000 0.000 0.003 0.000 0.000 0.000 0.001
M1V 3 0.001 0.000 0.001 0.000 0.137 0.000 0.000 0.000
M1V 4 0.000 1.000 0.000 0.000 0.000 0.000 0.000 0.001
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Table 4.3 Relative RMSFE for six Bayesian models: ridge, Laplacian, t priors, the horseshoe,
and the discrete mixture. Baseline model is a VAR(4) fit with OLS.
ridge Lap t Ht HS dm
GS1 0.726 0.696 0.707 0.581 0.594 0.633
GDPC96 0.947 0.899 0.900 0.886 0.873 0.854
GDPDEF 0.871 0.836 0.866 0.810 0.820 0.905
UNRATE 0.909 0.869 0.897 0.841 0.826 0.854
PAYEMS 0.869 0.878 0.877 0.873 0.854 0.861
M1SL 1.057 1.014 1.037 0.863 0.884 0.932
M2SL 1.090 1.023 1.058 0.938 0.940 0.930
M1V 1.004 0.992 0.995 0.882 0.885 0.888
average 0.934 0.901 0.917 0.834 0.834 0.857
Table 4.4 Relative MAFE for six Bayesian models: ridge, Laplacian, t priors, the horseshoe,
and the discrete mixture. Baseline model is a VAR(4) fit with OLS.
ridge Lap t Ht HS dm
GS1 0.819 0.748 0.752 0.585 0.588 0.603
GDPC96 0.969 0.907 0.914 0.888 0.861 0.820
GDPDEF 0.896 0.847 0.905 0.827 0.822 0.833
UNRATE 0.932 0.889 0.914 0.802 0.756 0.764
PAYEMS 0.847 0.836 0.808 0.745 0.724 0.761
M1SL 1.096 1.054 1.082 0.892 0.919 0.930
M2SL 1.168 1.110 1.136 0.978 0.976 1.000
M1V 1.070 1.067 1.071 0.843 0.861 0.863
average 0.975 0.932 0.948 0.820 0.813 0.822
Table 4.5 Estimates of correlations of 50 1-step-ahead predictions. Estimates are taken to
be the median over the 8 series.
OLS ridge Lap t Ht HS dm
OLS 1.000 0.197 0.260 0.247 0.323 0.362 0.384
ridge 1.000 0.988 0.988 0.893 0.900 0.831
Lap 1.000 0.992 0.913 0.917 0.839
t 1.000 0.923 0.921 0.838
Ht 1.000 0.970 0.895
HS 1.000 0.956
dm 1.000
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4.7 Appendix
We construct an overall particle Gibbs sampler for all models. When conditional posterior
distributions are analytically available, we provide them. Otherwise, we describe the random
walk Metropolis step that was used to do the sampling. Sampling {ωt : t = 1, . . . , T}, τω, and
Ψ is as described in Algorithms 5 and 6, conditioned on the current iteration’s values for all
other parameters. Both algorithms were coded in Rcpp.
4.7.1 MCMC for horseshoe prior
The joint distribution of data and all of the unknowns can be written as:
f(Y T ,θ,λ, τ , {ωt}Tt=1,Ψ, τω)
=
(
T∏
t=1
f(yt | Y t−1,θ, {ωt}Tt=1,Ψ)
) n∏
i=1
n∏
j=1
P∏
k=1
f(θijk | λijk, τi)
 n∏
i=1
n∏
j=1
P∏
k=1
f(λijk)

×
(
n∏
i=1
f(τi)
)(
n∏
i=1
f(ωi1)
)(
n∏
i=1
T∏
t=2
f(ωit | ωi,t−1, τωi)
)
f(τω)f(Ψ)
=
(
T∏
t=1
(2pi)−
n
2 |Ωt|− 12 e(−
1
2
(yt−Wtθ)TΩ−1t (yt−Wtθ))
)
n∏
i=1
n∏
j=1
(2piλ2ijkτ
2
i )
− 1
2 e
− 1
2τ2
i
λ2
ijk
θ2ijk
×
(
n∏
i=1
(2pid)−
1
2 e−
1
2d
(ωi1−c)2
)(
n∏
i=1
T∏
t=2
(2piτ2ωi)
− 1
2 e
− 1
2τ2
ωi
(ωit−ωi,t−1)2
)(
n∏
i=1
I(τi > 0)
pi(τi + 1)2
)
×
(
n∏
i=1
I(τωi > 0)
pi(τωi + 1)2
) n∏
i=1
n∏
j=1
P∏
k=1
I(λijk > 0)
pi(λijk + 1)2
 (g(m,n)I(|Ψ| > 0))
θ has a closed form conditional posterior. Write the prior on θ in matrix form as θ ∼
N(0,V θ) where V θ has the appropriate elements of λ
2(r−1)
ijk and τ
2(r−1)
i on the diagonals. Then,
the conditional posterior is:
θ | · ∼ N(θ¯, V¯θ)
V¯θ =
(
T∑
t=1
W Tt Ω
−1
t Wt + V
−1
θ
)−1
θ¯ = V¯θ(
T∑
t=1
W Tt Ω
−1
t yt)
(4.13)
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λ is sampled from its conditional posterior using a random walk Metropolis step. For
i, j = 1, . . . , n and k = 1, . . . , P sample λ∗ijk from N(λ
(r−1)
ijk , vλijk) for a fixed vλijk. We use the
burn-in period to tune vλijk. Set λ
(r)
ijk = λ
∗
ijk with probability αλijk and λ
(r)
ijk = λ
(r−1)
ijk otherwise
where
αλijk = min
1, f(θ(r)ijk | λ∗ijk, τ (r−1)i )f(λ∗ijk)
f(θ
(r)
ijk | λ(r−1)ijk , τ (r−1)i )f(λ(r−1)ijk )
 .
τ is sampled from its conditional posterior using a random walk Metropolis step. For
i = 1, . . . , n sample τ∗i from N(τ
(r−1)
i , vτi) for a fixed vτi. We use the burn-in period to tune
vτi. Set τ
(r)
i = τ
∗
i with probability ατi and τ
(r)
i = τ
(r−1)
i otherwise where
ατi = min
1, f(θ(r)ijk | λ(r)ijk, τ∗i )f(τ∗i )
f(θ
(r)
ijk | λ(r)ijk, τ (r−1)i )f(τ (r−1)i )
 .
4.7.2 MCMC for discrete mixture prior
Recall that θijk = βijkδijk. Let Dδ be a n
2P ×n2P diagonal matrix with δ on the diagonal.
The joint distribution of data and all of the unknowns can be written as:
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f(Y T ,β, δ,pi, {ωt}Tt=1,Ψ, τω)
=
(
T∏
t=1
f(yt | Y t−1,θ, {ωt}Tt=1,Ψ)
) n∏
i=1
n∏
j=1
P∏
k=1
f(βijk)

×
 n∏
i=1
n∏
j=1
P∏
k=1
f(δijk | pii)
( n∏
i=1
f(pii)
)
×
(
n∏
i=1
f(ωi1)
)(
n∏
i=1
T∏
t=2
f(ωit | ωi,t−1, τωi)
)
f(τω)f(Ψ)
=
(
T∏
t=1
(2pi)−
n
2 |Ωt|− 12 e(−
1
2
(yt−WtDδβ)TΩ−1t (yt−WtDδβ))
)
n∏
i=1
n∏
j=1
(2pi9)−
1
2 e−
1
2∗9β
2
ijk
×
(
n∏
i=1
(2pid)−
1
2 e−
1
2d
(ωi1−c)2
)(
n∏
i=1
T∏
t=2
(2piτ2ωi)
− 1
2 e
− 1
2τ2
ωi
(ωit−ωi,t−1)2
)
×
 n∏
i=1
n∏
j=1
P∏
k=1
(1− pii)δijkpiδijki
( n∏
i=1
(1− pii)b−1pia−1i
B(a, b)
)
×
(
n∏
i=1
I(τωi > 0)
pi(τωi + 1)2
)
(g(m,n)I(|Ψ| > 0))
β can be updated conjugately. Whether or not the data likelihood is incorporated into
the posterior distribution depends on the current iteration’s value of δ. Let V β = 9∗ In2P×n2P .
β | · ∼ N(β¯, V¯β)
V¯β =
(
T∑
t=1
(WtDδ)
TΩ−1t WtDδ + V
−1
β
)−1
β¯ = V¯β(
T∑
t=1
(WtDδ)
TΩ−1t yt)
(4.14)
δ has a closed form conditional posterior to sample from. We describe this method. Ko-
robilis (2013b) describes an approach that is computationally less expensive. For i = 1, . . . , n,
j = 1, . . . , n, and k = 1, . . . , P :
δijk | · ∼ Bernoulli(1− p¯iijk)
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The conditional posterior of δijk can be written as:
f(δijk | Y T , δ\δijk) ∝ f(δijk | pii)
(
T∏
t=1
f(yt | Y t−1,β, δ\δijk , δijk, {ωt}Tt=1,Ψ)
)
= (1− pii)δijkpi1−δijki
(
T∏
t=1
(2pi)−
n
2 |Ωt|− 12 e(−
1
2
(yt−WtDδβ)TΩ−1t (yt−WtDδβ))
)
.
(4.15)
This can be evaluated at both δijk = 0 and δijk = 1:
l0ijk = pii
(
T∏
t=1
f(yt | Y t−1,β, δ\δijk , δijk = 0, {ωt}Tt=1,Ψ)
)
l1ijk = (1− pii)
(
T∏
t=1
f(yt | Y t−1,β, δ\δijk , δijk = 1, {ωt}Tt=1,Ψ)
) (4.16)
Thus we have:
p¯iijk =
l1ijk
l0ijk + l1ijk
.
In practice we randomize the sampling order at each iteration, which should improve mixing.
For numerical stability, all calculations are done on the log scale.
pi was assigned a conjugate prior of Beta(a,b). The posterior can be derived as follows for
i = 1, . . . , n:
f(pii | ·) ∝ f(pii)
n∏
j=1
P∏
k=1
f(δijk | pii)
=
pia−1i (1− pii)b−1
B(a, b)
(1− pii)
∑n
j=1
∑P
k=1 δijkpi
n2P−∑nj=1∑Pk=1 δijk
i
∝ (1− pii)b+
∑n
j=1
∑P
k=1 δijk−1pi
a+n2P−∑nj=1∑Pk=1 δijk−1
i
(4.17)
Thus, pii | · ∼ Beta(a+ n2P −
∑n
j=1
∑P
k=1 δijk, b+
∑n
j=1
∑P
k=1 δijk).
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CHAPTER 5. SUMMARY AND DISCUSSION
5.1 Summary
In the chapters of this thesis, we have proposed several ideas for use in Bayesian vector
autoregressions and demonstrated their performance on real and simulated data.
In Chapter 2, we imposed sparsity on the coefficient vector by developing a model that
chooses the lag in an automatic and data-driven way. As an added layer of complexity, we
allowed the unknown lag to be time-varying which resulted in a hidden Markov model. We
visually explored posterior summaries of the time-varying lag and, in an empirical application,
connected these visual summaries to the real-world economic situation.
Chapter 2 modeled stochastic volatility and used a standard Gibbs sampler to sample from
the posterior of the volatility parameters. In Chapter 3, we offered a more efficient sampling
algorithm for multivariate stochastic volatility. The algorithm, called Particle Gibbs with
backwards simulation, had been introduced as a sampler for general univariate state space
models, but we extended this to a multivariate setting for modeling multivariate stochastic
volatility. We provided a detailed algorithm that can be paired with any volatility model and
correlation specification. We folded this algorithm into an overall particle Gibbs algorithm for
simultaneously performing inference on all dynamic and static parameters of a Bayesian VAR.
Finally, we showed that this algorithm works well in a multivariate setting and does so for a
surprisingly small number of particles, making this a practical solution to a difficult problem.
Modeling time-changing variances can help improve prediction performance. When this
is partnered with shrinkage and sparsity prior formulations, we see clear improvements in
prediction performance. Chapter 4 explored some shrinkage and sparsity priors for use in VARs.
The horseshoe prior has yet to be proposed as a way to obtain better forecast performance in
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the Bayesian VAR literature. We explored an application of the horseshoe prior in a VAR and
showed that it competes favorably with other sparsity and shrinkage prior schemes. We showed
that prediction equations of the discrete mixture prior and the horseshoe prior tend to be very
similar and also that one-step-ahead predictions also behave quite similarly. We suggested a
graphical representation of the posterior shrinkage profiles as a way to visualize the strength of
interrelationships. With a smaller computational burden associated with the horseshoe prior,
we concluded by recommending this prior as a method to improve predictive performance in
medium to large sized VARs.
5.2 Suggestions For Future Work
Chapter 2 provided a new framework for making inference on the unknown lag. However,
we made the simplifying assumption that the time-varying lag is the same for each of the n
series in the model. There is no reason to believe any set of macroeconomic/financial series can
be explained by the same number of lags. Instead, one could extend this idea and model series-
specific time-varying lags. That is, we would estimate f({p1t}Tt=1, . . . , {pnt}Tt=1 | ·) instead of
the more parsimoniousf({pt}Tt=1 | ·).
Chapter 3 proposed a general sampling framework for multivariate stochastic volatility
models. The sampling framework we proposed is compatible with very general state space
models. In our proposed models we have the following:
yt ∼ N(0, diag(e2ω1t , . . . , e2ωnt))
ωt = ωt−1 + et et
iid∼ N(0, diag(τ2ω1, . . . , τ2ωn))
However, there is no longer a need to constrain the equations to be linear in the unobserved
states. Similarly, there is no longer a need to constrain the equation to be Gaussians. Algorithm
5 requires only a well-defined observation density f(yt | ωt) and transition density f(ωt | ωt−1).
We wonder if alternative specifications of the state equation may be better to capture
important patterns and idiosyncracies in stochastic volatility. For example,
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yt ∼ N(0, diag(ω21t, . . . , ω2nt))
ωit
ind∼ Gamma(ωi,t−1
αi
, αi) i = 1, . . . , n
In the above model, we are modeling the shape and scale of a Gamma distribution with
the standard deviation of the last time point, ωi,t−1, as well as a scaling parameter, αi. This
distribution implies E(ωit | ωi,t−1, αi) = ωi,t−1 and V ar(ωit | ωi,t−1, α) = αiωi,t−1. This agrees
with the belief that the volatility of volatility is larger when the volatility itself is large. Flexible
joint distributions for the volatility parameters can be combined in an overall particle Gibbs
with backwards simulation sampler for a Bayesian VAR just as described in Chapter 4.
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