A feature model is a compact representation of the products of a software product line. The automated extraction of information from feature models is a thriving topic involving numerous analysis operations, techniques and tools. Performance evaluations in this domain mainly rely on the use of random feature models. However, these only provide a rough idea of the behaviour of the tools with average problems and are not sufficient to reveal their real strengths and weaknesses. In this article, we propose to model the problem of finding computationally hard feature models as an optimization problem and we solve it using a novel evolutionary algorithm for optimized feature models (ETHOM). Given a tool and an analysis operation, ETHOM generates input models of a predefined size maximizing aspects such as the execution time or the memory consumption of the tool when performing the operation over the model. This allows users and developers to know the performance of tools in pessimistic cases providing a better idea of their real power and revealing performance bugs. Experiments using ETHOM on a number of analyses and tools have successfully identified models producing much longer executions times and higher memory consumption than those obtained with random models of identical or even larger size.
to find several models taking between 1 and 27.5 min-172 utes to process. Besides this, we found that the hard-173 est feature models generated by ETHOM in the range 174 500-1,000 features were remarkably harder to process 175 than randomly generated models with 10,000 features.
176
More importantly, we found that the hard feature mod-177 els generated by ETHOM had similar properties to re- 
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• Our algorithm is ready-to-use and publicly avail- 
225
• Our approach focuses on testing, not debugging.
226
That is, our work contributes to the detection of were not able to produce solutions of a fixed size (e.g.
530
tree encoding), a key requirement in our approach. by selecting two parent chromosomes to be combined.
567
For each array in the chromosomes, the tree and 
596
These operators are applied randomly with the same 597 probability. and it is ultimately up to the user. In our work, we used 613 a repairing strategy described in the next section. 10% of cross-tree constraints. We found that this was 800 2 5 features ranges x 4 constraints ranges x 25 iterations x 10,000 (5,000 random search + 5,000 evolutionary search) due to the simplicity of the analysis in this size range.
801
The number of backtracks produced by these models several orders of magnitude than those produced using 816 randomly generated models. The fitness of the hardest 817 models generated using our evolutionary approach was 818 on average over 3,500 times higher than that of ran- these results were also reflected in the execution times.
823
On average, the CSP solver took 0.06 seconds to anal-824 yse the randomly generated models and 9 seconds to 825 analyse those generated using ETHOM. The superior- the fitness found by evolutionary search is above that of 877 the maximum for the randomly generated models. In other words, the feature models generated were so 971 hard that they often took more than 30 minutes to anal-972 yse and were discarded. In fact, the maximum time- generated models ( Fig. 10(a) ), a narrow curve is ob-
1016
tained with more than 99% of the executions produc-
1017
ing fitness values under 310 BDD nodes. During evolu-1018 tionary execution ( Fig. 10(b) with these and others solvers are still necessary.
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All the experiments performed suggested that 
1067
As part of our evaluation, we also studied the char- ferences between the minimum and maximum percent- (between 13.8% and 16.1% in our models), 6% of or-1090 relationships (between 7% and 8.9% in our models) and
1091
9% of alternative relationships (between 6.7% and 7.2% 1092 in our study). As a result, we conclude that the models 1093 generated by our algorithm are by no means unrealistic.
1094
On the contrary, in the context of our study, they are a ture models found by ETHOM for 500-1000 features.
1126
Similarly, we generated 100 randomly generated fea- ysis tools rather than using large randomly generated 1137 models.
1138
In another experiment, we checked whether the hard 1139 feature models generated by ETHOM were also hard for 1140 other tools and heuristics. In particular, we first checked 1141 whether the hardest feature models found in Experiment
1142
#1 using a CSP solver were also hard when using a SAT 5 Most of the time was taken by the translation from the feature model to a constraint satisfaction problem while the analysis itself was trivial. In fact, the maximum number of backtracks generated was 7. 
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The statistical analysis described in this section was per-1220 formed using the SPSS 17 statistical package [28] .
1221
The techniques used to perform the statistical analy- 
