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The Cyclone Global Navigation Satellite System (CYGNSS), a constellation
satellite system set to launch in late 2016, is designed so that it will measure ocean
surface wind speeds with high spatial and temporal resolution across the Tropics.
As a dominant planetary circulation in the Tropics, a Madden-Julian Oscillation
(MJO) event was analyzed within a CYGNSS simulator in order to evaluate the
data that will retrieved by the satellite prior to launch. The MJO is defined by the
slow eastward propagation of enhanced convection across the equatorial region and
is known to affect tropical cyclones, monsoon rainfall, ENSO, and other atmospheric
and oceanic phenomena. The convective signal of the MJO exists across the data
void regions of the Indian and Pacific Oceans. To overcome sparse datasets within
the Tropics, CYGNSS will capture ocean surface winds across the tropics via bi-static
scatterometry, even through regions of precipitation. This study examines the ability
of CYGNSS to effectively observe the small scale wind features associated with the
MJO and associated convective storm activity. Data from the weak December 2011
MJO event that occurred during the DYNAMO campaign are assimilated in WRF.
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CHAPTER 1

INTRODUCTION

Despite over 40 years of research on the Madden-Julian Oscillation (MJO;
Madden and Julian 1971, 1972), there remain uncertainties on the mechanisms that
contribute to the initiation and maintenance of the phenomenon (Yoneyama et al.
2013). The MJO is a global scale atmospheric circulation that propagates eastwards
at approximately 5 ms−1 over the equatorial Indian and Pacific Oceans with a period
of 30-90 days (Zhang 2005). The oscillation modulates the mesoscale as well as the
global scale, resulting in the need to improve the understanding of the process so
that long range forecasts can be refined as well as forecasts of weather that the MJO
affects is enhanced. The initiation of the MJO in particular remains to be accurately
captured in current theories.
The teleconnections of the MJO influence weather patterns across the globe;
from monsoon precipitation associated with the Asian and Australian monsoon seasons, to tropical cyclones in the Atlantic, Pacific and Indian Oceans, to the El Niño
Southern Oscillation, to surface temperatures across the Asian and American continents, and many other atmospheric and oceanic phenomenon (Zhang 2013). Apart
from the extensive studies on the influence of the MJO, there is not yet a firm grasp of
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the onset and life cycle of this irregular oscillation. Over the years, numerous theories
have attempted to explain the life cycle of the MJO but so far, none have been able
to match its propagation speed (Hung et al. 2013). One of the prominent theories
is the wind induced surface heat exchange (WISHE) which suggests that as surface
winds increase across the ocean ahead of a trough, the air-sea heat transfer will also
increase and lead to enhanced convection (Emanuel 1987, 1993). Due to the MJO’s
complex nature, its mechanisms and implications are still an active area of research
to this day (Yoneyama et al. 2013).
In late 2016, the Cyclone Global Navigation Satellite System (CYGNSS) will
be launched into space. CYGNSS is a constellation satellite system that will be
made up of eight low orbiting micro-scatterometers which will improve ocean surface
wind speed data compared to existing and past scatterometers that have only able
to collect wind speeds in clear air. Until the satellite is launched, CYGNSS data are
simulated using the End-to-End-Simulator (E2ES) which uses real or modeled input
data. One of the main goals of creating CYGNSS, along with having a higher spatial
and temporal resolution wind data, is to use the improved ocean surface wind speed
data to improve hurricane intensity forecasting. This study will examine and evaluate
the data that CYGNSS will provide and then look at how the dataset may improve
our understanding of the MJO, instead of hurricanes, particularly with winds at the
lower levels. Enhancing wind speed data across the otherwise data sparse tropical
oceans alongside the WISHE theory, will hopefully lead to a firmer grasp of what
leads to the initiation of the MJO.

2

Assimilated data from the Dynamics of the MJO (DYNAMO) field campaign
are ingested into the E2ES to analyze low level winds of the December 2011 MJO
event. The DYNAMO field campaign, which was an expansive project that involved
multiple countries, set out to gather extensive data of the MJO by having observation
equipment spread from far eastern Africa, across the Indian Ocean and Maritime Continent, into the western Pacific Ocean during the October 2011 to March 2012 project.
The December 2011 MJO event that is the emphasis of this project is considered a
“weak” amplitude (Wheeler and Hendon 2004) event that lasted from mid-December
2011 to early January 2012. Further focus, and data assimilation Weather Research
and Forecast (WRF) model simulations, will be given for December 21, a day that
had enhanced convection over the Maldives. The goal of these WRF data assimilation
experiments is to provide the most realistic forecasts to use in the E2ES in order to
understand how CYGNSS is able to retrieve surface wind data, especially in regions
experiencing ongoing convective storm activity. It is most often observed that faster
winds coincide with areas of convection and rain. Increased winds are an important
part of the WISHE theory that links the winds to the start of or enhancement of
convection. This research will analyze the capacity of CYGNSS in terms of gathering
wind data and linking its usefulness to understanding the MJO.
If CYGNSS is able to detect wind gusts associated with convection over the
ocean, then it could be a useful tool for studying and forecasting the MJO. The
hypotheses presented in this study are as follows:
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I. By assimilating DYNAMO data into WRF, such as TOGA and S-PolKa radar
velocity, buoys, soundings, and scatterometers, the resultant forecasts will enhance wind fields compared to a control WRF forecast, with the goal of demonstrating accurate wind fields through the use of the CYGNSS E2ES.
II. If there exist higher resolution wind observations in precipitation regions from
CYGNSS, then there will be an increased understanding of the onset of, and
processes within the MJO.
Questions to be answered outward of with the hypotheses are:
i. Is CYGNSS capable of observing ocean surface wind speeds through active convective storms?
ii. How accurate are the wind speeds as compared to a “truth” WRF wind field?
iii. Do CYGNSS winds improve our understanding of the MJO?
iv. How could errors in wind speeds from CYGNSS influence the results of WISHE
feedback processes and thus the potential forecast skill of the MJO?
This study will ingest assimilated WRF forecasts into the CYGNSS E2ES to
analyze the winds from the December 2011 MJO event and assess the usefulness of
CYGNSS. Section 2 will review past MJO studies and theories as well as give a more
in depth overview of the DYNAMO campaign and CYGNSS mission. Data used and
methods of assimilation and analysis will be provided in section 3 followed by the
results of the data in section 4 and discussion and conclusions in section 5.

4

CHAPTER 2

BACKGROUND

2.1

The MJO

The Madden-Julian Oscillation (MJO) is a large scale (∼1000 km) atmospheric
circulation defined by eastward propagation of enhanced convection across the equatorial tropical ocean (Madden and Julian 1971, 1972). With a planetary mode of
30-90 days and an influence on both daily weather and climatological patterns, it
is the dominant intraseasonal variability across the tropics (Zhang 2005). The convective signal of the oscillation tracks from a source region in the Indian Ocean and
typically decays as it reaches the western and central Pacific Ocean. The slow eastward movement of the oscillation propagates at an average of 5 ms−1 (Weickmann
et al. 1985; Knutson et al. 1986). It has been observed to influence tropical cyclones
in the Indian, Pacific, and Atlantic Oceans (Kim et al. 2008; Klotzbach 2010), monsoons (Goswami 2012; Wheeler and McBride 2012; Mo et al. 2012), rainfall (Zhang
2013), and the El Niño Southern Oscillation (Hendon et al. 2007).
The oscillation pattern was first observed in zonal winds, temperature, and
pressure of a 10-year dataset at Canton Island by Roland Madden and Paul Julian, for
whom the oscillation is named after, in 1971. Canton Island is located in the western5

central Pacific Ocean, just south of the equator. Their 1972 study examined data from
July 1957 to December 1958 across the Tropics to get an idea of scale, timing, and
a variety of characteristics. During those 18 months, 11 complete oscillation events
were found and used to discover how to initially define the phenomenon. It was found
that the MJO is generally confined between 10◦ N to 10◦ S with the slow eastward
propagation. From the upper level pressure data at the stations, it was concluded
that the MJO is in fact a global scale oscillation. Although originally defined as a 40
to 50 day event, Madden and Julian noted that this time frame was only approximate
and that it would change from event to event. The eastward propagation can be seen
in the pressure, upper tropospheric temperatures, and zonal winds which are caused
by the asymmetrical tilt with height found in the zonal winds (further expanded in
Section 2.1.1). They also observed that the convection and low level disturbance could
be seen over the Indian and Pacific Oceans while an upper level pressure disturbance
associated with the oscillation traveled around the entire globe (Madden and Julian
1972). Madden and Julian had a deep understanding of the characteristics of the
global circulation and were able to lay a firm foundation for future research on the
subject despite the restricted amount of data available.

2.1.1

MJO Structure
The active phase of the MJO is defined by eastward movement of deepen-

ing convection across the equatorial oceans while either side of the convection center
contains regions of suppressed air masses (Zhang 2005). One of the prominent characteristics of the active (inactive) phase includes out of phase zonal winds (u) at the
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Figure 2.1: Figure from Madden and Julian (1972) depicting the structure and
eastward propagation of the convective signal with time in the zonal plane. A mean
pressure disturbance is plotted at the bottom of each step. The shading with the
pressure is associated with negative anomalies. Relative tropopause height is plotted
at the top of each step. The cells of circulation are related to mean zonal wind
disturbances and the clouds indicate regions of enhanced large-scale convection.
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850 mb level and at the upper pressure levels; when a weak easterly (westerly) occurs
at the low levels, a weak westerly (easterly) is simultaneously occurring at the upper
levels (Madden and Julian 1971) creating a westward tilt with height (Madden and
Julian 1972). The tilt of the convection may be the contributing factor of the eastward propagation as the atmosphere is typically more stabilized on the western side
of the convective center than on the eastern side (Hendon 1988). These regions of
stabilization are related to equatorial surface westerlies caused by Ekman divergence
within the ocean (Matthews 2000) and by immense drying found immediately to the
west of the convection (Hendon and Liebmann 1990). Low level convergence as well
as upward motion and increased humidity are typically found just ahead of the convective center while low level divergence, subsidence and drying are found behind it
(Zhang 2005). This subsidence that occurs both ahead and behind the convection
center can easily be seen in both the sea level pressure (SLP) and direction of air
mass circulation of the vertical profile of the MJO life cycle in Figure 2.1.
Although the MJO is a repeating circulation, it has a highly episodic pattern
rather than a regular cycle (Salby and Hendon 1994). The following will provide
an overview of the large-scale evolution of the MJO. In panel F of Figure 2.1, the
initiation of growing convection can be seen over the Indian Ocean as well as associated decreasing SLPs. Moving forward into panels G and H, maturing convection is
displayed as it begins its eastward propagation and deepening SLPs while the subsidence on either side of the convection begins to take shape and then strengthen.
At this point, the westward tilt with height of the convection has formed due to the
nearly opposite wind directions between the lower and upper levels. These opposite
8

winds are displayed in Figure 2.2 which lays out the vertical wind profiles at numerous stations near the equator across the globe. The tilted structure, coupled with the
subsidence that has strengthened on either side of the convection, becomes the strong
driving force of the eastward propagation. It is common to see a brief weakening of
the convection as the center travels over the Maritime continent because the islands
restrict the moisture feeding into the convection (land effect; Salby and Hendon 1994;
Wang and Li 1994; Zhang and Hendon 1997). Panel A of the figure indicates the peak
amplitude of an individual MJO event where the convective precipitation has reached
a maximum and the surface pressure has reached a minimum. The breadth of the
circulation that is feeding the area of surface convergence center has also expanded.
As with all cycles and oscillations, the signal must eventually weaken. In panel
B, the decaying process of the MJO has begun as the convection reaches the central
Pacific Ocean. The surface winds start to weaken and the convective center has
also weakened as the lower and upper levels winds have decoupled. The noticeable
convective signal finally disappears sometime between panels C and D but a weak
upper pressure level signal remains present at an accelerated speed (Zhang 2005) as
the MJO completes its propagation around the circumference of the Earth. This largescale circulation can also be described as the “Walker circulation” as it is common
to see a pattern where an area of uplift is occurring over the Indian Ocean, while the
Maritime Continent and Pacific Ocean will see an area of subsidence (Madden and
Julian 1972; Zhang 2005). Similarly, subsidence over the Indian Ocean is commonly
accompanied with uplift over the Pacific Ocean.
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Figure 2.2: Figure from Madden and Julian (1972). The zonal wind oscillation
across the equatorial plane displayed at the time when the Canton Island station
recorded a maximum. The +, -, or 0 found at the tail of each wind arrow signifies
the sign of the local change of the zonal wind. The thicker arrows found at the top
and bottom of the figure represent a schematic of the upper and lower tropospheric
wind disturbance.

Another useful tool to observe the MJO alongside the equatorial zonal wind,
are outgoing longwave data (OLR; Lo and Hendon 2000; Wheeler and Hendon 2004).
The longwave data represent the large-scale vertical motion and the deep convection
as described in Figure 2.1. OLR data determine the radiative flux at the top of the
atmosphere where values directly vary with cloud top temperatures. For observing
interannual and intraseasonal variability such as the MJO, OLR anomalies are able
to indicate regions of clouds and precipitation (negative anomalies) and regions of
clear air (positive anomalies; Chelliah and Arkin 1992). Daily OLR data provides
a means to also identify convectively coupled equatorial Kelvin waves and Rossby
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waves (Wheeler and Kiladis 1999). The data have been available since 1974, which
has allowed MJO reanalysis to date back as long as this dataset (Marshall et al. 2015).

2.1.2

RMM
The Wheeler-Hendon Real-Time Multivariate MJO (RMM; Wheeler and Hen-

don 2004) index has been very useful to define the phases and strength of a given
MJO event and has been used in numerous studies since its conception. The index
includes the anomalies of outgoing longwave radiation (OLR) and upper and lower
zonal winds near the equator, both with the removal of seasonal and interannual variability, to determine the MJO phase. Each point on the index represents one day;
points inside the center circle are considered non-MJO events (Figure 2.3). Eastward
propagation is identified by counter-clockwise movement around the center. Weak
MJO events lie closer to the center of the index while strong events are portrayed
by large amplitude circles, or lie close to the perimeter of the index. The highest
recorded MJO amplitude was 4.03 on March 16, 2015 (Marshall et al. 2015; Masters
2015).
The phases of the MJO as labeled on the RMM index, correspond generally
to areas of enhanced convection across the globe. Phases 1 and 8 indicate that
MJO convection is located over the western hemisphere and Africa, phases 2 and 3
correspond to the Indian Ocean, phases 4 and 5 correspond to the Maritime Continent,
and phases 6 and 7 correspond to the western Pacific Ocean. On average, each phase
of the MJO lasts for 6 days but this varies greatly for each event (Wheeler and Hendon
2004).
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Figure 2.3: Figure from Wheeler and Hendon (2004). Points for all available day in
the December, January, February season from 1974 to 2003.

Due to the sporadic nature of the daily points on the RMM index, there
have been discussions to further filter the OLR and zonal wind data to prevent the
index from projecting variability from other modes such as Kelvin and Rossby waves
(Roundy et al. 2009). Straub (2016) found that depending on how the data are
filtered, such as the interannual variability subtraction, will result in varying RMM
plots that could alter the phase and amplitude of an MJO event, particularly for weak
amplitude events.
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2.1.3

MJO Effects
The weather patterns that the MJO influences are far stretching. The large

scale and mesoscale dynamics not only influence the ocean and atmosphere across the
tropics and midlatitudes, the MJO itself is influenced by variabilities such as ENSO
(Hendon et al. 2007), seasons (Madden 1986), and the ITCZ (Wang and Magnusdottir 2006). Seasonally, the MJO peaks during boreal winter (December, January,
and February), which coincides with the Australian summer monsoon (Hendon and
Liebmann 1990), and spring (March, April and May; Woolnough et al. 2000; Zhang
2005), and has a secondary peak during boreal summer (June, July, and August) that
is related to the Asian summer monsoon (Lawrence and Webster 2002).

2.1.3.1

Sea Surface Temperatures

Sea surface temperatures (SSTs) play an important role in tropical convection
and variability (Woolnough et al. 2000). It has been observed that SST values tend
to be significantly higher during suppressed phases of the MJO than during active
phases (Chen et al. 1996) and following studies suggest that there is there is a two-way
feedback cycle between the MJO and SST (Lin and Johnson 1996; Flatau et al. 1997;
Lau and Sui 1997; Jones et al. 1998; Waliser et al. 1999; Woolnough et al. 2000). The
convection and cloud clusters enhanced by the MJO that influence SSTs that can be
described in a three step process identified as a destabilization phase, a convective
phase and a restoring phase (Stephens et al. 2004). The destabilization phase can be
considered as pre-onset phase that is defined by mostly clear skies and light winds
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across the ocean surface that is common in large areas of suppression (Yoneyama
et al. 2013; de Szoeke et al. 2015). These conditions allow SSTs to warm through
strong solar heating while there is weak evaporative cooling of the ocean surface. The
weak winds allow minimal mixing of colder waters below the surface with the warmer
surface waters. Eventually, the increasing SST and low level air temperature paired
with upper atmosphere radiative cooling, caused by the lack of high clouds, will lead
to destabilization of the atmosphere and an initiation of shallow convection (Stephens
et al. 2004).
The strengthening and organization of the convection signals the beginning of
the convective phase. The convection organizes into large-scale clusters of clouds and
this phase sees strengthening low-level winds. Westerly wind bursts (WWBs) have
also been observed repeatedly in association with active MJO events, particularly
evident in strong events (Lukas and Lindstrom 1991; Fasullo and Webster 2000; Moum
et al. 2014), and the fluctuating SSTs found with it (Zhang 2005; Moum et al. 2014).
The WWB closely affects SSTs, the thermocline depth, and atmospheric and oceanic
mixing which can control the surface flux feedback (Yoneyama et al. 2013). The
faster low level wind speeds induce mixing in the upper ocean and when coupled
with the increased amount of clouds that reduce solar heating leads to the cooling of
SSTs. Stronger winds also lead to enhanced evaporation from the ocean, supporting
heavy precipitation across the region. This heavy precipitation eventually leads to
significant moistening in the upper layers as the deep convection weakens (Stephens
et al. 2004).
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Figure 2.4: Figure from Stephens et al. (2004). Composite of data over the time period of 1991 to 1995 with over 20 events in each region displayed. The western Pacific
area (top) is defined between 5◦ N to 5◦ S, and 155◦ to 165◦ E and the Indian Ocean
(bottom) area is defined between 5◦ N to 5◦ S, and 85◦ to 95◦ E. Day 0 is indicative of
the time of maximum SST and all observations are relative to that time. Composite
upper-tropospheric relative humidity (UTH), rainfall, OLR, and low-level wind speed
are seen in the line graphs, and composite SST values are seen in the histograms.
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The restoring phase, or post-onset phase (Yoneyama et al. 2013), begins as
the large-scale convection dissipates and leaves behind high-level clouds related to
residual moisture from the convective phase. These high clouds continue to prohibit
intense solar radiation from heating the surface which causes the SST to continue to
cool and instead, the radiation heats the layer above the clouds. This process serves
to stabilize the atmosphere across the region before the high clouds eventually clear
out and returns to the warming, destabilization phase of the feedback cycle (Stephens
et al. 2004). This time evolution, in terms of phasing from maximum SST in warm
SST events of 1991-1995, can be seen in Figure 2.4. This SST pattern in relation to
the MJO convection is also consistent with the findings in the recent de Szoeke et al.
(2015) study. The question remains as to how sensitive the MJO is in response to
SST feedback and this still needs to be quantified (Zhang 2005).

2.1.3.2

ENSO

It has been shown that the MJO can affect ENSO and that ENSO can affect the
MJO. Many studies have seen that extremely strong MJO events tend to occur during
the onset of major El Niño events (ENSO warm phase; Lau and Chan 1988; Kindle
and Phoebus 1995; Kessler and McPhaden 1995; McPhaden 1999; Wang and Weisberg
2000; Bergman et al. 2001; McPhaden 2004, 2008). This has recently occurred with
the 2015 El Niño event which was preceded by several strong MJOs, including the
strongest MJO amplitude (on the Wheeler and Hendon (2004) RMM index) on record
that occurred on March 16, 2015 (Masters 2015; Marshall et al. 2015). Strong MJO
events push the warm waters of the western and central Pacific Ocean eastward due
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to the associated strong westerly wind bursts (Seiki and Takayabu 2007), as well as
induce strong oceanic Kelvin waves that will maintain a deep thermocline, reducing
the chances of colder waters upwelling towards the surface (Zhang 2001). Seasonally,
it is the spring MJO activity that assist with fully developed El Niño events in boreal
fall and winter. It is important note that it is MJO convection in the western Pacific
rather than over the Indian Ocean that will strongly influence El Niños. The opposite
conditions also hold true, where a lack of strong MJO events in the western Pacific
tends to allow the development of La Niña (Hendon et al. 2007). Forecasting ENSO
requires models to have a firm grasp on SST anomalies thus the ability to accurately
forecast the speed and strength of an MJO event could improve ENSO predictability
(Stan et al. 2010).
Furthermore, once ENSO is in the warm phase, the warmer SSTs over the
central and eastern portions of the equatorial Pacific Ocean allow the convective signal
of active MJO events to travel further into the central Pacific than in ENSO neutral or
cold phases. This is because of the sea-air interactions where the warmer sea surface
waters that promote the positive convective feedback cycle and allow the eastward
propagation of the convection to continue (Kessler et al. 1995; Bergman et al. 2001).
However, the warm anomaly in the Pacific must occur in the right location at the right
time in concert with MJO convection in order to amplify the MJO (Marshall et al.
2015). This positive feedback cycle has been observed mainly during the onset and
growing stages of El Niño (Anyamba and Weare 1995; Hendon et al. 1999). Despite
the role of a single strong MJO influencing El Niño, the influence of the overall MJO
seasonal activity is more valuable to ENSO (Zhang and Gottschalck 2002).
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2.1.3.3

Indian Ocean Dipole

The Indian Ocean Dipole (IOD) refers to the subseasonal (6-30 day) zonal
SST pattern that forms across the Indian Ocean and peaks in boreal fall. This
pattern forms a large-scale dipole structure where the SST anomalies will show higher
than normal temperatures in one half of the Indian Ocean and lower than normal
temperatures in the other half (Saji et al. 1999). When the cold SST anomalies are
found in the east, that is considered a positive IOD, and when the cold anomalies
are found in the west, it is considered a negative IOD (Shinoda and Han 2005). One
study identified that when the suppressed phase of the MJO is over the Indian Ocean
during May and June, it may have helped with the initiation of the IOD because the
thermocline is able to shoal in the eastern Indian Ocean (Rao et al. 2008). The study
also found that downwelling would deepen the thermocline and weaken the IOD if
associated with anomalous westerly winds that are seen with active MJO events.
Evidence shows that the IOD has an influence on the MJO. It is a somewhat
weak influence that is possibly due to the fact that an IOD phase typically lasts
only 3-5 months which is not likely long enough to have a strong effect on the MJO
(Shinoda and Han 2005). Observations show that negative IOD is more favorable to
enhance an MJO event while positive IOD tends to subdue an MJO event (Kug et al.
2009). Positive IOD are unfavorable because of a more stable atmosphere over the
Indian Ocean caused by a reduction in low-level humidity and an increase in surface
pressure and low-level divergence (Wilson et al. 2013).
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2.1.3.4

Rainfall

Not only does the MJO induce deepening convection across the tropics, it can
affect the rainfall patterns around the globe (Zhang 2005, 2013). Mesoscale convective
systems (MCSs) account for the majority of the rainfall across the tropics and active
MJOs promote more organized convective systems than non-MJO events (Ruf et al.
2013b). In one study, deep convection was approximately ten times more frequent
over an area during active MJO events than during suppressed phases (Chen et al.
1996). The MJO affects rainfall over Asia, Australia, the Pacific Islands, the west
coast of North America, South America, and even Africa (Zhang 2005). It especially
influences the Asian Summer Monsoon and the Australian Monsoon for which the
MJO accounts for 50%-80% of the intraseasonal variance of the former and more
than 80% of the onset dates of the latter (Zhang 2013).
It is possible that the MJO has an effect on the depth and breakdown of the
intertropical convergence zone (ITCZ) in the Pacific Ocean (Maloney and Kiehl 2002;
Wang and Magnusdottir 2006). The ITCZ is the zone where winds from the northern
hemisphere and southern hemisphere converge. This area of low level convergence
leads to a narrow band of deep convective clouds that lies near the equator across the
oceans, and the band experiences seasonal shifts which determine wet and dry seasons
for certain areas (Holton and Hakim 2013). It is also believed that during certain
phases, the MJO is linked to positive convective anomalies in portions of the ITCZ
(Pai et al. 2009). When the ITCZ is located further north during boreal summer,
MJO convection can more easily influence the North American monsoon season (Mo
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et al. 2012). Another study found that when the MJO is suppressed over the western
Pacific, convection in the ITCZ over the same area is more active. Similarly, when
the MJO is active, convection associated with the ITCZ can diminish (Wang and
Magnusdottir 2006). As is the case the the MJO-ENSO interaction, the locations
and strength of both the MJO and ITCZ will depend on how they interact with each
other.
Beyond the typical convective regions influenced by the MJO (Indian Ocean
and western and central Pacific Ocean), the large scale disturbances were found to
cause fluctuations of the American monsoon rainfall during boreal summer where
rainfall over the southern portion of Brazil can be increase by 50%-75% when the MJO
convective center is over the central Pacific and Central America sees a difference from
25%-100% in opposite phases of the MJO (Mo et al. 2012). Across the contiguous
United States, extreme events in boreal winter occurs twice as frequently when the
MJO is active than when it is inactive. It has also been observed that in March,
April, and May, violent tornado outbreak days are are twice as frequent during MJO
phase 2 than in any other phase (Thompson and Roundy 2013).

2.1.3.5

Tropical Cyclones

The genesis and existence of tropical cyclones (TCs) in the Indian, Pacific,
Atlantic Oceans and Caribbean Sea can also affected by the MJO (Kim et al. 2008;
Klotzbach 2010; Zhang 2013). Tropical cyclones are known to cluster in time and
space (Gray 1979), which lead to the thought that the MJO is likely the cause of the
clustering pattern. Depending on what phase the MJO is in could either suppress or
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enhance a forming cyclone. TCs over the southern Indian Ocean occur more often
during phases 2 and 3 than in phases 8 and 1 as this portion of the ocean sees a shift
to positive convective anomalies (Liebmann et al. 1994; Bessafi and Wheeler 2006).
For the northern Indian Ocean, TCs are more frequent in phases 4 and 5 of the MJO
than in phases 8 and 1 (Hall et al. 2001). Across the western Pacific Ocean, TCs have
been observed to occur more often in phases 6 and 7 while occurring least frequent in
phases 2 and 3 for the northwestern Pacific and in phases 4 and 5 for the southwestern
Pacific (Kim et al. 2008; Zhang 2013). In general, the increased frequencies of tropical
cyclones follows relatively close to the location of the convective signal associated with
active MJO events (Frank and Roundy 2006).
Outside of the normal region of the convective signal for the MJO, connections
between TCs and the MJO have also been observed. For the tropical eastern Pacific,
more TCs form in phases 8, 1, 2, and 3 than when the MJO is in phases 4 and 5
(Maloney and Hartmann 2000). TCs, or hurricanes, that occur over the Atlantic
Ocean are more likely to happen in phases 1 and 2 than in phases 6 and 7 because
phases 1 and 2 have a tendency to lead to lower wind shear and higher amounts of
water vapor across the tropical Atlantic (Mo 2000; Klotzbach 2010).

2.1.4

Mechanism Theories
A major portion of the MJO that is still widely unknown is the mechanism,

or mechanisms, that drive the existence and eastward propagation of the oscillation.
Numerous theories have attempted to explain the propagation through equatorial
waves, wave-CISK, evaporation-wind feedback, frictional convergence in the boundary
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layer, and a deep low-tropospheric moist layer, just to name a few (Zhang 2005;
de Szoeke et al. 2015).
The large-scale circulation is closely correlated with the mesoscale convective
signal and this coupling is essential to the dynamics of the MJO (Zhang 2005). The
convective signal is associated with enhanced evaporation, cloudiness and rainfall
(de Szoeke et al. 2015) so observations on the finer scale are crucial to better comprehend the dynamics involved with the MJO and how it may influence its surroundings.

2.1.4.1

Equatorial Waves

Due to the MJO’s signature feature of slow eastward propagation along the
equator, the oscillation was first thought to be in response to already discovered
equatorial waves such as the Kelvin wave (Holton and Lindzen 1968; Madden and
Julian 1971). Kelvin waves are the primary eastward motion near the equator with
propagation speeds of 15-17 ms−1 (Wheeler and Kiladis 1999), which is much faster
than that of the MJO. The theory that the MJO was solely a response to Kelvin
waves was replaced with the suggestion that mixed Kelvin-Rossy waves were instead
the mechanism driving the MJO during the beginning of its life cycle (Gill 1980;
Hendon and Salby 1994). Rossby waves are a dominant westward moving variability
within the tropics. They have wavelengths up to 15,000 km and periods of 10-40 day
(Kiladis et al. 2009). The MJO characteristics that resemble Rossby waves include
double cyclonic gyres that form on either side of strong westerly winds that exists
with the enhanced convection (Chen et al. 1996). These gyres are present along
with the zonal wind component of the Kelvin wave (Weickmann et al. 1985; Madden
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1986; Hendon and Salby 1994). Madden and Julian (1994) acknowledge that coupled
Kelvin-Rossby waves are suitable as a first-order model but it still does not explain
many of the MJO characteristics.

2.1.4.2

Wave-CISK

Numerous studies have recognized that low-level moisture is crucial to the
MJO (Madden and Julian 1994; Zhang 2005). As an extension from conditional
instability of the second kind (CISK; Charney and Eliassen 1964), the wave-CISK
theory emerged (Lindzen 1974). Wave-CISK suggests that deep convection will be
induced by low-level moisture convergence that will then force Kelvin waves eastward,
producing more low-level convergence ahead of the convergence. Simulations with
wave-CISK have not generated signals that are comparable to the MJO as propagation
speeds were much higher in the simulations (Zhang 2005).
To combat the non-MJO-like signals, frictional convergence, or moist Kelvin
waves, were added to wave-CISK (Wang 1988; Salby et al. 1994). The frictional
wave-CISK theorizes that that a frictional boundary layer convergence is the source
of destabilization of convection near the equator (de Szoeke et al. 2015) and that
evaporation in this region lead to a moisture recharge supportive of deep convection
(Kemball-Cook and Weare 2001). Including the Kelvin wave component to the theory
has been supported by observations in Hendon and Salby (1994) as latent heating
shifts eastward into phase with temperature anomalies, however those findings that
see a phase shift, do not agree with how the convection and surface convergence are
coupled in Wang (1988) which does not suggest the phase shift. Support for the
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frictional wave-CISK has been found in reanalysis of tropical soundings which shows
that moistures increases converges ahead of convection across the equatorial region
(Kemball-Cook and Weare 2001; de Szoeke et al. 2015).

2.1.4.3

WISHE

Madden and Julian note in their early studies that the MJO is likely associated
with a feedback mechanism. Such a mechanism could be defined by the wind induced
surface heat exchange (WISHE; Emanuel 1987, 1993), or evaporation-wind feedback
(EWF; Needlin et al. 1987), theory that is hopeful to explain the eastward propagation
and growth of the enhanced convection. WISHE accounts for atmospheric instability
that is needed for the initiation of the MJO and proposes that surface evaporation is a
main component to that process. This evaporation from the ocean surface is thought
to intensify as wind speeds increase on the eastern side of the convection which
promotes the eastward propagation (de Szoeke et al. 2015). The air-sea interaction
involves the increased winds to ingest more moisture through sea spray into the
lower-levels, from which latent heat release from the evaporation taking place that
then enhances the instability of the convective column (Emanuel 1987).
This theory still does not fully explain the processes needed to initiate the
MJO but it does help explain some of it. Based on observations, some have argued
that the maximum surface evaporation is found in or to the west of the center of
convection (Lin and Johnson 1996; Zhang and McPhaden 2000). An additional idea
of the importance of evaporation in the process of the MJO, observations have shown
that surface evaporation increases by 30% to 50% from its mean with the convective
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phase of the MJO despite accounting for a minimal amount of the moisture required
with precipitation. Even with the enhanced evaporation, it still could not account for
peak precipitation within the convective phase which was 3-5 times greater (Lin and
Johnson 1996). Studies of models have shown that the WISHE mechanism could at
least strengthen the MJO even if it is not able to prove its initiation (Needlin et al.
1987; Wang and Li 1994; Lin et al. 2000). It has also been suggested that only a
small amount of evaporation is instead needed for destabilizing a column of strong
moist stability that will then lead to an increase in moist static energy and eventually
prompt large-scale flux convergence (de Szoeke et al. 2015). An additional issue with
WISHE is that it proposes that enhanced westward winds on the eastern side of the
convection center would generate continuing convection through latent heat release to
the east for the MJO eastward propagation despite mean eastward winds associated
with the oscillation (Emanuel 1987; de Szoeke et al. 2015).

2.1.4.4

Other Mechanisms

Other mechanisms that may prove a critical role in producing or maintaining
the MJO have been explored (Zhang 2005). These mechanisms include radiation,
water vapor, SSTs, and scale interaction just to name a few.
Independent, stationary forcing has been suggested to initiate the MJO. Since
the convective signal begins in the Indian Ocean, it is thought by some that the Asian
Summer monsoon provides the forcing source for the MJO (Yasunari 1979). Despite
the fact that observations give the impression that this theory is valid, there have
been no statistically significant implications that a stationary oscillation leads to the
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equatorial convection (Zhang and Hendon 1997) and models have not been able to
reproduce the eastward movement of the MJO (Yamagata and Hayashi 1984).
Wind stress, convergence and heat fluxes have been found to move along with
MJO convection (Zhang and McPhaden 2000; de Szoeke et al. 2015). Convergence is
found on the eastern side of the minimum OLR anomaly which rapidly increases the
eastward wind stress of the deep convection. Heat flux has also been found to be in
phase with the convection. Sensible heat flux tends to have a maximum during the
onset of convection (for what would relate to panel F of Figure 2.1) while latent heat
flux, along with the wind stress, increases as the convection matures. It has been
observed that net surface heat fluxes will increase throughout the convective phase of
the MJO which is primarily the result of stronger wind speeds enhancing evaporation
at the same time that thickening clouds reduce solar radiation (de Szoeke et al. 2015).
Moisture convergence serves to promote precipitation, particularly more so
than enhanced evaporation (Lin and Johnson 1996). Arguments have been made
that the MJO is highly sensitive to moisture sources within the atmospheric column,
such as the distribution and feedback of the moisture (Bladé and Hartmann 1993;
Kemball-Cook and Weare 2001; Benedict and Randall 2009). These theories state
that the moisture that is typically found to build up within the lower troposphere
during the suppressed phase of the MJO provides the conditions in the atmosphere for
deepening convection which is later discharged in the form of precipitation (de Szoeke
et al. 2015). It is also thought that the amount of time it takes the moisture to
increase correlates to the propagation speed of an active event (Wang 1988; Bladé and
Hartmann 1993). Although the mechanisms that cause the low-level moistening are
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still unconfirmed, it is thought that evaporation, horizontal water vapor convergence
(de Szoeke et al. 2015), or vertical transport of moisture by shallow clouds (Esbensen
1978; Johnson et al. 1999) could contribute.

2.1.5

MJO Forecasting
As advanced as global models have become in this day in age, they still are

incapable of producing the MJO (Hung et al. 2013). This results in less accurate
seasonal to interannual predictability and reveals the lack of current understanding
present on the MJO (Yoneyama et al. 2013). During the most recent field campaign
DYNAMO (further expanded on in Section 2.3), dynamical and statistical models
were wrong numerous times with regards to MJO initiation while forecasters’ personal experiences proved to be correct more often on this matter (Yoneyama et al.
2013). Although models are still often incorrect, MJO forecasts have seen some recent
progress with an advancement in physical parameterizations (Rashid et al. 2011), initial conditions (Vitart and Molteni 2010), and forecast calibration (Kang and Kim
2010; Matsueda and Endo 2011).
Commonly, eastward MJO signals within models are too fast, too weak, or
display unrealistic spatial distributions. Even if these fields are matched, simulations
can produce anomalies that are not observed in reality or portray unrealistic seasonal
patterns (Zhang 2005). Many of these problems could stem from models struggling to
sufficiently represent the multiscale dynamics that contribute to the MJO due to the
lack of adequate observations leaving limited parameterizations (Moum et al. 2014).
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Additionally, the role of WWBs within MJO events for air-sea interaction cripples
the ability to accurately model the phenomenon (Moum et al. 2014).
The Indian Ocean proves to have unique characteristics as it is the largest body
of warm water, it is surrounded by land on three sides, and is susceptible to irregular
SST patterns compared to other oceans (Yoneyama et al. 2013). These characteristics
mean that the typical assumptions of air-sea interactions made over other oceans
(e.g. the Pacific and Atlantic Oceans) will not always apply to the Indian Ocean.
If the dynamics assumed over the Indian Ocean are inaccurate, it is not surprising
that MJO initiation is poorly predicted. If enhanced input observation data of the
tropical oceans are used in models, it would improve the ability to forecast the MJO
as well as lead to better forecasting of tropical cyclones (Vitart 2009; Vitart et al.
2010), ENSO (Shi et al. 2009), and many other weather phenomenon (Gottschalck
et al. 2010; Zhang 2013). As the prominent feature of the MJO is westerly winds,
and studies have acknowledged the importance of WWBs (Zhang 2005), large-scale,
rapidly updated surface observations will hopefully lead to a succinct theory on the
mechanisms crucial to the MJO.

2.2

CYGNSS

The oceans lack wide spread, rapidly updated observations due primarily to
cost and accessibility. The CYclone Global Navigation Satellite System (CYGNSS)
will take a step in combating this issue for the tropical oceans. CYGNSS is a constellation satellite system, made up of eight micro-scatterometer satellites, created to
provide rapidly updated, high resolution surface wind speed data across the tropical
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(a)

(b)

Figure 2.5: Figure from Ruf et al. (2013b). (a) Tracks over a 90-minute time period
(b) Total tracks over a 24-hour time period.

oceans through any type of weather (Ruf et al. 2013a,b; CLaSP 2015). Convection
across the tropics is highly dependent on the complex and dynamic air-sea interactions at the low levels and throughout the troposphere (Ruf et al. 2013b). Yet, as
of now, there have not been adequate satellites that travel across the tropics to collect the needed wind information in order to better observe the complex mesoscale
features. One of the primary goals of the CYGNSS mission is to improve tropical
cyclone genesis and intensity forecasts, but the data can also be used to improve MJO
forecasting.
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2.2.1

Micro-Satellites
Extensive studies were conducted in order to determine exactly how the satel-

lite system would be set up, from how many micro-satellites would make up CYGNSS,
the inclination, and the instrumentation on each satellite. These decisions were made
based on the overall goal of the data usage, and how much of the earth the satellites
could cover with adequate return time at a given point (Ridley 2015). Since the focus
is to collect wind data for tropical cyclones, an inclination of 35◦ was chosen based
on a plot of 10-year’s worth of hurricane tracks and statistics of the best storm coverage over a 24-hour period. Based on these characteristics, calculations determined
the repeat time over the entire tropics for CYGNSS will be roughly 4-6 hours (Ruf
et al. 2013b; Ridley 2015) whereas the current revisit time of existing satellites ranges
between 12 hours to several days (Ruf et al. 2013b). An advantage of having eight
microsatellites set up in a constellation is that they will pass over the tropical oceans
more frequently than the current single scatterometers are able to which results in a
more detailed array of information of the ocean’s surface (CLaSP 2015). Figure 2.5
shows the satellite coverage over 90 minutes and over 24 hours.
CYGNSS further improves upon existing scatterometers because the microsatellites are able to cover the ocean more frequently and cover more ground, doing
the same job as two existing satellites (Ruf et al. 2013b). The satellites are specifically
designed for microwave signals to travel through extreme rainfall. CYGNSS will use
the 19 cm wavelength (L-band) from GPS, which is a longer wavelength than current
scatterometers have (Ruf et al. 2016b). Using L-band satellites is useful because the
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Figure 2.6: Figure from CLaSP (2015). (left) The eight low earth orbiting microsatellites of the CYGNSS mission that will receive direct (white lines) and reflected
(blue lines) signals from GPS satellites. (right) A close up individual satellites. The
direct signals will locate the positions of each microsatellite while the reflected signals
correspond to ocean surface roughness, from which the wind speed is retrieved. The
blue circles represent the instantaneous wind samples, of which, five minutes of wind
samples are shown.

wavelength is much larger than precipitation water droplets are, allowing the retrieval
of wind speeds even through clouds and convective storms.
Each micro-satellite will be able to function independently which allows any
calibrations or additional work to be performed incrementally. This feature also allows
the satellites to be configured in numerous set ups, which can change how often data
are collected for individual events (Ruf et al. 2013b). Each of the satellites will be be
able to simultaneously track reflected signals from up to four independent specular
points (Ruf et al. 2013a). Only four specular points are chosen in order to optimize
the quality of the sampling properties.
A Delay Doppler Mapping Instrument (DDMI) is on each micro-satellite,
which includes a multi-channel GPS receiver, as well as a low gain zenith antenna
and two high gain off-nadir antennas. The DDMI is capable of resolving the spatial
distribution of the ocean surface whether it has absolute calibration or is relatively
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calibrated. The satellites will use only 50 watts that will be powered by its solar
panels and each one weighs less than 20 kg (Ruf et al. 2013a). As of now, the satellite
constellation will launch in October 2016 and the data will be available publicly in
2017 (Ruf et al. 2016b). A full description of the mechanics and intricacies that go
into making and communicating with CYGNSS can be found in Ruf et al. (2013a).

2.2.2

Wind Speed Data Collection
With bi-static scatterometery and GPS signals, the CYGNSS satellites will

be able to penetrate through rain and clouds in order to retrieve wind speed data
at the ocean’s surface. The geometry associated with the satellite setup is based on
the Global Navigation Satellite System (GNSS) approach that is already utilized by
the U.S. Global Positioning System (GPS) and Russian Globalnaya Navigatsionnaya
Sputnikovaya Sistema (GLONASS; Ruf et al. 2013b).
Each micro-satellite will receive both direct and reflected signals from GPS
satellites. The direct signals locate observation positions while the quasilinear, forward scattered signals provide detailed information of ocean surface roughness from
which wind speed can be derived (Figure 2.6; Ruf et al. 2013a). Combining the information received by each satellite goes into creating the Delay Doppler Map (DDM)
which shows the spatial distribution of scattering from the ocean surface (Ruf et al.
2013b). An example of a DDM and a depiction of how a satellite receives the signals
is in Figure 2.7. Higher wind speeds will lead to more abundant scattered signals
from more waves across the ocean surface while a wind speed of zero would resemble
a pinpoint off the ocean’s surface as the signal would not be scattered at all. This
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Figure 2.7: Figure from Ruf et al. (2013b). (left) A depiction of how an individual
satellites will retrieve the direct and reflected signals from GPS through bistatic
scatterometry. The direct signal determines location and the reflected, or scattered,
signal determines wind speed. (right) The Delay Doppler Map (DDM) combines the
satellite location and the scattering information to provide the ocean surface wind
speed. Shown is an example DDM measured by the UK-DMC-1 (United Kingdom
Disaster Monitoring Constellation). The scattering cross-section seen in the DDM is
plotted as a function of the Doppler shift (x-axis) and the propagation time of flight
(y-axis) that is measured in units of coarse acquisition GPS code.

GPS signal receiving method has already been demonstrated by the United Kingdom Disaster Monitoring Constellation (UK-DMC-1; deployed in 2003) to provide
valuable data (Ruf et al. 2013b). Using GPS signal also eliminates the need of on
board transmitters to determine location, which would have added more weight to
each satellite (Ruf et al. 2016b).
CYGNSS data will be valuable because they will provide the high spatial and
temporal resolution data that are needed to better evaluate the convective systems
across the tropics. It will also be able to resolve the synoptic scale more often than
past satellites because of the 35◦ inclination and use of 8 micro-satellites which allows
the satellites to collect data every 4 to 6 hours (Ruf et al. 2013a). The wind field
data will be coupled with the Global Precipitation Measurement (GPM) satellite to
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Figure 2.8: Figure from Gottschalck et al. (2013). (a) September 17- December 8,
2011; the purple line marks September, red - October, yellow - November, and orange
- December. (b) December 9, 2011- January 31, 2012; purple marks December and
red marks January. (c) February 1 - April 12, 2012; purple marks February, red March, and yellow - April.

provide a better understanding of air-sea interactions and improve the data that go
into models. Prior to the launch, CYGNSS data will be simulated using the endto-end-simulator (E2ES) by inputting modeled data to produce CYGNSS-like wind
speeds. This process is expanded in Section 3.2.2.
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2.3

DYNAMO

There have been two major international field campaigns to study the complex
and expansive dynamics of the MJO. The first was the Tropical Ocean Global Atmosphere Coupled Ocean Atmosphere Response Experiment (TOGA COARE) which
was conducted from November 1992 to February 1993. TOGA COARE primarily
focused on understanding the physics involved with intraseasonal variability and organized convection of the western Pacific “warm pool” including the MJO and ENSO
(Webster and Lukas 1992). This experiment was able to capture three prominent
MJO events, the first from the beginning of October to mid-November 1992, the
second from mid-November 1992 to early January 1993, and the third began just
after mid-January and lasted until early February 1993 (Chen et al. 1996). TOGA
COARE provided unprecedented data that has led to an advancement in many areas
of the MJO such as basic observations, air-sea interactions, and the mechanisms that
create the MJO (Zhang 2005). Data from TOGA COARE also further supported
the assumption that the MJO is a coupled mode between the ocean and atmosphere
(Flatau et al. 1997; Lau and Sui 1997; Jones et al. 1998; Woolnough et al. 2000) where
SSTs influence the initiation and life cycle of the MJO and the MJO influences the
eb and flow of SSTs (Stephens et al. 2004) as described previously in Section 2.1.3.1.
The next campaign did not occur until almost 20 years later; the DYNamics
of the MJO (DYNAMO) was conducted from 2011 to 2012. TOGA COARE was
situated over the western Pacific where it captured the already mature stages of the
MJO while DYNAMO focused on the earlier stages with instruments set up across
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Figure 2.9: Domain and schematic of the DYNAMO field experiment. Various
instruments and research carriers used in the project are seen along the left and
right sides of the image. The map on the top shows the area which the sounding
network was spread across while zoomed in map on the bottom of the figure shows
the locations of the scanning radars (indicated by the dots with dashed circles for
the 150 km ranges), major radiosonde sites (indicated by stars), and ocean buoys
(indicated by yellow diamonds and dots). The black box shows where high resolution
surface wind assimilation and simulations are conducted. Image courtesy of Chidong
Zhang.

the Indian Ocean (Moum et al. 2014). DYNAMO intensively observed three MJO
events that are each named for the month that they occurred in- October, November
and December. The November 2011 MJO event was the strongest of the three and the
December case is classified as a weak MJO event. The RMM indexes of these events
can be seen in Figure 2.8. A fourth MJO event occurred in March 2012 but due to
a political regime change in the Maldives, operations at Addu Atoll were suspended
in early February 2012. Observations were able to continue on Manus Island in the
western Pacific until the end of the project, March 31, 2012 (Yoneyama et al. 2013).
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DYNAMO was located in the equatorial Indian Ocean, across the Indian Ocean
and western Pacific Ocean (Figure 2.9) from October 2011 to March 2012. The
months of observation were decided on based on studies that showed that MJO initiation activity occurs most often in the central Indian Ocean from October to March
(Yoneyama et al. 2013). This campaign was internationally organized as a part of the
Cooperative Indian Ocean Experiment on Intraseasonal Variability in the Year 2011
(CINDY2011) and involved researchers of numerous institutions from 16 different
countries across the globe. The goal of this study was to collect high resolution observations of the initiation of MJO events in order to further our understanding of the
key processes involved in the MJO, locate critical shortfalls that allow low prediction
skill in models, and determine which information would best benefit MJO monitoring for the future (Yoneyama et al. 2013). A hypothesis of DYNAMO that aligns
with this study is that low-level winds that drive mixing and entrainment which are
essential to MJO initiation over the the Indian Ocean through surface flux feedback
(Yoneyama et al. 2013).
The field experiment was set up across a large area in order to sufficiently
capture “the full initiation cycle of at least one MJO event” (Yoneyama et al. 2013).
The set up included two quadrilateral arrays for soundings that had sites across the
Maldives, in Sri Lanka, and on two research vessels (R/V). The array is indicated
by red dashed lines in the lower center image in Figure 2.9 which include site at
Male and Addu Atoll, Maldives, Diego Garcia Island, Columbo, Sri Lanka, R/V
Roger Revelle (situated at 0◦ , 80.5◦ E) and R/V Mirai (situated at 8◦ S, 80.5◦ E). On
the Addu Atoll there were two radars and the atmospheric radiation measurement
37

Figure 2.10: Figure from Gottschalck et al. (2013). This shows a time series of a
Indian Ocean Dipole model index. The vertical dashed line indicates the beginning
of the DYNAMO field campaign.

mobile facility (AMF2) was set up which included radiosondes launched every three
hours, a vertically pointing Ka-band radar, two lidars, a wind profiler, radiometers,
a ceilometer, rain gauges, a total sky imager, surface meteorology instruments and a
suite of up and downwelling radiation instruments (Yoneyama et al. 2013). A similar
set up to that on the Addu Atoll was located on Manus Island in the western Pacific
in order to capture the same MJO event at both its initiation stage and mature
stage. Aboard the Revelle there contained numerous instruments including a radar,
microstructure turbulent profiler, thermister chain, and sea glider. The Mirai had
instruments such as a radar, and a microstructure turbulent profiler. Data were
collected via various instruments including soundings, radar, buoys, and instruments
aboard research vessels and aircraft, most of which are expanded in Section 3.1.

2.3.1

December 2011 MJO
The MJO is certainly not a tropical variability that occurs in a vacuum, this

large-scale oscillation interacts, influences, and is influenced by other weather phe-
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nomenon. During DYNAMO, a La Niña event was in effect which reached its peak
from November 2011-February 2012, with Niño-3.4 SST anomalies of roughly -1◦ C.
At the same time a weak positive IOD was ending and could be considered negligible
during December, as seen in Figure 2.10 (Yoneyama et al. 2013; Gottschalck et al.
2013). The Walker circulation had its upward branch over the eastern Indian Ocean
to the western Pacific while the downward branch was over the central and eastern
Pacific (Gottschalck et al. 2013). The ITCZ was positioned south of the equator over
the Indian Ocean, as is typical for boreal winter, and strong equatorial westerlies were
set up during December and into January (Gottschalck et al. 2013). For a more in
depth study of the entire DYNAMO project, the reader is directed to Gottschalck
et al. (2013) for the large-scale conditions and to de Szoeke et al. (2015) for air-sea
interactions.
The first three events of the project are interesting because they can each be
labeled as high-frequency, or short interval, MJO events that each had an approximately 30 day oscillation. Yoneyama et al. (2013) observed that the local convective
initiation of the October, November, and December events followed a slow increase
of moisture layer deepening in and at the end of each of these convective events, the
troposphere became suddenly dry. The convective signal of these three events did
not reach the station set up at Manus Island (western Pacific) unlike the March 2012
MJO (Yoneyama et al. 2013). This study focuses on the weak December 2011 MJO
event in order to determine the usefulness of CYGNSS for such challenging cases
that weak events present. The December MJO has proved to be a complex case and
spurred arguments about whether this case could in fact be considered an active MJO
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Figure 2.11: Figure from Gottschalck et al. (2013). (a) OLR and (b) rainfall averaged from 10◦ N to 10◦ S. Unfiltered anomalies are shaded and filtered anomalies
are contoured with the MJO in blue, equatorial Rossby (ER) waves in magenta, and
Kelvin waves in red. Contours are drawn every 10 W m−2 for OLR and 0.2 mmh−1
for rainfall. Only the first contour of the wet phase is shown for Kelvin waves. The
black vertical lines show the longitudinal location of the DYNAMO array and Manus
Island. The black horizontal dashed lines indicate the DYNAMO periods as defined
in Gottschalck et al. (2013).

event. This disagreement between scientists began while the event was on going and
remains a topic of conversation even today (Straub 2016).
According to Gottschalck et al. (2013), the RMM index phase diagram shows
that this weak event became definable on December 19, 2011 and died out by January
4, 2012. It fell into phases 4, 5, and 6 which correspond to the Maritime Continent
and reached a maximum amplitude of 2 on the index (Figure 2.8b). The way this
event plots on the RMM index is a source of the doubt that this event could be
considered an active MJO because the track does not have a clear counter-clockwise
motion around the center of the index (Gottschalck et al. 2013; Yoneyama et al. 2013).
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Figure 2.12: Figure from Gottschalck et al. (2013). A 5-day running mean of daily
200 mb velocity potential anomalies from September 1, 2011 to March 31, 2012. Data
are averaged from 10◦ N to 10◦ S with the period mean removed (the base period is
1981-2010). Red dashed (dotted) lines designate eastward propagation of upper-level
divergence (convergence). The blue solid line and dashed line highlight the less defined
subseasonal December event. The black vertical lines show the longitudinal location
of the DYNAMO array and Manus Island.

Yoneyama et al. (2013) believes that the December MJO is actually the continuation
of the late November case that had a “hiccup” in the early half of December. Rowe
and Houze (2014) considers the late December as an MJO characterized by increased
rainfall that began with deepening convection but it was also found that the December
MJO had shallower echo-tops than the October and November MJO events. These
shallower clouds could be attributed to the large scale wind profile that showed that
December had stronger low-level westerlies. Ling et al. (2014) has set December 14,
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2011 as the MJO initiation date and notes how the December case is “unconventional
and controversial” and “barely existed” when plotted on the observed RMM index.
The study also concluded that the December MJO event involved a decoupling of
the large-scale circulation from the eastward propagating MJO convection over the
Indian Ocean which lead to low forecast skill in both global and local resolution models. It can also be seen in OLR (Figure 2.11) and the 200 mb winds (Figure 2.12)
that the December event was much weaker than the previous two events at the end
of November and the end of October. This MJO event may have weak in response to
a weak SST recovery between the November event and the December event whereas
before both the October and November events there was a more robust SST recovery
(Moum et al. 2014). The December MJO signal struggles to show up in the RMM
index because this case had weaker upper level u-winds, which are known for heavily dominating the index, and the convection-circulation was not strongly coupled
(Straub 2016). It is important that smaller scale events like this that challenge the
conventional MJO definition are studied for a broader understanding of the highly
influential oscillation. These more intricate observations during DYNAMO, such as
heat flux, precipitation, zonal wind stress, and temperatures as observed from the
Revelle are plotted in Figure 2.13. Due to the typical MJO characteristics, albeit
weaker than normal, present in fields such as OLR and precipitation, this author
believes the late December 2011 MJO event can in fact be considered an active event.
A recent study examined the stronger October 2011 MJO in regards to assessing the accuracy and usefulness of CYGNSS with a few of the same methods as this
study will (Castillo 2015). By ingesting observations taken during DYNAMO, data
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Figure 2.13: Figure from de Szoeke et al. (2015). Data observed from Revelle,
located at the equator and 80.5◦ E, during DYNAMO. The green bars behind each
plot indicates negative net surface heat flux days. (a) The daily averages of surface
heat fluxes over the oceans which is averaged over each local solar day at the equator
and 80.5◦ E. Solar radiation is in blue, latent heat (evaporation) is in green, longwave
radiation is in red, and sensible heat flux is orange. The combination of these four
components results in the net surface heat balance and is indicated by the black
line. (b) Cloud fraction (in blue) and rain (gray bars) as seen from TOGA radar
(precipitation averaged within 20 km of the ship) and the optical rain gauge from the
ship (gray circles). (c) The hourly running mean of 10-minute zonal wind stress. (d)
SST of 10-minute 0.1 m depth. Orange indicates data when stationed at the equator
and 80.5◦ E. Dark red indicates the ocean temperature at 10 m depth from the Oregon
State University Ocean Mixing Group Chameleon profiler and the UW/APL buoy
(located at the equator and 79◦ E, when the ship was off station). Blue indicates the
surface air temperature that was measured on the ship.
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assimilation model runs were significantly higher than model runs without any observations with threat score values closer to 1.0. Using more accurate modeled data, the
CYGNSS simulated wind field is also more accurate to provide enhanced evaluation
of the satellite’s data. Castillo (2015) evaluated a specular wind track and found that
CYGNSS will be able to capture mesoscale low-level wind field over tropical Indian
Ocean.
It is weak MJO events, with weak atmospheric and oceanic coupling, like
this that force a reevaluation of the RMM index as well as the factors that go into
defining what the MJO is (Straub 2016). The better these weak, obscure events can
be understood, the more the MJO and tropical dynamics can be understood as a
whole.
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CHAPTER 3

DATA AND METHODOLOGY

3.1

Data

Data used in this study come from a variety of instruments including radars,
buoys, radiosondes, and scatterometers. The radars were located on the research
vessel Roger Revelle and on the Addu Atoll of the Maldives within the Indian Ocean.
These data were collected during the DYNAMO field campaign that took place across
the Indian Ocean from October 2011 to March 2012. There were also scatterometer
data from ASCAT and OSCAT. Figure 2.9 shows the locations of the ships, buoys
and sounding sites. Infrared imagery was utilized to determine the time frame of
analysis. All data were provided by National Center for Atmospheric Research/
Earth Observing Laboratory (NCAR/EOL) under sponsorship of the National Science
Foundation.

3.1.1

Satellite Data
Meteosat-7 Infrared (IR; Channel 8) data were available during DYNAMO in

30 minute intervals at a 5 km resolution and are calibrated temperature values. Data
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(a) 17:30 UTC

(b) 18:00 UTC

(e) 19:30 UTC

(d) 19:00 UTC

(c) 18:30 UTC

(f)

Figure 3.1: Meteosat7 IR (channel 8) data at 30 minute intervals from 17:30 UTC to
19:30 UTC on December 21, 2011. For scale, the difference in temperatures radiated
from the land and ocean surfaces allows the outline of the land masses to appear, in
particular the Arabian and Indian Peninsulas appear in the top half of the images.

from December 15, 2011 to January 15, 2012 were used for analysis of which, images
on December 21, 2011 from 17:30 UTC to 19:30 UTC are displayed in Figure 3.1.

3.1.2

Radar Data
There were numerous radars of varying wavelengths used throughout DY-

NAMO that enhanced the field campaign. Four of the radars were located on land
sites; three radars, the SMART-R, S-PolKa, and KAZR, were located on the Addu
Atoll within the Maldives and one was located on Manus Island in the western Pacific
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Ocean. Additionally, there were two radars aboard the R/V Mirai and Revelle, on
which the TOGA radar was located (Yoneyama et al. 2013).
This study utilized only the S-PolKa and TOGA radars into the data assimilations because of the quality and availability of the data. The radar aboard the
Mirai was not operating during the latter half of December and the SMART-R had
a limited scanning angle. Since Manus Island is outside of the domain used for assimilation runs, the radar at that location was not implemented in this study. The
S-Polka radar is a dual-wavelength S-band (8-15 cm wavelength) and Ka-band (0.751.2 cm wavelength) dual-polarimetric radar. It was located along the western edge
on the Addu Atoll, near the wharf of Hithadhoo Island at approximately 0.63◦ S and
73.1◦ E. S-PolKa functioned continuously during DYNAMO and was fully corrected
for noise and attenuation. The TOGA radar is a C-band (4-8 cm wavelength) radar
that was aboard the R/V Roger Revelle, located south of Sri Lanka and east of the
Addu Atoll which is this top star of the two seen in the quadrilateral set up in Figure 2.9 and Figure 3.2. The coordinates of the ship were approximately 0◦ latitude
and 80.5◦ E longitude (de Szoeke et al. 2015). The TOGA velocities were unfolded
and cleaned using the Python ARM Radar Toolkit (Py-ART), created by the Atmospheric Radiation Measurement (ARM) Climate Research Facility, and then further
cleaned manually using the NCAR/UCAR solo3 program, which is a C++ program
that allows the manipulation of radar and lidar data. TOGA has a Nyquist velocity
of ±13.4 ms−1 . In preparation for assimilated use, the radar data was gridded using
RadxConvert and then thinned using a code in IDL which averaged the values within
each grid box.
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3.1.3

Buoy and Sounding Data
Stations were spread across the Indian Ocean and Maritime Continent that

collected surface observations via buoy, ship, and sounding sites during DYNAMO
which are reflected in Figure 2.9 with further detail on number of times soundings were
launched in a day in Figure 3.2. The sounding data were grouped into four datasets;
priority, non-priority, L4, and Diego Garcia. There were 24 priority sounding sites
and 16 non-priority sites across the domain. The data included GTS mandatory
and significant level resolution L4 data for 5078 and 2581 radiosonde observations,
respectively, throughout the campaign. The L4 data had a 5 mb vertical resolution
for 33 stations across the DYNAMO sounding domain. These datasets were processed
and quality controlled by Colorado State University (CSU). There were 679 quality
controlled soundings from Diego Garcia that used Vaisala RS92 radiosondes. The
ship and buoy data contained GTS observations reported hourly and have not been
quality controlled.
The main objective for using radiosondes was to collect and observe the vertical
structure and evolution of the atmosphere throughout the life cycle of MJO events.
Particular attention was paid to the vertical structures of the wind, temperature,
humidity, energy, and moisture budgets at each site and how the atmosphere changed
in time and with eastward progression. There was a higher concentration of data
collected across the two quadrilateral arrays seen in Figure 3.2 as well as at sounding
sites in East Africa and on Manus Island in the western Pacific Ocean (Yoneyama et al.
2013). The sites on the eastern and western edges of the domain allowed researchers
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Figure 3.2: Figure from Yoneyama et al. (2013). The observation network of sounding, ship, and buoy data. As the legend indicates, stars represent where various
research ships were located, circles indicate land sites and triangles are the locations
of buoys used. Soundings were launched daily at a frequency between 2 and 8 times
a day. Green markers show where soundings were launched twice a day, launches
occurred 2 to 4 times a day at pink markers, 4 times a day at the orange markers and
8 times a day at the locations identified by the red markers.

to see how the convective signal of an MJO event progresses through the entirety
of its existence. Buoy data provided extensive surface and cloud height observations
along side important information regarding the state of the ocean surface such as SST
and wave heights.

3.1.4

Scatterometers
The scatterometers that were in operation during DYNAMO included the

Advanced Scatterometer (ASCAT) and the Oceansat-2 Scatterometer (OSCAT). ASCAT transmits microwave radiation to the ocean surface to interpret surface wind
vectors from a backscattered signal and samples most of the tropical ocean twice a
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day (Kilpatrick and Xie 2015). Mapes et al. (2009) notes that in a convective event,
wind convergence leads the convection and surface wind divergence lags behind it.
One issue that has been noted with scatterometers is rain contamination. Raindrop
impact and any splashes can alter the sea surface roughness which attenuates the
signal and changes the reported wind speed (Kilpatrick and Xie 2015). ASCAT is
a C-band scatterometer and OSCAT is a Ku-band. Rain effects are more abundant
with Ku-band than C-band due to its shorter wavelength.

3.2

Methodology

The data listed above were assimilated in order to produce and model an
expansive wind speed field. The assimilated results were then used as truth in a
program that creates simulated CYGNSS surface wind speed data. These data are
used to analyze and assess the capabilities of CYGNSS for observing dynamic wind
fields across the tropics.

3.2.1

WRF Assimilations
By assimilating the data into the WRF model, the forecasts produced were hy-

pothesized to be improved and thus provide more accurate data within the CYGNSS
simulator. The Weather Research and Forecasting (WRF) model and WRF data
assimilation (WRFDA) version 3.5 were used to produce the modeled data. WRF is
a mesoscale numerical weather prediction system that is a multiagency, collaborative
effort. WRFDA is utilized alongside WRF so that real observations nudge the model
to be a more accurate forecast. The WRF model set-up includes a nested grid with
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Figure 3.3: Locations of the nested domains used within the 3Dvar WRF assimilations. The orange box indicates the area of the 9 km domain (d01), the black box
indicates the area of the 3 km domain (d02), and the red box indicates the area of
the 1 km domain (d03).

grid spacings of 1, 3, and 9 km. The 9 km domain is referred to as d01, 3 km as d02,
and the 1 km as d03.
The three dimensional variational data assimilation (3Dvar) system was implemented in this study. This procedure takes observations and minimizes its errors
through the cost function to create the final analysis of the model. The advantage of
the 3Dvar system is that it is able to assimilate observations and impose a dynamic
balance explicitly through balanced equations (Barker et al. 2004). This modeling
process was set up through several steps which included cleaning input observational
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Figure 3.4: A Longitude verses time Hovmöller diagram of Meteosat-7 IR (channel 8)
where points below 220 K were counted to determine location of colder, higher clouds
which indicate precipitation. Data were averaged between longitudes from 40◦ E to
100◦ E and latitudes from 20◦ N to 20◦ S to encompass convection in the Indian Ocean.
The black vertical lines indicate the longitude locations of the eastern tip of Africa,
S-PolKa, TOGA, and the western tip of Indonesia. The box indicates the location
and time frame of enhanced precipitation that this study focuses on. The arrow
represents the eastward propagation of convection.

data, creating background and observation matrices, and performing multiple cycled
assimilation steps before producing the final forecast analysis.
The WRF 3Dvar system minimizes the cost function J(x),

n

1X
1
(y − yio )T Ri−1 (y − yio ),
J(x) = Jb + Jo = (x − xb )T B −1 (x − xb ) +
2
2 i=1
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(3.1)

to create an analysis xa where x = xa is an a posteriori maximum likelihood estimate
of the true state of the atmosphere given the background, xb , and observations, yio
(Lorenc 1986). Jb is the cost function of the background and Jo is the cost function of
the observations. The analysis is weighted by the background, B, and observational,
R, error covariance matrices to achieve a more accurate forecast.
The background error matrix is the covariance between the forecast and the
truth. It is set up in a way to make the variational problem non-dimensional and
allows the use of efficient filtering methods that will approximate the full matrix. The
National Meteorological Center (NMC) method (Parrish and Derber 1992) is used to
create the B-matrix which calculates the forecast difference with X − Xt = Xt1 − Xt2
where Xt1 was 24-hour forecasts of the background runs and Xt1 was 12-hour forecasts
of the background run valid at the same time. This creates a climatological estimate
of the B-matrix.
The cost function is based on the assumption that Gaussian probability density
functions, with a 0 mean error, are used to describe the background error covariance
(Barker et al. 2004). To set up the B-matrix, National Center for Atmospheric Research Final Operational Global Analysis (NCEP FNL) files of Global Forecasting
System (GFS) forecasts from December 15, 2011 to January 15, 2012 were utilized.
This dataset was used in WRF for background runs that were collected every 12
hours. Initially, the WRF processing system (WPS) is run in order to prepare inputs
for real data simulation, which is then used in WRF for the analysis. By creating a
month long series of background runs, the B-matrix is able to account for the clima-
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Figure 3.5: Cycled 3Dvar WRF assimilation set up produced for 00Z December 22
to 00Z December 23, 2011. Radar, sounding, buoy/ship, and scatterometer data are
assimilated into the model every 3 hours for 12 hours before running the forecast with
30 minute outputs.

tology, and for more errors within the model than if it were created with just a few
days worth of background runs.
The control runs (Figure 3.6) are the result of only running WRF with the
input GFS data and no observations assimilated for the days of interest. The control
run is also used as a first guess in the data assimilation process.
The next step is to create the R-matrix, which is the observational error covariance matrix. The matrix consists of the standard deviation of values and the
error characteristics of the observing instruments implemented in the assimilation.
The R-matrix is able to remove errors in observations as well as prevent a clustering
of observations from being given too much significance.
Although the December event lasts for approximately 16 days, a shorter time
frame was selected in order to obtain an in depth view of the three domains, and to
refrain from being bombarded by an overload of data when trying to reach the stated
project goals. The time frame of analysis was chosen by finding out when precipitation
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was most abundant during the event within the domains (Figure 3.3). The IR data
were used to count where clouds were below 220 K each day. IR images are useful to
detect the energy emitted by clouds for which cloud top temperatures can be derived.
Higher cloud tops typically have lower temperatures than clouds that are closer to
Earth’s surface because cloud temperatures will decrease with increasing altitude
(Aguado and Burt 2010). These colder cloud tops are associated with thicker clouds
that are more likely to produce precipitation and it is thus inferred from the data when
the highest amount of precipitation occurred in the latter half of December 2011 and
how it progressed with time. The Hovmöller diagram in Figure 3.4 shows that there
is an enhanced amount of precipitation over the Maldives, and in the center of the
nested domains on December 21, 2011. This time frame is further supported by radar
data which, through manual analysis, show that the most amount of precipitation at
the surface occurred from December 20 to December 23, 2011. From these studies, it
was deduced that the most useful observations took place on December 21, 2011 and
is the ideal time of focus within the WRF assimilations.
The assimilation process began at 00:00 UTC on December 21 with cycled
runs every 3 hours for 12 hours. In each cycle, observations were filtered so that only
the data within a specific time and geographical space are utilized. The data were
also re-ordered and merged when there were duplicates. Each cycled run assimilated
radar, buoy, sounding, and scatterometer data within an hour and a half of the cycled
run start time. Thus, DYNAMO data were assimilated into the process at 00:00 UTC,
03:00 UTC, 06:00 UTC, 09:00 UTC, and 12:00 UTC. At 12:00 UTC the model was
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Figure 3.6: 1 km domain of the control WRF runs at 30 minute intervals from 17:30
UTC to 19:30 UTC on December 21, 2011

allowed to run for 12 hours, until 00:00 UTC December 22, to produce forecasts with
outputs every 30 minutes. A timeline of the assimilation process is seen in Figure 3.5.
Once these data were assimilated, they were used as input files, and treated
as truth, in the end-to-end-simulator to determine and analyze CYGNSS received
winds.

3.2.2

End-to-End-Simulator
In order to assess CYGNSS data before the satellites are launched, members of

the CYGNSS Science Team created the end-to-end-simulator (E2ES). This detailed
simulator duplicates satellite path patterns as well as various configurations each
satellite can be placed in. The E2ES is able to simulate data based on the UK-DMC
56

(a)
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Figure 3.7: 9 km domain 3Dvar WRF assimilated runs at 30 minute intervals from
17:30 UTC to 19:30 UTC on December 21, 2011

which has very similar capabilities to CYGNSS and also produces DDMs of data.
CYGNSS will be at a lower altitude (510 km) and higher gain (14 dBi) than the UKDMC, so it is expected to retrieve a larger range of wind speed data due to a better
sensitivity of any changes in ocean surface conditions (Ruf et al. 2016b). CYGNSS
will be capable of collecting wind speeds of the full range of wind speeds that a tropical
cyclone can experience, through any precipitation scheme. These simulated winds are
expected to meet or exceed 2 ms−1 or 10% of the wind speed (whichever one is greater)
that is required by the mission (Ruf et al. 2016b). NOAA Hurricane Hunter aircraft
are equipped with GNSS receivers (GNSS-R). CYGNSS will be the first space based
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GNSS-R constellation system. This will provide improved understanding of GNSS-R
performance and measurement technique for observing ocean surface wind speeds.
To create simulations of the data, E2ES has the capability of modeling all of
the critical steps that go into the wind speed retrieval process (O’Brien et al. 2015)
including:
i. orbit propagators for both GPS and CYGNSS constellations
ii. generate the signals from GPS transmitter satellites
iii. wavelength propagation of a specular reflection point through rain attenuation
from GPS to the ocean surface to a CYGNSS microsatellite
iv. bi-static forward scattering of wind driven, roughened ocean surface
v. receive antenna gain pattern
vi. link budget for received signal strength
vii. fading and thermal noise statistics of received signal
viii. create accurate and precise DDM data product
The assimilation outputs are prepared and put into a format that E2ES can
process. The E2ES requires NetCDF version 3 data that has been gridded in an Earth
Centered Earth Fixed (ECEF) format. How the names and units of the variables
within an input file are structured is important for compatibility. These conversions
of the assimilated data to the ECEF format were performed using IDL codes that were
created internally. The mandatory variables include time, latitude, longitude, wind
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speed (u and v), rain rate, freezing level height, land mask, no-data flag, SST, and sea
surface salinity. The E2ES output files are separated into files that represent data from
individual satellites. The E2ES can adjust passage patterns, satellite configurations,
and includes various other adjustable settings. The team that created the E2ES
went to great strides to make the simulated data as real as possible which includes
accounting for rain attenuation and range corrections. The orbits and antenna pattern
can be altered as well as the construction of a DDM, noise levels, power levels, and
even the time range of simulations.
There will be four levels of CYGNSS data available to the public come 2017.
Level 1 (L1) data will be the individual DDMs of individual specular points. Derived
wind speeds from the DDMs are provided in Level 2 (L2) data. Level 3 (L3) data
include gridded surface wind speeds that are averaged in time and space. Finally, the
Level 4 (L4) data will be the wind speed for data assimilation products which will
include a surface wind vector analysis field computed by NOAA’s Hurricane WRF
(HWRF) model framework.
The E2ES consists of several modes of operation that provide various outputs.
The mode used can be chosen based on the goal of a study. These modes include the
dynamic mode, the static mode, and the simple mode. The dynamic mode represents
a full simulation of CYGNSS and includes entire GPS and CYGNSS constellations
orbits with time-varying wind fields. The static mode allows specular point location
and satellite geometry to be manually controlled while the complex geophysical fields
are already defined. The simple mode is used for more specific studies such as spatialtemporal sampling and statistics.
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The E2ES mode used in this study was the static, fast forward model which
produced the L2 wind speeds. This was chosen because the goal of this study was to
analyze the wind speeds retrieved by CYGNSS. Using this mode of the E2ES allows
a quick way to simulate CYGNSS winds with assumptions made about a few of
the specifics. This mode does not produce individual DDMs but instead accounts for
calibration uncertainties of the DDMs, which are assumed to be normally distributed.
It also accounts for retrieved wind speed uncertainties.
To determine the noise level of data, the range corrected gain (RCG) value
was examined. The most recent Ruf et al. (2016a) states that RCG “represents an
improved definition of gain which takes into account both the effect of the receiver
antenna and the effect of attenuation due to range losses”. It can mathematically be
represented as:
RCG =

GSP
RX
,
(RoSP RSP )2

(3.2)

where GSP is the receiver antenna gain of a specular point and RSP represents the
range losses at the specular point. Data that are associated with high RCG values
(i.e. > 20) represent data that has very low noise. Based on studies, the desired
minimum RCG value is 10, but for wind speeds < 20 ms−1 , an RCG value of 5 is
acceptable.

3.2.3

Isolated Tracks
Finding an initiation time within E2ES for the constellation of satellites took

time because the satellite “flyover” needed to coordinate with the region of enhanced

60

Figure 3.8: All tracks of simulated CYGNSS data from 12 UTC December 21,
2011 to 00 UTC December 22, 2011, overlaid on the input wind field for 18 UTC on
December 21.

winds near the center of the assimilation domains (Figure 3.3). The 1 km domain was
analyzed to get an idea of how well CYGNSS receives winds at a fine spatial scale.
There was a focus on specular point tracks that went over wind speed gradients that
were associated with convective gust fronts. It is important to know how accurately
CYGNSS is able to capture these small scale transitional areas because the fine variability within wind speeds can drive the motion of an MJO and across the Tropics,
and these gradients typically occur in precipitation regions.
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Seven tracks were selected for further analysis; their locations are identified
in Figure 3.9 which includes the wind speed data of the specular swaths overlaid on
the wind field from the assimilations. Each selected track was isolated within the
individual satellite files in order of satellite number. Satellite 1 produced track 1,
satellite 2 produced tracks 2 and 3, satellite 3 produced track 4, satellite 4 produced
track 5, satellite 5 produced track 6 and satellite 8 produced track 7.
The wind speeds of the simulated CYGNSS data and of the corresponding
latitude and longitude points from the WRFDA forecasts (which is treated as truth
in the remaining analyses) are plotted for each track in Figure 3.9. In an effort to
make the sporadic simulated data more seamless and closer in value to the “truth”
winds, two different smoothing methods were applied to the simulated wind speeds.
It should be noted that with the movement of the satellites, the specular points can
be read from west to east with the progression of time. In other words, the west-most
point in a specular point track will have the earliest time-stamp and the east-most
point within the same track will have the latest time-stamp.
At a 25 km resolution, CYGNSS oversamples data with wind speed retrievals
every second. This oversampling allows the data to be smoothed or filtered without
losing the integrity of the data and while removing much of the noise that is present.
The first smoothing method was the forward-back method which filtered the winds
twice. The first passage of the filter took the average wind speed of the data at the
first point plus the four points ahead of it (which occurred at a time after the point in
question did) and this was done in a forward progression for each point in the track
until the end was reached. The equation for the first part of this smoothing method
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(a) Track 1

(c) Track 3

(b) Track 2

(d) Track 4

(e) Track 5

(f) Track 6

(g) Track 7

Figure 3.9: Specular points of the simulated CYGNSS wind speeds overlaid on the
assimilated WRF ‘truth’ data (in ms−1 ). Each track is identified by a red oval. (a)
Track 1 occurs from 19:24:55 to 19:26:12 UTC, (b) Track 2 occurs from 19:10:51 to
19:12:22 UTC, (c) Track 3 occurs from 19:12:24 to 19:13:49 UTC, (d) Track 4 occurs
from 18:58:02 to 18:59:46 UTC, (e) Track 5 occurs from 18:45:57 to 18:46:56 UTC, (f)
Track 6 occurs from 18:33:42 to 18:35:18 UTC, and (g) Track 7 occurs from 17:55:54
to 17:56:35 UTC on December 21 2011.
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can be seen here:

UF =


1
Uoi + Uo(i+1) + Uo(i+2) + Uo(i+3) + Uo(i+4) ,
5

(3.3)

where UF is the new wind speed value of of a given point, Uo is the original value at
that point, i, in which i is the point being averaged, along the wind speed track. The
second passage took the average of the new value (from Equation 3.3) at a point plus
the new values of the four points that occurred before it (to the west of the point
in question) and became the new, and final, wind speed value for that point. This
second passage was done in progression along the track, from the first point until
the last point was reached until each point had a new smoothed value. This second
passage can be expressed in the following equation:

UF B =


1
UF i + UF (i−1) + UF (i−2) + UF (i−3) + UF (i−4) ,
5

(3.4)

where UF B is the final smoothed wind speed value for the forward-back smoothing
method on the simulated CYGNSS wind speeds.
The second smoothing method was the centered method, which took the average of a point plus the two points ahead and the two points behind to be the new
wind speed value of the point in question. This method was only performed once
along a track and done so in a forward progression. This method is expressed in the
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following equation where UC is the wind speed value for the center-smoothed data:

UC =


1
Uo(i−2) + Uo(i−1) + Uoi + Uo(i+1) + Uo(i+2) .
5

(3.5)

In order to assess the skill level of the raw or smoothed simulated data verses
the the ‘truth’ data, the normalized root mean square error (NRMSE) was calculated
for each method and each track, with the following equation:

1
N RM SE =
Utmax − Utmin

r
X (Ut − Us )2
n

,

(3.6)

where Ut is the truth wind speed, Us is the simulated wind speed, and n is the
number of elements being calculated, or in this case the number of points in a track.
By normalizing the root mean square error, all error values fall between 0 and 1 where
error values closer to 0 portray less error.
To examine how the errors in CYGNSS data could affect the application of
the wind speeds to the WISHE method for the onset of the MJO, the latent heat flux
(Qe in W m−2 ) was calculated using the following equation (Abualnaja et al. 2015):

Qe = LρCe U (qa − qs ),

(3.7)

where L is the latent heat of water, ρ is air density, Ce is the bulk transfer coefficient,
also known as the Dalton number, U is wind speed, qa is the air specific humidity,
and qs is the saturated specific humidity. Since the focus was on how the varying
wind speeds affect latent heat flux, all variables except U were set as a constant value
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Figure 3.10: Figure courtesy of Zorana Jelenak of National Oceanic and Atmospheric Administration) Displayed is the probability of the simulated CYGNSS winds
being different than the ‘truth’ winds by > 2.5ms−1 . (RCG= Range Corrected Gain)

based off of assumptions that strived to provide realistic latent heat flux values. First,
SST, surface pressure, and surface air temperature were chosen based on an average
of values from the ‘truth’ data over the 1 km domain which resulted in 302.2K,
100912P a, and 300.8K, respectively. The latent heat of water at 30◦ C was used,
which is 2.425x106 Jkg −1 . Ce was a difficult value to define because it depends on
the SST and wind speed at a location. As wind speed changes for each point in a
track, a generalized value is chosen. Typical values for Ce lie between 1x10−3 and
5x10−3 where lower values are common over the ocean, so 2x10−3 was used for this
calculation.
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3.3

Errors

Data and methods within this study are not without errors. Even though
data were processed and quality controlled, human and algorithm errors are always
possible. These errors could result in either bad data points being left in or good data
being filtered out. The 3Dvar WRF assimilation process is also not a perfect process.
Equations are simplified to increase calculation speeds and parameter schemes are
not always able to capture the full dynamic capabilities of the atmosphere. The observations assimilated into WRF in this study contained high temporal concentration
of data, but are spread out over a large domain so the model cannot be expected to
perfectly forecast the timing and locations of the observed convection.
Data simulated by the E2ES comes with uncertainties because there are still
no real data to compare the outputs to. Within the E2ES, the L2 wind speed mode,
errors can arise with the simulated data. The use of RCG reveals the probability of
error based on the location data are collected with relation to the the microsatellite
taking the observations (Figure 3.10). Low RCG values (< 5) result in a higher
probability of error while the lowest probability of error occurs with RCG values
≥ 20. When wind speeds are less than 7 ms−1 the chance for errors is higher with
RCG < 10. There is a high chance of error when wind speeds are > 12 ms−1 for any
RCG value.
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CHAPTER 4

RESULTS

4.1

Imagery Analysis

The Meteosat IR images reveal the convective activity that was across the
Indian Ocean, of which there was a wide band of convection stretched across the area
on December 21, 2011. The clouds had a slow eastward progression near the equator
while further north and south of the equator (roughly 10◦ in either direction) the
motion was westward. The was a large clustering of deep clouds embedded within
the broader region of precipitation.
The Hovmöller diagram (Figure 3.4) shows the progression of precipitation
during the latter half of December 2011. Enhanced convection was abundantly present
over the eastern half of the Indian Ocean, while there were only a few tall clouds west
of 75◦ E in comparison. The amount of deep convection began to increase on the 19th
and the apparent eastward propagation began on the 21st of December. There was a
clear gap in the tall clouds near 100◦ E from the 25th to the 27th that is the result of
the land effect where convection weakens as it moves over the Maritime continent as
was described in Section 2.1.1. The convection appeared to re-enhance as it moved
over the South China Sea. A band of westward propagating convection was also
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present that is likely the signal from TC Thane which formed over the Bay of Bengal
on December 24th and made landfall on the SE coast of India on December 30th. It
is possible that Thane was reflected in the signal on the RMM index, but appears
only as a brief divot of clockwise motion.

4.2

WRF Data Assimilation Model Run

The control run (Figure 3.6) shows that there was some structure to the convection across the Indian Ocean, but overall it did not capture any substantial organization. The general eastward motion near the equator was present as was the large
cluster of enhanced convection just south of India which was also seen in the IR images. As time progressed, the precipitation continued to be isolated and organization
never formed.
The 3Dvar WRF assimilated model runs (Figure 3.7) were more robust and
organized with convection across the domain than the control run was. In d01, a
bowed out line of enhanced convection present in reflectivity was centered near the
equator. The eastward bowing of the line indicates that the winds were coming out
of the west as a result of a WWB within the larger MJO circulation. The center
of this bowing line was between 0◦ and 4◦ S which correlates to the fact that the
ITCZ was south of the equator during that time. Going through the 30 minute
reflectivity outputs clearly shows the eastward propagation of the line. The convection
strengthened throughout the time frame (December 21 12 UTC to December 22
00 UTC) where it began to spread out horizontally by 16:30 UTC and the line of
convection continued broadening until the end of the forecast period. There was a
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cluster of reflectivity with higher than 30 dBZ just south of India and east of the
Maldives that remained fairly stationary until around 19 UTC when it began to
stretch out and morph into the line of convection. Beyond the line near the equator,
the assimilated forecasts showed widespread shallow precipitation (indicated by the
green shades in the reflectivity images) which is common across oceans. The general
motion of the isolated precipitation that is found outside of ±10◦ latitude displayed
equatorward and slightly westward motion. The reflectivity values peak in the lower
50s dBZ where the majority of the reflectivity values of the convective line fell between
20 and 55 dBZ while the shallow, unorganized convection mainly had reflectivities
below 30 dBZ.
Although it is difficult to fully compare modeled reflectivity data to IR data,
the 3Dvar WRF forecasts appeared to recreate the overall structure of the convection
fairly well across the domain. The large cluster of tall clouds seen just south of India
was reflected in the modeled reflectivity. There was also an eastward bowing structure
across the equator seen with tall clouds in the IR images. As discussed earlier, this
pattern was more apparent in the modeled reflectivity data but it is encouraging that
the real data is supportive of the assimilated data.

4.3

CYGNSS E2ES Outputs

A compilation of all of the specular point tracks from the 12-hour assimilated
WRF forecast (Figure 3.8) showed that CYGNSS data can provide a detailed map
of the winds speeds over the Tropical Oceans. The data from each satellite were
combined to give a chronological view of the tracks of wind speed data that the real
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CYGNSS would provide. In Figure 3.8, the faster winds of the wind burst were
located approximately from 4◦ N to 8◦ S, 74◦ E to 86◦ E. The time frame that was
analyzed was narrowed further to focus on a wind burst captured by CYGNSS in d03
which existed from 17:30 UTC to 19:30 UTC on December 21, 2011. The specular
tracks for this time frame for d01 is seen in Figure 4.1. The tracks traveled from
the SE portion of the domain to the NW while passing over a diverse wind field that
contained wind speeds from near zero up to approximately 20 ms−1 . The location
of the wind burst correlates with the center of the bowed line of convection seen in
Figure 3.7. The specular points showed that the CYGNSS data were fairly agreeable
with the assimilated winds and no extreme outliers in wind speeds appeared in areas
of known precipitation. Recall that the WRF assimilated winds were treated as truth
in comparison to the simulated data because such a widespread ocean surface wind
speed dataset does not yet exist.
At a higher spatial resolution, d03 (Figure 4.2) revealed that despite the general agreement between the simulated wind data and the ‘truth’, the tracks were
noisy as there were variable wind speeds among consecutive specular points. The
corresponding modeled precipitation can be seen in Figure 4.3. The eastern edge of
the wind gradient correlated to the leading line of convection seen in the modeled
reflectivity. The sharp gradient in the specular points, with approximately 6-7 km
between each point, along the gust front reflected the sharp gradient seen in the
‘truth’ winds.
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Figure 4.1: Specular plots of all satellites overlaying input wind speeds (from WRF
assimilations) for the 9 km domain, output every 30 minutes from 17:30 UTC to
19:30 UTC for December 21, 2011. The timing of the plot of the input wind speeds
corresponds to the end time of the time frame listed above each figure.

4.3.1

Isolated tracks
The wind speeds were plotted in order to better understand the data that

CYGNSS will provide and how they compared to the ‘truth’ winds. A view of the
tracks, which are each encircled in red, along with the ‘truth’ wind field under-laid can
be seen in Figure 3.9. The timing of the tracks, in order of occurrence on December 21,
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Figure 4.2: Specular plots of all satellites overlaying input wind speeds (from WRF
assimilations) for the 1 km domain, output every 30 minutes from 17:30 UTC to
19:30 UTC for December 21, 2011. The timing of the plot of the input wind speeds
corresponds to the end time of the time frame listed above each figure.

2011 were as follows: Track 7 lasts from 17:55:54 to 17:56:35 UTC; track 6, 18:33:42
- 18:35:18 UTC; track 5, 18:45:57 - 18:46:56 UTC; track 4, 18:58:02 - 18:59:46 UTC;
track 2, 19:10:51 - 19:12:22 UTC; track 3, 19:12:24 - 19:13:49 UTC; and track 1,
19:24:55 - 19:26:12 UTC. The tracks began at the western-most specular point and
ended at the eastern-most specular point.
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(a)

(b)

(d)

(c)

(e)

Figure 4.3: 1 km domain 3Dvar WRF assimilated runs at 30 minute intervals from
17:30 UTC to 19:30 UTC on December 21, 2011

The ‘truth’ winds and simulated CYGNSS winds were plotted in Figure 4.4
(the top plot of each set) and are discussed in this paragraph in order of occurrence.
The winds in track 7 began with ‘truth’ wind speeds between 14 and 17 ms−1 that
weakened from 81.7◦ E to 82.1◦ E to wind speeds near 3 ms−1 . A noticeable difference
of the CYGNSS simulated from the ‘truth’ wind in this track existed from 81◦ E to
81.4◦ E where the CYGNSS winds were faster than the ‘truth’ by several ms−1 . The
CYGNSS simulated winds in track 7 were clearly noisy in comparison to the input
‘truth’ winds and had high variability between points; there were a few points near
82.5◦ E that had a large spread which jumped from 0 ms−1 to 12 ms−1 back down
to 1 ms−1 . In track 6 the winds gradually increased from near 7 ms−1 at 78.5◦ E to
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13 ms−1 at 81.4◦ E from which there was a sharp decrease in the winds until 82◦ E
where the wind speed was near 3 ms−1 until the end of the track. Track 5, which
contained noisy simulated winds, had ‘truth’ winds between 9 ms−1 and 15 ms−1
from the beginning of the track to 82.3◦ E where the winds dropped down to near 6
ms−1 . The ‘truth’ wind speeds in track 4 contained winds from 8 ms−1 to 12 ms−1
for most of the track until the winds weakened, starting at 81.6◦ E, to speeds between
1 ms−1 and 6 ms−1 . The track 2 ‘truth’ winds began with winds between 7 ms−1 and
10 ms−1 that gradually transitioned to wind speeds near 4 ms−1 across the gradient
from 80.5◦ E to 81.1◦ E. Track 3 is another track that had a lot of variability between
points of the CYGNSS simulated wind speeds. The ‘truth’ winds gradually increased
from about 9 ms−1 to 12 ms−1 before sharply decreasing at 82◦ E to near 3 ms−1 for
the remainder of the track. In track 1, the ‘truth’ wind speeds had a slight decrease
in wind speeds that began near 9 ms−1 and ended near 3 ms−1 .
Tracks 3 through 7 captured the strongest wind speed gradients while tracks
1 and 2 captured winds at when the gust front had weakened and moved further
out of the domain. These plots revealed that the CYGNSS winds were prone to
having high variability between consecutive points in a single track. The net NRMSE
(Equation 3.6) for the simulated wind speeds was 25.4%. In reality, winds across an
area are more contoured than what CYGNSS is producing. By smoothing the winds
via the centered smoothing method and forward-back smoothing method described
in Section 3.2.3, the simulated wind net errors were reduced to 13.9% and 12.4%,
respectively. The plots of the smoothed winds were more realistic and less sporadic
than the unsmoothed winds. The error for each track and each method are included
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in Table 4.1; the forward-back method resulted in the lowest wind speed errors in
comparison to the unsmoothed and center-smoothed winds.
Examining the plotted wind tracks and the corresponding errors, it was seen
that the simulated winds performed relatively well in some tracks (such as tracks 2
and 6) but poor in others (such as tracks 1, 3, and 6). The mean RCG of each track
revealed that low values of RCG resulted in more errors within CYGNSS winds while
higher values resulted in more accurate wind retrievals as was previously discussed in
Section 3.2.2. From Figure 3.10, it is already known that the CYGNSS satellites will
have a higher probability of error at wind speeds greater than 13 ms−1 . The errors
also reveal that there is not a direct, linear relationship between RCG and the error
in a track. For example, tracks 1 and 5 had higher amounts of error than track 7,
even though the mean RCG value for track 7 was lower. This is because the strength
of the wind speed is important in the retrieval process for faster winds will have a
stronger signal that a satellite can pick up.
The bias of these errors is 0.0590 ms−1 for the CYGNSS simulated winds in
comparison to the ‘truth’ winds. Smoothing the data did reduce the the net bias to
0.0487 ms−1 for the center smoothed method and 0.0477 ms−1 for the forward-back
smoothed method. Although the biases are small, an overestimation of wind speeds
could lead to incorrect forecasts on the initiation of the MJO.

4.3.2

Air-Sea Flux
Knowing the wind speeds across the tropics is one hurdle that CYGNSS will

be able to overcome, being able to apply the data to improve the understanding and
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Figure 4.4: Top figure: Wind speed in ms−1 of a track with longitude. Bottom
figure: Latent heat flux in W m−2 of a track with longitude
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Table 4.1: Normalized root mean square error of the simulated CYGNSS wind
speed data (un-smoothed or smoothed) of each track. Simulated: wind data, as is,
from CYGNSS. Fwd-bk: CYGNSS data smoothed using the forward-back method.
Centered: CYGNSS data smoothed using the centered smoothing method. Both
smoothing methods are described in Section 3.2.3. RCG: Range Corrected Gain is
used to account for errors in the E2ES in units of m−4 .

Track 1
Track 2
Track 3
Track 4
Track 5
Track 6
Track 7
Net Error

Simulated
31.23%
15.37%
37.52%
23.67%
35.58%
9.52%
24.90%
25.40%

Centered
16.54%
12.51%
15.76%
10.27%
19.95%
6.09%
16.20%
13.90%

Fwd-Bk
16.04%
11.38%
13.21%
9.01%
17.52%
5.24%
14.40%
12.40%

RCG
1.4732
11.222
1.2978
6.4177
2.5168
40.686
1.1779

forecast ability of the MJO is another that it will hopefully succeed in. The simulated
wind speeds were applied to an air-sea latent heat flux equation to reveal how errors
in the CYGNSS observed surface winds will affect the flux. The calculated latent
heat flux can be seen in the bottom plots of each set in Figure 4.4 and how this
flux was calculated was explained in Section 3.2.3. The latent heat flux over the
ocean is negative in response to SSTs that are higher than the air temperature just
above the ocean surface. Positive latent heat values are related to evaporation while
negative values relate to condensation. As seen, higher wind speed values creates
more negative latent heat flux values while calm winds results in flux values closer to
zero. Figure 2.13 shows that these negative values have been observed in reality.
Smoothing the winds also drastically reduced the noise in the latent heat flux
plots which will assist in more accurate forecasts of air-sea interactions on spatial
scales that have not yet been achieved. The slightest change in the wind paired with
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even a 1◦ increase in SST or air temperature could create enough instability to begin
the positive feedback process in the Tropics. A negative net heat flux is associated
with periods of increased rainfall and convection so when wind speeds used with
calculating latent heat flux is paired with sensible and solar heat fluxes, the net flux
can be more accurate. Knowing the wind speeds will add invaluable information in
how we understand the air-sea interactions and the overall balance and dynamics of
the tropics.

4.4

Errors

There are still many errors to account for with the retrieval of ocean surface
wind speeds based on scattered signals off of waves. One example includes how
tropical cyclones can affect ocean waves far from the center of the storms, and thus
the bi-static scattering of signals. A TC could enhance the waves of the ocean surface
at all directions from the storm even if the surface winds at the same location could
be near calm winds. If these wind speed errors were assimilated into models, those
forecasts would be inaccurate even from initialization. Work is being done to produce
an algorithm that would account for error affects like this.
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CHAPTER 5

DISCUSSION AND CONCLUSIONS

5.1

Discussion

This section will discuss the implications of the results from the numerous
steps within this study.
The dominant characteristic of the MJO is its associated westerly winds and
eastward propagation that go against westward trade winds. This characteristic was
present in the IR imagery and in the modeled outputs for the eastward propagation
seen was a result of the active MJO in late December 2011. The Hovmöller diagram
of the IR data also shows clear eastward propagation of enhanced precipitation.
It is also common to observe expansive organization and deeper convection
associated with the MJO. Isolated convection is the result of localized updrafts and
downdrafts across the Tropics. Weather across the Tropics responds to subtle changes
within the atmosphere as a result of localized heating. It is possible that a small break
in the clouds, which would allow solar heating at the surface in a small location, could
generate instability for enhanced convection. Even a brief increase in wind speeds
that would enhance evaporation from the sea surface is enough for the generation
of isolated convection. Shallow, isolated cells are depicted in the IR images and
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the assimilated WRF outputs while stronger convective cells are found embedded
within the organized precipitation. The organization is able to exist because the
MJO signal that contains enhanced wind speeds is in one large area stretching across
the equatorial region instead of in isolated regions so the organized storms are able
to contain and feed on the convective energy within an MJO event.
Assimilating the DYNAMO data into WRF proved to increase the accuracy of
the model outputs in comparison to the control WRF forecasts. The control forecasts
showed very little organization of the convection associated with the MJO although
they did still possess the eastward propagation of convection near the equator. These
observation data from multiple instruments were used in this way so as to include the
smaller scale convective features of the December MJO to create a forecast that was
as accurate as possible. This also improved the strength and appearance of the MJO
in the forecasts and thus amplified the complex wind field that was ingested into the
E2ES.
The simulated CYGNSS data shows that the satellite will be able to retrieve
small scale rapid changes within convective wind fields, even in precipitation regions.
These simulated winds do well to generally match the trend of the ‘truth’ winds
although there is variability between consecutive specular points. There is approximately 6-7 km between each specular point so CYGNSS will have the capability to
capture very tight wind gradients. The tracks plotted show that gradients of a convective wind gust performed well as no excessive errors were present in those regions.
Since changes in the Tropics are so subtle, the ability to capture these fine scale winds
is a very exciting prospect. Filtering and smoothing the CYGNSS data removes ap81

proximately half of the errors and will be an important step in future studies for
preparing data before being used. However, even a single value that greatly deviates
from the truth will be reflected within the smoothed winds as was observed in the
beginning of track 7. It is clear from the wind speed plots and errors of the tracks that
the RCG values do reflect the quality of the specular point data where higher RCG
values tend to have less errors and vice versa. Despite the decision made that quality
data will have RCG values greater than 10 (and acceptable RCG values between 5
and 10), tracks that have RCG values less than 5 are still able to capture the overall
changes of the wind. It does however become more important with the poor quality
data that a smoothing technique is used to remove the higher amount of noise. When
CYGNSS data is eventually assimilated into models, it would be advisable to weight
the observations based on the quality of a specular point (as inferred from the RCG
value) so that quality data are not downweighted and less than acceptable data are
not negatively affecting the model.
Wind speed data at this resolution will provide valuable information about
air-sea interactions that typically require massive, expensive field campaigns in order
to observe these complex interactions. Applying the winds to the latent heat flux
equation shows that any subtle changes in the wind will be reflected in the latent heat
flux. The plans to combine CYGNSS data with the GPM data will be invaluable to
the question on how important convective coupling and low level moisture is to the
existence of the MJO.
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5.2

Conclusions

This study examined the data that CYGNSS will retrieve at spatial scales
smaller than that of the satellite in order to evaluate its ability to capture ocean
surface wind speeds across the Tropics and to gain insight to how the data can be
used for phenomena other than TCs, such as the MJO. The simulated winds were
created from a 3Dvar modeled dataset that was created with the use of observations
from the late December 2011 weak MJO event that was captured by DYNAMO.
From the over 40 years of studies, it has become clear that using only one
theory or method to explain the existence of the MJO will not lead to the ability
to accurately understand and model the MJO. This phenomenon encompasses the
atmosphere and the ocean, the large-scale circulations and the convective scale, the
weather today and the climatology. Each new study will bring the community that
much closer to understanding its complex nature. Every observing tool will help us
get there. Being able to bring in updated observations to studies and global models
will greatly enhance our understanding.
The DYNAMO campaign sought to capture intensive observations of the MJO
over the Indian Ocean. The project was able to capture high resolution data during
the life cycles of three MJO events that occurred in the latter halves of October,
November, and December 2011. This study examined the weak amplitude December MJO event. The data from this event were assimilated into WRF to create an
expansive and accurate wind field that could be ingested into the CYGNSS E2ES.
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CYGNSS is an upcoming constellation satellite system that will use bi-static
scatterometry to retrieve wind speed data across the Tropics and through precipitation regions. The spatial and temporal scale of the ocean surface winds that CYGNSS
will be able to capture is unlike any that have been available before. Although the
main goal of CYGNSS is to enhance wind data for the improvement of TC intensity
forecasts, the data will be useful among many areas of research, such as the MJO.
The first hypothesis of this study was that by using DYNAMO data, the WRF
modeled wind field would provide an enhanced wind field that was later put into the
E2ES. Assimilating the DYNAMO data into WRF did greatly improve the model
outputs. When the improved WRF output data were ingested into E2ES, specular
tracks that captured convective gust fronts revealed that CYGNSS can detect small
scale wind features even through regions of precipitation. These results answered the
first question listed in the Introduction. To answer the second question in regards to
the accuracy of the wind speeds, NRMSE was used. The net NRMSE of the simulated
winds over 7 tracks was 25.4% while filtering the winds decreased the error to 12.4%.
The simulated winds also had a net bias of +0.059 ms−1 . Filtering or smoothing
winds can reduce the errors of the CYGNSS data by half and will therefore be a
crucial step when preparing the dataset for use in future studies when the data will
be available.
The second hypothesis was that the higher resolution wind observations would
lead to an increased understanding of the MJO. Simulated CYGNSS data was used to
analyze the response of latent heat flux. It can be seen that subtle changes in the wind
respond in the latent heat flux. When a strong latent heat flux response is paired with
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a decrease in solar heating, the net surface heat flux is greatly affected (Figure 2.13).
Although this study had a limited view of the winds only through modeled and
simulated data, the future work in this area with the use of real CYGNSS data is
promising.
To answer the third question posed, CYGNSS will be able to capture the
intricate wind field that the MJO modifies. It will be able to provide enhanced detail
that does not yet exist for more than a few months at a time, every other decade.
When CYGNSS data are paired with GPM (that will provide precipitation data) in
the future, the small scale spatial resolution, and improved temporal resolution will
allow intensive studies of the air-sea interactions.
In response to the fourth question posed in this study, errors in the winds
can alter modeled responses from the wind. In regards to the WISHE theory, where
enhanced winds leads to enhanced evaporation and instability, an over or underestimation of the wind speeds lead to false responses of the feedback cycle or could
predict enhanced or suppressed convection in the wrong locations. Improving the
ocean surface wind speed data that is ingested into models will only further improve
the initializations and the models themselves.
Future work will include automating track isolations, improving how wind retrievals are filtered, and further exploiting the spatial-temporal resolution. Specular
tracks can be isolated through a simple clustering algorithm in addition to identifying
GPS tag IDs, micro-satellite selection, and narrowing down the day of interest. Isolating tracks opens up a wide range of studies that can be performed on the data and
allows the examination of the detailed wind dynamics across the Tropics. Filtering
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the data removes the noise that has been observed in the simulated data and it will
improve the quality of the data for general observation and for use in models.

86

REFERENCES

Abualnaja, Y., V. P. Papadopoulos, S. A. Josey, I. Hoteit, H. Kontoyiannis, and D. E.
Raitsos, 2015: Impact of climate modes on air-sea heat exchange in the Red Sea.
J. Climate, 28, 2665–2681, doi:10.1175/JCLI-D-14-00379.1.
Aguado, E. and J. E. Burt, 2010: Cloud development and forms. Understanding
Weather and Climate, Prentice Hall, chap. 6, 194–195.
Anyamba, E. K. and B. C. Weare, 1995: Temporal variability of the 40-50 day oscillation in tropical convection. Int. J. Climatol., 15, 379–402.
Barker, D. M., W. Huang, Y.-R. Guo, A. J. Bourgeois, and Q. N. Xiao, 2004: A
three-dimensional variation data assimilation system for MM5: implementation
and initial results. Mon. Wea. Rev., 132, 897–914.
Benedict, J. J. and D. A. Randall, 2009: Structure of the Madden-Julian oscillation in the superparameterized cam. J. Atmos. Sci., 66, 3277–3296, doi:
10.1175/2009JAS3030.1.
Bergman, J. W., H. H. Hendon, and K. M. Weickmann, 2001: Intraseasonal air-sea
interactions at the onset of El Niño. J. Climate, 14, 1702–1719.
87

Bessafi, M. and M. C. Wheeler, 2006: Modulation of south Indian Ocean tropical cyclones by the Madden-Julian oscillation and convectively coupled equatorial waves.
Mon. Wea. Rev., 134, 638–656.
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