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We determine when there exists a matrix of O’s and l’s with total support (a 
pattern of a doubly stochastic matrix) having a specified row sum vector and 
column sum vector. 
1. INTRODUCTION 
Let R = (rl ,..., rm) and S = (sl ,..., s,) be nonnegative integral vectors 
and denote by ‘%(R, S) the collection of all m x n matrices of O’s and l’s 
whose row sum vector is R (thus ri is the number of l’s in row i for i = l,..., 
m) and whose column sum vector is S (thus sj is the number of l’s in column j 
forj = I,..., n). Gale [S] and Ryser 19; 12, p. 631 have obtained independently 
necessary and sufficient conditions in order that cLT(R,S) be nonempty. The 
Gale-Ryser criterion is in terms of a majorization concept for vectors but its 
actual formulation does not concern us here. Using the supply-demand 
theorem of network flow theory, Ford and Fulkerson [4, p. 821 have obtained 
an ahernative criterion involving the so-called ‘structure matrix’ introduced 
by Ryser [I l] in his study of %(R, S). Since this criterion bears on our main 
result we discuss it now. For each Z C { l,..., m} and J C { I,..., n}, let 
w, J) = I z I I J I + c ri - c sj . iCI j.J 
Then %(R, S) is nonempty if and only if 
w, J) > 0 (I c {I,..., m>; JC {l,..., n}). (1.1) 
Let A E %(R, S). Let A[Z, J] denote the submatrix of A formed by rows i 
with i E Z and columns j with j E J, and let A(Z, J) denote the submatrix of A 
formed by rows i with i 4 Z and columns j with j 4 J. For a matrix X of O’s 
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and l’s let oO(X) denote the number of O’s of X and sI(X) the number of 1’s. 
Then it can be seen directly that 
for Z-C{l,..., m} and .Z-C{l,..., nj. Thus (1.1) is surely a necessary condition 
for ‘%(Z?, S) to be nonempty. 
Now let u be a permutation of { I,..., ml and T a permutation of { l,..., n}, 
and let R, = (am ,..., Y,(,J) and S, = (s,(r) ,..., s,(,)). Then clearly %(R, S) 
is nonempty if and only if 2l(R,, S,) is nonempty. Thus there is no loss of 
generality in assuming that R and S are monotone in the sense that rl > ... 3 
r,, ands, > *.. 3 s, . Jtthenfollowsthatfork=O, I,..., mandI=O,l,..., n, 
where 
min{t(Z, .Z): 1 Z i = k, / J / = Z] = tkL (1.3) 
tk.1 = kl + C ri - 1 sj . 
i>k jgl 
(Ryser’s structure matrix is the (m + 1) x (n + I) matrix 7‘ = [t,,].) Thus 
with the assumption that R and S are monotone, 2l(R, S) is nonempty if 
and only if 
tkl > 0 (k = 0, l,..., m; I = 0, l,..., n) (1.4) 
(the structure matrix T is a nonnegative matrix). We denote by %*(R, S) the 
union of the PI(R, , S,) as u and T vary independently over the permutations 
of {l,..., m} and {I,..., n} respectively. Clearly 2l(R, S) is nonempty if and 
only if 2l*(R, S) is nonempty. 
The term rank p(A) of a matrix A of O’s and l’s is defined to be the maximum 
number of l’s of A with no two of the I’s in the same row or column of A. 
By the well known Kbnig-Egtrvary theorem [12, pp. 55-561, p(A) equals 
the minimum number of rows and columns of A which together contain all 
the l’s of A. Suppose 2I(R, S) is nonempty, and let 
p = max{p(A): A E 2t(R, S)>. 
Then assuming that R and S are monotone, Ryser [IO; 11; 12 p. 751 has 
proved that 
p = min{tk, + k + I: k = 0, I,..., m; I = 0, I,..., n}. (1.5) 
Without the assumption that R and S are monotone we see using (1.3) that 
p = min{t(Z, J) + 1 I/ + 1 Jl: Z_C{l,..., m}, J_C(l,..., n}}. (1.6) 
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Finally we note the following concerning 2l(R, S). An interchange applied 
to a matrix A is a transformation that changes a 2 x 2 submatrix of A of the 
form 
I 0 
[ I 0 1
into one of the form 
0 1 1 1 10’ 
or vice versa, and leaves all other entries of A unaltered. Ryser [9, 12 p. 681 
has proved that if A and B are two matrices in ‘%(I?, S), then A is transform- 
able into B by a finite sequence of interchanges. 
2. RESULTS 
Let A be an n x n matrix of O’s and 1’s. Then A is called fully indecomposable 
if there do not exist positive integers r and s with r + s > n such that A has 
an r x s zero submatrix. When n = I, A is fully indecomposable if and only 
if A # [O]. Let A(i, j) denote the matrix obtained from A be striking out row i 
and columnj (i,j = l,..., n). For n > 1 it follows easily from the Frobenius- 
Kijnig theorem [6, p. 971 (or the Konig-EgCrvBry theorem [12, pp. 55-561) 
that A is fully indecomposable if and only if p(A(i, j)) = n - 1 for each 
i, j with i, j = I,..., n. Now let A = [a,,] be an n x n nonzero matrix of 
O‘s and 1’s. Then A is said to have total support provided p(A(i, j)) = n - 1 
for each i, j with aij = 1. Clearly a fully indecomposable matrix has total 
support. On other hand it is well known [l-3] that if A has total support 
then there exist permutation matrices P and Q and fully indecomposable 
matrices A, ,..., Ah (11 at least one) such that 
PAQ = A, @ ..- @Ah. 
More generally, if p(A) = n, there exist permutation matrices P and Q 
such that PAQ equals 
AI 0 ... 0 
(2.1) 
where Ai is a fully indecomposable ni x n, matrix (i = I,..., h). Apart from 
permutations of their rows and columns, the matrices A, ,..., Ah are uniquely 
determined [I] and are called the fulZy indecomposabZe components of A. 
However, the order of Al ,..., Ah on the main diagonal of (2.1) is not neces- 
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sarily unique. A matrix (2.1) where A, ,..., Ah are fully indecomposable has 
total support if and only if Aij = 0 for all i, j with 1 <<j < i < h. Finally we 
remark that if A = [aij] is an n x y1 matrix of O’s and l’s, then there exists a 
nonnegative doubly stochastic n x 12 matrix Y = [ y,j] such that yij > 0 
exactly when aij = 1 if and only if A has total support [2; 7, p. 199; 81. 
Our aim is to characterize the row and column sum vectors of matrices 
of total support, thereby characterizing the row and column sum vectors of 
patterns of doubly stochastic matrices. Before giving the characterization 
we make a preliminary reduction. Let R = (rr ,..., r,) and S = (sr ,..., s,) 
be the row and column sum vector of an n x n matrix A of O’s and l’s 
with total support. We assume R and S are monotone since if A has total 
support so does PAQ for permutation matrices P and Q. Then surely r, 2 1 
and s,& 3 1, and we let p equal the number of r, (1 < i < n) such that ri = 1 
and ~7 equal the number of Sj (1 <cj < n) such that Sj = I. It follows that 
p = (I and that p equals the number of 1 x 1 fully indecomposable compo- 
nents of A. Therefore if R and S are monotone positive integral vectors 
with p of the ri equal to 1 and q of the Sj equal to 1, then R and S are the 
row and column sum vectors of a matrix of O’s and I’s with total support if 
and only if p = q and (rl ,..., r+J and (a ,..., s,-,) are the row and column 
sum vectors of a matrix of O’s and l’s with total support. 
The conclusions of the following three lemmas follow in a straightforward 
manner from the definition given of a fully indecomposable matrix by the 
examination of several cases. The details are omitted. 
LEMMA 1. Let C and D be fully indecomposable matrices of O’s and l’s, 
neither of which is 1 x 1, and let B = C @ D = [bij]. Suppose b,, = 1 and 
b,, = 1, where b,, is an entry of C and b,, is an entry of D. Then the matrix B’ 
obtainedfrom B by the interchange which replaces 
is fully indecomposable. 
LEMMA 2. Let C and D be fully indecomposable matrices of O’s and I’s, 
and let B = [bijJ be the matrix 
c 0 
[ I X D’ 
where X is not a zero matrix. Suppose b,, = 1 is an entry of C and b,, = 0 
is an entry of 0. Then the matrix B’ obtainedfrom B by changing b,, to 0 and 
b,, to 1 is a fidly indecomposable matrix. 
MATRICES OF O'S AND 1'S 253 
LEMMA 3. Let B be the n x n matrix 
where B, ,..., Bn: are fully indecomposable. Then B has at most k fully indecom- 
posable components. 
THEOREM 1. Let R = (r, ,..., r,) and S = (sl ,..., s,) be integral vectors 
with r1 > a-- 2 rn >, 2 and s1 > *‘* >, s, > 2. Then the following three 
Statements (2.2), (2.3), and (2.4) are equivalent. 
There exists a matrix with total support in 91(R, S). 
There exists a fully indecomposable matrix in 41(R, S). 
6) tnl 3 0 (k, I = 0, 1,. .., n). 
(ii) tlAl + k + I > n (k, 1 = 0, l,..., n), 
with equality only if k = 0 or I = 0. 
(2.2) 
(2.3) 
~2.4) 
Proof. Since a fully indecomposable matrix has total support, it follows 
that (2.3) implies (2.2). Now suppose that (2.2) holds and let A be a matrix 
with total support in %(R, S). Suppose A is not fully indecomposable. Since 
all row and column sums of A are at least two, A has no 1 x 1 fully indecom- 
posable component. It follows from repeated application of Lemma 1 that 
(2.3) holds. Thus (2.2) and (2.3) are equivalent. 
Now suppose)that (2.3) holds and let A be a fully indecomposable matrix 
in 9I(R, S). Then by the Ford-Fulkerson criterion (see (1.4)). (2.4)(i) holds. 
Since p(A) = n, p = n and it follows from Ryser’s formula (1.5) that the 
inequality of (2.4ii) holds. Suppose there exist integers k and I with 1 < k < n 
and 1 < I .< n such that 
We let 
tkl + k + I = n. ~2.5) 
where A, is a k x I matrix. It follows from (2.5) and (1.2) that u,,(A,) + 
o,(A,) = n - (X- + l) and thus that a,(A,) < n - (k + I). Striking out the 
row and column of any entry of A, we obtain an (n - 1) x (n - 1) matrix 
B all of whose I’s are contained in 
(k - 1) + (I - 1) + a,(Az) < r1 - 2 
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rows and columns. Thus B has term rank less than n - 1, contradicting the 
assumption that A is fully indecomposable. We conclude that (2.3) implies 
(2.4). 
Now suppose that (2.4) holds. Then it follows from (1.3) that 
q, J) + I 1 I -I ’ J I 2 n (I, J_c {l,..., n)) (2.6) 
with equality only if I = o or J = izr. Since (2.4)(i) holds, there exists a 
matrix in 9L(R, S). Since (2.4ii) also holds, there exists a matrix in ‘QI(L(R, S)
whose term rank is n. We prove (2.3) holds by showing that there exists a 
fully indecomposable matrix in BI*(R, S). 
Of all matrices in %*(R, S) with term rank equal to n we choose one with 
the fewest number h of fully indecomposable components A, ,..., Al, (see 
(2.1)). Of all matrices in 2l*(R, S) with h fully indecomposable components 
we choose a matrix A whose 1 x 1 fully indecomposable components appear 
as early as possible in the sequence A, ,..., Ah . If h = 1, there is nothing 
more to prove. Thus we assume h > I. We may assume A has the form 
given in (2.1), and we let Ai be an ni x ni matrix (i = I,..., h). We first 
observe the following. 
If n, > 1 and n, > 1, where 1 < p < q 6 h, then all entries of A,, equal I. 
(2.7) 
For, if A,,, had a zero entry, then it would follow from Lemmas 1 and 3 
that an interchange existed which transformed A into a matrix with term 
rank equal to n and fewer than h fully indecomposable components. Since 
this would contradict the definition of h, (2.7) holds. 
First suppose that ni > 1 for i = l,..., h. Let I = {n, + l,..., n] and 
J = (I,..., nJ. Then it follows from (2.6), (1.2), and the fact that A(I, J) = 0 
that 
q,(A[I, 51) + (n - n,) + n, > II. 
Hence A[& J] has an entry equal to 0. But this contradicts (2.7) with p = 1. 
Thus nj = 1 for at least one i with 1 < i < h. Since no row or column sum 
of A equals one, neither Al nor Ah can be a 1 x I matrix. 
Choose i such that n, ,..., n,_r > 1 and ni = 1. Choose the largest integer 
k with i < k < II such that ni = ... = rtl, = 1 and A[&, Lk] is the k x k 
identity matrix where LIZ = {II~ + **. + nj ,..., n, + .m. + nk}. We then note 
the following. 
Let IL = {n, t ... + n, + I,..., n} and Ji = {I ,..., n, + ... + niMl}. 
Then the submatrix A[I, , Ji] of A has at least one entry equal to 0. 
(2.8) 
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For, a,(A(I, , JJ) = k - i + 1 and it follows from (2.6) and (1.2) that 
a,(A[Zk , JJ) + k - i + 1 + (II - til - ..* - nl,) + (n, + *** + ni-J 
&wk 2 Jill + n > n. 
Hence a,(A[4 , JJ) > 0. 
There is a first row of A[Zk , JJ which contains an entry equal to 0. It 
follows from (2.7) that this row is contained in a row of A which contains a 
1 x 1 fully indecomposable component of A. Let this fully indecomposable 
component be Aj where j > k. Choose any zero entry of A[I, , Ji] in its 
first row with a zero entry. Assume it is contained in a column of A which 
meets A, where r < i. Suppose j f k + 1. Suppose Ai, contained an entry 
equal to 1 for some integerp with k < p <j. Then we can perform an inter- 
change which produces a matrix B in which 
is replaced by 
[ 
A, 0 
A A, D,T 1 
[ 
A; Y 
A,w 1 A, ’ 
where A: has one fewer 1 than A, and Y has exactly one 1. Note that it follows 
by our choice of the zero entry of A[I, , Ji] that each entry of A,,, equals 1. 
Using Lemmas 2 and 3 we see that B has fewer than h fully indecomposable 
components contradicting the definition of h. Thus A,, is a zero matrix for 
k < p <.j. This means that in the sequence of fully indecomposable com- 
ponents A, ,..., A,, we may replace Ali+l ,..., Aj with Aj , Alz+l ,..., Ajel , It 
follows that we may assume that Al:+, is a I x 1 matrix and that A[f,, Ji] 
contains an entry equal to 0 in its first row (row n, + ... + n,,, of A) 
where this zero entry is in a column of A which meets A,. . 
If A,+,,, contained an entry equal to I for some s with r < s < i, then an 
interchange would be available which by (2.7) and Lemmas 2 and 3 trans- 
formed A into a matrix with fewer than h fully indecomposable components. 
Hence each entry of A k+l,s equals 0 for r < s < i. Suppose one of Al,+,,f ,..., 
A,T,,,c had its unique entry equal to 1, say Ak+,,, = [l] where i < q <k. If 
A,,{-, contained an entry equal to 1, then there would be an interchange 
which by Lemma 2 transformed A into a matrix with h - I fully indecompos- 
able components, matrices Ai-l and A, being united into one component. 
Hence each entry of A,,f-l equals 0. But this means that in the sequence 
A, ,..., Al, of fully indecomposable components of A we may replace the 
subsequence Ai_l , Ai ,..., A, with A,, Aiel , Ai ,..., A,-1 . But this contradicts 
our assumption on the 1 x 1 fully indecomposable components. Thus 
A7L+,,j ,.... A,LJ.,,7c have their unique entries equal to 0. 
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By repeating the previous argument we conclude that we may assume that 
n1 ,...I q-1 > 1, ni = **- = nk = 1, nk+l ,..., Irh > 1, and that AlLI,, Lk] is 
the k x k identity matrix where L, = (n, + --. + ni ,..., n1 + nk}. If we 
now apply (2.8) we contradict (2.7). Thus h = 1 and (2.3) holds. This com- 
pletes the proof of the theorem. 
COROLLARY 1. Let R’ = (rl ,..., rtn) and s’ = (sl ,..., sm) be integral 
vectors with r, 3 *.a > r, > 1 = r,,I = 0-e = rm and s, 3 *-a > s, > I = 
s - . . . zD+1 - = s, . Then there exists a matrix with total support in %(R’, s’) 
if and only if n = p and R = (r, ,..., r,J and S = (sl ,..., s,) satisfy (2.4). 
It is a consequence of Corollary 1 and previous discussion that there 
exists a nonnegative doubly stochastic m x m matrix Y = [ yij] whose 
pattern matrix A = [aijJ of O’S and I’S (aij = 1 if and only if ?/ij > 0 
(i, j = I,..., n)) has row sum vector R’ and column sum vector s if and 
only if n = p and R = (rl ,..., r,) and S = (sl ,..., s,) satisfy (2.4). 
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