Abstract
Introduction
Support vector machine (SVM) has been a standard tool in the machine learning community because it nicely deals with high dimensional data, provides good generalization properties and determines the classifier architecture once kernel function and the parameters are chosen by user [1] , [2] . SVM uses a kernel function to project the input data onto a high dimension feature space, and then constructs an optimal separating hyperplane in that space. SVM is a kernel based method, which allows the use of Gaussian, polynomial and wavelet kernels and so on that satisfy Mercer condition [3] . Least squares support vector machines (LS-SVM) is a SVM version which involves equality instead of inequality constraints and works with a least squares cost function [4] . In the LS-SVM, Mercer condition is still applicable. A straightforward extension of LS-SVM to multiclass problems (MLS-SVM) has been proposed in [5] , where the Gaussian kernel function is used.
The wavelet theory and associated multiresolution techniques [6] has had tremendous impact not only in signal and image processing but also in science and engineering. Auto-correlation of a compactly supported wavelet satisfies the translation invariant property. This property is very important in signal processing. The wavelet has a limitation on this. The wavelet transform generates very different wavelet coefficients even if the input signal is shifted a little bit. This limitation can be overcome by taking the auto-correlation on the wavelet function. Based on the property, we can choose any compactly supported wavelet function to construct auto-correlation wavelet kernel [7] . Combining MLS-SVM with the auto-correlation wavelet kernel function, the multiclass least squares auto-correlation wavelet support vector machines (MLS-AWSVM) is proposed. The goal of the MLS-AWSVM is to find the optimal classification in the space spanned by multivariable wavelet kernel. The spiral multiclass classification experimental results show some advantages of MLS-AWSVM over MLS-SVM on the classification and the generalization performance.
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Wavelet analysis [6] and wavelet kernel [8]
The idea of wavelet analysis is to approach a signal or function using a family of functions which are produced by dilation and translation of the mother 
where , , , 0 x a b R a is a dilation factor, and b is a translation factor. The wavelet transform of any function ( ) f x can be expressed as , ,
where the notation , refers the inner product in 2 L R . Equation (3) means that any function ( ) f x can be decomposed on wavelet basis , ( ) a b x if it satisfies the condition [8] , [11] .
To approximate Equation (5) [6] , then the finite can be written as
Here, ( ) f x is approximated by ( ) f x . For a common multidimensional wavelet function, the mother wavelet can be given as the product of onedimensional (1-D) wavelet functions [11] :
where 1,
n n x x R x . So, every 1-D mother wavelet x must satisfy (4).
The wavelet kernel is defined as (8) where Morlet wavelet 2 ( ) cos(1.75 ) exp( / 2) x x x were proved to be good SV kernel functions [8] , [9] .
Auto-correlation wavelet kernel [7]
Wavelets satisfy a multiresolution analysis and they also obey the following relations: The auto-correlation is defined by
It can be derived that
where { } 
It is not difficult to find that both and have support of [ 1 , 1 ] 
x x is an admissible support vector (SV) kernel if and only if its Fourier transformation is non-negative [8] . This can be satisfied by defining the following autocorrelation wavelet kernel [7] :
where l is the dimension of the input feature vector and a is the scale factor. It should be mentioned that we can choose any compactly supported wavelet function to construct auto-correlation wavelet kernel
The wavelet function used here does not have an explicit form. In order to generate it, we need to set one wavelet coefficient to 1 and all the rest coefficients to 0. An inverse wavelet transform generates the desired wavelet function depending on the selected input wavelet filter. Since the wavelet function has an implicit form, we save it in memory as one dimensional array with a relatively large number of sample points. This array needs to be generated only once and then saved for later use. It can be easily proved that this kernel ' ( , ) K x x is an admissible SV kernel. Daubechies-4 (D4) wavelet has been proven to perform the best for signal regression in the paper [7] . Fig .1 shows the D4 wavelet and its auto-correlation kernel. 
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Decision function of multi-class wavelet support vector machines (MLS-AWSVM) is
Here, MLS-SVM can adopt the Daubechies-4 autocorrelation wavelet kernel as its kernel function. As LS-SVM cannot optimize the parameters of kernels, it is difficult to determine N n parameters t a i
, for the sake of simplicity, let t a a i .
Experiments
Now, we validate the performance of MLS-AWSVM by a small illustrative example on a simple spiral problem for which four classes have been defined. Figure. . Table I shows the misclassification ratio in leave-one-out cross-validation of each condition.
Simulation results show that, compared with MLS-GSVM, the recognition precision and the generalization ability is improved by our MLS-AWSVM. 
Conclusions
In this paper, we discussed a practical way to construct auto-correlation wavelet kernel using a compactly supported wavelet function. The wavelet kernel is a kind of multidimensional function that can approximate arbitrary functions. A new MLS-SVM version is presented based on MLS-SVM and the autocorrelation wavelet kernel, namely MLS-AWSVM. The MLS-AWSVM is applied to spiral classification problem. Simulation shows that the wavelet kernel has better classification than the Gaussian kernel. Notice that the wavelet kernel is orthonormal approximately, whereas the Gaussian kernel is not. The Gaussian kernel is correlative or even redundancy. Thus, for many real life applications MLS-AWSVM can offer a faster method for obtaining classifier with better generalization performance than MLS-GSVM.
