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ANALISIS SENTIMEN CYBERBULLYING MENGGUNAKAN 





   
 
Depresi dan kecemasan sosial merupakan dua dampak negatif utama dari 
perundungan siber dalam kesehatan mental. Sayangnya, jajak pendapak yang 
dilakukan oleh UNICEF pada 3 September 2019 menunjukkan bahwa 1 dari 3 
orang muda di 30 negara pernah menjadi korban perundungan siber. Penelitian 
analisis sentimen akan dilakukan untuk mendeteksi suatu komentar yang 
mengandung perundungan siber. Kumpulan data perundungan siber didapat dari 
laman Kaggle, yaitu Toxic Comment Classification Challenge. Proses pra-
pemrosesan terdiri dari 4 tahap, yaitu generalisasi komentar (mengubah teks 
menjadi huruf kecil dan menghapus tanda baca), tokenisasi, penghapusan 
stopwords, dan pengubahan kata ke bentuk dasar (lemmatization). Metode Word 
Embedding akan digunakan untuk melakukan analisis sentimen dengan 
mengimplementasikan Word2Vec. Lalu, metode One-Against-All dengan model 
(OAA) Support Vector Machine (SVM) akan digunakan untuk melakukan prediksi 
dalam bentuk banyak label. Model SVM akan melalui proses hyperparameter 
tuning menggunakan fungsi Randomized Search CV. Kemudian, evaluasi prediksi 
akan dilakukan dengan menggunakan Micro Averaged F1 Score untuk mengetahui 
keakuratan prediksi dan menggunakan Hamming Loss untuk mengetahui 
banyaknya pasangan sampel – label salah diklasifikasikan. Hasil implementasi dari 
model Word2Vec dan OAA SVM memberikan hasil terbaik terhadap data yang 
melalui proses pra-pemrosesan generalisasi komentar, tokenisasi, penghapusan 
stopwords, dan lemmatization dan disimpan sebanyak 100 fitur pada model 
Word2Vec. Persentase Micro Averaged F1 Score yang dihasilkan sebesar 83.40% 
dan persentase Hamming Lossyang dihasilkan sebesar 15.13%. 
 
 
Kata kunci: Analisis Sentimen, Word Embedding, Word2Vec, One-Against-All, 




CYBERBULLYING SENTIMENT ANALYSIS WITH 







Depression and social anxiety are the two main negative impacts from 
cyberbullying. Unfortunately, a survey conducted by UNICEF on 3rd September 
2019 showed that 1 in 3 young people in 30 countries had been victims of 
cyberbullying. Sentiment analysis research will be conducted in order to detect a 
comment that contains cyberbullying. Dataset of cyberbullying is obtained from the 
Kaggle website, Toxic Comment Classification Challenge. Pre-processing process 
consists of 4 stages, comment generalization (convert text into lowercase and 
removing punctuation), tokenization, stopwords removal, and lemmatization. Word 
Embedding will be used to conduct sentiment analysis by implementing 
Word2Vec. After that, One-Against-All (OAA) method with Support Vector 
Machine (SVM) model will be used to make predictions in form of multi labelling. 
SVM model will go through a hyperparameter tuning process using Randomized 
Search CV. Then, prediction evaluation will be carried out using Micro Averaged 
F1 Score to assess the prediction accuracy and using Hamming Loss to assess the 
number of pairs of sample – label incorrectly classified. Implementation result of 
Word2Vec and OAA SVM models provide the best results for the data undergoing 
process of pre-processing using comment generalization, tokenization, stopwords 
removal, and lemmatization which is stored into 100 features in Word2Vec model. 
Micro Averaged F1 and Hamming Loss percentage that is produced by the tuned 
model is 83.40% and 15.13% respectively. 
 
 
Keywords: Sentiment Analysis, Word Embedding, Word2Vec, One-Against-All, 
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