Let K be a convex subset of R n containing a ball of finite radius centered at c 0 and contained in a ball of finite radius R. We give an oracle-polynomial-time algorithm for the weak separation problem for K given an oracle for the weak optimization problem for K. This is done by reducing the weak separation problem for K to the convex feasibility (nonemptiness) problem for a set K ′ , and then building a separation oracle for K ′ using the given oracle. The algorithm employs a slight modification of the cutting-plane algorithm for convex feasibility that uses analytic centers due to Atkinson and Vaidya; where they used a hyperbox to enclose K ′ , we use a hypersphere. A polynomial-time reduction from separation to optimization is well known even when c 0 and R are unknown. The advantage of our algorithm is that, despite requiring knowledge of c 0 and R, it is a direct reduction (i.e. does not use the polar of K) and it uses analytic centers (as opposed to the ellipsoid method), making it useful in practice. We end with an outline of the algorithm's application to quantum physics.
Introduction
For a convex set K ⊂ R n , the separation problem is that of finding a hyperplane that separates a given point p from K, or concluding that p ∈ K. The separation problem is quite general in the sense that it has been shown to be polynomial-time equivalent to many natural and standard convex programming problems [1] . One of these problems is the optimization problem which is the problem of maximizing a linear functional c T x over all x ∈ K for a given c ∈ R n . It may arise in some applications that solving the optimization problem for K is more practically feasible than solving the separation problem directly, for example, if the extreme points of K are parametrized by a number of parameters that is significantly smaller than n. In such a case, it might make sense to solve an instance of the separation problem by solving polynomially many instances of the optimization problem, using a Turing reduction [2] from separation to optimization. One such reduction is given in [1] ; however, it may be more general than is necessary. If an interior point c 0 of K and a radius R of a c 0 -centered hypersphere containing K are both known, we show that there exists a cutting-plane algorithm using analytic centers that solves the separation problem and uses O(poly(n, log( R δ ))) calls to an oracle for the optimization problem, where δ, defined below, is the accuracy requirement for the given separation problem. Unlike the reduction in [1] , our reduction is not via the polar of K and does not use the ellipsoid method. Hence, our algorithm is likely to be more efficient in practice, while being less general in requiring knowledge of interior point c 0 and radius R.
We now give the formal definitions of the separation and optimization problems, taken from [1] . Because computers use finite representation of numbers, the problems are suitably weakened with small precision parameters. As well, the rational field Q is used instead of the real field R, and the l ∞ -norm (maximum norm) appears instead of the l 2 -norm (Euclidean norm); however, this technicality will not be carried through the paper. Let S(K, δ) denote the union of all balls of radius δ with centers belonging to K, and let S(K, −δ) denote the union of all centers of all balls of radius δ contained in K, where the balls are defined with respect to the Euclidean norm. Weak Separation Problem: Given a point p ∈ Q n and a rational number δ > 0, either (i) assert that p ∈ S(K, δ) (i.e. p is almost in K) or
(ii) find a vector c ∈ Q n such that ||c|| ∞ = 1 and c T x ≤ c T p + δ for all x ∈ S(K, −δ) (i.e. find a hyperplane x that almost separates p from K).
Weak Optimization Problem: Given a vector c ∈ Q n and a rational number ǫ > 0, either (i) find a point k ∈ Q n such that k ∈ S(K, ǫ) and c T x ≤ c T k + ǫ for all x ∈ S(K, −ǫ) (i.e., k is almost in K and almost maximizes c T x over the points deep in K), or
(ii) assert that S(K, −ǫ) is empty.
In the following, we give an algorithm for the weak separation problem given an oracle for the weak optimization problem. The algorithm is based on the cutting-plane algorithm for convex programming due to Atkinson and Vaidya [3] . Section 2 gives the main idea behind the algorithm. Section 3 presents the algorithm in terms of parameters that will be given in section 4, which contains the proof of correctness of the algorithm. Section 5 gives an application of the algorithm to a problem in quantum physics [4] .
The Main Idea of the Algorithm
First, we develop the basic idea of the algorithm and hence -in this section only -we ignore the weakness of the separation and optimization problems. One simplifying assumption that we will carry through the entire paper without loss of generality is that c 0 is the origin.
Suppose we have an oracle O for the optimization problem such that given a nonzero input vector c it outputs a point k c ∈ K that maximizes c T x for all x ∈ K. An important step in developing the algorithm is noting that, given O, the search for a separating hyperplane reduces to the search for a region on the (n − 1)-dimensional surface of the unit hypersphere S n (embedded in R n ) centered at the origin. For p / ∈ K, this region M p is simply {c ∈ S n : c T k c < c T p}. The first observation is that, since K properly contains the origin, M p is contained in the hemisphere defined by {x : p T x ≥ 0}. The second observation, which is a lemma for the main result, is that if c is not in M p but is sufficiently close to M p , then c, p, and k c can be used to define a hemisphere which contains M p and whose great circle cuts through c. The lemma gives a method for reducing the search space after each query to O by giving a cutting plane, {x :ā T x = 0}, that slices off a portion of the search space. The idea is that at each iteration a point c ∈ S n is chosen that is approximately in the centre of the remaining search space. Then c is given to the oracle which returns k c . If c T p > c T k c , then a separating hyperplane for p has been found and the algorithm terminates. Otherwise, as long as m T c ≥ 0, the lemma says that the current search space may be sliced through its centre c and the origin, and one half discarded. Because the search space is being approximately halved at each step, the algorithm quickly either finds a separating hyperplane for p or concludes that p ∈ K.
The above search problem can easily be reduced to an instance of the convex feasibility or nonemptiness problem: Feasibility/Nonemptiness Problem: Given a convex set
In this case, the convex set K ′ is the set K p which is defined as
where0 ∈ R n denotes the origin. The set K p , if not empty, can be viewed as a cone-like object, emanating from the origin and cut off by the unit hypersphere. Several well-known algorithms exist for the feasibility problem for K ′ in the case where there is a separation oracle for K ′ that, given a test point y ∈ R n , returns either a hyperplane that separates y from K ′ or asserts that y ∈ K ′ . The oracle O, along with Lemma 1, essentially gives a separation oracle for K p , as long as the test points c given to O satisfy m T c ≥ 0. Because of this last requirement, none of the existing algorithms can be applied directly. However, the analytic-center algorithm due to Atkinson and Vaidya [3] beautifully lends itself to a modification that allows the requirement m T c ≥ 0 to be satisfied. Finding a point in M p and finding a nonzero point in K p are equivalent for our purpose. From this point on, we regard the "search space" as full-dimensional in R n ; however, to make the analysis more transparent, we will always normalize each test point before giving it to the oracle.
The general idea of the algorithm is as follows. Because the origin is contained in K, the set K p is contained in the halfspace {x : p T x ≥ 0}. Let a 1 := p/||p||. Thus, straight away, the search space is reduced to the hemisphere B n ∩ {x : a T 1 x ≥ 0}, where B n denotes thē 0-centered unit hyperball in R n . The first test point to give to the oracle O is p/||p||, which clearly has nonnegative dot-product with all points in K p and hence all m ∈ M p . By way of induction, assume that, at some later stage in the algorithm, the current search space is reduced to P := B n ∩ h i=1 {x : a T i x ≥ b i } by the generation of cutting planes {x : a T i x = b i }, as described above. Define the analytic centre ω of P as the unique minimizer of the real convex function
The relation ∇F (ω) = 0 gives
which, by inductive hypothesis, implies that m T ω ≥ 0 for all m ∈ M p . Thus, c := ω/||ω|| is a suitable point to give to the oracle O and use in Lemma 1. The algorithm stops when the current search space becomes either too small or too thin to contain K p . For this, a lower bound r > 0 on the radius of the largest ball contained in K p is needed. By exploiting the weakness of the weak separability problem, such an r exists and is easily derived in section 4.3.
The actual algorithm is not as straightforward. For instance, each time a new cutting plane is added, it is shifted by some amount (b i < 0) so as to keep the analytic centre of the old P in the new P , in order to facilitate calculation of the new analytic centre. As well, cutting planes are occasionally discarded so that h does not exceed some prespecified number. This shifting and discarding of hyperplanes is done exactly as in [3] . To facilitate comparison, we use notation that corresponds to the notation used in [3] .
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Following [3] , the algorithm utilizes three types of quantities (σ i (z), κ(a i , b i ), and µ i (z)), whose significance we now briefly explain. Suppose that P = B n ∩ h i=1 {x : a T i x ≥ b i } is the current search space at some stage during the algorithm; that is, suppose a total of h cutting planes have been generated. Denote the hyperplane {x : a
Recall that for any positive definite matrix A, one can define the ellipsoid E(A, z, r) as
When A = ∇ 2 F (z), we refer to E(A, z, r) as the Hessian ellipsoid. We mentioned that one of the stopping conditions is that P gets too small to contain K p . Later we will see that the volume of P can be related to the determinant of ∇ 2 F (ω), where ω is the analytic center of P . Define the quantities
for x ∈ P . The denominator is the square of the distance from x to the hyperplane (a i , b i ). The numerator is the square of the radius of the Hessian ellipsoid E(∇ 2 F (x), x, 1) in the direction of a i . In Lemma 3, we will see that E(∇ 2 F (x), x, 1) ⊂ P . The smaller the quantity σ i (x), the further away the hyperplane (a i , b i ) is from the ellipsoid E(∇ 2 F (x), x, 1). If z is an approximate analytic center of P , then a sufficiently small value of σ i (z) will indicate that (a i , b i ) has a small effect on det(∇ 2 F (z)) and so it can be discarded because it does not sufficiently affect the volume of P .
Computing σ i (z) values is relatively computationally expensive, so there is a simple test that can trigger a check of σ i (z). When the hyperplane (a i , b i ) is first introduced, the quantity κ(a i , b i ) is set to a T i z − b i , which is the distance from (a i , b i ) to the approximate analytic center z of P . If, at some later step, we find that the distance from the current approximate analytic center z to (a i , b i ) has doubled, then the quantity σ i (z) is computed and tested. We denote the ratio of the current distance to the original distance by µ i (z) := (a
To compute approximate analytic centers, we use the Newton method. A useful function that measures the quality of the approximation is
As well, define the function q λ := 1 − (1 − 3λ) 1/3 for λ ∈ R, and the function Ψ(x) := (λ(x)) 2 . The subscripts 'd' and 'a' in the algorithm mean 'after a hyperplane is discarded ' or 'after a hyperplane is added ', respectively.
The algorithm is presented in terms of undefined constants (all variables with the subscript "0", plus ν) and parameters (r,u,δ). For a list of the definitions of the parameters and suitable values of the constants, the reader may consult subsection 4.5.
The stopping conditions in the following algorithm are required for the proof of polynomialtime convergence, but they are not the best conditions to use in practice. In subsection 4.6, we give tighter stopping conditions that depend more heavily on z and ∇ 2 F (z). The algorithm for the weak separation problem, given an oracle for the weak optimization problem, is as follows: begin initialize{
if there is an index j such that µ j (z) > 2 and σ j (z) < σ 0 then Subcase 1.1: Discard (a j , b j ) from the set of hyperplanes defining P , yielding a new region
Starting at x 0 := z, iterate Newton steps x i until both λ(x i ) < ρ 0 and q λ(x i ) <δ 1+δ
Call weak optimization oracle on c := z/||z|| with ǫ := δ/3.
Add (a, β) to the set of hyperplanes defining P , that is, set P a := P ∩ {x : a T x ≥ β}; P new := P a . Starting at x 0 := z, iterate Newton steps x i until both λ(x i ) < ρ 0 and q λ(x i ) <δ 1+δ
to get a new approximation z a := x i to the new analytic center ω a of P a ; z new := z a . Set κ(a, β) := a T z a − β.
Proof of Correctness of the Algorithm
To prove that the algorithm is correct, we need to deal with the fact that the algorithm is run on a computer with fixed precision. If the volume and width of K p are to be lower-bounded, then clearly we need to exploit the weakness of the separability problem; that is, we only need to find a separating hyperplane for p when p is outside of S(K, δ). This would give a lower bound on the volume and width of K p in terms of n, R, and δ. We present the convergence proofs next, assuming that we have a lower bound r on the maximum radius of a ball contained in K p :
where B(x, r) := {y ∈ R n : ||y − x|| ≤ r} and R + denotes the positive real numbers. In subsection 4.2, we will derive a suitable r = r(n, R, δ). The volume of a hypersphere of radius r in R n is lower-bounded by (r/n) n [1] . Thus, inequality (7) gives
We note here expressions for the gradient ∇F (x) and Hessian ∇ 2 F (x) of the function F (x) as defined in (2):
where I denotes the identity operator.
The full proof will be given in stages. In subsection 4.1, we will present the results required to prove that the algorithm works with the assumptions that the cutting planes generated do not cut into the set K p and that sufficiently good approximations of the analytic centers are at hand. The proofs (mostly appearing in the Appendix) will be left in terms of parameters including various constants and the inner radius r. In subsection 4.2, we show that such correct cutting planes can be generated. In subsection 4.3, we derive a suitable value for r. In subsection 4.4, we describe the Newton method used to calculate approximate analytic centers and show that the number of required Newton iterations is small. In subsection 4.5, we give concrete values for all constants. Finally, in subsection 4.7, we discuss some overall complexity issues.
Convergence
Our algorithm for the feasibility problem for K p differs from the one in [3] in two essential ways: (i) We do not assume that we have an unrestricted, unweakened separation oracle for K p .
Rather, we assume that we have a weakened separation oracle (built from the weak optimization oracle for K and Lemma 1) which is restricted in that it can only handle queries c satisfying m
(ii) To accommodate the above restriction, we use the0-centered unit hyperball B n containing K p as the initial search space instead of a0-centered hyperbox
The second item above means that the current search space P is never a polytope. Consequently, most of the lemmas of [3] that are properties of the function F (x) cannot be used without modification. Luckily, though, our function F (x) is a self-concordant functional [5] which has all the analogous properties necessary to make the proofs of [3] work for our algorithm. We present these fundamental lemmas below; the corresponding label number in [3] will appear in parentheses after our label number. In the following, assume
for h ≥ 0, so that the interior of P is the domain of F . As always, ω denotes the analytic center (unique minimizer) of P (F (x)).
Lemma 2 (Line (2) in [3] ). Let A be positive definite. For any fixed vector w in R n ,
Proof. See [1] , for example.
Proof. Follows from definition of self-concordance; see [5] or [6] .
Lemma 5 (Corollary 4 in [3])
. Suppose A and B are positive definite n × n matrices such that ξ T Aξ ≥ θξ T Bξ for some θ > 0 and for all ξ ∈ R n . Then
Proof. See proof of Lemma 2 in [7] .
Recall the second-degree Taylor expansion of F (y) about z ∈ R n :
, z, α) where α < 1, then the error in using the second-degree Taylor polynomial constructed about z to approximate F (y) satisfies |Error| ≤
Proof. See proof of Theorem 2.2.2 in [5] .
Proof. See proof of Theorem 2.2.2 (iii ) (line 2.2.15) in [6] .
Proof. See proof of Theorem 2.2.2 (iii ) (line 2.2.17) in [6] .
The next lemma gives a Hessian ellipsoid centered at the analytic center ω which contains the current search space P . The volume of the ellipsoid gives an upper bound on the volume of P which is useful for knowing when P is too small to contain K p .
Lemma 9 (Lemma 9 in [3] 
Proof. Since ω is the unique minimizer of F (x), we havē
Now, for x ∈ P , we have that a
Therefore,
Temporarily, let s :
, and |t| < 2 since x, ω ∈ B n . All this gives
Because in the algorithm b i < 0 for all i, equation (11) gives
Plugging in this bound gives
The right side of the above inequality is less than 14h
The next lemma is required for the stopping condition based on P 's becoming too thin to contain K p . Define the width of P in the direction of a i as width(a i ) := max x,y∈P a T i (x − y). Lemma 10 (Lemma 10 in [3] ). For every i, width(a i ) ≤ (a
Proof. From equation 12, it follows that
for all x ∈ P . Since for every index j there exists some x j in P satisfying width(a j ) ≤ a
where the last inequality follows from x j , ω ∈ B n . This proves the second statement of the lemma. Employing the bound
, as in the proof of Lemma 9, proves the first statement. Now we state the main results needed to derive the stopping conditions of the algorithm. At each iteration, we assume that we have an approximate analytic center z that satisfies
. In section 4.4, we will explain how to achieve this approximation using Newton iterates. Lemma 8 gives
In what follows, we will set ζ := q ρ and ζ 0 := q ρ 0 . We also assume the approximation satisfies ζ ≤ ζ 0 < 1. We regard ρ and ζ as varying parameters with respective tight upper bounds ρ 0 and ζ 0 , which are constants, to be selected after the analysis is complete. As such, our ρ and ζ correspond to those in [3] . The structure of the argument is exactly as in [3] mutatis mutandis. Hence, the proofs are in the appendix; they are included for completeness and to provide justification for the constants we use in the algorithm, since our constants differ from those in [3] .
Derivation of Stopping Condition 1: Volume Argument
Lemma 11 (Lemma 17 in [3] ). Let z be an approximation to ω such that ω ∈ E(∇ 2 F (z), z, ζ). Suppose the hyperplane (a, β) is added in Case 2 with
With ζ suitably small enough thatγ < 1 3 , we have by Lemma 8 that
Lemma 12 (Lemma 18 in [3] ). Suppose a hyperplane is added in Case 2, and the analytic center moves from ω to ω a . Let
, then
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Theorem 13 (Approximation version of Theorem 13 in [3] ). Suppose that max 1≤i≤h µ i (z) ≤ 2 at the beginning of an iteration, i.e. Case 2 is about to occur. If the current search space P is determined by h hyperplanes (in addition to the unit hypersphere), then
for some positive constant C 2 which depends on the parameters σ 0 and γ 0 of the algorithm and the "minimal goodness" ζ 0 of the approximation to the analytic centers. This can be improved to
Lemma 14 (Lemma 19 in [3] ). For the approximate analytic center z with ω ∈ E(∇ 2 F (z), z, ζ), we have
where
From here on we will assume that h > 31, that is, that the minimum number of total hyperplanes will be 31. We will also assume that that ζ < 1/16, in which case, ϑ in the above lemma satisfies ϑ ≤ 6h.
Theorem 15 (Approximation version of Theorem 14 in [3] ). There exists a constant ν, independent of h, n, R, and δ, and there exists a function u(n, δ) ∈ Θ(poly(n, log( R δ ))) such that if h = νnu(n, δ), then the volume of K p is sufficiently small so as to assert that p ∈ S(K, δ).
This completes the derivation of Stopping Condition 1.
Derivation of Stopping Condition 2: Width Argument
Lemma 16 (Lemma 16 in [3] ). Let ζ < 1.
Define
Note that N(x) − N(y) = F (x) − F (y) in any given iteration.
Theorem 17 (Approximation version of Theorem 11 in [3] ). There exists a positive constant θ, independent of h, n, R, and δ, such that after ι iterations of the algorithm, N(ω) ≥ θι. The constant θ will depend on the parameters of the algorithm. This completes the derivation of Stopping Condition 2.
Producing Good Cutting Planes
Suppose that M p is large enough that the algorithm must return an element of M p . Up until this point, we have assumed that the cutting planes generated by the algorithm do not accidentally slice off any portion of K p , that is, that m T a i > 0 for all i = 1, . . . , h and for all m ∈ M p . With finite-precision computations, this condition is not sufficient. In order to combat the effects of round-off, we would ideally require something stronger: for all m ∈ M p ,
for someδ > 0. As it stands, this requirement is tricky to achieve. However, if we merely insist (23) for all m in the smaller set
for some δ ′ > 0, then we can ensure that the cutting planes do not accidentally slice off any portion of K Proof. Equation (3) says that c ′ := ω/||ω|| can be written as
Consider the two cases:
Now consider two other cases:
Case I: ||ω|| ≥ ||z|| In this case, we have ||ω|| ||z|| ≥ 1.
Case II: ||ω|| < ||z|| In this case, (25) gives
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Examining all four combinations of the above cases: Case AI:
Case AII:
so that as long as ζ < ||z||/ √ 2, we have m T c >δ/2; Case BI:
so that as long as ζ < ||z||δ/ √ 2, we have m T c >δ/2; Case BII:
so that as long as ζ <δ 1+δ ||z||/ √ 2, we have m T c >δ/2. The last case imposes the smallest upper bound on ζ, which is the upper bound in the statement of the lemma.
Assume that the hypotheses of Lemma 19 hold for all m ∈ M ′ p so that m T c >δ/2 for all m ∈ M ′ p and someδ > 0. Suppose the test point c is given to the weak optimization oracle which returns k c . By definition of the weak separation and weak optimization problems (with accuracy parameters δ and ǫ, respectively), as long as ǫ ≤ δ, then
so that the left-hand side of (26) is a valid acceptance criterion (appearing in the algorithm). For a worst-case analysis, we assume that p has distance δ from the boundary of K. It is convenient to divide this distance into three equal parts. Thus, we set δ ′ := δ/3 and ǫ := δ/3. With these values, the rejection criterion for a test vector c is simply the logical negation of the left-hand side of (26):
Thus, we have a revised version of Lemma 1:
Lemma 20. Suppose that m ∈ M ′ p and that c satisfies the rejection criterion (27). Letā :
Proof.
Since we can assume that p ∈ B(0, R), and since k c ∈ B(0, R), we have ||p − k c || ≤ 2R. Thus, ||ā|| ≤ 2R. Letting a be the normal vector to the new cutting plane, we have
If we setδ := δ ′ /2R, then, as long as the machine precision is sufficiently high so that the roundoff error in m T c (for any m ∈ S n ) is less thanδ/2, the cutting planes do not accidentally slice off any bit of K 
Derivation of r
Now we derive the radius r as a function of R and δ. In light of the previous subsection, r is redefined as a lower bound on the maximum radius of a ball that fits inside K ′ p . First, we derive a lower bound θ on the one-dimensional angle that defines the maximumsize hypercircular-based cone (emanating from the origin) that fits inside K ′ p . The bound will assume only that K is convex, centered at the origin0, and contained in B(0, R).
To get this lower bound, we need to derive a worst-case scenario for p and K that makes K p as small as possible. Suppose p has minimal distance δ from the boundary of K. Thus, the ball B(p, δ) intersects K only at one point k * ∈ K. Consider the hyperplane H := {x :
, else the line from k to k * would contain points in K that intersect B(p, δ) and hence contradict the minimality of the distance from p to k * . If we let the set M * p is as small as possible. Note that C * is a hyperdisc of radius R * , where R * ≤ R. Fig. 1 defines the angles θ 1 and θ 2 as a function of the displacement x of p from the center of C * , for x ∈ [0, R * ]. For a lower bound on M * p , we want to minimize the sum θ 1 + θ 2 . Since ∂θ 1 /∂x < ∂θ 2 /∂x, this sum is minimized at x = 0, that is, when p is centered next to C * . As well, the value of R * that minimizes the sum is R * = R. Define M * ′ p with respect to K * just as M ′ p was defined with respect to K. Since 
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The angle θ can be seen in Fig. 2 . Clearly we have Now, we derive r as a lower bound on the maximum radius of a ball that fits inside the hypercirular-based cone defined by θ. From Fig. 3 , we have
Since tan(υ − ψ) = (tan υ − tan ψ)/(1 + tan υ tan ψ), 
Newton Iterates
The next theorem says that, with respect to F , the new (actual) analytic center and the old (approximate) analytic center are never too far apart, so that the Newton procedure for finding the new approximate analytic center terminates quickly (see the Appendix for a proof).
Theorem 21 (Theorem 20 in [3] ). There exists some constant C d such that any time a hyperplane is discarded in Subcase 1.1, 
In Subcase 1.1 or Case 2, to calculate new approximations z new to the new analytic center ω new , we perform damped Newton iterations, as defined in [6] , starting at the old approximate analytic center z. Denote the sequence of ensuing Newton iterates by {x i : i = 0, 1, . . .}. The starting point is x 0 := z. Define λ * := 2 − √ 3 = 0.2679.... For i ≥ 0, define the Newton iterates as:
Theorem 2.2.3 in [6] shows that, in the first stage of the Newton process (λ(x i ) ≥ λ * ), the difference F (x i ) −F (x i+1 ) is at least λ * and, in the second stage of the Newton process (λ(x i ) < λ * ), λ(x i+1 ) < λ(x i )/2. Thus, Theorem 21 says that, within O(1) iterations, the value of λ(x i ) will start decreasing quadratically. The total number of Newton iterations required is no more than
in Subcase 1.1, and
in Case 2.
Selecting the Constants
Finally, we summarize the values of all the parameters of the algorithm and give values of the constants that work in general and for some special cases.
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The parameters have been defined as follows:
For the constants, we have to summarize the strongest conditions that the convergence analysis placed on them:
The following list of values can be shown to satisfy the above constraints: The potentially smallest upper bound imposed on ζ is
in Lemma 19. We now show that this upper bound is never so small as to require an unreasonable number of Newton iterates, by deriving a lower bound on ||z|| based on Stopping Condition 2. While Stopping Condition 2 is not satisfied, we have
thus, in particular, for j = 1,
Thus the lowest upper bound ever imposed on ζ will be ζ <δ 1 +δ
Temporarily, let t be the righthand side of the above inequality; note that t is lower-bounded by a polynomial in . This gives a tight, worst-case upper bound on ρ of t − t 2 + t 3 /3 which is still a polynomial in 
Tighter Stopping Conditions
The upper bound (h + 2)/2 on (1 − ||ω|| 2 ) −1 in (14) is not tight because it throws away the entire summation in (11). Line (16) gives
is the largest eigenvalue of (∇ 2 F (z)) −1 ; which gives
Recalling Lemma 10, Stopping Condition 2 can be immediately tightened to
To tighten Stopping Condition 1, we go back to line (13), which gives
In conjunction with the proof of Lemma 14, we get
Using this and Theorem 13, line (58) becomes
to give the stopping condition
[2n log 2 (2nϑ ′ /r) + n] + log 2 (4/5).
Complexity and Precision Requirements
As in [3] , we only ever have to compute σ Proof. See [3] .
We refer the reader to [3] for a detailed discussion of the arithmetic complexity of the kernel of our algorithm, including the complexity of calculating the inverse Hessians. Note that -in the worst case -our algorithm requires more machine precision than the algorithm in [3] due to (32). However, we conjecture that, in the vast majority of instances, the magnitude ||z|| of the approximate analytic center remains larger than a constant; hence our algorithm, which incorporates the dynamic bound (31), does not require excessive precision. Some evidence for this conjecture is as follows. If all the cutting planes go through the origin (all b j = 0), then the analytic center of P grows in magnitude with each additional cutting plane. Since the shifts b j of the cutting planes tend to zero as the algorithm proceeds (because the eigenvalues of (∇ 2 F (z))
tend to zero), the behavior of the analytic center tends to the case of all cutting planes going through the origin. If the requirement for shallow cutting in [3] could be removed somehow, then our algorithm would be free of this worst case. It is an open problem whether there exists a polynomial-time, analytic-central-section algorithm for the convex feasibility problem that does not require shallow cutting.
Application to Quantum Physics
According to the theory of quantum physics, the pure state of an N-dimensional physical system is represented mathematically by a complex unit vector ψ ∈ C N , where the "global phase" of ψ is irrelevant; that is, for any real φ, e iφ ψ represents the same physical state as ψ. If the system can be partitioned into two subsystems of dimensions N A and N B , such that N = N A N B , then ψ may be separable, which means ψ = ψ A ⊗ ψ B , for ψ A ∈ C N A and ψ B ∈ C N B and where "⊗" denotes the Kronecker product. If ψ is not separable, then it is entangled (with respect to that particular partition). Entangled states are connected to the confounding issue of nonlocality and also play an important role in quantum information processing tasks such as quantum cryptography and quantum computation [4] .
More generally, the state of the system may be a mixed state which is a statistical distribution of pure states. A mixed state ρ is usually represented as the operator ρ =
and ψ * i is the dual vector of ψ i (" * " denotes complex conjugate transpose). A mixed state is thus a positive (and hence Hermitian, or self-adjoint) operator with unit trace. Since the space of all Hermitian operators is a real vector space, the set of mixed states is isomorphic to a subset of R n . To see this, just fix an orthogonal Hermitian basis {X i } i of the space of all Hermitian operators, such that trace(X i X j ) is 0 if and only if i = j; each quantum state is then represented by the vector of real coefficients with respect to this basis. We further require that one element of {X i } i be proportional to I. A mixed state ρ is separable if it may be written ρ =
. Thus, the set of all separable mixed states S N A ,N B is simply the convex hull of the set of pure separable states. By the isomorphism above, S N A ,N B is a convex subset of R n where, in this case, n = N In preparing physical systems in the laboratory for use in quantum information processing, usually only mixed states can be achieved due to uncontrollable physical factors. Thus, an important problem is to determine whether a given mixed state ρ is in S N A ,N B . Since S N A ,N B is a real convex set, this quantum separability problem is just an instance of the (weak) membership problem for a convex set K [1]: Weak Membership Problem: Given a point p ∈ Q n and a rational number δ > 0, assert either
To solve (weak) membership for K, it suffices to solve the (weak) separation problem for K. It has been shown that the weak membership problem for S N A ,N B is NP-hard [8] . To solve the quantum separability problem, it suffices to solve the corresponding weak separation problem. It only makes sense to apply our algorithm if the set of extreme points of S N A ,N B can be parameterized by fewer than n = N 
Appendix
Lemma 11 (Lemma 17 in [3] ). Let z be an approximation to ω such that
. Then,
(b) By (33), we get
27
(c)We have
, where the second-last line follows from
, and the last line follows by noting that
2 and applying Lemma 5. Thus,
Lemma 12 (Lemma 18 in [3] ). Suppose a hyperplane is added in Case 2, and the analytic center moves from ω to
Proof. We have
by (16) and Lemma 2
by Lemma 3
And so,
by Lemmas 4 and 5
It now follows that
as stated in the lemma.
Proof. Let {(a 1 , b 1 ), . . . , (a h , b h )} be the set of hyperplanes describing P . For each i, let s i be the number of the most recent iteration in which κ(a i , b i ) was changed. Without loss of generality, we assume that s 1 < s 2 < . . . < s h . Let F 0 (x) be our self-concordant barrier function over the hyperball alone:
Construct a set of auxiliary matrices as follows:
The matrix M 0 is ∇ 2 F 0 (0). The M i 's add in the terms corresponding to (a i , b i ) with the current settings of κ(a i , b i ). Let z(s k ) represent the approximate analytic center at the beginning of iteration s k . At the beginning of iteration s k , the κ values corresponding to constraints in the set { (a 1 , b 1 ) , . . . , (a k−1 , b k−1 )} have already experienced their final change up to the time of the statement of the theorem. Because κ(a k , b k ) changes in the iteration s k , iteration s k must be an occurrence of either Subcase 1.2 or Case 2. If it is an occurrence of Case 2, then we easily see that
for otherwise Case 2 would not occur at all. Inequality (43) also holds true, however, if iteration s k is an occurrence of Subcase 1.2, for the following reason: Suppose that, for someι
Notice that Subcase 1.2 does not affect the approximate analytic center at all, and no plane is in line to be discarded, else Subcase 1.1 would occur instead of Subcase 1.2. As a result, instances of Subcase 1.2 continue to occur until κ(aι, bι) becomes reset. This contradicts the assumption that, at iteration s k , theιth κ-value has experienced its last change. So, regardless of whether iteration s k is an instance of Subcase 1.2 or Case 2, inequality (43) holds, and, therefore,
Since the Hessian of the barrier function F takes the form
it follows that at the beginning of iteration s k we have
(The two terms corresponding to the hypersphere are minimized when z =0, which is the setting of z in our definition of M 0 .) Thus, by Lemma 5,
Iteration s k is the last time κ(a k , b k ) was changed, and this change occurred in Subcase 1.2 or Case 2. If the change occurred in Subcase 1.2, then, at the time of the change,
is the newly reset value) and we conclude that
If the change occurred in Case 2, then the argument is harder. We employ the notation (a, β) to refer to the hyperplane added in Case 2, just as we did in the algorithm itself. By Lemma 12, ifγ < , then
Thus, since we set β to make
and it follows that
Regardless of whether the change of κ(a k , b k ) occurs in Subcase 1.2 or in Case 2, from (47) and (51) we can assert that
In fact, since we add the first cutting plane (a 1 , 0) "manually", we know that, for k = 1,
where 1.5 may be larger than the largest C 2 we can achieve.
Since each M i , i = 1, . . . , h is symmetric positive definite, we have, for i ≥ 1,
For an arbitrary vector v ∈ R n , the operator (I ± vv T ) has set of eigenvalues {1, 1, . . . , 1 ± v T v}. Thus, for i ≥ 1,
Therefore, we have
The hypotheses of the theorem state that Case 2 is about to occur. This means that (43) and (44) hold at the current z and for h ≥ 1. Likewise, (46) is true with the current z in place of z(s k ) and with h in place of k − 1, i.e., we have ξ T ∇ 2 F (z)ξ ≥ 
Lemma 14 (Lemma 19 in [3] ). For the approximate analytic center z with ω ∈ E(∇ 2 F (z), z, ζ), we have Proof. For every x ∈ P , (x − z) T ∇ 2 F (z)(x − z) The lemma follows by substituting the conclusion of Lemma 9 for (x − ω) T ∇ 2 F (ω)(x − ω).
Proof. The volume of an ellipsoid E(A, z, r) is upper-bounded by r n 2 n / √ det A [1] . Thus, from Lemma 14, volume(P ) ≤ volume(E(∇ 2 F (z), z, 6h)) ≤ (12h) n det ∇ 2 F (z) .
To prove the theorem, the bound in (8) implies that it suffices to show that there exists ν and u such that h = νnu implies 
log 2 (12νnu) − ([log 2 (1 + C 2 )]νu/2 − 1/2) < log 2 (r/n) log 2 (n/r) + log 2 (n) + log 2 (u) + log 2 (12) + 1/2 < νu log 2 (1 + C 2 )/2 − log 2 (ν) log 2 (n/r) u + log 2 (n) u + log 2 (u) u + log 2 (12) + 1/2 u < ν log 2 (1 + C 2 )/2
Setting u := log 2 (n/r) + log 2 (n) = 2 log 2 (n) + log 2 (1/r)
and assuming n ≥ 2 gives u ≥ 2 and hence an upper bound on the left side of (60) of 1 + 1 + 1 + (log 2 (12) + 1/2)/2 ≤ 5.0424. Thus it suffices to find ν such that 5.0424 < 1 2 (ν log 2 (1 + C 2 ) − log 2 (ν)).
Since C 2 is a constant, it suffices that ν be constant. Later we will see that r is roughly δ/R, thus the theorem is proven. The higher the value of C 2 , the smaller the value ν that we need. Note that the constant ν may be improved (lowered) with knowledge of r and for specific (larger) values of n.
Lemma 16 (Lemma 16 in [3] ). Let ζ < 1. If ω ∈ E(∇ 2 F (z), z, ζ), then for all i, 1 ≤ i ≤ h,
Proof. From Lemmas 4 and 5, we know that for all ξ ∈ R
hyperplane. Consider the first distance to a hyperplane, set when the hyperplane is introduced in Case 2. By selection of β, a T z − β = γ 
since E(∇ 2 F (z), z, 1) ⊂ P ⊂ B n . In subsequent iterations, ω may drift farther from the hyperplane (a, β). At worst, it can drift to the edge of the unit hyperball B n . Therefore, we may safely say that κ(a i , b i ) ≤ γ 
By Theorem 17, after ι iterations, N(ω) ≥ θι for some θ > 0. That is:
after ι iterations. From (89) and (88), we get Again, since we will see that r ≈ δ/R, ι ∈ O(nu log(nuR/δ)) iterations suffices.
Theorem 21 (Theorem 20 in [3] Proof. We have already seen in (75) that
