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It is not known that the latter equivalence holds under weaker conditions such as C 1 . For continuous-time systems, several results related to uniform observability have been already obtained [6] , but to the best of the author's knowledge, the relation between K-function-based notions and others has not been fully understood yet. To investigate them is left to further research.
I. INTRODUCTION
Model (order) reduction concerns the systematic simplification of complex models. Although this is a topic that has received a great deal of attention since the early 1980s, fundamental problems still remain to be solved. In particular, most available methods that are guaranteed to deliver good approximations only apply to linear systems, and these techniques usually do not preserve the topological structures of the original models. In this note, we propose an extension to the well-known balanced truncation method, thereby offering new degrees of freedom which can be used both to lower error bounds and to enforce structural constraints.
Balanced truncation is a standard tool to reduce the order of linear systems. This method was introduced in [1] and [2] and it was later revealed in [3] that the stability of models is preserved, and in [4] and [5] that simple a priori error bounds hold. These results were all shown for continuous-time models. In discrete time, the corresponding results were shown in [6] . To apply balanced truncation, both controllability and observability Gramians are needed (herein called regular Gramians). These are obtained from solving two Lyapunov equations. In [7] , it was shown that if the Lyapunov equations are replaced by linear matrix inequalities (LMIs), generalized Gramians can be defined and the error bounds in [6] can be improved by enforcing multiplicity of Hankel singular values. Generalized Gramians have later been used also to characterize the solution to the optimal H 1 model reduction problem [8] - [10] , and for model reduction of multidimensional and uncertain systems [10] , [11] , for example. In this note, we build upon the idea of generalized Gramians and introduce even more flexible extended Gramians and inequalities. The increased flexibility can be used to further improve error bounds, and to more effectively enforce topological constraints in model reduction ("structured model reduction"). Generalized Gramians have earlier also been used for structured model reduction-see [12] - [14] .
The extension of linear matrix inequalities and introduction of new degrees of freedom as applied in this note was first proposed in [15] and [16] . In [15] , [16] the applications were stability analysis and controller synthesis for parameter-dependent models. The same type of extension was also used in [17] to construct distributed estimators. In [18] , the extension was first used for model reduction. In this note, more general results showing how extended Gramians can be used for model comparison, and a new application on structured model reduction are presented.
The organization of the note is as follows. In Section II, we introduce the model structures and define what we mean by model reduction. In Section III, generalized and extended Gramians are defined, and their relation is discussed. In Section IV, it is shown how the extended Gramians can be used to prove approximation error bounds for truncated models and how they can be balanced. Finally, in Section V extended balanced truncation is applied to two examples.
II. PRELIMINARIES AND PROBLEM FORMULATION
We consider stable linear finite-dimensional discrete-time systems G of order n in this note, with realization
For simplicity, the time index k is often left out in the notation, and the notation x + := x(k + 1), x := x(k), u := u(k) etc. is used. Thus, the realization can be written as 
The main benefit of the balanced-truncation method is that it gives good state coordinates x for truncation, and reveals how the approximation order r can be chosen such that kG 0Ĝk1 is guaranteed to be small. As we shall see, extended balanced truncation has the same benefits, and allows for some additional degrees of freedom.
III. EXTENDED LYAPUNOV INEQUALITIES AND EXTENDED GRAMIANS
In this section, the extended Lyapunov inequalities and the extended Gramians are introduced and interpreted. We start by defining the generalized Gramians and Lyapunov inequalities.
As is well known, the controllability and observability Lyapunov linear matrix inequalities
have symmetric and positive semidefinite solutions in n2n P = P T 0; Q= Q T 0 (4) if the realization of G is asymptotically stable ((A) < 1). Solutions P; Q are called generalized controllability and observability Gramians, respectively, and are easily computed using convex optimization software, for example [19] 
with extended controllability Gramian (P; R) and extended observability Gramian (Q; S). The extended Gramians have two components each, and P = P T , Q = Q T 2 n2n are symmetric and R; S 2 n2n are possibly non-symmetric. The variables R; S are the extra degrees of freedom as mentioned previously. The introduction of new variables in linear matrix inequalities in this way was first done by De Oliviera et al. in [15] and [16] . Feasibility of the inequalities are in fact equivalent-see Theorem 1 below. Such equivalences were also derived in the [15] and [16] . Remark 1: Note that generalized and extended Gramians are not unique, and not all feasible solutions will yield reasonable model approximations. To find generalized Gramians that yield good and even optimal model approximations, various additional optimization criteria and constraints have been proposed. In [8] and [9] , it is shown that if certain rank constraints are satisfied by generalized Gramians, optimal H 1 -approximations are obtained. The rank constraints are hard to enforce numerically, however. In Section V, we will simply minimize the traces of the generalized and extended Gramians subject to (2) , (3) and (5), (6) . To minimize the trace is a heuristic with certain desirable properties that was suggested in [20] . For example, P; Q of minimum traces subject to (2), (3) are identical to the regular Gramians, and then give necessary and sufficient conditions for controllability and observability.
Theorem 1:
The inequalities (2)- (4) have solutions P = P T , Q = Q T if, and only if, the inequalities (5) and (6) have solutions P = P T , Q = Q T and R; S.
Proof: We prove the observability case here. The controllability case is similar. For strict inequalities, the result is shown in Theorem 1 in [16] . Since the derivation helps to understand the roles of P; Q and R; S, the result is shown next. Sufficiency: If (3) and (4) using Schur complements [21] . Hence, the inequality (6) holds if we use S = Q. Necessity: Assume that (6) has a solution Q = Q T and S.
Again using Schur complements, (6) is equivalent to
Multiplying this inequality from the left and the right with proper matrices gives
From the (2,2) block of (6), it is also seen that Q 0. Hence, (3) and the right inequality in (4) hold.
From the proof, it is seen that if the extended inequalities (5), (6) are solved then the P; Q components of the extended Gramians can always be used as generalized Gramians that solve (2)- (4). This justifies that the same notation is used for the first components of the extended Gramians and for the generalized Gramians. If the Lyapunov inequalities (2), (3) are solved, then the generalized Gramians P; Q can always be used to construct extended Gramians (P; P ) and (Q; Q) that solve (5), (6) . However, this does not yield new information. The concept presented herein is to not choose R = P , S = Q and instead utilize the extra degrees of freedom.
IV. MODEL COMPARISON AND EXTENDED BALANCED TRUNCATION
In this section, we use the extended Lyapunov inequalities to compare models and to extend the balanced truncation method.
A. Model Comparison
Consider the two realizations G x + = Ax + Bu; x(0) = x0 y = Cx + Du;
G r x + r = Ax r + Bu + v; x r (0) = x r0 y r = Cx r + Du:
The model Gr is identical to G apart from a perturbation signal v(k) 2 n and a potentially different initial state. The same input u is applied to both models. Using the extended Gramians, we can quantify the differences between the two models G and Gr. When there is no perturbation, v = 0, then G and Gr only differ in the initial state and the norm of the output error only depends on Q, x0, and x r;0 , as is well known from normal observability analysis, see for example [22] . The component S of the extended Gramian only shows up when there is a non-zero perturbation signal v. The bound shows that the sum containing v(k) and x(k + 1) 0 x r (k + 1) cannot be made arbitrarily positive. When T = 1 and G; Gr are initially at rest, it follows that jy(1)0y r (1)j 2 2v(0) T Sv(0). This is no contradiction since S is positive semidefinite. It is also seen that if the perturbation signal falls in the nullspace of S, it does not cause an output error y0yr.
There is a dual result in the controllability case. Without loss of generality, assume the component R of the extended controllability Gramians is invertible. If R is not invertible it means that there is an uncontrollable state, which can be removed from the model. This yields a new invertible R. Let us defineR := R 01 ,P :=R T PR. We can multiply the extended controllability Lyapunov inequality in (5) which also follows from normal controllability analysis, for example see [22] . Hence, Proposition 2 gives an extension to known results. The
propositions are next applied to truncated models, when Gr =Ĝ, but they can also be used in other situations.
B. Model Truncation and Balanced Extended Gramians
First notice that with a particular choice of perturbation signal v, the model Gr and the truncated modelĜ in (1) Let us next make an assumption on the R; S components of the extended Gramians. Suppose they have the block-diagonal structure
where 2 is a positive real number. Below it is shown how it is possible to fulfill this assumption. No special structure is assumed for the P; Q components, apart from them being symmetric positive semidefinite matrices. Using these inequalities we have the following lemma that bounds the input-output approximation error. Lemma 2: Suppose G has extended Gramians (P; R) and (Q; S), where the R; S components have the structure (8) . If G and the truncated modelĜ initially are at rest, then it holds that ky 0ŷk [0;T ] 2kuk [0;T] , for all T 0. That is kG 0Ĝk1 2.
Proof: Multiply the bound in Proposition 2 with 2 , and add it to the bound in Proposition 1. If we use the choice of v in Lemma 1 (so thatĜ = Gr and xr;2 = 0) and the structure (8), we note that the sums containing the sign-indefinite terms x +T 2 z cancel. All the remaining terms are positive and the result follows.
Hence, if we truncate states and have block-diagonal R; S components, then the input-output approximation error is easily bounded. As we see next, the result can be applied recursively.
Lemma 3: Suppose G has extended Gramians in the form from the left, then we can identify P and R. A similar technique is used to prove the observability case.
The R; S components transform just as the Gramians P and Q. In particular, the eigenvalues i (P Q) = i ( P Q) and i (RS) = i ( R S), are invariant under coordinate transformations. The numbers i = i(P Q) are often called generalized Hankel singular values. It is well known that there is a coordinate transformation T that makes P and Q equal and diagonal [2] . Since R and S transform in the same way, one could hope that R and S can also be made equal and diagonal. However, if R and S are not symmetric, such a coordinate transformation may not exist. But we can always sacrifice some degrees of freedom in R and S and make them symmetric. Proof: A balancing transformation T can be constructed just as for regular Gramians but using the symmetric and positive definite R and S, see [2] .
The extended Gramians are called balanced extended Gramians if the R; S components have the diagonal form 6 e . The main theorem of the note can now be stated. Proof: The theorem follows by iteratively applying Lemma 2 and Lemma 3 to the balanced realization. The error bound then follows from the triangle inequality.
It is the R; S components of the extended Gramians that provide the input-output error bound in Theorem 2. Note that if we sacrifice the extra degrees of freedom provided by R; S and enforce R = P , S = Q and balance all components, the result reduces to generalized balanced truncation [7] since e;i = i. Thus we can expect that the reduced models coming from extended balanced truncation are at least as good as those coming from generalized balanced truncation.
The nonuniqueness of the extended Gramians can be used to enforce multiplicity greater than one for the extended Hankel singular values.
If s N = n 0 r, the bound in Theorem 2 becomes 2 e;N . A similar idea was used in [7] to show that generalized Gramians can provide better error bounds than regular Gramians. In fact, if there exists an rth order modelĜ such that kG 0Ĝk 1 , then there exist generalized Gramians with a generalized Hankel singular value equal to and of multiplicity n 0r, see [8] - [10] . A similar statement holds for extended Gramians since we can use R = P , S = Q. These Gramians are hard to find numerically because of rank constraints, see for example [9] , and we do not further pursue this idea here. Instead, we evaluate how a simpler convex trace criterion for R; S performs-see Remark 1 and Examples 1-2 below.
V. MODEL REDUCTION EXAMPLES
In this section, two examples that illustrate the benefits of extended balanced truncation are presented. Further examples are given in [18] .
Example 1: Here we apply extended balanced truncation to a set of randomly generated systems of various order n, 10 n 30, and compare the result with generalized balanced truncation. The generalized Gramians are computed by solving the LMIs min Tr P and min Tr Q; subject to (2) 0 (3) (5) 0 (6) and R = R T ; S = S T (10) using the solver SeDuMi [19] . Minimization of the trace is a heuristic suggested in [20] to make the Gramians small. Note that the solution of (9) coincides with the regular Gramians since there are no structure constraints on P and Q. Thus, generalized and regular balanced truncation are identical in these tests. For each order n, 20 random systems G are created and are scaled such that (A) 0:99 and G(1) = 1000.
In total, 420 systems are approximated. The systems are approximated with first-order systemsĜ, i.e. n01 states are removed. In Table I , the arithmetic means of the error bounds, actual approximation errors, and the computation times are reported for the cases n =10, 15, 20, 25, 30. The approximationsĜ given by extended and regular truncation are almost identical in these tests. On average, extended truncation yields 0.1% smaller approximation errors kG 0Ĝk1, but this is of no practical significance. Therefore there is only one column of approximation errors in Table I .
The real advantage of extended truncation is seen in the upper error bounds 2 n i=2 e;i and 2 n i=2 i in Table I . The generalized and the regular Hankel singular values of G are identical and are denoted by i here. The simple trace criterion used to fix R; S yields on average 35% better error bounds than regular balanced truncation. This improvement does not seem to depend on the model order n. A lower error bound is given by 2 , and it is seen that the approximations are quite close to this theoretical limit.
In these tests, it took on average 2.3 times more time to solve (10) than it took to solve (9) . A worst-case estimate of the number of arithmetic operations needed to solve Lyapunov inequalities is O(l 2:75 ), where l is the number of optimization variables, see [21] .
Since extended Gramians have twice as many variables as generalized Gramians, we can expect about 7 times longer computation, but this estimate seems quite conservative.
The example shows that extended balanced truncation gives better error bounds than generalized and regular balanced truncation when the trace criterium is used. The price is a longer computation time. The approximations are also essentially identical to the ones obtained with regular balanced truncation. It is an interesting open problem to characterize when the two methods must give essentially identical approximations. It should be noted that regular Gramians can be computed faster than generalized Gramians by solving Lyapunov equations using O(n 3 ) operations. However, regular Gramians cannot be used when there are additional structure constraints such as in the next example.
Example 2: Here we reduce a model with a topological structure constraint. Methods for solving such problems have been considered also in for example [12] , [23] and in [14] where generalized Gramians were used. Here it is shown how extended Gramians can be applied.
Consider a negative feedback interconnection with transfer function (complex argument z is left out to simplify notation)
T(g; G 1 ; G 2 ) :
consisting of two systems G 1 ; G 2 and a scalar feedback gain g 0. The problem is to find reduced-order modelsĜ 1 ;Ĝ 2 such that kT(g; G 1 ; G 2 ) 0 T(g;Ĝ 1 ;Ĝ 2 )k 1 is small. Let the vectors x 1 (k) 2 n , x 2 (k) 2 n be the states of the subsystems G 1 ; G 2 . The feedback system T(g; G 1 ; G 2 ) can then be realized with a n = n 1 + n 2 dimensional state vector x T = [( 
If regular model reduction is applied to T(g; G 1 ; G 2 ), the feedback structure is typically lost in the reduced model. To maintain the feedback structure, the reduced state vector should be in the formx
is only a function of x 1 , andx 2 is only a function of x 2 .
One way to preserve the structure in the reduced model is to apply generalized balanced truncation to the model (11) and solve the LMIs min Tr P and min Tr Q; subject to (2) 0 (3) and P = diagfP 1 ; P 2 g; Q = diagfQ 1 ;Q 2 g (12) where P k ;Q k 2 n 2n , k =1, 2, as suggested in for example [12] , [14] . Each subsystem can then be balanced and truncated separately using the generalized Gramians P 1 ; Q 1 and P 2 ; Q 2 . This preserves the topological structure, and the regular a priori error bound on kT(g; G 1 ; G 2 ) 0 T(g;Ĝ 1 ;Ĝ 2 )k 1 holds, see [14] . However, the LMIs (12) are not always feasible. Actually, feasibility of the LMIs is equivalent to the feedback system being strongly stable-see [13] . An alternative is to apply extended balanced truncation. Since there are more degrees of freedom in extended Gramians than in generalized Gramians, there is a higher chance to find Gramians with the right block-diagonal structure. Instead of solving (12) , it is therefore suggested that the LMIs min Tr R and minTr S; subject to (5) 0 (6) and R = R T = diagfR 1 ;R 2 g; S = S T = diagfS 1 ;S 2 g (13) where R k ;S k 2 n 2n , k = 1, 2, are solved. Note that it is only on the R; S components that we need to enforce the block-diagonal constraint, since these are the components used for balancing. The variables P; Q are full matrices. It is clear that if there are solutions to (12), then there are solutions to (13) .
The subsystem with transfer function G 1 (z) is in this example a 10th order highly resonant stable system, n 1 = 10, and G 2 (z) is a 6th order stable low-pass system, n 2 = 6. For 0 g 0:16, the feedback system T(g; G 1 ; G 2 ) is stable. The LMIs (12) are feasible for 0 g 0:09, and the LMIs (13) are feasible for 0 g 0:11. (12), (13) is only a heuristic to make the singular values small.
In Fig. 2 , it is seen that extended balanced truncation gives slightly better approximations than generalized balanced truncation for all feedback gains g, and the obtained error bounds are much better. If the approximation orders r 1 ; r 2 are changed, similar results are obtained.
The main benefit with extended balanced truncation is that it can be applied more often (larger g), that the error bounds are tighter just as in Example 1, and that the extended inequalities are numerically better behaved with block-diagonal constraints.
VI. CONCLUSION
An extension to the balanced-truncation method has been presented. Extended Gramians with at least twice as many variables as normal and generalized Gramians were defined. It was shown that the extra variables can be used when one wants to preserve topological constraints and to improve a priori error bounds in model reduction. The price for this is an increased computation time. An interesting problem for future research is to find better optimization objective functions that better exploit the additional freedom given by the extended Gramians.
