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Abstract 
 
Naturally fractured reservoirs (NFR) hold a considerable amount of the world’s hydrocarbon reserves. This type of 
reservoirs can be highly heterogeneous and difficult to model and predict; a particular problem with NFR is that reservoir 
properties such as fracture intensity, orientation, size and aperture vary with the scale in which they are measured, which 
makes their identification and simulation all the more troublesome. 
Well test analysis is a valuable reservoir characterization tool as it can see deep into the reservoir; however as the 
complexity in the fracture networks of a reservoir increases, the pressure and pressure derivative tend to deviate from the 
characteristic behaviour of the Warren and Root (1963) double porosity model and exhibit different flow regimes dictated by 
the geological parameters observed at that particular time during the well test. 
The purpose of this study is to evaluate the impact that the different scale-dependent geological parameters have on the 
pressure transient behaviour of fractured reservoirs. An explanation of the modelling parameters and their associated 
uncertainties is given. A discrete-fracture network (DFN) reservoir model was constructed to simulate pressure transient tests 
of a reservoir with geologically realistic fracture networks. Global sensitivity analysis (GSA) is then applied to the model’s 
predictions to quantify how each modelling parameter contributes to the behaviour of the pressure and pressure derivative at a 
particular time during the well test. GSA is a powerful tool to quantify how the uncertainty of the individual input parameters 
contributes to the uncertainty of the outputs and is particularly useful for non-linear, non-monotonic environments such as 
pressure transient tests. Additionally, the pressure transient behaviour of the individual model realizations was evaluated to 
detect the presence of distinctive flow regimes and their relationship to the modelling parameters. The results indicate that for 
this particular model of a reservoir with two orthogonal fracture sets, the volumetric fracture intensity and hence connectivity 
have the strongest impact on the well test behaviour at middle and late times. 
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Abstract 
Naturally fractured reservoirs (NFR) hold a considerable amount of the world’s hydrocarbon reserves. This type of reservoirs 
can be highly heterogeneous and difficult to model and predict; a particular problem with NFR is that reservoir properties such 
as fracture intensity, orientation, size and aperture vary with the scale in which they are measured, which makes their 
identification and simulation all the more troublesome.  
Well test analysis is a valuable reservoir characterization tool as it can see deep into the reservoir; however as the 
complexity in the fracture networks of a reservoir increases, the pressure and pressure derivative tend to deviate from the 
characteristic behaviour of the Warren and Root (1963) double porosity model and exhibit different flow regimes dictated by 
the geological parameters observed at that particular time during the well test. 
The purpose of this study is to evaluate the impact that the different scale-dependent geological parameters have on the 
pressure transient behaviour of fractured reservoirs. An explanation of the modelling parameters and their associated 
uncertainties is given. A discrete-fracture network (DFN) reservoir model was constructed to simulate pressure transient tests 
of a reservoir with geologically realistic fracture networks. Global sensitivity analysis (GSA) is then applied to the model’s 
predictions to quantify how each modelling parameter contributes to the behaviour of the pressure and pressure derivative at a 
particular time during the well test. GSA is a powerful tool to quantify how the uncertainty of the individual input parameters 
contributes to the uncertainty of the outputs and is particularly useful for non-linear, non-monotonic environments such as 
pressure transient tests. Additionally, the pressure transient behaviour of the individual model realizations was evaluated to 
detect the presence of distinctive flow regimes and their relationship to the modelling parameters. The results indicate that for 
this particular model of a reservoir with two orthogonal fracture sets, the volumetric fracture intensity and hence connectivity 
have the strongest impact on the well test behaviour at middle and late times. 
 
Introduction 
Fractures are the result of brittle failure in the rock resulting from stresses acting on the Earth’s crust (Price, 1966). If all the 
principal stresses acting on a particular region are compressive, shear failure tends to occur, producing fractures where the 
rock moves parallel to the fracture, these are more commonly known as faults. On the other hand, if the greatest and 
intermediate principal stresses are compressive and the least principal stress is tensile, and equal to or higher than the rock 
tensile strength, then tensile failure occurs and the produced fractures are oriented normal to the least principal stress. This 
study focuses on the second type of fractures. Cosgrove (1995) found that fluid pressure in the pore space plays an important 
role in the creation of tensile fractures, given the fact that the stress regime acting on the crust is mainly compressive. He 
found that as the fluid pressure increases during burial, it creates additional stresses until one or more of the principal stresses 
become tensile, thus fulfilling the conditions for tensile failure to occur. Normally, a single deformation event creates a set of 
fractures with a particular orientation based on the stress regimes and properties of the rock; as rocks tend to experience many 
different stress regimes during their history, a number of fracture sets are superimposed, thus creating a fracture network. 
Fracture networks can be very efficient pathways to flow in otherwise tight formations. 
The initial flow properties of a fracture set are in part a consequence of the rock properties and the stress regimes acting at 
the time the fracture set was formed. Since fracture sets are superimposed forming a fracture network, it is likely for different 
fracture sets to have different flow properties as a consequence of their relative age, the presence or absence of infill material 
and the orientation of the present day stress field. Fracture lengths of a particular set depend on age, older fracture sets tend to 
have longer fractures while younger fractures abut into the older ones (Cosgrove 2005). Cosgrove (2009) noted that as fracture 
size was changed while keeping the fracture count constant, different levels of connectivity were observed. He identified three 
main connectivity patterns, namely no connectivity, channelized connectivity and pervasive connectivity (Figure 1) and 
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pointed to their dependence on scale, as any of the three could be identified at different sub-areas inside the investigated 
region. Furthermore, Cosgrove (2009) concluded that “bulk” rock properties (e.g. coarse grid) could only be representative if 
the relative scale of the fracture network compared to the scale of the volume of interest was small, e.g., if the volume of 
interest is large and fracture connectivity is pervasive in that region. If the volume of rock is small and/or fracture connectivity 
is not pervasive, it is difficult to predict whether the system can be modelled using bulk properties or if local properties would 
dominate the flow behaviour. It is for this reason that an explicit discrete fracture network (DFN) modelling approach was 
chosen for this study. 
 
 
Figure 1- Three fracture networks, a1 to c1, composed by two intersecting fracture sets with the same number of fractures. Fracture 
length is increased from a1 to c1. a2 to c2 are the corresponding connected fracture networks (from Jolly and Cosgrove, 2003). 
Fractures occur at all scales in the Earth’s crust, and consequently, many of the parameters and measurements used in the 
modelling of fractured reservoirs are scale-dependent as well, in the sense that fracture properties change as the radius of 
investigation from the well changes. It is the objective of this study to evaluate the pressure transient behaviour of fractured 
reservoirs in the context of the scale-dependent parameters. To do so, a GSA was conducted to apportion the model’s 
uncertainty to different sources of uncertainty in the modelling parameters. A description of the DFN model is given along 
with the input parameters used for the well test simulations, then an outline of the GSA methodology is provided and the 
results of the sensitivity analysis are presented and interpreted. 
 
Literature Review 
The study of well-test analysis in naturally fractured reservoirs has progressed much during the last five decades. The first 
model to take into account the fissuring in the reservoir was proposed by Barenblatt et al. (1960); they introduced the concept 
of two liquid pressures existing at any point in space inside the reservoir and proposed a transfer function for the flow between 
the matrix and fractures. Based on the work of Barenblatt et al. (1960), Warren and Root (1963) developed an idealized model 
containing primary (matrix) and secondary (fractures) porosities, assuming quasi-steady state flow from the matrix to the 
fractures; the Warren and Root (1963) approach is broadly known as the double-porosity model. Kazemi (1969) further 
validated the double porosity method using a simplified model. Many refinements and extensions have been made to the 
double porosity model since its publication, Mavor and Cinco-Ley (1979) extended the double porosity model to include 
wellbore storage and skin; Bourdet and Gringarten (1980) presented a new type-curve for analysis of fissured reservoirs using 
the double-porosity model, as well as solutions for pseudo-steady state and transient flow from matrix to fractures. Bourdet et 
al. (1989) introduced the use of the pressure derivative for well test analysis and applied it to the double porosity model, which 
resulted in the characteristic pressure derivative shape of two radial flow stabilizations. 
Historically, the pressure transient behaviour has been analysed using double porosity solutions as the one proposed by 
Warren and Root (1963), which use an idealized representation of the fractured medium. However from the mid 1990’s, the 
method of modelling fractured reservoirs explicitly, using DFN that honour the spatial configuration of natural fractures has 
gained strength (Doe et al, 1990; Dershowitz et al, 1998). The pressure transient behaviour in fractured reservoirs using DFN 
models is well documented in the literature. Wei et al. (1998) performed an extensive evaluation of different fracture network 
configurations, including deterministic, stochastic, single and multi-layer realizations, with the well intersecting the fracture 
network at different places. In all realizations they were able to identify radial flow, and also noticed that the pressure transient 
behaviour from the fractures can only be fully observed if the contrast between the fracture and matrix flow parameters is high. 
However Wei et al. (1998) never encountered the double porosity behaviour as described by Warren and Root (1963). Wei 
(2000) investigated the impact of connectivity in the pressure transient behaviour by changing fracture intensity; he concluded 
that homogeneous-like behaviour could be achieved for models containing a large quantity of well-connected fractures, and 
that for the case of a reservoir with very low matrix permeability, the pressure derivative of a well test is an adequate 
representation of how well connected the fractures are. Jolly et al. (2000) evaluated the impact that current stresses have on the 
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pressure transient behaviour of fractured rock; they did this by selectively closing fractures depending on the observed stress 
regime acting on them. Their observations concluded that when taking into consideration the stress regime acting on the 
fractured formation, overall permeability was reduced, and the fracture network showed a considerable amount of clustering, 
which resulted in channelled flow. Leckenby et al. (2007) studied the effect of permeability and geometric anisotropy in the 
well test behaviour using idealized and realistic fracture networks, they found that the effects on the pressure derivative were 
greater for the geometric anisotropy, and by comparing realistic to idealized models, they concluded that the behaviour of the 
pressure derivative varied as a function of the fracture network connectivity. 
 
Naturally Fractured Reservoir Model and Parameters 
Open-hole logs, cores, outcrops and pressure well tests are the main source of information for the modelling of naturally 
fractured reservoirs. Taking into consideration the geophysical and geological information, such as the type of stresses in the 
Earth’s crust, observations from outcrops, logs, etc., an explicit representation of the fractured network can be constructed. 
Further refining of the fracture model is needed to discrimate the open fractures with large apertures from those that do not 
contribute significantly to flow or that have healed. Fracture sets can then be identified depending on the depth and lithologies 
where the fractures occur, as well as on the orientations observed on stereonet plots. Statistical analysis is then performed on 
the fracture sets to identify distributions for the main modelling parameters and to correct for biases such as hole orientation. 
For each fracture set, the following parameters can be obtained from static data; these same parameters govern the dynamic 
behaviour in the reservoir: 
 Fracture orientation, including pole trend, pole plunge (or dip angle and dip azimuth) and dispersion, are mainly 
obtained from high resolution image logs. The recent generation of image logging tools provides enough statistics to 
adequately characterize the orientation of the fractures near the wellbore and as more wells are drilled and logged in a 
field, the orientation information can be expanded and correlated to different regions in the reservoir. Fracture 
orientation is usually a well constrained and well characterized property. 
 Fracture intensity. Different expressions exist for fracture intensity, P32 being the best alternative for DFN modelling, 
as described by Dershowitz and Herda (1992). P32 (volumetric fracture intensity; total fracture area in a volume) is 
independent of fracture size and is also independent of scale, because it is not affected by the scale of the region being 
analysed. It is computed from fracture spacing, the mean distance between fractures of a particular fracture set 
measured along a line (or well). Fracture spacing is also independent of scale; it is however dependent on fracture 
orientation and the orientation of the line along it is measured. P32 can also be computed from P10, the number of 
fractures measured along a line, by means of Monte Carlo simulation, or from P21, the total fracture length in in an 
area (2-D fracture map). 
 Size of the fractures. This is perhaps the most poorly defined parameter. If outcrop information is available, the 
extension of the fractures can be determined to some extent, however, given the geological processes through which 
fractures are formed, fracture size can vary significantly at different regions in the same reservoir. 
 Fracture aperture. Aperture can be estimated from borehole image logs or from outcrop data; however one must be 
careful with outcrop information as it tends to greatly overestimate aperture due to relaxation of the stress fields at the 
surface. Aperture is used together with fracture permeability to estimate the conductivity of the fractures. 
 
Fracture networks consisting of intersecting sets of sub-parallel fractures are commonly found in nature (Gross, 1993). 
Considering a fractured reservoir with two semi-orthogonal fracture sets, where the main orientation of the fractures is given 
by the hypothetical stress configurations that the rock has been subjected to, it is the dispersion in the fractures directions, the 
fracture size and the fracture intensity that will impact the pressure transient response. Assuming the orientation of the 
fractures follows a Fisher distribution, the dispersion term Kappa can take values from 0 to infinity (∞), resulting in fractures 
that go from randomly dispersed to all fractures having the same constant orientation. A higher number of fracture 
intersections should be seen at lower values of Kappa and a nearly orthogonal fracture network could be produced at higher 
values. For simplicity, the volumetric fracture intensity P32 is modelled directly, as this takes advantage of the non-
dependence of P32 to orientation, using fracture spacing as the modelling parameter would put additional complexity on the 
global sensitivity analysis, because of dependency between inputs. Fracture size is modelled as the equivalent radius of a circle 
with area equal to that of the fracture being generated; fractures are generated with rectangular shapes. Finally, aperture and 
permeability are also considered as parameters, because both have an effect on the fracture conductivity. However as we are 
interested in evaluating the pressure transient behaviour of NFR, which are often anisotropic, it is more appropriate to model 
permeability anisotropy rather than permeability by itself. For this study, permeability anisotropy is defined as the ratio of the 
permeability of the two fracture sets. Permeability is only changed for the North-South trending fracture set (set 1), while 
keeping permeability of the East-West trending fracture set (set 2) constant. 
From the discussion above, a sensitivity analysis will be performed on the following parameters to identify their individual 
contribution to the pressure transient behaviour of a fractured reservoir. 
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Table 1- Uncertain modelling parameters and their distributions. 
ID Description Distribution Mean Standard 
Deviation 
Min Max 
Kappa Orientation Dispersion Truncated 
Lognormal 
55 25 15 100 
P32 Volumetric Fracture 
Intensity (m
2
/m
3
) 
Truncated 
Lognormal 
0.055 0.04 0.02 0.13 
Perm-Ani Permeability Anisotropy Truncated 
Normal 
1 0.6 0.25 1.75 
Size Fracture Size (m), 
expressed as equivalent 
radius 
Truncated 
Lognormal 
55 15 30 110 
Apert Fracture Aperture (m) Truncated 
Lognormal 
.012 .005 .005 .025 
 
The reservoir model used on the simulations consists on a 20-m thick, 500-m radius circular reservoir, with two semi-
orthogonal fracture sets oriented North-South and East-West, a fully penetrating vertical well is placed in the centre of the 
reservoir model and is intersected by a single fracture to ensure the well is connected to the DFN for all the model realizations. 
A sample of the reservoir model is given in Figure 2. The formation and fluid properties of the reservoir model are listed 
below. 
 
Table 2- Formation and Fluid Properties 
Property Value 
km, mD 0.01 
h, m 20 
ct 1.2e-5 
μo, cp 1 
rw, m 0.1 
φm 0.1 
φf 1 
Permeability of East-West Fracture 
Set, mD 
1000 
Permeability of single fracture 
intersecting the well, mD 
1000 
Aperture of single fracture, m 0.01 
P0, psia 1000 
Pwf0, psia 1000 
Bo, rb/stb 1 
qo, stbd 10 
Skin, non-dimensional 0 
 
 
Figure 2- Example of reservoir model. Run 41. 
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A Type 2 reservoir, following the Nelson (1999) classification is assumed for this study. The flow capacity of the matrix is 
very small compared to the flow capacity of the fractures; this can be noted in the large contrast between the matrix and 
fracture permeabilities, in the order of 10
5
. This assumption ensures that all the pressure transient behaviour is due to the 
fractures present in the reservoir rather than to flow coming from the matrix. The opposite occurs to the storage capacity, as all 
the storativity comes from the matrix, with the fractures having negligible storativity. The well-tests are simulated as 
drawdowns and the flow is single phase. 
 
Model Validation 
To validate the approach proposed in this study, it is necessary to compare the simulated pressure transient response to a 
known fracture configuration that can be solved using an analytical solution. Given that the proposed fractured reservoir model 
shares some similarities with the models studied by Leckenby et al. (2007), the same validation approach can be used. The 
analytical solution for a vertical well intersected by an infinite conductivity vertical fracture in a homogeneous reservoir 
presented by Gringarten et al. (1974) is pertinent to flow in highly conductive fractures; therefore it can be used for validation 
of the model. The analytical solution is characterized by a straight line of slope ½ (linear flow) in the pressure derivative when 
plotted in a log-log plot. 
A model of a vertical well intersected by a vertical fracture was constructed in FracMan®, the fracture is symmetrical 
around the well, fully penetrates the reservoir and has a constant value of aperture; the model is analogous to a hydraulically 
fractured well. The storage and matrix properties of the homogeneous system are given by a horizontal bedding plane 
positioned at mid-height of the fracture. As per Bourdarot (1998), if the dimensionless fracture conductivity is greater than 
100, then the fracture can be considered of infinite conductivity. The dimensionless fracture conductivity is given by: 
       
   
    
 
Where the product        is the dimensionless fracture conductivity,    is the fracture permeability (mD or m
2
),   is the 
fracture aperture (m),    is the matrix permeability (mD or m
2
) and    is the fracture half-length (m). 
 The pressure derivative behaviour observed in the hydraulically fractured well model consists of linear flow (slope ½) at 
the early times, followed by radial flow (slope 0) in the middle times before reaching the no-flow rectangular boundary (slope 
1) at the late times. See Appendix A for the pressure transient response. 
 lists the model parameters used for validation. There is good agreement between the simulation results and the analytical 
solution which indicates that the software produces reliable results. For the results of the subsequent model realizations to be 
reliable, the same conditions must be met: the generated fractures must have infinite conductivity and the well has to intersect 
the fracture network (Leckenby et al, 2007). 
 
Table 3- Model validation results. Infinite conductivity fracture. 
Simulation model dimensions 700 x 700 x 20 m 
Hydraulic fracture dimensions 100 x 20 m 
Fracture aperture (w) 0.2 m 
Fracture permeability (kf) 2 x 10
5
 mD 
Fracture half-length (xf) 50 m 
Bedding permeability (km) 8 mD 
Dimensionless fracture conductivity 100 
 
Global Sensitivity Analysis 
Sensitivity analysis is the study of how the uncertainty in the predictions of a model can be apportioned to different sources of 
uncertainty in the input parameters of that model. The contribution of the input parameters to the output uncertainty can be 
expressed quantitatively or qualitatively. Traditional (local) sensitivity analysis, which is based in partial derivatives and where 
factors are changed one at a time, works well for linear models, however for more complex non-linear, non-monotonic 
environments such as well test behaviour of fractured reservoirs, global sensitivity analysis (GSA) methods may be more 
applicable (Saltelli et al, 2004). GSA explores the entire interval of definition of each input parameter and uses variance 
decomposition to quantify the contribution of each input parameter to the total variance of the model’s prediction.  
We accept that the variance of the model’s predictions V(Y) is a good representation of the output’s uncertainty and hence 
its behaviour; we also let the uncertainty of the input parameters {Xj} be characterized by their respective variances V(Xj). 
Using one of the available GSA methods we can then estimate the individual contributions from the input parameters {Xj} to 
V(Y). Assuming the inputs are independent, the sensitivity indices of a variance-based method are calculated through variance 
decomposition (Wikipedia, 2010). Suppose the model’s function is expressed as  
   ( )   (          ) where                and that it can be decomposed as 
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Provided    is a constant and all the terms in the decomposition are orthogonal, i.e., the integral of each summation term is 
zero, 
∫         (             )      
 
 
       
The conditional variance which characterizes the contribution of each input parameter to the total variance of the model 
prediction V(Y) is 
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The total variance is the sum of all the conditional variances 
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The sensitivity index is defined as 
         
        
 ( )
 
In particular, the first order sensitivity index which accounts for the main contribution of the input parameter    is given by 
   
  
 ( )
 
The sum of all    will equal 1 for strictly additive models, and will be less than 1 for non-additive models, where higher 
order sensitivity indices, representing the interaction between two or more input parameters, have a considerable effect. 
There are many different methods of performing a global sensitivity analysis, three of the most widely used are the method 
of Sobol’ (1993), the Extended Fourier Amplitude Sensitivity Test (Extended FAST) (Cukier et al, 1973, 1975, 1978; Saltelli 
et al, 1999) and the High Dimensional Model Representation (HDMR) (Rabitz et al, 1999). A brief description of each method 
is given below: 
 Sobol’. Uses a sampling strategy based on the Sobol’ sequence. It employs variance decomposition using multiple 
integrals to express summands of increasing dimensionality. Can compute first order, higher order and total effect 
sensitivity indices. This method is very computationally expensive, a large number of model runs is needed to achieve 
accurate results; however, it is the most robust method because it can compute sensitivity indices of any order, it is 
not used in this study due being computationally intensive. 
 Extended FAST. This method converts the multi-dimensional integral into a one-dimensional integral using 
transformation functions. Its sampling strategy consists in exploring the multidimensional space of the input factors 
by a search curve that scans the entire input space. Can compute first order and total effect indices. It is less 
computationally expensive than Sobol’. Extended FAST is the main method used in this study. 
 HDMR. This method creates a meta-model based on the input-output relationship of a model, which can then be 
evaluated and sensitivity analysis can be performed on it. The meta-model is much more efficient to run than the 
physical model. This method can compute first order, second order and total effect indices. This method requires the 
smallest number of model runs and so it is the computationally most efficient option. However, for the HDMR 
method to produce accurate results, the model runs used for the construction of the meta-model must fully capture the 
model’s behaviour and the input-output relationship. In this study, the HDMR method is used to assess the accuracy 
of the results from the Extended FAST method. 
 
Application of GSA 
GSA was applied recently to the well test response of a fractured reservoir by Morton et al. (2013); a similar methodology to 
the one proposed by them is used in this study. In their investigation GSA was used to assess the response of a recently 
proposed semi-analytical solution for pressure transient behaviour of fractured reservoirs. They evaluate the response of a 
discretely fractured reservoir with two fracture sets, but both fracture sets follow the same orientation, and so the impact of 
scale is limited as connectivity is mainly driven by the dispersion of the fracture orientations rather than by the combination of 
all the input parameters. In this study a different model is investigated, one consisting of two semi-orthogonal fracture sets, 
which form a discrete fracture network. In this model the connectivity of the fractures is a function of fracture intensity, 
orientation and size, therefore it is a more suitable model to investigate the impact of scale in the well test behaviour. The 
discrete fracture dual porosity approach (Doe et al, 1990) implemented in the FracMan® software is used to solve for the 
pressure transient behaviour, this way realistic fracture network patterns can be modelled explicitly. 
The impact of scale is evaluated by performing the sensitivity analysis on the scale-dependent parameters and by taking 
advantage of the fact that different scales can be investigated in one single extended well-test. As the radius of investigation 
increases with time, the pressure transient behaviour is evaluated at different times during the well test, thus at different scales. 
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Defining a fixed set of scales of determined lengths would be troublesome, because the radius of investigation at any particular 
time is also dependent on the diffusivity of the system, and will change from one model realization to the next. Therefore, it is 
better to define the different scales on a time basis. An example of this is shown in Figure 3 and Figure 4, using the model 
realization 890, which exhibits good fracture connectivity. The values of the modelling parameters for this model realization 
are: 37.25 for Kappa, 0.0763-m
2
/m
3
 for P32, 1.743 for permeability anisotropy, 56.95-m for fracture size (equivalent radius) 
and 0.016-m for fracture aperture. At early times, up to 1.18 hours, only the near-wellbore effects are observed in the pressure 
transient behaviour, because the well is intersected by a high conductivity fracture, linear flow regime (slope ½) is seen; at 
10.6 hours, the test sees a few of the nearby N-S trending fractures, around 50-m from the well, this is seen as a change in 
mobility and storativity; at 115 hours, many fractures up to 100-m south from the well are contributing to flow, this again is 
seen as a change in mobility and storativity as more fractures get connected; at 1000 hours a more uniform fracture network is 
seen by the well-test, as flow from more fractures north and north-east from the well is observed, the fractures contributing to 
the well-test response are now up to 300-m from the well; at 2280 hours the boundary to the south is about to be seen by the 
well-test, as connectivity of this fracture network is much better in the southern part than anywhere else, fractures contributing 
to flow are now more than 350-m away from the well; by 5000 hours, the no-flow boundary to the south has been reached, but 
the well-test has not seen the closed system yet, the radius of investigation at this time is more than 450-m; lastly, at 6000 
hours the closed system is seen and the derivative shows a slope of 1, however from the pressure snapshot it can be observed 
that the eastern part of the fracture network has not yet been drained, it does not show much pressure depletion because it is 
poorly connected to the rest of the fractures (Appendix B). The times selected for evaluation in the GSA are those shown in 
Figure 6, they correspond to the beginning of each log-cycle after 0.001 hours and up until 2280 hours. It was observed that at 
approximately 2280 hours, most simulated well tests had reached the no-flow boundaries. 
 
 
Figure 3- Pressure Snapshot at 6000 hours for model realization 890 and comparison of well-test duration to radius of investigation. 
 
  
Figure 4- Log-Log plot of Pressure Change and Derivative for the simulation of model realization 890. 
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In this section, the results for the GSA applied to the reservoir model explained in the previous sections are presented. In 
all realizations of the model the well is intersected by a fracture. A constant value of fracture aperture is assigned to the entire 
fracture network on each realization. For fracture permeability, all fractures of the North-South trending fracture set (Set 1) are 
assigned a constant value for each realization, according the distribution described in Table 1, while the fractures of the East-
West trending set (Set 2) have a constant value of 1000-mD. 
An input sample set of 5-by-1525 points was generated using the Extended FAST sampling strategy in the SimLab 
software (Appendix C). Samples were first generated following a truncated uniform distribution with values between 0 and 1 
and then the inverse cumulative density function was computed on the generated values converting these into the desired 
distributions shown in. Figure 5 shows the histograms of the range of values taken by each input parameter. 
 
 
  
Figure 5- Distribution of the five modelling parameters. 
The model predictions of pressure and pressure derivative were plotted against each of the modelling parameters to 
qualitatively assess which inputs have a direct impact on the model’s output (Figure 6 and Figure 7). For both pressure and 
pressure derivative, a strong relationship of the model’s predictions with fracture intensity is observed at middle and late times 
and to a lesser extent to fracture aperture at the same times. 
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Figure 6- Cross-plot analysis for Pressure vs Input Parameters. X and Y axes are linear. Y-axis is a fixed scale for each time t. 
 
Figure 7- Cross-plot analysis for Pressure Derivative vs Inputs. X and Y axes are linear. Y-axis is a fixed scale for each time t. 
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Overall 1525 well tests were simulated (Appendix D); the standard deviations against time for the pressure and pressure 
derivative are plotted on Figure 8. The standard deviations increase monotonously for both pressure and pressure derivative 
up until 2280 hours. At this time, most of the model realizations are close to seeing the boundary effects, and thus the 
remaining time of the well test is not of interest. The highest uncertainty in the model’s prediction is at late times; it is also at 
the late times of the simulated well tests that the model’s uncertainty increases more rapidly. 
 
 
Figure 8- Standard Deviation for Pressure and Pressure Derivative as a function of the well-test duration. 
The sensitivity indices calculated with the FAST method (Appendix E) revealed results consistent with the qualitative 
cross-plot analysis from Figure 6 and Figure 7. The first order sensitivity indices are shown in Figure 9, they represent the 
individual contribution of each modelling parameter to the overall behaviour of the model’s predictions. The first order 
sensitivity indices are presented in the context of their contribution to the standard deviation of the model’s outputs, i.e., their 
individual contribution to the estimated uncertainty of the model outputs. The areas corresponding to each input parameter are 
proportional to their respective first order sensitivity index at that specific time of the well test. The empty (white) space 
between the colour bins and the standard deviation curves represents the part of the variance that is not due to the individual 
contributions of the parameters, rather it is caused by interactions between the input variables. 
 
         
Figure 9- Area diagrams for the first-order contributions to the uncertainty (standard deviation) of Pressure (left) and Pressure 
Derivative (right) from the uncertain input parameters; calculated using the Extended FAST method. The coloured area 
corresponding to each parameter is proportional to their respective first-order sensitivity index Sj. 
From Figure 9 (left), the behaviour of the predicted pressure at early times shows little individual impact from any 
modelling parameter, and is therefore caused by the interaction of two or more inputs. At middle times the main contributors 
to the behaviour of the predicted pressure are P32 (volumetric fracture intensity) in first place and fracture aperture in second, 
this tendency continues through to the late times of the simulated tests, with P32 playing an increasingly important part, 
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contributing close to 50% of the overall variance of the pressure at the late times. Permeability anisotropy shows significant 
contribution at the middle-late and late times, but well below that of P32 and fracture aperture. Fracture size and Kappa 
(orientation dispersion) show a somewhat constant but small contribution through the entire duration of the well tests. 
The individual contributions to the pressure derivative predictions follow a similar pattern to those of the pressure 
predictions. P32 is again the main contributor at middle and late times with fracture aperture being a distant second.  Fracture 
size seems to have a stronger effect on the pressure derivative than on the pressure predictions, as it shows an increase 
contribution to the pressure derivative uncertainty from middle to late times. 
Contribution to the total variance from the interactions between input parameters can be assessed through the calculation of 
total sensitivity indices. The sum of total sensitivity indices is normally higher than 1, the total sensitivity indices have been 
normalized to show them in the context of the uncertainty of the model.  
 
         
Figure 10- Area diagrams for the total-effect contributions to the uncertainty (standard deviation) of Pressure (left) and Pressure 
Derivative (right) from the uncertain input parameters; calculated using the Extended FAST method. The coloured area 
corresponding to each parameter is proportional to their respective total-effect sensitivity index STj. 
Figure 10 shows the total contributions of each modelling parameter to the total variance of the model outputs. For both 
pressure and pressure derivative, a similar behaviour to the first order sensitivity analysis is observed, with P32 remaining as 
the main contributor to the model’s behaviour at middle and late times. However, the magnitude of the total contribution from 
P32 does not differ much from the first order contribution, which means that even though it has the largest individual effect on 
the pressure and pressure derivative behaviour, it is not interacting much with the rest of the input parameters. The higher 
order contributions which account to approximately 50% of the pressure and pressure derivative behaviour are then mainly 
caused by interactions between fracture size, aperture, permeability anisotropy and Kappa, which all show considerable higher 
total effects compared to their corresponding first order effects. 
A potential pitfall of most global sensitivity analysis methods is the possibility that the selected sample size may not be 
large enough to produce accurate results, as there is no straightforward way to know if the selected sample size is appropriate. 
In the literature, GSA is applied to models that are evaluated using different sample sizes until a certain percentage of 
confidence is achieved in the calculation of the sensitivity indices (Chan et al, 2000). This can be a long and tiresome 
procedure for complex models where each run can take a considerable amount of time. For this study, another GSA approach 
was performed on the already available data to provide more confidence on the accuracy of the GSA results from the FAST 
method. HDMR is a methodology which can produce accurate results using a much smaller input sample size, as long as the 
model evaluations from this reduced sample size adequately capture the entire spectrum of responses from the model. 
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Figure 11- Area diagrams for the first-order contributions to the uncertainty (standard deviation) of Pressure (left) and Pressure 
Derivative (right) from the uncertain input parameters; calculated using the HDMR method. The coloured area corresponding to 
each parameter is proportional to their respective first-order sensitivity index Sj. 
Figure 11 shows the first order sensitivity indices calculated using the HDMR method. The results are consistent with 
those from the FAST method. Even though the magnitude of the sensitivity indices may vary from one method to another, the 
important thing to notice is that the ranking of importance of the parameters is unchanged, the latter would not be the case if 
the model’s evaluations were not representative of the entire behaviour of the model, i.e. the input sample size was not large 
enough for the chosen GSA method (Appendix F). 
 
Analysis of Well Test Data 
The pressure transient behaviour of the 1525 model evaluations was analysed to assess the impact of scale and identify the 
different flow regimes and their association to the modelling parameters. Several different behaviours were observed on the 
pressure and pressure derivative, the ones investigated in this study are the double porosity behaviour as described by Warren 
and Root (1963) and the presence of fractional dimensions of flow (Barker, 1988). Doe and Wallmann (1995) observed that 
radial flow (dimension 2) could develop for discrete fracture networks filling the reservoir space. They simulated well tests 
with decreasing fracture intensity values, decreasing the number of fractures in the reservoir space thus creating a partially 
filling fracture network. The pressure derivative behaviour for these tests approximated a straight line with a slight positive 
slope (fractional dimension less than 2). Apparent fractional dimensions were also observed on several realizations of the 
model used for the GSA. For a more detailed explanation of integer and fractional dimensions of flow, the reader can refer to 
the works of Barker (1988), Doe (1991) and Doe and Wallman (1995). 
Double porosity behaviour was observed at higher fracture intensities, in ranges of 0.1 to 0.21 m
2
/m
3
, and at lower values 
of Kappa (20 to 65) which translates into a higher probability of fractures intersecting, because there is a lower concentration 
of fractures of the same orientation, hence a higher chance of having a filling fracture network. This is consistent with the 
results from the GSA, because fracture intensity has the highest individual contribution at the times where the double porosity 
behaviour develops, from 20 to 300 hours, and at this same time is where the effects of the interactions with Kappa have the 
highest increase for the pressure derivative total sensitivity analysis. Different types of dual porosity behaviour were observed 
as well. Figure 12 shows two model evaluations, runs number 613 and 3, showing restricted interporosity flow and 
unrestricted interporosity flow respectively. In all model evaluations where double-porosity behaviour was observed, the 
fracture network was filling and well connected, resembling that of Figure 2. However, some other simulated well tests of 
space-filling networks exhibited only radial flow stabilization, without the presence of double porosity behaviour (similar to 
the results from Wei et al, 1998), this suggests that double porosity behaviour in the DFN model can only be considered as 
such if the results from a well test analysis are consistent with the matrix properties (e.g. porosity, compressibility, etc.), as 
fracture network heterogeneity can imitate double porosity behaviour (Appendix H). 
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Figure 12- Example of realizations exhibiting double-porosity behaviour. Runs 613 and 3. 
As expected from the work of Doe and Wallmann (1995), apparent fractional dimensions of flow where observed at lower 
values of fracture intensity, from 0.06 to 0.15 m
2
/m
3
, higher values of Kappa, from 27 to 97, and higher fracture sizes in the 
range of 36 to 94 meters. This combination of values translates to non-filling fracture networks, because lower values of 
fracture intensity instantly means a lower fracture count; fracture intensity P32 is defined as the area occupied by the fractures 
in a given volume, thus if the fracture size is large this will mean an even lower fracture count; lastly, higher values of Kappa 
reduce the probability of fractures intersecting each other, because their orientation direction is more uniform. Figure 13 
shows the pressure transient behaviour for one of the runs exhibiting apparent fractional flow dimension. 
 
  
Figure 13- Example of apparent fractional dimension behaviour. Run 925. 
Naturally, changes in the pressure behaviour are not as notorious as in the pressure derivative; however the pressure change 
(ΔP) is heavily affected by the flow properties of the fractures intersecting the wellbore, especially if these fractures are of 
poorer quality than the rest of the fractures in the network. Lower values of fracture permeability and aperture of the fractures 
intersecting the well will increase the pressure change for the entire test duration, as pressure depletion occurs more rapidly at 
low permeabilities and apertures. Contrarily, the impact of higher permeabilities and apertures of the fractures intersecting the 
well is not as significant. Figure 14 shows the comparison of the well-tests of two model realizations exhibiting the 
aforementioned behaviour. Realizations numbers 205 (red) and 818 (blue) are shown; both are space-filling fracture networks, 
with the well intersected by fractures from both fracture sets (North-South and East-West). Realization 205 has fracture 
permeability for the North-South set of 598-mD and fracture aperture of 0.00485-m for both sets; realization 818 has 1650-mD 
of permeability for the North-South set and 0.02057-m of aperture for both sets. The rest of the modelling parameters are 
similar for the two realizations. For more information refer to Appendix G. 
Positive slope more than 
0 but less than ½  
 
Fractional Dimension 
between 2 and 1 
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Figure 14- Comparison of the simulated well-tests for model realizations 205 (red) and 818 (blue). 
Discussion 
GSA provides the means to quantify the sensitivity of the NFR model to the different modelling parameters at different times 
during the well test; it allows us to rank the importance of the modelling parameters in respect to their individual and total 
contribution to the model’s uncertainty (variance). Overall volumetric fracture intensity P32 and hence fracture connectivity, 
has the highest individual contribution to the behaviour of the predicted pressure and its derivative at middle and late times, 
with fracture aperture and permeability anisotropy being distant second and third in importance. Together the three main 
individual contributors account for around 50% of the uncertainty at middle and late times; the remaining 50% comes from the 
interactions of two or more of the modelling parameters. 
The GSA results also suggest that if the spatial distribution of the fractures in a reservoir is well constrained in accordance 
with the static reservoir data, then the next parameters to be adjusted to reproduce a certain pressure response would be 
fracture aperture and permeability, which is consistent with the current practice when matching well tests with DFN, where 
after the creation of the network, a fracture aperture which honours the reservoir storage is selected and then permeability is 
varied to match the test (Rawnsley and Wei, 2001). 
As the majority of the selected modelling parameters are scale dependent, the GSA presented here gives valuable 
information on the impact of scale in the well-test behaviour of a fractured reservoir that follows a similar fracture 
configuration to the one represented on the DFN model. P32 is the only scale independent modelling parameter investigated in 
this study, from the GSA results it was observed that no big difference exists between its first-order and its normalized total-
order contributions; the remaining 50% of the uncertainty in the model’s predictions is mainly given from interactions between 
the other scale-dependent modelling parameters. This indicates that P32 could be estimated independently from the other 
modelling parameters through DFN simulation. Looking at the individual model realizations it was observed that the 
characteristic pressure transient behaviour, be it double porosity, apparent fractional dimensions, or any other, was mostly 
related to the modelling parameters governing fracture connectivity (P32, Kappa and fracture size). 
As explained by Morton et al. (2013), the value of GSA relies on the accuracy and relevance of the underlying physical 
model, as well as on correct identification of the input parameters and their associated uncertainty. Comparing the results from 
this study to those obtained by Morton et al. (2013), taking into consideration that the pressure transient solution they used is 
different from ours, it is observed that the dependency of the model’s predicted pressure and derivative to the input parameters 
changes greatly from one model to another and it cannot be generalized that fracture conductivity, fracture intensity or any 
other parameter would remain the largest contributor to the pressure transient behaviour in other geological configurations or 
DFN models. Given that the combinations of parameters and geological settings are potentially infinite, GSA is a suitable tool 
to assess the sensitivity of the pressure transient behaviour to any modelling parameter, not only those investigated here, as 
well as to assess the impact of different scales for a particular geological model. 
 
Conclusions 
In this study, the impact of scale in the pressure transient behaviour of a fractured reservoir with semi-orthogonal fracture sets 
was investigated using GSA. The following conclusions were reached: 
 For a configuration consisting of two semi-orthogonal fracture sets, volumetric fracture intensity and thus fracture 
connectivity is the dominant parameter, it is responsible for a large portion of the uncertainty in the predicted pressure 
transient response, and therefore its behaviour. 
 Interaction between the remaining modelling parameters also has a strong impact in the pressure response. For 
example, the dispersion in the fracture orientation Kappa seems to have the least individual impact on the behaviour 
of the pressure derivative, however its interactions with other parameters have a significant impact when the total 
effects are analysed. 
 The large difference in the magnitude of the contribution to the uncertainty from P32 respective to the other 
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parameters suggests that P32 could be estimated independently from the rest, e.g. from DFN simulation and static 
information. Well tests could be designed to be less sensitive to P32 and more sensitive to the other parameters to 
obtain better estimates of these parameters. Otherwise they can be estimated from other sources of information such 
as open-hole logs, core samples, outcrop studies, etc. 
 The evaluation from individual model realizations indicated that double porosity behaviour is observed at higher 
values of fracture intensity and lower values of Kappa, which yields better fracture connectivity and spatially filling 
fracture networks; however, the presence of double porosity behaviour was absent in some model realizations of 
space-filling networks. This suggests that well test analysis is needed to validate if the double-porosity-like behaviour 
is indeed double porosity and not an artefact of fracture network heterogeneity. Lower values of fracture intensity and 
higher values of Kappa and fracture size produced non-filling fracture networks, apparent fractional dimensions of 
flow, as described by Barker (1988), were observed in these cases. 
 GSA is a model-free sensitivity tool which is well suited to analyse non-linear, non-monotonic models such as the 
well-test behaviour of fissured reservoirs. The study presented here is not extensive to other geological settings, and 
the number of different fractured reservoir geologies is potentially infinite, GSA should be used on a field by field 
and even region by region basis, because the impact of scale and of the different modelling parameters in general will 
change from one region to the next. 
 
Nomenclature 
km = matrix permeability, L
2
, mD, [Darcy] 
kf = fracture permeability, L
2
, mD, [Darcy] 
keff = effective permeability, L
2
, mD, [Darcy] 
h = thickness, L, m, [m] 
ct = isothermal total compressibility, Lt
2
/m, 1/psi, [1/atm] 
μo = fluid viscosity, m/Lt, cp, [cp] 
rw = wellbore radius, L, m [cm] 
φm = matrix porosity, fraction 
φf = fracture porosity, fraction 
P0 = initial reservoir pressure, m/Lt
2
, psia, [bar] 
Pwf0 = Borehole well flowing pressure, m/Lt
2
, psia, [bar] 
Bo = oil formation volume fractor, rb/stb, [m
3
/Sm
3
] 
q = flow rat, L
3
/t, stb/d, [cm
3
/s] 
Sj = first-order sensitivity index, fraction 
STj = total-effect sensitivity index 
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Milestones in the Study of the Well-Test Behaviour of Naturally Fractured Reservoirs 
 
Reference Year Title Authors Contribution 
J. of Applied 
Mathematics and 
Mechanics, 24 (5): 
1286–1303 
1960 Basic concepts in the theory of 
seepage of homogeneous 
liquids in fissured rocks 
[strata] 
Barenblatt, G.I. 
Zheltov, Y.P. 
Kochina, I. 
First double porosity model for flow in 
fissured rocks. 
SPE Journal, 3 (3): 
245-255. SPE-426-
PA 
1963 The behaviour of naturally 
fractured reservoirs 
Warren, J.E. 
Root, P.J. 
Developed a practical double porosity 
model (sugar cube model) and 
investigated unsteady state flow in this 
model. 
SPE Journal 9 (4): 
451-462. SPE-
2156-A 
1969 Pressure transient analysis of 
naturally fractured reservoirs 
with uniform fracture 
distribution. 
Kazemi, H. Validated Warren and Root’s double 
porosity using a simplified model and 
introduced unsteady state flow in the 
matrix. Also pointed out a few 
weaknesses of the Warren and Root 
model. 
SPE 7977 1979 Transient pressure behavior of 
naturally fractured reservoirs 
Mavor, M.J. 
Cinco Ley, H. 
Extends the Warren and Root model to 
include wellbore storage and skin. 
SPE 9293 1980 Determination of fissured 
volume and block size in 
fractured reservoirs by type-
curve analysis 
Bourdet, D. 
Gringarten, A.C. 
A new type-curve and methodology to 
accurately determine the λ and ω 
parameters. As well as solutions to both 
pseudo-steady state and transient flow 
from matrix to fractures. 
SPE 12777 1989 Use of pressure derivative in 
well test interpretation 
Bourdet, D. 
Ayoub, J.A. 
Pirard, Y.M. 
This paper proposes the use of the 
pressure derivative as a valuable 
interpretation tool. 
CIM/SPE 90-120 1990 Simulation of dual-porosity 
flow in discrete fracture 
networks 
Doe, T.W.  
Uchida, M.  
Kindred, J.S.  
Dershowitz, W.S. 
First use of discrete fracture networks to 
simulate double porosity systems 
SPE 49233 1998 Discriminating fracture 
patterns in fractured reservoirs 
by pressure transient tests 
Wei, L. 
Hadwin, J. 
Chaput, E.  
Rawnsley, K. 
Swaby, P. 
Extensive study on the pressure 
transient behaviour of NFR. One of the 
first studies to employ realistic fracture 
configurations. 
SPE 59014 2000 Well Test Pressure 
Derivatives and the Nature of 
Fracture Networks 
Wei, L. Identification of the impact of 
connectivity to the well-test behaviour 
of fractured reservoirs. 
SPE 59042 2000 Stress-Sensitive Fracture-Flow 
Modelling in Fractured 
Reservoirs 
Jolly, R.J.H. 
Wei, L. 
Pine, R.J. 
Identified the impact that the current 
stress field acting on a fracture network 
has on the well-test behaviour 
Fractured 
Reservoirs, Special 
Publications 270, 
Geological Society 
of London, p. 117-
137 
2007 Study of fracture-induced 
anisotropy from discrete 
fracture network simulation of 
well test responses 
Leckenby, R.J. 
Lonergan, L. 
Rogers, S.F. 
Sanderson, D.J. 
Study of how different types of 
anisotropy affect the pressure transient 
behaviour of fractured reservoirs. 
SPE 164894 2013 Global Sensitivity Analysis 
for Natural Fracture 
Geological Modeling 
Parameters from Pressure 
Transient Tests 
Morton, K.L. 
Booth, R.J.S. 
Chugunov, N. 
Biryukov, D. 
Fitzpatrick, A. 
Kuchuk, F.J. 
First paper to quantify the uncertainty of 
the pressure transient response of DFN 
models using global sensitivity analysis 
Table Literature Review 1- Publications relevant to the study if the well-test behaviour of NFR. 
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J. of Applied Mathematics and Mechanics, Volume 24, Issue 5, Pages 1286–1303 (1960) 
 
Basic concepts in the theory of seepage of homogeneous liquids in fissured rocks [strata] 
 
Authors: Barenblatt, G.I., Zheltov, Y.P., Kochina, I. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
The fundamental equations of the double porosity model are described here. First paper to identify that the fissuring in the 
reservoir must be taken into account when investigating pressure transient problems. 
 
Objective of the Paper: 
To describe the basic concepts and equations governing unsteady state flow in fissured rocks. 
 
Methodology used: 
Introduces the concept of two liquid pressures existing at any point in space in the reservoir, one for the matrix pores and 
another one for the fissures. A function to describe the transfer of liquids between the matrix and the fractures is introduced; 
the change in pressure during this transfer of liquids is assumed as quasi-stationary. 
 
Conclusion reached: 
1. For processes of unsteady state flow, if the characteristic times of the process being investigated are long compared to 
the delay time τ, then the ordinary equations for homogenous porous media can be used. 
2. If in contrast, the aforementioned characteristic times are comparable to τ, then the equations proposed in this paper 
should be applied. 
3. Fissuring in the reservoir must be taken into account when investigating any transient processes during changes in the 
operating conditions of the well. 
Comments: 
The basic equations and concepts that describe flow in a double porosity system are derived in this paper; these concepts are 
the foundation for the majority of the double porosity models that have been proposed that follow the continuum approach. 
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SPE Journal, 3 (3):245-255. SPE-426-PA (1963). 
 
The behaviour of naturally fractured reservoirs 
 
Authors: Warren, J.E., Root, P.J. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
In this paper the first practical double porosity model was developed. 
 
Objective of the Paper: 
To improve the description of a formation that contains primary (matrix) and secondary (fractures) porosity by developing an 
idealized model that will simulate the double porosity behaviour during single phase flow. 
 
Methodology used: 
Developed an idealized model that contains primary and secondary porosities. The primary porosity region contributes 
significantly to the fluid storage (pore volume) but insignificantly to the flow capacity, and the opposite applies for the 
secondary porosity region. Flow can occur between the primary and secondary porosities, but not in between the primary 
porosity blocks. Fluid flows to the wellbore through the secondary porosity region. Flow from the primary porosity (matrix) to 
the secondary porosity (fractures) is assumed to be quasi steady state. Unsteady state flow in this model is investigated and 
equations are derived and solved. This work is based on the approach used by Barenblatt et al. (1960) 
 
Conclusion reached: 
1. Two parameters, λ and ω, are sufficient to characterize the deviation of the behaviour of a medium with double 
porosity from that of a homogenous porous medium. 
2. These parameters can be evaluated from well test analysis. 
3. For the analysed cases, the pressure exhibits two parallel semi-log straight lines whose slope is related to the flow 
capacity of the system and their separation is related to the storativity. 
Comments: 
This paper is the basis for well test analysis in fractured reservoirs. Many refinements, extensions and variations of this model 
have been made since it was first published, as well as improved ways to determine the parameters λ and ω. 
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SPE Journal 9 (4): 451-462. SPE 2156A (1969) 
 
Pressure transient analysis of naturally fractured reservoirs with uniform fracture distribution 
 
Authors: Kazemi, H. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
Not much. Validated Warren and Root’s double porosity using a simplified model and introduced unsteady state flow in the 
matrix. Also, it pointed out a few weaknesses of the Warren and Root model. 
 
Objective of the Paper: 
Investigate the pressure and flow behaviour of an ideal theoretical model of a naturally fractured reservoir with uniformly 
distributed fractures and compare the results with the Warren and Root model, as well as with earlier models. 
 
Methodology used: 
Same as Warren and Root but using a simplified model where the fractures are only horizontal in order to achieve radial flow 
and properly identify the two semi-log parallel straight lines. Also flow in the matrix is not assumed as quasi steady state as in 
the Warren and Root model; it is modelled as unsteady state.  
 
Conclusion reached: 
1. The Warren and Root double porosity model is applicable to fractured reservoirs where the fractures are uniformly 
distributed and large contrast exists between the matrix and fracture flow capacities. The total system flow capacity 
and ω (storativity ratio) can be obtained from a pressure buildup test. 
2. An approximate value for the matrix permeability can be obtained by combining the results of a pressure buildup test 
and an interference test. 
3. If the ratio of the matrix and fracture flow capacities is small only one straight line is observable. 
4. The behaviour of a fractured reservoir approximates that of an equivalent homogeneous reservoir at late times. 
Comments: 
Kazemi compared the previous methods for analysing the pressure transient behaviour of fractured reservoirs. He developed a 
simplified model and followed the Warren and Root method finding good correlation between his and their results. He 
compared these results with previous models from other authors finding only apparent validity in this other methods. He also 
pointed out a couple of weaknesses of the Warren and Root approach. 
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SPE 7977 (1979) 
 
Transient pressure behavior of naturally fractured reservoirs 
 
Authors: Mavor, M.J., Cinco Ley, H. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
Extension of the Warren and Root double porosity model to include wellbore storage and skin. It also evaluated the improved 
model for infinite reservoirs and the late time behaviour of finite reservoirs. 
 
Objective of the Paper: 
Extend Warren and Root’s double porosity model to improve analysis of field data and include wellbore and reservoir 
conditions such as wellbore storage, skin and constant producing pressure in infinite systems. 
 
Methodology used: 
The study considered a horizontal radial reservoir with impermeable upper and lower boundaries. The fracture network was 
superimposed on the primary porosity. At any point in space there is one pressure for the matrix and another one for the 
fracture. The fracture permeability is constant and larger than the matrix permeability by at least one order of magnitude. The 
flow is single phase and governed by Darcy’s law. The matrix-fracture interaction is described by an instantaneous steady-
state pressure relation. The equations were solved with the Laplace transform method by Van Everdingen and Hurst (1949) 
and then the Stehfest method for numerical inversion was used to obtain the solution in real space. Wellbore storage and skin 
were described and included in the original model.  
 
Conclusion reached: 
1. The storativity of both the matrix and fracture system can be estimated from a test performed on a single well. 
2. Buildup and drawdown tests can be analysed by similar techniques for formation parameters when the flow rate is 
constant and the total reservoir storativity is in communication at the wellbore at the time of shut-in. 
3. The two parallel lines behaviour can be eliminated when the matrix contribution to flow is minimal, as boundary 
effects can occur sooner. I can also be eliminated if short flow periods precede a buildup test. 
Comments: 
The inclusion of wellbore storage and skin to the double porosity model was an important step. This paper also presents ways 
to estimate the values of ω, λ and skin from straight line analysis and it suggests the use of type curves for the estimation of 
wellbore storage. 
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SPE 9293 (1980) 
 
Determination of fissure volume and block size in fractured reservoirs by type-curve analysis 
 
Authors: Bourdet, D., Gringarten, A. C. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
A new type-curve and methodology to more accurately determine the λ and ω parameters. As well as solutions to both pseudo-
steady state and transient flow from matrix to fractures. 
 
Objective of the Paper: 
Present a new type-curve for analysing wells with wellbore storage and skin in double porosity systems, as well as the means 
to provide all the system parameters by performing log-log analysis. 
 
Methodology used: 
Uses the wellbore storage (WBS) and skin solution from Mavor and Cinco (1979) to construct a new type curve suitable for 
practical interpretation. In order to construct the new type curve, the problem of a well with WBS and skin in a double porosity 
reservoir is broken into two: 
1. The problem of a well with WBS and skin in a homogeneous reservoir (this type curve was already available at the 
time) 
2. The effect of the double porosity reservoir represented by the λe-2S curves. 
The paper also describes the methodology for log-log interpretation of pressure buildup data (iterative process). It also 
provides a solution for transient flow from matrix blocks to fractures. 
 
Conclusion reached: 
1. A new type curve was introduced to analyse pressure drawdowns and build-ups in wells with WBS and skin in double 
porosity reservoirs. The type curve applies to damaged, acidized and fractured wells in fissured formations. 
2. Log-log analysis with this type curve yields the usual reservoir parameters in addition to ω and λ. The type curve also 
helps to detects semi-log radial flow on the test data. 
3. Any interpretation, to be reliable, must be supported by a detailed knowledge of the particular reservoir geology and 
well completion. 
Comments: 
This paper describes the construction of the new type curve as well as the methodology to use it for practical interpretation in a 
very detailed manner. 
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SPE 12777 (1989) 
 
Use of Pressure Derivative in Well-Test Interpretation 
 
Authors: Bourdet, D., Ayoub, J. A., Pirard, Y. M. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
This paper proposes the use of the pressure derivative as a valuable interpretation tool. 
 
Objective of the Paper: 
To present a new well-test interpretation method based on the analysis of the pressure derivative and the actual pressure 
response. 
 
Methodology used: 
An explanation of the analysis for homogeneous reservoirs and its drawbacks is presented. The pressure derivative is presented 
as the derivative of the pressure against the natural logarithm of time. Infinite acting radial flow produces a straight line in log-
log scale. Type curves are developed for the pressure derivative. For buildup analysis, the same curves apply but the derivative 
has to be taken with respect to the natural logarithm of the Horner time. A method for type curve matching is explained, it 
consists on matching the radial flow stabilization in the derivative. The differentiation algorithm is explained; the algorithm 
takes into consideration the noisy nature of the data and provides smoothing. The derivative approach is used on the double-
porosity model for both pseudo-steady state and transient interporosity flow, highlighting the gain in sensitivity of the 
derivative approach. 
 
Conclusion reached: 
1. With the derivative approach, a diagnosis is performed, with improved sensitivity, on the global response, the various 
flow regimes are identified more accurately. 
2. The derivative approach improved the definition of the analysis plots and therefore the quality of the interpretation. 
3. The differentiation of actual data has to be conducted with care to remove noise without affecting the signal. 
Comments: 
The derivative approach greatly improved the interpretation of well tests in all types of reservoirs. It provided deeper 
understanding of the flow regimes occurring in a reservoir and how these are develop in a chronological order. This paper also 
presents the advantages of using the derivative approach for heterogeneous reservoirs exhibiting the double porosity behaviour 
and presents a type curve for double porosity reservoirs with pseudo-steady state matrix to fracture flow. Pressure derivative 
analysis is now the basis of well-test analysis. 
 
  
32   
PETROLEUM SOCIETY OF CIM/SPE 90-120 (1990) 
 
Simulation of dual-porosity flow in discrete fracture networks 
 
Authors: Doe, T.W., Uchida, M., Kindred, J.S., Dershowitz, W.S. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
First use of discrete fracture networks to simulate double porosity systems 
 
Objective of the Paper: 
To develop a discrete-fracture network approach to flow analysis of dual-porosity systems. 
 
Methodology used: 
A dual-porosity model of discrete fracture flow is developed by associating a generic matrix block with each fracture segment 
in the discrete fracture network. Proprietary code MAFIC3D is used to simulate discrete fracture and matrix-continuum flow; 
it assumes flow in the fractures obeys Darcy’s Law. Two simulations of the discrete-fracture, dual-porosity approach are 
analysed: a simple slab model with one horizontal fracture and a slab model with one horizontal fracture and a small number 
of vertical fractures. The synthetic fracture systems were generated using FracMan. 
 
Conclusion reached: 
1. An approach to simulate double porosity behaviour in discrete fracture networks was presented to evaluate the extent 
at which the double porosity approach can be applied to complex fracture geometries. 
2. The shape of the drawdown curves for the simulations fits the classic dual-porosity model; however the detailed 
drawdown responses at specific points in the fracture network reflect heterogeneities in properties and geometry. 
Comments: 
This paper is a meeting point for the discrete fracture network (DFN) approach with the double porosity model. At that time, 
DFN was mostly used to simulate flow in the fractures but did not consider the full matrix-fracture interactions. 
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SPE 49233 (1998) 
 
Discriminating fracture patterns in fractured reservoirs by pressure transient tests 
 
Authors: Wei, L., Hadwin, J., Chaput, E. , Rawnsley, K., Swaby, P. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
Provided the pressure transient response for many different simulated fracture patterns, some stochastic and some idealized. 
This paper demonstrates the application of DFN for well test analysis. 
 
Objective of the Paper: 
To test the applicability of a new DFN modelling approach, by simulating well tests to discrimate between different geological 
models. 
 
Methodology used: 
Pressure transient tests for different fracture configurations were simulated using the Mafic code (now contained in FracMan) 
and then interpreted; the simulated cases included parallel fractures and perpendicular intersecting fractures, fractures 
contained in single and multiple layers, with the well intersecting fractures and faults at different places and with different 
perforated intervals. 
 
Conclusion reached: 
1. Double-porosity behaviour as described by the Warren and Root (1963) model was never observed. 
2. At later times, the single-layer cases exhibit radial flow. 
3. Partial penetration (spherical flow) is observed in the multi-layer cases where the well is intersected by a fracture and 
with communication between layers. 
Comments: 
The classical pseudo-steady state, dual porosity behaviour was not observed by these authors, however it is also stated that the 
employed simulator always returns a transient response from the matrix grids. 
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SPE 59014 (2000) 
 
Well Test Pressure Derivatives and the Nature of Fracture Networks 
 
Authors: Wei, L. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
Identified how connectivity is closely related to the pressure transient behaviour of fractured reservoirs and provided a 
methodology for incorporating well test analysis and DFN simulation in the characterization and modelling of fractured 
reservoirs. 
 
Objective of the Paper: 
To examine the relationships between well test pressure derivatives and the nature of the fracture networks, in terms of 
connectivity, fracture intensity, heterogeneity and relative flow from fractures and matrix. 
 
Methodology used: 
A variety of geological scenarios are used, for each scenario the fracture parameters to be studied are identified, then the 
fracture networks are generated explicitly either stochastically or deterministically with a range of values for a particular 
parameter while keeping the others at their nominal value, then the well tests are simulated. Where the fractures were 
generated stochastically, multiple realizations are produced. Finally the relationships between the synthetic fracture networks 
and their respective pressure derivatives are examined. Six main cases were examined: low fracture intensity (low 
connectivity), medium intensity (intermediate connectivity), high connectivity (good fracture connectivity), high intensity with 
power-law fracture size distribution, a single set of fractures with and without matrix flow, a case study with actual data from 
several DSTs in a single well. 
 
Conclusion reached: 
1. In reservoirs with high fracture-to-matrix permeability contrast, the well tests derivatives are good indicators of the 
underlying fracture networks. 
2. As fracture intensity increases the behaviour of the derivative deviates from channelized flow and approaches that of 
a homogeneous reservoir. 
3. Power-Law fracture size distributions result in more channelized flow than lognormal distributions. 
4. If the matrix permeability is very low, the pressure derivative of a well test is a “signature” of how well connected the 
fractures are as the radius of investigation of the well test increases. At increasing values of fracture permeability the 
pressure derivative behaviour due to the fractures is less. 
Comments: 
This paper provides a workflow for fractured reservoirs simulation using DFN, well test data, geophysical and geological data 
and other data sources. 
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SPE 59042 (2000) 
 
Stress-Sensitive Fracture-Flow Modelling in Fractured Reservoirs  
 
Authors: Jolly, R.J.H., Wei, L., Pine, R.J. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
Identified the impact that the current stress field acting on a fracture network has on the well-test behaviour. 
 
Objective of the Paper: 
To present a methodology for incorporating in-situ stresses and stress changes due to production and injection in discrete-
fracture network modelling. 
 
Methodology used: 
Two methodologies were used. For the first methodology, fractures that are suitably oriented for flow in the fracture network 
are identified by determining their individual orientation and calculating normal and shear stresses for a given stress regime, 
these fractures are called critically stressed fractures. Permeability is assigned to fractures that are critically stressed and 
preferentially oriented for shear; for fractures that are not suitably oriented, zero permeability is assigned, assuming they are 
closed. For the second methodology, the normal stress is calculated in the same way as in methodology 1, but the aperture of a 
fraction is assigned as a function of the normal stress acting on that fracture, consequently all the fractures remain open to 
flow, but aperture is varied. Once the fracture properties are assigned, single phase flow is simulated through the fracture 
network and matrix and the pressure transient test behaviour is evaluated. Changing the stress and the reservoir fluid pressure 
changes the conductive nature of the fracture network and this is reflected on the pressure transient behaviour. 
 
Conclusion reached: 
1. The flow is sensitive to the current acting stress regime. 
2. When the stress regime is considered there can be an increase in compartmentalization (clustering) of the fracture 
network and a reduction of total permeability. 
3. The clustering of the fracture network due to stresses translates into channelized flow, resulting in a linear flow 
regime in the middle times of the pressure derivative. 
Comments: 
It is known that current the current day stress field has a strong influence in the flow properties of a fracture network. This 
paper addresses this by explicitly simulating a pre-existent fracture network and provides two ways of taking into 
consideration the present day stress. The first methodology has geometrical implications as fractures as selectively closed, 
which results in more channelled flow. The second methodology conserves the geometry of the fracture network but the 
resulting flow is more anisotropic, which also results in channelled flow. 
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Fractured Reservoirs, Special Publication v. 270, Geological Society of London, London, UK, 1st edition (2007), p. 117-
137 
 
Study of fracture-induced anisotropy from discrete fracture network simulation of well test responses 
 
Authors: Leckenby, R.J., Lonergan, L., Rogers, S.F., Sanderson, D.J. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
This paper presented a study of how anisotropy affects the pressure transient behaviour of fractured reservoirs and appointed 
how knowledge of the source of such anisotropy can be used to characterize the variability in the system. 
 
Objective of the Paper: 
To investigate the effect of different geometrical properties of known fracture networks on transient pressure derivatives. In 
particular, this paper investigates if simple regular models can approximate the behaviour of more complex geometries of 
fracture networks and to what extent can the permeability anisotropy be quantified from pressure transient tests. 
 
Methodology used: 
Different geometrical models of two sets of vertical fractures are constructed. Permeability for one of the fracture sets is 
always constant. The geometrical models are divided in regular models, which are generated deterministically with regular 
fracture spacing and constant orientation, and realistic models, generated stochastically, with orientation following a normal 
distribution; three stochastic realizations of each model are generated. Geometrical anisotropy is induced by changing the 
angle between the fracture sets, from orthogonal (90°) to 45, 30 and 15°. Permeability anisotropy is explored only in the 
orthogonal models by reducing the permeability of one fracture set relative to the other. Single-phase flow well tests are then 
simulated and interpreted. No wellbore storage or skin is considered. 
 
Conclusion reached: 
1. Comparing the regular and the realistic models, it was found that the behaviour of the pressure derivative varies as a 
function of the fracture network connectivity. 
2. In realistic fracture networks, the origin of the anisotropy is important. Permeability anisotropy in an orthogonal 
network causes considerable changes on the derivative, but geometric anisotropy causes even stronger changes in the 
pressure transient behaviour. 
3. The overall trend of realistic fracture networks can be approximated with simpler models. 
4. Increasing geometrical anisotropy can drastically increase the heterogeneity in the reservoir volume, as well as 
increasing the linearity of flow in the system. 
Comments: 
This paper presents a very clear methodology that can be easily followed to assess the impact of different parameters in the 
well tests behaviour of fractured reservoirs using DFN simulation. 
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SPE 164894 (2013) 
 
Global Sensitivity Analysis for Natural Fracture Geological Modeling Parameters from Pressure Transient Tests 
 
Authors: Morton, K.L., Booth, R.J.S., Chugunov, N., Biryukov, D., Fitzpatrick, A., Kuchuk, F.J. 
 
Contribution to the understanding of well test behaviour of fractured reservoirs: 
First paper to quantify the uncertainty of the pressure transient response of DFN models using global sensitivity analysis. 
 
Objective of the Paper: 
To identify which fractured-reservoir geological-modelling parameters can be estimated from the well-test data by performing 
a global sensitivity analysis (GSA) on the pressure and pressure derivative responses generated using a recently publish semi-
analytical solution for fractured reservoirs. 
 
Methodology used: 
The geomodelling parameters were selected according with the fracture properties that can be obtained from static data. A 2-D 
fractured reservoir model is proposed and the discrete fracture pressure transient solution proposed by the authors is used to 
simulate well tests. Principal Component Analysis (PCA) is then applied to the responses of 500 well-tests to identify the 
parameters to which the pressure transient is sensitive or insensitive, however the results from PCA cannot be fully accurate as 
the relationship between the pressure transient behaviour and the input parameters is not linear. GSA using the method of 
Sobol’ is then applied to 3500 simulated well test responses, the first order and total effect indices are calculated and plotted as 
a function of time in the context of the standard deviation of the pressure and pressure derivative. The results are then 
interpreted. 
 
Conclusion reached: 
1. GSA was found to be a suitable technique to quantify the sensitivity of the well test response to the uncertain 
geological modelling parameters. 
2. Near-well fracture conductivities have the greatest impact on the well test behaviour. For the case when the well is 
not intersected by a fracture, the second most sensitive parameter is the minimum distance to the nearest fracture from 
the well. 
3. Sensitivity is limited to the fracture orientation and the orientation dispersion. 
Comments: 
This paper demonstrates the usefulness of applying GSA to well tests problems; it provides a methodology for doing so. 
However, parts of the methodology can be improved, e.g. the random sampling of the input parameters is known to cause 
convergence issues to the GSA, quasi-random sampling techniques are better. 
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APPENDIX A – Model Validation. 
 
The validation of the model consisted in reproducing a known fracture configuration that has an analytical solution and that is 
relevant to the type of flow that is expected in the different realizations of the fractured reservoir model. Following the 
methodology of Leckenby et al. (2007), the solution for a vertical well intersected by a vertical fracture of infinite 
conductivity, proposed by Gringarten et al. (1974), was reproduced. To reproduce the analytical solution, a model equivalent 
to a hydraulically fractured well was constructed in FracMan®. Figure A 1 shows a snapshot of the mesh used to simulate a 
drawdown at constant rate on the constructed model. The pressure transient behaviour and its correspondent match are shown 
in Figure A 2. Linear flow during the early times (slope ½), followed by a transition period and radial flow stabilization on the 
derivative at approximately 100 hours; the rectangular no-flow boundary is seen at approximately 300 hours (slope 1). The 
behaviour of the hydraulically fractured vertical well model is in accordance with the analytical solution. 
 
Figure A 1- Finite Element mesh used to simulate the well test for the hydraulically fractured well model. 
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Figure A 2- Pressure transient behaviour and interpretation of the well-test for the model constructed for validation. 
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APPENDIX B – Well test behaviour for model realization 890. 
 
Values of the modelling parameters for this model realization are: 37.25 for Kappa, 0.0763-m
2
/m
3
 for P32, 1.743 for 
permeability anisotropy, 56.95-m for fracture size (equivalent radius) and 0.016-m for fracture aperture. 
At early times, up to 1.18 hours, only the near-wellbore effects are observed in the pressure transient behaviour, because the 
well is intersected by a high conductivity fracture, linear flow regime (slope ½) is seen. 
 
    
Figure B 1- Log-Log Plot of Pressure Change and Derivative and Pressure Snapshot of the Fractured Network at t=1.18 hours. 
At approximately 10.6 hours, the test sees a few of the nearby N-S trending fractures, around 50-m from the well, this is 
seen as a change in mobility and storativity. 
 
    
Figure B 2- Log-Log Plot of Pressure Change and Derivative and Pressure Snapshot of the Fractured Network at t=10.6 hours. 
At 115 hours, many fractures up to 100-m south from the well are contributing to flow, this again is seen as a change in 
mobility and storativity as more fractures get connected. 
 
            
Figure B 3- Log-Log Plot of Pressure Change and Derivative and Pressure Snapshot of the Fractured Network at t=115 hours. 
At 1000 hours a more uniform fracture network is seen by the well-test, as flow from more fractures north and north-east 
from the well is observed, the fractures contributing to the well-test response are now up to 300-m from the well. 
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Figure B 4- Log-Log Plot of Pressure Change and Derivative and Pressure Snapshot of the Fractured Network at t=1000 hours. 
At 2280 hours the boundary to the south is about to be seen by the well-test, as connectivity of this fracture network is 
much better in the southern part than anywhere else, fractures contributing to flow are now more than 350-m away from the 
well. 
 
            
Figure B 5- Log-Log Plot of Pressure Change and Derivative and Pressure Snapshot of the Fractured Network at t=2280 hours. 
By 5000 hours, the no-flow boundary to the south has been reached, but the well-test has not seen the closed system yet, 
the radius of investigation at this time is more than 450-m. 
 
            
Figure B 6- Log-Log Plot of Pressure Change and Derivative and Pressure Snapshot of the Fractured Network at t=5000 hours. 
At 6000 hours the closed system is seen and the derivative shows a slope of 1, however from the pressure snapshot it can be 
observed that the eastern part of the fracture network has not yet been drained, it does not show much pressure depletion 
because it is poorly connected to the rest of the fractures. 
 
0.1
1
10
100
1000
10000
0.0001 0.01 1 100 10000 1000000
P
re
ss
ur
e 
C
ha
ng
e 
an
d 
D
er
iv
at
iv
e 
(p
si
)
Elapsed time (hrs)
0.1
1
10
100
1000
10000
0.0001 0.01 1 100 10000 1000000
P
re
ss
ur
e 
C
ha
ng
e 
an
d 
D
er
iv
at
iv
e 
(p
si
)
Elapsed time (hrs)
0.1
1
10
100
1000
10000
0.0001 0.01 1 100 10000 1000000
P
re
ss
ur
e 
C
ha
ng
e 
an
d 
D
er
iv
at
iv
e 
(p
si
)
Elapsed time (hrs)
  43 
 
Figure B 7- Log-Log Plot of Pressure Change and Derivative and Pressure Snapshot of the Fractured Network at t=6000 hours. 
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APPENDIX C – Input Sample Generation and the SimLab software 
 
The values of the uncertain input parameters were sampled using the FAST sampling strategy, which is used in conjunction 
with the Extended FAST method for GSA. The SimLab software was used both for sampling the input parameters and for 
computing the sensitivity indices for the simulated well tests. 
The FAST sampling strategy uses a transformation function    which provides a uniformly distributed sample for each 
input factor               in the unit cube  
 . The transformation function    is given by Saltelli et al. (1999) as 
   
 
 
 
 
 
          (      )  
Where   takes values between  
 
 
  and 
 
 
 ; and    is a random phase shift parameter taking values in       . 
The search curve oscillates over the range of values of  . As   changes all the input factors change simultaneously and their 
range of uncertainty is systematically explored. If a set of incommensurate frequencies    is used then the search curve drives 
close to any point x of the input domain. A set of frequencies is incommensurate if none of the frequencies can be obtained as 
a linear combination of the other frequencies with integer coefficients. If the set of frequencies chosen is incommensurate, then 
the search curve is space-filling and it adequately samples the inputs in the entire space of their uncertainty. 
A series of screenshots is given below to show how the input samples were generated using SimLab in accordance with the 
distributions given in Table 1. 
 
 
Figure C 1- Main SimLab window. The configuration of the samples to be generated is shown in red. 
The input factors are entered one by one, specifying their respective distribution, mean, standard deviation and maximum 
and minimum values for truncation. 
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Figure C 2- Input factor setup window from SimLab. 
 
 
Figure C 3- In the case of lognormal distributions, the mean is entered as ln(x). This figure shows the particular case of Fracture 
Aperture. 
Once the input factors have been entered and accepted, the GSA method and its corresponding sample strategy are 
selected. 
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Figure C 4- Pre-processor window with the Fast method selected. A Quick Help window shows information for the selected method. 
In the “Specify Switches” button, the sensitivity indices that are to be computed can be specified, as this will have an 
impact on the generated samples depending on the selected GSA method. After the input factors have been defined and the 
GSA method has been selected, the input sample can be generated from the main window. 
 
 
Figure C 5- "Specify Switches" window for the FAST method. The Extended FAST is selected to compute all first order and total 
effect sensitivity indices. 
Once the input samples are generated and loaded, the Monte-Carlo simulation can be configured and the physical model 
outputs selected. Then the data is analysed in the Statistical Post-processor using the selected GSA method and the sensitivity 
indices are computed. The sensitivity indices can then be visualized wither in a pie-chart or in a table. 
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Figure C 6- Visualization of Sensitivity Indices in pie-chart and table form. 
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APPENDIX D – FracMan for Well-Test Simulation 
 
FracMan® Reservoir Edition was used for the fractured reservoir flow simulations. FracMan® uses the discrete-fracture 
network (DFN) approach; it models the geometry of the fractures explicitly which provides a realistic way to model fractured 
reservoir performance (FracMan® User’s Manual, 2011). The DFN workflow in FracMan® consists of three steps: 
1. Fracture data analysis. Information from many different sources is analysed to derive parameters such as locations, 
size, shape, orientation, flow properties and number of distinct fracture sets. These parameters are needed for the next 
step. 
2. Generation of discrete fracture networks. Multiple fracture networks are generated using the information from the 
data analysis. 
3. Discrete fracture network analysis. Several different analyses are applied to the generated fracture networks, from 
simple geometric and statistical analysis like the computation of fracture densities, to complex flow simulations. 
 
Generally, several realizations of the DFN model are needed, and an iterative process between steps two and three is used 
to calibrate the model. Different properties in the DFN model are changed in different model realizations and simulated well-
tests can be compared to field measurements until a match is achieved, indicating that the particular model realization has 
similar flow properties to the actual reservoir. 
The 1525 well tests simulated in FracMan® were generated using the Macros facility in the software. A Macro that defines 
two intersecting fracture sets, and then defines and runs a well test simulation was written. The code was then placed in MS 
Excel and copied several times; the code in MS Excel takes the values for permeability, aperture, fracture size, fracture 
intensity and Kappa from a table. 
A sample of the FracMan Macro code is listed below; the values assigned to the uncertain modelling parameters are 
highlighted in yellow: 
 
BEGIN DefineFractureSetDefinition         
 DefinitionName = "N-S_500"        
 FractureModel = "REGION"        
 RegionName = "Cylinder500"        
 ClipToRegion = 1        
 UseSurfacePoints = 0        
  BEGIN Properties       
  Name = "Aperture"       
   BEGIN Distribution      
   Type = "CONSTANT"      
   Parameters = 0.00508     
   MinValue = 0      
  END       
  Name = "Permeability"       
   BEGIN Distribution      
   Type = "CONSTANT"      
   Parameters = 1646.64     
   MinValue = 0      
  END       
  Name = "Compressibility"       
   BEGIN Distribution      
   Type = "CONSTANT"      
   Parameters = 1e-006      
   MinValue = 0      
  END       
 END        
 #** Intensity        
 P32 = 0.04720       
 AdjustedByTruncation = 0        
 #** Orientation        
 UsePole = 1        
  BEGIN OrientationDistribution       
  Type = "FISHER"       
  Parameters =  90 10 92.686      
 END        
 #** Shape        
 NumSides = 4        
 AlignQuads = 1        
 Termination = 0        
  BEGIN AspectDistribution       
  Type = "CONSTANT"       
  Parameters = 1       
 END        
  BEGIN AspectAxisDistribution       
  Type = "CONSTANT"       
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  Parameters =  90 0       
 END        
 #** Size        
  BEGIN SizeDistribution       
  Type = "CONSTANT"       
  Parameters = 73.536      
 END        
END         
         
BEGIN GenerateFractureSet         
 Name = "N-S_500"        
 DefinitionName = "N-S_500"        
END         
         
BEGIN DefineFractureSetDefinition         
 DefinitionName = "E-W_500"        
 FractureModel = "REGION"        
 RegionName = "Cylinder500"        
 ClipToRegion = 1        
 UseSurfacePoints = 0        
  BEGIN Properties       
  Name = "Aperture"       
   BEGIN Distribution      
   Type = "CONSTANT"      
   Parameters = 0.00508     
   MinValue = 0      
  END       
  Name = "Permeability"       
   BEGIN Distribution      
   Type = "CONSTANT"      
   Parameters = 1000      
   MinValue = 0      
  END       
  Name = "Compressibility"       
   BEGIN Distribution      
   Type = "CONSTANT"      
   Parameters = 1e-006      
   MinValue = 0      
  END       
 END        
 #** Intensity        
 P32 = 0.04720       
 AdjustedByTruncation = 0        
 #** Orientation        
 UsePole = 1        
  BEGIN OrientationDistribution       
  Type = "FISHER"       
  Parameters =  0 10 92.686      
 END        
 #** Shape        
 NumSides = 4        
 AlignQuads = 1        
 Termination = 0        
  BEGIN AspectDistribution       
  Type = "CONSTANT"       
  Parameters = 1       
 END        
  BEGIN AspectAxisDistribution       
  Type = "CONSTANT"       
  Parameters =  90 0       
 END        
 #** Size        
  BEGIN SizeDistribution       
  Type = "CONSTANT"       
  Parameters = 73.536      
 END        
END         
         
BEGIN GenerateFractureSet         
 Name = "E-W_500"        
 DefinitionName = "E-W_500"        
END         
         
BEGIN DefineFilter         
 Name = "Base"        
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 FractureSet = "Single Fractures"        
 FractureSet = "N-S_500"        
 FractureSet = "E-W_500"        
END         
         
BEGIN WellTestDefinition         
 Type = 1        
 DateTime = "Tue Jul 02 15:33:46 2013 "        
 Title = "Base500"        
 Author = ""        
 Organization = ""        
 Notes = ""        
 OutputDir = "C:\FAST1525\4\343\"        
 AperMult = 1        
 Poro = 1        
 OilDens = 800        
 OilVisc = 1        
 OilComp = 1e-006        
 H2ODens = 998        
 H2OVisc = 0.89        
 H2OComp = 1e-006        
 P0 = 1000        
 OilSat = 0.95        
 H2OSat = 0.05        
 ResSatWet = 0.05        
 ResSatNonWet = 0.14       
 RelPermModel = 2        
 LabelRelPermA = ""        
 RelPermA = 2        
 RelPermPd = 10        
 WellStor = 1e-006        
 WellDiam = 0.2        
 WellSkin = 5        
 MtxPerm = 0.01        
 MtxPoro = 0.1        
 MtxComp = 1e-005        
 MtxGridName = ""        
 MtxRad = 10        
 MtxDsct = 0        
 MinElem = 0.1        
 MaxElem = 30        
 TriTol = 0.001        
 WellRatio = 0.1        
 TimeSceme = 1        
 Duration = 100000        
 TimeSteps = 100        
 ReductionKm = 0.1        
 Thickness = 20        
 Filter = "Base"        
 ExportFiles = 1        
 CreateMesh = 1        
 ComputeSoln = 1        
 DepthValues = 0        
 WellFX = 0        
 MtxFX = 1        
 MtxGlobProps = 1        
 MtxGlobRad = 1        
 Splines = 1        
 OutputTime = 1000        
 WellInterval Well = "Well_1" IntervalSet = "Well_1_Intervals" IntervalName = "Perf1"      
  
END         
BEGIN WellTestExportFiles         
 Name = "Base500"        
END         
BEGIN WellTestCreateMesh         
 Name = "Base500"        
END         
BEGIN WellTestComputeSoln         
 Name = "Base500"        
END         
         
BEGIN DeleteObjects        
 Name = "N-S_500"        
END         
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BEGIN DeleteObjects        
 Name = "E-W_500"        
END         
BEGIN DeleteObjects        
 Name = "Mesh_Base500"        
END         
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APPENDIX E – Calculated First-Order and Total-Effect Sensitivity Indices 
 
The first order and total effect sensitivity indices, calculated using the Extended FAST method with a sample size of 1525, are 
shown below. Unlike on the main body of this report, the sensitivity indices are shown as they were calculated by the global 
sensitivity analysis, not in the context of the standard deviation. 
The sensitivity indices are listed in tables and subsequently plotted in area charts. First-order sensitivity indices do not add 
up to 1 as the pressure transient response is highly non-linear and higher order interactions account for part of the uncertainty 
of the predictions of the model. Total-order-effect sensitivity indices are listed in table form as they are calculated from the 
GSA, a subsequent table shows the total-effect sensitivity indices normalized to 1; the latter are plotted in area charts. Refer to 
the description of each table and figure for more information. 
 
Table E 1- First-order sensitivity indices for Pressure, calculated using the FAST method with data from 
1525 model realizations. 
Time, hr → 0.001 0.012 0.109 1.18 10.6 115 1000 2280 
Kappa 0.045 0.043 0.041 0.044 0.044 0.022 0.010 0.007 
P32 0.024 0.024 0.029 0.104 0.243 0.384 0.459 0.485 
Perm_Ani 0.030 0.031 0.031 0.029 0.028 0.029 0.037 0.034 
Size 0.030 0.027 0.018 0.013 0.014 0.015 0.009 0.013 
Apert 0.045 0.045 0.052 0.038 0.037 0.049 0.061 0.063 
Sum 0.173 0.171 0.172 0.228 0.366 0.498 0.576 0.603 
 
Figure E 1- Area-chart of the First-Order Sensitivity Indices for Pressure, calculated with the FAST method. 
 
Table E 2- First-order sensitivity indices for Pressure Derivative, calculated using the FAST method with 
data from 1525 model realizations. 
Time, hr → 0.001 0.012 0.109 1.18 10.6 115 1000 2280 
Kappa 0.044 0.040 0.035 0.039 0.023 0.010 0.006 0.005 
P32 0.024 0.032 0.127 0.208 0.334 0.405 0.460 0.450 
Perm_Ani 0.030 0.033 0.016 0.018 0.025 0.035 0.030 0.019 
Size 0.029 0.018 0.008 0.014 0.014 0.009 0.031 0.071 
Apert 0.045 0.047 0.036 0.028 0.041 0.055 0.065 0.054 
Sum 0.172 0.170 0.222 0.307 0.437 0.515 0.592 0.598 
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Figure E 2- Area-chart of the First-Order Sensitivity Indices for Pressure Derivative, calculated with the FAST method. 
Table E 3- Total-order-effect sensitivity indices for Pressure, calculated using the FAST method with data 
from 1525 model realizations. 
Time, hr → 0.001 0.012 0.109 1.18 10.6 115 1000 2280 
Kappa 0.879 0.878 0.873 0.824 0.656 0.495 0.347 0.254 
P32 0.876 0.876 0.877 0.888 0.854 0.816 0.810 0.804 
Perm_Ani 0.871 0.873 0.880 0.807 0.675 0.473 0.337 0.298 
Size 0.877 0.878 0.845 0.731 0.640 0.558 0.432 0.364 
Apert 0.874 0.889 0.898 0.826 0.739 0.572 0.445 0.400 
Sum 4.377 4.395 4.373 4.076 3.563 2.914 2.372 2.120 
 
Table E 4- Normalized Total-order-effect sensitivity indices for Pressure, calculated using the FAST 
method with data from 1525 model realizations. 
Time, hr → 0.001 0.012 0.109 1.18 10.6 115 1000 2280 
Kappa 0.201 0.200 0.200 0.202 0.184 0.170 0.146 0.120 
P32 0.200 0.199 0.200 0.218 0.240 0.280 0.342 0.379 
Perm_Ani 0.199 0.199 0.201 0.198 0.189 0.162 0.142 0.140 
Size 0.200 0.200 0.193 0.179 0.180 0.191 0.182 0.172 
Apert 0.200 0.202 0.205 0.203 0.207 0.196 0.188 0.189 
Sum 1 1 1 1 1 1 1 1 
 
 
Figure E 3- Area-chart of the Normalized Total-Order-Effect Sensitivity Indices for Pressure, calculated with the FAST method. 
0.001 0.01 0.1 1 10 100 1,000
0
0.1
0.2
0.3
0.4
0.5
0.6
Time, Hr
F
ir
s
t-
O
rd
e
r 
S
e
n
s
it
iv
it
y
 I
n
d
ic
e
s
 
 
Kappa
P32
Perm-Ani
Size
Apert
0.001 0.01 0.1 1 10 100 1,000
0
0.2
0.4
0.6
0.8
1
1.2
Time, Hr
N
o
rm
a
liz
e
d
 T
o
ta
l-
E
ff
e
c
ts
 S
e
n
s
it
iv
it
y
 I
n
d
ic
e
s
 
 
Kappa
P32
Perm-Ani
Size
Apert
54   
 
Table E 5- Total-order-effect sensitivity indices for Pressure Derivative, calculated using the FAST 
method with data from 1525 model realizations. 
Time, hr → 0.001 0.012 0.109 1.18 10.6 115 1000 2280 
Kappa 0.879 0.877 0.823 0.689 0.538 0.458 0.184 0.118 
P32 0.876 0.874 0.885 0.865 0.834 0.824 0.792 0.820 
Perm_Ani 0.872 0.880 0.800 0.713 0.540 0.358 0.298 0.312 
Size 0.878 0.855 0.761 0.682 0.609 0.512 0.345 0.406 
Apert 0.878 0.903 0.811 0.783 0.641 0.488 0.397 0.351 
Sum 4.382 4.388 4.080 3.732 3.162 2.640 2.017 2.008 
 
Table E 6- Normalized Total-order-effect sensitivity indices for Pressure Derivative, calculated using the 
FAST method with data from 1525 model realizations. 
Time, hr → 0.001 0.012 0.109 1.18 10.6 115 1000 2280 
Kappa 0.200 0.200 0.202 0.185 0.170 0.174 0.091 0.059 
P32 0.200 0.199 0.217 0.232 0.264 0.312 0.393 0.409 
Perm_Ani 0.199 0.201 0.196 0.191 0.171 0.136 0.148 0.155 
Size 0.200 0.195 0.187 0.183 0.193 0.194 0.171 0.202 
Apert 0.200 0.206 0.199 0.210 0.203 0.185 0.197 0.175 
Sum 1 1 1 1 1 1 1 1 
 
 
Figure E 4- Area-chart of the Normalized Total-Order-Effect Sensitivity Indices for Pressure Derivative, calculated with the FAST 
method. 
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APPENDIX F – HDMR and Accuracy Check 
 
The main GSA was performed with the Extended FAST method using an input sample set of 1525-by-5; that is 1525 model 
evaluations with 5 different uncertain input parameters. To ensure the sample size of 1525 is large enough to achieve accurate 
results, an accuracy check was performed by doing another GSA with the HDMR method using the available data. HDMR 
creates a meta-model from the input-output relationships, the produced meta-model is very computationally efficient. The 
meta-model is then evaluated and a sensitivity analysis is performed on it. However, for HDMR to provide accurate results, 
the selected number of evaluations of the physical model must be a good representation of the behaviour of the model. In this 
exercise, HDMR was performed using an increasing number of model evaluations for the Pressure Derivative response at 1000 
hours. The first-order sensitivity indices calculated from HDMR for the pressure derivative at 1000 hours are shown in Table F 
1. The first-order sensitivity indices are plotted on error-bar charts in Figure F 1, with the exception of the first-order 
sensitivity indices for Kappa, which resulted in a value of 0 for all sample sizes, the rest of the sensitivity indices for the 
remaining parameters start to converge when 1024 model evaluations are selected to construct the meta-model. This means 
that the first 1024 model evaluations are already a good representation of the overall behaviour of the physical model, hence 
the sample size of 1525 used for the model evaluations employed in the FAST method are a large enough sample size to 
provide accurate results. 
 
Table F 1- First-order sensitivity indices for the Pressure Derivative at 1000 hours. Calculated with the 
HDMR method using different number of physical model evaluations to construct the HDMR meta-
model. 
N = 128 256 512 1024 1250 1525 
Kappa 0 0 0 0 0 0 
P32 0.353 0.583 0.519 0.532 0.561 0.541 
Perm_Ani 0.093 0.081 0.278 0.040 0.054 0.053 
Size 0.430 0.068 0.077 0.053 0.059 0.064 
Apert 0.220 0.110 0.120 0.075 0.083 0.081 
Sum 1.097 0.842 0.993 0.700 0.757 0.739 
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Figure F 1- Error-bar charts of the first-order sensitivity indices for each input factor. Sensitivity indices were calculated with the 
HDMR method using different number of physical model evaluations to construct the meta-model. Convergence in achieved at 
N=1024. 
The HDMR calculations were performed using the GUI-HDMR software, written by Tilo Ziehn at the University of Leeds 
(Ziehn, T., Tomlin, A.S., 2009). To construct the HDMR meta-model, the software uses a variance decomposition method 
similar to Analysis-of-Variance (ANOVA) decomposition. It contains an optimization algorithm to automatically select the 
best polynomial order for each component function. It also provides two variance reduction methods to improve the accuracy 
of the meta-model, without having to increase the number of evaluations of the physical model needed to construct the meta-
model. The software can compute first and second order sensitivity indices. The sensitivity indices are computed from the 
HDMR component functions. 
 
The GUI-HDMR software only needs an inputs sample file and an outputs sample file in order to construct the HDMR 
meta-model and perform the GSA. The inputs however, need to be uniformly distributed within values of 0 and 1. The inputs 
were generated from SimLab, they are the same inputs as the ones used in the physical DFN model, but before the inverse 
cumulative density function was applied to convert them to the distributions and values needed in the physical model. SimLab 
creates uniformly distributed inputs with values within a unit-hypercube that are then transformed into other distributions as 
needed. A screenshot of the main window of GUI-HDMR is presented in Figure F 2. 
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Figure F 2- GUI-HDMR main window after the inputs and outputs file have been loaded and the meta-model constructed and ran. 
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APPENDIX G – Comparison of Model Realizations 205 and 818 
 
Model realizations 205 and 818 are compared to illustrate the impact on the pressure change curve from the flow properties of 
the fractures intersecting the well. Both model realizations are space-filling fracture networks with similar properties, except 
for their respective fracture permeability and aperture. Figure G 1 shows a snapshot of the pressure at 100 hours, reflecting the 
a homogeneous flow contribution from the fractures around the well for both realizations. Figure G 2 shows their respective 
pressure history. Their respective well test analysis is shown in Figure G 3 and Figure G 4, a lower k*h product at the well 
results in higher pressure change (ΔP) for the entire well test. 
 
 
Figure G 1- Pressure snapshots for model realizations 205 and 818 
 
Figure G 2- Pressure history comparison for model realizations 205 and 818. 
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Figure G 3- Well test analysis for model realization 205. 
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Figure G 4- Well test analysis for model realization 818. 
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APPENDIX H – Double Porosity Behaviour in DFN 
 
The following figures are well tests analysis performed for two different model evaluations. Figure H 1 shows the analysis for 
model realization 648, exhibiting double porosity behaviour, here the well test analysis results are consistent with the model 
inputs, in particular the ω parameter equals 0.08, which is expected for this type of reservoir model. Figure H 2 shows the 
analysis for model realization 613, which also exhibits double porosity behaviour; however, from the interpretation, ω equals 
0.4, which is too high, this suggests that the double-porosity-like behaviour is likely to be caused by the heterogeneity of the 
fracture network. 
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Figure H 1- Well test analysis for model realization 648. 
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