ABSTRACT Traditional machine learning algorithms have made great achievements in data-driven fault diagnosis. However, they assume that all the data must be in the same working condition and have the same distribution and feature space. They are not applicable for real-world working conditions, which often change with time, so the data are hard to obtain. In order to utilize data in different working conditions to improve the performance, this paper presents a transfer learning approach for fault diagnosis with neural networks. First, it learns characteristics from massive source data and adjusts the parameters of neural networks accordingly. Second, the structure of neural networks alters for the change of data distribution. In the same time, some parameters are transferred from source task to target task. Finally, the new model is trained by a small amount of target data in another working condition. The Case Western Reserve University bearing data set is used to validate the performance of the proposed transfer learning approach. Experimental results show that the proposed transfer learning approach can improve the classification accuracy and reduce the training time comparing with the conventional neural network method when there are only a small amount of target data.
I. INTRODUCTION
Prognostics and system health management is crucial to machinery of which bearings are the key components. Therefore, many bearing fault diagnosis methods are proposed. These fault diagnosis methods can be divided into model driven methods [1] , [2] and data driven methods. The former methods have to know the physical structure and it is complex to set up the physical model. But the data driven methods can directly recognize faults from the bearing vibration signals which are collected by sensors and there is no need to know the inner structure of bearings. The feature selection of vibration signals is of great importance to the fault diagnosis [3] . Machine learning algorithms and classifiers with signal processing methods are commonly used in traditional data driven fault diagnosis models [4] - [6] . Wu et al. [7] adopted manifold learning and wavelet neural networks to make diagnosis. These methods can classify faults successfully. Cerrada et al. [8] proposed a fault diagnosis model based on genetic algorithm and random forest. Deep neural network based fault diagnosis methods are also implemented. Jia et al. [9] used deep neural networks to recognize faults by training the model with frequency spectra extracted from vibration signals. Lu et al. [10] investigated the application of stacked denoising autoencoder in health state indentification. Guo et al. [11] proposed a model based on adaptive convolutional neural network on the bearing diagnosis. Ren et al. [12] used a deep neural network based model to predict remaining useful life of rolling bearings. Chen et al. [13] employed three different deep neural network, including Deep Boltzmann Machines, Deep Belief Networks and Stacked Auto-Encoders to identify faults of rolling bearings. Li et al. [14] set up a Gaussian-Bernoulli deep Boltzmann machine to learn statistical features from signals and make diagnosis. Zhang et al. [15] proposed a fault diagnosis model based on deep neural networks to learn directly from time series data without signal preprocessing. However, these traditional data driven methods with machine learning algorithms strictly require that training and testing data must be in the same working condition and have the same distribution and feature space. They cannot utilize all kind of data in the real world changing working conditions. For these methods, enough training data are firstly used to train the fault diagnosis model. Then, testing data in the same working condition are used to test the performance of model. But the working conditions of machinery, especially bearings, cannot be unchanged in the real world. The fault diameter gets larger and larger with the working of bearings and the radical load cannot be same all the time. Traditional data driven methods with machine learning algorithms do not apply to the working condition which is changing with time. In recent years, transfer learning, a new machine learning method, is adopted in situation where source data and target data are in different feature spaces or have different distributions. It has made great progresses in image, audio and text recognition [16] - [18] . Do and Ng [19] applied transfer learning in text classification and achieved better performance than the previous methods without transfer. Oquab et al. [20] combined convolutional neural networks with transfer learning to learn and transfer mid-level image representations. The classification accuracy improved 8% comparing with traditional neural networks. Raina et al. [21] designed selftaught learning to learn from unlabeled data and it improves classification accuracies of given image, audio and text classification tasks, respectively. Dai et al. [22] proposed a transfer learning framework called TrAdaBoost to select most useful and different samples as additional training data to improve the performance. Yao and Doretto [23] extend the boosting based transfer learning framework to transfer knowledge from multiple sources. Above transfer learning methods learn properties from source task and transfer parameters to target task. The source task and the target task can be different but they are more or less related. For example, it is much easier to transfer from one image recognition task to another image recognition task than to a speech recognition task.
Based on transfer learning with neural networks, this paper presents a fault diagnosis model to make full use of data in different working conditions. Massive source data are used to train the original neural network model until it get the expected performance. Then the original neural network model is transferred to a new target task which is in another working condition and the structure of the network is altered according to the data distribution. These task are different but their data are similar. In real world working conditions, target data are usually much harder to get than the source data. Therefore, only a small amount of target data are available to train the transferred new model. Conventional machine learning approaches cannot take advantage of massive source data and it learns characteristic only from a small quantity of target data. Transfer learning can make use of both source data and target data, which results in better performance. The contribution of this proposed transfer learning model is to reduce the training time and improve the classification accuracy by utilizing data in different working conditions when there is only a small amount of target data.
The remainder of this paper is organized as follows. Section II describes the proposed transfer learning approach in fault diagnosis. Section III shows the experiments and results. Section IV makes discussions and section V draws the conclusion.
II. METHODS

A. TRANSFER LEARNING
Transfer learning is to improve the performance of current task by exploiting source data which are different from but similar to target data. Target task is the current task which is to be solved. Source task is a task which is similar to target task. For instance, transfer learning is a process that a man learns French much faster in condition that he has learnt well in English; or to learn surfing much easier after he has learnt skating; or to learn physics much better when he has learnt well in mathematics. Achieving remarkable improvement of performance by learning from similar tasks is the key of transfer learning. The aim of transfer is to take advantage of experience learnt in one task and improve the performance in a similar but different task [24] . In this research, transfer learning is utilized to learn some useful characteristics from a great amount of source data which are already collected in one working condition and transfer parameters to target task in another working condition where there is only a small amount of target data.
Where D s represents the source data and D t represents the target data. X s , X t are the source and target samples, respectively and T s , T t are the corresponding labels. The source task and target task can be denoted as follows. 
In (7) and (8), C(.) is cost function and the training process is to minimize the cost function. n s , n t are the number of samples in source and target task. θ s , θ t are parameters in source and target task, respectively. They have some common parts θ 0 and some different parts. In (7) and (8), θ 1 represent parameters in source task which cannot be transferred to the target task while θ 2 represent the unit parts of parameters in target. Transfer learning is try to utilize the common parts of these parameters when training models in target task. The aim of training in target task and source task are to get the optical parameters θ s and θ t , respectively, as shown in (7) and (8).
B. SLIDING FRAME
The aim of sliding frame is to make useful training samples as many as possible after the normal and fault vibration data are obtained. Massive data are necessary for the training of the model. The vibration data which are collected by sensors are one dimensional and they can be very long. Therefore, a frame is adopted to take samples by sliding small steps as shown in Fig. 1 . For every little step, there is a sample. The length of frame is τ , which can be set according to the experimental requirements. It means that the number of data points in every sample is τ . The step size is denoted as ε and it is set to be smaller than τ so that more training and testing samples can be taken. If the total length of the vibration signal is ζ , the number of samples n can be figured out as follow.
The length of vibration signal ζ is a fixed value. The step size ε and frame size τ should be set appropriately so that as many as effective samples can be made. If the frame size τ is set to be too large, the size of input layer will be enlarged accordingly, which will lead to dramatically increase of computing time of neural networks. However, too small value of frame size will not cover the length of enough characteristics of vibration signals, resulting that samples are confusing and the classification accuracies decrease. In the same way, the selection of step size ε is also of great importance. Large steps will get less samples, which is an adverse effect in training process. Small steps will get too many similar samples. Therefore, these sizes should be set according to the experiment and the collected data.
C. NEURAL NETWORKS
The details of the structure of neural networks in transfer learning model can be seen in Fig. 1 . The neural networks are directly used for the automatic feature selection and fault classification without any other signal processing methods. It has been proved that this approach can work effectively [11] .
The structure of neural networks is set according to the dimensionalities of samples and labels. The number of neurons in inputs layer of neural networks is equal to the dimensionality of samples which are made by the sliding window and the number of neurons in outputs layer is the types of labels. However, there is no strict rule for the selection of hidden layers. In this research, the structure of the hidden layers are set according to the experimental requirements. The number of neurons in next layer is simply set to be larger than that in the former layer.
In the training process of source task, the original neural networks are initialized randomly. And in the training process of target task, the neural networks are modified so the initial parameters are kept same as them in the neural networks which are trained by enough source data. However, there are some extra structure in the modified neural networks comparing with the original structure because target data and source data may have different distributions or be in different feature spaces. And these additional parameters are randomly initialized. Then the whole modified neural networks are trained with a small amount of target data.
More formally, let x, y be the input vector and output vector of neural networks, respectively. The proposed neural network based fault diagnosis model has three layers, an input layer, an output layer and a hidden layer. The hidden vector is denoted as h. The feed forward process is as follows.
Where σ (·) is the sigmoid activation function. w 1 is the weight matrix between input layer and hidden layer and w 2 is the weight matrix between hidden layer and output layer. b 1 and b 2 are bias vectors of hidden layer and output layer, respectively. The loss function L is as follow.
Where t i is one of the target vector and n is the number of training samples. The aim of training neural network is to minimize the loss function L by back propagation and gradient descent. The updating rule of parameters are as follows.
In equation (14) and (15), η is the learning rate which can be set appropriately. W and b are parameters of the neural network. By fine-tuning these parameters for hundreds or thousands of times, L gets closer and closer to the minimal value.
D. DETAILED PROCEDURE OF FAULT DIAGNOSIS
The proposed transfer learning based fault diagnosis model is shown in Figure 1 . The model can be divided into two main training blocks. The first one is the training of neural network with data in working condition 1 and second one is the training of transferred model with data in working condition 2. 
III. EXPERIMENTS AND RESULTS
A. EXPERIMENT EQUIPMENT AND PROCEDURE
Experiment equipments are shown in Fig. 2 . This experiment was conducted by Bearing Data Center of Case Western Reserve University [25] . The motor was added on the shaft which was supported by some bearings in this experiment. And the SKF (Sevenska Kullagerfabriken AB, Gothenburgh, Sweden) bearings were used in the experiment. Single point fault were introduced to the test bearings using electrodischarge machining with different fault diameters of 7 mils, 14 mils and 21 mils (1 mil equals to 0,001 inches). The motor rotation speed was kept instant when the motor loads are the same. Accelerometers, which can be seen as sensors, were placed to the bearing housing with magnetic bases. Some accelerometers sensors were also placed to the motor housing. Digital data was collected by sampling with the frequency of 12 kHz in the normal vibration and fault vibration conditions, that is to say, 12,000 data points were collected in one second. In this way, vibration signals were collected by these accelerometers when theses bearings were working. On the left of the test stand, there was a motor of which the maximum load was 3 hp. A torque transducer was placed in the center of the stand and a dynamometer was on the right. The experiment had a set of control electronics but it is not shown in the photo. A few kinds of fault vibration signal, including inner race fault, ball fault and outer race fault vibration signals, were recorded in different working conditions in the experiment. Outer race faults were stationary faults therefore the placement and the load zone on bearings of this kind of fault had a direct influence on system's vibration response. In some working conditions, experiments of out race fault in different places of bearings were conducted. Vibration signals in different working conditions when the motor load was different or the bearings had different faults were also recorded.
B. TRANSFERRING TO WORKING CONDITION WITH DIFFERENT FAULT DIAMETER
In order to improve the performance of model in working condition 2 when there is less training samples, experiment which transfers from working condition 1 to working in target task so the number of fault types changed from 3 to 5. And the data in both working conditions contain the normal data. Therefore, the number of neurons in last layer of neural network which is equal to the number of data types is increased from 4 to 6 after transferring as shown in Figure 1 . Their motor speed is kept as same at 1797 rpm (round per minute) and there is no motor load in both working conditions. The size of sliding frame is 400, which means that every sample contains 400 collected data points. The step size of sliding frame is set to be 20 to make samples from vibration signals. According to equation (9) , the number of samples can be calculated. 4832 samples of every kind of data in source task are used to train the original neural network while only 1208 samples of every kind data in target task are obtained to train the transferred neural networks.
To make a comparison, traditional machine learning method, a neural network without transfer is implemented. This neural network have the same structure as the modified neural networks in transfer learning model. However, its parameters including weights and biases are randomly initialized. 1208 samples of every kind of data in working condition 2 are used to train the neural network. The traditional neural network method has the same training samples and labels as the transferred model in target task. The details of their labels and samples are shown in Tab. 2 and Tab. 3. The testing data performance of these two methods are shown in Fig. 5 and Fig. 6 . As can be seen in Fig. 5 , transfer learning method can improve the total classification accuracy and reduce the training epoch comparing with traditional neural network without transfer. The performance of these two methods in the training process are of different characteristics. Firstly, transfer learning based model gets better parameters and performance in the beginning. Secondly, it learns much faster than traditional neural network. Finally, it gets better performance after training for 10000 fine-tuning epochs.
On the one hand, transfer learning method learns much faster. These two methods spend far more different time getting the same level performance. For example, transfer learning method spends t1 time achieving 80% classification accuracy but traditional method spends t2 time, which is much longer than t1. On the other hand, transfer learning improve the classification accuracy when spending same time. As can be seen in Figure 5 , the total classification accuracy of transfer learning approach is 91.8% after training for 10000 epochs while traditional approach only gets 85.8% accuracy of the same training and testing dataset.
As shown in Figure 6 and Tab. 4, classification accuracies of different labels using transfer learning method are higher than or almost same as that using traditional method.
Label 1 represents the normal data and they are easy to recognize. Although the classification accuracies of label 1 using these two methods are both 100% after training for 10000 epochs, it is obviously that transfer learning method learns much faster. Label 2 and label 4 are data of inner race fault and outer race fault at center. They are not easy to recognize using traditional method without transfer. However, transfer learning method improve the performance significantly as shown in Figure 6 (b) and 6 (d). Label 3 is the ball defect data. The performances of both methods start with high level values but drop sharply in the beginning. The reason is that models are trained to get better performance for all kinds of data. Therefore, the performance of some labels may drop in some periods but the total performance would increase. Label 1 ∼ label 4 are labels in source task of transfer learning method and they are transferred to the target task. Label 5 and label 6 are new labels in target task. As the performance of label 1 ∼ label 4 made great progresses, label 5, the new label, also achieved significant improvement using transfer learning method and performance of label 6 are almost the same using both methods.
C. TRANSFERRING TO WORKING CONDITION WITH MORE DIFFERENCES
To test the performance of the model which transfers to working condition with more differences, an experiment transferring from working condition 1 to working condition 3 with different fault diameter, different motor load and different motor speed is conducted. Except for the different source data, this experiment has the same procedure as the former experiment which transfers from working condition 1 to working condition 2. The collected vibration signals in working condition 3 are shown in Fig. 7 .
There are much more source data in working condition 1 than target data in working condition 3. The frame size and step size are set as 400 and 20, respectively. The fault diameter in working condition 1 is 0.07 while it is 0.021 in working condition 3. There is no load on the motor in working condition 1 but 1 hp load is added in working condition 3. What's more, the motor speed in working condition 3 is slower than the speed in working condition 1.
The transfer learning method and traditional neural network method which is used to make comparison in this experiment are similar to those in former experiment which transferred from working condition 1 to working condition 2. In the same way, a traditional neural network method is implemented. The training samples and labels of source data of transfer learning methods are same with the former experiment as shown in Table 2 . The target data of transfer learning method, as well as the training and testing data of traditional neural network are changed to data in working condition 3. The number of training samples and labels are same with that in working condition 2 as shown in Table 2 and Tab. 3. The detailed comparison between working condition 1 and working condition 3 are shown in Tab. 5. The performances of transfer learning method and traditional neural network without transfer are shown in Figure 8 and Tab. 6. The total classification accuracy are obviously improved from 79.4% to 84.2% when using transfer learning method after training for 10000 fine-tuning epochs. What's more, the transfer learning method spends less time getting to a specific classification accuracy than the traditional method. For instance, transfer learning method takes t1 time to achieve 70% classification accuracy while the traditional method takes t2 time as shown in Figure 8 . Therefore, transfer learning method can improve the classification accuracy and reduce the training time when there is only a small amount of target data.
IV. DISCUSSION A. SIMILARITY OF WORKING CONDITIONS AFFECTS THE PERFORMANCE
As can be seen in Tab. 4 and 6, transferring to different target task results in different performance. That is to say, the similarities of source task and target task affect the performance of transfer learning. Fault diameters and fault types are different in working condition 1 and working condition 2. However, there are more differences between working condition 1 and working condition 3. Besides different fault diameters and fault types, they have different motor loads and motor speeds. Great similarities of source task and target task contribute to the improvements of performance using transfer learning.
Data of label 1 are easy to recognize and their classification accuracies can achieve 100% no matter in which working condition and which method is used. Classification accuracy of data of label 2 can get around 95% even by traditional methods. Therefore, there is only a little improvement using transfer learning. And great improvements can be seen from performances of data of label 2, label 4 and label 5. Classification accuracies of label 4 are improve 19% and 14% in these two experiments, respectively. Also, the improvements of classification accuracy of label 2 are 10.7% and 10.3% respectively. Experimental results show that transfer learning is effective in these kinds of data.
Transfer learning between more similar tasks achieves greater improvements. The total classification accuracy is 91.8% using transfer learning from working condition 1 to working condition2, while the traditional neural network without transfer which only utilizes data in working condition 2 achieves 85.8% classification accuracy.
The improvements is 6%. However, the improvements is only 4.8% by transfer learning from condition 1 to condition 3 comparing with traditional neural network which is only trained by the data in condition 3. And how to measure the similarities of domains will be solved in the future.
B. NEGATIVE TRANSFER
Negative transfer is that the training of source task leads to worse performance of target task. How to prevent negative transfer is still an open problem. If the source domain is more different with target domain, there will be more negative transfer. Therefore, source data which are more similar with target data should be chosen in order to reduce negative transfer. As can be seen in Tab. 4 and Tab. 6, although negative transfer happens in some specific classes with a little influence, the overall performance improves significantly. There are more differences between working condition 1 and working condition 3, so the performances of transfer learning are less improved and the negative transfer is more obvious. The motor loads and rotation speeds are changed when transferring from working condition 1 to working condition 3. The sampling frame size and step size of the sliding frame are fixed values. So the change of rotation speed will result in the change of feature space of training samples. For instance, if the rotation speed in source domain is twice times as it in target domain, a single training sample in target domain would cover only half of rotation period while a single training sample in source domain covers a whole rotation period. The performances of transfer learning are badly affected by the difference of rotation speed.
Therefore, the limitation of this proposed method is that the rotation speed of source domain and target domain cannot be greatly different. A slight difference of rotation speed is acceptable. And the difference of fault diameter is also reasonable even the fault diameter in source domain is several times larger than source domain.
C. TRANSFER LEARNING SETTINGS
According to the availability of labels of source data and target data, transfer learning approaches are divided into three categories: inductive transfer learning, transductive transfer learning and unsupervised transfer learning. Target data labels are necessary in inductive transfer learning whether source data labels are available or not. In transductive learning, target data labels are available and source data labels are unavailable. In unsupervised transfer learning, both target data labels and source data labels are unavailable. There are usually enough source data and relatively small amount of target data in transfer learning process. Comparing to labeled data, unlabeled data are easy to obtain. Supervised training is usually much easier to implement and gets better performance. In the experiments of collecting vibration signals of rolling bearings, labels of data are easy to get. Therefore, it's most convenient to utilize the labeled data both in source domain and in target domain. That is to say, inductive transfer learning is the most suitable approach in this application.
There are usually four different settings in inductive transfer learning: Instance-transfer, feature-representation transfer, parameter-transfer and rational-knowledge-transfer. Instance-transfer approaches try to find and re-weight some useful data from source domain then apply them to the target domain. Feature-representation-transfer approaches aim to get the common feature representations between source domain and target domain. Parameter-transfer approaches try to find domain-across parameters or priors knowledge between source domain and target domain. Relationalknowledge-transfer approaches are to acquire the common relational knowledge or some similar mappings from inputs to outputs between both domains. In this research, labeled data in both domains are available. Firstly, neural networks are trained by labeled source data. Secondly, the structure of neural networks is changed to suit the target data and some parameters are transferred to target task. Finally, the modified neural networks are trained by labeled target data. In the whole transfer learning process, some parameters and a part of structure are transferred from source task to target task. According to the properties of data and experiment conditions, parameter-transfer is the most convenient approach in this application.
D. COMPARISON WITH OTHER METHODS
Conventional rolling bearing intelligent fault diagnosis approaches usually has two steps: feature extraction from the vibration signals and fault identification using above features. Wavelet Package Decomposition (WPD) [26] and Empirical Mode Decomposition (EMD) [27] are commonly used methods for signal preprocessing and feature extraction. Lei et al. [28] proposed a mechanical fault diagnosis model based on WPD and EMD. The classification accuracy on bearing dataset varies from 68.33% to 95% as different features are chosen. The performance heavily depend on the selected features. However, the fault diagnosis model proposed in this paper can adaptively learn useful features from raw signals and make identification without choosing features deliberately. The proposed transfer learning fault diagnosis method can achieve 91.8% classification accuracy. The advantage is that not only the step of how to deliberately select sensitive features is omitted, but also the classification accuracy is high. And this method can utilize the data in another condition to improve the performance when the target training data are in sufficient.
V. CONCLUSION
In this paper, a transfer learning method based on neural networks is proposed for fault diagnosis of rolling bearings. This method is validated by Case Western Reserve University bearing dataset. The traditional neural network without transfer learning is implemented to make a comparison. In real word working conditions which are changing time to time, there are usually massive data in former source task and only a small amount data in later target task. What's more, the data of source task and target task may have different distributions and working conditions. Although traditional neural networks can recognize faults accurately in the same condition where there are enough training data, they do not apply to the real world working conditions where there are less training data and conditions are always changing.
Experimental results show that transfer learning method can improve the classification accuracies and reduce the training time comparing with traditional neural network method which cannot take advantage of data in different distributions and in different working conditions. 
