We give an efficient method of counting bi-colored A'Campo forests and provide a stratification criterion for the space of those graphs. We deduce an algorithm to count these forests in polynomial time, answering an open question of A'Campo.
Introduction

Results on the number of A'Campo forests
We consider the problem suggested by A'Campo of counting the number of special bi-colored forests, recently introduced in [1] . These forests are combinatorial objects given by two systems of d planar curves colored in O and in E respectively, which are the inverse images of the real and imaginary axis by the polynomial map P . In order to suit our considerations we draw our forests in a disk, with terminal vertices on the boundary of the disk and call them configurations.
We give an efficient method of counting these graphs and deduce a computer program to count these forests in polynomial time. In addition, an asymptotic counting for large degrees is given. In order to make the counting effective we introduce the notion of canonical splitting and partial configuration.
Precisely, the number of A'Campo forests follows from the following theorem: 
Stratifying polynomial forests
This counting problem raises the question of defining a stratification for the space of graphs. Consider the space D Pol d of monic, complex polynomial maps of degree d > 1, P : C → C with distinct roots. These decorated graphs verify the seven following properties [1]:
1. The graph has no cycles. The graph is a forest. The non-compact edges are properly embedded in C. 4. The picture has 4d edges that are near infinity asymptotic to the rays re kπı/4d , r > 0, k = 0, 1, · · · , 4d− 1. The colors R, I alternate and the orientations of the E coloured and also the O coloured alternate between out-going and in-going. 7. At all points p ∈ πP the germ of graph πP is for a k = 1, 2, · · · smoothly diffeomorphic to the germ at 0 ∈ C of {z ∈ C | Re(z k ) = 0}.
The complementary regions have a 4-colouring by symbols
These graphs are classified by attributing a number d and a number c which are respectively the crossing number and the codimension c. The crossing number is given by the number of intersections of E and O curves. These are the roots of the degree d polynomial P , hence this number is equal to d. On the other hand, the codimension number c is given by the number and multiplicity of intersecting curves of the same color, such that the crossing number remains equal to d. Indeed, these points have multiplicity higher than 1 and are thus the critical points of the maps Re(P ) and Im(P ). In particular, by critical point we mean that at a given point (x, y) ∈ R 2 the partial derivatives of the maps are zero and satisfy the algebraic equation Re(P ) = 0 and/or Im(P ) = 0.
Our stratification of the space of graphs relies on the number and multiplicties of these critical points. For instance, a codimension c = 0 configuration contains no meeting points and d crossing points. The configurations of codimension c = 1 are those such that there exists one critical point for Re(P ) or Im(P ) of multiplicity 2: this point is drawn as the intersection of two curves of the same color. Two critical points for the configurations contribute to defining a forest of codimension c = 2.
Roughly speaking, the codimension c is defined by the number of inner nodes which have incident edges of the same color and by their valencies. The codimension number is c =
ci where the ci are the multiplicities of the critical points. We adopt the following rule concerning the counting of the codimensions: if the valency of the inner node is 2k, then the multiplicity of the critical point is k, and its local codimension is equal to 2k−1. Indeed, a critical point is of multiplicity k when the derivative polynomial P ′ is constrained to have a root of multiplicity k − 1, itself located on the union of varieties of codimension 1 formed by the space {z ∈ C | Re(P (z)) = 0 or Im(P (z)) = 0}. Finally, observe that, since the polynomials we consider have distinct roots, the crossing points of their graphs are all distinct.
Configurations and splittings
In order to count our graphs, we draw them in a disk with the terminal vertices on its boundary. Such drawings are called configurations. We are particularly interested in counting configurations up to some equivalence relation: two configurations are considered equivalent if there exists a homeomorphism of the disk, leaving the boundary of the disk invariant, and that maps one configuration to another. The notion of configuration will be redefined so as to suit our next considerations. Showing that this definition matches the one above is straightforward. In addition, we introduce the notion of splitting of a configuration, which will be necessary for our the counting result. Definition 2.1. Let d be a non-negative integer. Let P0, P1, . . . , P 4d−1 be points lying in the clockwise order on the unit circle ∂U. In addition, let us consider 2d piecewise-affine lines lying inside the unit disk U, which we divide between odd and even lines, so that:
• every point Pa belongs to one line, and every line touches ∂U at its endpoints only;
• every odd (respectively, even) line joins points Pa and P b such that {a, b} ≡ {0, 2} (mod 4) (respectively, {a, b} ≡ {1, 3} (mod 4));
• every line touches one line of the opposite parity, at a point that we call crossing point, and it must cross that line at that point;
• two lines of the same parity may touch each other at some point, which we call meeting point, and they may not cross each other at that point;
• the union of these 2d lines is cycle-free.
The union of these 2d lines is called a configuration of degree d, and the collection of these 2d lines is called a splitting of the configuration.
Note that a configuration A may have several splittings. This phenomenon is illustrated in Figure 2 (even lines are drawn in erin, and odd lines are drawn in orchid). Section 3 is devoted to defining a canonical splitting of A. Two other important notions for configurations are the codimension and the equivalence of configurations.
Definition 2.2. Let A be a configuration. We define the codimension of a meeting point of A as follows:
• a point at which k ≥ 3 lines of A meet each other has codimension k;
• a point at which exactly 2 lines of A meet each other has codimension 1.
The codimension of A is defined as the sum of the codimension of its meeting points. Definition 2.3. Two configurations A and B are said equivalent if some homeomorphism of the unit disk maps A to B and maps each point Pi to itself.
canonical splitting
non-canonical splitting Note that the codimension and the degree of a configuration does not depend on which splitting we considered, and that two equivalent configurations have the same degree and the same codimension. Hereafter, we aim to compute the number of (equivalence classes of) configurations with codimension c and degree d.
Canonical splitting
We saw above that some configurations may have several splittings. Distinguishing which configurations have one splitting leads to the following definition. Indeed, every flat configuration has one splitting. We investigate now a way to design a canonical splitting for every configuration (including the non-flat ones).
Throughout this section we call A a configuration, U the unit disk and C a connected component of U \ A. The lemmas always include these three objects. Proof. First, since A is cycle-free, it comes at onces that ∂C ∩ ∂U is non-empty. Hence, we write it as a disjoint union [
of arcs of circles, with a1 < a2 < . . . < ai (and P 4d = P0). If that i ≥ 2, let L be the fragment of ∂C that joins Pa 1 +1 to Pa 2 . The line L splits the disk U into two parts: one part U1 (which excludes the line L) that contains C and one part U2 (which contains L) that does not. Let S be a splitting of A, and let S ′ be the collection of those lines of S that intersect the area U2. By construction, no line of S may go inside the interior of C ′ , and therefore all lines in S ′ belong entirely to the area U2. If the collection S ′ contains ℓ crossing points, then it contains exactly ℓ odd and ℓ even lines, which join 4ℓ points on ∂U overall. This means that the set of endpoints {Pa 1 +1, . . . , Pa 2 } has cardinality 4ℓ, and therefore that a2 ≡ a1 (mod 4). This completes the proof. Proof. Let L be a diagonal of A, let S be a splitting of A, and let d be the degree of A. First, since A is cycle-free, we know that L is a piecewise-affine line between two points Pa and P b lying on ∂U. Without loss of generality, a is even and b is odd. Second, if L does not contain any crossing point of A, then, progressing on L from Pa to P b , we observe that L consists only of fragments of even lines of S, which is impossible since L ends in P b . Hence, L contains at least one crossing point of A. Finally, the configuration A has 4d diagonals and d crossing points, each of which belongs to exactly 4 diagonals (since A is cycle-free). Hence, every crossing point of A belongs to exactly 4 diagonals, which do not contain any other crossing point, thereby completing the proof. 
mod 4). L is endowed with one crossing point X. Take another point Z of L which is neither a meeting point or a crossing point. If Z lies between Pa and X, then Z is adjacent to two components of indices ι(C) and ι(C) + 1; if Z lies between X and P b , then Z is adjacent to two components of indices ι(C) − 1 and ι(C).
Proof. We first assume that A is flat. Then, the entire fragment of L lying between Pa and X separates two components (one that contains the arc of circle [Pa−1, Pa] and one that contains the arc of circle [Pa, Pa+1]) with respective indices ι(C) and ι(C) + 1. Similarly, the fragment of L lying between X and P b separates two components with respective indices ι(C) − 1 and ι(C), and therefore Lemma 3.5 holds in this case. In the general case, observe that, for every ε > 0, there exists a flat configuration Aε that differs from A only on disks centered on A's meeting points with radius ε. If ε is small enough, then:
• Z does not belong to any of these disks, hence it is adjacent to two connected components C1 and C2 of U \ Aε with suitable indices;
• every point not belonging to these disks nor to A lies in one connected component C0 of U \ A and one connected component Cε of U \ Aε, such that ι(C0) = ι(Cε).
It follows that Lemma 3.5 holds in the general case too.
Lemma 3.6. Every crossing point of the configuration A is adjacent to four connected components of U \ A, with indices 0, 1, 2 and 3.
Proof. Due to Lemma 3.5 (when choosing points Z arbitrarily close from the crossing point), every crossing point adjacent to a connected component of U \ A with index k is also adjacent to connected components with respective indices k − 1 and k + 1. The result follows.
Suppose that A, L, X are as above. Proof. Observe that X is adjacent to two connected components C1 and C2 of U \ A. Without loss of generality, and due to Lemma 3.5, we have ι(C2) = ι(C1) + 1. Let L1 be the connected component of ∂C1 \ ∂U to which belongs X, and let L2 be defined similarly. Then, X belongs to the starting fragment of L1 and to the ending fragment of L2, hence it belongs to a unique starting diagonal of A.
Definition 3.9. Let X be a crossing point of A. For all k ∈ Z/4Z, let L k be the starting diagonal adjacent to X with an endpoint Pa such that a ≡ k (mod 4). The two lines L0 ∪ L2 and L1 ∪ L3 are called the canonical splitting lines of X.
Proposition 3.10. Let S be the collection of all canonical splitting lines of all the crossing points of A.
This collection is a splitting of A, which we call the canonical splitting of A.
Proof. First, every line L ∈ S has endpoints Pa and P b such that either {a, b} ≡ {0, 2} (mod 4) or {a, b} ≡ {1, 3} (mod 4), hence it is either odd or even. Furthermore, L is a canonical splitting line of some crossing point X ∈ C, at which it crosses another line L ′ ∈ S, with the opposite parity. Second, let C be the set of all crossing points of A. Since starting diagonals never cross each other, none of the starting diagonals L is made of can cross another line L ′′ ∈ S at a point Y / ∈ C. Hence, L ′ is the only line in S that crosses L (which it does at X only). Third, observe that every connected component of A \ C either contains only points Pa with a ≡ 0 (mod 2) or contains only points Pa with a ≡ 1 (mod 2). Consequently, whenever two starting diagonals touch each other at a point Y / ∈ C, in addition to not crossing each other, they must have the same parity. Finally, Lemma 3.8 shows that A is the union of all the lines in S. Recalling that A is cycle-free completes the proof.
Counting A'Campo forests
Canonical splittings of configurations pave the way to recursive decompositions of configurations, leading to the enumeration of our graphs. However, taking into account meeting points leads us to introduce the following combinatorial objects. • every point Pa belongs to one line, and every line touches ∂U at its endpoints only;
• the base line joins the points P−1 and P 4d ;
• the base line may touch even lines only, and may not cross them;
• the union of these 2d + 1 lines is cycle-free.
The union of these 2d + 1 lines is called a partial configuration of degree d, and the collection of these 2d + 1 lines is called a splitting of the partial configuration. If, furthermore, the points P−1 and P 4d−1 belong to the same connected component of the partial configuration, then the partial configuration is said to be widespread.
Like in the case of configurations, the codimension of a partial configuration is the sum of the codimensions of its meeting points, and two partial configurations A and B are equivalent if some homeomorphism of the unit disk maps A to B and maps each point Pa to itself. Hereafter, configurations and partial configurations are only considered up to equivalence. We denote by N1(c, d) (respectively, N2(c, d) and N3(c, d) ) the set of configurations (respectively, partial configurations and widespread partial configurations) with codimension c and degree d. By extension, for i ∈ {1, 2, 3}, we also denote by Ni the set c,d≥0 Ni(c, d ) and by Ni the associated bivariate generating function, defined by:
We investigate now recursive decompositions of (standard, partial) configurations, which will give rise to equations involving the generating functions Ni. Then, if A has degree at least 1, let S be the canonical splitting of A. Let L1 be the line of S with endpoint P0, let L2 be the line of S that crosses L1, and let X be the crossing point at which L1 and L2 cross each other. Observe that L1 has two endpoints Pa 0 and Pa 2 , and L2 has two endpoints Pa 1 and Pa 3 , with and a k ≡ k (mod 4) for all k. It is straightforward that 0 = a0 < a1 < a2 < a3 < a4 = 4d. Furthermore, the set U \ (L1 ∪ L2) is formed of 4 connected components C0, . . . , C3, where C k contains the arc of circle [Pa k , Pa k+1 ] on its border. For 0 ≤ k ≤ 3, we do the following.
We delete all the points Px that do not belong to the arc of circle [Pa k , Pa k+1 ] then we renumber each of the points Px (with a k ≤ x ≤ a k+1 ) to Px−a k −1. Doing so, we observe that A ∩ C k is a partial configuration, which we denote by A k . Hence, we define ϕ(A) as the tuple (A0, A1, A2, A3), as illustrated in Fig. 4 . By construction, every crossing point (beside the point X) and every meeting point of A belongs to one partial configuration A k . Furthermore, the mapping ϕ is clearly bijective. This proves the equality N1 = 1 + yN Let A be a partial configuration of degree d and let C be the connected component of A that contains the point P−1. Let a be the greatest element of {−1, . . . , 4d − 1} such that Pa ∈ C. Furthermore, let D be the unique connected component of U \ C whose border contains the arc of circle [Pa, P 4d ]. First, deleting the points Px that do not belong to the arc of circle [a + 1, 4d − 1] and renaming every point Px (with a < x < 4d to Px−a−1, we observe that A ∩ D is a configuration (whence a ≡ 3 (mod 4)).
Second, deleting the points Px with a < x < 4d and renaming the point P 4d to Pa+1, we also observe that A \ D is a widespread partial configuration. Hence, we define ϕ(A) as the pair (A \ D, A ∩ D), as illustrated in Fig. 4 . By construction, every crossing point or meeting point of A belongs to either A \ D or A ∩ D, and ϕ is clearly bijective. Lemma 4.3 follows. 
Partial configuration
Proof. Before defining suitable bijections, we first partition the set N2 as follows. Let A be a partial configuration and let L be the base line of A. If L contains no meeting point, then we say that A has type 0. Otherwise, let X be the first meeting point of L (while going from P−1 to P 4d ): if k ≥ 1 even lines of A meet L at that point, then we say that A has type k. Now, for all k ≥ 0, we denote by N 2,k the set of partial configurations of type k. We first design a bijection ϕ0 : N2,0 → N1 as follows: if A has type 0 and degree d, then ϕ(A) is the configuration obtained by deleting the points P−1, P 4d and the base line of A. The mapping ϕ1 is clearly bijective, and leaves both the degree and the codimension unchanged.
Then, for all k ≥ 1, we design a bijection ϕ k :
Let A be a partial configuration of type k and degree d, let S be the canonical splitting of A; hereafter we consider exclusively lines in S. Let L • one component C−1 whose border contains the arc of circle [P 4d , P−1].
Let C = C−1 be one such component. Up to deleting the points Px (where x is an integer or a half-integer of the form a4,i) that do not belong to ∂C and to renumbering the other points Px from P−1 to P ℓ (where there are ℓ + 2 points Px on ∂C), we observe that (A ∪ k i=1 L z i ) ∩ C is a partial configuration; and is even a widespread partial configuration if C = C3,i for some i. We denote below this partial configuration by Au,i if C = Cu,i, or by A0 if C = C0.
Hence, we set ϕ k (A) = (A0, A0,1, A1,1, A2,1, A3,1, A4,1, A0,2, . . . , A 4,k ), as illustrated in Fig. 4 (in the case k = 2). It is easy to check that ϕ k is bijective. Moreover, every crossing point of A besides those between lines L e i and L o i belongs to some Au,i (or to A0) and every meeting point of A besides X belongs to some Au,i (or to A0) as well, with the same codimension. This proves that ϕ k satisfies (1). Lemma 4.4 follows.
Partial configuration A
Associated partial configurations 
Figure 4: Splitting a partial configuration of type 2 into 2 × 5 + 1 partial configurations
The following result follows immediately. In particular, N1 is algebraic, and therefore holonomic. N(c1, d1, 1) ← N(c1, d1, 0) + 2N(c1, d1 − 1, 4) − N(c1, d1 − 
Counting simple configurations
Theorem 4.5 provides us with polynomial equations, defining implicitly the series N1 and N2. However, the size of these equations (including their degree) do not allow extracting simple general formulas for the coefficients #N1(c, d). Therefore, we investigate more closely a restricted class of configurations, which we will subsequently be able to count efficiently. 
is formed of 4 connected components C0, . . . , C3 and, for i = 0, 1, 2, 3, up to deleting the points Px that do not belong to ∂Ci and to renaming those that belong to ∂Ci, we observe that A ∩ Ci is a simple configuration. Denoting this configuration by Ai, we set ϕ1(A) = (Ai) 0≤i≤3 . Observing that ϕ1 is bijective and satisfies the above equalities (involving codimensions and degrees) is then straightforward.
In the same vein, we design another bijection ϕ2 : N4,2 → {0, 1, 2, 3} × N 
) is formed of 8 connected components C0, . . . , C7. Up to reordering these components, we assume that, for all i, the border ∂Ci ∩ ∂U is an arc of circle [Pa i , Pa i+1 ], with 0 = a0 < a1 < . . . < a9 = 4d. Furthermore, we can again check that, up to deleting and renaming points Px, A ∩ Ci is a simple configuration for all i, and we denote it by Ai.
Hence, we set ϕ2(A) = (u, (Ai) 0≤i≤7 ), where we recall that Lu was the line to which belongs the point Y . Again, ϕ2 is bijective and satisfies the above requirement about degrees and codimensions. Observing that Lemma 6.2. Let A be a configuration with codimension c. We have w(A) ≤ c and 2w(A) ≤ s(A 
Proof. We draw a graph G as follows. Let P be the set of meeting points or crossing points of A and of integer points (lying at the border of the circle). We put a vertex on every point in P, and we draw an edge between two points P1, P2 ∈ P if and only if there exists a line of A that contains both P1 and P2, and contains no other point of P between P1 and P2. There exists no cycle in A, hence G contains no cycle as well, i.e. it is a forest.
Let Without loss of generality, we assume that 0 ≤ a0 < a1 < . . . < a ∆−1 < 4d ≤ a ∆ (with the convention that a ∆ = a0 + 4d). Then, let di be the number of crossing points contained in Ci. Up to deleting those points Px such that [Px−1, Px+1] is not contained in ∂Ci and renaming the remaining 4di points from P0 to P 4d i −1 (so that two points Px and Py with x < y be renamed P x ′ and P y ′ with x ′ < y ′ ), we observe that A ∩ Ci is a flat configuration (i.e. of codimension 0) and degree di. Furthermore, for every connected component F ∈ F, we denote by ι(F ) be the minimal integer x such that Px ∈ F .
Observe that knowing the configuration B, the configurations A ∩ Ci and the integers di and ι(F ) is enough to determine unambiguously the configuration A itself. There are w(B) integers ι(F ) to know, and we have 0 ≤ ι(F ) < 4d for each of them. Moreover, observe that This completes the proof of Lemma 6.5. 
Conclusion
The number of configurations for a fixed degree and codimension c follow from our results on generating functions. We therefore answer a question of N. A'Campo, concerning the number and the growth of his bi-colored forests. These combinatorial tools are very useful for the understanding in how many sub-parts the space of complex polynomials can be decomposed, according to our criterion for the decomposition.
