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Data-Driven Model Reduction of Monotone
Systems by Nonlinear DC Gains
Yu Kawano, Member, Bart Besselink, Member, Jacquelien M. A. Scherpen, Senior Member, and
Ming Cao, Senior Member
Abstract—In this paper, we develop data-driven model reduc-
tion methods for monotone nonlinear control systems based on
a nonlinear version of the DC gain. The nonlinear DC gain
is a function of the amplitude of the input and can be used
to evaluate the importance of each state variable. In fact, the
nonlinear DC gain is directly related to the infinity-induced
norm of the system as well as a notion of output reachability.
Given the DC gain, model reduction is performed by either
truncating not-so-important state variables or aggregating state
variables having similar importances. Under such truncation
and clustering, monotonicity and boundedness of the nonlinear
DC gain are preserved; moreover, these two operations can be
approximately performed based on simulation or experimental
data alone. This empirical model reduction approach is illustrated
by an example of a gene regulatory network.
Index Terms—Model reduction, Nonlinear systems, Data-
driven methods, DC gains, Monotone systems
I. INTRODUCTION
Model order reduction of nonlinear dynamical systems
has been studied in several fields. In systems and control,
theoretical frameworks, especially those built upon balancing
and moment matching, have been developed; see, e.g., [1]–
[5], for the original works. Often, nonlinear model reduction
approaches rely on solutions to nonlinear partial differential
equations (PDEs), which makes their application to middle-
and large-scale systems extremely challenging. In physics,
the so-called proper orthogonal decomposition (POD) [6]
using principal component analysis of empirical data has been
applied for the reduction of large-scale autonomous systems.
However, as POD does not explicitly take inputs and outputs
into account, there is no guarantee that the reduced-order
model obtained by POD gives a good approximation of the
original system’s input-output behaviour.
There are only a few papers [7]–[9] working towards model
reduction of nonlinear control systems based on simulations
or experiments, and several papers attempt to use reduced-
order models based on the Koopman operator for control
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problems [10]–[13]. However, [8]–[13] have not studied the
properties of the achieved reduced-order models. The main ob-
stacle for developing data-driven model reduction techniques
that provide guarantees on the properties of the reduced-order
system is that the preservation of system properties usually
relies on knowledge of the properties of the corresponding
nonlinear PDEs, which cannot be solved effectively and ef-
ficiently in general. An exception is the data-driven moment
matching framework of [7], which guarantees the preservation
of nonlinear moments (and, potentially, further properties such
as stability) as in [3].
In this paper, we consider a class of nonlinear systems and
develop nonlinear model reduction methods that do not require
solving nonlinear PDEs. Specifically, we focus on monotone
control systems [14], i.e., systems for which a partial order in
their initial conditions (and input functions) is preserved along
trajectories (in the linear case, such systems are also known
as positive systems). Examples of monotone systems arise in
biological systems [15], [16], chemical reaction systems [17],
transportation networks [18], social dynamics [19], and linear
network systems governed by graph Laplacian matrices [20].
Given that the property of monotonicity is beneficial for sys-
tem analysis, model reduction for monotone systems naturally
has the additional objective of preserving this monotonicity
property. It is well-known that the preservation of a system
structure (such as monotonicity) is not generally guaranteed
when applying existing model reduction procedures including
the aforementioned nonlinear model reduction methods [1]–
[3], [7]–[13]; this has in fact motivated the development of
dedicated reduction techniques for the preservation of specific
properties such as network structure in linear systems or a
nonlinear port-Hamiltonian structure, see e.g. [20]–[25]. For
linear systems, the work [26] provides a model reduction
procedure that preserves monotonicity, but an extension of this
method to nonlinear systems would again require the solution
to nonlinear PDEs.
The main contribution of this paper is the development
of model reduction methods for nonlinear monotone systems
that, first, preserve the monotonicity property, second, can be
performed on the basis of simulation or experimental data, and,
third, guarantee the preservation of relevant stability proper-
ties. It is worth emphasizing that this is the first paper that de-
velops monotonicity preserving model reduction methods for
nonlinear systems. Moreover, in contrast to the aforementioned
simulation-based methods [8]–[13], we analyze in addition
stability properties of reduced-order models.
The methods are based on the introduction of the concept
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of a nonlinear version of the DC gain, which is a function
of the amplitude of the input. A bounded DC gain can be
obtained approximately using simulation or experimental data
or by solving a set of algebraic equations point-wise. As a
preliminary step for developing the model reduction methods,
we clarify that the DC gain characterizes the importance
of each state variable in terms of the infinity-induced norm
of the system or output reachability without changing the
coordinates. After showing these characterizations, we provide
two different model reduction methods, namely truncation and
clustering. Truncation refers to the operation of truncating
those not-so-important state variables while clustering is the
operation to aggregate those state variables of similar im-
portance (to see similar ideas for linear network systems,
please refer to [20]–[22]). We show that these two model
reduction methods preserve monotonicity and boundedness of
the nonlinear DC gain. We remark that the nonlinear DC
gain is related to the zero-moment at zero in the scope of
nonlinear moment matching techniques [3], [4], [7]. However,
as such moment matching methods do not generally preserve
monotonicity, our methods can be viewed as new applications
of nonlinear moments to model reduction by truncation and
clustering in order to preserve monotonicity.
The remainder of this paper is organized as follows. In
Section II, monotone systems are introduced. In Section III,
we introduce the nonlinear DC gain and discuss its relation to
the infinity-induced system norm and output reachability. In
Section IV, the DC gain is applied to model reduction by trun-
cation or clustering. In Section V, an example demonstrates
our truncation and clustered model reduction methods for a
gene regulatory network [15]. Finally, conclusions are drawn
in Section VI.
Notation: The sets of real and non-negative real numbers are
denoted by R and R+, respectively. Let In := {1, . . . , n}. The
n-dimensional vector of which all elements are 1 is denoted
by 1ln. For x, x′ ∈ Rn, a partial order  is defined by writing
x  x′ if and only if xi ≤ x′i for all i ∈ In, where xi
denotes the i-th component of x. Next, for a vector x ∈ Rn,
we define the norms |x|q := (
∑
i∈In |xi|
q)1/q , q ∈ (0,∞)
and |x|∞ := maxi∈In |xi|. Finally, for a signal u : (a, b) →





|ui(t)|qdt)1/q , q ∈ (0,∞)
and ‖u‖Lm∞(a,b) := supt∈(a,b) |u(t)|∞ denote signal norms. A
continuous function α : [0, a) → R+ is said to be of class K
if it is strictly increasing and α(0) = 0. A continuous function
β : R+×R+ → R+ is said to be of class KL if for each fixed
s, the mapping β(r, s) belongs to class K with respect to r
and, for each fixed r, the mapping β(r, s) is decreasing with
respect to s and β(r, s)→ 0 as s→∞.
II. MONOTONE SYSTEMS AND PROBLEM STATEMENT
Consider the nonlinear system
Σ :
{
ẋ(t) = f(x(t), u(t)),
y(t) = h(x(t)),
(1)
with x(t) ∈ Rn+, u(t) ∈ Rm+ , and y(t) ∈ R
p
+ for all t ∈ R+.
The functions f : Rn × Rm → Rn and h : Rn → Rp are
taken to be of class C1 and satisfy f(0, 0) = 0 and h(0) =
0, respectively1. The input function u : R+ → Rm+ is taken
to be piecewise continuous and bounded. For a given initial
condition x(0) = x0 and input u(·), a solution x(t) to the
system (1) at time t ∈ R+ is denoted by φ(t, x0, u). If it
exists, uniqueness is guaranteed [27, Theorem 3.1].
In this paper, we assume that the nonlinear system (1) is
monotone [14], i.e., the implications
x0  x′0, u  u′ =⇒ φ(t, x0, u)  φ(t, x′0, u′), ∀t ∈ R+,(2)
x0  x′0 =⇒ h(x0)  h(x′0), (3)
hold for any x0, x′0 ∈ Rn+ and u, u′ : R+ → Rm+ . As
f(0, 0) = 0, it immediately follows from (2) that if the solution
exists, the positive orthant Rn+ is positively invariant for any
nonnegative external input function, i.e., x(0) = x0 ∈ Rn+ and
u : R+ → Rm+ imply that φ(t, x0, u) ∈ Rn+ for all t ∈ R+.
Also from h(0) = 0 and (3), h(φ(t, x0, u)) ∈ Rp+ for all
x0 ∈ Rn+ and u : R+ → Rm+ , and t ∈ R+. In this paper,
we are interested in trajectories on the positive orthant and
therefore restrict analysis to this case.
A condition for monotonicity defined in (2) is given by
the following result from [14], which extends the well-known
Kamke-Müller conditions towards monotone systems with
inputs.
Proposition 2.1: The system (1) satisfies (2) if and only if
x  x′, xi = x′i, u  u′ =⇒ fi(x, u) ≤ fi(x′, u′) (4)
for any x, x′ ∈ Rn+, u, u′ ∈ Rm+ and i ∈ In, or equivalently,
if and only if
∂fi(x, u)
∂xj
≥ 0, ∀j 6= i, ∂fi(x, u)
∂uj
≥ 0, ∀j ∈ Im, (5)
for any i ∈ In, x ∈ Rn+ and u ∈ Rm+ . C
The objective of this paper is to develop model reduction
methods for monotone systems as in (1) that preserve mono-
tonicity as well as relevant stability properties. Also, we aim to
construct reduced-order models on the basis of data generated
by the system (1) as this allows for a computationally efficient
approach.
III. NONLINEAR DC GAIN
Motivated by important properties of the so-called DC
gain for asymptotically stable positive (i.e., monotone) linear
systems, see [28], we introduce a DC gain for nonlinear mono-
tone systems in this section. In addition, characterizations of
the DC gain in terms of induced system norms as well as
output reachability are provided. These will later be used as
measures for importance or similarity of state components
and thereby form the basis for the development of our model
reduction methods.
1Note that the domain of f is taken as Rn ×Rm but not Rn+ ×Rm+ . This
is to guarantee the differentiability of f on Rn+×Rm+ , especially on the axis
xi = 0 or uj = 0. A similar discussion holds for the domain of h.
3
A. Definition and its Connection to the Infinity Induced Norm
We introduce the concept of a DC gain for monotone
systems. The DC gain is defined by using the asymptotic
behavior of the trajectory x(t) = φ(t, 0, a1lm) of (1) for the
zero initial condition and a constant input u(t) = a1lm, a ≥ 0,
t ∈ R+, namely
w(a) := lim sup
t→∞
φ(t, 0, a1lm). (6)
The use of constant inputs is motivated by the monotonicity
property as will be explained below. The following DC gain
(function) plays a central role in this paper.
Definition 3.1: The function a 7→ h(w(a))/a for a > 0 is
said to be the nonlinear DC gain (function) of the monotone
system (1). C
The function w(·) gives a motivation for referring to







it is easily observed that Definition 3.1 leads to w(a) =
−A−1B1lma. As a result, h(w(a))/a = −CA−1B1lm and
the well-known DC gain for linear systems [29] is recovered
in the single-input and single-output (SISO) case.
To guarantee that the nonlinear DC gain in Definition 3.1
is bounded, we assume throughout the paper that
w(a) ≺ ∞, ∀a > 0, (8)
where w(0) = 0 from f(0, 0) = 0. For the purpose of model
reduction, this assumption can be relaxed. Namely, if one
constructs a reduced-order model based on the nonlinear DC
gain in some subinterval [a1, a2] ⊂ R+, then (8) is required
to hold only in this subinterval.
We will give a sufficient condition for such an assumption
to hold at the end of this subsection. The condition (8) is
similar to the so-called asymptotic gain property (AGP) [30]
for not necessarily monotone systems, but it is weaker as the
AGP requires lim supt→∞ φ(t, x0, a1lm) ≺ ∞, ∀a ≥ 0 for any
initial condition x0 ∈ Rn. In contrast, we fix x0 as zero. For
instance, an input-to-state stable (ISS) system has the AGP
and thus also satisfies (8). We recall that a system is said to
be ISS [27] if there exist a class KL function β and class K
function γ such that






, ∀t ∈ R+
for any x0 ∈ Rn and bounded input u(t) ∈ Rm, t ∈ R+.
For u(t) = a1lm, it holds that
lim
t→∞
|φ(t, x0, u)|∞ ≤ γ(a1lm), ∀a ≥ 0
and thus (8) holds. Another example for which (8) holds
is a nonlinear system whose linearization at the origin is
asymptotically stable. In this case, assumption (8) holds locally
as will be formalized in Theorem 3.9 later.
Remark 3.2: The notion of the function w(·) in (6) is
related to that of the so-called static input-state character-
istic in [14] and [31], where the latter considers nonlinear
systems that are not necessarily monotone. The static input-
state characteristic is, however, a stronger concept than w(·)
as the existence of such characteristic implies not only the
existence of an equilibrium point (for constant input), but
also the asymptotic stability of this equilibrium. As explained
below, the first one is implied by (8) while the latter is not. C
Now, for monotone systems, we justify the choice of using
constant inputs in the definition of the nonlinear DC gain by
relating it to the∞-induced norm of the system. For asymptot-
ically stable positive linear systems, the DC gain is connected
with the 1-, 2-, and ∞-induced norms of the system [28]; see
also Section III-D. To explore a similar connection for the∞-
induced norms of nonlinear monotone systems, we define the







which is an extension of the linear case. Because of mono-
tonicity (2), φ(t, 0, u)  φ(t, 0, a1lm) for any u  a1lm.
Therefore, the ∞-induced norm ν(a) is obtained for the
constant input u = a1lm. This fact establishes a connection
between the DC gain and ∞-induced norm of a monotone
system, which is formalized as follows.
Proposition 3.3: Consider a monotone system (1) with the
assumption (8). Then, the ∞-induced norm in (9) satisfies
ν(a) = |h(w(a))|∞/a (10)
for any a > 0.
Proof: First, it is noted that monotonicity with respect to




= ‖φ(t, 0, a1lm)‖Ln∞[0,∞), (11)
for any a ≥ 0. Observe that the monotonicity property (2) and
f(0, 0) = 0 lead to
φ(t1 + t2, 0, a1lm) = φ(t1, φ(t2, 0, a1lm), a1lm)
 φ(t1, φ(t2, 0, 0), a1lm)
= φ(t1, 0, a1lm), (12)
for any t1, t2 ∈ R+. Thus, each element of φ(·, 0, a1lm) is non-
decreasing and, it follows that limt→∞ φ(t, 0, a1lm) exists as
this solution is bounded due to the assumption (8). As a result,
we have for each i ∈ In that
‖φi(t, 0, a1lm)‖L∞[0,∞) = limt→∞φi(t, 0, a1lm) = wi(a). (13)
From (3) and (13), it now follows that
‖h(φ(t, 0, a1lm))‖Lp∞[0,∞) = |h(w(a))|∞,
which implies the desired result (10).
4
B. Output Reachability
Whereas the previous subsection provides a relation be-
tween the nonlinear DC gain function in Definition 3.1 and
the ∞-induced system norm, the current section relates the
nonlinear DC gain of a monotone system to a notion of output
reachability.
Loosely speaking, output reachability amounts to the prop-
erty that each output component can be influenced by a proper
choice of the input function. In order to formally define this
notion as well as to provide a quantitative characterization that
will be exploited in the context of model reduction, consider





for i ∈ In. The function Li characterizes the smallest input
u (in terms of the Lm∞ signal norm) that asymptotically steers
the output yi to a desired value zi. If no such input exists for a
given zi, the value of Li(zi) is taken to be infinity. Note also
that the function Li is independent of the behavior of other
outputs yj , j 6= i.
Based on the energy function (14), we introduce the concept
of output reachability of monotone systems.
Definition 3.4: The monotone system (1) is said to be
asymptotically output reachable with respect to yi if Li(zi)
is bounded for any zi ∈ R+. C
In the following theorem, we relate the nonlinear DC gain
of Definition 3.1 to the energy function Li(·) in (14).
Theorem 3.5: Let the monotone system (1) satisfy (8) and
consider the function w(·) defined in (6). Then, the system
is asymptotically output reachable with respect to yi if and
only if hi ◦ w : R+ → R+ is surjective. If the system is
asymptotically output reachable, define
vi(r) := min{a ∈ R+ : r = hi(w(a))}, r ∈ R+. (15)
Then, additionally, Li(zi) = vi(zi) for any zi ∈ R+.
Proof: First, we show the equivalence between output
reachability and surjectivity.
(if) As (1) is monotone and the output function satis-
fies (3), hi(w(·)) is non-decreasing. In addition, this function is
bounded due to (8). Thus, if hi ◦w is surjective, the mapping
vi : R+ → R+ in (15) is well defined and non-decreasing.
Note also that hi(w(vi(r))) = r for any r ∈ R+. Then, by
substituting r = zi into this equality,
zi = hi(w(vi(zi))) = lim
t→∞
hi(φ(t, 0, vi(zi)1lm)) (16)
for any zi ∈ R+. Here, the latter equality follows from the
definition of w(·) in (6), where the limit superior can be
replaced by the limit as a result of the proof of Proposition 3.3.
Thus, (16) shows that u(·) = vi(zi)1lm is an input function
that satisfies the constraints in (14). As a result, we have
Li(zi) ≤ |vi(zi)1lm|∞ = vi(zi), ∀zi ∈ R+, (17)
that is, the system is asymptotically output reachable with
respect to yi.
(only if) We prove by contraposition. Suppose that hi ◦ w
is not surjective, i.e., for some zi ∈ R+, there is no a ∈ R+
satisfying zi = hi(w(a)). Since hi(w(a)) is non-decreasing,
it then follows that zi > hi(w(a)) = limt→∞ hi(φ(t, 0, a1lm))
for any a < ∞. That is, zi > limt→∞ hi(φ(t, 0, u)) for
any bounded input u  0. Therefore, the system is not
asymptotically output reachable with respect to yi.
Finally, we show Li(zi) = vi(zi). Since (17) holds, it
remains to show that Li(zi) ≥ vi(zi) for any zi ∈ R+.
We prove this by contradiction. Suppose that Li(zi) < vi(zi)
for some zi ∈ R+. Then, since h(w(·)) is a non-decreasing
function, hi(w(Li(zi))) ≤ hi(w(vi(zi))) holds. Moreover,
the strict inequality hi(w(Li(zi))) < hi(w(vi(zi))) holds;
since vi(·) in (15) is defined as the minimum, if the equality
hi(w(Li(zi))) = hi(w(vi(zi))) holds, then Li(zi) = vi(zi)
holds, which is the contradiction. By using (16), we have
hi(w(Li(zi))) < hi(w(vi(zi))) = zi. (18)
Then, for any u  0 such that
‖u‖Lm∞[0,∞) ≤ Li(zi), (19)




hi(φ(t, 0, u)) ≤ lim
t→∞
hi(φ(t, 0, Li(zi)1lm))
= hi(w(Li(zi))) < zi. (20)
This contradicts the definition of Li(zi).
We recall that the function Li in (14) gives a quantitative
measure for output reachability in the sense that a small value
Li(zi) means that the system can reach zi using a relatively
small input u. In this case, the output yi can be taken to be easy
to control. The relevance of Theorem 3.5 is in the observation
that the nonlinear DC gain function provides an equivalent
measure for output reachability. This insight will be exploited
in the context of model reduction in Section IV. Finally, we
note that, following a similar reasoning as in the proof of
Theorem 3.5, it can be shown that hi(w(R+)) ⊂ R+ gives the
largest output reachable set with respect to yi even if hi ◦ w
is not surjective.
Remark 3.6: The notion of asymptotic output reachability
in Definition 3.4 can be shown to be related to the excitability
of monotone systems, which represents a notion of controlla-
bility for such systems [32]. Excitability is a property speci-
fying that each component of the state trajectories φi(·, 0, u)
can be influenced by the input u, i.e., φi(·, 0, u) 6= φi(·, 0, 0).
Excitability can be checked using an inference diagram [32],
which is obtained by drawing a directed edge xk → xi or
u` → xi (xk → yj or u` → yj) if and only if ẋi (yj) depends
on xk or u`, respectively. A monotone system is excitable if
and only if there is a path to any xi, i ∈ In from some input
u` [32]. Furthermore, we can use the inference diagram to
verify if hi(w(·)) = 0. In fact, hi(w(·)) = 0 if and only if
there is no path incoming to yi from any u`, ` ∈ Im, or in
other words, yi is not excitable. Therefore, one notices that
if a monotone system is asymptotically output reachable with
respect to yi for the choice of outputs yi = xi and for each
i ∈ In, then it is clear that the system is excitable. C
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C. Approximate Computation and Connection with Moments
It is interesting to note that the nonlinear DC gain function
can be approximated on the basis of empirical data. In the
proof of Proposition 3.3, it is shown that if (6) exists for
monotone systems, then it follows that
w(a) = lim
t→∞
φ(t, 0, a1lm), (21)
i.e., lim sup is replaced by lim. That is, w(a) is the (nonlinear)
steady-state response [33] of a monotone system with zero
initial state under the constant input a1lm.
The steady state response (21) can thus be approximated by
h(w(a))/a ≈ h(φ(tf , 0, a1lm))/a
for sufficiently large tf > 0. Therefore, for each a > 0, the
value of the nonlinear DC gain h(w(a))/a can be approx-
imately computed by using a trajectory φ(·, 0, a1lm) of the
system. This approximation can be used for the development
of model reduction techniques that are entirely based on data
as to be discussed later.
Remark 3.7: In practical computations, one would dis-
cretize a relevant interval in a (see also the example in Sec-
tion V) by selecting points ai in this interval and performing
time simulations for each ai. These time simulations can be
performed efficiently by using φ(tf , 0, ai1lm) as an initial
condition for the simulation for ai+1 (labeling the ai in order),
limiting the time horizon needed for numerical integration.
In fact, monotonicity with respect to the input yields
φ(t1, 0, ai1lm)  φ(t1, 0, ai+11lm), and consequently
φ(t2, φ(t1, 0, ai1lm), ai+11lm)  φ(t2 + t1, 0, ai+11lm). Also,
from monotonicity with respect to the initial state, we
have φ(t2, 0, ai+11lm)  φ(t2, φ(t1, 0, ai1lm), ai+11lm). By
combining these two inequalities, it follows that
φ(t2, 0, ai+11lm)  φ(t2, φ(t1, 0, ai1lm), ai+11lm)
 φ(t1 + t2, 0, ai+11lm).
In steady state, the first and last terms are equivalent, and
so is the second term. Since 0  φ(tf , 0, ai1lm), the trajec-
tory φ(t, x0, ai+11lm) starting from x0 = φ(tf , 0, ai1lm) can
approach to the steady state faster than the trajectory starting
from x0 = 0. C
The DC gain can alternatively be obtained by solving the
algebraic equation
f(xa, a1lm) = 0 (22)
at each a > 0. It is clear that w(a) ≺ ∞ in (6) satis-
fies (22) for xa = w(a). The converse is more involved as
uniqueness of a solution to (22) is not guaranteed. However,
if, for fixed a > 0, there exists a solution x̄a such that
x̄a  xa for any other solution, then from the non-decreasing
property (12), this x̄a is nothing but w(a). Non-uniqueness of
a solution to (22) is related to whether the asymptotic behavior
limt→∞ φ(t, x0, a1lm) depends on the initial condition x0
(assuming that the limit exists) or not. In fact, if this limit
exists and is independent of x0, (22) has a unique solution.
For instance, this is true for system with the ISS property.
For each ai > 0, a solution to (22) can be found numerically
by using a root-finding algorithm such as Newton’s method or
its modifications [34]. If one chooses the initial guess to be
zero, i.e. x̄ai,0 = 0, then a candidate solution denoted by x̄ai,k
can be updated in the increasing direction, i.e. x̄ai,k  x̄ai,k+1.
Therefore, a solution x̄ai such that x̄ai  xai for any other so-
lution may be found. Furthermore, similar to Remark 3.7, x̄ai
can be used to reduce the computational complexity of finding
x̄ai+1 , where ai < ai+1. From monotonicity, it follows that
x̄ai  x̄ai+1 . Therefore, the initial guess of x̄ai+1 can be
chosen as x̄ai+1,0 = x̄ai .
Another important property is that if (22) has a solution
xa  0 for some a > 0, then (8) holds for this a. Namely, from
the monotonicity property (2), φ(·, 0, a1lm)  φ(·, xa, a1lm) =
xa and consequently w(a)  xa. Moreover, from monotonic-
ity with respect to u, w(ā)  xa for any 0 < ā ≤ a. Therefore,
by solving (22), one can confirm if the assumption (8) holds.
Remark 3.8: Assuming that (21) holds, the nonlinear DC
gain allows for an interpretation as the zero-moment at zero
in the sense of nonlinear moment matching developed in [3],
[4], [7]. To illustrate this, consider a signal generator{
$̇(t) = 0, $(0) = a1lm  0,
θ(t) = $(t),
(23)
such that the cascade connection of a monotone system (1)
and generator (23) with u = θ is{
ẋ(t) = f(x(t), θ(t)) = f(x(t), a1lm),
y(t) = h(x(t)).
(24)









Next, if the algebraic equation (22) has a unique solution
locally, then h(w(a)) is called the zero-moment at zero [3],
[4], [7] of the system. Therefore, at each a > 0, the nonlinear
DC gain h(w(a))/a can be viewed as a scaled zero-moment
at zero. C
D. Relation to Results in the Linear Case
To put the results on the nonlinear DC gain in perspective,
we discuss its relation to existing results on linear systems
as in (7). From the conditions (3) and (5), a linear system is
positive (monotone) if and only if Ai,j ≥ 0 for any i 6= j (i.e.,
A is Metzler), Bi,j ≥ 0 for any i, j and Ci,j ≥ 0 for any i, j.
As mentioned in Section III-A, the DC gain of a linear
system is h(w(a))/a = −CA−1B1lm. For positive linear
systems, it is known that if A is Hurwitz, then −A−1 exists,
and each element is non-negative, e.g., [35]. In this case, each
element of −CA−1B is non-negative.
Next, we consider the relation between the DC gain and






, q ∈ (0,∞],
which recovers the H∞-norm for q = 2. For an asymptotically
stable positive linear system, it is shown in [28] that
‖Σlin‖q-ind = ‖ − CA−1B‖q
6
for any q ∈ {1, 2,∞}. Proposition 3.3 can be viewed as an
extension of this property to nonlinear monotone systems for
q =∞. If a linear system is SISO, then ‖Σlin‖q-ind is the same
for any q ∈ (0,∞]. That is, the DC gain, the H∞-norm and
any induced norm are the same.
Finally, we consider asymptotic output reachability. For
linear systems, a related concept is given by output controlla-
bility, which is the property that one can steer the output to
an arbitrary point in finite time from any initial state by using
a bounded input [36]. We establish the connection between
asymptotic output reachability and output controllability as
follows.
In the asymptotically stable positive linear case, if
hi(w(a)) = −CiA−1B1lma, a > 0 is non-zero, this is
an increasing scalar function of a, since each element of
−CA−1B1lm ∈ Rp is non-negative. Therefore, by Theo-
rem 3.5, one can asymptotically steer yi to an arbitrary point in
R+, i.e., the energy function (14) is bounded for any yi ∈ R+.
From this argument, an asymptotically stable positive linear
system is asymptotically output reachable with respect to yi
if and only if hi(w(·)) 6= 0, i.e., −CiA−1B1lm 6= 0. From
positivity, −CiA−1B1lm 6= 0 if and only if Ci(sI − A)−1B
is not the zero transfer function. The latter condition is also
a necessary and sufficient condition for output controllability
with output yi, see [36]. Also, from Remark 3.6, it can be
noticed that hi(w(·)) 6= 0 for any i ∈ In is a necessary and
sufficient condition for excitability.
E. Local Existence of the Nonlinear DC Gain
The use of the nonlinear DC gain function in Definition 3.1
is under the condition that (8) holds, essentially requiring
boundedness of solutions. The satisfaction of (8) for small
a > 0 can be guaranteed on the basis of properties of the
linearization of (1) in a similar manner as for local control-
lability and stability analysis [27], [37]. This is formalized in
the following theorem.
Theorem 3.9: Consider the monotone system Σ (1). If its












is asymptotically stable and output controllable, then hi(w(a))
exists and is strictly increasing around a = 0.
Proof: By applying the center manifold theorem, it is
possible to show that hi(w(a)) uniquely exists on some
subinterval S := [0, a), a > 0; see e.g. [4, Lemma 2.1] for
a similar discussion. Next, we show that hi(w(a)) is strictly
increasing around a = 0. To do so, note that the function w
















Using w(0) = 0 (which is easily concluded from the def-
inition) and the assumption that ∂f(0, 0)/∂x is Hurwitz, it





















where the system matrices of the linearization (25) can be
recognized in (27). In fact, by monotonicity of (1), the
linearization is positive [14] and (27) is nothing more than its
DC gain. By output controllability, this DC gain is positive,
proving the desired result.
IV. MODEL REDUCTION
In this section, we will use the nonlinear DC gain of Defini-
tion 3.1 as a basis for model reduction of monotone nonlinear
systems. This is motivated by the result of Theorem 3.5,
which essentially states that the nonlinear DC gain function
has an interpretation as the energy function Li in (14) and
thus provides a quantitative measure for (asymptotic) output
reachability. At this point, we recall that existing methods for
model reduction such as nonlinear balanced truncation [1], [2]
as well as incremental/differential variants [38], [39] are based
on suitably chosen energy functions that provide a measure of
either controllability or observability properties. Similarly, we
will consider the notion of (asymptotic) output reachability
and the DC gain function as the associated energy function.
The following subsections discuss two approaches for model
reduction, namely truncation and clustering. Again, we empha-
size that the nonlinear DC gain can be approximately com-
puted based on simulation or experimental data as mentioned
in Section III-C, i.e., our methods do not require solutions to
nonlinear partial differential equations in contrast to standard
nonlinear model reduction methods such as nonlinear balanc-
ing [1], [2].
A. Truncation
As a first step in performing model reduction based on the
DC gain, assume that, for a given interval of the amplitude of
the input a ∈ [a1, a2] and k ≤ n, the state variables are such
that
|h(w1(a), . . . , wk(a), 0, . . . , 0)|∞/a
≥ |h(0, . . . , 0, wk+1(a), . . . , wn(a))|∞/a. (28)
Note that we allow a permutation of the state components to
achieve (28), which preserves the monotonicity property. It is
not guaranteed that there always exists such a permutation for
a given interval [a1, a2] and given k, but if only an interval is
given, one can find a k ≤ n and a permutation.
Motivated by existing approaches for model reduction,
suppose that there exists k such that the left-hand side of (28)
is much greater than the right-hand side. Then, one can expect
that by truncating the state variables xk+1, . . . , xn, one obtains
a reduced-order model that well-approximates the input-output
behavior of the original model. In this section, we study the
properties of such reduced-order models.
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Before performing model reduction by truncation consider
the partitioning of (1) as
ẋ1 = f1(x1, x2, u),
ẋ2 = f2(x1, x2, u),
y = h(x1, x2),
(29)
where the state x is partitioned into x1 := [x1 . . . xk]T, x2 :=
[xk+1 . . . xn]
T, and the partitioning of the functions f and h
is defined accordingly. The reduced-order model obtained by
truncation is then given by
Σr :
{
ẋr = fr(xr, u) := f1(xr, 0, u),
yr = hr(xr) := h(xr, 0),
(30)
where the state xr ∈ Rk is an approximation of x1.
The following result states that monotonicity is preserved
under truncation and, additionally, that the reduced-order sys-
tem (30) again satisfies the property (8).
Theorem 4.1: Let the monotone system (1) satisfy (8).
Then, the reduced-order model (30) obtained by truncation
is again monotone and satisfies (8). In addition, for the same
input u : R+ → Rm+ and initial conditions (x10, x20) ∈ Rn+ and
xr0 ∈ Rk+ such that x10 = xr0, it holds that yr  y.
Proof: It is readily verified that fr satisfies (4) for the
reduced-order state xr and input u, such that the reduced-order
system (30) is monotone by Proposition 2.1. In addition, the
output function hr satisfies (3).
Next, we show that the reduced-order model (30) satisfies (a
reduced-order version of) (8). To this end, let φ1(·, (x10, x20), u)
and φ2(·, (x10, x20), u) denote a partitioning of the solution
to (1) according to (29), i.e.
φ(·, x0, u) = φ(·, (x10, x20), u) =
[
φ1(·, (x10, x20), u)
φ2(·, (x10, x20), u)
]
.
Here, note that the first subsystem of (29) can be viewed as
a system with inputs φ2(·, (x10, x20), u)  0 and u  0. The
subsystem is still monotone in this perspective and we denote
its trajectory by φ̄1(·, x10, (φ2, u)) = φ1(·, (x10, x20), u). Then,
by monotonicity of the first subsystem,
φ̄1(·, x10, (0, u))  φ̄1(·, x10, (φ2, u))
= φ1(·, (x10, x20), u), (31)
for all (x10, x
2
0)  0 and u  0. It can be observed here that
the term on the most left-hand side is exactly the trajectory of
the reduced-order model Σr for the initial state x10 and input
u. As a result of the property (8) of the high-order system, it
follows that
φ̄1(·, 0, (0, u))  φ1(·, 0, u) <∞, (32)
i.e., the property (8) also holds for the reduced-order model.
Finally, from monotonicy of h in (3) and (31),
yr(·) = h(φ̄1(·, x10, (0, u)), 0)
 h(φ1(·, (x10, x20), u), 0)  h(φ(·, x0, u)) = y(·), (33)
proving the final statement of the theorem.
In the proof of Theorem 4.1, define
wr(a) := φ̄1(·, 0, (0, a1lm)).
Then, hr(wr(a))/a is the nonlinear DC gain of the reduced-
order monotone system. From (32), it follows that wr(a) 
w1(a), where w1(a) consists of the first k components
of w(a). Consequently, we have hr(wr(a)) = h(wr(a), 0) 
h(w1(a), w2(a)). One notices that the equality holds only in
a specific situation when w2(·) = 0 and wr(·) = w1(·). A
similar conclusion holds for yr  y in Theorem 4.1.
Remark 4.2: Whereas Theorem 4.1 guarantees the preser-
vation of monotonicity, it can also be shown that ISS is
preserved for monotone systems. To this end, suppose that
the original monotone system is ISS, i.e., |φ(t, x0, u)|∞ ≤
β(t, |x0|∞) + γ(sup0≤τ≤t |u(τ)|∞) for all t ∈ R+, where β
and γ are class KL and K functions, respectively. Then, by
choosing x20 = 0 in (31), we have
|φ̄1(t, x10, (0, u))|∞ ≤ |φ1(t, (x10, 0), u)|∞
≤ |φ(t, (x10, 0), u)|∞







for all t ∈ R+. Thus, the ISS property is preserved under
truncation. Note that the preservation of ISS is not generally
guaranteed for truncation of non-monotone systems. C
An interesting result of Theorem 4.1 is that the output of the
reduced-order system Σr provides a lower bound on the output
of the original system Σ. This is a direct result of monotonicity
and, as such, bounds of this form are generally not available
in model reduction procedures for general nonlinear systems.




h(φ̄1(t, 0, (0, a1lm)), 0)
 lim
t→∞
h(φ(t, 0, a1lm)) = h(w(a)), ∀a ∈ R+,
where the inequality follows from (33). As a result, the













for x(0) = 0 and xr(0) = 0. In addition, using (31) for
x0 = 0, the (reverse) triangle inequality and the result of









Note that (34) only gives a lower bound on the reduction error.
The following proposition shows that an error bound (34) is
in fact exact in the case that the error dynamics is monotone
itself (note that this is not guaranteed by monotonicity of Σ
and Σr).
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Proposition 4.3: Suppose that each element of the follow-
ing matrices is non-negative for any z1, z2, xr, u  0.


















Then, the result (34) holds with equality for any a > 0.
Proof: Define z1 := x1 − xr and z2 := x2. Then, the
corresponding dynamics is ż
1 = f1(z1 + xr, z2, u)− f1(xr, 0, u),
ż2 = f2(z1 + xr, z2, u),
yz = h(z + x
r, z2)− h(xr, 0).
According to (5), if the inequalities (35) hold, then this error
system is monotone with the state z and external inputs xr
and u. From Proposition 3.3, its infinity induced norm is
|h(w(a))− hr(wr(a))|∞/a.
In the case of monotone (i.e., positive) linear systems,
the conditions (35) are automatically satisfied (see [26]) and,
hence, (34) holds with equality.
Remark 4.4: At this point, we note that the above results
hold regardless of the choice of truncated state components.
However, it can be shown that






providing a further lower bound on (34). The result (36)
follows from (31) and monotonicity of h in (3) and provides
further motivation of using (28) as the basis for truncation.
Namely, the partition (29) satisfying (28) provides the left-
hand side in (36), i.e., an even lower error bound than
(34). Finally, we remark that no data-driven nonlinear model
reduction techniques providing lower or upper bounds on the
reduction error are available in the literature.
B. Clustering
Contrary to the truncation approach towards model reduc-
tion of the previous section, we consider the clustering of state
components in this section. Namely, if xi and xj show similar
trajectories, one can expect to achieve a good approximation
of the original dynamics by setting xi = xj , i.e., by clustering.
In this section, we will use the nonlinear DC gain function to
define suitable clusters.
Specifically, we propose to use the function w(·), which can
be regarded as the nonlinear DC gain for output y = x, as a
basis for clustering. Namely, for a given a > 0, the vector w(a)
provides a measure of similarity between state components xi
and xj , and similar ones are taken as candidates for clustering.
Alternatively, rather than considering w(a) for a fixed a >




w(a)/a da can be used as a basis for
clustering.
To more formally define this clustering approach, consider a
collection of k ≤ n pairwise disjoint subsets Ci ⊂ In, i ∈ Ik
such that
⋃
i∈Ik Ci = In. Here, each Ci is referred to as a
cluster (of the nodes j ∈ Ci).
For a given clustering, let Γ ∈ Rk×n+ be a matrix
Γ :=
[
p(C1) · · · p(Ck)
]T
, (37)
where p(Ci) ∈ Rn is a vector such that pj(Ci) = 1 if j ∈ Ci;
pj(Ci) = 0 otherwise. The matrix Γ in (37) will play the role
of a left projection matrix. Then, our objective is to construct
a right projection mapping Π : Rk+ → Rn+, Π(0) = 0 such
that the reduced-order model
Σc :
{
ẋc = Γf(Π(xc), u),
yc = Π(xc),
(38)
is again monotone and satisfies the property (8). This extends
standard projection techniques by using a nonlinear rather than
a linear right projection; this is a generalization that will prove
to be crucial for ensuring preservation of the property (8).
As the mapping Π should be consistent with the choice of
clusters (as encoded in Γ), it is assumed that Π is differen-




= 0 ⇐⇒ Γj,i = 0. (39)
The main motivation for not restricting Π to be linear is to
have more freedom to preserve the property (8) in the reduced-
order system (38) obtained by clustering. This is formalized
as follows.
Theorem 4.5: Let (1) be a monotone system with the prop-
erty (8). Assume that the nonlinear right projection Π : Rk+ →






for all i ∈ In, j ∈ Ik, and xc ∈ Rk+, and
Π(Γw(a)) = w(a),∀a ≥ 0, (41)
for w(a) in (8). Then, the reduced-order model (38) is mono-
tone and satisfies (8).
Proof: First, we show that the system (38) is monotone.















and note that each element of Γ and ∂Π(xc)/∂xc is non-
negative by (37) and (40). Then, after recalling that mono-
tonicity of the high-order system is equivalent to (5), it is
readily verified that also the reduced-order model satisfies (5).
Thus, the reduced-order dynamics is monotone, where it is
also noted that the output equation of (38) satisfies (3).
Next, we consider the property (8). Let ϕc(t, xc, u) be
the state trajectory of the reduced-order model. From (22)
for xa = w(a) and (41), the reduced-order model satisfies
Γf(Π(xca), a1lm) = 0 for x
c
a = Γw(a)  0. That is,
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ϕc(t,Γw(a), a1lm) = Γw(a) for all t ≥ 0. Therefore, from
monotonicity (2), we have
ϕc(t, 0, a1lm)  ϕc(t,Γw(a), a1lm) = Γw(a), ∀t ≥ 0, (42)
for any a > 0, from which it is immediate that
wc(a) := lim sup
t→∞
ϕc(t, 0, a1lm)  Γw(a) ≺ ∞. (43)
That completes the proof.
For model reduction, a Petrov-Galerkin projection [40] is
typically used, and this concept is extended to a nonlinear
projection [5]. The projection considered in Theorem 4.5 is
not necessarily a Petrov-Galerkin projection because we do
not require ΓΠ(xc) = xc for all xc ∈ Rk. However, when the
right projection map Π is linear, our projection can be chosen
as a Petrov-Galerkin projection, see Remark 4.9.
As Theorem 4.5 guarantees that the reduced-order
model (38) satisfies property (8), its nonlinear DC gain is
bounded. In fact, we have the following corollary using (40),
(41) and (43).
Corollary 4.6: Let (1) be a monotone system with the
property (8). Assume that the nonlinear right projection Π :
Rk+ → Rn+ satisfies all conditions in Theorem 4.5. Then,
Π(wc(a))/a  Π(Γw(a))/a = w(a)/a (44)
holds. That is, the DC gain of the reduced-order system (38)
is bounded by that of the original system. C
The key requirement for the left and right projections is the
satisfaction of (41), and this is the motivation for considering
general nonlinear right projection mappings rather than linear
ones. The following example demonstrates the importance of
this generalization.
Example 4.7: Let the function w(·) and the left projection














and there is no linear right projection satisfying (41). However,







the equality (41) holds. Moreover, one can also confirm that
all conditions in Theorem 4.1 hold in the interval a ∈ [0, π/5].
C
Remark 4.8: From the concept of the clustered model re-
duction, one can expect that excitability mentioned in Re-
mark 3.6 is preserved. Indeed, under the assumptions in
Theorem 4.5, this is true. C
Remark 4.9: For linear monotone systems, it can be shown
that equality holds in (44) whenever −A−1B1lm  0. To show
this, define, for any given vector v ∈ Rn+ satisfying v  0, the











where q(Ci) ∈ Rn is a vector such that qj(Ci) = vj if j ∈ Ci;
qj(Ci) = 0 otherwise. Note that Πv has the same structure
as the projection matrix Γ in (37) but that the values of the
nonzero elements now depend on v. In fact, we have that
ΓΠv = Ik for any v, i.e., the projection is a Petrov-Galerkin
projection. Moreover, the choice of Π as the linear right
projection mapping Π(xc) = Πvxc satisfies all conditions of
Theorem 4.5 for w(a) = va.
Now, let v = −A−1B1lm. From Theorem 4.5, the reduced-
order model satisfies (8). Consequently, exponential stability
is preserved and the reduced-order model (38) has a unique







= 0. In fact, this solution is given as
xca = Γva, such that the DC gain of the reduced-order model
reads Πvxca/a = ΠvΓva/a = v. C
Whereas the above remark shows that, for linear systems,
the right projection mapping Π(·) can be chosen to satisfy
the properties of Theorem 4.5 (as well as the additional
property of preserving DC gain), the suitable choice of Π(·) is
generally a challenging problem for nonlinear systems. Here,
the satisfaction of (41) presents the main bottleneck.
However, an approximation for Π(·) can be constructed
using deep learning [41]. Namely, for each a ≥ 0, the value
of w(a) can be computed approximately. Then, by using
each value of Γw(a) and w(a) as input data and the desired
function value, one can find an approximation of Π(·) through
deep learning as a result of the universal approximation
theorem [41]. Since w(a) can also be computed approximately
from data, our clustering method can be performed approxi-
mately based on data.
V. EXAMPLE
In this example, we consider the model reduction of a
gene regulatory network (GRN) consisting of 50 genes and








− λixi, i ∈ I50,
where xi ≥ 0 and uk ≥ 0 are the gene expression of gene i and
the external input (e.g., a chemical compound), respectively.
The function g is a so-called activation function and is chosen
as g(z) = z/(1 + z) as in [42]. The constants ri and λi
are the reaction rate and the degradation constant of gene
i, respectively, and their values are randomly chosen in the
interval (0, 2], where this interval is based on [43]. The weight
wi,j is simply chosen as 1 if there is a directed edge from
gene xj to gene xi; otherwise wi,j = 0. Also, vi,k = 1
if node xi is a driver node corresponding to the input uk;
otherwise vi,k = 0. Following again [43], the Barabási-Albert
(BA) model is used to generate a topology for the GRN in
which the number of edges (100) is twice that of the number
of nodes (50). The resulting GRN is depicted in Figure 1.
Now, we are ready to proceed to model reduction. To this
end, the nonlinear DC gain function a 7→ w(a)/a (recall
Definition 3.1 and (6)) is computed for a = 0.5 + 0.01 × `,
` ∈ I100. On the basis of the discussion in Section III-C,
w(a) is approximately computed as w(a) ≈ φ(50, 0, a1l5),
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Fig. 1. GRN with 50 nodes and 100 edges, where driver nodes are labeled
by square markers.
























Fig. 2. State trajectories of the original model with 50 nodes by the constant
input u = 1.51l5.
where tf = 50 is decided by the conducted simulation, see,
e.g., Fig. 2. This leads to an approximation of the nonlinear
DC gain function w(a)/a shown in Figure 3, which clearly
illustrates that the nonlinear DC gain is not linear. Also,
we apply the method in Remark 3.7 in order to reduce the
computational cost of obtaining the nonlinear DC gain. For
the first computation, tf is the same as above, i.e., tf = 50,
and tf = 5 in the following computations. Let w̃(a) be the ob-
tained approximation of the nonlinear DC gain function. Then,
the computational error given by maxa(|w(a) − w̃(a)|∞/a)
is 0.0022. The error is relatively small in comparison with
the values of the nonlinear DC gain. We stress again that
the computation of the nonlinear DC gain only requires time
simulation and is thus performed empirically, i.e., without
explicit model knowledge.
0.5 1 1.5


























Fig. 3. Nonlinear DC gain w(a)/a of the original model with 50 nodes.
0.5 1 1.5
































Fig. 4. Nonlinear DC gain wr(a)/a of the truncated reduced-order model
with 26 nodes.
First, we apply the proposed truncation method. In or-
der to decide the dimension of a reduced-order model, we
compute the average of DC gains with respect to a as
DCA :=
∑
a=0.5,...,1.5(w(a)/100a), where 100 is the number
of samples of DC gains. Note that DCA is a vector and each
element DCAi corresponds to each state xi. The average of
DCA with respect to the state components is 0.8567. Now, we
consider to truncate the state whose DCAi is less than 0.8567,
leading a reduced-order model of dimension 26. Figure 4
shows the approximation of the reduced-order nonlinear DC
gain function wr(a)/a computed by φr(50, 0, a1l5). Figure 5
shows the reduction error and its lower bound in (36). One
expects the conservatism in the lower bound to become smaller
if the dimension of the reduced-order model increases, which
can in fact be verified for this example. Namely, for a 38-
dimensional reduced-order model, the lower bound does not





























Fig. 5. Error of model reduction by truncation |w(a) − hr(wr(a))|∞/a
and its lower bound.
Next, we consider reduction through clustering. Clusters are
determined based on pairwise similarities of the DC gains of
the state components, namely
∑
a=0.5,...,1.5 |wi(a)−wj(a)|/a,
i, j ∈ I50. For a given measure of similarity, the hierarchical
clustering algorithm of the Matlab2 gives a binary, hierarchical
cluster tree called a dendrogram, see Fig. 8. In the dendrogram,
the bottom vertical lines are called leaves, which represent
the nodes on graph. Besides, each fusion of two clusters is
indicated by the splitting of a vertical line into two branches,
and the horizontal position of the split, shown by the short
horizontal bar, reads the similarities between the two clusters.
In Fig. 8, the division of clusters is illustrated by a horizontal
dashed line, which gives 13 clusters. Figures 1 and 8 show
these clusters by depicting all nodes in a given cluster using
the same color. Given these clusters, the left projection matrix
Γ is computed as in (37).
To compute the corresponding right projection mapping
Π(·) such that Π(Γw(a)) ≈ w(a) for a = 0.5, . . . , 1.5, we
use a function fitting neural network algorithm of the Matlab2
to which Γw(a), a = 0.5, . . . , 1.5 is provided as input data
and w(a), a = 0.5, . . . , 1.5 as the desired function values.
In the algorithm, a neural network with 10 hidden neurons is
used, whereas Bayesian regularization is employed for training
the network; for more details about hidden neurons and
Bayesian regularization, see the MATLAB Neural Network
Toolbox. The resulting function Π(·) is then used to construct
the reduced-order model (38) by clustering. Figure 6 shows
the approximation of the reduced-order nonlinear DC gain
function Π(wc(a))/a computed by Π(φc(50, 0, a1l5)), whereas
a comparison between this figure and Figure 3 indicates that
the reduced-order model accurately captures the nonlinear
input-state behavior of the original model. Indeed, as shown
in Fig. 7, the error is small. Here, we again stress that
this reduction is purely based on simulation or experimental
data. That is, even for nonlinear systems, it is possible to
2A standard implementation in Matlab 2016b is used for hierarchical
clustering as well as neural-network based function fitting.
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Fig. 6. Nonlinear DC gain Π(wc(a))/a of the reduced-order model with
13 nodes.
0.5 1 1.5






















Fig. 7. Error of model reduction by clustering |w(a)− πc(wc(a))|∞/a.
achieve clustered model reduction with a small error based
on simulation or experimental data.
VI. CONCLUSION
In this paper, we study model reduction by truncation
or clustering for monotone control systems based on the
introduction of nonlinear DC gains. Interpretations of the DC
gains are given in terms of the infinity induced norm of
the system and output reachability. The proposed methods
preserve monotonicity and can be approximately performed
based on simulation or experimental data alone.
Through its relation with output reachability, the nonlinear
DC gain also gives a quantitative measure for controllability
of each node in a network in case the output is chosen as the
corresponding state. For future work, we would like to apply
this measure in the analysis of brain networks, similar to the













Fig. 8. Dendrogram for hierarchical clustering generated by
∑
a=0.5,...,1.5 |wi(a)− wj(a)|/a, i, j ∈ I50.
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