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Abstract
In this paper, we obtain some necessary conditions for a polynomial with positive coeffi-
cients to be stable. As consequences, we obtain sufficient conditions for a polynomial to be
unstable. The results of this paper generalize the recent results obtained in [Linear Algebra
Appl. 338 (2001) 67].
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1. Introduction
Let us consider an old problem. If P(x) = a0xn + a1xn−1 + · · · + an−1x + an is
a polynomial of degree n with real coefficients, then it is called a stable or a Hurwitz
polynomial if all its zeros lie in the open left half of the complex plane. It is well
known that all coefficients of a real stable polynomial have the same sign. Therefore
we can restrict ourselves to the study of polynomials with positive coefficients.
Given a polynomial P(x) with positive coefficients of degree n, the Hermite The-
orem characterizes when P(x) is stable. It involves the calculation of determinants of
order 2, 3, . . . , n− 1 and n. Routh introduced the Routh table ofP(x), which reduces
the number of calculations drastically. But it still needs to calculate approximately
(n/2)2 determinants of order 2.
When we consider an infinite family of polynomials with positive coefficients,
we desire to prove that all its components are stable. As it is impossible to check the
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stability of each polynomial of the family, a simple necessary criterion of stability
can provide sometimes a helpful tool when it can be employed to deduce that some
member of the family is unstable. In early 1950’s, Xie [1] obtained the following
necessary conditions for the polynomial P(x) to be stable:
If ai > 0, i = 0, 1, . . . , n, then
aiai+1 > ai−1ai+2 (i = 1, 2, . . . , n− 2) (1)
are necessary conditions for P(x) to be stable.
Recently, Borobia and Dormido [2] proved the following result.
Theorem A. Let P2n(x) = a0x2n + a1x2n−1 + · · · + a2n be a stable polynomial
with positive coefficients, then for any q ∈ {1, . . . , n− 1}, the following inequality
holds:
a2q  Cqna(n−q)/n0 a
q/n
2n , C
q
n = n!
q!(n− q)! . (2)
This implies that if (2) is violated for some q ∈ {1, . . . , n− 1}, then P2n(x) is unsta-
ble.
In this paper, inspired by the work of Borobia and Dormido, we generalize the
result of [2] to any degree of stable polynomials and obtain more general results
than (2).
2. Main results
Theorem 1. Let P(x) = a0xn + a1xn−1 + · · · + an−1x + an be a stable polynomial
with positive coefficients. Then:
(i) for 1  p < q and 2q + 1  n, we have
a2p+1  CpN(C
q
N)
−p/qap/q2q+1a
(q−p)/q
1 , (3)
(ii) for 1  k < m and 2m  n, we have
a2k  CkN(CmN)−k/ma
k/m
2m a
(m−k)/m
0 (4)
where n = 2N if n is even or n = 2N + 1 if n is odd, i.e. N = [n/2].
Corollary 2. If either there exist 1  p < q and 2q + 1  n such that
a2p+1 < CpN(C
q
N)
−p/qap/q2q+1a
(q−p)/q
1
or there exist 1  k < m and 2m  n such that
a2k < C
k
N(C
m
N)
−k/mak/m2m a
(m−k)/m
0
where N = [n/2], then P(x) is unstable.
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Proof of Theorem 1. Let the even and odd parts of P(x) be defined by
Pe(x)= an + an−2x2 + an−4x4 + · · · ,
P0(x)= an−1x + an−3x3 + an−5x5 + · · · .
The Hermite–Bieler Theorem (see [3]) states that a necessary condition for the
stability of P(x) is that all zeros of Pe(x) and P0(x) lie on the imaginary axis. This
implies that the zeros of following polynomials
P1(x)= an + an−2x + an−4x2 + · · · ,
P2(x)= an−1 + an−3x + an−5x2 + · · ·
are all real negative numbers.
First we assume n = 2N + 1 is an odd number. Then
P1(x)= a1xN + a3xN−1 + · · · + a2N−1x + a2N+1,
P2(x)= a0xN + a2xN−1 + · · · + a2N−2x + a2N.
Let
P1(x)= a1(x + z1)(x + z2) · · · (x + zN),
P2(y)= a0(y + y1)(y + y2) · · · (y + yN)
with zk > 0, yk > 0, 1  k  N . Then we have for 1  p < q  N ,
a2p+1
a1
=
∑
1i1<i2<···<ipN
zi1zi2 · · · zip , (5)
a2q+1
a1
=
∑
1j1<j2<···<jqN
zj1zj2 · · · zjq , (6)
and for 1  k < m  N ,
a2k
a0
=
∑
1i1<i2<···<ikN
yi1yi2 · · · yik ,
a2m
a0
=
∑
1j1<j2<···<jmN
yj1yj2 · · · yjm.
DenoteRN+ = {(x1, . . . , xN) ∈ RN with xk > 0, k = 1, 2, . . . , N}. LetDq ⊂ RN+
be the set composed of those x = (x1, . . . , xN) ∈ RN+ for which equality
a2q+1
a1
=
∑
1j1<j2<···<jqN
xj1xj2 · · · xjq (6′)
holds.
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Then ∑
1i1<···<ipN
xi1 · · · xip
tends to +∞ if x ∈ Dq with ‖x‖2 →+∞.Therefore it has minimum in Dq . We will
show that it takes the minimum at the point x∗ = (α, α, . . . , α) with
α =
[(
a2q+1
a1
) (
C
q
N
)−1]1/q
.
In order to calculate
minx∈Dq
∑
1i1<i2<···<ipN
xi1xi2 · · · xip ,
we will use the well-known Lagrange multiplier method. Let
fp(x) =
∑
1i1<i2<···<ipN
xi1xi2 · · · xip
and define the function Fλ(x) as
Fλ(x) = fp(x)+ λ

 ∑
1j1<···<jqN
xj1xj2 · · · xjq −
a2q+1
a1

 .
Then for m ∈ {1, 2, . . . , N}, we have
Fλ
xm
=
∑
1i1<···<ip−1N
ij /=m,j=1,2,...,p−1
xi1xi2 · · · xip−1 + λ
∑
1j1<···<jq−1N
jj /=m,i=1,2,...,q−1
xj1xj2 · · · xjq−1 .
Letm = 1 andm = k respectively and eliminate λ from Fλ/x1 = Fλ/xk = 0
for k ∈ {2, 3, . . . , N}, we obtain

 ∑
2i1<···<ip−1N
xi1 · · · xip−1




∑
1j1<···<jq−1N
ji /=k,i=1,...,q−1
xj1 · · · xjq−1


=


∑
1i1<···<ip−1N
ij /=k,i=1,...,p−1
xi1 · · · xip−1



 ∑
2j1<···<jq−1N
xj1 · · · xjq−1

 . (7)
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The left side of (7) can be written as
xk
∑
2i1<···<ip−2N
ij /=k,j=1,...,p−2
xi1 · · · xip−2 +
∑
2i1<···<ip−1N
ij /=k,j=1,...,p−1
xi1 · · · xip−1


×

x1
∑
2j1<···<jq−2N
ji /=k,i=1,...,q−2
xj1 · · · xjq−2 +
∑
2j1<···<jq−1N
ji /=k,i=1,...,q−1
xj1 · · · xjq−1

 (8)
and the right side of (7) is
x1
∑
2i1<···<ip−2N
ij /=k,j=1,...,p−2
xi1 · · · xip−2 +
∑
2i1<···<ip−1N
ij /=k,j=1,...,p−1
xi1 · · · xip−1


×

xk
∑
2j1<···<jq−2N
ji /=k,i=1,...,q−2
xj1 · · · xjq−2 +
∑
2j1<···<jq−1N
ji /=k,i=1,...,q−1
xj1 · · · xjq−1

 . (9)
Comparing (8) and (9), we obtain
xkG(x) = x1G(x), (10)
where
G(x)=
∑
2i1<···<ip−1N
ij /=k,j=1,...,p−1
xi1 · · · xip−1
∑
2j1<···<jq−2N
ji /=k,i=1,...,q−2
xj1 · · · xjq−2
−
∑
2i1<···<ip−2N
ij /=k,j=1,...,p−2
xi1 · · · xip−2
∑
2j1<···<jq−1N
ji /=k,i=1,...,q−1
xj1 · · · xjq−1 .
Now we claim that G(x) > 0. In fact, the first sum of G(x) has Cp−1N−2C
q−2
N−2 terms
and the second sum of G(x) has Cp−2N−2C
q−1
N−2 terms, moreover,
 = Cp−1N−2Cq−2N−2 − Cp−2N−2Cq−1N−2
= q − p
p − 1C
p−2
N−2C
q−1
N−1
= q − p
N − 1C
p−1
N−1C
q−1
N−1 > 0 (since q > p). (11)
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Since q > p, by developing the first and second sum of G(x) and comparing them
term by term, one sees that if a term appears t times in the second sum of G(x), then
it must appears at least t times in the first sum of G(x). This, together with (11),
implies that G(x) > 0 for all x ∈ Dq .
Hence (10) yields
xk = x1, k = 2, 3, . . . , N. (12)
Substituting (12) into (6′) with zk = z1, k = 2, . . . , N , we obtain
x1 = x2 = · · · = xN =
(
a2q+1
a1
)1/q (
C
q
N
)−(1/q) =: α
and, as the roots z1, . . . , zN belong to Dq , we have
a2p+1
a1
=
∑
1i1<···<ipN
zi1 · · · zip
 min
z∈Dq
∑
1i1<···<ipN
zi1 · · · zip = CpNαp
this implies that
a2p+1  CpN(C
q
N)
−p/qap/q2q+1a
(q−p)/q
1 . (13)
Similarly, we can prove that for 1  k < m  N ,
a2k  CkN(CmN)−k/ma
k/m
2m a
(m−k)/m
0 . (14)
Next, we assume n = 2N . In this case,
P(x) = a0x2N + a1x2N−1 + · · · + a2N,
Pe(x) = a0x2N + a2x2N−2 + · · · + a2N,
P0(x) = a1x2N−1 + · · · + a2N−1x,
P1(x) = a0xN + a2xN−1 + · · · + a2N,
P2(y) = a1yN−1 + · · · + a2N−1.
By the method used above, we can prove that for 1  p < q  N − 1, 1  k <
m  N − 1, inequalities (13) and (14) hold. 
Remark. Let n = 2N,m = N , then (14) reduces to
a2k  CkNa
k/N
2N a
(N−k)/N
0
which is equivalent to (2).
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