Road crash prediction models are very useful tools in highway safety, given their potential for determining both the crash frequency occurrence and the degree severity of crashes. Crash frequency refers to the prediction of the number of crashes that would occur on a specific road segment or intersection in a time period, while crash severity models generally explore the relationship between crash severity injury and the contributing factors such as driver behavior, vehicle characteristics, roadway geometry, and road-environment conditions. Effective interventions to reduce crash toll include design of safer infrastructure and incorporation of road safety features into land-use and transportation planning; improvement of vehicle safety features; improvement of post-crash care for victims of road crashes; and improvement of driver behavior, such as setting and enforcing laws relating to key risk factors, and raising public awareness. Despite the great efforts that transportation agencies put into preventive measures, the annual number of traffic crashes has not yet significantly decreased. For instance, 35,092 traffic fatalities were recorded in the US in 2015, an increase of 7.2% as compared to the previous year. With such a trend, this paper presents an overview of road crash prediction models used by transportation agencies and researchers to gain a better understanding of the techniques used in predicting road accidents and the risk factors that contribute to crash occurrence.
Introduction
Road traffic accidents are the world's leading cause of death for individuals be-*PhD in Civil Engineering. road crashes are ranked as the ninth most serious cause of death in the world, and without new initiatives to improve road safety, fatal crashes will likely rise to the third place by the year 2020 [1] . In developed countries, road traffic death [2] . In Canada, the number of road traffic fatalities has declined by about 62.0 percent from 1990 to 2014, and the number of injuries has declined by about 68.0 percent during the same period [3] . However, traffic fatalities have increased in developing countries from 1990 to 2014 (i.e. 44 .0 percent in Malaysia and about 243.0 percent in China) [1] . Developing countries bear a large share of the burden, accounting for 85.0 percent of annual deaths and 90.0 percent of the disability-adjusted life years. More than one-half of all road traffic deaths globally involve people ages 15 to 44, during their most productive earning years. Moreover, the disability burden for this age group accounts for about 60.0 percent of all disability-adjusted life years. The costs and consequences of these losses are significant. Three-quarters of all poor families who lost a member in a traffic crash reported a decrease in their standard of living, and about 61.0 percent reported having to borrow money to cover expenses following their loss [4] . The World Bank estimates that road traffic injuries cost 2.0 percent to 3.0 percent of the Gross National Product of developing countries, or twice the total amount of development aid received worldwide by developing countries [5] . Although transportation agencies often try to identify the most hazardous road sites, and put great efforts into preventive measures, such as illumination and policy enforcement, the annual number of traffic crashes has not yet significantly decreased. For instance, 35,092 traffic fatalities were recorded in the US during 2015, an increase of 7.2% as compared to the previous year [6] . The fatality rate per 100 million vehicle miles traveled (VMT) increased 3.7% between 2014-2015. Thirty-five States had more motor vehicle fatalities in 2015 than in 2014. Every month except November saw increases in fatalities from 2014 to 2015, and the highest increases occurred in July and September [6] . Given this trend, it is imperative to gain a better understanding of the risk factors that may be associated with traffic crashes. This paper aims at presenting an overview of road crash prediction models used by transportation agencies and researchers to help understanding the techniques used in predicting road accidents and the risk factors that contribute to crash occurrence.
The Importance of Traffic Accidents Prediction Models
Traffic accidents prediction models are very useful tools in highway safety, given their potential for determining both the frequency of accident occurrence and the contributing factors that could then be addressed by transportation policies.
Vehicular crash data can be used to model both the frequency of crash occurrence and the degree of crash severity. Crash frequency refers to the prediction of the number of crashes that would occur on a specific road segment or intersection in a time period [7] . Crash severity methods generally explore the relationship between crash severity injury categories and contributing factors such as driver behavior, vehicle characteristics, roadway geometry, and road-environment conditions. Traffic accident related-fatalities and injuries can be prevented or at least minimized by a joint involvement from multiple sectors (i.e. transportation agencies, police, health departments, education institutions) that oversee road safety, vehicles, and the drivers themselves. Effective interventions include design of safer infrastructure and incorporation of road safety features into landuse and transport planning; improvement of vehicle safety features; improvement of post-crash care for victims of road crashes, and improvement of driver behavior, such as setting and enforcing laws relating to key risk factors, and raising public awareness [8] . Transportation agencies and research institutions often seek to identify the most dangerous road sites, and this will require modeling road crash data to determine both crash frequency and crash severity degree. In addition, traffic accidents prediction models can also assist with the development of generalized theories concerning road safety. A range of basic laws have been put forth to help explain the relationship between the occurrence of road crashes and potential risk factors, such as: the universal law of learning, which implies that the crash rate tends to decline as the number of kilometers travelled increases; the law of rare events, which states that rare events, such as environmental hazards, would have more effect on crash rates than regular events; and the law of complexity, which implies that the more complex the traffic situation road users encounter, the higher the probability of crash occurrence [9] .
Factors Affecting Road Traffic Accidents
A traffic accident may have many contributing factors, such as those related to driver behavior, road geometry, traffic volumes, vehicle, and environment. The influence of such variables on crash occurrence could significantly vary on a case-by-case basis, but in general, both behavioral factors related to the driver's errors, and non-behavioral factors related to road geometry, traffic flow conditions, vehicle, and environment are thought to significantly affect traffic crashes [10] . Research has revealed that there are generally six major groups of risk factors affecting traffic crash occurrence [11] 
The Costs of Road Traffic Accidents
The highest cost of traffic crashes is in the loss of human lives; however, society also bears the consequences of many costs associated with motor vehicle crashes.
Highway crashes currently cost the USA about $1078.0 billion a year, approximately 5.0 percent higher than 2000. Total costs include both economic costs and societal harm [16] . In the year 2010, 3.9 million people were injured and 32,999 killed in 13.6 million motor vehicle crashes in the US [2] . The economic costs of these crashes totaled $242.0 billion including lost productivity, medical costs, legal and court costs, emergency service costs, insurance administration costs, congestion costs, property damage, and workplace losses. 
Literature Review
Early crash analysis models were generally based on simple multiple linear regression methods assuming normally distributed errors. However, researchers soon discovered that crash occurrence could be better fitted with a Poisson distribution. Hence, a Poisson regression model based upon a generalized linear framework was soon adopted over conventional multiple linear regression techniques. Several such Poisson regression approaches for exploring the relationship between the risk factors and crash frequency have been proposed [15] [20] . However, it has been found that Poisson regression approaches have one important constraint that the mean must be equal to the variance which if violated, the standard errors estimated by the maximum likelihood method, will be biased, and the test statistics derived from the model will be incorrect. Recent studies have shown that crash data are usually over-dispersed, when the variance exceeds the mean, therefore, incorrect estimation of the likelihood of crash occurrence could result in applications of the Poisson regression model [7] . In efforts to overcome the problem of over-dispersion, researchers began to employ the Negative Binomial (NB) distribution (also called the Poisson-Gamma) instead of the Poisson distribution, which relaxes the mean equals to variance constraint, and hence can accommodate over-dispersion in crash data counts [7] . NB models have been widely used in crash frequency modeling [ [23] . However, NB models have some limitations such as the inability to handle under-dispersion of crash counts when the mean of the crash counts is higher than the variance. Although rare, this phenomenon can arise when the sample size is very small, leading to erroneous parameter estimates [24] [25] . To address the limitations of NB models, Poisson-lognormal models have been proposed, in which the error term is Poisson-lognormal rather than gamma-distributed to better handle the under-dispersed crash counts [21] [26] [27] . Another widely used type of crash prediction model is the zero-inflated Poisson and zero-inflated negative binomial models, which have been introduced mainly to deal with the over-dispersion problem caused by excessive zeroes (i.e. locations where no crashes can be observed) in traffic data counts. The zero-inflated models have shown great flexibility, although their applicability in crash prediction has been criticized because of the long term mean equals zero in the safe state that could produce some biased estimates [7] [22] . Generalized additive modeling approaches have also been proposed which provide smoothing functions for the explanatory variables. However, these models typically include more parameters than the traditional count models, and therefore their applicability to the crash prediction has been very limited [28] [29] . Random-parameters models have been applied to take the effect of the unobserved heterogeneity from one roadway site to another, however, their application in practice has been very limited [30] [31] [32] . The finding that road crashes are poorly explained by linear functions of independent variables, has encouraged the explo-ration of non-linear approximators such as fuzzy logic and neural networks. For example, a fuzzy logic approach was used for prediction of urban highway crash occurrence and it was found that the use of fuzzy sets in crash prediction is indeed a viable approach [33] . Neural networks have been applied to highway safety applications as predictive tools, such as in driver behavior analysis, pavement maintenance, vehicle detections, traffic signal control, and vehicle emissions, however, their application to crash analysis has been limited [28] [34] [35] . For instance, an artificial neural network was utilized to analyze the freeway crash frequency in Taiwan, and the results indicated that an artificial neural network can provide a consistent alternative method for analyzing crash frequency [36] . Also, a group of artificial neural networks was applied to model the non-linear relationships between the injury severity levels and crash-related factors. The findings indicated that artificial neural network models can predict crashes more effectively than the traditional statistical methods [37] . In crash severity models, a wide variety of statistical approaches such as the binary and the multinomial logit models, nested logit models, mixed logit models and ordered probit models have been investigated. For example, the ordered probit model was applied to predict crash severity on roadway sections, signalized intersections and toll plazas in Florida [38] . A mixed logit model was applied that used the injury outcome of the crash using limited crash data to investigate the proportion of crashes of each severity level on a specific roadway segment over a specified time period. Then, the number of crashes by severity level was determined without the need for detailed crash-specific data [39] . Also, a multinomial logistic regression was applied to model the severity injury of different vehicle collision patterns in urban highways in Arkansas, and the researchers recommended the use of the MNL over other models [40] .
A Review on the Statistical Approaches of Road Crash Prediction Models
There are different statistical approaches for modeling traffic crashes. The following approaches present some of the mostly used methods.
Multiple Linear Regression
Early models of traffic accident models were based on the simple multiple linear regression approach assuming normally distributed errors. The general form of the linear crash prediction model can be expressed as follows: 
Poisson Regression
Although multiple linear regression models have been widely applied, it has been found that crash occurrence can often be better fitted with a Poisson distribution. One frequent pitfall is to model crash data as continuous data by applying an ordinary least square regression [41] . This approach is inappropriate because regression models can produce predicted values that are non-integers and can also predict values that are negative, both of which are inconsistent with continuous data modeling. In addition, many distributions of crash data are positively skewed with many observations in the data set having a value of 0.0. The high number of zeros in the data set prevents the transformation of a skewed distribution into a normal one, which is a requirement of normal distribution. 
where, P (n i ): the probability of n crashes occurring on a highway segment i, n i : the number of observations per time period (such as a year), λ i : the expected crash frequency on road segment i per time period (i.e. the mean of distribution) which can be estimated as follows:
where X i : a vector of the independent variables (i.e. risk factors), β: a vector of the estimates (coefficients) of the independent variables X i .
This model is estimable by standard maximum likelihood methods, with the log likelihood (LL) function given as:
One assumption of Poisson Models is that the mean and the variance are equal, an assumption that is sometimes violated [7] . This can be dealt with by using a dispersion parameter if the difference is small, or by using a negative bi-A. Abdulhafedh nomial regression model if the difference is large [42] .
Negative Binomial Regression Model (NB)
In order to overcoming the problem of over-dispersion, the Negative Binomial (NB) distribution (also called the Poisson-Gamma) has been investigated as an alternative to the Poisson distribution given that it relaxes the condition of mean equals to variance, and hence can take into account over-dispersion in the crash data counts [7] . As a result, NB models have been widely applied in crash frequency modeling [14] The NB uses a Gamma probability distribution and can relax the assumption of the mean equals the variance and, hence, the NB can accommodate over-dispersion that may exist in the crash data counts [43] . A primary source of overdispersion is the clustering of data, and the possible omission of relevant independent variables influencing the Poisson rate across observations [44] . In order to obtain the NB model, the Poisson regression can be rewritten by adding an error term to its expected number of crashes, and becomes [7] :
where EXP (ε i ) is a gamma-distributed error with mean equals one and variance equals α. The addition of this term allows the variance VAR (n i ) to differ from the mean E (n i ) as shown in Eq. 6:
This error term is called the over-dispersion parameter, and both α and β can be estimated from the maximum likelihood function. When α is zero, the model becomes Poisson regression, and if α is found to be significantly different from zero, then the NB regression can be used instead of the Poisson regression model to handle the over-dispersion in crash data. However, the NB model also has some limitations such as its inability to handle the case of under-dis-persion of the data count, when the mean of the crash counts is higher than the variance [25] [44].
Poisson-Lognormal Regression Model
To address the limitations of the NB models, the Poisson-lognormal model was introduced, in which the error term is Poisson-lognormal rather than gammadistributed so as to better handle under-dispersed data counts [21] [26] [27] . The Poisson-lognormal model is similar to the negative binomial model, however, the EXP (ε i ) term used in the model is lognormal-rather than gamma-distributed. The Poisson-lognormal model provides more flexibility than the negative binomial model, but it does have some limitations, such as, its complex estimation of parameters due to the fact that the Poisson-lognormal distribution does not have a closed form [26] .
Zero Inflated Poisson and Negative Binomial Regression Models
Another widely used crash frequency modeling approach is the zero-inflated
A. Abdulhafedh
Poisson and zero-inflated negative binomial models, which have been introduced primarily to deal with the over-dispersion problem caused by excessive zeroes (i.e. locations where no crashes can be observed) in traffic data counts.
The zero-altered procedure allows modeling the crash frequencies in two states, namely; the zero-crash state, and the non-zero crash state (where crash frequencies follow Poisson or negative binomial distribution), and the probability of a section being in zero or non-zero states can be found by a binary logit or probit model. In crash data, large numbers of zero observations are commonly present largely due to under reporting of minor crashes at these sites, the presence of dangerous crash sites (i.e. non-zero crash sites) in close proximity to the neighboring zero crash sites rendering the zero-crash sites to the safe mode, and given that some of zero crash sites may be free from only certain type of crashes, not all types of crashes [45] . Zero-inflated models attempt to account for such excess zeros. A dual state crash system may be assumed, in which one state is the zero crash state that can be regarded as virtually safe during the observation period, while the other state is the non-zero crash state. For example, consider vehicle crash occurring per year on 1-kilometer sections of highway. For straight sections of roadway with wide lanes, low traffic volumes, and no roadside objects, the likelihood of a vehicle crash occurring may be extremely small, but still present because an extreme human error could randomly cause an accident. These sections are considered to be in a zero-crash state that refer to situations where the likelihood of an event occurring is extremely rare in comparison to the non-zero state where crash occurrence is inevitable and follows some count distribution [46] . To address the zero-inflated modeling processes, the zero-inflated Poisson (ZIP) and the zero-inflated negative binomial (ZINB) regression models have been developed. The probabilities of the two possible zero-and non-zero states are: p i for the zero crash state, and (1-p i ) for the non-zero crash state, and the overall probability of crashes is the sum of the probabilities from each state.
The probability of crash frequency in the zero state can be modeled as:
where R i (0) is the probability of zero crashes that occurs in the zero state. The probability of crash frequency in the non-zero state can be modeled as:
where R i (n i ) is the probability of non-zero crashes in the non-zero state. Maximum likelihood estimates can be used to estimate the parameters of both ZIP and ZINB regression models and confidence intervals are constructed by likelihood ratio tests. In zero-inflated models, the two state process is assumed to follow a logit (logistic) or probit (normal) probability process [45] . Zero-inflated models have shown great flexibility in both states, although their applicability to crash prediction has been criticized because of the long term mean equals to zero in the safe state, and hence, biased estimates may result [7] .
Conway-Maxwell Poisson Regression Models
The Conway-Maxwell Poisson model has been recently investigated with respect A. Abdulhafedh to highway safety issues, but its application in crash frequency modeling has been rather limited [7] . Generalized additive models have been explored given that they can provide smoothing functions for the explanatory variables. The However, the low sample-mean, and small sample size of the under-dispersed crash data can influence the estimated parameters, and therefore, it has been limited in the application of crash frequency [24] . However, in practice, the estimation of these models can become very difficult as they require more parameters, a problem that has likely impeded their application to crash frequency prediction [29] [47].
Random-Parameter Models
Random-parameters models have also been investigated to take the effect of the unobserved heterogeneity from one roadway site to another [31] [32].
The motivation for random-parameter models is to account for unobserved heterogeneity across observations. Random-parameter models can be derived by assuming that the estimated parameters vary across observations according to some distribution. Estimated parameters can be modeled as [48] :
where β n : a vector of estimated parameters of the n observations, ω n : a randomly distributed term.
With this equation, the Poisson, and the Negative Binomial parameters become:
Artificial Neural Networks and Fuzzy Logic models
Given that a linear function may not sufficiently explain the relationship between the dependent variables and the associated independent variables in crash modeling, non-linear approximators such as fuzzy logic and neural networks have also been explored. Artificial Neural Networks (ANNs) are a class of computational intelligence tools that can be used for prediction and classification problems. ANNs can model very complex non-linear functions to high accuracy levels using a process of learning that is similar to the learning procedure of the cognitive system in the human brain. The network body is composed of input layers, hidden layers, and output layers. These models can be trained to approximate any nonlinear function to a required degree of accuracy using a learning algorithm (such as back propagation) that would give the desired output, in a supervised learning process. ANNs have some advantages over the statistical models. For instance, regression models need a pre-defined relationship or functional form between the dependent variable (crash frequency) and the independent explanatory variables that can be estimated by some statistical approaches, whereas the ANNs do not require the establishment of these functional forms, and can be easily applied in the analysis. On the other hand, the ANNs differ from the statistical models in that they behave as black-boxes and do not provide interpretation for the parameter estimates [15] [18] [35] [36] . Fuzzy logic applications have increasingly been proven to have a significant crash-predicting capability in recent years [49] . Fuzzy logic system is defined as the nonlinear mapping of an input data set to a scalar output data, and the first step of the process (known as fuzzification) consists of gathering a crisp set of input data that will be converted to a fuzzy set using fuzzy linguistic variables, fuzzy linguistic terms, and membership functions. After that, an inference is made based on a set of fuzzy rules, and then, the resulting fuzzy output is mapped to a crisp output using the membership functions, in the defuzzification step [33] .
Logit and Probit Models
Logit and Probit models can be applied to study crash severity modeling. The data used in modeling crash severity is often attributed with many details relating to the crash occurrence (i.e. such as the number of vehicles involved, age of victims, weather conditions, types of vehicles involved, and crash type) which can be integrated in statistical models. Since the dependent variable (i.e. crash severity) usually has two or more outcome categories (i.e. fatal, injury, property-damage-only), logit and probit models are often used to model the severity of crash data. Discriminant analysis could also be used to model crash severity, but given its rigid assumptions, logit and probit models have been viewed as prefer- 
where, X i : a vector of explanatory variables (i.e. risk factors), β: a vector of regression coefficients.
As π approaches zero, logit ( π ) tends toward -∞ ; and as π approaches 1.0, logit ( π ) tends toward +∞ [52] . The binomial probit model is an alternative to the binomial logit model, in which the probit ( i π ) is the standard cumulative normal distribution function (θ −1
) that can be expressed as:
There are many types of the multinomial models that can be used in modeling crash severity, such as, the multinomial logistic regression (MNL), the nested logistic regression, the mixed logistic regression, and the multinomial probit 
where, p: the probability of presence of an outcome of interest, X k : the vector of k independent variables, b 0 : the regression coefficient on the constant term (intercept), b k : the vector of regression coefficients on the independent variables X k ,
The odd ratio is the probability of the event divided by the probability of the nonevent, and is defined as follows [50] 
The transformation from odds to log of odds is the log transformation, and this is a monotonic transformation. That is, the greater the odds, the greater the log of odds and vice versa. Logit (p) can be back-transformed to p by the following formula: 
The transformation from probability to odds is a monotonic transformation as well, meaning the odds increase as the probability increases or vice versa.
Probability ranges from 0.0 and 1.0. Odds range from 0.0 and positive infinity [53] [54].
Conclusion
Traffic crash prediction models are very useful tools in road safety programs used by transportation agencies, police, health departments, education institutions that oversee road safety, vehicles, and the driver's education. They can be used to predict both the frequency of crash occurrence and the contributing factors that could then be addressed by transportation policies. According to the world health organization (WHO), road crashes are ranked as the ninth most serious cause of death in the world, and present the world's leading cause of death for individuals between the ages of one and twenty-nine. Each year, traffic accidents are responsible for killing about 1.25 million people and injuring approximately 50 million more. Following current trends, about two million people could be expected to be killed in motor vehicle crashes each year by 2030. The World Bank estimates that road traffic injuries cost 2.0 percent to 3.0 percent of the Gross National Product of developing countries. Given a such trend, this paper presented different types of traffic crash prediction models to gain a better understanding of the techniques used to predict road accidents and their contributing risk factors. A wide range of statistical approaches were presented including, Poisson regression, Negative Binomial regression, Zero-Inflated models, logit and probit models, and machine learning methods.
