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Abstract
In condensed matter physics, the polaron has been fascinating subject. It is
described by the Hamiltonian of H. Fro¨hlich. In this paper, the Fro¨hlich Hamil-
tonian is investigated from a viewpoint of operator inequalities proposed in [36].
This point of view clarifies the monotonicity of polaron energy, i.e., denoting the
lowest energy of the Fro¨hlich Hamiltonian with the ultraviolet cutoff Λ by EΛ, we
prove EΛ > EΛ′ for Λ < Λ
′.
1 Introduction
Let us consider an electron in an ionic crystal. Through the Coulomb interaction,
the electron polarizes the lattice all around itself. The moving electron carries the
lattice polarization with it. Hence it is natural to regard the moving electron and its
accompanying distortion field as one object, called the polaron. This system is described
by the Hamiltonian of H. Fro¨hlich [16] and of interest in condensed matter physics. As
a model for a nonrelativistic particle coupled with the bosonic field, this Hamiltonian
has been widely studied by many authors. Although quite a number of literatures can
be found, we refer to [6, 12] as accessible works. In general, there are two approaches
to investigate the Fro¨hlich Hamiltonian. One is based on the Feynman’s path integral
approach [7, 11, 47], and other one is standard operator theoretical methods [19, 24,
29, 45, 46]. Nowadays we already reaped a rich harvest from the Fro¨hlich Hamiltonian
by both approaches. Nevertheless it is still an attractive subject [2, 8, 13, 14, 15, 20,
21, 30, 34, 39, 48].
The Fro¨hlich Hamiltonian is formally given by
H = −1
2
∆x −
√
αλ0
∫
R3
dk
1
|k| [e
ik·xa(k) + e−ik·xa(k)∗] +
∫
R3
dka(k)∗a(k). (1.1)
Since the coupling function 1/|k| is not square integrable, the interaction term in (1.1) is
not well-defined methematically. Here recall that a(f) =
∫
R3
dkf(k)∗a(k) is well-defined
only if f is square integrable. In order to define H rigorously, we usually employ the
following procedure. We first introduce the Hamiltonian with an ultraviolet(UV) cutoff
by (2.1). Then we can show that there exists a self-adjoint operator H such that HΛ
converges to H in the strong resolvent sense as Λ → ∞ [9, 17, 18, 24, 40, 45, 46]. In
this way, we can define the Fro¨hlich Hamiltonian as a limiting operator, and clarify a
mathematical meaning of the formal definition (1.1). Our next problem is the spectral
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analysis of the Fro¨hlich Hamiltonian H. In [17, 18], J. Fro¨hlich studied the spectral
properties of the Hamiltonian at a fixed total momentum after removal of UV cutoff.
See also [19, 26, 39, 41]. In these papers, the existence of a ground state was also
proven. Moreover the uniqueness of the ground state was studied by applying the
Perron- Frobenius theorem.
The Fro¨hlich Hamiltonian is a reasonable example of an application of the Perron-
Frobenius theorem. There are several beautiful works on this theorem. Many of these
have been developed in order to show the uniqueness of the ground state in the non-
relativistic quantum field theory [10, 22, 23, 45]. Of course, the Fro¨hlich Hamiltonian
has been a target for this theorem as well, but known as a tough problem because
of difficulties comming from the removal of UV cutoff. In the previous work [35], the
author proved the uniqueness of the ground state for the Fro¨hlich Hamiltonian. Some
new operator inequalities which will be discussed in later sections played some impor-
tant roles. Especially an operator monotonicity was essential for the proof. Our main
purpose in this paper is to search for further applications of the operator inequalities
to the Fro¨hlich Hamiltonian. We will prove the monotonicities of the polaron energy.
Throughout our proofs, we will see how useful our operator inequalities are.
The paper is organized as follows: In Section 2, we define some models and display
our results. In Section 3, we explain our strategy of proof as an abstract theorem. Sec-
tion 4 deals with the second quantization and Sections 5 and 6 with the proofs of main
results. In Appendix A, we review some basic facts about the operator inequalities. In
Appendix B, we show a useful energy inequality.
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2 Main results
In this section, we define several Hamiltonians and display our main results. Math-
ematical definitions of second quantized operators will be given in §4. If readers are
unfamiliar with the second quantization, we recommend them to read §4 first.
2.1 Definition of Hamiltonians with the ultraviolet cutoff
Let F be the Fock space over L2(R3). For each Λ > 0, we define a linear operator HΛ
living in L2(R3x)⊗ F by
HΛ = −1
2
∆x −
√
αλ0
∫
|k|≤Λ
dk
1
|k|
[
eik·xa(k) + e−ik·xa(k)∗
]
+Nf , (2.1)
where ∆x is the Laplacian on L
2(R3x),
√
α is the electron-phonon coupling strength and
λ0 = 2
1/4(2pi)−1. a(k) and a(k)∗ are the phonon annihilation- and creation operators
with commutation relations
[a(k), a(k′)∗] = δ(k − k′), [a(k), a(k′)] = 0. (2.2)
Nf is the number operator formally expressed as Nf =
∫
R3
dka(k)∗a(k). (The com-
plete definitions of these operators will be given in §4.) Let us denote the smeared
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annihilation- and creation operators by a(f) and a(f)∗ for f ∈ L2(R3). These are
expressed as
a(f) =
∫
R3
dk f(k)a(k), a(f)∗ =
∫
R3
dk f(k)a(k)∗
respectively. Then, by the standard bound
‖a(f)#(Nf + 1l)−1/2‖ ≤ ‖f‖ (2.3)
and the Kato-Rellich theorem [42], HΛ is self-adjoint on dom(∆x) ∩ dom(Nf) and
bounded from below. HΛ is called the Hamiltonian with an UV cutoff Λ.
Let Ptot be the total momentum operator defined by
Ptot = −i∇x + Pf . (2.4)
Here Pf is the phonon momentum operator given by Pf =
∫
R3
dkka(k)∗a(k). Let Fx be
the Fourier transformation on L2(R3x) and let U = Fxeix·Pf . Then we can see
UPtotU
∗ =
∫ ⊕
R3
P dP. (2.5)
Moreover one has
UHΛU
∗ =
∫ ⊕
R3
HΛ(P ) dP. (2.6)
Each HΛ(P ) is given by
HΛ(P ) =
1
2
(P − Pf)2 −
√
αλ0
∫
|k|≤Λ
dk
1
|k| [a(k) + a(k)
∗] +Nf . (2.7)
Then, by (2.3) and the Kato-Rellich theorem, HΛ(P ) is self-adjoint on dom(P
2
f ) ∩
dom(Nf), bounded from below. The self-adjoint operator (2.7) is called the Hamiltonian
at a fixed total momentum P .
2.2 Removal of ultraviolet cutoff
One of basic problems is removal of UV cutoff Λ. Namely we would like to take a limit
Λ→∞ in (2.1) and (2.7). However, since 1/|k| is not square integrable, the interaction
terms are not well defined in this limit. Therefore the standard perturbation methods,
like the Kato-Rellich theorem, can not be applicable to define Hamiltonians without
UV cutoff. In other words, we face a singular perturbation problem. Fortunately this
problem was already solved by several authors. Here we just state the results.
Proposition 2.1 One obtains the following.
(i) There exists a unique semibounded self-adjoint operator H such that HΛ converges
to H in strong resolvent sense as Λ→∞.
(ii) For each P ∈ R3, there exists a unique semibounded self-adjoint operator H(P )
such that HΛ(P ) converges to H(P ) in strong resolvent sense as Λ→∞.
As to the proof of Proposition 2.1, we refer to [19, 40].
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2.3 Results
Let
EΛ = inf spec(HΛ), E = inf spec(H). (2.8)
Similarly let
EΛ(P ) = inf spec(HΛ(P )), E(P ) = inf spec(H(P )). (2.9)
We consider the following question:
How do EΛ and EΛ(P ) behave as functions of Λ?
Of course, we already know that
lim
Λ→∞
EΛ = E, lim
Λ→∞
EΛ(P ) = E(P ) (2.10)
by Proposition 2.1. Hence our real motive behind the question is that we wish to know
more detailed information about the behaviors of EΛ and EΛ(P ).
In subsequent sections, we will show the following theorems.
Theorem 2.2 For each P ∈ R3, EΛ(P ) is monotonically decreasing in Λ.
If the total momentum P is small enough, one can obtain a stronger result.
Theorem 2.3 For each P ∈ R3 with |P | < √2, EΛ(P ) is strictly decreasing in Λ.
Remark 2.4 Theorems 2.2 and 2.3 suggest the polaron at a fixed total momentum is
more stable, the larger we take the UV cutoff. Hence the polaron is energetically most
stable if the UV cutoff is removed.
Combining the fact EΛ = EΛ(0) by (2.6) and the well-known property EΛ(0) ≤
EΛ(P ), one has the following corollary.
Corollary 2.5 EΛ is strictly decreasing in Λ.
Remark 2.6 In [38, 39], Moller considered a similar model with a smooth UV cutoff
function ϕˆ(k) which is strictly positive. He showed some monotonicities of the ground
state energy of the model. In our model, we choose the sharp UV cutoff function
ϕˆ(k) = χΛ(k)/|k|, where χΛ(k) = 1 if |k| ≤ Λ, χΛ(k) = 0 otherwise. In this case,
the analysis of the Hamiltonian is more complicated. Moreover our focus of interest is
not only to prove the above theorems but also to show the effectiveness of some new
operator inequalities in the study of the nonrelativistic quantum field theory.
3 Monotonically decreasing self-adjoint operators
In this section, we will provide a strategy of the proof of Theorem 2.2 as an abstract
theorem. Through our arguments, it is revealed that essential point of the proof of
Theorem 2.2 is the operator monotonicity expressed as (3.2).
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3.1 Basic definitions
Let h be a complex Hilbert space and p be a convex cone in h. Then p is called to be
self-dual if
p = {x ∈ h | 〈x, y〉 ≥ 0 ∀y ∈ p}. (3.1)
A typical example of self-dual cone is the standard positive cone in L2(Rd) given by
L2(Rd)+ = {f ∈ L2(Rd) | f(x) ≥ 0 a.e. x}. Henceforth p always denotes the self-dual
cone in h. The following properties of p are well-known [4, 25]:
Proposition 3.1 One has the following.
(i) p ∩ (−p) = {0}.
(ii) There exists a unique involution j in h such that jx = x for all x ∈ p.
(iii) Each element x ∈ h with jx = x has a unique decomposition x = x+− x−, where
x+, x− ∈ p and 〈x+, x−〉 = 0.
(iv) h is linearly spanned by p.
If x − y ∈ p, then we will write x ≥ y (or y ≤ x) w.r.t. p. Let A and B be densely
defined linear operators on h. If Ax ≥ Bx w.r.t. p for all x ∈ dom(A) ∩ dom(B) ∩ p,
then we will write A ☎ B (or B ✂ A) w.r.t. p. Especially if A satisfies 0 ✂ A w.r.t. p,
then we say that A preserves positivity with respect to p. We remark that this symbol
“☎” was first introduced by Miura [27, 33]. See also [28].
An element x in p is called to be strictly positive if 〈x, y〉 > 0 for all y ∈ p\{0}. We
will write this as x > 0 w.r.t. p. Of course, an inequality x > y w.r.t. p means x− y is
strictly positive w.r.t. p. If bounded operators A and B satsify Ax > Bx w.r.t. p for
all x ∈ p\{0}, then we will express this as A✄B (or B ✁A) w.r.t. p. Clearly if A✄B
w.r.t. p, then A☎B w.r.t. p. We say that A improves positivity w.r.t. p if A✄ 0 w.r.t.
p.
Fundamental properties of these inequalities are reviewed in Appendix A.
3.2 Abstract theorem
Let p be a self-dual cone in the Hilbert space h. Let {Hn}n∈N be a sequence of semi-
bounded self-adjoint operators on h. In this subsection we always assume the following.
(A. 1) There exists a unique semibounded self-adjoint operator H such that Hn con-
verges to H in strong resolvent sense.
(A. 2) Each Hn has a common domain D .
(A. 3) For all n ∈ N and s ≥ 0, e−sHn ☎ 0 w.r.t. p.
Theorem 3.2 Assume (A. 1), (A. 2), (A. 3). In addition assume
H1 ☎H2 ☎ · · ·☎Hn ☎Hn+1 ☎ · · · w.r.t. p. (3.2)
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Set En = inf spec(Hn) and E = inf spec(H). Then {En}n is monotonically decreasing
in n:
E1 ≥ E2 ≥ · · · ≥ En ≥ En+1 ≥ · · · ≥ E (3.3)
and E = lim
n→∞
En.
3.3 Proof of Theorem 3.2
Let j be the involution in Proposition 3.1. Since e−tHn ☎ 0 w.r.t. p for all n ∈ N, Hn
must be j-real in the sense that Hnj = jHn. From this fact, it follows
En = inf
{
〈ϕ,Hnϕ〉
∣∣∣ϕ ∈ D , jϕ = ϕ, ‖ϕ‖ = 1
}
. (3.4)
Indeed we observe, since Hn is j-real,
〈ϕ,Hnϕ〉 =
〈ℜϕ,Hnℜϕ〉+ 〈ℑϕ,Hnℑϕ〉, (3.5)
where ℜϕ = 12 (1l + j)ϕ, ℑϕ = 12i(1l − j)ϕ. Clearly jℜϕ = ℜϕ, jℑϕ = ℑϕ and
‖ϕ‖2 = ‖ℜϕ‖2 + ‖ℑϕ‖2. Hence
En ≥ RHS of (3.4) (3.6)
holds. The converse inequality is trivial.
Fix ε > 0 arbitrarily. By (3.4), we can choose ϕ ∈ D so that jϕ = ϕ and 〈ϕ,Hnϕ〉 ≤
En+ε. Remark that, by Proposition 3.1 (iii), we can express ϕ as ϕ = ϕ+−ϕ− so that
ϕ± ∈ p. Define |ϕ|p = ϕ++ϕ−. Applying Theorem A.5, one obtains both 〈|ϕ|p,Hn|ϕ|p〉
and 〈|ϕ|p,Hn+1|ϕ|p〉 are finite, and
〈ϕ,Hnϕ〉 ≥ 〈|ϕ|p,Hn|ϕ|p〉
= 〈|ϕ|p,Hn+1|ϕ|p〉+ 〈|ϕ|p, (Hn −Hn+1)|ϕ|p〉. (3.7)
By the monotonicity (3.2), 〈|ϕ|p, (Hn −Hn+1)|ϕ|p〉 ≥ 0 holds. Now we arrive at
En + ε ≥ 〈|ϕ|p,Hn+1|ϕ|p〉 ≥ En+1. (3.8)
Since ε > 0 is arbitrary, one obtains the assertion. ✷
4 Second quantization
4.1 Basic definitions
Here we give some basic definitions of the second quantized operators [5]. The bosonic
Fock space over h is defined by
F(h) =
∑⊕
n≥0
h⊗sn, (4.1)
where h⊗sn is the n-fold symmetric tensor product of h with convention h⊗s0 = C. The
vector Ω = 1⊕ 0⊕ 0⊕ · · · ∈ F(h) is called the Fock vacuum. For each n ∈ {0} ∪N, let
Pn be an orthogonal projection defined by Pnϕ =
∑⊕
n≥j≥0ϕj for all ϕ =
∑⊕
j≥0 ϕj ∈ F.
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Then an important dense subspace of F(h), called the finite particle subspace, is defined
by
Ffin(h) =
⋃
n≥0
PnF(h). (4.2)
We denote by a(f) (f ∈ h) the annihilation operator on F(h), its adjoint a(f)∗,
called the creation operator, is defined by
a(f)∗ϕ =
∑⊕
n≥1
√
nSn(f ⊗ ϕ(n−1)) (4.3)
for ϕ =
∑⊕
n≥0 ϕ
(n) ∈ dom(a(f)∗), where Sn is the symmetrizer on h⊗sn. It is well-
known that the annihilation- and creation operators satisfy the canonical commutation
relations or CCRs
[a(f), a(g)∗] = 〈f, g〉, [a(f), a(g)] = 0 = [a(f)∗, a(g)∗] (4.4)
on Ffin.
Let C be a contraction operator on h, that is , ‖C‖ ≤ 1. Then we define a contraction
operator Γ(C) on F(h) by
Γ(C) =
∑⊕
n≥0
C⊗n (4.5)
with C⊗0 = 1l, the identity operator. For a self-adjoint operator A on h, let us introduce
dΓ(A) = 0⊕
∑⊕
n≥1
∑
n≥k≥1
1l⊗(k−1) ⊗A⊗ 1l⊗(n−k) (4.6)
acting in F(h). Then dΓ(A) is essentially self-adjoint. We denote its closure by the same
symbol. A typical example is the boson number operator Nf = dΓ(1l). We remark the
following relation between Γ(·) and dΓ(·):
Γ(eitA) = e−itdΓ(A). (4.7)
In particular if A is positive, then one has
Γ(e−tA) = e−tdΓ(A). (4.8)
Let A be a positive self-adjoint operator. Then the following operator inequalities
are well-known:
a(f)∗a(f) ≤ ‖A−1/2f‖2(dΓ(A) + 1l), (4.9)
dΓ(A) + a(f) + a(f)∗ ≥ −‖A−1/2f‖2. (4.10)
4.2 Fock space over L2-space
In this paper, the bosonic Fock space over L2(R3k) = L
2(R3,dk) will often appear and
we simply denote as
F = F(L2(R3k)). (4.11)
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Also the corresponding finite particle subspace Ffin(L
2(R3k)) is denoted by Ffin. The n-
boson subspace L2(R3k)
⊗sn is naturally identified with L2sym(R
3n) =
{
ϕ ∈ L2(R3nk ) |ϕ(k1, . . . , kn) =
ϕ(kσ(1), . . . , kσ(n)) a.e. ∀σ ∈ Sn
}
, whereSn is the permutation group on a set {1, 2, . . . , n}.
Hence
F = C⊕
∑⊕
n≥1
L2sym(R
3n
k ). (4.12)
The annihilation- and creation operators are symbolically expressed as
a(f) =
∫
R3
dk f(k)a(k), a(f)∗ =
∫
R3
dk f(k)a(k)∗. (4.13)
If ω is a multipilication operator by the function ω(k), then dΓ(ω) is formally written
as
dΓ(ω) =
∫
R3
k
dk ω(k)a(k)∗a(k). (4.14)
4.3 The Fro¨hlich cone in F
In order to discuss the inequalities introduced in §3, we have to determine a self-dual
cone in F. Here we will introduce a natural self-dual cone in F which is suitable for our
analysis in later sections.
Set
F
(n)
+ =
{
ϕ ∈ L2(R3k)⊗sn | 〈f1 ⊗ · · · ⊗ fn, ϕ〉 ≥ 0 ∀f1, . . . ,∀fn ∈ L2(R3k)+
}
(4.15)
with F
(0)
+ = R+ = {r ∈ R | r ≥ 0}. Then each F(n)+ is a self-dual cone in L2(R3k)⊗sn.
Under the natural identification L2(R3k)
⊗sn = L2sym(R
3n
k ), one sees
F
(n)
+ =
{
ϕ ∈ L2sym(R3n) |ϕ(k1, . . . , kn) ≥ 0 a.e.
}
. (4.16)
Now we define
F+ =
∑⊕
n≥0
F
(n)
+ . (4.17)
Again F+ becomes a self-dual cone in F.
Definition 4.1 F+ is referred to as the Fro¨hlich cone.
Remark 4.2 The Fro¨hlich cone was introduced by Fro¨hlich [17, 18] to study the quan-
tum field theory.
We summarize properties of operators in F below.
Proposition 4.3 Let C be a contraction on L2(R3k). Then if C ☎ 0 w.r.t. L
2(R3k)+,
one has Γ(C)☎ 0 w.r.t. F+. Especially one has the following.
(i) For a self-adjoint operator A, if eitA☎ 0 w.r.t. L2(R3)+, then one has Γ(e
itA)☎ 0
w.r.t. F+.
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(ii) For a positive self-adjoint operator B, if e−tB ☎ 0 w.r.t. L2(R3)+, then one has
Γ(e−tB)☎ 0 w.r.t. F+.
Proof. For each f1, . . . , fn ∈ L2(R3)+ and ϕ ∈ F+, one can check that
〈Γ(C)ϕ, f1 ⊗ · · · ⊗ fn〉 = 〈ϕ,Cf1 ⊗ · · · ⊗Cfn〉 ≥ 0. (4.18)
This means Γ(C)☎ 0 w.r.t. F+. ✷
Proposition 4.4 If f ≥ 0 w.r.t. L2(R3k)+, then a(f)∗ ☎ 0 and a(f)☎ 0 w.r.t. F+.
Proof. By (4.3), for any g1, . . . , gn ∈ L2(R3k)+ and ϕ ∈ F+ ∩ dom(a(f)∗), one has
〈a(f)∗ϕ, g1 ⊗ · · · ⊗ gn〉 =
√
n〈f ⊗ ϕ(n−1), Sng1 ⊗ · · · ⊗ gn〉 ≥ 0. (4.19)
This implies a(f)∗ ☎ 0 w.r.t. F+. ✷
Proposition 4.5 (Ergodicity) For each f ∈ L2(R3k), let φ(f) be a linear operator
defined by
φ(f) = a(f) + a(f)∗. (4.20)
If f > 0 w.r.t. L2(R3k)+, that is, f(k) > 0 a.e. k, then φ(f) is ergodic in the sense that,
for any x, y ∈ (F+ ∩ Ffin)\{0}, there exists an n ∈ {0} ∪ N such that 〈x, φ(f)ny〉 > 0.
Proof. First we remark that if f ≥ 0 w.r.t. L2(R3k)+ , φ(f)☎0 w.r.t. F+ by Proposition
4.4. Moreover Ffin ⊆ dom(φ(f)n) for any n ∈ N.
Write x, y ∈ F+\{0} as x =
∑⊕
n≥0 x
(n) and y =
∑⊕
n≥0 y
(n). Each x(n) and y(n) are
in F
(n)
+ . Since both x and y are nonzero vecors in F+, there exist p, q ∈ {0} ∪N so that
x(p) ∈ F(p)+ and y(q) ∈ F(q)+ . Clearly x ≥
∑⊕
n≥0 δnpx
(n) w.r.t. F+ and y ≥
∑⊕
n≥0 δnqy
(n)
w.r.t. F+, where δmn is Kronecker delta. Hence one has
〈x, φ(f)p+qy〉 ≥ 〈x(p), φ(f)p+qy(q)〉. (4.21)
Set φ−(f) = a(f) and φ+(f) = a(f)
∗. Then since φ±(f) ☎ 0 w.r.t. F+ provided that
f ∈ L2(R3k)+, we have φ(f)p+q ☎ φ+(f)pφ−(f)q w.r.t. F+. Accordingly one has
φ(f)px(p) ≥ φ−(f)px(p) =
√
p!〈f⊗p, x(p)〉Ω, (4.22)
φ(f)qy(q) ≥ φ−(f)qy(q) =
√
q!〈f⊗q, y(q)〉Ω (4.23)
w.r.t. F+. By the assumption f > 0 w.r.t. L
2(R3k)+, 〈f⊗p, x(p)〉 > 0 and 〈f⊗q, y(q)〉 > 0
hold. Hence we arrive at, by (4.21),
〈x, φ(f)p+qy〉 ≥
√
p!q!〈f⊗p, x(p)〉〈f⊗q, y(q)〉 > 0. (4.24)
This proves the assertion. ✷
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4.4 Local properties
Let BΛ be a ball of radius Λ in R
3
k and let χΛ be a function on R
3 defined by χΛ(k) = 1
if k ∈ BΛ and χΛ(k) = 0 otherwise. Then as a multiplication operator, χΛ is an
orthogonal projection on L2(R3k) and QΛ = Γ(χΛ) is also an orthogonal projection on
F. Now let us define the local Fock space by
FΛ = QΛF. (4.25)
Clearly F = F∞. Since χΛL
2(R3k) = L
2(BΛ), FΛ can be identified with F(L
2(BΛ)). As
to the annihilation- and creation operators, we remark the following properties:
a(f)QΛ = a(χΛf) =
∫
|k|≤Λ
dk f(k)a(k), (4.26)
QΛa(f)
∗ = a(χΛf)
∗ =
∫
|k|≤Λ
dk f(k)a(k)∗, (4.27)
dΓ(ω)QΛ = dΓ(χΛω) =
∫
|k|≤Λ
dk ω(k)a(k)∗a(k). (4.28)
A natural self-dual cone in FΛ would be the following one. First let us define
F
(n)
Λ,+ =
{
ϕ ∈ L2(BΛ)⊗sn | 〈f1 ⊗ · · · ⊗ fn, ϕ〉 ≥ 0 ∀f1, . . . ,∀fn ∈ L2(BΛ)+
}
(4.29)
with F
(0)
Λ,+ = R
+, where L2(BΛ)+ = {f ∈ L2(BΛ) | f(k) ≥ 0 a.e. }. Then we introduce
FΛ,+ =
∑⊕
n≥0
F
(n)
Λ,+. (4.30)
FΛ,+ is a self-dual cone in FΛ.
Definition 4.6 FΛ,+ is referred to as the local Fro¨hlich cone.
Proposition 4.7 Propositions 4.3, 4.4 and 4.5 are still true even if one replaces
L2(R3k)+ and F+ by L
2(BΛ)+ and FΛ,+ respectively.
5 Proof of Theorem 2.2
5.1 Reduction
Our strategy of the proof of Theorem 2.2 is simple: we just apply Theorem 3.2. Thus
what we have to do is to check every assumptions in Theorem 3.2.
The assumption (A. 1) is satisfied by Proposition 2.1. (A. 2) is satisfied as well,
because dom(HΛ(P )) = dom(Nf) ∩ dom(P 2f ) for each Λ > 0. This is an immediate
consequence of the Kato-Rellich theorem. Therefore it suffices to show the following
two propositions.
Proposition 5.1 For all P ∈ R3, Λ > 0 and s ≥ 0, we have e−sHΛ(P ) ☎ 0 w.r.t. F+.
The above proposition corresponds to the assumption (A. 3). Next propositon means
the assumption (3.2) is fulfilled.
Proposition 5.2 For each P ∈ R3, {HΛ(P )}Λ is monotonically decreasing in a sense
that if Λ ≤ Λ′, then HΛ(P )☎HΛ′(P ) w.r.t. F+.
In the remainder of this section, we will show two propositions above.
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5.2 Proof of Proposition 5.1
Let us write the Hamiltonian HΛ(P ) as
HΛ(P ) = H0(P )− VΛ, (5.1)
where
H0(P ) =
1
2
(P − Pf)2 +Nf , VΛ =
√
αλ0
∫
|k|≤Λ
dk
1
|k| [a(k) + a(k)
∗]. (5.2)
VΛ is the electron-phonon interaction term.
Lemma 5.3 For all P ∈ R3 and Λ > 0, one obtains the following.
(i) e−tH0(P ) ☎ 0 w.r.t. F+ for all t ≥ 0.
(ii) −VΛ is attractive w.r.t. F+ in a sense −VΛ ✂ 0 w.r.t. F+.
Proof. (i) By Proposition 4.3, e−tNf ☎ 0 w.r.t. F+. Furthermore e
−t(P−Pf)
2
☎ 0 w.r.t. F
for all P . [Proof: We can write e−t(P−Pf )
2
= e−t|P |
2 ⊕∑⊕n≥1 exp{−t(P −∑nj=1 kj)2}.
Each n-th component satisfies exp{−t(P −∑nj=1 kj)2} ☎ 0 w.r.t. F(n)+ .] This implies
exp[−tH0(P )] = exp[−t12(P − Pf)2] exp[−tNf ]☎ 0 w.r.t. F+ for all P .
(ii) This immediately follows from Proposition 4.4. ✷
Now we are ready to prove Proposition 5.1. By Lemma 5.3, every assumptions in
Proposition A.4 are proven already. Thus Proposition 5.1 follows from Proposition A.4.
✷
5.3 Proof of Propositon 5.2
First of all, we will clarify a property of VΛ.
Lemma 5.4 −VΛ is monotonically decreasing in Λ in a sense −VΛ ☎ −VΛ′ w.r.t. F+
provided Λ ≤ Λ′.
Remark 5.5 By Lemma 5.4, the electron-phonon interaction becomes stronger, the
larger we take the ultraviolet cutoff. (Here our choice of the Fro¨hlich cone is essential.)
Proof. Remark that, since dom(VΛ) ∩ dom(VΛ′) ⊇ Ffin, we see dom(VΛ) ∩ dom(VΛ′) ∩
F+ 6= {0}. Choose ϕ ∈ dom(VΛ) ∩ dom(VΛ′) ∩ F+. Then, applying Propositon 4.4, we
have
(VΛ′ − VΛ)ϕ =
√
αλ0
∫
Λ<|k|≤Λ′
dk
1
|k| [a(k) + a(k)
∗]ϕ ≥ 0 (5.3)
w.r.t. F+. This means VΛ′ ☎ VΛ w.r.t. F+. ✷
Assume Λ′ ≥ Λ. For ϕ ∈ dom(Nf) ∩ dom(P 2f ) ∩ F+, observe, by Lemma 5.4,(
HΛ(P )−HΛ′(P )
)
ϕ = (VΛ′ − VΛ)ϕ ≥ 0 (5.4)
w.r.t. F+. Since dom(Nf)∩dom(P 2f ) is the common domain of HΛ(P ) and HΛ′(P ), we
conclude HΛ(P )☎HΛ′(P ) w.r.t. F+ for all P ∈ R3. This proves Proposition 5.2. ✷
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6 Proof of Theorem 2.3
6.1 Local Hamiltonian
By the factorization F(h0 ⊕ h1) = F(h0)⊗ F(h1), one has
F =F(L2(BΛ)⊕ L2(BcΛ)) = F(L2(BΛ))⊗ F(L2(BcΛ))
=
∑⊕
n≥0
FΛ ⊗ L2sym(Bc×nΛ ) = FΛ ⊕
∑⊕
n≥1
L2sym(B
c×n
Λ ;FΛ), (6.5)
where L2sym(B
c×n
Λ ;FΛ) is the space of symmetric square integrable FΛ-valued functions
on Bc×nΛ and B
c
Λ = R
3\BΛ. Under this identification, we see that
HΛ(P ) = KΛ(P )⊕
∑⊕
n≥1
∫ ⊕
Bc×n
Λ
[
KΛ(P − k1 − · · · − kn) + n
]
dk1 · · · dkn. (6.6)
Here KΛ(P ) is the local Hamiltonian defined by
KΛ(P ) =
1
2
(P − Pf,Λ)2 +Nf,Λ − VΛ, (6.7)
where
Pf,Λ =
∫
|k|≤Λ
dk ka(k)∗a(k), Nf,Λ =
∫
|k|≤Λ
dk a(k)∗a(k). (6.8)
KΛ(P ) lives in the local Fock space FΛ. By the Kato-Rellich theorem, it is self-adjoint
on dom(P 2f,Λ) ∩ dom(Nf,Λ).
Put
L(P ) =
1
2
(P − Pf,Λ)2 +Nf,Λ.
Obviously KΛ(P ) = L(P )− VΛ.
Lemma 6.1 For each Λ > 0 and P ∈ R3, one has the following.
(i) e−tL(P ) ☎ 0 w.r.t. FΛ,+ for all t ≥ 0.
(ii) −VΛ is attractive w.r.t. FΛ,+ in a sense that −VΛ ✂ 0 w.r.t. FΛ,+.
Proof. This can be proven in a similar way in the proof of Lemma 5.3. ✷
Corollary 6.2 For each Λ > 0 and P ∈ R3, one obtains e−tKΛ(P ) ☎ 0 w.r.t. FΛ,+ for
all t ≥ 0.
Proof. Apply Proposition A.4. ✷
As to e−tKΛ(P ), we can show a stronger result as follow.
Proposition 6.3 For any Λ > 0, P ∈ R3 and t > 0, one obtains e−tKΛ(P ) ✄ 0 w.r.t.
FΛ,+.
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Proof. Essential idea comes from [17, 18]. Set F (k) =
√
αλ0χΛ(k)/|k|. Since F > 0
w.r.t. L2(BΛ)+, VΛ is ergodic by Proposition 4.7.
By the Duhamel formula, one observes
e−tKΛ(P ) =
∑
j≥0
Dj(t) (6.9)
with
Dj(t) =
∫ t
0
ds1
∫ t−s1
0
ds2 · · ·
∫ t−∑j−1i=1 si
0
dsj
e−s1L(P )VΛe
−s2L(P ) · · · e−sjL(P )VΛe−(t−
∑j
i=1 si)L(P ). (6.10)
Since each Dj(t)☎0 w.r.t. FΛ,+ by Lemma 6.1, one has e
−tKΛ(P )☎Dj(t) w.r.t. FΛ,+ for
any j. Hence it sufficies to show that a sequence {Dj(t)}j is ergodic in the sense that,
for any ϕ,ψ ∈ FΛ,+\{0}, there exists some N ∈ {0} ∪ N such that 〈ϕ,DN (t)ψ〉 > 0.
To this end, write ϕ =
∑⊕
n≥0 ϕ
(n) and ψ =
∑⊕
n≥0 ψ
(n). Then since both ϕ and ψ are
non-zero, there are p, q ∈ {0}∪N such that ϕ(p) ∈ F(p)Λ,+\{0} and ψ(q) ∈ F(q)Λ,+\{0}. Since
ϕ ≥ ϕ(p) and ψ ≥ ψ(q) w.r.t. FΛ,+, one sees
〈ϕ,Dj(t)ψ〉 ≥ 〈ϕ(p),Dj(t)ψ(q)〉 (6.11)
for any j. Observe that, by the local ergodicity of VΛ (Proposition 4.7), there exists an
N ∈ {0} ∪ N, such that 〈ϕ(p), V NΛ e−tL(P )ψ(q)〉 > 0. This implies 〈ϕ(p),DN (t)ψ(q)〉 > 0.
Hence combining this with (6.11), {Dj(t)}j is ergodic. ✷
6.2 Proof by the local operator properties
We will prove Theorem 2.3 by clarifying relations between KΛ(P ) and HΛ(P ).
Lemma 6.4 Let KΛ(P ) be the local Hamiltonian defined by (6.7). Let EΛ(P ) =
inf spec(KΛ(P )). Then, for |P | <
√
2, one has EΛ(P ) = EΛ(P ).
Proof. Using the property EΛ(0) ≤ EΛ(P ) (Lemma B.1), one has
EΛ(P ) = min{EΛ(P ), EΛ(0) + 1} (6.12)
by (6.6). On the other hand, we see that
EΛ(P ) ≤ EΛ(0) + P
2
2
. (6.13)
[Proof: For each normalized ϕ, 〈ϕ, [KΛ(P ) − P 22 ]ϕ〉 is linear in P . Hence F (P ) =
EΛ(P ) − P 22 is concave. Now we have F (0) = F (P2 − P2 ) ≥ 12F (P ) + 12F (−P ). Finally
using the fact F (−P ) = F (P ) which can be proven by, for example, the time reversal
symmetry [32], we conclude (6.13). ] Combining (6.12) and (6.13), we have the asser-
tion. ✷
By the above lemma, it sufficies to consider the local Hamiltonian KΛ(P ) instead
of HΛ(P ).
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Lemma 6.5 For any Λ > 0, KΛ(P ) has a ground state provided |P | <
√
2.
Proof. First we recall the following fact: HΛ(P ) has a normalized ground state ΨΛ(P )
for |P | < √2. As to the proof, see [17, 19, 48]. Corresponding to the decomposition
(6.5), one can write
ΨΛ(P ) = Ψ
(0)
Λ (P )⊕
∑⊕
n≥1
Ψ
(n)
Λ (P ), (6.14)
where Ψ
(0)
Λ (P ) ∈ FΛ and Ψ(n)Λ (P ) ∈ L2sym(Bc×nΛ ;FΛ).
Put SΛ,P = {n ∈ N |Ψ(n)Λ (P ) 6= 0}. Assume SΛ,P is not empty. The we have
1 = ‖ΨΛ(P )‖2 = ‖Ψ(0)Λ (P )‖2 +
∑
n∈SΛ,P
‖Ψ(n)Λ (P )‖2 and, by (6.6) and Lemma B.1,
EΛ(P ) = 〈ΨΛ(P ),HΛ(P )ΨΛ(P )〉
≥ EΛ(P )‖Ψ(0)Λ (P )‖2 +
∑
n≥1
[EΛ(0) + 1]‖Ψ(n)Λ (P )‖2
= EΛ(P )‖Ψ(0)Λ (P )‖2 +
∑
n∈SΛ,P
[EΛ(0) + 1]‖Ψ(n)Λ (P )‖2. (6.15)
By (6.13), one has
[EΛ(0) + 1] − EΛ(P ) ≥ 1 − P 22 > 0 provided |P | <
√
2. Thus, if
|P | < √2, RHS of (6.15) > EΛ(P ) holds. This contradicts with (6.12). Hence SΛ,P = ∅
and ΨΛ(P ) = Ψ
(0)
Λ (P ) ⊕ 0 ⊕ 0 ⊕ · · · . Moreover Ψ(0)Λ (P ) must be a ground state of
KΛ(P ). ✷
Corollary 6.6 For each |P | < √2 and Λ > 0, the ground state Ψ(0)Λ (P ) of KΛ(P ) is
unique in FΛ and can be chosen strictly positive w.r.t. FΛ,+.
Proof. This immediately follows from the local ergodicity (Proposition 6.3) and Theo-
rem A.6. ✷
Next we regardKΛ(P ) as a self-adjoint operator on a larger subspace FΛ′ for Λ
′ > Λ.
Then Ψ
(0)
Λ (P ) can be regarded as a vector in FΛ′,+.
Lemma 6.7 Let Ψ
(0)
Λ (P ) be the unique ground state of KΛ(P ). Then, for each |P | <√
2 and Λ′ > Λ, Ψ
(0)
Λ (P ) is not the ground state of KΛ′(P ).
Proof. Note that Ψ
(0)
Λ (P ) is not strictly positive w.r.t. FΛ′,+ anymore (but it is still
positive w.r.t. FΛ′,+). On the other hand, the ground state of KΛ′(P ) must be unique
and strictly positive by Proposition 6.3 and Theorem A.6. However since Ψ
(0)
Λ (P ) is
not strictly positive, it can not be the ground state of KΛ′(P ). ✷
If Λ′ > Λ, then one has QΛKΛ′(P )QΛ = QΛKΛ(P )QΛ. Since Ψ
(0)
Λ (P ) is not the
ground state of KΛ′(P ) by Lemma 6.7, one has
EΛ(P ) = 〈Ψ(0)Λ (P ), QΛKΛ(P )QΛΨ(0)Λ (P )〉
= 〈Ψ(0)Λ (P ), QΛKΛ′(P )QΛΨ(0)Λ (P )〉
> EΛ′(P ). (6.16)
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Indeed, suppose 〈Ψ(0)Λ (P ), QΛKΛ′(P )QΛΨ(0)Λ (P )〉 = EΛ′(P ). Then Ψ(0)Λ (P ) = QΛΨ(0)Λ (P )
must be the ground state of KΛ′(P ). But this contradicts Lemma 6.7 so that the last
inequality in (6.16) holds . Combining (6.16) with Lemma 6.4, one arrives at the desired
assertion in Theorem 2.3. ✷
A Fundamental properties of the operator inequalities
In this section, we will review some preliminary results about the inequalities introduced
in §3.1. Almost all of results here are taken from the author’s previous work [35, 36].
A.1 Basic tools
Let v be a dense subspace of the Hilbert space h. Set
L(v) =
{
A : linear operator on h s.t. v ⊆ dom(A), Av ⊆ v, A∗v ⊆ v
}
. (A.1)
Obviously L(v) is a linear space and closed under the operator product, that is, if
A,B ∈ L(v), then AB ∈ L(v). In this subsection, we always assume every operator in
the lemmas belongs to L(v). This tacit assumption remove unnecessary complexities
on domain problem. For instance, the abnormal case p∩dom(A) = {0} can be avoided
automatically. We remark that all operators in the main sections actually satisfy the
assumption under a suitable choice of v.
The following two lemmata are immedate consequences of the definitions.
Lemma A.1 Suppose that 0 ✂ A1 ✂ B1 and 0 ✂ A2 ✂ B2 w.r.t p. Then one has the
following.
(i) 0 ✂ A1A2 w.r.t. p. Moreover if A1, B1 ∈ B(h), the set of all bounded operators
on h, then 0✂A1A2 ✂B1B2 w.r.t. p.
(ii) 0✂ aA1 + bA2 ✂ aB1 + bB2 w.r.t. p, for all a, b ∈ R+ = {x ∈ R |x ≥ 0}.
(iii) Let A be positivity preserving: 0✂ A w.r.t. p. Suppose that p ∩ dom(A) is dense
in p. Then 0✂A∗ w.r.t. p.
Lemma A.2 Let A,B ∈ B(h). Suppose that 0✁A and 0✂B w.r.t. p. Then we have
the following properties.
(i) 0✁A∗ w.r.t. p.
(ii) Suppose that kerB# = {0} with a# = a or a∗. Then 0 ✁AB and 0✁ BA w.r.t.
p.
(iii) 0✁ aA+ bB w.r.t. p for a > 0 and b ≥ 0.
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A.2 Operator monotonicity
Proposition A.3 (Monotonicity) Let A and B be positive self-adjoint operators. We
assume the following.
(a) dom(A) ⊆ dom(B) or dom(A) ⊇ dom(B).
(b) (A+ s)−1 ☎ 0 and (B + s)−1 ☎ 0 w.r.t. p for all s > 0.
Then the following are equivalent to each other.
(i) B ☎A w.r.t. p.
(ii) (A+ s)−1 ☎ (B + s)−1 w.r.t. p for all s > 0.
(iii) e−tA ☎ e−tB w.r.t. p for all t ≥ 0.
Proof. (i) ⇒ (ii): By the assumptions (a) and (b), we see that
(A+ s)−1 − (B + s)−1 = (A+ s)−1(B −A)(B + s)−1 ☎ 0.
(ii) ⇒ (iii):
e−tA = s- lim
n→∞
(1l + tA/n)−n ☎ s- lim
n→∞
(1l + tB/n)−n = e−tB .
(iii) ⇒ (i):
A = s- lim
t↓0
(1l − e−tA)/t✂ s- lim
t↓0
(1l− e−tB)/t = B. ✷
Proposition A.4 Let A be a positive self-adjoint operator and let B be a symmetric
operator. Assume the following.
(i) B is A-bounded with relative bound a < 1, i.e., dom(A) ⊆ dom(B) and ‖Bx‖ ≤
a‖Ax‖ + b‖x‖ for all x ∈ dom(A).
(ii) 0✂ e−tA w.r.t. p for all t ≥ 0.
(iii) 0✂−B w.r.t. p.
Then e−t(A+B) ☎ e−tA ☎ 0 w.r.t. p for all t ≥ 0.
Proof. See [35]. ✷
A.3 Beurling-Deny criterion
Let j be the involution given in §3.1. Let A be a linear operator acting in h. We
say that A is j-real if jdom(A) ⊆ dom(A) and jAx = Ajx for all x ∈ dom(A). Set
hR = {x ∈ h | jx = x}. Then for any x ∈ hR, we have a unique decomposition
x = x+ − x− with x± ∈ p and 〈x+, x−〉 = 0. Recall the notation |x|p = x+ + x−.
The following theorem is an abstract version of Beurling-Deny criterion [3].
Theorem A.5 (Beurling-Deny criterion) Let A be a positive self-adjoint operator on
h. Assume that A is j-real. Then the following are equivalent.
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(i) 0✂ e−tA for all t ≥ 0.
(ii) If x ∈ dom(A) ∩ hR, then |x|p ∈ dom(A1/2) ∩ hR and 〈|x|p, A|x|p〉 ≤ 〈x,Ax〉.
(iii) If x ∈ dom(A) ∩ hR, then x+ ∈ dom(A1/2) ∩ hR and 〈x+, Ax+〉 ≤ 〈x,Ax〉.
(iv) If x ∈ dom(A) ∩ hR, then x± ∈ dom(A1/2) ∩ hR and 〈x+, Ax+〉 + 〈x−, Ax−〉 ≤
〈x,Ax〉.
Proof. Proof is a slight modification of [43, Theorem XIII.50]. ✷
A.4 Perron-Frobenius-Faris theorem
Theorem A.6 (Perron-Frobenius-Faris) Let A be a positive self-adjoint operator on h.
Suppose that 0✂ e−tA w.r.t. p for all t ≥ 0 and inf spec(A) is an eigenvalue. Let PA be
the orthogonal projection onto the closed subspace spanned by eigenvectors associated
with inf spec(A). Then the following are equivalent.
(i) dim ranPA = 1 and PA ✄ 0 w.r.t. p.
(ii) 0✁ (A+ s)−1 for some s > 0 w.r.t. p.
(iii) For all x, y ∈ p\{0}, there exists a t > 0 such that 0 < 〈x, e−tAy〉.
(iv) 0✁ (A+ s)−1 for all s > 0 w.r.t. p.
(v) 0✁ e−tA for all t > 0 w.r.t. p.
Proof. See, e.g., [10, 35, 43]. ✷
B An energy inequality
Lemma B.1 For all P ∈ R3 and 0 < Λ <∞, one has
EΛ(0) ≤ EΛ(P ). (B.2)
Sketch of proof. Since we need a special self-dual cone different from F+, we separate
the proof of (B.2) from the main body.
In this appendix, we switch our representation space to theQ-space or the Schro¨dinger
representation. In this representation, the local Fock space FΛ can be identified with
L2(QΛ) = L
2(QΛ,dµΛ), where µΛ is a Gaussian measure, see [44] for details. Let
L2(QΛ)+ = {F ∈ L2(QΛ) |F ≥ 0 a.e.}. (B.3)
Clearly L2(QΛ)+ is a self-dual cone in L
2(QΛ). The conjugation C in the one particle
space is given by (Cf)(k) = f(−k). Then, by a general theorem [44, Theorem I. 12
and its remark], one sees
eia·Pf,Λ ☎ 0, e−tNf,Λ ☎ 0, etVΛ ☎ 0 (B.4)
w.r.t. L2(QΛ)+, as operators in the Q-space. Hence, following Gross [23], one has∣∣e−t(P−Pf,Λ)2F ∣∣ ≤ e−tP 2f,Λ |F | a.e. (B.5)
for each F ∈ L2(QΛ). This implies |e−tL(P )F | ≤ e−tL(0)|F | a.e.. By the Trotter-Kato
formula, one obtains |e−tKΛ(P )F | ≤ e−tKΛ(0)|F | a.e.. From this, it follows 〈F, e−tKΛ(P )F 〉 ≤
〈|F |, e−tKΛ(0)|F |〉 for all F ∈ L2(QΛ). Now we arrive at the desired result (B.2). ✷
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