In this study the benefits arising from the use of the Bayesian approach to predictive modelling will be outlined and exemplified by a linear regression model and a logistic regression model. The impact of informative and noninformative prior on model accuracy will be examined and compared. The data from the Central Statistical Office of Poland describing unemployment in individual districts in Poland will be used. Markov Chain Monte Carlo methods (MCMC) will be employed in modelling.
Introduction
For data mining techniques, classification and regression methods play an important role. The choice of an appropriate model is the basis of data analyses. The key advantage of the Bayesian approach is the ability to include additional information that is external to the sample in the modelling process (Lancaster, 2004) . In Bayesian analysis, statistical inference is based on posterior distributions, which combine prior information with sample-based information. The impact of prior information on estimation model parameters in the parametric survival models has been investigated in (Grzenda, 2013) , among others. In modelling, taking into account prior information has also an influence on the predictive power of a model.
The Bayesian model selection criteria frequently correspond to finding a model, which is characterised by a maximum posterior probability while considering model selection in the context of decision problems. The primary objective of this paper is to analyse the impact of prior information on the predictive power of a model using selected measures assessing the accuracy of prediction. Particular attention is paid to the selection of informative versus non-informative prior distribution. This is because the appropriate selection of a priori distribution may result in more accurate models.
Moreover, in this paper, the impact of informative and non-informative prior distributions on the accuracy of both classification and regression have been investigated. What should be emphasised in this context is that in Bayesian methods (Congdon, 2006; Gelman et al., 2000) parameters of a model are treated as random variables. Let  denote the estimated parameter, and x observed data. The initial knowledge about the parameter is represented by prior distribution    p . The Bayesian inference approach is based on posterior distribution, which is determined in the following way (Bolstad, 2007) :
This equation is expressed in an equivalent proportional form:
In Bayesian approach, posterior distribution includes all available knowledge about the unknown parameter. This is prior information and information derived from data. The posterior distribution can be summarized by one statistic. Most frequently, this is the posterior mean as it minimizes a posterior mean square error. It is given by the formula:
Frequently, instead of a single parameter  , the parameter vector
The inference about any element of vector θ is performed using marginal distribution, which is obtained by integrating the joint posterior distribution over the remaining coordinates. Given the complexity of calculations, the Markov chain Monte Carlo methods (MCMC) are used in practice (Congdon, 2006) . The most famous algorithm among these methods is the Metropolis algorithm. In this paper the adaptive rejection Metropolis sampling algorithm (ARMS), which is a generalization of the Metropolis algorithm, has been used. In this study, multiple regression models and logistic regression models have been estimated with informative and non-informative prior distributions. Based on obtained posterior distributions of model parameters, the posterior means have been calculated. These posterior means have been used as estimates for unknown parameters of the model (Lancaster, 2004) . Next, the selected measures for model accuracy have been determined and compared. Many statistics can be used to measure the accuracy of models (Japkowicz and Shah, 2011; Provost and Fawcett, 2013) . In the case of classification, the key measures are the incorrect classification rate and confusion matrix, while in the case of regression the mean square error, median square error and maximum absolute error are frequently used. The predictive power of competing models can be compared based on Lift and ROC curves.
The scope of research
In this paper data from the Central Statistical Office of Poland, describing the districts in Poland, has been used. The object of this study is unemployment rate in districts in Poland in the year 2014. The characteristics of posterior distribution obtained for the previous year have been suggested as prior information for modelling data for the next year. Therefore, two sets of data have been created to model the unemployment rate in two successive years: 2013 and 2014. The number of observations in both data sets is the same, namely 380.
The examined feature is the unemployment rate in districts in Poland; in August 2013 the average was 15.92%, whereas in August of the next year the average was 14.32%. Moreover, for the purpose of this research, i.e. the investigation of classification accuracy, a binary variable unemployment has been created based on the continuous variable unemployment_rate. The variable unemployment differentiates the districts into those with low unemployment below 10% and the remaining ones. In 2013 there were 61 (16.05%) districts with the unemployment rate below 10%, whereas in 2014 there were 93 districts (24.47%). The unemployment may be defined and explored in many ways, but it is worth emphasising that a significant spatial diversity of the unemployment rate is observed in Poland (Gołata, 2004) . The subject matter of this study is registered unemployment, including the unemployed registered in the district labour offices and seeking employment through these offices.
The preliminary data analysis including variable significance assessment, model adjustment to fit the observed data, model correctness verification and predictive power assessment (Lancaster, 2004) reduced the initially proposed set of variables to the following variables:
 salary -the amount of average monthly gross wages and salaries in thousand zlotys (mean=3.42, min=2.54, max=6.81);  number_children -the number of children aged 3-5 per one place in nursery school (mean=1.48, min=0.77, max=5.11);  flats -the number of flats ready for occupancy per 1000 residents (mean=2.92, min=0.16, max=15.26);  EU_funds -the total value of contracts signed for financing in million zlotys per 1000 residents (mean=10.5, min=1.83, max=107.74);  farm -the average area of individual farm (farms over 1 hectare have been investigated): 1 -less than 10 hectares (49.21%), 2 -from 10 to 15 hectares (30.79%), 3 -15 hectares and over (20%);
 innovation -the average share of innovative companies in the total number of companies in %: 1 -less than 13% (35.26%), 2 -from 13 to 15% (49.21%), 3 -15% and over (15.53%).
Variable characteristics for 2014 have been given in parentheses. The characteristics of the districts such as education, road infrastructure or population density, which were investigated in other studies such as (Gołata, 2004) have turned out to be statistically insignificant. 
Then, based on Bayes' theorem, posterior distribution is given by: 
Key accuracy indicators of multiple regression models
While examining the accuracy of the model it is important to determine how the estimated values differ from actual values present in the training data. There are many ways to calculate the error, i.e. the difference between the estimated and actual values. The most natural one (Provost and Fawcett, 2013 ) is determining the absolute error:
The maximum absolute error is a useful measure of prediction accuracy in the case of extreme values:
The sum of the squares error is a commonly used criterion for model accuracy. It is a natural consequence of estimating parameters of the classical regression model using least squares methods. This measure expresses the total value of the estimate error when the regression equation is used:
The degree of regression fit as an approximate linear relationship between the dependent variable and the explanatory is given by the coefficient of determination:
denotes the sum of squares regression and SST=SSR+SSE the sum of squares total, respectively. Finally, the mean squared error is defined as:
where n is the number of observations, and m is the number of explanatory variables.
The specification and estimation of Bayesian multiple regression models
In this section, the multiple regression models with informative and noninformative prior distributions are discussed. In the first model developed for data from 2014, a priori distribution that has a minimal impact on posterior distribution has been used for all model parameters (Gelman et al., 2000) . Therefore, noninformative independent normal prior distributions with mean equalling 0 and variance 10 6 for regression coefficients, as well as inverse gamma distribution for the parameter 2  , have been used. In all investigated models, the number of burnin samples is assumed to be 2000 and posterior samples equals 10000 in order to minimize the effect of initial values on posterior inference. The highest posterior density (HPD) intervals for all parameters in all models have been determined for α=0.05. The characteristics of prior distributions and posterior distributions of the first model parameters for data from 2014 are presented in Table 1 . Based on the highest posterior density intervals (Bolstad, 2007) , all variables are statistically significant for α=0.05. The convergence of generated Markov chain has been verified by several tests and graphically. The result of Geweke's test (Geweke, 1992 ) is included in Table 2 . The graphs for generated chains are presented in the Figures 1-9 . The results show no indication that the Markov chain has not converged for all the parameters of the investigated model at any significant level. Moreover, the Monte Carlo standard error (MCSE ) is presented. The result of Geweke's test (Geweke, 1992) and the Monte Carlo standard error are included in Table 4 . The results show no indication that the Markov chain has not converged for all the parameters of the investigated model at the significance level 0.01. The values of Monte Carlo standard errors for all model 2 parameters have been lower than in model 1. For both models, a deviance information criterion (DIC) has been calculated. For the first model DIC is 2245.575, for the second one it is 2244.557, the results do not differ significantly.
The estimated posterior means have been selected as estimation for the unknown model parameters for both models. With these assumptions, selected measures of model accuracy have been calculated (Table 5) . The obtained results indicate that the model with informative prior is the one with greater prediction accuracy. Moreover, these results indicate that about 45% of unemployment_rate variable variance is explained by the estimated models.
The estimated values of multiple regression models show that only the variable describing the number of children aged 3-5 per one place in nursery school has a positive impact on unemployment in the analysed districts. Thus, the greater the number of children per one place in nursery school, the higher the unemployment levels. The results also indicate that the lower salaries in districts, the higher unemployment. The unemployment rate in a given district also depends on the total value of EU contracts signed for financing -the smaller the value of grants, the higher unemployment. Moreover, the study found that the more fragmented farms and the lower the average share of innovative companies in the total number of companies, the higher the unemployment rates.
The logistic regression models

Bayesian logistic regression model
The logistic regression models (Finney, 1972; Hosmer and Lemeshow, 2000) are very often used in the study of socio-economic phenomena when a binary dependent variable is considered. These models are also applied to estimate the probability of belonging to a given class in classification tasks (Japkowicz and Shah, 2011) . The likelihood function over a data set for n subjects is: In this paper, Bayesian logistic regression models are investigated (Albert and Chib, 1993; Congdon, 2006; Gelman et al., 2000) . Assuming normal prior distribution 
Key accuracy indicators of logistic regression models
The evaluation of the accuracy of a logistic regression model can be performed in many ways (Hosmer and Lebeshow, 2000) . If the purpose of the modelling is to obtain the best possible classification (Provost and Fawcett, 2013) , the following measures are the most common: the confusion matrix or classification table, the accuracy rate or interchangeably misclassification error rate. Graphically, the classification accuracy can be verified with ROC curve and LIFT curve (Japkowicz and Shah, 2011) . Models with good classification capacity should be characterized by a high accuracy and a low rate of Model adjustment in terms of data and the prognostic effectiveness of competing models can also be compared using the LIFT curve. 
The specification and estimation of Bayesian logistic regression models
Similarly to multiple regression models, Bayesian logistic regression models with non-informative and informative prior distributions were compared. The general assumptions regarding Bayesian estimation for logistic regression models were the same as in the case of multiple regression models. A model for the data from the year 2014 has been estimated, using non-informative normal prior distribution for all regression coefficients (Model 3). In Table 6 , prior distribution settings and posterior distribution statistics for Model 3 are shown. For α=0.05, all variables are statistically significant except one level of Farm variable. In Table 7 , the results of Geweke's test (Geweke,1992) and the values of Monte Carlo standard error are shown. The study failed to reject the null hypothesis that the chains generated for individual model parameters converge at any level of significance. The figures depicting generated chains confirmed the inference regarding the convergence of these chains. Next, Bayesian logistic regression model has been estimated using informative prior distributions. The estimation was performed in the same way as for multiple regression models. The model is hereinafter referred to as Model 4. The results of the model estimation are provided in Table 8 . For the third model, the DIC value equals 336.117, while the value of the same indicator for Model 4 is lower and equals 331.776. Therefore, Model 4 is a better model out of the two models.
The average values of the posterior distributions of the third and fourth model were used as the estimation for unknown model parameters. Next, the performance indicators for both models were calculated and compared. The lower misclassification error rate observed in the case of the model with informative prior distribution indicates that it is a model of higher accuracy (Table 10) . ROC curves for models with informative and non-informative prior distributions are provided in Figure 10 . This confirms that the model based on informative prior distribution is a model with better classification properties. LIFT curves for the model with non-informative and the model with informative prior distributions are shown in Fig. 11 . The LIFT trend indicates that a model matches well the data (Tufféry, 2011) . For every decile, the LIFT curve developed for the model based on informative prior distributions is located above the curve formed for a model created with non-informative prior distributions. Therefore, the model using informative prior distributions demonstrates better classification capabilities.
To sum up, all the analysed accuracy indicators show that the logistic regression model with informative prior distributions yields better classification capabilities.
Moreover, the estimation of logistic regression parameters shows that larger values of all the variables except for number children increase the probability of the unemployment rate in the district being below 10%. The higher the salaries, the bigger the number of flats ready for occupancy, and the larger the EU funds, the higher the chances of a low unemployment rate in the district. Moreover, the less fragmented farms and the bigger proportion of innovative enterprises, the higher the probability of the unemployment level in the district being below 10%. 
Summary
In this paper multiple regression models and logistic regression models have been investigated. Both categories of models are directly related and can be used for prediction, but they use different target variables. The primary objective of the study was to analyse how and to what extent prior information can influence the precision of regression and classification while using real data sets. First and foremost, the predictive analysis has been performed. This is because the outcomes of explanatory modelling cannot always be applied for predictive modelling (Provost and Fawcett, 2013) .
To sum up, the predictive accuracy of models developed with non-informative and informative a priori distributions has been compared. The impact of prior information on the values of selected performance indicators developed for the models estimated with non-informative and informative a priori distributions has been shown. These results indicate that the accuracy of models estimated with informative a priori distributions is higher. Therefore, when additional out-ofsample knowledge is available, the appropriate selection of a priori distribution can improve the accuracy of regression and classification models. 
