Abstract. Key establishment is a major problem in sensor networks because of resource constraints. Several key predistribution schemes have been discussed in literature. Though the key predistribution algorithms have been described very well in these papers, no key establishment algorithm has been presented in some of them. Without efficient key establishment algorithm the key predistribution schemes are incomplete. We present efficient shared-key discovery algorithms for some known deterministic key predistribution schemes. Our algorithms run in O(1) and O( 3 √ N ) time and the communication overhead is at most O(log √ N ) bits, where N is the size of the network. The efficient key establishment schemes make deterministic key predistribution an attractive option over randomized schemes.
Introduction
Distributed Sensor Networks (DSN) consist of sensor nodes which are resource constrained. Sensor networks have wide application in military as well as civilian purposes. To ensure secure communication, any two sensor nodes should communicate in an encrypted manner using a common secret key.
The keys are either predistributed in the sensor nodes or online key exchange protocols can be used. Though public key cryptosystems using RSA and ECC have been used in low end devices [1] , they are not efficient where several hundred thousand nodes with very limited resources are required. In key predistribution keys are placed in sensor nodes prior to deployment. Any two nodes can communicate with each other if they have some common key. Communication is carried out by encrypting messages using the common key. Key establishment is carried out in the following way. First two nodes find out if they have any common key and the identifier or the value of this common key. This step is called shared key discovery. If two nodes do not share a common key then a path key needs to be found. Path key establishment is discussed in Section 4.
The efficiency of key establishment algorithms depends on two factors.
1. The communication overhead -the amount of information that needs to be broadcasted to enable other nodes to find the common keys. 2. Efficient shared key discovery algorithms -algorithms which are efficient in terms of computation and storage.
2 Shared-key Discovery for Key Predistribution Scheme given by Dong, Pei and Wang [9] The key predistribution scheme proposed by Dong et al. in [9] makes use of 3−designs.
In particular they use inversive planes to assign keys in the sensor nodes. We present an algorithm to find a common key between two given nodes or report failure if no common key is present. For completeness we present the key predistribution algorithm using 3-designs. A detailed discussion on 3−designs can be found in [11, Section 9.2.1].
Let q be a prime. We use an irreducible polynomial f (x) of order 2 to construct a field
Let the field elements be f 0 = 0,
, where a, b, c, d ∈ F q 2 , such that ad − bc = 0. It can be proved as in [11, Lemma 9 .25] that there are q 6 −q 2 such permutations. We create blocks in the following way. For each permutation
So each block consists of q + 1 elements. The resulting design gives rise to a 3 − (q 2 + q + 1, q + 1, 1) design.
We consider the distinct blocks and map the blocks to the nodes and preload each node with the keys contained in that particular block. Since the number of distinct blocks is q 3 + q, the number of nodes supported by the network is q 3 + q. Let the key chain belonging to node i be denoted by {k
Any two nodes can share at most two keys. Next we describe an algorithm to find the common keys between any two nodes if one exists, or report failure if one doesn't exists.
Algorithm to find Common Key
Let node i want to communicate with node j. The node j broadcasts corresponding values of a, b, c, d. Denote these values by a j , b j , c j , d j . We give below the algorithm to find the common key that i shares with j. When j wants to calculate the common key that it shares with i, it runs the same algorithm and finds x j and calculates the common key as ck = aj xj +bj cj xj +dj . (See step 25). All calculations are done modulo q. Algorithm 1. Shared key discovery for the scheme of Dong et al. [9] . Require ai, bi, ci, di, aj, bj, cj, dj 1 if ci = 0 and cj = 0 Correctness of Algorithm 1. Suppose c i = 0 and c j = 0, then π i (∞) = π j (∞) = ∞, hence ck = ∞ and Step 1-2 holds. If
Step 3-4 holds. If one of the keys in node i is ∞, and c j x j + d j = 0, for some x j ∈ F q {∞}, then ∞ is a common key between the nodes i and j. The only condition that remains if that when x i , x j = ∞ and c i x i + d i = ∞ and c j x j + d j = ∞. In such a case we try to find if there exists x i and x j , such that aixi+bi cixi+di = aj xj +bj cj xj +dj . Hence if a solution to this equation exists, then the common key will be aixi+bi cixi+di . By the design we know that any two nodes will share maximum of two keys. We now show that we can find all the values of x i if they exist, or report failure if no keys are common.
We know that a, b, c d are all one degree polynomial with coefficients in F q . Let
We solve for x i in the following equation. Note that all calculations are done modulo q.
} Equating the coefficients of x and the constant term we get two equations
and
where,
Eliminating the term x i x j , we get
where, U = (
Substituting the value of x j in ( 1a) we get
where The above equation can have either one or two or no solutions which can be calculated easily. Hence, we obtain a maximum of two values for x i . Then the common key 3 Shared-key Discovery for Ruj and Roy Schemes of Key Predistribution [8] Two key predistribution schemes have been discussed in [8] . Both the schemes make use of Partially balanced incomplete block designs for key predistribution.
Ruj and Roy Scheme [8] I. The authors use a triangular association scheme to predistribute the keys in the sensor network. The design can be found in [8, Section 3] . We now give an algorithm to find at least one common key between two given nodes.
Let nodes P and Q want to communicate with each other. For this purpose we store the location of the node in the array A. The nodes broadcast their position in the array A. We need to calculate a simple function which will give the identity of one or more common key between any two nodes. Given the position (x, y) of a node P the value in the matrix at position (x, y) is given by
, for x = y y − x, for x = 1, x < y x − y, for y = 1, x > y n + y − x − 1, for x = 2, x < y n + x − y − 1, for y = 2, x > y (x − 1)n − (x + 1)(x − 2)/2 + (y − x − 1), for x < y, x > 2 (y − 1)n − (y + 1)(y − 2)/2 + (x − y − 1). for x > y, y > 2 Given any node P it can find the ids of the keys in common with another node Q at position (x , y ) in the following way. 1. If x = x , then a f (x,t) and a f (y,y ) are the common keys between P and Q for t = 1, 2, · · · , n and t = x, y, y . 2. If y = y , then a f (t,y) and a f (x,x ) are the common keys between P and Q for t = 1, 2, · · · , n and t = x, y, x . 3. If x = x and y = y , then the keys a f (x,x ) , a f (x,y ) , a f (y,x ) and a f (y,y ) are common between P and Q. Since there are more than one keys in common, the nodes can choose any of the common keys. Since f (x, y) can be calculated in constant time, key agreement can be done in O(1) time. Also the memory overhead is O(log n) = O(log √ N ) bits, since only the position of the node in the array is sent.
Ruj and Roy Scheme [8] II. The second scheme given in [8] is an extension of Scheme I. Here a second array A is used in conjunction to the array A given above. Array A is given in [8, Section 5.1]. The first n(n − 1)/2 are loaded as given in the Scheme I. For the next n(n − 1)/2 nodes, keys are chosen according to the pattern in array A . For the n(n − 1)/2 + ith node, the ids of the keys are the elements in the row and the column in which i belongs. The element in the position (x, y) in the matrix A is given
Let the nodes i and j want to communicate with each other. Any node j broadcasts the following information. 2. Position (x j , y j ) of j in the array from which it has been derived. This requires O(log √ N ).
Given the above information node i can calculate the common keys using Algorithm 2.
Proof of Correctness and Time Complexity of Algorithm 2
If both the nodes i and j are derived from the same array, then we follow the algorithm similar to that given in Section 4.1. We will consider the case when i and j are derived from arrays A and A respectively. The case where i and j are derived from arrays A and A respectively will follow similarly.
We consider the following example Example. Suppose position of i = (5, 7) in array A and that of j = (4, 6) in array A. Ids of keys belonging to j are 3, 9, 14, 19, 21, 22 and 5, 11, 16, 23, 26, 27. These have been marked in array A as below. We mark four diagonal lines and two vertical lines and two horizontal lines. We find all the crossed elements that lie in the 7th column. These are the elements common between i and j which occur along the two diagonals. These are 26 and 21. Similarly, all the crossed elements that lie in the 5th row are the common elements between i and j. These are 19 and 5 in the above example. So the common keys have identifiers 5, 19, 21 and 26.
Algorithm 2. Shared key Discovery for Scheme II.
Ids of the common keys are a f (xi,t) and a f (yi,yj ) , for t = 1, 2, · · · , n and t = x i , y i , y j 4 else if y i = y j 5
Ids of the common keys are a f (t,yi) and a f (xi,xj ) , for t = 1, 2, · · · , n and t = x i , y i , x j 6 else 7
Ids of the common keys a f (xi,xj ) , a f (xi,yj ) , a f (yi,xj ) and a f (yi,yj ) .
Ids of the common keys are a f (xi,t) and a f (yi,yj ) , for t = 1, 2, · · · , n and t = x i , y i , y j . 12 else if y i = y j 13
Ids of the common keys are a f (t,yi) and a f (xi,xj ) , for t = 1, 2, · · · , n and t = x i , y i , x j . 14 else 15
Ids of the common keys a f (xi,xj ) , a f (xi,yj ) , a f (yi,xj ) and a f (yi,yj ) . 
Ids of the common keys will be calculated as above except that the f (a,b) will be calculated instead of f (a,b) . 21 endif Proceeding as in the example above there will be at most four diagonal lines and two vertical lines and two horizontal lines. The position of the elements along the marked diagonals that lie on the same column as i will be given by, (a, b) = (y i − x j , y i ), (y i − y j , y i ), (y i + x j , y i ), (y i + y j , y i ) such that 0 < a, b ≤ n and a = b. Similarly, all the positions of the elements along the marked diagonals that lie on the same row as i and is given by (a,
If both i and j belong to the same row (ie, x i = x j ), then the position of the common elements will be (a, b) = (x i , 1), (x i , 2), · · · , (x i , x i−1 ). These elements lie on one of the marked rows. If both i and j belong to the same column (ie, y i = y j ), then the position of the common elements will be (a, b) = (1, y i ), (2, y i ), · · · , (y i−1 , y i ). These elements lie on one of the marked columns. If i and j do not belong to the same row or column, then the positions will be given by (a, b) = (x i , x j ), (x i , y j ) if a < b and (a, b) = (x j , y i ), (y i , y i ) if a > b. So the ids of the common keys are given by f (a,b) . To communicate, the nodes can choose any of the common keys. All the steps take O(1) to be done. Hence the overall time complexity is O(1).
Each node broadcasts the array to which it belongs (this requires just one bit) and its position in the array from which it is derived. Since the order of each array is O( √ N ) (where N is the number of nodes), O(log √ N ) bits have to be broadcasted.
Path Key Establishment
Where shared key exists between nodes, a secure channel is created and all communications between the nodes are performed using the common key. However there may exist situations where nodes may not share common keys (as in the scheme of [9] which uses t − designs) or when common shared keys are exposed because of node compromise. In such cases a path needs to be established between the nodes. Suppose u and v having no common key need to communicate with each other. u establishes communication with some node n 1 through some common key which further establishes communication with n 2 and so onwards. Let u, n 1 , n 2 , · · · , n l , w be the path between u and v. Let u share a common key k 1 with n 1 . Similarly, let n 1 share a common key k 2 with n 2 , and n l−1 share a common key k l with n l and n l share a common key k l+1 with w. u generates a random key K, encrypts with k 1 and sends it to n 1 . n 1 decrypts K using k 1 and encrypts it using k 2 and sends it to n 2 and the process continues. Ultimately K reaches v using k l+1 . So v can decrypt using k l+1 and obtain K. K is the path key and communication between u and v is done using K. This approach has been taken in [12] . The path is found in a breadth first manner.
Conclusions
Various deterministic key predistribution have been studied in literature. However efficient key establishment has not been discussed for many key predistribution schemes. We present key shared-key discovery algorithms for the key predistribution schemes
given by Ruj and Roy in [8] and by Dong, Pei and Wang in [9] , which had not been presented in these papers. The algorithms run in O(1) and O(sqrt [3] N ) respectively. Also communication requires at most O(log √ N ) bits, where N is the size of the network. Randomized key predistribution algorithms lack efficient key management strategies because there is no underlying pattern. The efficient key establishment strategies of deterministic schemes as given in this paper motivates us to use deterministic schemes for key predistribution. We are working towards devising algorithms for shared key discovery for other known key predistribution schemes. One interesting problem will be to design efficient key establishment schemes for randomized key predistribution schemes.
