We present theoretical results on the convergence of nonconvex accelerated gradient descent in matrix factorization models with 2-norm loss. The purpose of this work is to study the effects of acceleration in non-convex settings, where provable convergence with acceleration should not be considered a de facto property. The technique is applied to matrix sensing problems, for the estimation of a rank r optimal solution X ∈ R n×n . Our contributions can be summarized as follows. i) We show that acceleration in factored gradient descent converges at a linear rate; this fact is novel for non-convex matrix factorization settings, under common assumptions. ii) Our proof technique requires the acceleration parameter to be carefully selected, based on the properties of the problem, such as the condition number of X and the condition number of objective function. iii) Currently, our proof leads to the same dependence on the condition number(s) in the contraction parameter, similar to recent results on nonaccelerated algorithms. iv) Acceleration is observed in practice, both in synthetic examples and in two real applications: neuronal multi-unit activities recovery from single electrode recordings, and quantum state tomography on quantum computing simulators.
convex objective; and ii) papers that consider generic nonconvex settings, but do not focus on finding the global solution: they study whether acceleration leads to fast convergence to a critical point -saddle point or local minimum (Ghadimi and Lan 2013; Lee et al. 2016; Carmon et al. 2016; Agarwal et al. 2016) . In the latter case, we also observe the difficulty of achieving acceleration in theory: the gains in theory are restricted to obtaining an improved rate from O 1 ε 2 to O 1 ε c , where c is less but close to 2. In this work, we study momentum theoretically in the context of shallow, linear neural networks, using low-rank factorization for the matrix sensing problem as our test case. Such simplifications have been followed in other recent works in machine learning and theoretical computer science, such as the cases of convolutional neural networks (Du et al. 2017) , the effect of over-parameterization in training (Li, Ma, and Zhang 2017) , and landscape characterization of generic objectives (Boob and Lan 2017; Safran and Shamir 2017) . Our work can be seen as a first step towards understanding momentum in general non-linear models, whose training objectives are more involved and complex.
Our contributions can be summarized as follows:
• For matrix sensing, we prove that a heavy-ball-like method, operating on the low-rank factors, converges linearly to the optimal solution, up to some error level that depends on the acceleration parameter. Our proof technique carefully adapts ideas from the two-step momentum approach in the convex setting to the non-convex setting and requires careful selection of the step size and momentum parameters. The convergence proof differs from that of non-accelerated methods, due to the inclusion of history of estimates per iteration. Our theory requires assumptions on the condition number of the objective and that of the optimal solution. This expands the recent results on the favorable performance of nonconvex algorithms over convex methods.
• We provide empirical evidence of the convergence of accelerated gradient descent in non-convex settings, both for synthetic and actual engineering problem settings. For the latter, we focus on two applications. i) The task of identifying neuronal activities located at different arXiv:1806.00534v5 [cs. LG] 21 Sep 2019 depths of the brain: the idea is that the observations at the surface of the brain are linear combinations of these neural activities, lowpass filtered and attenuated as per their depths.
ii) The task of quantum state tomography (QST) using quantum computing simulators (Wood and Smolin ) : pure quantum states are naturally represented as lowrank density matrices, and the QST becomes computationally prohibitive as the number of qubits increases.
We identify several remaining open questions that need to be resolved. First, the range of values for the momentum parameter that comply with our theory is conservative (though even in this conservative regime, we still observe empirical speed-up over non-accelerated methods). We also require problem instances with fairly well-conditioned optimal solutions. Moreover, while we prove linear convergence when acceleration is used, the same dependence on the condition number(s) is observed as in (Tu et al. 2016) ; whether this can be improved is an open question. It is also not clear whether the additive error (the O(µ) term in Theorem 1) in our proof is necessary, or is an artifact of our proof technique. Finally, the analysis of the matrix sensing with noise is left for future work.
Setup
The matrix sensing problem has been studied extensively in the literature; see (Recht, Fazel, and Parrilo 2010) and references to it. It has numerous applications including video background subtraction (Waters, Sankaranarayanan, and Baraniuk 2011), system approximation (Fazel, Hindi, and Boyd 2001) and identification (Liu and Vandenberghe 2009) , robust PCA (Candès et al. 2011) , and quantum state tomography (Flammia et al. 2012) . For clarity, we consider the matrix sensing problem for square matrices X ∈ R n×n , under both low rank and positive semi-definite (PSD) constraints (Bhojanapalli, Kyrillidis, and Sanghavi 2016; Bhojanapalli, Neyshabur, and Srebro 2016; Li, Ma, and Zhang 2017) : 1 min X∈R n×n f (X) := 1 2 A(X) − y 2 2 subject to X 0, rank(X) ≤ r.
(1)
X is the decision variable that lives at the intersection of low-rank and PSD constraints; y ∈ R m is the set of observations; and A(·) : R n×n → R m is the linear sensing map, where m n 2 . We take A to be the trace operator, given by (A(X)) i = Tr(A i X), for symmetric random A i ∈ R n×n and i = 1, . . . , m.
A pivotal assumption is that A satisfies the restricted isometry property:
Definition 1 (Restricted Isometry Property (RIP) (Recht, Fazel, and Parrilo 2010) ). A linear operator A : R n×n → R m satisfies the RIP on rank-r matrices, with parameter δ r ∈ (0, 1), if the following holds for all rank-r X:
(1 − δ r ) · X 2 F ≤ A(X) 2 2 ≤ (1 + δ r ) · X 2 F .
1 The rectangular case can be derived, after proper transformations, using ideas from (Park et al. 2016b ).
Recent works focus on the factorized version of the problem, due to time/space complexity savings: min
(2) see also Section for a subset of references on the subject. Observe that any matrix X 0 with rank(X) ≤ r, can be written as X = U U , for U ∈ R n×r ; this reparameterization encapsulates both constraints in (1) leading to the non-convex formulation (2). A common approach to solve (2) is to use gradient descent, with iterates generated by the rule:
The paramter η > 0 is a step size. This algorithm has been studied in (Bhojanapalli, Kyrillidis, and Sanghavi 2016; Zheng and Lafferty 2015; Tu et al. 2016; Park et al. 2016c; Ge, Jin, and Zheng 2017; Hsieh et al. 2017 ). We will refer to the above recursion as the Procrustes Flow algorithm, as in (Tu et al. 2016) . None of the above works have considered momentum acceleration on U . In this work, we will study the accelerated version of Procrustes Flow.
Accelerated Procrustes Flow and Main Results
We consider the following two-step variant of Procrustes flow:
Here, Z i is an auxiliary variable that accumulates the "momentum" of the iterates U i ; the dimensions are apparent from the context. µ is the momentum parameter that weighs how the previous estimates U i will be mixed with the current estimate U i+1 to generate Z i+1 . The above recursion is an adaptation of Nesterov's accelerated first-order method for convex problems (Nesterov 1983) : briefly, consider the generic convex optimization problem min x∈R d g(x), where g is a convex function that satisfies standard Lipschitz gradient continuity assumptions with Lipschitz constant L. Nesterov's accelerated method is given by the recursion:
where the parameters µ i are chosen to obey specific rules (see (Nesterov 2013) for more details). We borrow this momentum formulation, but we study how constant µ selections behave in non-convex problem formulations, such as in (2). We note that the theory and algorithmic configurations in (Nesterov 1983) do not trivially generalize to non-convex problems.
Preliminaries. An important observation for any factorization X = U U is that it is not unique. That is, if U is an optimal solution for (2), then for any matrix R ∈ R r×r satisfying R R = I, the matrix U = U R is also optimal for (2), because U U = U R · R U = U U . To resolve this ambiguity, we define the distance between a pair of matrices as the minimum distance min R∈O 
Algorithm 1 Accelerated Procrutes Flow
Input: A, y, r, µ, and # iterations J. Set η as in (3). Set U 0 randomly or according to Lemma 1, and Z 0 = U 0 .
The algorithm. Algorithm 1 contains the details of the Accelerated Procrustes Flow. The algorithm requires as input the target rank 3 r, the number of iterations J, and the momentum parameter µ. For our theory to hold, we make the following selections. i) The µ selection is conservative as we show next, but more aggressive µ choices lead to different requirements in our theory. ii) We use step size:
where Z 0 = U 0 . Observe that η remains constant throughout the execution, and requires two top-eigenvalue computations: that of Z 0 Z T 0 and A † A(Z 0 Z 0 − y . Our experiments show that this step can be efficiently implemented by any off-the-shelf eigenvalue solver, such as the Power Method or the Lanczos method. iii) The initial point U 0 is either randomly selected (Bhojanapalli, Neyshabur, and Srebro 2016; ?) , or set according to the following Lemma:
is the projection onto the set of PSD matrices. Consider the matrix sensing problem with RIP for some constant δ 2r ∈ (0, 1). Further, assume the optimal point X satisfies rank(X ) = r. Then the initial point U 0 satisfies:
σr(X ) , and srank(X) = X F σ1(X) . Since computing the RIP constants is NP-hard, in practice we compute X 0 = Π C − 1/ L · ∇f (0) , where L ∈ (1, 2). We do not know a priori τ (X ) and srank(X ) to compute γ , but they can be approximated depending on the problem at hand; e.g., in the quantum state tomography case, the rank could be r = 1 (for pure quantum states), and we know apriori that τ (X ) = srank(X ) = 1, by construction. Compared to randomly selecting U 0 , Lemma 1 involves a gradient descent computation and a top-r eigenvalue calculation. While randomly selecting U 0 guarantees convergence (Bhojanapalli, Neyshabur, and Srebro 2016; Park et al. 2016c) , Lemma 1 provides the initial conditions for our theory also leads to convergence rate guarantees.
Main theorem. The following theorem proves the convergence of accelerated Procrustes Flow under assumptions on µ, the RIP constant δ 2r , the condition number of the objective κ (defined below) and that of the optimal solution τ (X ), using the initialization in Lemma 1. We note that such assumptions are needed in order to provide a concrete and qualitative convergence result.
Theorem 1 (Iteration invariant and convergence rate). Assume that A satisfies the RIP with constant δ 2r ≤ 1 /10.
1−δ 2r and τ (X) := σ 1 (X) σr (X) for rank-r X. Set η according to (3) and the momentum parameter µ = σr (X ) 1/2
λ i are the eigenvalues of A = ξ|1 + µ| ξ|µ| 1 0 , and ξ := 1 − 0.393 κτ (X ) . That is, the algorithm has a linear convergence rate in iterate distances (first term on RHS), up to a constant proportional to the the momentum hyperparameter µ (second term on RHS).
Further, U i satisfies minR∈O Ui − U R F ≤ σr (X ) 1/2
The intuition is that the right hand side of the recursion: i) depends on the initial distance min R∈O U 0 − U R 2 , as in convex optimization, ii) there are two parameters c, α (which are both constants) that appear as contraction constants, and iii) c drops exponentially fast to zero, since |λ 1 | < 1, which means that that the product αc J+1 goes exponentially fast to zero.
α depends on the spectral gap of the contraction matrix A, as well as on ξ, where the latter depends on the condition number of the objective and the condition number of X .
Finally, the theory generates an additional term O(µ). Similar results exist in the literature (see, for example, the constant step size convergence of convex SGD, where one achieves linear convergence up to an error level that depends on the step size).
The detailed proof is provided in the supplementary material. To the best of our knowledge, this is the first proof for accelerated factored gradient descent, under common assumptions, both regarding the problem setting, and the assumptions made for its completion. The proof differs from state of the art proofs for non-accelerated factored gradient descent: due to the inclusion of the memory term, three different terms -U i+1 , U i , U i−1 -need to be handled simultaneously. Further, the proof differs from recent proofs on nonconvex, but non-factored, gradient descent methods, as in (Khanna and Kyrillidis 2017) : the distance metric over rotations min R∈O Z i − U R F , where Z i includes estimates from two steps in history, is not amenable to simple triangle inequality bounds, and a careful analysis is required. Finally, the analysis requires the design of two-dimensional dynamical systems, where we require to characterize and bound the eigenvalues of a 2 × 2 contraction matrix. Remark 1. Tighter analysis w.r.t. constants would result into milder assumptions in the theorem; the choice of constants is made just for proof of concept. We note that even under the conservative assumptions of Theorem 1, we observe empirical speedup over non-accelerated methods. Remark 2. Observe that the main results depend on τ (X ) and κ; 4 classic results from convex optimization depend on the √ κ.
It remains an open question whether provable acceleration with dependence on at least √ κ can be achieved using our method. On the other hand, we also note that it is not generally known whether the acceleration guarantee generalizes to all functions in convex optimization (Lessard, Recht, and Packard 2016) . However, acceleration is observed in practice. Remark 3. Different choices of (τ (X ), µ, δ 2r ) lead to different interdependences. The current proof requires a strong assumption on µ, which depends on quantities that might not be known a priori. However, as we note above, there are applications where knowing or approximating τ (X ), srank(X ), and κ can help setting µ. Further, as we show in the computational experiments, the theory is conservative; a much larger µ leads to stable, improved performance.
Related Work
Matrix sensing was first studied in the convex setting using nuclear norm minimization (Recht, Fazel, and Parrilo 2010; Lee and Bresler 2009; Liu and Vandenberghe 2009 ). Nonconvex approaches involving rank-constraints have been proposed in (Jain, Meka, and Dhillon 2010; Lee and Bresler 2010; Kyrillidis and Cevher 2014) . In both cases, the algorithms involve a full or at least a truncated SVD per iteration. General low-rank minimization problems using the non-convex factorized formulation have been studied recently, due to computational and space complexity advantages ( Procrustes Flow approach was studied in (Tu et al. 2016; Zheng and Lafferty 2015) , with certain initializations techniques, different from the current work: we rely on a unique top-r SVD computation, instead of multiple ones. None of the works above consider the analysis of acceleration in the proposed methods.
Experiments

Synthetic experiments
In this set of experiments, we compare Accelerated Procrustes Flow with i) the Matrix ALPS framework (Kyrillidis and Cevher 2014), a projected gradient descent algorithm-an optimized version of matrix IHT-operating on the full matrix variable X, with adaptive step size η (we note that this algorithm has outperformed most of the schemes that work on the original space X) ii) the plain Procrustes Flow algorithm (Tu et al. 2016) , where we use the step size as reported in (Bhojanapalli, Kyrillidis, and Sanghavi 2016) , since the later has reported better performance than vanilla Procrustes Flow. We note that the Procrustes Flow algorithm is the same as our algorithm without acceleration. Further, the original Procrustes Flow algorithm relies on performing many iterations in the original space X as an initialization scheme, which is often prohibitive as the problem dimensions grow. Both for our algorithm and the plain Procrustes Flow scheme, we use both random initializations, as well as specific initializations according to Lemma 1; this is also supported by the work (Bhojanapalli, Kyrillidis, and Sanghavi 2016; Park et al. 2016b ). In that case Procrustes Flow algorithm is identical to the Factored Gradient Descent (FGD) algorithm in (Bhojanapalli, Kyrillidis, and Sanghavi 2016; Park et al. 2016b ).
To properly compare the algorithms in the above list, we pre-select a common set of problem parameters. We fix the dimension n = 4096 and the rank of the optimal matrix X ∈ R n×n to be r = 10; similar behavior has been observed for other values of r, and are omitted. We fix the number of observables m to be m = c · n · r, where c ∈ {3, 5}. In all algorithms, we fix the maximum number of iterations to 4000, and we use the same stopping criterion:
For the implementation of the Accelerated Procrustes Flow, we have used the momentum paramter µ given in Theorem 1, wiith ε = 1, and a more "aggressive" selection, µ = 2 3 . The latter value is larger than what our theory dictates, but as we have conjectured, our theory holds for different configurations of (µ, δ 2r ); proving our theory for a less strict feasible values of these parameters remains an open problem. Moreover, we have observed that various values of µ still lead to acceleration; in our experiments, we selected µ using grid search over the set { 1 4 , 1 2 , 2 3 , 3 4 } (details omitted). The observations y are set to y = A (X ) + w for some noise vector w; while the theory holds for the noiseless case, we show empirically that noisy cases are nicely handled by the same algorithm. We use permuted and subsampled noiselets for the linear operator A (Waters, Sankaranarayanan, and Baraniuk 2011). The optimal matrix X is generated as the multiplication of a tall matrix U ∈ R n×r such that X = U U , and X F = 1, without loss of generality. The entries of U are drawn i.i.d. from a Gaussian distribution with zero mean and unit variance. In the noisy case, w has the same dimensions with y, its entries are drawn from a zero mean Gaussian distribution with norm w 2 = 0.01. The random initialization is defined as U 0 drawn i.i.d. from a Gaussian distribution with zero mean and unit variance; the specific initialization is computed as the rank-r approximation of the gradient at the zero point, according to Lemma 1.
The results are shown in Figure 1 . Some notable remarks: i) While factorization techniques might take more iterations to converge compared to non-factorized algorithms, the per iteration time complexity is much less, such that overall, factorized gradient descent converges more quickly in terms of total execution time. ii) Our proposed algorithm, even under the restrictive assumptions on acceleration parameter µ, performs better than the non-accelerated factored gradient descent algorithms, such as Procrustes Flow. iii) Our theory is conservative: using a much larger µ we obtain a faster convergence; the proof for less strict assumptions for µ is an interesting future direction. In all cases, our findings illustrate the effectiveness of the proposed schemes on different problem configurations.
Neuron activity recovery from µECoG
A major hurdle in understanding the human brain is inferring the activities of individual neurons from meso-scales cortical surface electrical potentials, recorded by electrocorticography (ECoG). Here, we present a novel application for low rank matrix sensing to recover single-neuron activities from a single µECoG electrode. We simulated recordings of stimulus evoked cortical surface electrical potentials using a single µECoG electrode over a short time period; we observe a vector of electrical potentials y ∈ R m for m time instances. The membrane potentials of a set of neurons over this time period which we wish to recover can be viewed as a matrix X ∈ R n×m , where each row is the membrane potential for a neuron at m time instances. This matrix will be low rank since neurons are excited for a very short period, after the onset of the stimuli.
Based on (Bouchard et al. 2018) , the activity of neurons are low-pass filtered with a cut-off frequency that depends on the distance of the neuron from the surface [f c (d)], amplitude attenuated according to distance [A(d)], producing distance dependent extracellular potentials. The µECoG recordings y are the summation of these extracellular potentials. The distance dependent amplitude attenuation and cutoff frequency are given by:
Here h is in units of distance from the brain surface to allow for potential piecewise linear.
We can view the µECoG recordings y as linear mapping of the membrane potentials of the neurons: y = A(X) = Avec(X), where A ∈ R m×nm is a banded matrix which accounts for the distance dependent lowpass filtering and amplitude attenuation of the membrane potentials of neurons. Experiments can lead to hours of µECoG recordings (m in millions) and neural activities are defined for n ≈ 31000 neurons in a neocortical volume, see; (Markram et al. 2015) . Hence, the use of factorized algorithms, and their accelerations, in these applications is necessary.
Here, we use the low-rank matrix sensing model and a rectangular version of accelerated Procrustes flow (i.e., X as U V ) to recover the neuronal activity X; we defer the reader to (Park et al. 2016b , Section 3.1) for an equivalent transformation between rectangular and square matrix factorizations. In Figure 2 , we present results for recovering neuronal potentials from a 20secs (m = 4200) µECoG simulation y; see also the appendix. We note that our model recovers the potentials of individual neurons very well, though not at single-action potential resolution. To the best of our knowledge, such recovery results have not been demonstrated before: they open the possibility of recovering the activities of individual neurons (the 'microscopic units') from meso-scale signals recorded in humans (ECoG).
Quantum state tomography (QST)
We focus on QST of a low-rank q-qubit state, X , from measuring expectation values of q-qubit Pauli observables
s j and ⊗ denotes the Kronecker product. Each s j is a 2 × 2 matrix from the set:
where j, here, denotes the imaginary number. y ∈ R m is the measurement vector with elements y i = Tr(A i · X ) + e i , i = 1, . . . , m, for some error e i . Pauli measurements satisfy RIP, as follows: Lemma 2 (RIP for Pauli measurements (Liu 2011) ). Let A :
where A i are Pauli operators. Then, with high probability over the choice of m = c
We report on the reconstruction of the density matrix X of quantum circuits consisting of q = 6 qubits; i.e., n = 2 q = 64. Higher dimension experiments are left for future work. We design X as a pure, rank-1 density matrix, such that X 0. It is synthesized by the application of CNOT gates on pairs of qubits (GHZ circuit), of Hadamard gates on all qubits (Hadamard circuit) and of a random selection of CNOT and U3 gates on pairs of and individual qubits, respectively, organized in a structure that is 40 levels deep (Random circuit). We use IBM Quantum Information Software Kit (Qiskit) (QISKit Development Team ) for preparing the circuits and presenting them to QASM Simulator, which is a high performance quantum circuit simulator written in C++ that includes a variety of realistic circuit level noise models.
We randomly chose informationally incomplete subsets of the measurements to generate y, where m = 0.6 · n 2 ; for each measurement we simulated 8192 pulses and converted the measurements to single-number correlation measurements. We test the behavior of our algorithm for different values of the momentum parameter: µ = σr (X ) 1/2 10 3 √ κτ (X ) · ε 2·σ 1 (X ) 1/2 ·r , and constant µ ∈ { 1 8 , 1 4 , 1 3 , 3 4 }. Observe that for this application, σ r (X ) = 1, τ (X ) = 1, and r = 1 by construction; we also approximated κ = 1.223, which, for ε = 1, results in µ = 4.5 · 10 −4 . We run each QST experiment for 10 times for random initializations. We record the evolution of error at each step and the fidelity of the reconstruction, and stop when the relative error of successive iterates gets smaller than reltol = 5 × 10 −4 or the number of iterations exceeds 1000 -whichever happens first. Figure 3 shows the complex representation of i) the target X (Left panel), and ii) its reconstruction X (Right panel). We observe that X and X are indistinguishable: our scheme succeeds in reproducing the finer details in the density matrix structure. Figure 4 summarizes the performance of our proposal on different X (named circuits in quantum information), and for different µ values. Left panel shows the evolution across iterations, featuring a steep dive to convergence for the largest value of µ we tested: we report that we also tested µ = 0, which shows only slight worse performances than µ = 4.5 · 10 −4 , and it is omitted. Center panel summarizes the acceleration benefits of µ parameter: the # of iterations to reach reltol = 5 × 10 −4 decreases roughly ×3, as we increase µ; this behavior is consistent across all our test quantum circuits. On the right, larger µ's not only accelerate, but also slightly improve the reconstruction quality. 
Conclusion
We have introduced the accelerated Procrustes Flow algorithm for the factorized form of the low-rank matrix sensing problems. We proved that under certain assumptions on the problem parameters, the accelerated Procrustes Flow algorithm converges linearly to a neighborhood of the optimal solution, whose size depends on the momentum parameter µ. We demonstrate empirically using both simulated and real data that our algorithm outperforms non-accelerated methods on both the original problem domain and the factorized space. These results expand on existing work in the literature illustrating the promise of factorized methods for certain low-rank matrix problems.
[Williams 1992] Williams, K. 1992. The n-th power of a 2× 2 matrix. Mathematics Magazine 65 (5) 
Supporting lemmata
In this section, we present a series of lemmata, used for the main result of the paper.
Lemma 3. Let U ∈ R n×r and U ∈ R n×r , such that U − U R F ≤ σr(X ) 1/2 10 3 √ κτ (X )
for some R ∈ O, where X = U U , κ := 1+δ2r 1−δ2r > 1, for δ 2r ≤ 1 10 , and τ (X ) := σ1(X ) σr(X ) > 1. Then:
Proof. By the fact · 2 ≤ · F and using Weyl's inequality for perturbation of singular values (Horn and Johnson 1990, Theorem 3.3.16), we have:
Then,
In the above, we used the fact that σ i (U ) = σ i (X ) 1/2 , for all i, and the fact that σ i (X ) 1/2 ≥ σ j (X ) 1/2 , for i ≤ j. , where X = U U , and κ := 1+δ 2r 1−δ 2r > 1, for δ2r ≤ 1 10 , and τ (X ) := σ 1 (X ) σr (X ) > 1. Set the momentum parameter as µ = σr (X ) 1/2 10 3 √ κτ (X ) · ε 2·σ 1 (X ) 1/2 ·r , for ε ∈ (0, 1) user-defined. Then,
.
Proof. Let R U ∈ arg min R∈O U − U * F and R U− ∈ arg min R∈O U − − U * R F . By the definition of the distance function:
where (i) is due to the fact that µ ≤ σr(X ) 1/2 10 3 √ κτ (X ) · 1 2·σ1(X ) 1/2 ·r . We keep µ in the expression, but we use it for clarity for the rest of the proof. Corollary 1. Let Z ∈ R n×r and U ∈ R n×r , such that Z − U R F ≤ 3 2 + 2|µ| · σr(X ) 1/2 10 3 √ κτ (X )
for some R ∈ O, and X = U U . Then: σ 1 (X ) 1/2 1 − 3 2 + 2|µ| 1 10 3 ≤ σ 1 (Z) ≤ σ 1 (X ) 1/2 1 + 3 2 + 2|µ| 1 10 3 σ r (X ) 1/2 1 − 3 2 + 2|µ| 1 10 3 ≤ σ r (Z) ≤ σ r (X ) 1/2 1 + 3 2 + 2|µ| 1 10 3 . Given that µ = σr (X ) 1/2 10 3 √ κτ (X ) · ε 2·σ 1 (X ) 1/2 ·r ≤ 1 10 3 , we get: 0.998 · σ 1 (X ) 1/2 ≤ σ 1 (Z) ≤ 1.0015 · σ 1 (X ) 1/2 0.998 · σ r (X ) 1/2 ≤ σ r (Z) ≤ 1.0015 · σ r (X ) 1/2 . Proof. The proof follows similar motions as in Lemma 3.
Corollary 2. Under the same assumptions of Lemma 3 and Corollary 1, and given the assumptions on µ, we have: 99 100 · X 2 ≤ ZZ 2 ≤ 101 100 · X 2 99 100 · X 2 ≤ Z 0 Z 0 2 ≤ 101 100 · X 2 and 99 101 · Z 0 Z 0 2 ≤ ZZ 2 ≤ 101 99 · Z 0 Z 0 2 Proof. The proof is easily derived based on the quantities from Lemma 3 and Corollary 1.
Proof. The proof uses the definition of the condition number τ (·) and the results from Lemma 3 and and Corollary 1.
Lemma 5. Consider the following three step sizes:
Here, Z 0 ∈ R n×r is the initial point, Z ∈ R n×r is the current point,X ∈ R n×n is the optimal solution, and Q Z denotes a basis of the column space of Z. Then, under the assumptions that min R∈O U − U R F ≤ σr(X ) 1/2 10 3 √ κτ (X )
, and min R∈O Z − U R F ≤ 3 2 + 2|µ| · σr(X ) 1/2 10 3 √ κτ (X )
, and assuming µ = σr (X ) 1/2 10 3 √ κτ (X ) · ε 2·σ 1 (X ) 1/2 ·r , for the user-defined parameter ε ∈ (0, 1), we have: 10 9 η ≥ η ≥ 10 10.5 η, and 100 102 η ≤ η ≤ 102 100 η Proof. The assumptions of the lemma are identical to that of Corollary 2. Thus, we have: 99 100 · U 2 2 ≤ Z 2 2 ≤ 101 100 · U 2 2 , 99 100 · U 2 2 ≤ Z 0 2 2 ≤ 101 100 · U 2 2 , and 99 101 · Z 0 2 2 ≤ Z 2 2 ≤ 101 99 · Z 0 2 2 . We focus on the inequality η ≥ 10 10.5 η. Observe that:
where (i) is due to smoothness via RIP constants of the objective and the fact · 2 ≤ · F . For the first two terms on the right-hand side, where R Z is the minimizing rotation matrix for Z, we obtain: where (i) is due to the relation of Z 2 and U 2 derived above, (ii) is due to Lemma 4. Similarly:
Using these above, we obtain:
10.5 η Similarly, one gets η ≤ 10 9 η. For the relation between η and η , we will prove here the lower bound; similar motions lead to the upper bound also. By definition, and using the relations in Corollary 2, we get:
the gradient term, we observe:
where (i) is due to A † (A(X ) − y) 2 = 0, (ii) is due to the restricted smoothness assumption and the RIP, (iii) is due to the bounds above on Z 0 Z 0 − U U F , (iv) is due to the bounds on Z 0 2 , w.r.t. U 2 , as well as the bound on Z −U R F . Thus, in the inequality above, we get:
Similarly, one can show that 102 100 η ≥ η.
, where X = U U , and κ := 1+δ2r 1−δ2r > 1, for δ 2r ≤ 1 10 , and τ (X ) := σ1(X ) σr(X ) > 1. By Lemma 4, the above imply also that:
. Then, under RIP assumptions of the mapping A, we have:
Proof. First, denote ∆ := Z − U R Z . Then:
Note that (i) follows from the fact ∆ Z = ∆ Z Q ∆ Q ∆ , for a matrix Q that spans the row space of ∆ Z , and (ii) follows from |Tr(AB)| ≤ A 2 TR(B), for PSD matrix B (Von Neumann's trace inequality (Mirsky 1975) ). For the transformation in (iii), we use that fact that the row space of ∆ Z , SPAN(∆ Z ), is a subset of SPAN(Z ∪ U ), as ∆ Z is a linear combination of U and U .
To bound the first term in equation (4), we observe:
where (i) is due to the definition of η.
To bound term A, we observe that A † (A(ZZ ) − y) · Q Z Q Z 2 ≤ (1−δ2r)σr(ZZ ) 10 3 or A † (A(ZZ ) − y) · Q Z Q Z 2 ≥
(1−δ2r)σr(ZZ ) 10 3
. This results into bounding A as follows:
Combining the above inequalities, we obtain:
by Lemma 4, (iii) is due to (10 3 β 2 κτ (X ) + 1) ≤ 1001β 2 κτ (X ), and by Corollary 1, (iv) is due to the fact σ r (ZZ ) A † (A(ZZ ) − y) · Q Z Q Z 2 2 ≤ A † (A(ZZ ) − y)Z 2 F , and (v) is due to Corollary 1. Next, we bound the second term in equation (4):
where (i) follows from A † (A(ZZ ) − y) · Q U Q U 2 ≤ A † (A(ZZ ) − y) 2 and A † (A(X ) − y) = 0, (ii) is due to smoothness of f and the RIP constants, (iii) follows from (Bhojanapalli, Kyrillidis, and Sanghavi 2016, Lemma 18) , for ρ = 3 2 + 2|µ| · 1 10 3 √ κτ (X )
, (iv) follows from substituting ρ above, and observing that τ (X ) = σ 1 (U ) 2 /σ r (U ) 2 > 1 and κ = (1 + δ 2r )/(1 − δ 2r ) > 1.
Combining the above we get:
1 10 3 2 10 3 + (1 + δ 2r ) 2 + 3 2 + 2|µ| · 1 10 3 3 2 + 2|µ| · 1 10 3 . Lemma 7. Under identical assumptions with Lemma 6, the following inequality holds:
By smoothness assumption of the objective, based on the RIP assumption, we have:
Also, by the restricted strong convexity with RIP, we get:
Adding the two inequalities, we obtain:
To proceed we observe:
for Q Z a basis matrix whose columns span the column space of Z; also, I is the identity matrix whose dimension is apparent from the context. Thus:
and, hence,
Going back to the main recursion and using the above expression for U + U + , we have:
where (i) is due to the symmetry of the objective; (ii) is due to Cauchy-Schwartz inequality and the fact:
where (i) is due to η ≤ η, and the last inequality comes from the definition of the η and its upper bound; (iii) is due to the upper bound on Ψ 2 above; (iv) is due to η ≤ η; (v) is due to η ≤ 1 4(1+δ2r) ZZ 2 . The above lead to the desiderata:
Let us start with the following equality. For R Z ∈ O as the minimizer of min R∈O Z − U R F , we have:
proof focuses on how to bound the last part on the right-hand side. By definition of U + , we get:
Observe the following:
By Lemmata 6 and 7, we have:
Next, we use the following lemma:
Lemma 8. (Tu et al. 2016, Lemma 5.4 ) For any W, V ∈ R n×r , the following holds:
From Lemma 8, the quantity U U − ZZ 2 F satisfies:
which, in our main recursion, results in:
where (i) is due to Lemma 5, and (ii) is due to the definition of U + . Under the facts that µ = σr (X ) 1/2 10 3 √ κτ (X ) · ε 2·σ 1 (X ) 1/2 ·r , for ε ∈ (0, 1) user-defined, and δ 2r ≤ 1 10 , the main constant quantities in our proof so far simplify into: β = 1 + 3 2 + 2|µ| · 1 10 3 1 − 3 2 + 2|µ| · 1 10 3 = 1.003, and β 2 = 1.006, by Corollary 3. Thus:
1 + 1 200 β 2 · 10 9 · 3 2 +2|µ| 2 1− 3 2 +2|µ| 1 10 3 2 − 1.1172 ≤ −0.1046, and our recursion becomes:
where (i) is by the definition of κ := 1+δ2r 1−δ2r ≤ 1.223 for δ 2r ≤ 1 10 , by assumption. Combining the above in our main inequality, we obtain:
By Lemma 5, we know that η ≥ 100 102 η . Also, η = 1 4(1+δ2r) X 2 , since A † (A(X ) − y) 2 = 0, in the noiseless setting. Returning to (5), we have:
Taking square root on both sides, we obtain:
where (i) follows from steps similar to those in Lemma 4. Further observe that min R∈O U + − U R F ≤ U + − U R Z F , thus leading to:
Including two subsequent iterations in a single two-dimensional first-order system, we get the following characterization:
Observe that the contraction matrix A has non-negative values. Unfolding the above recursion for J + 1 iterations, we obtain:
Let us focus on the properties of the matrix A. We re-use Lemma 2 in (Khanna and Kyrillidis 2017) , after appropriate changes:
Lemma 9. Let A be the 2 × 2 matrix, as defined above, parameterized by 0 < ξ = 1 − 0.393 κτ (X ) < 1, and user-defined parameter µ. The characteristic polynomial of A is defined as:
where λ represent the eigenvalue(s) of A. Define ∆ := Tr(A) 2 − 4 · det(A) = ξ 2 · (1 + µ) 2 + 4ξ · |µ|. Then, the eigenvalues of A satisfy the expression:
A proof of Lemma 9 follows immediately from the quadratic formula. In our case, ∆ > 0, which means that
The following lemma describes how one can compute a power of a 2 × 2 matrix A, A i , through the eigenvalues λ 1,2 (real and distinct eigenvalues); the proof is provided in (Khanna and Kyrillidis 2017) . Lemma 10 ((Williams 1992)). Let A be a 2 × 2 matrix with real eigenvalues λ 1,2 . Then, the following expression holds, when λ 1 = λ 2 :
where λ i denotes the i-th eigenvalue of A in order.
For the rest of the proof, we will require |λ i (A)| < 1; we will discuss later in the text what this requirement means in terms of the parameters of the problem. Under this requirement, J i=0 A i converges to:
This transforms our recursion into:
where for (i) we used Lemma 10, and the fact that B and A have non-negative values to retain the bound, (ii) is due to |λ 1 | < 1, (iii) is obtained by explicitly computing BA 1 0 and B 1 0 . Focusing on the top term of this expression and under the assumption that min R∈O U 0 − U R F = min R∈O U −1 − U R F , we have:
We will use the assumption on µ; then
which further leads to:
Under the assumption that min R∈O U 0 − U R F ≤ σr(X ) 1/2 10 3 √ κτ (X )
, we get the expression:
for a constant c < 1. In words, the proposed algorithm achieves a linear convergence rate in iterate distances (first term on RHS), up to a constant proportional to the the momentum hyperparameter µ (second term on RHS). The above hold assuming |λ i (A)| < 1; we now focus on the requirement that |λ i (A)| < 1. Based on the expression in (7), and using the facts that: i) for δ 2r ≤ 1 10 , we have κ ≤ 1.223, and ii) by assumption µ ≤ 1 10 3 , we observe that λ i (A) < 1 for τ (X ) ≤ 78; see also Figure 5 . For our theory next, we will assume τ (X ) ≤ 50, so that the following requirement holds: In (6), we observe that if min R∈O U − U R F ≤ σr(X ) 1/2 10 3 √ κτ (X ) and min R∈O U − − U R F ≤ σr(X ) 1/2 10 3 √ κτ (X )
, and under the assumptions on µ, we have: min R∈O U+ − U R F ≤ ξ · |1 + µ| · σr (X ) 1/2 10 3 √ κτ (X ) + ξ · |µ| · σr (X ) 1/2 10 3 √ κτ (X ) + ξ|µ| · rσ1(X ) 1/2 ≤ ξ 1 + 3 10 3 σr (X ) 1/2 10 3 √ κτ (X ) ≤ σr (X ) 1/2 10 3 √ κτ (X )
for ξ < 0.9968 for τ (X ) ≤ 50, and for any ε ∈ (0, 1). I.e., U + satisfies min R∈O U + − U R F ≤ σr(X ) 1/2 10 3 √ κτ (X )
. Since the distance remains bounded after each iteration, Lemma 6 hold for all i.
µECoG simulation details
In section , we presented a novel Neuroscience application for low rank matrix sensing and our accelerated Procrustes flow algorithm. We presented results for recovering individual neuron activities from stimulus evoked cortical surface electrical potentials (µECoG). Here, we give additional details and results related to this experiment. For the simulation, we considered a spiking neural network model with 1000 neurons (200 inhibitory and 800 excitatory neurons). We then simluted 20 seconds of spiking activities for these neurons and sampled these activities at a sampling rate of 200Hz. The input stimulus occurred every 2 seconds and lasted 0.3secs. Hence, the (unknown) neuronal activity matrix X was of size 1000 × 4200. The neurons are assumed to be uniformly distributed along the depth between 1-210µm from the surface.
The surface potentials y (single µECoG electrode recording) was then computed from these neuronal potentials using the distance dependent lowpass filtering, where the cutoff frequency [f c (d)] is defined as in sec. , the amplitude attenuated according to the distance, and then summing up the potentials. We chose the distance parameters to be ∆ 1 = 1, ∆ 2 = 0.25, h = 10. Note that, these operations (low pass filtering and attenuation) can be combined into a linear transformation A(X) = Avec(X) on the neuronal activity matrix X. The matrix A ∈ R m×nm is a banded matrix assuming an FIR filter for lowpass filtering. In our case, m · n = 4.2 × 10 6 . The objective of the low rank matrix sensing model is to recover the simulated neuronal activity matrix X from the surface potentials y.
The neuronal activity matrix X is low rank with rank(X) ≤ r, and can be written as X = U V , for U ∈ R n×r , V ∈ R m×r . The factorized low rank matrix sensing problem becomes min U ∈R n×r ,V ∈R m×r 1 2 A(U V ) − y 2 2 .
Rectangular version of the Procrustes flow algorithm has been studied in (?; Park et al. 2016c ; ?) to solve the above problem.
Here, we consider the following accelerated Procrustes flow:
Z i , W i are the auxiliary variables that accumulate the "momentum" of the variables U, V ; the dimensions are apparent from the context. µ is the momentum parameter that weighs how the previous estimates U i , V i will be mixed with the current estimate U i+1 , V i+1 to generate Z i+1 , W i+1 . The parameters η and µ and the inital points are selected as in Algorithm 1. The rank r = 10 for our data. Figure 6 plots the recovered potentials (along with the actual membrane potentials) for the four neurons (4 rows of X = U V and X), corresponding to the four neurons discussed in sec. over 20 secs of the simulation. The convergence behavior of factored gradient descent (rectangluar Procrustes flow) and our accelerated Procrustes flow (with µ = 0.2 and µ = 0.5) algorithms for the neural activity recovery problem are given in the left plot of fig. 7 . We also give the correlation between the recovered and actual membrane potentials for the 1000 neurons in the right plot. We note that for most neurons (∼ 90%), the recovered potentials are close to the actual simulated ones.
