The F-value distribution in a batch retort processing of in-pack conduction heating foods resulting from the variability of four processing factors (initial temperature, heating time, headspace and external heat transfer coecient) was determined by mathematical modelling. Three hundred combinations were generated from normally distributed values for each factor, following the Monte Carlo approach. The retort temperature was assumed the same for all containers and the F-value at the geometrical centre of containers of dierent dimensions was calculated by solving the governing heat transfer equations using ®nite elements. It was found that in the range tested the variability of the heating time and of the external heat transfer coecient had the biggest impact on the F-value distribution and that the head space variability had a negligible impact. It was also found that although each in¯uencing factor had a normal distribution, the F-value distribution was not normal, showing a signi®cant tailing, being well described by a gamma function.
Introduction
The design and evaluation of batch retort processes are based on the application of the``cold spot'' and`w orst case'' approach, that is, on the de®nition of the location in the retort where the least thermal process occurs and of the combination of other factors that would result in the lowest F-value in that location. However, this approach is questionable from a statistical point of view: it would be better to determine the actual process variability and F-value distribution and thus de®ne critical values. A statistically based approach requires an extensive and solid knowledge based on the impact of the processing factors on the F-value distribution. The retort temperature distribution is a major factor to be analysed, as required by GMP and legislation (Adams & Hardt-English, 1990 ). This work is concerned only with other factors.
In literature, experimentally assessed thermal variability is mostly restricted to the measurement of the in¯uencing factors (Hicks, 1961; Lenz & Lund, 1977; Lund, 1978; P¯ug & Odlaug, 1978; Patino & Heil, 1985; McGinnis, 1986; Hayakawa, Massaguer & Trout, 1988; Lebowitz & Bhowmik, 1989 Adams & HardtEnglish, 1990; Park, Cables & Collins, 1990; Tung, Britt & Ramaswamy, 1990; , but the eect of such variability on the resulting lethality has not been often reported (Powers, Pratt, Carmon, Somaatadja & Forston, 1962; Tung, Morello & Ramaswamy, 1989; Campbell & Ramaswamy, 1992) . Most available simulation approaches use the Monte Carlo technique to generate physical properties and thermal destruction parameters (Lenz & Lund, 1977b; Hayakawa et al., 1988; Xie & Sheard, 1995) . With a few exceptions, F-value distribution due to the variability in processing conditions such as headspace has not been studied. There are other statistical approaches available to evaluate thermal process variability that have been reported (Wang, Wolfe & Hayakawa, 1991; Hayakawa, Jianjun & de Massaguer, 1996; Nicolai & Baerdemaeker, 1992a ,b, 1993 Nicolai, Schellekens, Martens & de Baerdemaeker, 1994; Johns, 1992) . The major disadvantage of these methods is that they are not capable to assess the entire F-value distribution so that its type cannot be evaluated.
A very important question in this framework is the number of experiments or mathematical simulations required to achieve a reliable result. In most published works a sample size of about 100 was used. Hayakawa et al. (1988) used a sample size of 60, but the result correlated neither to the normal nor to the gamma distribution accurately. Breman (1973) recommended that a sample size of 100 or more is required to distinguish between two very dierent distributions such as uniform and normal distributions. A large amount of data is therefore required. A better understanding of the heat distribution in an industrial scale retort, and in particular the knowledge of how and to what extent the relevant factors aect the F-value variability, would provide the possibility to reduce the amount of experimental eort necessary to evaluate a thermal process.
In this work a fully modelling approach is followed to analyse the in¯uence of process variability on the F-value distribution due to four processing factors as simple random variables (initial temperature (T 0 ), external heat transfer coecient (h), headspace volume (V headsp ) and heating time (t h )). The necessary number of sample size for dierent types of distributions is also analysed.
Materials and methods

Finite element heat transfer model
A numerical ®nite element (FE) model was used to predict the temperature distribution in a conduction heating cylindrical shaped body. Detailed mathematical description of the method is given by Segerlind (1984) and in software manuals (ANSYS Manual, ANSYS, Houston, USA). In this work, the conduction heating problem was solved using Fourier's second law for the appropriate geometry (®nite cylinder) with the following boundary conditions: From Fourier's law:
Limit conditions:
initial conditions : t 0Y T T 0 VxY rY 2 symmetry condition : r 0Y oT or 0 VtY 3 boundary conditions:
T(t) R represents the retort temperature which was taken as a step function of time. A constant value of 130°C and 20°C were selected for heating and cooling, respectively.
Given the symmetry of the problem, only one-quarter of a can was modelled, dividing it in 112, 4-node quadrilateral elements, with decreasing size towards the boundary. The ®nite element problem was solved using the ANSYS5.3 (Houston, USA) commercial software package. Four standard container sizes were considered: 211 Â 304, 211 Â 109, 307 Â 113 and 307 Â 512 (American standard notation). The accuracy of the model was checked by comparing its results with those of analytical solutions of FourierÕs 2nd law at limit conditions. The physical properties considered were typical of food products, and correspond to an 8% bentonite solution, commonly used as a conduction heating food simulant (density 1052 kg/m 3 , heat conductivity 0.768 W/m K, speci®c heat 3810 J/kg K). For the headspace, the physical properties of air were used. The simulated processing time was 80 min. This was sucient for the center temperature of the can to reach 125±128°C. The process variability was evaluated by the F-value distribution calculated for the geometric centre of the container, using the general method, for a target microorganism with a z-value of 10°C.
Random variables
The Monte Carlo method has been widely assigned to methods that apply models with random or random like outcome, mostly simple random variates from a previously de®ned statistical distribution (Ripley, 1987) . A computer program was written in FORTRAN 77 to simulate random sampling from dierent distributions, using the composition technique (Law & Kelton, 1991) .
Four processing factors were considered: T 0 , h, V headsp and t h . The mean and standard deviation for the initial temperature (l T 0 40 CY r T 0 2X2 C) were taken from literature data (Hayakawa et al., 1988 (Varga, 1998) . It was assumed that each factor was independent of all the others and normally distributed, since there are no experimental data suggesting otherwise. It is noted that Hayakawa et al. (1988) recommends the use of the gamma distribution instead of the normal in order to avoid possible negative values for the generated variability. However, in this case, according to the mean and standard deviation values considered, it is very unlikely to obtain observations lower than zero.
Results and discussion
Random variety generation
The computer program written for the generation of random samples from dierent distributions was tested using the statistical program package STAT-GRAPHYCS 5.0 (Rockville, USA) and the minimum number of samples required by each distribution in order to obtain reliable results was determined. Random numbers were generated from each distribution with sample sizes of 10, 50, 100, 500, 1000 and 2000, and then a distribution function was ®tted to the results. Chisquared tests were carried out to assess whether the results of these ®ts were signi®cantly dierent from the theoretical distributions that originated the data, at a 95% con®dence level.
The results showed that all the distributions were simulated very accurately with more than 100 data, except the gamma distribution in which case the ®tting was not accurate even for very large sample sizes. The random number generator of STATGRAPHYCS showed better results for gamma varieties but was also quite inaccurate even for a sample size of 1000. This also implies that the recommendation by Hayakawa et al. (1988) of using the gamma distribution to describe the variability of the in¯uencing factors would require a very large sample size in order to represent the target distribution with acceptable precision. Table 1 shows the sample sizes that were deemed adequate for the dierent distributions (statistical similarity of all distribution parameters at 95% con®dence level). It is noted that ANSYS also has random number generation capabilities for some continuous distributions such as normal and uniform. Its performance was compared to the program developed using the Kolmogorov±Smirnov test and the STATGRAPHYCS nonparametric method for randomness, and it was found that the latter approximated slightly better for both the uniform and normal distributions than the ANSYS generator.
Thermal process simulation
A sample size of 300 normally distributed random values was generated for each factor. The mean and standard deviations of the simulated were very close to the targets, as seen in Table 1 .
The eect of each variable on the F-value value was ®rst evaluated for each can size using a 2 4 full factorial design. The low and high values of the parameters were selected at l AE 1r. Standardised Pareto charts constructed from the results are shown in Figs. 1±4. The vertical line corresponds to the 95% con®dence limit. The eects that exceed this limit are signi®cant. It is noted that the third and higher order interactions were included in the random error calculation (white noise). It is clear from the ®gures that all the individual eects are far beyond the signi®cance limit, except the headspace volume for``tall'' can sizes (211 Â 304 and 311 Â 512). This is probably due to the fact that the higher order interactions that were used to calculate the random error were very small, but Figs. 1±4 can still be used to assess the relative importance of the factors and their second order interactions. The most important factors within the range of variability considered were the heating time and the heat transfer coecient, showing also a relevant interaction. The eect of the initial temperature was also signi®cant for all can types. The headspace volume was found to be the least important factor in¯uencing the lethality value. Its eect was more relevant for the``short'' can types (211 Â 109 and 307 Â 113) than for``tall'' containers. However, it is noteworthy that, although the headspace volume did not have a very important eect, it might change the exact location of the least lethality point inside the package. Only one``tall'' (211 Â 304) and one``short'' (307 Â 113) can size were selected to determine the F-value distribution, since similar can heights showed similar results in the factorial design analysis. The calculated F-value distribution is shown in Fig. 5 for the 211 Â 304 can. It can be seen that although all input variables were normally distributed, the resulting F-value distribution was clearly tailed to the right. In fact, it was found that the gamma distribution ®tted the F-value distribution better than normal or Weibull function. The latter two did not result in a satisfactory ®t according to both a chi-squared and a Kolmogorov± Smirnov test. Similar results were obtained by Hayakawa et al. (1988) , but with a more pronounced tailing. The F-value distribution for the 307 Â 113 can is represented in Fig. 6 . It is clear that the same input distribution resulted in an F-value histogram of similar shape for the``short'' can. It was also found that the simulated F-value distribution also skewed to the right, and the gamma distribution described the behaviour of the F-value distribution signi®cantly better, while the normal and Weibull functions were not acceptable, according to the tests mentioned above.
The summary statistics of both F-value distributions are given in Table 2 . The average F-value in the larger can was roughly two times lower, but the standard deviation and the coecient of variation (CV) remained approximately the same. The relative range ((max±min)/ average) is a measure of the relative extreme dispersion of the data, and was considerably smaller for the``tall'' can shape. In Table 2 , the con®dence interval was calculated based on the ®tted gamma distribution, and the values correspond to the F-values where the area de®ned by the density curve is 2.5% and 97.5% of the total area, that is, 95% of the observations are contained between these two values.
Further data analysis was carried out to identify the importance of the input variables on the F-value distribution. The component eects, for both can sizes, are depicted in Figs. 7 and 8 . This is a so-called componentplus-residual plots obtained by multiple regression and plotting the residuals around a line de®ned by multiplying the estimated component eect by the centred value of the independent variables, in this case the in¯uencing factors (Breman, 1973) . The results are in agreement with the factorial design, however also provide information about the spread of the lethality value around each eect. It can be seen in Fig. 7 that the heat transfer coecient and the heating time had the strongest contribution to the F-value variability, as these factors resulted in the smallest dispersion around the estimated component effect. It is also obvious that this dispersion was not random, since it has a curvilinear shape due to the eect of the other factors. The eect of the initial temperature was less relevant, but there is an obvious tendency for an increase with T 0 . It is clear from the ®gure that the headspace did not practically aect the lethality value. Fig. 8 indicates very similar patterns, although the component eects are slightly less emphasised.
These results could be expected from the importance of the dierent factors on the temperature evolution in the centre of the can. A longer process time will imply that a higher temperature is reached in the centre of the can and/or that it will be exposed to the higher (holding) temperature for a longer time (with obvious impact on a higher F-value); the external heat transfer coecient can have a signi®cant eect when it is low enough to impair the heating; a higher initial temperature will imply that the holding temperature is reached sooner in the centre of the can (shorter come-up time), which will therefore be subjected to the highest temperature for a longer period of time (as the total processing time is the same), and therefore a higher F-value will result; the head peace has a small in¯uence. The results therefore imply that the greater the importance of a factor on the temperature evolution in the container, the greater the importance of its variability, which is a reasonable conclusion.
Conclusions
Within the range of variability considered, the heating time and the heat transfer coecient were the two most critical factors, while the headspace volume variability aected the sterilisation value the least. The F-value distribution was clearly not normal, but tailed, and could be approximated by the gamma distribution. The tailing was more relevant in the larger size. The coecients of variation were high (35.66% and 39.39%).
