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ABSTRACT 
 “We are data rich, Information poor”. Data need to be preprocessed before taking it to the data mining step. Some 
of the error and missing value are removed by preprocessing techniques. In this paper we are going to proposed 
fitness function to the existing adaboost algorithm . In this research paper we are going to have data in offline 
format and applying the adaboost algorithm to enhance the data classification. The S-boosting, just the extends of 
Adaboost is used for spatial analysis. The research proposed the S-boosting with fitness function to reduce the 
predication error in the result set. The proposed model and algorithm is shown in this paper. The paper also show 
result obtain in every iteration and also have graphical analysis for the same.  
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1. Introduction 
Due to globalization, there are enormous amount of data and information being collected and stored in the databases 
in every organization across the world. We can easily find repositories with Terabyte of data. We can find collection 
of data but difficult to find important pieces of information. From the large data set, Data Mining is also as a process 
of extracting useful information and finding patterns from huge/large database [3]. Mining also known as knowledge 
discovery process, knowledge mining from the data, pattern analysis or knowledge extraction [1].  
 
We will discuss more Adaboost in this report. Adaboost stands for “Adaptive boosting” proposed by Yoav Freund 
and Robert Schapire. They won Gold price for their work in 2013. This algorithm in conjunction with many 
different types of learning algorithms which is combines into weighted sum that will represent the final output of the 
boosted classifier. It is adaptive in sense that the subsequent weak learners are tweaked in favor of boosted classifier 
[2].  
Adaboost removes the noisy data and over fitting problem. The single learner may be weak but the performance of 
each one is just slightly better than the random guessing (<0.5 error) and integration of this entire weak leaner will 
give new strong classifier. 
 
1.1 Goal of this paper 
The goal of this thesis is to reduce the error rate and increase the accuracy in the adaboost algorithm. Well adaboost 
is known for its adaptive behavior and can be easily integrate with the other algorithm, so it is necessary to increase 
its accuracy so that result/output for the data mining is correct. To be more precise definition, I will do some 
mathematics to reduce the value of alpha, which represents the error rate in the algorithm. Instead of using log in the 
alpha, we are using user defined value and exponential value to reduce the error rate. 
. 
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1.2 Purpose of paper  
The purpose of my paper is work on the accuracy parameter in the adaboost algorithms which is widely used in the 
various applications across industry, education, image processing, etc. Due to its simple and adaptive behavior, it is 
also used in data mining purpose too.  
 
2. Literature Review 
Below are the paper review from various sources. 
  
Table -1: Literature Review 
 
SR. NO. TITLE Observation 
1 SpatialBoost: Adding Spatial Reasoning to 
Adaboost  
The conclusion is that the simple modification of 
Adaboost to manage the spatial coordinates and its 
information. Here they proposed the “Spatial 
classifier” which work on labels of data points. 
2 An Ensemble Approach for Cancerious 
Dataset Analysis using Feature Selection  
The paper conclude that no single classifier can 
produce the best result for every dataset. Also no 
single ensemble techniques can produce consistent 
results. 
3 An improved Adaboost algorithm based on 
uncertain functions  
The algorithm which is based on uncertain function, 
gives higher weight to enhance better performance 
over the weak classifier. This in turn make the result 
more accurate.     
4 MODELING AND DATA PROCESSING 
OF INFORMATION SYSTEMS 
 
The outcome of this paper shows 96% of processing 
time of the data are located within the first two 
interval as shown in graph. As a result, this allows 
optimization of the system in order to improve the 
speed of data processing.[4] 
 
5 Extracting Map Information from 
Trajectory and Social Media Data 
 
First they have spatial big data from various data 
sources. It composed of 2 parts : 1. Locations 2. 
Text Description. Two features are used: 1. 
Independent feature (shape, density) 2. Relational 
feature (topology, evolution). Techniques based on 
mathematical models, information processing 
algorithms are plotted to the screen. Geographic 







3. Proposed System   
The Adaboost already exists in field of data mining and machine learning. It also reduce the over fitting problem and 
reduce noise. Due to its many advantages it is widely used in industry and in the field of data mining. In 2006, the S-
boosting was concept introduced. Here they add SpatialBoost: Adaboost with Spatial Reasoning. Here I find the lack 
of fitness function which will decrease the predication error. Also it lack refinement of data i.e. data preprocessing.      
 
Here I will get data from Ecotaxa portal (www.ecotaxa.obs.vlfr) in the form of image or .tsv or summary of both. 
Then the data will go preprocessing i.e. removing some noise or missing value.  
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Then applying the feature selection i.e a process for selecting attributes of data which are most relevant to the 
mining. Well, this will differ from dimensional reduction as this method reduce by creating new combination of 
attributes, whereas, feature selection include and exclude attributes present in the data without changing them. We 
will be using harmony search algorithms for this. 
 
Sbooting: This algorithm gets input from the feature selection as well as applying the fitness function to this 





Fig -1: Proposed System  
 
The model used here allows for classification, regressing, data visualization/finding pattern and finding common 
characteristics in groups of object.  Decision tree is used for classification of unknown objects in the database.  
Decision tree allows [4] 
1. Automated decision making,  
2. Universality of description  
3. Intelligibility for the user.  
  
Managing the high quality information in information system as per their classification is very important factor for 
its efficiency. Without relevant information, process of training and research will not be sufficiently effective for the 
desired result.  
 
The algorithms derived by changing the data distribution to classify the correction over the sample of the dataset. 
The plus point of the algorithm is “accelerated good fitness function” which calculates weights of the weak 
classifier. The integration process emphasize on the weak classifier. The value of c1 and c2 are manually specified. 
The result set shows the reduce in prediction error on the different data set. 
 
3.1 Proposed Algorithm  
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Here we have added the fitness function to the S-boost algorithm to increase its accuracy and reduce prediction 





We can use any language to implement the proposed system like C, C++, python, java, matlab etc. I select the 
python because of the following reasons: 
 Open Source 
 Community Support 
 Easy to use 
 Robust 
 Easily integrate with other algorithms  
 
To implement my proposed work, I will be using these configurations. 
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Processor: Intel(R) Core(TM) i3 CPU M330 @ 2.13GHz 
RAM : 3 GB 
OS : Kali Lunix 2.0 






3.2 Observation  
I have applied both Adaboost classifier and Proposed S-Boost Classifier on the dataset from UCI repository. For this 
purpose I have used various dataset 18 feature (attributes) and run the code up to 55 iterations. The table below 
shows the value after certain iteration and its value for both the classifier.   
 
Vol-3 Issue-2 2017    IJARIIE-ISSN(O)-2395-4396  
4791 www.ijariie.com 4271 
 
 
3.3 Analysis  





Today there is a lot of data available. We have to do data analysis/mining on the available data. Our Proposed model 
helps to do this achieve task. Also it will reduce the error present in the result set.   
 
Also in the field of spatial analysis, this will enhance the spatial data and this modified algorithm can increase its 
efficiency up to optimal level.   
 
Our Proposed algorithms has proved that it is slightly better than the existing one. The graph in chapter 5 shows that 
our algorithm is 0.85% more accurate than exiting algorithms. 
 
Vol-3 Issue-2 2017    IJARIIE-ISSN(O)-2395-4396  
4791 www.ijariie.com 4272 
 
4.1 Future Work 
In the field of spatial analysis and adaboost, we will be working on the lambda to increases the efficiency of the 
algorithm. Maybe we can get better result while working on lambda parameter and increase the accuracy, hence the 
output result will get more meaningful.   
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