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In this paper, split graphs with a regular endomorphism monoid are characterized explicitly.
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0. INTRODUCTION
Monoids of graphs is a generalization of groups of graphs. In recent years much attention
has been paid to monoids of graphs. The main purpose of the study in this field is to reveal the
relationship between graph theory and semigroup theory. Readers are referred to [9] and [7]
for a survey along this line. The concept of regularity was first introduced by von Neumann
in 1936 in ring theory, where it has played an important role. Just as pointed out in [5], the
class of regular semigroups is much more extensive than the class of groups, which is cer-
tainly a class of regular semigroups, and the most coherent part of semigroup theory at the
present time is the part concerned with the structure of regular semigroups of variuos kinds.
In [12], the following question was posed: for which graph G, is the endomorphism monoid of
G regular? The characterization of all graphs with a regular monoid seems difficult. In [10],
a regular endomorphism of a graph is characterized by means of idempotents. In [13] con-
nected bipartite graphs with a regular monoid are found. Split graphs may be regarded as the
graphs ‘between’ bipartite graphs and their complements (cf. [3]). In this paper, split graphs
with a regular endomorphism monoid are characterized explicitly (Theorems 2.13 and 3.3).
Accordingly, the uncorrectness in a main result of a related research paper is pointed out (Re-
mark 2.17). Hopefully, the approach in this paper may open possibilities to derive a general
answer to the above question, because the idempotents with properties closely related with
the regularity of a graph endomorphism are explicitly given in the proofs (of Propositions 2.7,
2.8 and 2.10).
1. PRELIMINARIES
Our graphs will be finite undirected graphs without loops and multiple edges. If G is a
graph, we denote by V (G) (or simply G) and E(G) its vertex set and edge set, respectively.
A graph H is called a subgraph of G if V (H) ⊆ V (G) and E(H) ⊆ E(G). Moreover,
if for any a, b ∈ V (H), {a, b} ∈ E(H) if and only if {a, b} ∈ E(G), then we call H an
induced subgraph of G. We denote by Kn (K n) a complete graph (an empty graph) with n
vertices. Let G be a graph and let H be a clique (i.e., a complete subgraph) of G. If H has the
maximal order of all the cliques of G, i.e., |V (A)| ≤ |V (H)| for any clique A of G, then H
is called a maximal clique of G. A stable set of G is a set of pairwise non-adjacent vertices
and a complete set is a set which induces a clique. Let H be a subgraph of G and let vertex
v ∈ H . Denote NH (v) := {x ∈ H |{x, v} ∈ E(H)}, called the neighbourhood of v in H , and
dH (v) := |NH (v)|, called the degree of v in H ; denote N (v) for NG(v) and d(v) for dG(v) if
it is clear which graph G is referred to.
A graph G(V, E) is called a split graph if its vertex-set can be partitioned into disjoint
(non-empty) sets S and K , i.e., V = K ⋃ S, such that S is a stable set and K is a complete
set (cf. [6]). (Note: the partition may be not unique, and the clique induced by K is also
denoted by K ). For simplicity a connected split graph is denoted by C SG in some less formal
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statements. A complete split graph is a split graph such that every vertex of S is adjacent to
every vertex of K .
Let G and H be graphs. A homomorphism f : G → H is a vertex-mapping V (G) →
V (H) which preserves adjacency, i.e., for any a, b ∈ V (G), {a, b} ∈ E(G) implies that
{ f (a), f (b)} ∈ E(H). Moreover, if f is bijective and its inverse mapping is also a homo-
morphism, then we call f an isomorphism from G to H , and in this case we say that
G is isomorphic to H (under f ), denoted by G ∼= H . A homomorphism from G to it-
self is called an endomorphism of G. A bijective endomorphism of a graph G is called an
automorphism of G. End(G) and Aut(G) denote the set of endomorphisms and automor-
phisms of graph G, respectively. It is well-known that End(G) is a monoid (i.e., a semigroup
with an identity element) and Aut(G) is a group with respect to the composition of map-
pings. They are often simply called the monoid of G and the group of G, respectively. De-
note f −1(a) := {b ∈ V (G)| f (b) = a}. An endomorphism f is said to be half-strong if
{ f (a), f (b)} ∈ E(G) implies that there exist c ∈ f −1( f (a)) and d ∈ f −1( f (b)) such that
{c, d} ∈ E(G) (cf. [8]). The set of half-strong endomorphisms of a graph G is denoted by
hEnd(G). Clearly, Aut(G) ⊆ hEnd(G) ⊆ End(G). We denote an endomorphism f in the
obvious sense as, e.g.,
f =
( 1 2 . . . n
a1 a2 . . . an
)
.
Let f be an endomorphism of a graph G. If H is a subgraph of G, by fH we denote
the restriction of f on H ; and f (H) := { f (x)|x ∈ H}. A subgraph of G is called the
endomorphic image of G under f , denoted by I f , if V (I f ) = f (G) and { f (a), f (b)} ∈
E(I f ) if and only if there exist c ∈ f −1( f (a)) and d ∈ f −1( f (b)) such that {c, d} ∈ E(G),
where a, b, c, d ∈ V (G). Let G(V, E) be a graph. Let ρ ⊆ V × V be an equivalence relation
on V . Denote by [a]ρ the equivalence class of a ∈ V under ρ. A graph, denoted by G/ρ, is
called the factor graph of G under ρ, if V (G/ρ) = V/ρ and {[a]ρ, [b]ρ} ∈ E(G/ρ) if and
only if there exist c ∈ [a]ρ and d ∈ [b]ρ such that {c, d} ∈ E(G). Let f be an endomorphism
of G. By ρ f we denote the equivalence relation on V (G) induced by f , i.e., for a, b ∈ V (G),
(a, b) ∈ ρ f if and only if f (a) = f (b). The graph G/ρ f is simply called the factor graph of
f (cf. [10]).
An element a of a semigroup S is called regular if there exists x in S such that axa = a. If
every element of S is regular, S is called regular. If a2 = a, then a is called an idempotent of
S. By I dpt (G) we denote the set of idempotents in End(G). A graph G with End(G) being
regular is called endomorphism-regular, or simply, endo-regular. For undefined concepts in
this paper we refer to [5] and [4]. The following results quoted from the references will be
used later.
PROPOSITION 1.1 ([8, PROPOSITION 2.2]). Let G be a graph. Idempotents of End(G)
are elements of hEnd(G).
The next theorem, which will be essential in our proofs, characterizes a regular endo-
morphism of a graph G, i.e., f ∈ End(G) is regular if and only if there are idempotents
g, h ∈ End(G) such that g and f have the same factor graph while h and f share the same
endomorphism image.
THEOREM 1.2 ([10, THEOREM 2.5]). Let G be a graph and let f ∈ End(G). Then f is
regular if and only if there exist g, h ∈ I dpt (G) such that ρg = ρ f and Ih = I f .
PROPOSITION 1.3 ([11, PROPOSITION 1.1]). Let G be a graph and let f ∈ End(G).
Define a mapping i f : V (G/ρ f ) → V (I f ) with i f ([x]ρ f ) = f (x) for x ∈ V (G). Then
G/ρ f ∼= I f under i f .
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2. ENDOMORPHISM—REGULARITY OF CONNECTED SPLIT GRAPHS
The main result of this section is given in Theorem 2.13. First, we prove some lemmas and
propositions.
LEMMA 2.1. Let G be a graph and let f ∈ End(G). Then:
(1) f ∈ hEnd(G) if and only if I f is an induced subgraph of G.
(2) If f is regular, then f ∈ hEnd(G).
PROOF. (1) Assume f ∈ hEnd(G). We only need to show that for any a, b ∈ I f , if {a, b} ∈
E(G), then {a, b} ∈ E(I f ). As a, b ∈ I f , there exist x, y ∈ G, such that f (x) = a and
f (y) = b with { f (x), f (y)} ∈ E(G). Since f ∈ hEnd(G), there exist c ∈ f −1( f (x)) and
d ∈ f −1( f (y)) such that {c, d} ∈ E(G). Then { f (x), f (y)} ∈ E(I f ), i.e., {a, b} ∈ E(I f ).
Now suppose that I f is an induced subgraph of G. Let a, b ∈ G with { f (a), f (b)} ∈ E(G).
As I f is an induced subgraph of G, { f (a), f (b)} ∈ E(I f ). Thus, there exist c ∈ f −1( f (a))
and d ∈ f −1( f (b)) such that {c, d} ∈ E(G), which implies that f ∈ hEnd(G).
(2) Since f is regular, by Theorem 1.2 there exists h ∈ I dpt (G) such that Ih = I f . By
Proposition 1.1 h ∈ hEnd(G), and so by virtue of (1) Ih is an induced subgraph of G, i.e., I f
is an induced subgraph of G, which implies f ∈ hEnd(G) by (1). 2
PROPOSITION 2.2. Let G(V, E) be a connected split graph with V = K ⋃ S and |K | = n.
If G is endo-regular and maxa∈S d(a) ≤ n − 1, then there exists r ∈ {1, 2, . . . , n − 1} such
that d(x) = r for any x ∈ S.
PROOF. Suppose there exist a, b ∈ S (a 6= b) such that d(a) 6= d(b). Without loss of
generality, let d(a) < d(b). Since maxa∈S d(a) ≤ n − 1, for any x ∈ S, there exists a vertex
kx ∈ K such that {x, kx } 6∈ E(G). Let P be a permutation on K with P(N (a)) ⊆6= N (b) (the
existence of P is clear). Define f to be a mapping from V (G) to itself such that f (x) = P(x)
if x ∈ K ; f (x) = P(kx ) if x ∈ S\{a}; f (a) = b. It is routine to check f ∈ End(G). Now we
prove f 6∈ hEnd(G). Let c ∈ N (b)\P(N (a)). Then c ∈ K and so there exists e ∈ K such that
P(e) = c. As f (e) = P(e), { f (a), f (e)} = {b, c} ∈ E(G). Since c 6∈ P(N (a)), P(x) 6= c
for any x ∈ N (a). So for any x ∈ N (a), f (x) 6= c, i.e., for any x ∈ f −1(c), {a, x} 6∈ E(G).
Noticing f −1( f (a)) = f −1(b) = {a} and f −1( f (e)) = f −1(c), we see {x, y} 6∈ E(G) for
any x ∈ f −1( f (a)) and any y ∈ f −1( f (e)). Thus f 6∈ hEnd(G), which implies f is not
regular by Lemma 2.1(2). 2
LEMMA 2.3. (1) Let G be a graph with a unique maximal clique K . Then for any f ∈
End(G), fK ∈ Aut(K ).
(2) In particular, let G(V, E) be a CSG with V = K ⋃ S and |K | = n. Let f ∈ End(G).
If maxx∈S d(x) ≤ n − 2, then fK ∈ Aut(K ).
PROOF. (1) Since K is a clique of G, it is routine to check the subgraph of G induced by
f (K ) is still a clique of G with a vertex set f (K ) such that | f (K )| = |K |. Noticing K is a
unique maximal clique of G, we conclude f (K ) = K and so fK ∈ Aut(K ).
(2) follows from (1) since K is a unique maximal clique of G in this case. 2
LEMMA 2.4. Let G(V, E) be a CSG with V = K ⋃ S, |K | = n and there exists r ∈
{1, 2, . . . , n − 1} such that dG(s) = r for any s ∈ S. Let f ∈ End(G). Then:
210 W. Li and J. Chen
(1) dI f (a) ≥ r for any a ∈ V (I f );(2) dI f (a) = r for any a ∈ S
⋂
V (I f );
(3) NG(a) = NI f (a) for any a ∈ S
⋂
V (I f ).
PROOF. (1) Let x ∈ G. Obviously [x]ρ f (∈ V (G/ρ f )) contains at most one vertex of K .
(Otherwise, we may let y1, y2 ∈ [x]ρ f
⋂
K such that y1 6= y2. Then f (y1) = f (y2) and
{ f (y1), f (y2)} ∈ E(G), which is a contradiction.) If [x]ρ f contains exactly one vertex, say
k, of K , then [x]ρ f = [k]ρ f , and {k, y} ∈ E(G) for any y ∈ K\{k}. Thus {[x]ρ f , [y]ρ f } =
{[k]ρ f , [y]ρ f } ∈ E(G/ρ f ), which implies dG/ρ f ([x]ρ f ) ≥ |K\{k}| = n − 1 ≥ r . Now sup-
pose [x]ρ f does not contain any vertex of K . Then clearly x ∈ S, and so N (x) ⊆ K . Hence
[y1]ρ f 6= [y2]ρ f for any y1, y2 ∈ N (x) with y1 6= y2, and {[x]ρ f , [y]ρ f } ∈ E(G/ρ f ) for
any y ∈ N (x). Thus dG/ρ f ([x]ρ f ) ≥ |N (x)| = r . Therefore for any [x]ρ f ∈ V (G/ρ f ),
dG/ρ f ([x]ρ f ) ≥ r . Then noticing G/ρ f ∼= I f (Proposition 1.3) we obtain the result as re-
quired.
(2) As dI f (a) ≤ dG(a) = r for any a ∈ S, the result follows directly from (1).
(3) By (2), dI f (a) = dG(a)(= r) for any a ∈ S
⋂
V (I f ), from which the result follows as
required. 2
LEMMA 2.5. Let G(V, E) be a CSG with V = K ⋃ S, |K | = n and d(x) = n − 1 for any
x ∈ S. Let f ∈ End(G). Then:
(1) G contains exactly |S| + 1 maximal complete sets (i.e., maximal cliques Kn), and they
are K and N (si )
⋃{si } (si ∈ S) (note: different si may have a same N (si )).
(2) For any x ∈ S, there exists a unique vertex in K , denoted by kx , such that {x, kx } 6∈
E(G) (note: different x may have a same kx ).
(3) For any x ∈ S, { f (x), f (kx )} 6∈ E(G).
(4) n − 1 ≤ |K ⋂ f (K )| ≤ n.
(5) Let k ∈ K and let β(k) = {s ∈ S|ks = k}. Then N (x) = K\{k} for any x ∈ β(k).
(6) Let k ∈ K and let Tk = {k}⋃β(k). Then Tk ⋂ f (G) 6= ∅.
(7) For any x ∈ K and any y ∈ S, if f (x) = f (y), then x = ky .
(8) For any x, y ∈ S, if f (x) = f (y), then N (x) = N (y).
PROOF. (1) and (2) are obvious.
(3) If { f (x), f (kx )} ∈ E(G), since {kx , y} ∈ E(G) for any y ∈ N (x) and |N (x)| = n − 1,
the set { f (x)}⋃{ f (kx )}⋃{ f (y)|y ∈ N (x)} = { f (x)}⋃{ f (y)|y ∈ K } forms a subgraph
Kn+1 of G, which is a contradiction.
(4) Clearly f (K ) forms a maximal clique of G (also of I f ). By (1) either f (K ) = K or
f (K ) = N (s)⋃{s} for some s ∈ S. In the former case |K ⋂ f (K )| = n, and in the latter
case |K ⋂ f (K )| = |N (s)| = n − 1.
(5) This follows directly from (2).
(6) By (1) f (K ) = K or f (K ) = NG(s)⋃{s} for some s ∈ S. In the former case the result
is clearly true. We only consider the latter case. Note now s ∈ f (K ) ⊆ f (G). So if s ∈ Tk ,
then the result follows directly; if s 6∈ Tk , then ks 6= k and so k ∈ NG(s) by (2). On the other
hand, by Lemma 2.4(3) NG(s) = NI f (s) ⊆ f (G). Thus k ∈ f (G), and so k ∈ Tk
⋂ f (G).
(7) As f (x) = f (y), {x, y} 6∈ E(G). So by (2) x = ky .
(8) Let x 6= y (otherwise the result is trivial), and let K = {k1, k2, . . . , kn}. Assume f (ki ) 6=
f (x)(= f (y)) for any ki ∈ K . Since d(x) = d(y) = n−1, {x, ki } ∈ E(G) or {y, ki } ∈ E(G)
(or both) for any ki ∈ K . Thus {[k1]ρ f , [k2]ρ f , . . . , [kn]ρ f , [x]ρ f (= [y]ρ f )} forms Kn+1 as a
subgraph of G/ρ f . Then by Proposition 1.3, I f , and further G, contains Kn+1 as a subgraph,
which is a contradiction. Hence there exists ki ∈ K with f (ki ) = f (x) = f (y). So by (7)
kx = ky(= ki ), i.e., N (x) = N (y) by (2). 2
Endomorphism—regularity of split graphs 211
LEMMA 2.6. Let G(V, E) be a CSG with V = K ⋃ S, |K | = n and there exists r ∈
{1, 2, . . . , n − 1} such that dG(x) = r for any x ∈ S. Let f ∈ End(G). Then I f is an induced
subgraph of G.
PROOF. Let a, b ∈ V (I f ) with {a, b} ∈ E(G). We show {a, b} ∈ E(I f ). If a ∈ S and
b ∈ K , then by Lemma 2.4(3) b ∈ NI f (a), i.e., {a, b} ∈ E(I f ). Now let a, b ∈ K . If
r ≤ n−2, by Lemma 2.3(2) fK ∈ Aut(K ). Let c = f −1K (a)(⊆ K ) and let d = f −1K (b)(⊆ K ).
Then c ∈ f −1(a) and d ∈ f −1(b) such that {c, d} ∈ E(G), which implies {a, b} ∈ E(I f ).
Now suppose r = n − 1. By Lemma 2.5(4), at least one of a and b belongs to f (K ). If
a, b ∈ f (K ), clearly there exist c, d ∈ K (c 6= d) with f (c) = a and f (d) = b. Since
{c, d} ∈ E(G), {a, b} ∈ E(I f ). Now let a ∈ f (K ) and b 6∈ f (K ). Then there exist c ∈ K
with f (c) = a; let d ∈ f −1(b), then d ∈ S. Since {a, b} ∈ E(G), c 6= kd . (Otherwise
{ f (kd), f (d)} = { f (c), f (d)} = {a, b} ∈ E(G), contradicting Lemma 2.5(3).) Thus {c, d} ∈
E(G) by Lemma 2.5(2), and so {a, b} ∈ E(I f ). 2
PROPOSITION 2.7. Let G(V, E) be a connected split graph with V = K ⋃ S and |K | = n.
Let f ∈ End(G). If there exists r ∈ {1, 2, . . . , n − 2} such that d(x) = r for any x ∈ S, then
there exists h ∈ I dpt (G) such that Ih = I f .
PROOF. By Lemma 2.3(2) fK ∈ Aut(K ), and so K ⊆ f (G). Let h be a mapping from
V (G) to itself such that h(x) = x for x ∈ f (G). For x ∈ G\ f (G), clearly x ∈ S. Select a
vertex kx ∈ K\N (x) and let h(x) = kx .
It is routine to check h ∈ End(G). Let a ∈ G. If a ∈ f (G), h2(a) = h(a); if a ∈
G\ f (G), h2(a) = h(ka) = ka = h(a). So h ∈ I dpt (G). Now we show Ih = I f . Clearly
f (G) ⊆ h(G). Let a ∈ h(G). Then there exists x ∈ G with a = h(x). If x ∈ f (G),
a = h(x) = x ∈ f (G); if x ∈ G\ f (G), a = h(x) = kx ∈ K ⊆ f (G). Thus V (Ih) = V (I f ),
and further by Lemma 2.6 Ih = I f . 2
PROPOSITION 2.8. Let G(V, E) be a connected split graph with V = K ⋃ S and |K | = n.
Let f ∈ End(G). If d(x) = n − 1 for any x ∈ S, then there exists h ∈ I dpt (G) such that
Ih = I f .
PROOF. By Lemma 2.5(2), for any x ∈ S there exists a unique vertex kx ∈ K such that
{x, kx } 6∈ E(G). First suppose K ⊆ f (G). Define a mapping h : G → G such that h(x) = x
if x ∈ f (G); h(x) = kx otherwise. We show h ∈ I dpt (G) such that Ih = I f .
Let {x, y} ∈ E(G). If x, y ∈ f (G) or x, y ∈ G\ f (G), trivially {h(x), h(y)} ∈ E(G); now
let x ∈ f (G) and y ∈ G\ f (G). Since K ⊆ f (G), y ∈ S and so x ∈ K . As {x, y} ∈ E(G),
x 6= ky by Lemma 2.5(2). Then {h(x), h(y)} = {x, ky} ∈ E(G). So h ∈ End(G). For
x ∈ f (G), h2(x) = h(x) is clear; for x ∈ G\ f (G), h2(x) = h(kx ) = kx = h(x). Hence
h ∈ I dpt (G). Trivially, f (G) ⊆ h(G); now let x ∈ h(G), and so there exists a ∈ G with
x = h(a). If a ∈ f (G), x = h(a) = a ∈ f (G); if a ∈ G\ f (G), x = h(a) = ka ∈ K ⊆
f (G). So V (Ih) = V (I f ), and using Lemma 2.6 we have Ih = I f .
Now, suppose K 6⊆ f (G). In this case K 6= f (K ), and so |K ⋂ f (K )| = n − 1 by
Lemma 2.5(4). Furthermore K ⋂ f (K ) = N (s) for some s ∈ S as seen in the proof of
Lemma 2.5(4). Thus K\ f (G) = {ks}. By Lemma 2.5(6) β(ks)⋂ f (G) 6= ∅, and so we can
fix a vertex in it, denote eks , i.e., eks ∈ (β(ks)
⋂ f (G)) ⊆ S. Define a mapping h : G → G
in the following way:
h(x) = x if x ∈ f (G);
h(ks) = eks ;
h(x) = kx if x ∈ G\( f (G)⋃{ks}) with kx 6= ks ;
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h(x) = eks if x ∈ G\( f (G)
⋃{ks}) with kx = ks .
It is easy to see that h is well-defined. Let {x, y} ∈ E(G). We show {h(x), h(y)} ∈ E(G).
If x, y ∈ f (G), trivially {h(x), h(y)} ∈ E(G); if x ∈ f (G) and y = ks , then x 6∈ S
(otherwise, by Lemma 2.4(3) ks ∈ NG(x) = NI f (x) ⊆ f (G), a contradiction). Thus x ∈
K\{ks} = N (eks ) by Lemma 2.5(5). Then {h(x), h(y)} = {x, eks } ∈ E(G); if x ∈ f (G) and
y ∈ G\( f (G)⋃{ks}) with ky 6= ks , since K\ f (G) = {ks}, G\( f (G)⋃{ks}) ⊆ S and so
y ∈ S and further x ∈ K . As {x, y} ∈ E(G), x 6= ky . Thus {h(x), h(y)} = {x, ky} ∈ E(G);
if x ∈ f (G) and y ∈ G\( f (G)⋃{ks}) with ky = ks , y ∈ S and further y ∈ β(ks). Then by
Lemma 2.5(5) N (y) = N (eks ), which implies {h(x), h(y)} = {x, eks } ∈ E(G); if x = ks and
y ∈ G\( f (G)⋃{ks}) with ky 6= ks , h(y) = ky ∈ K\{ks} = N (eks ) = N (h(ks)) = N (h(x)).
Hence {h(x), h(y)} ∈ E(G). The case x = ks and y ∈ G\( f (G)⋃{ks}) with ky = ks is
impossible, because otherwise {x, y} = {ks, y} = {ky, y} 6∈ E(G), a contradiction. Note
(G\( f (G)⋃{ks})) ⊆ S. The case x, y ∈ G\( f (G)⋃{ks}) is also impossible. Therefore,
h ∈ End(G).
If x ∈ f (G), clearly h2(x) = h(x); if x = ks or x ∈ G\( f (G)⋃{ks}) with kx = ks ,
h2(x) = h(eks ) = eks = h(x) as eks ∈ f (G); if x ∈ G\( f (G)
⋃{ks}) with kx 6= ks , since
K\ f (G) = {ks}, h(x) = kx ∈ f (G) and so h2(x) = h(x). Hence h ∈ I dpt (G). Now
by Lemma 2.6, it remains to prove f (G) = h(G). f (G) ⊆ h(G) is clear. If x ∈ h(G),
there exists y ∈ G with x = h(y). If y ∈ f (G), x = h(y) = y ∈ f (G); if y = ks or
y ∈ G\( f (G)⋃{ks}) with ky = ks , x = h(y) = eks ∈ f (G); if y ∈ G\( f (G)⋃{ks}) with
ky 6= ks , as K\ f (G) = {ks}, x = h(y) = ky ∈ f (G). 2
LEMMA 2.9. Let G(V, E) be a CSG with V = K ⋃ S and |K | = n. Suppose there exists
r ∈ {1, 2, . . . , n − 2} such that d(x) = r for any x ∈ S. Let f ∈ End(G). If a ∈ S such that
f (a) ∈ S, then for any x ∈ [a]ρ f , x ∈ S such that N (x) = N (a).
PROOF. As f (x) = f (a), f (x) ∈ S. Thus x ∈ S by Lemma 2.3(2), and so N (x) ⊆ K . If
N (x) 6= N (a), | f (N (x)⋃ N (a))| = |N (x)⋃ N (a)| > r . Let y ∈ f (N (x)⋃ N (a)). There
exists z ∈ N (x)⋃ N (a) such that y = f (z). If z ∈ N (a), { f (a), y} = { f (a), f (z)} ∈ E(G);
if z ∈ N (x), { f (a), y} = { f (a), f (z)} = { f (x), f (z)} ∈ E(G). Thus d( f (a)) > r , which
yields a contradiction. 2
PROPOSITION 2.10. Let G(V, E) be a connected split graph with V = K ⋃ S and |K | =
n. Let f ∈ End(G). If there exists r ∈ {1, 2, . . . , n − 1} such that d(x) = r for any x ∈ S,
then there exists g ∈ I dpt (G) such that ρg = ρ f .
PROOF. Suppose K = {k1, k2, . . . , kn}. Note any [x]ρ f (∈ V (G/ρ f )) contains at most one
vertex of K . Without loss of generality, we may suppose V (G/ρ f ) = {[k1]ρ f , [k2]ρ f , . . . ,
[kn]ρ f , [s1]ρ f , [s2]ρ f , . . . , [sm]ρ f }, where si ∈ S. Construct a mapping g from V (G) to itself
such that g(x) = ki if x ∈ [ki ]ρ f (i = 1, 2, . . . , n) and g(x) = s j if x ∈ [s j ]ρ f ( j =
1, 2, . . . ,m).
Let {x, y} ∈ E(G). If x, y ∈ K , clearly {g(x), g(y)} = {x, y} ∈ E(G). Now assume x =
ki ∈ K and y ∈ S. If y ∈ [k j ]ρ f for some k j ∈ K , then clearly k j 6= ki and so {g(x), g(y)} =
{ki , k j } ∈ E(G); if y ∈ [s j ]ρ f , then f (y) ∈ S (because otherwise, if f (y) ∈ K , then by
Lemma 2.3(2) f −1K ( f (y)) = k j for some k j ∈ K , and so y ∈ [k j ]ρ f , a contradiction). If
r ≤ n − 2, then by Lemma 2.9 we have N (y) = N (s j ); if r = n − 1, then by Lemma 2.5(8),
we also have N (y) = N (s j ). So g(x) = x ∈ N (y) = N (s j ) = N (g(y)). Thus g ∈ End(G).
It is routine to check that g2 = g, and f (x) = f (y) if and only if g(x) = g(y). Hence
g ∈ I dpt (G) such that ρg = ρ f . 2
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THEOREM 2.11. Let G(V, E) be a connected split graph with V = K ⋃ S, |K | = n and
maxx∈S d(x) ≤ n− 1. Then G is endo-regular if and only if there exists r ∈ {1, 2, . . . , n− 1}
such that d(x) = r for any x ∈ S.
PROOF. Suppose there exists r ∈ {1, 2, . . . , n − 1} such that d(x) = r for any x ∈ S. Let
f ∈ End(G). By Propositions 2.7 and 2.8 there exists h ∈ I dpt (G) such that Ih = I f , and
by Proposition 2.10 there exists g ∈ I dpt (G) such that ρg = ρ f . Hence, f is regular by
Theorem 1.2, and furthermore G is endo-regular as required. The converse statement follows
directly from Proposition 2.2. 2
THEOREM 2.12. Let G(V, E) be a connected split graph with V = K ⋃ S and |K | = n.
Suppose there exists a ∈ S such that d(a) = n. Then G is endo-regular if and only if S = {a}
or there exists r ∈ {1, 2, . . . , n} such that d(x) = r for any x ∈ S\{a}.
PROOF. Let K ′ = K ⋃{a} and let S′ = S\{a}. Then G(V, E) = Kn+1 (if S = {a}) or
G(V, E) is a CSG with V = K ′⋃ S′ and |K ′ | = n + 1, where S′ is a (non-empty) stable
set and K ′ is a complete set. Noting End(Kn+1) = Aut(Kn+1) is regular, the result is a
straightforward consequence of Theorem 2.11. 2
Now we are in the position to present the following characterization of connected split
graphs with a regular monoid.
THEOREM 2.13. Let G(V, E) be a connected split graph with V = K ⋃ S and |K | = n.
Then G is endo-regular if and only if there exists r ∈ {1, 2, . . . , n} such that d(x) = r for any
x ∈ S; or there exists a vertex a ∈ S with d(a) = n and there exists r ∈ {1, 2, . . . , n − 1}
such that d(x) = r for any x ∈ S\{a} (if S\{a} 6= ∅).
PROOF. This theorem follows directly from Theorems 2.11 and 2.12. 2
The next corollary is now easily seen:
COROLLARY 2.14. Let G(V, E) be a connected split graph with V = K ⋃ S and |K | =
n. Suppose K is a maximal complete set. Then G is endo-regular if and only if there exists
r ∈ {1, 2, . . . , n − 1} such that d(x) = r for any x ∈ S.
Using Theorem 2.13 we can easily see that complete split graphs are endo-regular. Another
special class of split graphs, called spider graphs, are also endo-regular. A graph G(V, E) is
called a spider graph if its vertex-set can be partitioned into disjoint sets K and S, satisfying
the following three conditions: (1) K is a complete set and S is a stable set; (2) |S| = |K | ≥ 2;
(3) there exists a bijective mapping φ : S → K such that either: (i) N (s) = {φ(s)} for all
vertices s ∈ S or (ii) N (s) = K\{φ(s)} for all vertices s ∈ S (cf. [1]). It is clear that any
spider graph satisfies the condition stated in Theorem 2.13, so the next corollary follows.
COROLLARY 2.15. Any spider graph is endo-regular.
Note that any tree of diameter 2 is a connected split graph G(V, E) with V = K ⋃ S,
where |K | = 1 and d(a) = 1 for any a ∈ S; any tree of diameter 3 is a connected split
graph G(V, E) with V = K ⋃ S, where |K | = 2 and d(a) = 1 for any a ∈ S. Then by
Theorem 2.13 we immediately obtain part of the main result in [13] (cf. [13, Theorem 3.4])
as follows.
COROLLARY 2.16. The trees of diameter 2 or 3 are endo-regular.
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REMARK 2.17. In [2] the endo-regularity of connected split graphs was studied by other
means. But the following main result obtained there is not correct:
([2, Theorem 9]) Let G(V, E) be a connected split graph with V = K ⋃ S, where K is a
maximal complete set with |K | = n. Then G is endo-regular if and only if one of the following
conditions is satisfied:
(1) d(x) < n − 1 for any x ∈ S;
(2) d(x) = n − 1 for any x ∈ S.
We now give an example to explain the incorrectness of this assertion. Let G be a CSG
with V = K ⋃ S, where K = {1, 2, 3, 4}, S = {5, 6}, N (5) = {1} and N (6) = {3, 4}.
Obviously G satisfies condition (1) in [2, Theorem 9]. However, since d(5) 6= d(6), G is not
endo-regular by Theorem 2.13. In fact, let
f =
( 1 2 3 4 5 6
4 3 2 1 6 3
)
.
It is routine to check that f ∈ End(G). Note {3, 6} ∈ E(G), f −1(3) = {2, 6} and f −1(6) =
{5}; but {2, 5} 6∈ E(G) and {5, 6} 6∈ E(G). Then f 6∈ hEnd(G), and so f is not regular by
Lemma 2.1.
REMARK 2.18. In fact, it can be further proved that if a connected split graph G is endo-
regular, then the idempotent endomorphisms g and h satisfying ρg = ρ f and Ih = I f for a
f ∈ End(G) (cf. Theorem 1.2) are exactly those given in the proofs of Propositions 2.7, 2.8
and 2.10.
3. ENDOMORPHISM—REGULARITY OF NON-CONNECTED SPLIT GRAPHS
The main result of this section is given in Theorem 3.3. First we observe the following fact.
LEMMA 3.1. Let G(V, E) be a (non-connected) split graph with V = K ⋃ S, where
|K | = n and d(x) = 0 for any x ∈ S(6= ∅). Then G is endo-regular.
PROOF. Let |S| = m ≥ 1. If n = 1, then G = K m+1. Thus, End(G) is virtually the full
transformation semigroup on V (G), and so End(G) is regular (cf. [5, P54, Ex9]).
Now suppose n ≥ 2. Let f ∈ End(G). By Lemma 2.3(1) fK ∈ Aut(K ). Thus K ⊆ f (G).
Select a vertex e ∈ K . Let h be a mapping from V (G) to itself such that h(x) = x for any
x ∈ f (G) and h(x) = e for any x ∈ G\ f (G). Note {x, y} ∈ E(G) if and only if x, y ∈ K ,
and K ⊆ f (G), it is routine to check h ∈ I dpt (G) with Ih = I f . We now construct a
mapping g just as in the proof of Proposition 2.10, and it is easy to verify g ∈ I dpt (G) such
that ρg = ρ f . Hence, by Theorem 1.2, we see f is regular. 2
Let G be a non-connected split graph G with V = K ⋃ S and |K | = n. Clearly, in this case
S can be uniquely partitioned into two sets S1 and S2(6= ∅) such that d(x) ≥ 1 for any x ∈ S1
and d(x) = 0 for any x ∈ S2. We then have the following.
LEMMA 3.2. Let G(V, E) be a non-connected split graph with V = K ⋃ S1⋃ S2 (as
explained above) and |K | = n. Let S1 6= ∅. Then G is endo-regular if and only if there exists
a vertex a ∈ G such that S1 = {a} with d(a) = n.
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PROOF. Sufficiency is a straightforward consequence of Lemma 3.1.
Necessity. If S1 = {a} but d(a) < n, then there exists k ∈ K such that {k, a} 6∈ E(G). Let
f be a mapping from V (G) to itself such that f (x) = x if x ∈ K ; f (a) = k; f (x) = a if
x ∈ S2. It is routine to check f ∈ End(G). Note N (a) 6= ∅. Let b ∈ N (a) and let s ∈ S2.
Then { f (s), f (b)} = {a, b} ∈ E(G); however {x, y} 6∈ E(G) for any x ∈ f −1( f (s))(= S2)
and any y ∈ f −1( f (b))(= {b}), which implies f 6∈ hEnd(G). Therefore, by Lemma 2.1(2)
f is not regular.
Now suppose |S1| ≥ 2. We consider two cases. (1) There exists a ∈ S1 such that d(a) = n.
Select b ∈ S1\{a}. Define a mapping f : V (G) → V (G) in the following way: f (x) = x
if x ∈ K ; f (x) = a if x ∈ S1; f (x) = b if x ∈ S2. We can check f ∈ End(G) in a
routine manner. Let c ∈ N (b) and let s ∈ S2. Then { f (c), f (s)} = {c, b} ∈ E(G); however
{x, y} 6∈ E(G) for any x ∈ f −1( f (c)) and any y ∈ f −1( f (s))(= S2), which implies f 6∈
hEnd(G). Therefore, f is not regular. (2) For any x ∈ S1, d(x) < n. So we may select
kx ∈ K\N (x) for any x ∈ S1. Let b ∈ S1. Define a mapping f : G → G in the following
way: f (x) = x if x ∈ K ; f (x) = kx if x ∈ S1; f (x) = b if x ∈ S2. Similarly, we may verify
f ∈ End(G)\hEnd(G), and so f is not regular. 2
Now combining Lemmas 3.1 and 3.2, we deduce the following.
THEOREM 3.3. A non-connected split graph G is endo-regular if and only if G exactly
consists of a complete graph and several isolated vertices.
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