The surjective additive maps on the Lie ring of skew-Hermitian linear transformations on a finite-dimensional vector space over a division ring which preserve the set of rank 1 elements are determined. As an application, maps preserving commuting pairs of transformations are determined.
Introduction
Many authors have studied the problem of determining the maps on spaces of matrices which transform rank 1 matrices into rank 1 matrices. For example, Marcus and Moyls [4] found the linear maps on the space of all n x n matrices over a field having this property, and their result was extended to matrices over any commutative ring, by Waterhouse [7] and McDonald [5] . The present author has considered cases in which the base ring is noncommutative [11, 12] . In another direction, Waterhouse has studied maps on the set of self-adjoint matrices with respect to a nondegenerate quadratic form over a field [8] .
In this paper, we determine the additive surjective maps on the unitary Lie ring U(F) of skew-Hermitian transformations relative to a nondegenerate skew-Hermitian form on a finite-dimensional vector space V over a division ring D, which preserve the set of rank 1 elements (Theorem 3.1). A variation is given, determining maps which preserve rank-one-plus-scalar transformations (Theorem 4.1), and this is applied to determine maps which preserve pairs of commuting transformations, in the case that D is commutative (Theorem 6.1).
Among the tools used in the paper is a version of the fundamental theorem of projective geometry (Proposition 2.1) which is slightly sharper than the usual form, as stated, for example, in [2] .
It is a great pleasure to dedicate this paper to my friend Tim Wall, to whom I shall always be grateful for the support he gave me as a young mathematician, beginning by encouraging me to participate in the Summer Research Institute in Canberra in 1963. I am particularly happy to be writing on a subject which seems appropriate in view of Tim's interest in the classical groups, and especially in view of his important paper on the unitary groups [6].
Rank 1 elements of the unitary Lie ring
Throughout the paper, V will denote an n-dimensional vector space over a division ring D. The additive group of all linear transformations on V will be written L(F). We shall also need the notion of a semilinear map. The unitary Lie ring on V is the set
This is a Lie ring, with the Lie product [A, B] = AB -BA, and will be the main object of our study. Since T* = -T, it follows easily that v = au, where a e D o . This proves the lemma.
We shall write T u a for the rank 1 element corresponding to u and a, as in the lemma, that is, use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700032419 PROPOSITION 
Every element of U(V) is a sum of elements of rank 1 in U(F).
PROOF. We use induction on the dimension n . First suppose that J = 1, the symplectic case. We remark that if x and y are vectors of V such that (x, y) ^ 0, then, for a = (x, y)~l, T y a maps x \o y, and z to 0, for all z orthogonal to y. On the other hand, if (x, y) = 0, but x ^ 0, choose a vector w which is not orthogonal to x. By the remark, there exist rank 1 elements T X ,T 2 , such that T x x = y + w , T 2 x = -w . Then (T x + T 2 )x = y. Let T denote the additive subgroup of U(F) generated by its rank 1 elements.
Let AG\J (V) , and let x, y be vectors which are not orthogonal to each other. We wish to show that A e T. From the last paragraph, we may assume that Ax = 0. Then, (x, Ay) = -(Ax, y) = 0. If (Ay,y)^0, the remark above shows that there exists a rank 1 element T in U(F) such that Tx = 0, Ty = Ay. Then A -T maps x and y to 0. If (Ay, y) = 0, then we get a rank 1 element T { such that T { x = 0, r,y = ^y -x . Then (/* -Tj)x = 0, (A -T x )y = x. Since (x, y) ^ 0, there exists a rank 1 element T 2 such that T 2 x = 0, T 2 y = x. Then A -T x -T 2 maps x and y to 0. In any case, we have shown that there exists an element T of T such that A -T is 0 on the nondegenerate plane P spanned by x and y, so that A -T is essentially an element of \](W), where W is the (n -2)-dimensional orthogonal complement of P in V. By induction, A -T e T, and so
AeT.
Next, suppose that 7 # 1, the "proper" unitary case. Let A GU(V) . If 4x = 0, for some anisotropic vector x, then A is essentially an element of \J(W), where W is the (n -1 )-dimensional orthogonal complement of the nondegenerate subspace spanned by x, and we may apply induction.
Suppose A ^ 0. As a function of x and y, (x, Ay) is a nonzero sesquilinear form on V, with / ^ 1. Thus the form is not alternating, so that there exists a vector JC such that (x, Ax) ^ 0. If a = (x, Ax)~l, then OGD 0 , and ^ -7^ a maps x to 0. If n -2, then A -T Ax a is of rank 1 or 0. If n > 3, then we can take x to be anisotropic, by [6, Lemma 2] . We can then apply induction, as in the last paragraph. This proves the proposition.
In the case / ^ 1, it can be proved that in fact every element of U(V) is a sum of elements of the form T u a , where u is anisotropic, except in the case that n -2 and D is the field F 4 of 4 elements. This may be compared with the result of [2, 
im(T ua + f v J > ) . Thus, im(T ua + T v b ) = (u,v),and f ua + T vJ) has rank
2. This proves the lemma. 
are coplanar. This proves the lemma. We note that the condition |Z> 0 | > 2 is satisfied in all cases except when J = 1 and \D\ = 2, or / ^ 1 and |Z>| = 4, by the following result of Dieudonne [1] .
is not commutative, it is generated by D o , except when D o is the centre Z of D, and D is a quaternion division algebra over Z, of characteristic different from 2.

Fundamental theorem of projective geometry
We shall use a form of the fundamental theorem of projective geometry similar to that in [3] . 
We prove this by induction, the assertion being trivial for m = 1. Assume it is true for a value of m less than n .
the induction hypothesis and (ii), we see that
This proves the assertion.
In particular, the case m = n shows that V x = L, © • • • @L n . We can now apply [3, 1.11 ] to obtain a and P as required.
If
This proves this proposition.
Rank 1 preservers
We now state the main theorem of the paper. use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700032419
We remark that, in order for F(A) to be linear, the inner automorphism of D induced by c must be equal to a~x JaJ.
The rest of the section is devoted to a proof of the theorem. We assume its hypotheses throughout. If 3 .
By Proposition 2.1, we obtain an endomorphism a of D, and a asemilinear monomorphism P of V into itself, such that L' -(PL), for all lines L in V. This means that F(T U a ) can be expressed in the form asserted. The last statement follows from the injectivity of the mapping L -> L', given by Proposition 2.1. This proves the lemma.
We may assume that h(0, a) -0, for all a. Also, h(u, 0) = 0 , for all u. Cancelling a" and applying / , we obtain the result. 
Hence a is an automorphism of D, and so P is a semilinear automorphism of V, by [3] . This proves the lemma.
PROOF OF THEOREM 3.1. Since a is an automorphism of D, the adjoint of P is defined, as a 7<T~'./-semilinear map P* satisfying the identity 
Rank-one-plus-scalar preservers
The following result is a variation of Theorem 3.1 which will be of use later. We now assume that D is a finite-dimensional division algebra over a field K, and that the involutory anti-automorphism / of D is linear over K. Then K may be identified as a subset of D o n Z , and U(F) is a finitedimensional vector space over K. THEOREM 
Let x be an automorphism of K, and let F: U(F) -• U(F) be a bijective, x-semilinear map, such that, whenever A is an element of U(F) of rank 1, F{A) is the sum of a rank 1 element of L(F) and a scalar map. Suppose that n> 5, and \D Q \> 2. Then, there exist an extension of x to an automorphism a of D, a a-semilinear automorphism P of V, a nonzero element c of D o , and a x-semilinear map g: U(F) -> Z, -D x n Z , such that for all A in U(F).
We shall sketch the modifications to the proof of Theorem 3.1 which are needed to prove this result. First we note that if an element A of L(F) has an expression in the form A -B + C, where B has rank less than 3 and C is scalar, then, since n > 5, B and C are uniquely determined. W.J.Wong [12] of Theorem 3.1 now shows that, if A is an element of rank 1 in U(V), then F(A) -cPAP* is a scalar map. By Proposition 1.2, the same holds for every element of U(F), and so F has the form asserted in the theorem.
Centralizers
If A e L(F), then A defines an additive map 6 A :
If ^e U ( F ) , then the kernel of 6 A is the centralizer
) = {Be\J(V)\AB =
In this section we shall study this centralizer. From now on we shall assume that, either the characteristic of D is not 2, or J is not the identity on the centre Z . where the h r (t) are polynomials of degree less than deg<?,(*). We calculate that
where h_ x {t) = 0. It follows that 6 A {B) = 0, if and only if
Conversely, if h lc _ 1 (t) is a polynomial of degree less than degqj(t), satisfyinĝ 
Preservers of commuting pairs
We assume that D is a finite-dimensional extension field over a field K, and that the involutory automorphism J fixes the elements of K. We can now characterize maps preserving zero products in the Lie algebra U(F) (cf. [9] , [10] for the case of the Lie algebra L(F)). PROOF. The hypothesis implies that
F(C V{V) (A))CC V(V) (F(A)),
and so dim^ C V{V) {A) < dinij. C V{V) (F(A)), From Lemma 5.5, we see first that F maps the space of scalar maps in U(F) onto itself, and then that if A has rank 1, then F(A) must be a sum of a rank 1 element and a scalar map. for all x in V. If u, v are linearly independent, it follows that (Qv, u) -(Qu, v) = 0. Since the vectors which are orthogonal to u and linearly independent of u generate the hyperplane orthogonal to u, it follows that Q maps this hyperplane on itself. This is true for all hyperplanes, so that Q must be a scalar map. This proves the theorem. Theorems analogous to our Theorems 4.1 and 6.1 were proved for the space of self-adjoint matrices by Waterhouse [8] .
