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Joint Transmit Beamforming and Receive Power
Splitting for MISO SWIPT Systems
Qingjiang Shi, Liang Liu, Weiqiang Xu, and Rui Zhang
Abstract
This paper studies a multi-user multiple-input single-output (MISO) downlink system for simultaneous wireless
information and power transfer (SWIPT), in which a set of single-antenna mobile stations (MSs) receive information
and energy simultaneously via power splitting (PS) from the signal sent by a multi-antenna base station (BS). We
aim to minimize the total transmission power at BS by jointly designing transmit beamforming vectors and receive
PS ratios for all MSs under their given signal-to-interference-plus-noise ratio (SINR) constraints for information
decoding and harvested power constraints for energy harvesting. First, we derive the sufficient and necessary
condition for the feasibility of our formulated problem. Next, we solve this non-convex problem by applying
the technique of semidefinite relaxation (SDR). We prove that SDR is indeed tight for our problem and thus
achieves its global optimum. Finally, we propose two suboptimal solutions of lower complexity than the optimal
solution based on the principle of separating the optimization of transmit beamforming and receive PS, where the
zero-forcing (ZF) and the SINR-optimal based transmit beamforming schemes are applied, respectively.
Index Terms
Simultaneous wireless information and power transfer (SWIPT), broadcast channel, energy harvesting, beam-
forming, power splitting, semidefinite relaxation.
I. INTRODUCTION
Recently, simultaneous wireless information and power transfer (SWIPT) has drawn an upsurge of
interests [1]-[9]. By SWIPT, mobile users are provided with both wireless data and energy accesses at
the same time, which brings great convenience. However, there is one crucial issue for realizing SWIPT
systems in practice, i.e., existing receiver circuits cannot decode information and harvest energy from the
same received signal independently [13]. As a result, the receiver architecture design plays a significant
role in determining the trade-offs between the end-to-end information versus energy transfer. Two practical
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2receiver designs have been proposed for SWIPT, namely, time switching (TS) and power splitting (PS) [1].
With TS, the receiver switches over time between decoding information and harvesting energy, while with
PS, the receiver splits the received signal into two streams of different power for decoding information and
harvesting energy separately. Based on the PS scheme, a novel integrated receiver architecture for SWIPT
was proposed in [2], where the circuit for radio frequency (RF) to baseband conversion in the conventional
information receiver is integrated to the front end of energy receiver via a rectifier, thus achieving a small
form factor as well as energy saving. The TS and PS schemes have also been investigated for SWIPT
over fading channels to exploit opportunistic information and energy transmissions [3], [4]. It is worth
noting that theoretically, TS can be regarded as a special form of PS with only binary split power ratios,
and thus in general PS achieves better rate-energy transmission trade-offs than TS [1]-[4]. However, in
practice PS is implemented differently from TS since the former requires an RF signal splitter [12] while
the latter only needs a simpler switcher.
Another key concern for SWIPT is drastically decaying power transfer efficiency with the increas-
ing transmission distance due to propogation pass loss. To tackle this problem, MIMO (multiple-input
multiple-output) techniques by employing multiple antennas at the transmitter and/or receiver have been
proposed in [1] to significantly improve the power transfer efficiency while still achieving high spectral
efficiency for information transmission. Moreover, [5] extended [1] to the case with imperfect channel
state information (CSI) at the transmitter. In [6], a MISO (multiple-input single-output) multicast SWIPT
system with no CSI at the transmitter was studied, where random beamforming was proposed to improve
the performance of opportunistic energy and information multicasting over quasi-static fading channels.
Since in practice information and energy receivers have very different power sensitivity (e.g., −60dBm
for the information receiver versus −10dBm for the energy receiver) [1], [3], a “near-far” or receiver-
location based scheduling for a MISO SWIPT system was proposed in [7], where receivers that are close
to the transmitter are scheduled for energy transmission, while others that are more distant away from
the transmitter are scheduled for information transmission, to resolve the receiver sensitivity issue. In
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Fig. 1. A multi-user MISO SWIPT system, where each mobile station (MS) coordinates information decoding and energy harvesting via
power splitting (PS).
[8], the receiver-location based scheduling is extended to a MISO SWIPT system with the additional
secrecy information transmission constraint. Furthermore, multi-antenna SWIPT systems have also been
recently studied under the interference channel (IC) setup. A two-user MIMO IC was studied in [9] for
SWIPT, where the achievable information and energy transmission trade-offs by different combinations
of transmission modes at the two transmitters are characterized. The SWIPT system was also studied in
the K-user MISO IC in [10] and [11] based on PS and TS receivers, respectively.
In this paper, we further study the multi-antenna and PS enabled SWIPT system by considering a MISO
broadcast channel consisting of one multi-antenna base station (BS) and a set of K ≥ 1 single-antenna
mobile stations (MSs), as shown in Fig. 1. We focus our study on PS receivers instead of TS receivers
in [7], [8], such that each MS can receive both information and energy from the BS continuously at all
time. Each MS is assumed to have its own required signal-to-interference-plus-noise ratio (SINR) for
information decoding as well as harvested power amount for energy harvesting. Under the above two
types of constraints at the same time, we study the joint design of transmit beamforming at BS and receive
PS ratios at MSs to minimize the total transmission power. First, we derive the sufficient and necessary
condition for the feasibility of our formulated problem. Interestingly, it is shown that the feasibility of
this problem only depends on the SINR constraints but not on the harvested power constraints. Next, we
apply the technique of SDR [14] to solve this non-convex problem, due to the coupled design variables
of both beamforming vectors and PS ratios. We prove that SDR is indeed tight for our problem and
4thus it yields optimal beamforming solution. Furthermore, we present two suboptimal designs of lower
complexity, in which the transmit beamforming vectors are first designed based on the zero-forcing (ZF)
and the SINR-optimal criteria, respectively, and then the receive PS ratios are optimized to minimize
the transmission power. Finally, we compare the performance of our proposed optimal and suboptimal
solutions by simulations.
The remainder of this paper is organized as follows. Section II presents the MISO SWIPT system model
and the formulation of our joint beamforming and PS design problem. Section III provides the feasibility
condition for the formulated problem. Section IV presents the optimal solution based on SDR and proves
its optimality. Section V presents two suboptimal solutions based on ZF and SINR-optimal beamforming,
respectively. Section VI provides numerical results for the performance comparison. Finally, Section VII
concludes the paper.
Notations: scalars are denoted by lower-case letters; bold-face lower-case letters are used for vectors,
while bold-face upper-case letters are for matrices. For a square matrix A, Tr(A), Rank(A), AT and
A
H denote its trace, rank, transpose and conjugate transpose, respectively, while A  0 means that A is
a positive semidefinite matrix. In denotes an n by n identity matrix. || · || denotes the Euclidean norm of a
complex vector, while | · | denotes the absolute value of a complex scalar. The distribution of a circularly
symmetric complex Gaussian (CSCG) random vector with mean µ and covariance matrix C is denoted
by CN (µ,C), and ‘∼’ stands for ‘distributed as’. Finally, Cm×n denotes the space of m × n complex
matrices.
II. SYSTEM MODEL AND PROBLEM FORMULATION
This paper considers a multi-user MISO downlink SWIPT system consisting of one BS and K MSs,
denoted by MS1, · · · ,MSK , respectively, over a given frequency band, as shown in Fig. 1. It is assumed
that the BS is equipped with Nt > 1 antennas and each MS equipped with one antenna. We assume
linear transmit precoding at BS, where each MS is assigned with one dedicated information beam. The
5complex baseband transmitted signal at BS is thus expressed as
x =
K∑
k=1
vksk, (1)
where sk denotes the transmitted data symbol for MSk, and vk is the corresponding transmit beamforming
vector. It is assumed that sk, k = 1, · · · , K, are independent and identically distributed (i.i.d.) CSCG
random variables with zero mean and unit variance, denoted by sk ∼ CN (0, 1).
We assume the quasi-static flat-fading channel for all MSs and for convenience denote hk as the
conjugated complex channel vector from BS to MSk. The received signal at MSk is then given by
yk = h
H
k
K∑
j=1
vjsj + nk, k = 1, · · · , K, (2)
where nk ∼ CN (0, σ2k) denotes the antenna noise at the receiver of MSk.
In this paper, we assume each MS applies PS to coordinate the processes of information decoding and
energy harvesting from the received signal [1]. Specifically, as shown in Fig. 1, the received signal at
each MS is split to the information decoder (ID) and the energy harvester (EH) by a power spitter, which
divides an ρk (0 ≤ ρk ≤ 1) portion of the signal power to the ID, and the remaining 1 − ρk portion of
power to the EH. As a result, the signal split to the ID of MSk is expressed as
yIDk =
√
ρk
(
hHk
K∑
j=1
vjsj + nk
)
+ zk, k = 1, · · · , K, (3)
where zk ∼ CN (0, δ2k) is the additional noise introduced by the ID at MSk. Accordingly, the SINR at the
ID of MSk is given by
SINRk =
ρk|hHk vk|2
ρk
∑
j 6=k |hHk vj |2 + ρkσ2k + δ2k
, k = 1, · · · , K. (4)
On the other hand, the signal split to the EH of MSk is expressed as
yEHk =
√
1− ρk
(
hHk
K∑
j=1
vjsj + nk
)
, k = 1, · · · , K. (5)
Then, the harvested power by the EH of MSk is given by
Ek = ζk(1− ρk)
(
K∑
j=1
|hHk vj |2 + σ2k
)
, k = 1, · · · , K, (6)
6where ζk ∈ (0 1] denotes the energy conversion efficiency at the EH of MSk.
In order to realize a continuous information transfer, each MSk requires its SINR to be above a given
target, denoted by γk, at all time. In the meanwhile, each MSk also requires that its harvested power
needs to be no smaller than a given threshold, denoted by ek, to maintain its receiver operation. Under
the above two types of constraints, we aim to minimize the total transmission power at BS by jointly
designing transmit beamforming vectors, {vk}, and receive PS ratios, {ρk}, at all MSs, i.e.,
min
{vk,ρk}
K∑
k=1
||vk||2
s.t.
ρk|hHk vk|2∑
j 6=k ρk|hHk vj |2 + ρkσ2k + δ2k
≥γk, ∀k,
ζk(1− ρk)
(
K∑
j=1
|hHk vj |2 + σ2k
)
≥ ek, ∀k,
0 < ρk < 1, ∀k.
(7)
Notice that in this paper we consider the general case that all MSs have non-zero SINR and harvested
power targets, i.e., γk > 0 and ek > 0, ∀k; thus, the receive PS ratios at all MSs should satisfy 0 < ρk < 1,
∀k, as given by the last constraint in (7).
For convenience, problem (7) is referred to as the joint beamforming and power splitting (JBPS)
problem in the sequel. Note that JBPS is non-convex due to not only the coupled beamforming vectors
{vk} and PS ratios {ρk} in both the SINR and harvested power constraints but also all the quadratic
terms involving {vk}. It is also worth noting that if we fix ρk’s with 0 < ρk < 1, ∀k, the resulting
beamforming optimization problem over {vk} is still non-convex due to the harvested power constraints
with ek > 0, ∀k. Finally, notice that if we remove all the harvested power constraints and let ρk → 1,
∀k, the above problem reduces to the conventional power minimization problem subject to only SINR
constraints in the MISO broadcast channel, which can be efficiently solved by existing methods [15],
[16], [17]. In the following, we first derive the sufficient and necessary condition for the feasibility of
the JBPS problem in (7), and then propose both optimal and suboptimal solutions to this problem. Note
that, for practical implementation of all solutions, the computation takes place at the BS and then the BS
7sends each ρk to the corresponding MS.
III. WHEN IS THE JBPS PROBLEM FEASIBLE?
Before we proceed to solve the JBPS problem in (7), in this section we study its feasibility condition
for a given set of γk > 0 and ek > 0, ∀k. First, we have the following lemma.
Lemma 3.1: Problem (7) is feasible if and only if the following problem is feasible.
find {vk, ρk}
s.t.
ρk|hHk vk|2∑
j 6=k ρk|hHk vj |2 + ρkσ2k + δ2k
≥γk, ∀k,
0 < ρk < 1, ∀k.
(8)
Proof: Please refer to Appendix A.
Lemma 3.1 indicates that the feasibility of problem (7) does not depend on its harvested power
constraints. The following lemma further simplifies the feasibility test for problem (8).
Lemma 3.2: Problem (8) is feasible if and only if the following problem is feasible.
find {vk}
s.t.
|hHk vk|2∑
j 6=k |hHk vj |2 + σ2k + δ2k
≥γk, ∀k.
(9)
Proof: Please refer to Appendix B.
Lemma 3.2 indicates that the feasibility of problem (8) can be checked by letting ρk → 1, ∀k.
Combining Lemmas 3.1 and 3.2, it follows that the feasibility condition for problem (7) must be the
same as that of problem (9). Problem (9) is a well-known SINR feasibility problem and its feasibility
region over γk’s has been characterized in the literature [18]. We thus have the following proposition,
which presents the sufficient and necessary condition for the feasibility of problem (9).
Proposition 3.1: [18, Theorem III.1] Problem (9) is feasible if and only if the SINR targets γk’s satisfy
the following condition:
K∑
k=1
γk
1 + γk
≤ Rank(H). (10)
where H , [h1 h2 . . . hK ].
8Therefore, the feasibility of the JBPS problem in (7) for a given set of γk’s and ek’s can be simply
verified by checking whether γk’s satisfy the condition given in Proposition 3.1. Without loss of generality,
in the rest of this paper we assume that problem (7) is feasible, unless stated otherwise.
IV. OPTIMAL SOLUTION
In this section, we apply the celebrated technique of SDR to solve the JBPS problem in (7) optimally.
Define Xk = vkvHk , ∀k. It then follows that Rank(Xk) ≤ 1, ∀k. By ignoring the above rank-one constraint
for all Xk’s, the SDR of problem (7) is given by
min
{Xk,ρk}
K∑
k=1
Tr(Xk)
s.t.
ρkh
H
k Xkhk∑
j 6=k ρkh
H
k Xjhk + ρkσ
2
k + δ
2
k
≥γk, ∀k,
ζk(1− ρk)
(
K∑
j=1
hHk Xjhk + σ
2
k
)
≥ ek, ∀k,
0 < ρk < 1, ∀k,
Xk  0, ∀k.
(11)
Problem (11) is still non-convex in its current form since both the SINR and harvested power constraints
involve coupled Xk’s and ρk’s. However, problem (11) can be reformulated as the following problem.
min
{Xk ,ρk}
K∑
k=1
Tr(Xk)
s.t.
1
γk
hHk XkhK −
∑
j 6=k
hHk Xjhk ≥ σ2k +
δ2k
ρk
, ∀k,
K∑
j=1
hHk Xjhk ≥
ek
ζk(1− ρk) − σ
2
k, ∀k,
Xk  0, ∀k,
0 < ρk < 1, ∀k.
(12)
Note that problem (12) is convex due to the fact that both 1
ρk
and 1
1−ρk
are convex functions over ρk
with 0 < ρk < 1. Let {X∗k} and {ρ∗k} denote the optimal solution to problem (12). If {X∗k} satisfies
Rank(X∗k) = 1, ∀k, then the optimal beamforming solution v∗k to problem (7) can be obtained from the
9eigenvalue decomposition (EVD) of X∗k, k = 1, · · · , K, and the optimal PS solution of problem (7) is also
given by the associated ρ∗k’s. Otherwise, if there exists any k such that Rank(X∗k) > 1, then in general
the solution {X∗k} and {ρ∗k} of problem (12) is not necessarily optimal for problem (7). In the following
proposition, we show that it is indeed true that for problem (12), the solution satisfies Rank(X∗k) = 1,
∀k, i.e., the SDR is tight.
Proposition 4.1: For problem (12) given γk > 0 and ek > 0, ∀k, we have
1) {X∗k} and {ρ∗k} satisfy the first two sets of constraints of problem (12) with equality;
2) {X∗k} satisfies Rank(X∗k) = 1, ∀k.
Proof: Please refer to Appendix C.
The second part of Proposition 4.1 indicates that the rank relaxation on Xk’s in problem (11) or
(12) results in no loss of optimality to problem (7); thus, the optimal solution to problem (7) can be
obtained via solving problem (12) by interior-point algorithm[19] using existing software, e.g., CVX [20].
According to [22, sec. 6.6.3], it is known that1 the complexity of the interior-point algorithm for solving
problem (12) is O (√KNt (K3N2t +K2N3t )). To summarize, one algorithm for solving problem (7) is
given in Table I as Algorithm 1. Furthermore, the first part of Proposition 4.1 suggests that with the
optimal beamforming and PS solution, both the SINR and harvested power constraints in problem (7)
should hold with equality for all MSs.
TABLE I
ALGORITHM 1: OPTIMAL ALGORITHM FOR PROBLEM (7)
1. Check whether the SINR targets γk, k = 1, · · · ,K,
satisfy the feasibility condition given in (10). If no,
exit the algorithm; otherwise, go to step 2.
2. Solve problem (12) by CVX, and obtain the optimal
solution as {X∗k} and {ρ∗k}.
3. Obtain v∗k by EVD of X∗k, k = 1, · · · ,K.
1For better efficiency, the dual problem of problem (12) could be solved instead of problem (12). The complexity of solving the dual
problem is O
(√
KNt
(
K3N2t +K
2N3t
)) [22, sec. 6.6.3].
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V. SUBOPTIMAL SOLUTIONS
The optimal solution to problem (7) derived in the previous section requires a joint optimization of the
beamforming vectors and PS ratios. In this section, we present two suboptimal algorithms for problem
(7) to achieve lower complexity. Both algorithms are based on the approach of separately designing the
beamforming vectors and PS ratios, while the ZF-based and SINR-optimal based criteria are applied for
the beamforming design in the two algorithms, respectively. We also study the asymptotic optimality of
both suboptimal algorithms.
A. ZF Beamforming
When Nt ≥ K, the ZF beamforming scheme can be used to eliminate the multiuser interference by
restricting vk’s to satisfy hHi vk = 0, ∀i 6= k, which simplifies the beamforming design. With ZF transmit
beamforming, problem (7) reduces to the following problem.
min
{vk ,ρk}
K∑
k=1
||vk||2
s.t.
ρk|hHk vk|2
ρkσ2k + δ
2
k
≥γk, ∀k,
ζk(1− ρk)(|hHk vk|2 + σ2k) ≥ ek, ∀k,
H
H
k vk = 0, ∀k,
0 < ρk < 1, ∀k.
(13)
where Hk , [h1 · · · hk−1 hk+1 · · · hK] ∈ CNt×(K−1). It is readily seen that problem (13) must be
feasible if Nt ≥ K and furthermore hk’s are not linear dependent. The following proposition then gives
the optimal solution to problem (13) in closed-form.
Proposition 5.1: Let Uk denote the orthogonal basis of the null space of HHk , k = 1, · · · , K. Define
αk ,
ek
ζk(γk+1)σ
2
k
and βk , γkδ
2
k
(γk+1)σ
2
k
, ∀k. The optimal solution to problem (13) is given by
ρ¯∗k =
−(αk + βk − 1) +
√
(αk + βk − 1)2 + 4βk
2
, k = 1, · · · , K, (14)
v¯∗k =
√
γk
(
σ2k +
δ2k
ρ¯∗k
)
UkU
H
k hk
hHk UkU
H
k hk
, k = 1, · · · , K. (15)
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TABLE II
ALGORITHM 2: ZF BEAMFORMING BASED SUBOPTIMAL ALGORITHM FOR PROBLEM (7)
1. Set Hk = [h1, . . . ,hk−1,hk+1, . . . ,hK ], ∀k.
2. Set Uk = null(HHk ), ∀k, where ‘null(·)’ is a Matlab
function which computes the orthonormal basis for
the null space of a matrix using singular value
decomposition (SVD).
3. Set αk = ekζk(γk+1)σ2k
and βk = γkδ
2
k
(γk+1)σ
2
k
, ∀k.
4. Set ρ¯∗k =
−(αk+βk−1)+
√
(αk+βk−1)
2+4βk
2
, ∀k.
5. Set v¯∗k =
√
γk
(
σ2k +
δ2
k
ρ¯∗
k
)
UkU
H
k
hk
hH
k
UkU
H
k
hk
, ∀k.
Proof: Please refer to Appendix D.
In Table II, we summarize the above algorithm for problem (7) based on the ZF transmit beamforming
as Algorithm 2. Clearly, the complexity of Algorithm 2 is dominated by the K times of SVD operations.
Since each SVD operation takes an O((K − 1)3+N2t (K − 1)) complexity, the complexity of Algorithm
2 is O(K4 +K2N2t ).
Remark 5.1: In Proposition 5.1, we have assumed that σ2k > 0, ∀k, i.e., the antenna noise at each MS
is non-zero. In practice, the antenna noise power σ2k is much smaller than the ID noise power δ2k [2].
Thus, if we neglect the antenna noise power by setting σ2k = 0, ∀k, the optimal PS solution can be shown
(see (36) in Appendix D) to be
ρ¯∗k =
γkδ
2
k
ek
ζk
+ γkδ2k
, (16)
which has an simpler form than that given in (14) for σ2k > 0.
B. SINR-Optimal Beamfoming
Algorithm 2 works only when Nt ≥ K due to the ZF transmit beamforming. Alternatively, we can
apply SINR-optimal transmit beamforming, which works for arbitrary values of Nt and K. The SINR-
optimal transmit beamforming vectors can be first obtained by solving the following power minimization
12
problem with only SINR constraints, i.e.,
min
{vk}
K∑
k=1
||vk||2
s.t.
|hHk vk|2∑
j 6=k |hHk vj |2 + σ2k + δ2k
≥γk, ∀k.
(17)
Note that problem (17) is feasible if and only if problem (7) is feasible (see Section III). Problem (17)
has been well studied in the literature and can be efficiently solved by existing techniques [15], [16], [17].
Let {vˆk} denote the solution of problem (17). Next, we scale up the beamformers {vˆk} by a common
factor
√
α and then jointly optimize α and receive PS ratios ρk’s to satisfy both the SINR and harvested
power constraints in problem (7) and yet minimize the transmission power. Specifically, we consider the
following problem with given {vˆk}.
min
α,{ρk}
K∑
k=1
α||vˆk||2
s.t.
ρkα|hHk vˆk|2∑
j 6=k ρkα|hHk vˆj |2 + ρkσ2k + δ2k
≥γk, ∀k,
ζk(1− ρk)(α
K∑
j=1
|hHk vˆj |2 + σ2k) ≥ ek, ∀k,
0 < ρk < 1, ∀k,
α > 1.
(18)
Since all the SINR constraints in problem (17) can be shown to hold with equality by {vˆk} [17], the
SINR constraints in problem (18) hold with equality when α = 1 and ρk = 1, ∀k. However, to satisfy the
additional harvested power constraints in problem (18), it is required that 0 < ρk < 1, ∀k. As a result,
we need α > 1 to satisfy both the SINR and harvested power constraints in problem (18), which is given
as the last constraint in (18). Next, we present the following proposition for problem (18).
Proposition 5.2:
1) Problem (18) is feasible if and only if problem (7) is feasible;
2) Define ck , |h
H
k vˆk|
2
γk
−∑j 6=k |hHk vˆj |2 and dk ,∑Kj=1 |hHk vˆj |2, k = 1, · · · , K. For each k, let α¯k be
the largest real root of the following quadratic equation:
δ2k
αck − σ2k
+
ek
ζk(αdk + σ2k)
= 1.
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TABLE III
ALGORITHM 3: SINR-OPTIMAL BEAMFORMING BASED SUBOPTIMAL ALGORITHM FOR PROBLEM (7)
1. Obtain vˆk’s by solving problem (17).
2. Set ck = |h
H
k
vˆk|
2
γk
−∑j 6=k |hHk vˆj |2,∀k.
3. Set dk =
∑K
j=1 |hHk vˆj |2, ∀k.
4. Set α¯k as the largest real root of the following
equation:
δ2k
αck − σ2k
+
ek
ζk(αdk + σ2k)
= 1,∀k.
5. Set α˜∗ = max1≤k≤K α¯k .
6. Set ρ˜∗k =
δ2
k
α˜∗ck−σ
2
k
and v˜∗k =
√
α˜∗vˆk, ∀k.
Then α˜∗ = max1≤k≤K α¯k and ρ˜∗k =
δ2k
α˜∗ck−σ
2
k
, ∀k, is the optimal solution to problem (18).
Proof: Please refer to Appendix E.
With α˜∗, the corresponding beamforming vectors can be obtained as v˜∗k =
√
α˜∗vˆk, ∀k. In Table III, the
suboptimal algorithm for problem (7) based on the SINR-optimal transmit beamforming is summarized
as Algorithm 3. Clearly, the complexity of Algorithm 3 is dominated by solving problem (17), which
requires2 O(K3 +KN3t ).
Remark 5.2: To summarize, the complexity of the optimal solution is O
(√
KNt (K
3N2t +K
2N3t )
)
,
while the complexity of the ZF-based suboptimal solution and the SINR-optimal suboptimal solution are
O(K4+K2N2t ) and O(K3+KN3t ), respectively. Note that the ZF-based suboptimal solution works only
when Nt ≥ K. Hence, we can see that, in terms of computational complexity, the suboptimal solutions
are better than the optimal solution and the ZF-based suboptimal solution is better than the SINR-optimal
beamforming based suboptimal solution.
2Problem (17) can be iteratively solved using the existing uplink-downlink duality [17]. The complexity of solving problem (17) is
dominated by the inversion operations of K Nt–by–Nt matrices (corresponding to beamforming directions update) and one (K+1)–by–
(K+1) matrix (corresponding to power allocation update). Therefore, the complexity of Algorithm 3 is O(K3+KN3t ). Note that we have
neglected the number of iterations in the above calculation since it is observed from simulations that the algorithm has very fast convergence
(the number of iterations is 10 ∼ 20 in general).
14
C. Asymptotic Optimality
Algorithms 2 and 3 are suboptimal in general. However, we will show that the two suboptimal solutions
can achieve optimality in terms of minimum transmit power when the SINR target γk’s are asymptotically
high. The intuition behind the asymptotic optimality is that the power allocation for the optimal solution
and suboptimal solutions all become extremely large as γk’s go to infinity and furthermore the interference
terms (in the SINR expression) vanish in order to keep the SINR constraints feasible with increasing
γk’s. We summarize this result in the following proposition.
Proposition 5.3: The two suboptimal solutions are both asymptotically optimal when γk’s go to infinity.
Proof: Please refer to Appendix F.
VI. SIMULATION RESULTS
In this section, we numerically evaluate the performance of the proposed beamforming and power
splitting algorithms in MISO SWIPT systems. We assume there are K = 4 MSs and all MSs have the
same set of parameters, i.e., ζk = ζ , δ2k = δ2, σ2k = σ2, ek = e, and γk = γ, ∀k. Moreover, we set ζ = 0.5,
σ2 = −70dBm, and δ2 = −50dBm in all simulations. It is further assumed that the signal attenuation
from BS to all MSs is 40dB corresponding to an identical distance of 5 meters. With this transmission
distance, the line-of-sight (LOS) signal is dominant, and thus the Rician fading is used to model the
channel. Specifically, hk is expressed as
hk =
√
KR
1 +KR
hLOSk +
√
1
1 +KR
hNLOSk , (19)
where hLOSk ∈ CNt×1 is the LOS deterministic component, hNLOSk ∈ CNt×1 denotes the Rayleigh fading
component with each element being a CSCG random variable with zero mean and covariance of −40dB,
and KR is the Rician factor set to be 5dB. Note that for the LOS component, we use the far-field uniform
linear antenna array model [21] with hLOSk = 10−4[1 ejθk ej2θk . . . ej(Nt−1)θk ]T with θk = −2pid sin(φk)λ ,
where d is the spacing between successive antenna elements at BS, λ is the carrier wavelength, and φk
is the direction of MSk to BS. We set d = λ2 , and {φ1, φ2, φ3, φ4} = {−30o,−60o, 60o, 30o}.
15
0 5 10 15 20 25 30 35 40
−10
−5
0
5
10
15
20
25
30
SINR, γ (dB)
Tr
an
sm
iss
io
n 
po
w
er
 (d
BW
)
Algorithm 1 (optimal)
Algorithm 2 (ZF)
Algorithm 3 (SINR−optimal)
e=−20dBm
e=0dBm
Fig. 2. Transmission power versus γ.
First, we investigate the minimum transmission power required at BS versus the SINR target for all
MSs, γ, with their harvested power constraint, e, being fixed. It is assumed that BS is equipped with
Nt = 4 transmit antennas. Fig. 2 shows the performance comparison by the optimal JBPS solution
to problem (7) and the two suboptimal solutions based on ZF and SINR-optimal beamforming with
e = 0dBm or e = −20dBm. It is observed that as the harvested power constraint e is increased from
−20dBm to 0dBm, substantially more transmission power is needed at BS for any each value of γ. It is
also observed that for both the cases of e = 0dBm and e = −20dBm, the minimum transmission power
is achieved by the optimal JBPS solution for all values of γ. Moreover, when the SINR constraint γ is
small, the SINR-optimal based suboptimal solution is observed to achieve notably smaller transmission
power than ZF based suboptimal solution. However, as γ increases, the performance gap between the
two suboptimal solutions vanishes. For example, when γ > 35dB for the case of e = 0dBm or γ > 25dB
for the case of e = −20dBm, the minimum transmission power values achieved by the two suboptimal
solutions both converge to that by the optimal solution. Finally, it is observed that the transmission power
with the ZF based suboptimal solution is not sensitive to the value of γ when γ is sufficiently small. The
reason is as follows. In our simulation setup, the antenna noise power σ2 is much smaller than the ID
processing noise δ2. Thus, from (16) in Remark 5.1, we have ρk ≈ γkδ
2
k
ek
ζk
+γkδ
2
k
. In addition, if γ is sufficiently
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small such that ek
ζk
is much larger than γkδ2k, then we have ρk ≈ 0. In this case, to meet the harvested
power constrains in (13), it can be shown that ||v¯∗k||2 ≈ ekζk||UkUHk hk||2 , ∀k, which is independent of γ;
thus, the total transmission power
K∑
k=1
||v¯∗k||2 is invariant over γ in the small-γ regime.
Next, we show in Fig. 3 the minimum transmission power achieved by the optimal and suboptimal
algorithms over e with fixed γ = 0dB or γ = 20dB. Similarly as in Fig. 2, it is observed that for both
the cases of γ = 0dB and γ = 20dB, the optimal solution achieves the minimum transmission power for
all values of e. Furthermore, at low SINR, i.e., γ = 0dB, the transmission power achieved by the SINR-
optimal based solution is notably smaller than that by the ZF based solution, but all much larger than
that by the optimal solution, for both values of e. However, at high SINR, i.e., γ ≥ 20dB, all the optimal
and suboptimal solutions perform very closely to each other. This confirms our result in Proposition 5.3
regarding the asymptotic optimality of the suboptimal solutions.
At last, we investigate the impact of the number of transmit antennas, Nt, on the minimum transmission
power for all proposed solutions, as shown in Fig. 4, with fixed γ = 10dB and e = −10dBm. It is observed
that when the number of transmit antennas increases, the BS transmission power is substantially decreased
for all solutions. This demonstrates the significant benefit by applying large or even massive antenna arrays
for efficiently implementing MISO SWIPT systems in practice.
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VII. CONCLUSION
This paper has studied the joint transmit beamforming and receive power splitting design for a multiuser
MISO broadcast system for simultaneous wireless information and power transfer (SWIPT). The total
transmission power at the BS is minimized subject to given SINR and harvested power constraints for
MSs. The sufficient and necessary condition to guarantee the feasibility of our problem is first derived.
Then we solve this non-convex problem by applying the technique of SDR, and prove its optimality.
Two suboptimal designs of lower complexity than the optimal solution are also presented based on ZF
and SINR-optimal beamforming, respectively, and their performances are compared against the optimal
solution by simulations.
APPENDIX A
PROOF OF LEMMA 3.1
First, it can be easily verified that if problem (8) is not feasible, then problem (7) cannot be feasible
since problem (7) has additional constraints on harvested power. Second, suppose problem (8) is feasible,
and let {vk} and {ρk} be a feasible solution. It can be shown that the new solution {αvk} and {ρk}
is also feasible to problem (8), ∀α > 1. Since there must exist a sufficiently large α > 1 such that
the solution {αvk} and {ρk} also satisfies all the harvested power constraints of problem (7), we can
conclude that problem (7) is feasible. Lemma 3.1 is thus proved.
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APPENDIX B
PROOF OF LEMMA 3.2
First, suppose problem (9) is feasible and let {vk} denote a feasible solution. Then given any 0 < ρ < 1,
consider the following solution to problem (8): v¯k = vk/√ρ, ρ¯k = ρ, k = 1, · · · , K. Since
ρ¯k|hHk v¯k|2∑
j 6=k ρ¯k|hHk v¯j |2 + ρ¯kσ2k + δ2k
=
|hHk vk|2∑
j 6=k |hHk vj |2 + ρσ2k + δ2k
>
|hHk vk|2∑
j 6=k |hHk vj |2 + σ2k + δ2k
≥ γk, ∀k, (20)
{v¯k} and {ρ¯k} is a feasible solution to problem (8). Therefore, if problem (9) is feasible, then problem
(8) must be feasible.
Second, consider the case that problem (9) is not feasible. In the following, we will show that problem
(8) cannot be feasible by contradiction. Suppose problem (8) is feasible and let {vk} and {ρk} be a
feasible solution. Since ρk < 1, ∀k, we have
γk ≤ ρk|h
H
k vk|2∑
j 6=k ρk|hHk vj |2 + ρkσ2k + δ2k
=
|hHk vk|2∑
j 6=k |hHk vj |2 + σ2k + δ
2
k
ρk
<
|hHk vk|2∑
j 6=k |hHk vj |2 + σ2k + δ2k
, ∀k. (21)
As a result, {vk} is also a feasible solution to problem (9), which contradicts to the assumption that
problem (9) is not feasible.
To summarize, Lemma 3.2 is thus proved.
APPENDIX C
PROOF OF PROPOSITION 4.1
First, we show the first part of Proposition 4.1 as follows. Since problem (12) is convex and satisfies
the Slater’s condition, its duality gap is zero [19]. Let {λk} and {µk} denote the dual variables associated
with the SINR constraints and harvested power constraints of problem (12), respectively. Then the partial
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Lagrangian of problem (12) is defined as
L({Xk, ρk, λk, µk}) ,
K∑
k=1
Tr(Xk)−
K∑
k=1
λk
(
1
γk
hHk Xkhk −
∑
j 6=k
hHk Xjhk − σ2k −
δ2k
ρk
)
−
K∑
k=1
µk
(
K∑
j=1
hHk Xjhk −
ek
ζk(1− ρk) − σ
2
k
)
.
With the Lagrangian function, the dual function of problem (12) is given by [19, Sec. 5.7.3]
min
Xk0,0<ρk<1,∀k
L({Xk, ρk, λk, µk})
which can be explicitly written as
min
Xk0,0<ρk<1,∀k
{
K∑
k=1
Tr(AkXk) +
K∑
k=1
(λk − µk)σ2k
+
K∑
k=1
(
λkδ
2
k
ρk
+
µkek
ζk(1− ρk)
)}
(22)
where
Ak = INt +
K∑
j=1
(λj − µj)hjhHj −
(
λk
γk
+ λk
)
hkh
H
k , ∀k. (23)
Let {λ∗k} and {µ∗k} denote the optimal dual solution to problem (12). Accordingly, we define
A
∗
k = INt +
K∑
j=1
(λ∗j − µ∗j)hjhHj −
(
λ∗k
γk
+ λ∗k
)
hkh
H
k . (24)
Then it is observed from (22) that, for any given k, X∗k must be a solution to the following problem:
min
Xk0
Tr(A∗kXk). (25)
Note that, to guarantee a bounded dual optimal value, we must have
A
∗
k  0, k = 1, 2, . . . , K.
As a result, the optimal value of problem (25) is zero, i.e., Tr(A∗kX∗k) = 0, k = 1, 2, . . . , K, which
together with A∗k  0 and X∗k  0, k = 1, 2, . . . , K, implies that
A
∗
kX
∗
k = 0, k = 1, · · · , K. (26)
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Moreover, it is observed from (22) that the optimal PS solution ρ∗k for any given k ∈ {1, · · · , K} must
be a solution of the following problem:
min
ρk
λ∗kδ
2
k
ρk
+
µ∗kek
ζk(1− ρk)
s.t. 0 < ρk < 1.
(27)
It is observed from the above problem that if λ∗k = 0 and µ∗k > 0, the optimal solution will be ρ∗k → 0.
Similarly, if µ∗k = 0 and λ∗k > 0, then the optimal solution is ρ∗k → 1. Since given ek > 0 and γk > 0,
∀k, 0 < ρ∗k < 1 must hold for all k’s in problem (12), the above two cases cannot happen.
Next, we show that λ∗k = 0 and µ∗k = 0 cannot be true for any k by contradiction. Suppose there exist
some k’s such that λ∗k = µ∗k = 0. Define a set
Ψ , {k|λ∗k = 0, µ∗k = 0, 1 ≤ k ≤ K}, (28)
where Ψ 6= ∅. Define B∗ = INt +
∑
j /∈Ψ
(λ∗j − µ∗j)hjhHj . Then A∗k can be expressed as
A
∗
k =

 B
∗, if k ∈ Ψ,
B
∗ −
(
λ∗k
γk
+ λ∗k
)
hkh
H
k , otherwise.
(29)
Since A∗k  0 and −
(
λ∗k
γk
+ λ∗k
)
hkh
H
k  0, it follows that B∗  0. In the following, we show that
B
∗ ≻ 0 by contradiction. Suppose the minimum eigenvalue of B∗ is zero. Then, there exists at least an
x 6= 0 such that xHB∗x = 0. According to (29), it follows that
xHA∗kx = −
(
λ∗k
γk
+ λ∗k
)
xHhkh
H
k x ≥ 0, k /∈ Ψ. (30)
Note that we have λ∗k > 0 if k /∈ Ψ. Hence, we obtain from (30) that |hHk x|2 ≤ 0, k /∈ Ψ. It thus follows
that
hHk x = 0, k /∈ Ψ. (31)
Thus, we have
xHB∗x = xH

INt +∑
j /∈Ψ
(λ∗j − µ∗j)hjhHj

x = xHx > 0, (32)
which contradicts to xHB∗x = 0. Thus, we have B∗ ≻ 0, i.e., Rank(B∗) = Nt. It thus follows from
(29) that Rank(A∗k) = Nt if k ∈ Ψ. According to (26), we have X∗k = 0 if k ∈ Ψ. However, it is easily
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verified that X∗k = 0 cannot be optimal for problem (12). Therefore, it must follow that Ψ = ∅, i.e.,
λk = 0 and µk = 0 cannot be true for any k. Since we have previously also shown that both the cases
of λ∗k = 0, µ∗k > 0 and λ∗k > 0, µ∗k = 0 cannot be true for any k, it follows that λ∗k > 0, µ∗k > 0, ∀k.
According to the complementary slackness [19], we thus prove the first part of Proposition 4.1.
Next, we prove the second part of Proposition 4.1. Since Ψ = ∅, it follows that B∗ = INt +
K∑
j=1
(λ∗j −
µ∗j)hjh
H
j , and (29) thus reduces to
A
∗
k = B
∗ −
(
λ∗k
γk
+ λ∗k
)
hkh
H
k , k = 1, · · · , K. (33)
Since we have shown that Rank(B∗) = Nt, it follows that rank(A∗k) ≥ Nt − 1, k = 1, · · · , K. Note
that if A∗k is of full rank, we have X∗ = 0, which cannot be the optimal solution to problem (12). As a
result, it follows that rank(A∗k) = Nt− 1, ∀k. According to (26), we have rank(X∗k) = 1, k = 1, · · · , K.
The second part of Proposition 4.1 is thus proved. Combining the proofs of both parts, the proof of
Proposition 4.1 is thus completed.
APPENDIX D
PROOF OF PROPOSITION 5.1
Note that with ZF transmit beamforming, the SINR and harvested power constraints in problem (13)
can be decoupled over k. Moreover, it is observed that the objective function of problem (13) is also
separable over k. Hence, problem (13) can be decomposed into K subproblems, with the k-th subproblem,
k = 1, · · · , K, expressed as
min
vk,ρk
||vk||2
s.t.
ρk|hHk vk|2
ρkσ2k + δ
2
k
≥γk,
ζk(1− ρk)
(|hHk vk|2 + σ2k) ≥ ek,
H
H
k vk = 0,
0 < ρk < 1.
(34)
Next, we show that for problem (34), with the optimal ZF beamforming solution v¯∗k and PS solution
ρ¯∗k, the SINR constraint and harvested power constraint should both hold with equality, by contradiction.
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First, suppose that both the two SINR and harvested power constraints are not tight given v¯∗k and ρ¯∗k. In
this case, there must exist an αk, 0 < αk < 1, such that with the new solution vk = αkv¯∗k and ρk = ρ¯∗k,
either the SINR or harvested power constraint is tight. Moreover, with this new solution, the transmission
power is reduced, which contradicts the fact that v¯∗k and ρ¯∗k is optimal for problem (34). Thus, the case
that both the SINR and harvested power constraints are not tight cannot be true. Next, consider the case
when the SINR constraint is tight but the harvested power constraint is not tight. In this case, we can
increase the value of ρ¯∗k by a sufficiently small amount such that both the SINR and harvested power
constraints become non-tight. Similar to the argument in the first case, we can conclude that this case
cannot be true, too. Similarly, it can be shown that the case that the harvested power constraint is tight
but the SINR constraint is not tight, also cannot be true. To summarize, with the optimal solution v¯∗k
and ρ¯∗k for problem (34), the SINR and harvested power constraints must both hold with equality. Hence,
problem (34) is equivalent to
min
vk ,ρk
||vk||2
s.t.
ρk|hHk vk|2
ρkσ
2
k + δ
2
k
= γk,
ζk(1− ρk)
(|hHk vk|2 + σ2k) = ek,
H
H
k vk = 0,
0 < ρk < 1.
(35)
Note that in problem (35), the first two equality constraints yield
γk
(
σ2k +
δ2k
ρk
)
=
ek
ζk(1− ρk) − σ
2
k. (36)
We can rearrange (36) as
αk
1− ρk −
βk
ρk
= 1,
which can be shown to have a unique solution satisfying 0 < ρk < 1 given by
ρ¯∗k =
−(αk + βk − 1) +
√
(αk + βk − 1)2 + 4βk
2
.
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Define vk =
√
pkv¯k with ||v¯k|| = 1, ∀k. Then problem (35) is equivalent to the following problem.
min
pk,v¯k
pk
s.t. pk|hHk v¯k|2 = τk,
H
H
k v¯k = 0,
||v¯k|| = 1,
(37)
where τk , γk
(
σ2k +
δ2k
ρ¯∗
k
)
. It can be observed from the first constraint of problem (37) that to achieve
the minimum pk, the optimal v¯k should be the optimal solution to the following problem:
max
v¯k
|hHk v¯k|2
s.t. HHk v¯k = 0,
||v¯k|| = 1.
(38)
It can be shown that the unique (up to phase rotation) optimal solution to the above problem is given by
v¯k =
UkU
H
k hk
||UkUHk hk||
,
where Uk denotes the orthogonal basis for the null space of HHk . Hence, the optimal power solution is
given by
pk =
τk
|hHk v¯k|2
=
τk
||UkUHk hk||2
.
It thus follows that the optimal v¯∗k for problem (35) is given by
v¯∗k =
√
γk
(
σ2k +
δ2k
ρ¯∗k
)
UkU
H
k hk
||UkUHk hk||2
.
Proposition 5.1 is thus proved.
APPENDIX E
PROOF OF PROPOSITION 5.2
First, we show the first part of Proposition 5.2 as follows. Define
φI(ρk, α) ,
ρkα|hHk vˆk|2∑
j 6=k ρkα|hHk vˆj |2 + ρkσ2k + δ2k
,
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and
φE(ρk, α) , ζk(1− ρk)(α
K∑
j=1
|hHk vˆj |2 + σ2k).
Based on Lemmas 3.1 and 3.2, we can infer that problem (17) is feasible if and only if problem (7) is
feasible. Since {vˆk} is the optimal solution to problem (17), it follows that,
φI(1, 1) = γk, ∀k, (39)
with ρk = 1, ∀k, and α = 1. Since φI(ρk, α) is a monotonically increasing function of α when α > 0,
we can have an αˆ > 1 such that
φI(1, αˆ) > γk, ∀k. (40)
Since φI(ρk, α) is a continuous function of ρk, we can find an ρˆk < 1 such that
φI(ρˆk, αˆ) > γk, ∀k. (41)
Since 1 − ρˆk > 0, ∀k, φE(ρˆk, α) is increasing over α > 0. Together with the fact that φI(ρˆk, α) is also
increasing over α > 0, ∀k, it follows that there must exist a sufficiently large αˆ such that
φI(ρˆk, αˆ) ≥ γk, φE(ρˆk, αˆ) ≥ ek, ∀k. (42)
Therefore, we conclude that the “if” part is proved, i.e., problem (18) is feasible if problem (17) or (7)
is feasible. The “only if” part can be shown easily since any feasible solution of problem (18) must be
feasible for problem (17) or (7). The first part of Proposition 5.2 is thus proved.
Next, we prove the second part of Proposition 5.2. With the defined ck’s and dk’s given in Proposition
5.2 and by noting that αck − σ2k ≥ δ2k > 0, ∀k, when α ≥ 1, problem (18) can be equivalently rewritten
as
min
α,{ρk}
α
s.t. ρk ≥ δ
2
k
αck − σ2k
, ∀k,
1− ρk ≥ ek
ζk(αdk + σ2k)
, ∀k,
0 < ρk < 1, ∀k,
α > 1.
(43)
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It can be shown that problem (43) is equivalent to the following problem:
min
α>1
α
s.t. gk(α) ≤ 1, ∀k,
(44)
where gk(α) ,
δ2k
αck−σ
2
k
+ ek
ζk(αdk+σ
2
k
)
, since the two problems have the same optimal value.
It is observed that gk(α) = 1 is a quadratic equation. Let αk and α¯k, where α¯k ≥ αk, be the two roots
of the equation gk(α) = 1. By noting that
δ2k
ck−σ
2
k
= 1 due to (39), we conclude that gk(1) > 1, implying
α¯k > αk (otherwise any α satisfies gk(α) ≤ 1). On the other hand, due to the fact that ckdkζk > 0,
the inequality gk(α) ≤ 1 implies either α ≥ α¯k or α ≤ αk. Since gk(α) is a monotonically decreasing
function of α for α > 1 and gk(1) > 1, we must have αk < 1 < α¯k. It thus follows that problem (45) is
simplified as
min
α
α
s.t. α ≥ α¯k, ∀k,
(45)
which has the optimal solution given by α˜∗ = max1≤k≤K α¯k. Furthermore, we can easily check that
ρ˜∗k =
δ2k
α˜∗ck−σ
2
k
, ∀k, is the corresponding optimal solution to problem (43) with given α˜∗. This thus
completes the proof of the second part of Proposition 5.2. By combining the proofs of both parts, the
proof of Proposition 5.2 is thus completed.
APPENDIX F
PROOF OF PROPOSITION 5.3
For each k, let vk =
√
pkv¯k where pk denotes the power allocation and v¯k denotes the normalized
beamformer with unit norm, i.e., the beam direction. Then the SINR constraints can be expressed as
ρkpk|hHk v¯k|2∑
j 6=k ρkpj|hHk v¯j|2 + ρkσ2k + δ2k
≥ γk, ∀k. (46)
We first prove a basic result that, for any set of beamforming vectors {vk} that satisfies the SINR
constraints with γk → ∞, ∀k, pk’s must go to infinity and furthermore v¯k’s must satisfy zero-forcing
condition, i.e, |hHk v¯j | → 0, ∀j 6= k.
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Due to the fact that
∑
j 6=k ρkpj|hHk v¯j |2 ≥ 0, ∀k, the SINR constraints imply
ρkpk|hHk v¯k|2
ρkσ2k + δ
2
k
≥ γk, ∀k.
By noting that |hkv¯k|2 is bounded, we thus infer from the above inequalities that, for any k, pk → ∞
when γk → ∞. Next we show by contradiction that zero-forcing condition must be satisfied for {vk}
when γk → ∞, ∀k. Suppose we have hHk v¯j 6= 0 for any j 6= k when γk → ∞, ∀k. Note that all the
terms |hHk vj |2 (∀k, j) are bounded. The coupling of pk’s in all the SINR constraints (46) implies that
pk’s need to be in the same order. Combining this with the fact that for all k, pk →∞ as γk →∞, we
can assume that without loss of optimality pk = akp, ∀k, with ak’s being constant and p → ∞ (when
γk →∞). It thus follows from (46) that
ρkak|hHk v¯k|2∑
j 6=k ρkaj |hHk v¯j|2
≥ ∞, ∀k, (47)
implying a contradiction. To summarize, for any vk’s that satisfy the SINR constraints with γk → ∞,
∀k, we have pk →∞ and |hHk v¯j | → 0, ∀j 6= k, k = 1, 2, . . . , K.
From the above result, we conclude that, for all the three solutions provided by Algorithms 1, 2, and 3,
the power allocation will become infinity as γk’s increase to infinity. Moreover, the optimal solution and
the SINR-optimal beamforming based suboptimal solution must satisfy zero-forcing condition (as the ZF-
based suboptimal solution does) when γk’s go to infinity. Hence, the three algorithms will asymptotically
achieve the same minimum transmit power when γk → ∞, ∀k. Thus, the proof of Proposition 5.3 is
completed.
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