Abstract. Nontrivial relations between Bass numbers of local commutative rings are established in case there exists a local homomorphism : R ! S which makes S into an R-module of nite at dimension.
: R ! S which makes S into an R-module of nite at dimension.
In particular, it is shown that an inequality i+depth R R i+depth S s holds for all i 2 Z. This is a consequence of an equality involving the Bass series I M R (t) = P i2Z i R (M)t i of a complex M of R-modules which has bounded above and nite type homology and the Bass series of the complex of S-modules M R S, where denotes the derived tensor product. It is proved that there is an equality of formal Laurent series where i R (M) is the dimension of the k-vector space Ext i R (k; M) (and I R (t) stands for I R R (t)). This series is of interest since the Bass numbers i R (= i R (R)) contain important information on the ring R. The bridge between I R (t) and I S (t) is provided by the invariants of the DG ber F = F( ) of the homomorphism . This ber was introduced by Avramov in 1] as a di erential graded algebra whose homology is naturally isomorphic to Tor R (k; S) (cf. x3 below). In particular, F is augmented to the residue eld`= S=n of S. This allows the construction of the`-vector space Ext i F (`; F) (cf. 7] , 5], and x1 below). Let the ith Bass number i F of F be the dimension of this`-vector in case i is nite for all i 2 Z and i = 0 for i small enough. Theorem A. Let : R ! S be a local ring homomorphism of nite at dimension and with DG ber F( ). All the Bass numbers i are then nite and vanish for i small enough, and there is an identity of formal Laurent series I S (t) = I R (t)I (t):
In fact, we prove in x5 a more general result involving Bass series of modules.
When is at F( ) can be replaced by the local ring S=mS. This shows that the result of x5 extends the one in 12] from at homomorphisms to homomorphisms of nite at dimension. The formula for the Bass series gives nontrivial lower and upper bounds for the Bass series (numbers) of S in terms of those of R.
Theorem B.
(1) With as above the inequalities ( ) i+depth R R i+depth S S ;
hold for all i 2 Z.
(2) Assume furthermore, that S=mS is artinian. Unless is at and S=mS is a eld, the following coe cient wise inequality holds:
( ) I S (t) I R (t) P f i=0 (length S Tor R i (k; S))t ?i ? t ? 1 1 + t ? P f i=0 (length S Tor R i (k; S))t i+1
where f = fd R S, the at dimension of the R-module S. When is at and S=mS is a eld, it is obvious that equality holds in ( ) for all i. Those which have equality in ( ) for all i 2 Z form a large and interesting class, which is studied in detail in 4]. Next we discuss when equality holds in ( ). To this end, recall that for an arbitrary local ring homomorphism with S=mS artinian there is an inequality
of Poincar e series: P S (t) P R (t) 1 1 + t ? P f i=0 (length S Tor R i (k; S))t i+1 ;
(where P R (t) = P i 0 (dim k Tor R i (k; k))t i ). In case equality holds, is called a standard Golod homomorphism. (In general, a Golod homomorphism is de ned by the condition that H(F( )) be an algebra with trivial Massey products. If length S Tor R (k; S) 6 = 2 then is Golod if and only if is standard Golod, cf.
2].)
Theorem C. Let : R ! S be a local ring homomorphism of nite at dimension f with S=mS artinian. Assume furthermore that is not at with S=mS a eld. There is then equality in ( ) if and only if is Golod.
In fact, the results of x5 are generalizations of Theorems A, B, and C in two directions: they deal with Bass series of complexes of R-modules and they avoid the artinian assumption on S=mS.
Next we describe applications to a di erent setup. According to the Looking Glass Principle in 7] properties of the (co-)homology of local rings usually have
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some counterpart in rational homotopy theory. The results of this paper are no exception. Indeed, let G be a topological space with nite Betti numbers b i = dim H i (G; Q), such that b 1 = 0; b f 6 = 0, and b i = 0 for i > f. If G ! E ! B is a bration such that B is a simply connected space with H (B; Q) of nite type, then the precise analog of Theorem A is provided by the recent result of F elix, Halperin, and Thomas 10] : There is an isomorphism Ext C (E;Q) (Q; C (E; Q)) = Ext C (B;Q) (Q; C (B; Q)) Q Ext C (G;Q) (Q; C (G; Q)); where C (?; Q) denotes the singular cochain algebra with rational coe cients.
The analogs of Theorems B and C we state in the absolute case only.
Theorem D. For Equality holds on the right-hand side if and only if G is rationally equivalent to a wedge of spheres, namely G 0
(There is a version of this result which holds for homology with coe cients in an arbitrary eld, cf. (2.13). In 10] it is discussed when equality holds on the left-hand side.)
Out of the ve section of this paper, the rst and the third are introductory, and the second and the fourth are computations in di erential graded homological algebra, while the applications to commutative algebra are given in x5.
The main results of this paper have been announced in the note 6].
The statements of many of our results involve only classical invariants of commutative rings and modules, but their proofs depend in an essential way on the techniques of DG homological algebra. This supports our point of view that much is to be gained by embedding commutative algebra into di erential graded commutative algebra. The sequel to this paper, 4], represents an even more transparent application of this principle.
Summary of DG homological algebra
Following earlier work of Eilenberg-Mac Lane and Cartan on the (co)homology of K( ; n)'s, Eilenberg and Moore invented di erential graded homological algebra, cf. Moore 18] . In particular, they constructed groups Tor R i (L; M) for bounded DG modules over a DG ring R concentrated in nonnegative degrees. However, their technique does not provide the groups Ext i R (M; N) unless connectivity restrictions are present. This is not the case for the DG rings and DG modules of this paper, so we use the construction of the derived functors introduced in 7], which works in general and is based on the notion of semifree DG modules. Below we present an outline of this approach using the familiar idiom of projective resolutions. This presentation is rather expansive because a comprehensive account is only in preparation, and hence it will only be available in the literature later (in 5]).
A G ring is a collection of abelian groups R = (R i ) i2Z together with pairings: R i R j ! R i+j (for i; j 2 Z) subject to the usual requirements of associativity, distributivity, and existence of a unit 1 2 R 0 . In particular, R 0 is a ring, and R i is an R 0 -module for all i 2 Z. An element of R is an element of R i for some i. In this paper we do not consider the direct sum`i 2Z R i (with one exception in a cautionary remark). This is the reason for our usage of the abbreviation G ring instead of the expression graded ring.
A homomorphism of G rings : R ! S is a collection of additive maps ( i : R i ! S i ) i2Z such that 0 (1) = 1, and m+n (xy) = m (x) n (y) for x 2 R m and y 2 R n . In particular, 0 is a homomorphism of rings, and i is a homomorphism of R 0 -modules for all i 2 Z.
A left G R-module is a collection of abelian groups M = (M j ) j2Z together with pairings: R i M j ! M i+j (for i; j 2 Z) subject to the usual conditions. In particular, M i is an R 0 -module for all i 2 Z. An element of M is an element of M i for some i. A right G R-module is de ned by interchanging the factors.
G modules are left G modules unless otherwise speci ed.
In this setup (which is that of Moore 18] and Mac Lane 17] ) each nonzero element of R or M has a unique degree denoted by j j. That is, jxj = i, if x 6 = 0 and x belongs to R i or to M i . A G R-module M is said to be bounded above (respectively: bounded below, bounded), if there exits an n 2 Z such that M i = 0 for i > n (respectively: for i < n, for jij > n).
A G R-module M is said to be of G nite type if there exists a set of generators E for M such that E i = fe 2 Ej jej = ig is nite for each i 2 Z. If there exists an n 2 Z such that E i = ? for i > n (respectively: for i < n, jij > n) then M is said to be of bounded above (respectively: bounded below, bounded) type. Remark. Throughout this paper notions with DG are natural extensions of the usual notions from module theory to a di erential graded (DG) setup. However, the inverse passage from the DG framework to that of module theory is not always re ected in a deletion of DG in the notation. The homology H(R) is a G ring and H is a functor from DG R-modules to G H(R)-modules. The Their main property, which we shall mostly use without speci c reference in the rest of the paper, is given by the following theorem. ! Hom R (P; I) ' Hom R (P; N);
are homology isomorphisms, which are de ned uniquely up to homotopy.
After this short exposition of basic DG homological techniques, we pass to the discussion of more speci c facts, which will be needed below.
(1.7) If : R ! S is a homomorphism of DG rings making S into a DGprojective (respectively: DG-at) left DG R-module, and if P is a DG-projective (respectively: DG-at) left DG S-module, then P is also DG-projective (respectively: DG-at) as a left DG R-module.
An augmented DG ring " R : R ! k is a homomorphism of the DG ring R into a eld k concentrated in degree zero, such that k is the eld of fractions of the image " R (R). We shall often suppress " R or k (or both of them) from the notation. The eld k will always be considered as a left and right DG R-module with the structure given by " R . Of special interest are the k-vector spaces Ext i R (k; R). Let also " R 0: R 0 ! k 0 be an augmented DG ring. A homomorphism of augmented DG rings: R ! R 0 is a homomorphism of the underlying DG rings such that (Ker " R 0) \ R = Ker " R . When R is a local ring (concentrated in degree zero) " R will always denote the canonical surjection of R onto the residue eld. We abbreviate depth R R and DGtype R R to depth R and DGtype R, respectively.
Remark. If M is a nitely generated module over a local noetherian ring R, then we recover the usual notion of depth; however for type we keep the DG in this case also, since type R M is sometimes de ned as dim k Ext n R (k; M) with n = dim M.
More generally, for complexes of modules over a local ring, the following niteness results hold, cf. 14] or 11].
(1.9) If R is noetherian and concentrated in degree zero and H(M) is bounded above, then M has a bounded above DG-injective resolution. If, furthermore, all H i (M) are nitely generated, then I M R (t) is a formal Laurent series, and I M R (t) 6 = 0 when H(M) 6 = 0. In particular, depth R M 2 Z and DGtype R M < 1.
In some of our computations we shall have to carefully keep track of di erent module structures. To do this we use the standard language of bimodules. However, since the signs are important and may get complicated, we have collected the necessary information below.
If M is a left DG R-module and a right DG T-module in such a way that >From now on (with the exception of (2.12) and (2.13)) all DG rings are assumed to be commutative and concentrated in nonnegative degrees.
Bass series of finite dimensional DG algebras
Throughout this section the following assumptions are in force:
Fdenotes a commutative supplemented DG algebra over a eld ; that is; an augmented DG ring " F : F !`equipped with a homomorphism of DG rings F :`! F such that " F F = 1`: dim`F is nite: H 0 (F ) is a local ring (and then necessarily artinian):
For the theory of Golod algebras we refer to 2]. In general, the Golod polynomial of F is de ned by
Note that, in the setup (2.0), length H0(F) is equal to dim`. Recall that the socle of a module over a local ring is the submodule consisting of the elements annihilated by the maximal ideal. 
we obtain the required inequality, and the proof of (b) has been completed. To prove (c) consider the following conditions: Our claim is that (2.8) and (2.11) are equivalent. In order to establish this, we shall show the equivalence of all four conditions. First, to prove that (2.8) and (2.9) are equivalent, note that (2.8) implies m H(F) 6 = 0, since otherwise it produces the absurd equality 1 = I F (t) = ?t. Now the equivalence follows from the argument in the proof of (b).
To prove that (2.9) implies (2.10) assume that there are u; v 2 m H(F) such that uv 6 = 0. By (2.6) there is then an h 2 H(F _ ), such that (uv)h = e.
Since ue = 0, the elements vh and e of H(F _ ) are linearly independent over . Because of the expression for given in (2.7), this implies that the element @(kvkh) = vh cannot lie in Im . Thus, is not surjective.
To prove that (2.10) implies (2.9) assume that there are v 2 m H(F) and h 2 H(F _ ), such that 0 6 = vh 2 H(F _ )=`e. Since in the duality given by (2.5), one has (m H(F) ) ? =`e, there is a u 2 m H(F) such that hu; vhi 6 = 0, therefore u(vh) 6 = 0. But this contradicts the assumption m 2 H(F) = 0, hence m H(F) H(F _ ) =`e. It follows that @(B) = T e. Now the equality t e = (t x] a]) shows that is surjective. Furthermore B pq = 0 when either p < 0 or q < ?f. This implies that 2 E 0;?f = 1 E 0;?f , and that 1 E pq = 0 when either p + q < ?f or p + q = ?f with (p; q) 6 = (0; ?f). In other words, the initial term of
is (dim`2E 0;?f )t ?f = (dim`socle H f (F ))t ?f which was to be proved.
To prove (d) note that, by inspection, the Laurent series ?tG(t ?1 )=G(t) has initial term (length H0(F) H f (F ))t ?f , hence our claim follows by comparison with the result of (e).
Finally to prove (a) note that the assumption I F (t) = 1, by (e), implies that f = 0 and that dim`socle H 0 (F ) = 1, that is, H i (F ) = 0 for i 6 = 0 and H 0 (F ) is a Gorenstein ring. Conversely, when the last two conditions are satis ed the spectral sequence (2.3) has 2 E pq = 0 for (p; q) 6 = (0; 0) and 2 E 00 =`, hence I F (t) = 1. De nition. If (R ! k) ! (S !`) is a homomorphism of augmented DG rings, then any representative of k R S, constructed as above from a free Ralgebra resolution Y of S, will be called a DG ber of , and denoted F( ). The DG ber F = F( ) of will always be considered as an augmented DG ring by means of the augmentation
The G`-module Ext F (`; F) is de ned uniquely up to a unique isomorphism:
this follows from the preceding discussion and (1.6).
Remark. The ber of a local homomorphism of local rings (or, more generally, of augmented ?-DG rings, that is, DG rings with divided powers) was introduced in 1] as a ?-DG ring and called the homotopy ber. The construction described above gives a DG ber in the category of augmented DG rings (no divided powers). However, both bers are homology isomorphic, hence by (1.8) the`-vector spaces Ext F (`; F) are canonically isomorphic for any choice of the ber F. In particular, the Bass \series" I F (t) does not depend on the choice of the ber F. We denote it by I (t) and call it the Bass series of
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. Furthermore, we set depth = depth F( ) and DGtype = DGtype F( ), cf. (1.8).
One of the main advantages of the DG version of homological algebra, as compared with the classical one, is the possibility of changing a ring argument by a homology isomorphic one, which may be more suitable for the computations at hand. The next two propositions provide e cient ways of using niteness assumptions on the DG ber.
For a DG A-module N the at dimension of N, fd A N, over A is de ned by fd A N = inf F supfnjF n 6 = 0g;
where the in mum is taken over all DG-at DG R-modules F such that there exists a sequence of homology isomorphisms between N and F. Furthermore, there is a canonical isomorphism:
Remark. Recall that all DG rings are assumed to be commutative and concentrated in nonnegative degrees. is an artinian local ring which contains a eld k as a subring. If H(G) has nite length over H 0 (G) then G can be linked by a sequence of homology isomorphisms to a supplemented nite dimensional DG`-algebra " F : F !`.
A base change formula for cohomology
In this section we prove the main result of the paper. -
These maps are de ned as follows:
" X : X ! k is a free R-algebra resolution of k over R. Y : Y ! S is a free R-algebra resolution of S.
The equalities de ne F; U; G; F ; U ; G , and U . Note that F is the DG ber F( ) from the preceding section. There are several maps that are marked as homology isomorphisms in the diagrams, but not constructed as such. We now give the reasons. V Y is a homology isomorphism because Y is a homology isomorphism and V is a DG-projective DG Y -module by (4.2).
By the commutativity of the triangle we obtain (4:3) " V " S is a homology isomorphism. U = " X Y is a homology isomorphism because " X is a homology isomorphism and Y is a free DG R-module.
U V is a homology isomorphism because U is a homology isomorphism and V is a DG-projective DG U-module.
By the commutativity of the triangle we obtain (4:4) " F " V is a homology isomorphism.
Having explained the diagrams we proceed to record the precise statements needed in the proof. Since 2 E pq is nitely generated over H 0 (S) by condition (b), this shows that H i (F ) is nitely generated over H 0 (F ) for each i 2 Z.
Because of (3.2), the preceding implies that`has over F a DG-projective resolution V 0 , which is G nite and of bounded below type. Since by (4.7) k X V also is a DG-projective resolution of`over F, there is a homology isomorphism V 0 ' Proof. Consider the isomorphism:
Ext S (`; N R S) = Ext R (k; N) k Ext F (`; F); from Theorem (4.1). First we use (1.9) and the isomorphism with N = R to show that I (t) is a nonzero formal Laurent series equal to I S (t)=I R (t), and then we use the isomorphism with N = M to obtain the other equality. (5.2) Remark. The result applies in particular when is at and M is a nitely generated R-module. In this case the complex M R S can be replaced by the module M R S, and the DG ber F can be replaced by the local ring S. S is an algebra resolution of . Thus the DG ber is F = k R Y = khT 1 ; : : : ; T n ; U 1 ; : : : ; U m i with trivial di erential. Assume now that k is of characteristic zero; then F is isomorphic to the tensor product k P, where is the exterior algebra on T 1 ; : : : ; T n and P is a polynomial algebra on U 1 ; : : : ; U m . We obtain then I (t) = I F (t) = I (t)I P (t) = t ?n t 3m = t 3m?n :
On the other hand I S (t)=I R (t) = I Q (t)t ?n =I Q (t)t ?m = t m?n 6 = I (t): (5.6) Example. A local homomorphism : R ! S with I (t) = 0.
With as above, assume now that the characteristic of k is p > 0. Then F is isomorphic to k ?, where ? is the free divided powers algebra on U 1 ; : : : ; U n , which is an in nite tensor product of k-algebras. Thus F is an in nite tensor product, and this implies I (t) = 0, cf. 10, proof of (1.7)]. Proof. By 13] P RnN (t) = P R (t)=(1 ? tP R N (t)). Since 1 ? tP R N (t) = 1 + t ? P p i=0 (dim k Tor R i (k; R n N))t i+1 , where p denotes the projective dimension of the R-module M, the homomorphism: R ! R n N is a standard Golod homomorphism, cf. the Introduction. Thus, the identity is a special case of (5.7.b).
(5:10) Theorem. In addition to the notation of (5:0) set r = edim S and let x 1 ; : : : ; x r be elements of n which map onto a minimal generating set of n = n=mS. Let 0 : (R 0 ; m 0 ; k) ! (S; n;`) be the local homomorphism of Ralgebra from R 0 = R X 1 ; : : : ; X r ] (m+(X1;:::;Xr)) ; given by 0 (X i ) = x i . For the rest of this proof we set F 0 = F( 0 ). The proof of the claim is divided into three parts. First we show that I (t) = t r , I 0 (t) = 1: >From (5.1) and (a) we obtain the three identities: I S (t) = I R (t)I (t); I S (t) = I R 0(t)I 0 (t), and I R 0 (t) = I R (t)I Q (t) where Q is the DG ber of R ! R 0 . As noted in (5.2) I Q (t) = I R 0(t), which is t r since R 0 is regular of dimension r. Thus, I (t) = I 0 (t)t r , as desired.
Next note that by (3.5) and (2. The equality follows by computing the orders of the series in (c), and the inequality is that of (a).
