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Abstract
Lower data rates for users with low channel quality, who may either be located 
further from the base station, or suffer high levels of shadowing, multi-path fad­
ing or inter-cell interference, is one of the main challenges in OFDMA based, 
multi-cell, wireless environments. The new flat architecture design for these net­
works provides new challenges and opportunities for coordination among the base 
stations. In these networks, the radio resource management functionalities are 
terminated in the base stations, which are directly interconnected through high 
speed, high capacity backhaul links. This thesis focuses on coordinated resource 
allocation, which takes advantage of the introduced backhaul links in the new 
architecture. The contributions of this thesis are summarised in the following.
First, a novel scheme for coordination in resource allocation for a cluster of neigh­
bouring base stations is proposed. By applying a simplified power allocation strat­
egy to the original optimisation problem, and based on the information shared 
among the neighbouring cells, the scheduling decisions are made locally and in­
dependently by each cell. The proposed scheme is implemented in a distributed 
manner, and allows a user with low channel quality to be served temporarily by 
an adjacent base station, which has a better channel quality to that user for that 
specific time instance. Information is exchanged only once during each scheduling 
epoch, which results in reduced overhead on the backhaul links. Simulation based 
performance analysis demonstrates an average of 30% improvement in spectral 
efficiency compared to scenarios with no coordination.
Next, a novel distributed, coordinated inter-cell frequency planning scheme is 
proposed. While the user differentiation is performed in the mobile station, the 
frequency planning is performed in a pre-defined interval and in a distributed 
manner by the base stations. In this scheme the available resources are allocated 
to different virtual schedulers, which in turn will perform scheduling for the users 
allocated to them based on the relative received signal strength. This simplifies 
the original, complex multi-cell resource allocation problem, into a single-cell 
resource allocation problem, which is solved by each virtual scheduler. Simulation 
based analysis shows that this scheme outperforms the static schemes in the 
literature by an average of 45%, and has a better perfomrance in terms of fairness.
Finally, base station coordination in a relay-enhanced, multi-cell environment is 
investigated. The problem is analytically solved using variable relaxation and 
Lagrangian dual method. A suboptimal, yet efficient collaborative resource al­
location scheme is proposed, in order to provide low complexity solutions for 
practical implementations. The key concept behind the proposed scheme is that 
a dynamic, collaborative frequency planning can take place in a longer time scale 
while the resource allocation is performed in a shorter time scale, allowing the sys­
tem to fully reap the benefits of multi user diversity and temporary ehannel con­
ditions. It is demonstrated that the proposed heuristic scheme outperforms the 
static schemes in terms of total system throughput by ten percent, and archives 
close performance to that of the optimal solution and maintains a good level of 
fairness among the users.
Key words: OFDMA, Radio Resource Management, Coordinated Resource Al­
location, Interference Coordination, Relay-enhanced Networks, Frequency Plan­
ning, Dynamic Interference Coordination.
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Chapter 1
Introduction
The introduction of faster technologies in eellular networks, has shifted their us­
age from a voice centric service, to combined voice, data and media services. The 
number of wireless network subscribers worldwide is almost approaching the num­
ber of people on earth, and it’s estimated to reach almost 7 billion by end 2014, 
which represents a penetration factor of 96 % [1]. Globally, the mobile-broadband 
penetration will reach 32% by the end of 2014, with 84% of the developed world 
inhabitants using these services [1], as depicted in Fig. 1.1. This trend, has gen­
erated a global demand for higher data rates, better quality of serviee, less delay, 
and more reliable communications. To meet this constantly rising challenge, most 
of the research today is focused on achieving higher capacity, closer to the sys­
tems upper bound capacity limit. This boundary has been constantly pushed by 
introducing different cellular technologies, starting with GSM as the first digital 
cellular technology for voice, and introduction of GPRS to carry data over wire­
less network; further introducing EDGE, UMTS, HSPA, LTE, LTE-A, and now 
targeting towards 5G communications.
In order to aehieve higher data rates, many different approaehes and strategies 
have been researched, and adopted; from changing the access technology, to sim-
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Figure 1.1: Active mobile-broadband subscriptions per 100 inhabitants [1]
plifying the architecture, by removing the base station controller nodes in the 
radio network, using multiple antennas, and multi-cell processing, introducing 
self organised networks, benefiting from cognitive radio, using coordination in 
resource allocation and interference mitigation. One of the objectives of all these 
strategies is achieving higher spectral efficiency, as the spectrum is the most scarce 
resource in the telecommunication landscape.
However, while trying to increase the spectral efhciency and achieved data rates, 
the technology needs to ensure a good quality of service/ experience for all the 
users. This proves hard to achieve for users located further from the base stations, 
or with degraded channel quality due to shadowing, fading, or interference.
1.1 M otivation  and O bjectives
Motivated by the need to support higher data rates in modern wireless access 
networks, especially for users located further from the base stations, on the cell- 
edgc areas, or in a dense network implementation scenarios, where interference 
received is very high, and the challenges and opportunities rising in coordinated
1.1. Motivation and Objectives
communications; the objectives of this dissertation can be summarised as follows:
• To investigate efficient base station (BS) coordination schemes, in order to 
improve the total system throughput by collaboratively serving the users 
who experience temporary channel degradations.
• To design a dynamic, coordinated frequency planning scheme, which works 
on a larger time scale; along with a shorter time scale scheduling scheme, 
among a cluster of base stations, in order to mitigate the inter-cell interfer­
ence, and improve the total throughput.
• To propose a novel BS coordinated, dynamic frequency planning and schedul­
ing scheme in relay-enhanced networks, where relays are used to extend 
coverage and capacity, and cannot directly communicate with each other.
Currently new access technologies are being investigated for next generation of 
wireless networks (5G), the schemes in this dissertation are mainly based on 
orthogonal frequency division multiple access (OFDMA) radio access networks. 
However, the concepts should still remain valid and acceptable under other access 
methods.
The main concept used throughout this work, is based on a flat radio network 
architecture, where base stations are connected to each other using high capacity 
backhaul finks. In real networks, the backhaul finks are limited by an upper 
bound capacity, and might also be prone to delays. In this thesis, while trying to 
keep the backhaul communications to a minimum, we have assumed that these 
connections are direct ones, with no bandwidth constraints.
Also, for relay-enhanced environments, we have assumed direct connection, and 
hence dedicated bandwidth for communication between the base station and the 
relay station.
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In our work, the major information that feeds into the resource allocation decision 
is the channel state information. The methods to generate and maintain channel 
state information are out of the scope of this thesis, and we have assumed that 
this information is readily available to be used by the network elements.
Finally, although one of the major research streams in telecommunications is the 
use of multiple antennas, in order to avoid further complexity, we have assumed 
a single antenna being used at any of the networks elements in our work, as this 
assumption does .
1.2 Sum m ary o f C ontributions
The main contributions of this dissertation can be summarised as follows:
Coordinated M ulti-cell Resource Allocation
The wireless channel quality might undergo high levels of variation due to 
small scale fading for short periods of time. While moving user completely 
to another cell might prove inefficient due to the imposed load on the sig­
naling; a coordinated collaboration among the base stations can prove to be 
the right answer in these situations. Where a user has a degraded channel 
condition to its serving BS, he might have a good channel to a neighboring 
BS. In this situation, through coordination, the neighboring BS will tem­
porarily serve the user, until the user’s channel condition to his serving BS 
improves.
• The original, complex resource allocation problem is simplified, and 
a collaborative scheme among a cluster of BSs is introduced, where 
simple mathematical calculation is used, and minimum information is 
shared among the BSs over the backhaul link.
1.2. Summary of Contributions
•  The scheduling decision is made locally and independently by each BS, 
and the information is exchanged only once during each scheduling 
epoch, which results in reduced overhead on the backhaul links.
•  Simulation-based performance analysis demonstrates effectiveness of 
the proposed collaborative resource allocation scheme among the neigh­
bouring base stations, particularly for the users located near the cell 
edges.
The research work carried out in this contribution has been published 
in [3-5]
Coordinated Frequency Planning and Scheduling
Inter-cell interference (ICI) is one the main limiting factors in achieving 
high data rates in multi-cell environments.
We propose a novel, distributed, yet coordinated scheme, that im­
proves the system throughput through implementation of unique vir­
tual schedulers that serve users via two or more cooperating BSs.
• We propose a user differentiation mechanism, which is performed in 
the mobile station in order to assist the virtual scheduler selection. 
We also propose a resource pooling scheme, which is performed in a 
pre-defined interval and in a distributed manner by the BSs, which 
dynamically allocates resources to different virtual schedulers. The 
proposed technique is based on a reuse factor of one for different 
categories of users; thus, it improves the overall spectrum utilisation 
by performing a dynamic frequency planning.
• Extensive simulation based performance analysis shows that the pro­
posed distributed coordination scheme outperforms the static schemes 
in the literature.
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The research work carried out in this contribution is currently a pend­
ing patent [6], and has contributed to a draft journal paper.
Coordinated Resource A llocation in Relay Enhanced Networks
Relay stations, are introduced into the radio access network architecture, 
in order to extend the coverage, and provide better coverage in the areas 
that experience high level of shadowing due to the environment structure.
• We present a new scheme, where dynamic, collaborative frequency 
planning takes place in a bigger time scale while the resource allo­
cation is performed in a shorter time scale, allowing the system to 
fully reap the benefits of multi user diversity and temporary channel 
conditions.
• The optimisation problem with overall system throughput maximi­
sation objective, is theoretically solved using variable relaxation and 
Lagrangian dual method.
• A suboptimal, yet efficient collaborative resource allocation scheme 
is proposed, in order to provide low complexity solutions for real­
time implementation. The performance analysis demonstrates that 
the proposed heuristic scheme outperforms the static schemes in terms 
of total system throughput, and achieves close performance to that of 
the optimal solution and maintains a good level of fairness among the 
users.
This research work is submitted as a journal paper for publication in JSAC, 
and is currently under review.
1.3. Thesis Outline
1.3 T hesis O utline
The remainder this dissertation consists of five chapters. In Chapter 2, the rel­
evant background knowledge for this work is presented. In particular, the back­
ground of modern cellular networks, and OFDMA is reviewed. We also review the 
related foundations of radio resource allocation, inter-cell interference mitigation 
schemes, and relay enhanced networks. In Chapter 3, a distributed, collaborative 
resource allocation for a multi-cell environment is investigated. The performance 
analysis of the proposed scheme is presented through simulation-based studies. 
A novel, coordinated scheduling scheme is introduced in Chapter 4, where vir­
tual schedulers that serve users via two or more cooperating BSs, collaborate in 
interference mitigation. In Chapter 5, we propose a structure for coordination 
in resource allocation, between the base stations and relay stations, in order to 
mitigate the effect of interference. Finally, Chapter 6 provides the summary and 
conclusion of the insights and findings acquired by the investigations presented in 
this thesis. Furthermore, some future work is suggested to cover the open issues 
related to coordinated radio resource allocation.
1.4 P ub lication s
The research carried out during this Ph.D. has resulted in the following publica­
tions:
• B. Jalili, M. Dianati, B. Evans, and K. Moessner, “Collaborative radio 
resource allocation for the downlink of multi-cell multi-carrier systems,” 
lE T  Communications^ vol. 7, no. 5, pp. 430-438, March 2013.
• B. Jalili, M. Dianati, and B. Evans, “Distributed Collaborative Radio Re­
source Allocation in the Downlink of OFDMA Systems,” in IEEE Vehicular 
Technology Conference (VTC Spring)., May 2011, pp. 1-5.
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•  B. Jalili, M. Mehta, M. Dianati, A. Karandikar, and B. Evans, “Interfer­
ence Evaluation for Distributed Collaborative Radio Resource Allocation 
in Downlink of LTE Systems,” in IEEE Vehicular Technology Conference, 
Sept 2012, pp. 1-5.
• B. Jalili, E. Katranaras, M. Dianati, ‘Multi-cell Cooperative Resource Al­
location for the Downlink of Dense Small Cell OFDMA Systems,” Pending 
Patent.
• B. Jalili, E. Katranaras, M. Dianati, and B. Evans, ‘Collaborative Radio Re­
source Management and Interference Coordination for Downlink of Multi- 
Cell, Relay-enhanced OFDMA Networks,” JSAC special issue on ’Recent 
Advances in Heterogeneous Cellular Networks’, Under review
• B. Jalili, E. Katranaras, M. Dianati, and B. Evans, ‘Interference Mitigation 
through Collaborative Distributed Resource Management for Downlink of 
OFDMA Networks,” Ready for submission, after patent has been success­
fully filed.
• B. Jalili, M. Dianati, ‘Application of Taboo Search and Genetic Algorithm 
in planning and optimisation of UMTS radio networks,” In Proceedings 
of the 6th International Wireless Communications and Mobile Computing 
Conference (IWCMC ’10).
Chapter 2
Background and State of the Art
The related background knowledge and the state of the art for the work presented 
in this thesis is provided in this chapter. First, an introduction to the modern 
cellular networks architecture evolution is presented; followed by an introduction 
to orthogonal frequency division multiplexing techniques. Next, the definitions 
and main research objectives of radio resource allocation in the literature are 
presented, along with the challenges raised from a multi-cell environment. This 
naturally leads to the discussions around inter-cell interference, and bench mark 
schemes in avoiding/ mitigating inter-cell interference and different approaches 
taken in the literature. Finally, different aspects of coordination/ collaboration 
through relay enhancement in the networks are presented.
2.1 N etw ork A rch itecture
The fast changes in the received signal quality, along with the fast growth of data 
applications that demand higher bit rates over the access network in wireless 
cellular systems, and bursty nature of the data traffic, introduces a new challenge 
in terms of radio resource allocation to the cellular networks. The response to this
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challenge requires an adaptive, dynamic and fast resource allocation strategy. Not 
only should this strategy take the instantaneous radio link quality into account, 
but also it should be capable of responding to the instantaneous packet arrivals. 
This motivates a general trend in the design of the radio access network (RAN) 
architecture for the more recent technologies like (long term evolution) LTE, 
and LTE-Advanced, where radio specific functionalities are terminated in the 
base stations. Thus, the proposed radio access network benefits a distributed 
architecture without a central radio resource control functionality. This evolution 
is depicted in Fig. 2.1.
In the new architecture, the Base station controllers (BSCs) in 2G or radio net­
work controllers (RNCs) in 3G systems, which functioned as a coordinating and 
controlling node among the base stations are removed from the network archi­
tecture, and their corresponding functionalities are moved to the base station , 
also known as e-NodeB (eNB), in order to reduce signaling and latency, provide 
better adaptation to the fast changes on the wireless channel, and to cater for 
easier network operation and maintenance [7]. Fig. 2.2 shows a simplified view.
2.2. Orthogonal Frequency division Multiplexing 11
Core Network
Backhaul Connection (x2) 
Core Connection (S1 )
Figure 2.2: LTE and LTE-A network architecture
and the new backhaul links that directly connect the e-nodeBs together.These 
links are introduced to connect the base stations so that they can exchange infor­
mation and collaborate/ coordinate in performing different functionalities, which 
were traditionally performed by BSC/RNC. The introduced backhaul links not 
only facilitates the communication of the base stations, but also recently there 
is an emerging trend in utilising these links in order to achieve gains associated 
with coordination and spatial diversity.
2.2 O rthogonal Frequency d ivision  M u ltip lex ­
ing
One of the main challenges in high speed data communications is the iter-symbol- 
interference (ISI). In order to overcome the effect of the ISI, the symbol duration 
needs to be much greater than the wireless channel delay spread [8], and this 
becomes more challenging in higher date rates, where the symbol duration be­
comes smaller. Besides, multipath fading is one of the main characteristics of any 
wireless communication channels. In order to combat ISI and multipath fading, 
multi-carrier communications were introduced. The main concept of multi-carrier
12 Chapter 2. Background and State o f the Art
communication is to divide the information before transmission, to multiple par­
allel streams of lower data rate, and to transmit them over many different chan­
nels. An Orthogonal Frequency Division Multiplexing (OFDM) system divides a 
wide frequency-selective chunk of spectrum, into narrower non-frequency-selective 
(flat) chunks of spectrum. This allows the transmission to take place in a lower 
data rate on a group of orthogonal subcarriers, with immunity against multipath 
fading.
Orthogonal Frequency Division Multiple Access (OFDMA), is a multiple access 
variant of OFDM, where multiple users can be can be served simultaneously on 
different resources in time and frequency domain. In OFDMA, the wideband 
channel is divided into a number of narrowband sub carriers. These narrowband 
subcarriers have a bandwidth much smaller than the coherence bandwidth of 
the channel, and hence we can assume flat fading on them, which results in 
approximately constant channel gain for each sub carrier. OFDMA is immune 
to frequency selective fading and inter symbol interference, and when used in. 
multiuser systems; it facilitates assigning different subcarriers to users at different 
times. In this context it provides a means for benefiting from various channel 
responses for different users at different time instances and hence one more degree 
of freedom to the resource allocation problem.
One subcarrier during one symbol duration, is the building block of the resource 
grid in OFDMA, and is called a resource element (RE). In modern cellular net­
works, like LTE and LTE-A, the REs are grouped to form the next larger units 
in time and in frequency. As shown in Fig. 2.3, seven adjacent REs in time are 
grouped together to build up to one 0.5 ms slot, and 12 adjacent subcarriers 
during one slot are grouped together to form the so-called resource block (RB). 
Scheduling and resource allocation in time domain in LTE, by standard, can only 
be done for two consecutive time slots, which are called a subframe, in LTE, a 
frame is composed of 10 subframes, which has a length of 10 ms. This means
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Figure 2.3: Resource grid and Resource Block (RB) [2]
that the smallest resource unit to be allocated is two RBs. This low granularity 
in resources in OFDMA facilitates higher degree of freedom in resource allocation 
for multiple access schemes. Specially due to the multicarrier concept, multiple 
access can be achieved both in time, and frequency domain, and bit allocation 
may be performed at a subcarrier level. As users might have better channel gains 
on some RBs, and lower channel gains on others due to fast fading, OFDMA 
facilitates exploiting multi-user diversity (MUD), by allowing transmission to the 
user with the best channel gain on any RB.
2.3 R adio R esource A llocation
The term radio resource management (RRM) in wireless systems, generally cov­
ers all the aspects related to assigning and sharing of the radio resources among 
different users in the system. The multiple access technology used, such as fre­
quency division multiple access (FDMA), time division multiple access (TDMA), 
or code division multiple access (CDMA), dehnes the type of the required re­
source control, the resource sharing strategy, and the resource allocation meth­
ods. The multiple access technology, also dictates the granularity in which radio 
resources like power, time slots, frequency bands/carriers, or codes are assigned
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and distributed among different users or elements. The RRM functionalities are 
distributed among different network elements of the radio access network. Radio 
resource allocation (RRA) is mainly referred to the techniques, which assign re­
sources to the users according to a certain optimality criterion. This assignment 
is usually directly based on or related to the experienced channel quality by the 
user, and mainly involves the allocation of a subset of the available radio resources 
such as subcarrier and power to each user. Sub carrier allocation techniques dis­
tribute the available OFDMA subcarriers or RBs, among the users in the system, 
trying to exploit the benefits of channel and multiuser diversity. Power allocation 
techniques, on the other hand focus on allocating power to different sub carriers, 
or resource blocks.
2.3.1 General Radio Resource A llocation Problem
Resource allocation for the downlink of single-cell, multi-carrier systems has 
been extensively studied in recent years [9-13]. The challenge is usually rep­
resented as an optimisation problem, where the objective is to maximise the 
overall cell throughput, subject to some constraints such as fairness and trans­
mission power [14-17]. Alternatively, the problem can be transformed into a 
utility maximisation problem. Utility function is used to quantify the level of 
user satisfaction, or the quality of user experience rather than system-centric 
metrics like throughput and outage probability. It maps the network resources 
used by users, into a number that shows the user satisfaction, which is usually a 
function of achieved data rate [18].
In general, most resource allocation problems can be presented as a mathematical 
optimisation problem. These optimisation problems are identified by an objective 
function, in order to quantify the target that the optimisation tries to achieve. 
The objective function needs to be maximised or minimised based on the nature
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of the parameter being optimised. Usually the objective needs to be maximised 
if it presents throughput or rate in the system, and minimised if it represents 
the power consumption. A set of system constraints, such as subacarrier/ power 
allocation constraint, quality of service (QoS) criteria, or fairness requirements 
complete the optimisation problem.
So the general form of radio resource allocation problem can be defined as either:
max Rxotai (2.1)
PkyTi
or
min PTotai (2.2)
Çk,n Pk,n
Subject to :
C l : 4>k,n E {0,1} \fk ,n  (2.3)
K
C2 : ^  (/)k,n =  1 Vn (2.4)
fc=i
C3 : Pk,n > 0  y k ,n  (2.5)
K  N
G 4  : (/)k,nPk,n <  P b s  ( 2 . 6 )
fe=l n = l
C5 : Other Constraints (2.7)
Here (/)k,n E {0,1} is defined as allocation variable for user k on resource block 
n, i.e. <pk,n =  1 if resource block n is assigned to user k, otherwise 4>k,n =  0, and 
Pfc,n is the power allocated to user k on RB n. Constraints C l and C2 deal with 
RB allocation and make sure that each RB is exclusively assigned to only one 
user. Constraint C4 is valid for scenarios with a total power constraint, where 
the maximum available power at the base station is Pb s - C5 can be adjusted 
according to the objective function. For instance, fairness constraints can be 
used in problems where rate maximisation is considered.
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Many different classes of algorithms have considered different objectives along 
with different set of constraints, and various optimisation techniques have been 
used in order to solve these problems. However due to the complex nature of the 
problem in hand, the computational complexity tends to be very high and hence 
these solutions are not practical in real time situations. This leads to suggestion of 
sub-optimal algorithms which either make some simplifying assumptions, which 
make the original problem easier to solve, or , break the original problem into a 
number of solvable problems.
The approaches are categorised as system-centric, the main objective of which 
is defined in terms of optimising system centric measures like rate and power. 
However, there is another way of defining the objective function for the resource 
allocation problem. If the objective function of the resource allocation problem is 
defined from users’ perspective, that is, trying to maximise the user’s satisfaction, 
this metric will be known as application-centric, and is defined as a utility func­
tion. In system-centric applications, depending on the defined objective functions 
there are two distinct categories in radio resource allocation for OFDMA known 
as rate adaptive and margin adaptive. In rate adaptive problems, the objective 
function is defined as to maximise the total system throughput where constraints 
are held on total transmit power, where as in margin adaptive problems the main 
objective is to minimise the transmit power consumption, while the constraints 
are on user minimum rate and QoS requirements.
In this thesis, we take a system centric rate adaptation approach in address­
ing the resource allocation problem, and use fairness as a constraint in problem 
formulation.
2.4. Radio Resource Allocation Problem in Multi-cell systems 17
Fairness
Fairness and throughput maximisation are often used as the two main perfor­
mance measures in analysing and comparing the performance of different resource 
allocation schemes in many domains [19]. Fairness metrics are used in wireless 
networks as a measure to determine if users are receiving a fair share of system 
resources. Different general purpose fairness indexes have been frequently used 
to measure fairness of different resource allocation schemes, and the following are 
most widely used [20] :
Ija„e = y ^ S h A  (2.9)
_  m in{xj}
m ax{xi}
where X{, n, and x  represent the allocated resources to user i, the total number 
of users, and the average allocated resource, respectively.
2.4 R adio R esource A llocation  P rob lem  in M u lti­
cell system s
In practical settings, the transmitted signal exponentially degrades with the dis­
tance from the transmitter, thus, in order to provide wireless coverage in a large 
area, more than one transmitter will be required. This, leads to the introduction 
of multi-cell systems, where BSs are located on a grid in order to serve the users 
spread over a large geographical area. This introduces further challenges for radio
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resource allocation for multi-cell environments. The main challenge in a multi-cell 
environment is inter-cell interference (ICI) as we will see in the next section. At 
the same time, having more than one BS in the system, provides an opportunity 
for the BSs to coordinate and cooperate in resource allocation activities. This 
coordination opportunity among the BSs is the main focus of this dissertation, 
and new innovative ways to use this opportunities will be discussed in the next 
three chapters.
The resource allocation in a multi-cell environment can be performed either in a 
centralised or a distributed manner. In centralised resource allocation, a control 
unit collects all the channel state information of all the users, and performs re­
source allocation. However, in order to reduce the complexity of implementation, 
distributed and semi-distributed resource allocation schemes are suggested in lit­
erature. A semi-distributed approach is presented in [21], where radio resource 
management for a group of BSs controlled by one RNC is split between the RNC 
and the BS. This scheme is classified as a semi-distributed approach in the sense 
that RNCs are used in the architecture. As another example, [22] obtains partial 
interference coordination through use of Fractional Frequency Reuse (See Section
2.5, and Fig. 2.4) scheme at the cell edges, and performs the resource allocation 
by each cell individually.
Other studies aim at performing resource allocation in a totally distributed man­
ner. [23] proposes a distributed power allocation and scheduling scheme. In this 
scheme, where local information is used to calculate the capacity increase when a 
specific cell is on. Subsequently by comparing each cell’s contribution to capacity 
to the system capacity and the interference degradation it causes it is decided 
weather to keep that cell on or turn it totally off.
Considering the fact that resource allocation problem in itself is a complex prob­
lem to address, and that it gets even more complex to solve in a multi-cell envi­
ronment, different approaches are proposed to solve this problem. Some studies
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like [24] try to benefit from the concepts in other areas, and suggest use of self­
organisation concepts for cooperation or propose use of a graphic framework [25]. 
Other works, [26] for instance, formulate the fractional frequency reuse scheme, 
and as this proves hard to implement, the authors propose a frequency reuse 
scheme and prove that the scheme is asymptotically optimal. [27] proposes to 
perform the scheduling and power allocation scheme, with two different time- 
scales; one for the RNC and one for the BS, in a typical 3G system, where an 
iterative scheduling and power allocation scheme is employed to maximise the 
weighted sum rate. [28] extends the previous work by considering the bandwidth 
constraint of the back-haul links as one of the constraints of the optimisation 
problem. Papers like [29], propose a multi-stage approach for resource allocation, 
where a resource allocator performs power allocation, and by exchanging this 
information with the neighbouring cells, it then re-adjusts the allocated powers 
iteratively.
2.5 Inter-cell Interference
Inter-cell interference is major problem in achieving higher capacity and spec­
tral efficiency in modern cellular networks, and can cause an upper bound to the 
system performance. On the other hand, in order to achieve the required high 
data rates envisaged for beyond 3G networks, dense frequency reuse is desired, 
which will in turn increase inter-cell interference. Therefore using advanced inter­
ference mitigation techniques in these networks plays a significant role in better 
network performance. Interference mitigation is currently widely investigated by 
the research community and different standardisation bodies. These techniques 
are classified into three major categories of interference randomisation [30], in­
terference cancellation [31], and interference avoidance [32]. Interference ran­
domisation (also known as interference averaging) is achieved through frequency
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hopping, where each users accesses a range of channels instead of a few preset 
channels in a predefined pattern, so that the interference effect is averaged out 
for all the users. Interference cancellation is achieved using receiver signal pro­
cessing, where interference is estimated and then subtracted from the received 
signal. Finally, interference avoidance (also known as interference coordination) 
is based on finding an optimal reuse factor by imposing restrictions on resource 
usage like frequency partitioning and power allocations [33], [34], [7].
Two possible approaches are envisaged for inter-cell interference coordination: 
static or dynamic coordination. In order to avoid interference in the static co­
ordination, pre-planned, orthogonal frequency allocations are used among the 
neighbouring cells. These schemes operate based on a long time scale, and are not 
subject to frequent changes, and hence, not able to keep up with the constantly 
changing environment of the cellular networks. In dynamic approach, interfer­
ence is avoided by dynamically maintaining the orthogonality of the resources 
allocated among the neighbouring cells during radio resource allocation process. 
Dynamic coordination schemes are designed for short time scales, and can adap­
tively respond to network changes, however, they are less scalable compared to 
static schemes, as they require cooperation and cause heavy signalling [35].
Although a combination of these approaches is more likely to be used in the 
future systems, the interference avoidance /  coordination schemes have been 
studied most widely, and in some cases incorporated by the industry. Coop­
erative resource allocation is broadly known under the current name of Inter-cell- 
Interference-Coordination (ICIC). ICIC was introduced in Release-9/10 of the 
3GPP LTE standards. IGIG mechanisms can be characterised by the frequency 
of decisions that are made by the Base Stations. Based on this categorisation, 
three distinct levels of ICIC can be identified: Static, Semi-Static and Dynamic 
ICIC. In static ICIC, the resource allocation is fixed and does not depend on the 
variations of channel and traffic, whereas in dynamic schemes, resource allocation
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is adaptive based on the traffic changes across different areas in a cell. Dynamic, 
adaptive approaches have been also introduced as part of 3GPP work packages 
to improve the performance of the static schemes and at the same time address 
high level of signaling required for dynamic schemes [36-38]. As a result, from 
Release-10 onwards enhanced- ICIC (elCIC) work was started. Time domain 
elCIC and autonomous HeNB power setting were discussed in Rel-10, and more 
advanced techniques are being considered for beyond Rel-10.
S ta tic  and  Sem i-S tatic  Schemes
The traditional method for performing inter-cell interference coordination is through 
clustering technique, known as integer frequency reuse [39]. In this scheme, the 
available bandwidth is divided into an integer number of sub-bands, and each sub­
band is used in a different neighbouring cell. In this way, the distance between 
two same frequencies will be maximised. A classical case of integer frequency
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reuse is frequency reuse-3, where 3 orthogonal sub-bands are allocated to the 3 
neighbouring cells, as shown in Fig. 2.4.Ü. Although reuse-3 reduces the inter­
ference experienced by the cell-edge users, it also reduces the system throughput 
as the available resources are divided and under-utilised. On the other hand,as 
shown in Fig. 2.4.i. integer frequency reuse of 1 is more optimal in terms of sys­
tem capacity, however it maximises the ICI and has a poor performance in the 
cell edge area. Integer frequency reuse techniques render inefficient for the future 
systems, which need to support different high data rate applications. To solve 
these problems fractional frequency reuse (FFR) schemes have been proposed 
for conventional macro-cellular deployments, where users can be categorised into 
inner-cell and cell-edge users. In these schemes, inner-cell users benefit from a 
frequency reuse of 1, while cell-edge users use a reuse factor greater than 1, as 
shown in Fig. 2.4.iii, and iv. The FFR schemes provide better results as the 
users in the center of a cell go through a lower path loss, so they are more robust 
against interference, and can still perform well under higher reuse factors, com­
pared to the cell-edge users, who are subject to higher path loss and higher levels 
of interference [40]. So, by using different reuse factors for users in the centre of 
the cell and the cell-edge areas, performance is improved. A number of different 
variations to FFR schemes are presented in [41-45]. In a network with 3 sectors 
per base station (BS), a common example of using FFR, involves combination of 
reuse-1 in the cell-centre and reuse-3 cell-edge area. The effective reuse factor, is 
determined by the way the total available bandwidth is divided into the cell-edge 
and cell-centre sub-bands. Besides, it is common practice that the sub-bands 
used for cell-edge users, are allocated with a higher power budget. There are two 
benchmark variations to the FFR in the literature, i.e. partial frequency reuse 
(FFR) [46], and soft frequency reuse (SFR) [47]. FFR The major issue in static 
and semi-static ICIC techniques is their failure to adapt into the fast changes in 
operating environment. Therefore, providing better data rates for cell-edge users 
by adopting these approaches would severely penalise the overall performance of
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the system.
Dynam ic Schemes
Radio resource allocations in single-cell environments has been extensively stud­
ied [48-54]. However, in practical settings, the challenge is to perform radio 
resource allocation for multi-cell environments. The resource allocation can be 
performed either in a centralised or a distributed manner. In centralised resource 
allocation, a control unit collects all the channel state information of all the users, 
and performs resource allocation. However, in order to reduce the complexity of 
implementation, distributed resource allocation schemes are suggested in litera­
ture [55,56]. In the recent years, the X2 interface was designed and added to 
the LTE Release 8 standard. The X2 interface provides the means for different 
BSs to communicate and exchange information internally among them, hence it 
can be used to exchange information and perform interference avoidance coop­
eratively and dynamically among the cells. In dynamic ICIC schemes, resources 
are allocated in a dynamic manner by BSs, without prior frequency planning 
where different factors like cell load, number of users, traffic distributions, users 
locations, past user rates, current channel gains and QoS constraints are taken 
into account for a multi-cell environment. These schemes can exploit the channel 
variations in order to best avoid the interference among the neighbouring cells. 
Exploiting the dynamic changes in the channel conditions, a few works in the 
literature have addressed dynamic coordination schemes [32, 57-64] in order to 
effectively avoid the interference in the system. These schemes can exploit the 
channel variations in order to best avoid the interference among the neighbouring 
cells. A straight forward scenario is used in [57], where inter-cell coordination is 
achieved through using one of the four predefined patterns, with different de­
grees of bandwidth partitioning. In [58], the available bandwidth is divided into 
super-groups and regular groups, which is aimed to be used in cells and sectors re­
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spectively. Although this scheme achieves higher overall system throughput, this 
is achieved at the expense of lower throughput for the cell-edge users, compared 
to FFR schemes. [59] introduces a dynamic scheme, where predefined bands are 
allocated to cell-edge and inner-cell areas, yet in case of high traffic load in the 
cell-edge area, by comparing RBs reserved for the cell-edge area of a specific BS 
with that of the neighbouring BSs, some RBs that will minimise the interference 
can be borrowed from the neighbouring cells. [60] uses the same principle of bor­
rowing, however the borrowing takes place between the inner-cell and cell-edge 
of the same cell, rather than to 2 different cells. Some works like [62] use a game 
theoretic approach, where each BS tries to minimises its own perceived interfer­
ence. Interference coordination and avoidance using graph based approaches are 
studied in [32,63,64].
2.6 B ench  M ark ICI A voidance Schem es
Integer Frequency Reuse
In these schemes reuse factor is an integer number and usually no specific power 
allocation strategy is envisaged in these schemes. If the whole available bandwidth 
is used in each neighbouring cell, with no specific power allocation, the scheme will 
be known as reuse-1, where the interference will be maximum in the system. On 
the other side of the spectrum, lies the reuse-3 scheme, where the total available 
bandwidth is divided to 3 different sub-bands, each of which, will be used in one 
of the 3 neighbouring BSs. In this case, the interference will be minimised, but at 
the expense of under-utilising the valuable, limited available bandwidth. Fig. 2.4. 
i and ii, show the reuse-1 and reuse-3 schemes respectively.
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Soft F requency R euse
This scheme is from the category of fractional frequency reuse schemes. In general 
in FFR schemes, the cell-edge area from two adjacent neighbouring cell should 
not be sharing the same band of the available bandwidth, which will result in 
a lower inter-cell interference. The drawback is that this policy will cause the 
valuable available spectrum to be under-utilised. It is called soft reuse, as the 
effective reuse factor of the scheme is achieved by the way the power allowance is 
dedicated for the frequency sub-band used in the inner-cell or cell-edge area. As 
shown in Fig. 2.4. iii, in SFR scheme, the cell is divided into two distinct areas of 
the inner-cell and cell-edge. The available bandwidth for each cell is also divided 
to two distinct sub-bands, a larger part for the inner-cell area, and a smaller part 
for the cell-edge area. In terms of power allocation strategy, a higher power is 
envisaged to serve the cell-edge area users, who undergo bigger path loss and 
have less SINR, where a lower power budget is reserved for inner-cell area users. 
This pattern rotates in the neighbouring cells, where the cell-edge sub-band of 
one cell, can be used in the inner-cell area of the neighboring cell.
P a r tia l F requency  R euse
This scheme was first introduced in [65]. The PFR uses the same concept as the 
SFR in terms of frequency planning, however, in this scheme the effective rense is 
always greater than one. Fig. 2.4. iv. illustrates the concept of the PFR scheme. 
In terms of frequency planning, the total bandwidth is divided to two parts for 
the inner-cell and cell-edge users. While the portion of bandwidth reserved for 
the inner-cell users is used at the inner-cell area of all the neighbouring cells, the 
remaining part, is divided into 3 orthogonal sub-bands. Each of the three neigh­
bouring BSs will by statically allocated with one of the cell-edge bands. In this 
way there will be no interference on the cell-edge area of the three neighbouring
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cells. As for the power allocation, in order to give the disadvantaged cell edge 
users better chance of achieving better rates, higher levels of power are used for 
the cell-edge bands, compared to inner-cell bands. In terms of reuse factor cal­
culations; if the total available bandwidth is presented with B  and the inner-cell 
area sub-band with Bi and the cell-edge area with B 2 , then Bi will be used in 
all the inner-cell areas, with a reuse factor of 1, and B 2 is divided to three same 
size sub-bands, which will be used on the cell-edge area, with a reuse factor of 3.
2.7 R elay E nhanced N etw orks
In order to achieve high data rate requirements in modern cellular networks, 
the first standardization release of 3GPP, Rel 10 incorporated LTE-Advanced 
recommended technologies. A variety of enhancements have been integrated into 
this release, by adding some completely new technologies like relay stations (RS), 
heterogeneous network (HetNet) deployments and carrier aggregation (CA). Out 
of these technologies, coordination methods in resource allocation between the BS 
and the RS fit well with in the scope of this dissertation, and a quick introduction 
is provided herein. Relays are mainly deployed, in order to extend the coverage 
in various locations, such as the cell-edge areas, areas that suffer high levels of 
shadowing, coverage holes, or areas where fixed line back bone connection to core 
network is not possible due to terrain properties. A simple scenario is depicted 
in Fig. 2.5.
There are three possible strategies for implementing relays in the network: amplify- 
and-forward (AF), decode-and-forward (DF), and compress-and-forward (CF). 
In AF, the received information is only amplified and retransmitted, making the 
relay functionality fairly simple, the disadvantage is that, this will amplify the re­
ceived noise at the same time. In DF, the received information is decoded before 
it is retransmitted. The advantage is that the noise will be suppressed, however
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the disadvantage is that an error in decoding and re-encoding, will make the final 
received copy of the information unreliable. Finally in CF, if the channel quality 
between the source and the relay is poor, the relay can compress the information 
and then forward t to the destination. In this thesis, the focus will be on DF 
as the relays are assumed to decode and reschedule the packets towards the end 
users. In terms of resource allocation capabilities, two main types of RSs are 
envisaged in literature, based on their capability on managing radio resources. 
In some works, such as [66,67], the RSs are only capable of simply forwarding 
the messages and not able to perform buffering or scheduling. In that case, the 
message received from the BS, is immediately forwarded to the receiving users 
by the RS in the next subframe. However, this operation leads to reduced per­
formance since, as the effective achievable data rate of the two-hop relay link is 
limited by the links with the worst performance. At the same time, this type 
of RSs do not take into account the queue lengths present at the BS and/or 
the RS. As an alternative, other works such as [68,69] assume RSs capable of 
buffering and scheduling. [69] proposes a joint power and radio resource alloca­
tion scheme in a multi-cell environment with multiple RSs being able to allocate 
and schedule resource themselves. The proposed scheme uses known channel 
state information, and in channels with a continuous fading, it needs to discretise 
the channel, which leads to performance degradation. In terms of how RRM is 
performed, a centralised [70,71] or a distributed [72,73] approach is considered. 
A comparison of the centralised and distributed performance and trade offs is 
presented in [74]. [70] considers a centralised, multi-cell network, using six fixed 
relays per BS. The scheme aims at using the sub carriers efficiently by implement­
ing opportunistic spatial reuse within the same cell. The group of subcarriers, 
which is used in a BS - RS link can be reused after 180® angular spacing, but 
in a RS - user link. This approach is probably one of the first ones to employ 
spatial reuse in a multi-cell environment, although, with largely oversimplified 
model. [71] proposes the idea of putting users into groups based on their loca-
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Figure 2.5: A general Relay enhanced network
tions, which simplifies the problem by decoupling the routing procedure from the 
resource allocation problem. Centralised resource allocation schemes can lead to 
high volumes of signaling overhead in relay enhanced networks, which will in turn 
increase the complexity of the proposed schemes. To address these issues, recent 
studies like [72] propose distributed schemes, where no central controlling node 
is envisaged in the architecture. Instead, the nodes coordinated with each other 
through exchange of limited information. [73], considers combining cognitive ra­
dio capabilities, where relays sense the free spectrum, and use it to transmit data 
to the users served by them.
Resource management for relay-enhanced networks has been further investigated 
in literature recently to evaluate various performance metrics. In [6], a general 
overview of the RRM issues in such networks is provided and the most prominent 
relevant studies are discussed. [75] proposes a centralised RRM algorithm, ensur­
ing fairness, with minimal impact on user throughput. In this work, the notion of 
demand is defined as the product of achievable rate and the queue length, which 
represents the buffered data to be transmitted to the user, and the optimisation 
is based on the demand parameter, rather than the users’ rate. Hence the queue 
length is also formulated as a factor in optimisation problem. Fairness is also the 
main focus in [76]. The draw back in this work is the high level of required channel
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information feed back, in order to calculate proportional fair metrics. The authors 
in [77] try to address the high level of feedback required in [76], by proposing a 
new scheme, where channel qualities experienced by different users served by BS, 
or RS are used in resource allocation, and RS buffer status for individual users 
served by the RS are used as a fairness index. The authors in [78] investigate 
resource allocation for cooperative relays, which act as micro BSs and can either 
serve the user independently or cooperatively with the BS. [72], simplifies the 
complexity of central resource allocation by aggregating the users served by the 
RS node and representing them as a user with more demand. Then resources 
are allocated to all users attached to the BS, including the user representing the 
RS node. The RS then independently performs scheduling for the users attached 
to it, based on the resources allocated to it by the BS in the first phase. [79] 
investigates relay selection and resource allocation problem in the uplink, as a 
joint optimisation problem, with the objective of maximising system throughput, 
using a low level dual decomposition and subgradient method. [80] introduces a 
simple self-organising rule, which tries to minimise the power, and enables the 
distributed network to converge into an efficient resource reuse pattern. It then 
proposes the use of two different autonomous and coordinated resource allocation 
algorithms.
2.8 Sum m ary
In this chapter we presented the background knowledge, and the state of the art 
on the topics presented in this thesis. We started by briefiy discussing the modern 
network architectures, moved to multiple access schemes, and the challenges and 
opportunities raised from resource allocation problem in such environments. We 
then looked at the inter-cell interference mitigation techniques in a multi-cell 
environment, and finally discussed the literature around enhancing the network
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coverage by using relay stations.
Chapter 3
Collaborative Multi-cell Resource 
Allocation
Collaboration among neighboring base stations for the downlink of multicarrier 
cellular networks, in the absence of a centralised control unit, is a defining charac­
teristic of 4G networks. We propose a novel scheme for collaboration in resource 
allocation among a cluster of three neighbouring base stations. In this scheme, 
the results of an initial calculation are shared among neighbouring cells, then 
the scheduling decision is made locally and independently by each cell. This 
scheme does not require complex and iterative calculation. The information is 
exchanged only once during each 1ms transitional time interval (TTI) defined 
in 4G standards, which results in reduced overhead on the backhaul links. The 
scheme is implemented in a distributed manner. Simulation based performance 
analysis demonstrates effectiveness of the proposed collaborative resource allo­
cation scheme among the neighboring base stations for multi-carrier systems, 
particularly for the users located near the cell edges.
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3.1 In troduction
As a result of adding direct backhaul links among the base stations, the ex­
isting coordinated/collaborative radio resource allocation schemes, that can sig­
nificantly improve spectrum utilisation [9-13], may not be directly deployed in 
modern networks. The overall level of complexity leads to solutions that use col­
laborative / coordinated resource allocation (RA) in a distributed manner. Such 
techniques have to be implemented in a network with a multi-carrier access tech­
nology that has been adopted by the majority of modern networks. In addition, 
opportunistic resource allocation concept is desirable in order to further improve 
spectrum utilisation by harvesting multi-user diversity gain. These specifications 
define a non-trivial, distributed resource allocation problem in the four dimen­
sions of time, frequency, power and space, which is the scope of this chapter.
In this chapter, we consider the problem of resource block allocation for the 
downlink of a multi-carrier system such as OFDMA, and propose a collaboration 
scheme, that benefits not only from the BS diversity gain, but also from collab­
oration among the three most interfering sector antennas of the three adjacent 
base stations in the cell edge area. In addition, resource allocation is performed in 
a way that inter-cell interference in this area is avoided. The network we consider 
has a fiat architecture, i.e., there are no controlling entities; instead, the base 
stations are connected to each other via high speed backhaul links. Resource 
block allocation is performed locally in each BS. In the proposed scheme, the 
collaborating sectors communicate and perform scheduling in a distributed and 
collaborative manner. Exploiting the benefits of spatial diversity, each user is 
temporarily served by the BS which has the best channel towards it. The pro­
posed scheme does not require iterative resource allocation, and only two vectors 
of information are exchanged in each scheduling epoch. This contributes to keep­
ing the required information exchange to minimum. In our work, proportional
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fair scheduling is adopted as the core of the scheme. However, the scheme can be 
extended to other scheduling techniques. System level simulation results demon­
strate that the proposed scheme can improve system performance in terms of 
spectrum utilisation, while maintaining a good level of fairness among the users.
The rest of this chapter is organised as follows. System model and basic assump­
tions are discussed in Section 3.2 . In Section 3.3 first the optimisation problem is 
formulated, followed by the proposed distributed collaborative scheduling scheme 
Simulation results are presented in Section 3.4. Finally a brief summary is pre­
sented in Section 3.5.
3.2 S ystem  M odel
We consider the downlink of an OFDMA system, with M  base stations. The 
BSs are connected to each other via high speed, high capacity backhaul links as 
shown in Fig. 3.1. Each BS uses a 3-sector antenna (SA) located at the centre 
of it, and each cluster of collaborating base stations is built by the three most 
interfering SAs. These SAs belonging to three adjacent base stations are indexed 
with m G {1,2,3}. This system model and cell orientation is mainly chosen 
as it provides a comparison ground with other works, besides this structure can 
better simulate dense reuse scenarios, and also provides good macro diversity 
gains. However this causes higher levels of interference in the simulations, which 
we try to address using our proposed scheme. We are mainly interested in the 
users located on the cell-edge area, so that the corresponding BSs collaborate in 
resource allocation and scheduling as shown in the shaded area in Fig. 3.1.
In LTE, resource blocks are made by grouping 12 adjacent subcarriers together. 
Each RB has a bandwidth of 15 kHz. There are a total of K  users, and N  RBs 
in each cell. We index the users with k G /C =  ( 1 ,2 , . . . ,A"} and RBs with 
n e A f = { 1 , 2 , . . . , N }. A saturated case is considered, where users always have
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Figure 3.1; Network model
backlogged traffic. The channel gain values for each user on each RB is available at 
the corresponding BS. In a conventional scenario without collaboration, each BS 
receives the incoming traffic destined to its users through the core network, and 
independently performs resource allocation. However, in the proposed scheme, 
as it will be explained in Section 3.3.3, the core network uses the backhaul links 
to direct the traffic to the cell on the collaborating BS, which will temporarily 
serve a specific user. We are mainly interested in resource allocation for the users 
located on these cell edges, as this is where BS diversity gain will be maximum.
3.3 D istr ib u ted  C ollaborative Scheduling Schem e
In this section, first the multi-cell resource allocation is formulated as an opti­
misation problem in 3.3.1. Subsequently, two heuristic schemes are proposed in 
order to provide a feasible solution to the resource allocation problem. Then, in 
3.3.2 a scheme for collaborative, distributed resource allocation among a cluster 
of three neighboring base stations is proposed, where the first subsection intro­
duces a scheme for sharing the information among the collaborating base stations.
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followed by explanation of the heuristic schemes used in resource allocation. The 
practical aspects of communication with core network and information exchange 
is discussed in 3.3.3. Complexity analysis is performed in 3.3.4 , and finally in
3.3.5, we discuss the multi-user diversity gain.
3.3.1 Problem  Formulation
The objective in the long term is to maximise throughput, while satisfying the 
fairness constraints among the neighbouring base stations. Let € {0,1} be 
the allocation variable. Then =  1 if RB n is assigned to user A:, otherwise 
— 0- Signal to noise ratio (SNR) for user k on RB n in cell m  is defined:
(m ) (m )
o / y z ? M  _  ak,n  _  {m) Mrn) / n
o i y  ri^^n N qB  Pk,nPk^n'> \  /
where is the channel gain from BS m  to user k on RB n. is the transmit 
power allocated to user k on RB n by the base station m. N q is the noise spectral 
density and B  is the bandwidth allocated to the resource block. (3 is defined as
the received SINR of user k on resource block n in BS m  with unity power:
Ptn = (3-2)
For the purpose of analysing the performance of resource allocation scheme only, 
we assume that the physical layer modulation and coding can achieve Shannon’s 
normalised capacity given by:
=  (3.3)
This is a useful and safe simplification of the physical layer, as we aim to com­
pare the performance of radio resource allocation schemes, not the physical layer 
schemes. The total transmission rate to user k at each scheduling epoch equals
N
= (3.4)
n = l
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Here we do not consider simultaneous transmission from multiple sector antennas 
to a single user. So, only one copy of the data is sent to the receiver via the serving 
base station. Thus, the total instantaneous throughput for sector antenna m  is
K  N
Rm = *092(1 (3 5)
fc=l n = l
It has been shown that opportunistic scheduling, where scheduling decisions are 
made based on the quality of channels for different users, is a throughput optimal 
resource allocation scheme [81]. However, opportunistic scheduling tends to be 
an unfair resource allocation schemes whenever there are significant discrepan­
cies among the average quality of channels for different users. To overcome the 
problem of unfairness; opportunistic fair scheduling schemes have been proposed. 
Hence, we adopt an opportunistic scheduling scheme with a balancing mechanism 
to improve fairness among the users. The scheduling is performed by dividing the 
users’ achievable rate in the current transmission to users’ average throughput 
in the past. If the normalised average throughput of users are not equal, the 
scheduling scheme will give higher priority to users with relatively lower average 
rates. Using a moving average calculator from [16], the instantaneous average 
rate for user k in all three sectors is updated in each scheduling epoch as follows
^k{^) = ~  — ^) A — Rk{t), (3.6)
where Tc is a time constant for the moving average calculator, and Rk{t) is the
kih. user’s achievable rate on all RBs in time t, which can be calculated using 
(3.5).
The problem is defined as a rate maximisation problem with the objective func-
M  K  N
max ^  ^  T !  4%' '% ( !  +  (3-7)
Subject to
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M  K  N
(3.8)
m —l k = l n = l
1 2 4 % ' =  1 Vn (3.9)
k = l
Vn,fc (3.10)
P b s  in (3.8) is total available power. (3.9) assumes exclusive allocation of each 
RB to one user only. The problem in (3.7) is an NP-hard optimisation problem 
that can not be solved using conventional techniques. As the scheduling needs 
to be performed almost in real time, highly resource demanding computational 
schemes can not be used. On the other hand, in order to be able to solve the 
problem within one scheduling epoch, the complexity of the problem needs to 
be reduced by some reasonable simplifications. Thus, some simplifications and 
heuristic approaches are required for practical reasons, and in order to provide a 
suboptimal solution. These are presented in the following.
Equal Power A llocation
The complex solution to the problem (3.7) is to find the optimal RB and power 
allocation. We separate these two components and provide the suboptimal so­
lution to the power allocation problem by equally dividing the available power 
allocation among RBs:
(3.11)
In order to satisfy the constraint in (3.9), the scheduler only transmits to the user 
with the best channel gain on each RB. Equal power allocation, and exclusive 
RB allocation, can reasonably simplify the problem. So the problem in (3.7) can 
be reduced to:
M  K  N
4 ™' *052(1 + ( 3 . 1 2 )
m = l  k = l  n = l
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Here, the optimisation parameter is , and is computed in each scheduling 
epoch using
t h t ) = (1  -  - 1 ) + ( 3 . 1 3 )
Serial RB Selection and W ater-Filling
This approach aims to simplify the resource allocation problem by separating 
user selection and power allocation problems. First, the user to be served on 
each RB in each BS is selected, and then power allocation is performed using 
water-filling [8].
In order to select the best user-BS-RB combination, a ‘‘selection coefficient” 
d^f^{t) needs to be defined. However the challenge here is that the achievable 
rate on each RB by each user cannot be calculated, as the power allocation is 
performed after user selection, and to satisfy some level of fairness, user selection
should take the achieved past rates into account. This problem then again be­
comes a complex optimisation problem that needs recursive calculation of rate, 
water-filling until the optimal solution is found.
To overcome this and to follow the same approach used for equal power allocation 
scheme in (3.13) , we define (A) and ^{t — 1) as:
« £ ( * ) = /5lTn(i)/si:’(t) (3.14)
y(t — 1) =  Rk{t — l)/Ro (3.15)
where:
and
(1) -  (1 -  ÿ-)7(l -  1) +  ÿr9i™'(l). (3.17)
R q is defined as a base rate and can take any value depending on the problem 
formulation. In our simulations we use the value 1 bps for it. Here our objective is
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to implement some level of fairness by taking past rates, and the current channel 
conditions for the user into account. This above formulation and simplification 
helps us achieve some level of fairness, and at the same time avoid complex 
recursive power allocation algorithms.
In this approach, the best user k* to be served by cell m* on each RB is:
k*,m* = argmax Vn. (3.18)
k,m  ’
Having identified the set of user-BS-RB combinations, the water-filling power 
allocation can be performed to find the power p* to be allocated to each user on 
each RB.
3.3.2 D istributed  Collaborative Scheduling Schem es
With no central node available to gather all the information and perform schedul­
ing, the proposed schemes rely on limited coordination and collaboration among 
the adjacent cells. In these schemes, each BS has the user information, aver­
age past transmitted rates, and channel gain values on each RB. Each cell in 
the collaborating area, independently performs the scheduling by calculating a 
“Scheduling Coefficient”, for user k on RB n in cell rn, which can be
flexibly defined according to the scheduling policy. For instance, in pure oppor­
tunistic scheduling scheme with equal power allocation, 5 'c ^  will be equivalent 
to the channel gain. Alternatively, if proportional fair scheme discussed in 3.3.1 
is used, Sc^^  will be achievable rate divided by user’s average throughput; that 
is For the scenarios discussed in Section 3.3.1, it is defined as
For other scheduling schemes, 5 'c ^  can be flexibly defined according to the pa­
rameters specific to the particular scheduling scheme.
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Information Exchange among Base Stations
First, cell m  independently calculates a “Scheduling Coefficient Matrix” (SOM), 
containing all the scheduling coefficients for all the users on all RBs, denoted by;
SCM*"*' =  [Sci^V xiv . (3.19)
Then, each cell, locally chooses the highest scheduling coefficient on each RB and 
records the coefficient along with the ID of the corresponding user, by making 
“Best Matrix” and “Bestj^ matrix” . Best Matrix is built by scanning each row 
(n =  1, . . . ,  fV) of the scheduling matrix for all the users (k = 1 , . . . ,  iF) and 
choosing the highest Sc on each RB, which results in creating a 1 x jV matrix, 
denoted by SC^^j. for each cell.
(3.20)
The Best/D matrix (1 x A), is built by recording the ID of the user with highest 
Sc on each RB;
(3.21)
Next, the information exchange takes place. Each cell uses the backhaul links to 
send “Best Matrix” and “Best/jo matrix” to the neighbouring cells.
Then, each cell appends all the three SC^^l matrices, and builds the “Scheduling 
Matrix” of the size 3 x AT. This “Scheduling Matrix” (fl) is mapped to a user 
ID (UID) matrix of the same size, (Ojd), which stores the user index of each 
component of the Scheduling Matrix.
f t  =
f t i D  =
Sc (3) k,n _
, (3 )
best
ID i
(3.22)
(3.23)
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Highest coefficient belongs to cellm?
User served on the RB attached 
to cell m?
Note down the transmit rate
Transmit on that RB
For each RB find the highest scheduling coefficient in 
’’scheduling matrix”
Use ’’scheduling matrix'
Figure 3.2: Equal power allocation
This is the common information available in all 3 cells, and is used for the actual 
scheduling.
C ollaborative  Scheduling w ith  E qual Pow er A llocation
For equal power allocation, the amount of power on each RB is calculated using
(3.11). As shown in Fig. 3.2, in order to select the user-BS-RB combination, each 
cell scans the scheduling matrix fl for each RB, and finds the highest scheduling 
coefficient associated to that RB.
If the highest scheduling coefficient is associated with an RB on the same sector.
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the sector uses the f l m  matrix to find the corresponding user, and transmit to 
that user on that RB, i.e.
m* =  arg max (ft) ; n =  1, . . . ,  AT (3.24)
k* — ftiD(m*, n) ; n = 1, . . .  , N  (3.25)
To this end, in the optimisation problem in (3.12), =  1 for the cell m* that
transmits to user k* on RB n; otherwise, =  0. The original serving cell
then uses the data in the scheduling matrix to compute the rate associated to 
that particular user for that interval so that it can later be used for scheduling 
in next scheduling intervals.
Collaborative Scheduling w ith Serial RB Selection and W ater-Filling
Having exchanged the information among the BS, each BS scans each row and 
decides if the user with the highest scheduling coefficient on each RB belongs
to that BS (user-RB selection). So, each cell determines a list of users to be
served by that cell. The remaining problem is power allocation. Depending on 
the degree of distribution in the algorithm, different approaches can be taken as 
follows:
•  Distributed RB Selection with Centralised Water-Filling:
This is used as a benchmark and for the purpose of comparison only. Having 
exchanged the information, one BS acts as the master, and using scheduling 
matrix ft; for each RB, it selects the user to be served and the cell to serve 
the user. Then the master BS prepares a new matrix, containing a list of 
all RBs, the BS to serve that RB, and the scheduling coefficient. Next, 
using the scheduling coefficient of each RB, the master BS performs water- 
filling, and allocates power for each RB. Finally using the backhaul links, 
the assigned value of the power is transmitted to the other two base stations.
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• Distributed RB Selection with Distributed Water-Filling:
In fully distributed water-filling, each cell uses scheduling matrix O to find 
the RBs, users to serve, and total number of RBs to be served by that cell. 
Using this information, each cell calculates its own share of power. The 
power share for cell m  is calculated as:
A t /  =  Pbs  X n p ^ /N . (3.26)
Where Pj^i shows the amount of power allocated to cell m , shows
the total number of RBs served by cell m, and N  is the total number of
available RBs. Knowing P ^i , and each user’s channel gain on a specific 
RB, each cell performs water-filling for different RBs.
3.3.3 Core Network Com m unications
In conventional cellular networks, each user is assigned to a serving BS. The core 
network knows the associated BSC/RNC for that BS. The data destined to a spe­
cific user is directed to its serving BSC/RNC and from there to the serving BS. 
However, with the removal of the BSC/RNC from the architecture, and dynami­
cally serving the users with the BS that has the best scheduling coefficient for the 
user, the data also needs to be sent to the serving BS. One simplistic approach 
would be sending the data destined to a particular user to all the three sectors 
that could possibly serve that user. However, this is not an optimal approach, 
as it overloads the backhaul links with non revenue generating traffic, and triples 
the amount of signaling required.
In order to avoid overutilisation of backhaul links, the inherent modularity in the 
proposed scheme can be used. As shown in Fig. 3.3, the base stations communi­
cate to the core network as a peer node. The core network also receives a copy of 
the scheduling matrix 0 , and the information that is exchanged among the base
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Figure 3.3: Communication with core network
stations. Having access to this information, provides the core network with the 
ability to calculate the results in the same way as the BS, and send the data that 
need to be transmitted to user k to its serving cell m  at any time instant. This 
scheme implies that core network needs to perform some calculations; however, 
as the calculations are fairly simple, it does not impose a high computational load 
on the core network. The amount of computation in core network is a trade off 
between the backhaul overutilisation and reasonable utilisation of the backhaul 
links.
The assumption of using the core network capabilities in order to reduce the 
amount of traffic on the backhaul links can be made in theory, where the backhaul 
links are assumed to be ideal with unlimited bandwidth and no delay. However, 
in practical scenarios and with the current technology, this is not achievable due 
to the delay. Besides, the assumption of using core network to be part of resource 
allocation functionality, takes us away from the idea behind the fiat architecture 
in 4G networks, where no central controlling nodes were envisaged. However, this 
aligns well with the LTE-B/5G initiatives looking into use of core network cloud 
for coordination [82,83]
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3.3.4 C om plexity Analysis
Here, we provide a brief complexity evaluation on the proposed scheme. The com­
plexity of the general resource allocation problem in (3.7) for the non-collaborative 
scheme and in all the m  cells is related to the number of users (K),  number of 
available resource blocks {N) and the levels of power available to be dedicated to 
users (if assuming the power to be discrete value with P  quantised levels). Tak­
ing all these into account, the complexity will be of the order of m {K P /m )^^^ . 
For the case of general problem in (3.7) and considering the collaboration, the 
complexity will be even higher, as there will be also a choice to decide on the 
serving BS, so the complexity will be of the order of {m K P )^ . However, using 
equal power allocation will substantially reduce the search space. Besides, using 
the proposed scheme and the max operator to choose the best user for each RB, 
will reduce the number of operations for the non-collaborative case to N /m , as 
each SA will only do one comparison among the users on each RB and has to do 
this for all the N /m  available RBs in the SA. So, the complexity will be of the 
order of N /m  for each SA, and N  for all the m  SAs in the system. In case of 
collaborative scheme, each SA will compare the gains on each RB, and repeat for 
N  RBs. So, the complexity will be of the order of N  for each SA and order of 
m N  for all the m  SAs. As the core network performs the same operations, the 
complexity of the task for core network will also be of the order of m N .
3.3.5 M ulti-user D iversity Gain A ssociated w ith  Collab­
orative Resource A llocation Schemes
Revisiting the proposed scheme, it is obvious that the gain associated with it is of 
the same nature as the multi-user diversity gain. When a transmitter is serving 
a total number oî K1 users, with the objective to maximise the total achievable 
rate; the best user to be served is chosen according to its channel gain . The
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achievable rate on each RB can be approximated by
(3.27)
Where the best channel is chosen by the max{.) operator. If the number of users 
is increased from K1 to K2  the maximum achievable rate for RB n in cell m  will
=  0^52(1 +  max(g;™>,. .  (3-28)
Considering that K2 > K l,  and since log{.) is a monotonically increasing func­
tion; for any K2 > K l, [ t^^]k 2 >  So with higher number of users in a
system, the system is bound to having higher capacity.
With a total number of K  users in the system, where equal number of users are 
distributed in each SA, if no collaboration is considered among the cells, then AT/3 
of the users will be served by each cell, and the achievable rate will be +
K/3 +  K/3- However if the users are dynamically served by the three cells,
using the proposed schemes, the achievable rate will be +  [rf}i]K-
In other words, using the proposed scheme, will increase the multi-user diver­
sity gain as it virtually increases the number of users to be scheduled by each 
scheduler.Fig. 3.4 shows a simple scenario with three users.
3.4 S im ulation  R esu lts
The simulation comprises of 3 neighboring cells in the reference area shown in 
Fig. 3.1. According to the proposed schemes, no RB will be used by 2 cells at the 
same time. Thus, the interference is mitigated. The cluster has a total power of 
20W. Cell radius is 500m. Time slot duration is 1 ms and the scheduling decisions 
are made per time slot. There bandwidth is 5 MHz. Path loss is calculated using 
macro cell propagation model [84], and we assume resource blocks are affected by 
Rayleigh fading, i.e. the fast fading coefficients are independent and identically
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Figure 3.4: Multi-user diversity gain
distributed (i.i.d) and following a Gaussian (Normal) distribution: A/*(0,1). We 
define Non-Collaborative (NCP) scheme, where each user is served by a fixed BS, 
and Collaborative (CP) scheme, where each user is dynamically served by the 
best BS using the proposed collaborative scheduling scheme. Both schemes are 
implemented using proportional fair resource allocation as described in 3.3.1. For 
NCP, an independent scheduler, using a third of available RBs, is implemented 
in each cell. For CP, the distributed collaborative scheduling schemes explained 
in Section 3.3.2 arc implemented.
In order to investigate the fairness of the schedulers, Cini fairness index [85] is 
used as follows:
^ K  K
^  ^  ^  ^  ~
x = l  y = i
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where u =  {ui\ui = Ri} and ü =  Ui)/K.
As the proposed schemes use heuristic approach, in order to achieve suboptimal 
solution for realtime problems, we validate their effectiveness through extensive 
simulations and different scenarios, and comparison with the non-collaborative, 
centralised approach as a benchmark in order to show the better performance 
of our proposed schemes, compared to the centralised. Simulation results for 
different scenarios are presented next.
3.4.1 Equal Power A llocation
The total available transmission power in each cell is equally divided among the 
available resource blocks. Each base station calculates the scheduling coefficients 
of the users on different RBs. This information is then shared among the neigh­
bouring BSs. Finally, each BS, independently makes the resource allocation de­
cisions using the scheme described in Section 3.3.2. Different simulated scenarios 
are as follows:
Sym m etric Users Around the Center of Coverage Area
In this scenario, the users are distributed around the center of the three cells. 
A benchmark case for the worst case scenario is when the users are very close 
to the centre of the coverage area. This is not a realistic scenario; however, 
we can use it for comparing the performance of different scheduling schemes. To 
implement this scenario, a central area with a fairly small radius of d at the center 
is defined, and equal number of users are located in the coverage area associated 
with each sector, then both NCP and CP scheduling schemes are performed. The 
system throughput versus the number of users is shown in Fig. 3.5 (NCP/CP-Eq. 
P curves). In terms of throughput, the CP significantly outperforms the NCP
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Figure 3.5: System throughput for symmetric user distribution
scheme. As the number of users in the system increases, the throughput curves 
also increase due to multi-user diversity gain.
Gini fairness index versus the number of users is shown in Fig. 3.6. In general 
with Gini index, the lower the value, the fairer the distribution, so, it can be see 
that in terms of fairness, as both schemes employ proportional fair scheduling 
algorithms, they both show good levels of fairness, however GP performs better 
than NCP, where fairness remains almost constant with the growth of number of 
users.
Asym m etric Users Around the Cell Edge Area
In this scenario, equal number of users are randomly distributed close to the cell 
edge area in each cell. Each user has different average channel gains to different 
sector antennas. Total system throughput for the CP and NCP is shown in 
Fig. 3.7 (NCP/CP-Eq. P curves). As the results show, collaborative scheme 
provides a higher total cell throughput. In addition, compared to the symmetric 
scenario, in this scenario, the users are subject to less path loss, and hence better
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Figure 3.6: Fairness Index for symmetric user distribution
SNR and as a result better throughput. For fairness index, Fig. 3.8 shows that 
the CP scheme has a lower value and hence performs better than NCP. Besides, as 
the users are distributed on the cell edge, higher throughput is achieved compared 
to the scenario where users are symmetrically distributed around the centre.
Asym m etric Cluster of Users
Here, the users are distributed in clusters. We define the symmetry coefiicient, 
as the distance of the centre of the cluster of the users from the perimeter of the 
collaborative area (perimeter of the hashed cell in Fig. 3.1), normalised to the cell 
radius. When the symmetry coefficient is equal to zero, the users arc located on 
the perimeter of the collaborating area. When the symmetry coefficient is equal 
to one, the users are located at centre of the collaborating area, and the system 
has the most symmetry. The results for cell throughput and fairness index with 
different symmetry coefficients for a total number of 36 users, moving in clusters 
according to the symmetry coefficient from the BS towards the centre of the 3 
cells are displayed in Fig. 3.9, and Fig. 3.10 respectively.
3.4. Simulation Results 51
2
1.8
1.6
1.2
1
-  e- -  NCP-Eq. P
— &  — CP-Eq. P
0.8
6 9 12 18 21
Number of users
2415 27 30 33 36
Figure 3.7: System throughput for asymmetric users distribution
As it can be seen, the CP scheme always outperforms the NCP scheme. However, 
as the users are located in different locations inside the cell, instead of moving on 
the cell edges, and the reception from neighbouring base station is very weak, this 
improvement is marginal. When the same concept is used, with the cluster of the 
users moving along the cell edge, there is a better chance of having a good channel 
to the neighbouring cells. The results are provided in Fig. 3.11, and Fig. 3.12. 
As we can see, the throughput in CP scheme is much higher compared to NCP 
scheme, which is due to higher levels of spatial diversity obtained at the edge of 
the cell. As it is shown in Fig. 3.11, when the symmetry coefficient is increased 
from 0 to 0.5 the system throughput constantly increases, and, when symmetry 
coefficient equals 0.5, the system throughput is maximised. This is due the fact 
that at this point, the distance between the users on the cell edge to both base 
stations is minimum, which causes less path loss, and better channels, and hence 
higher system throughput. As the symmetry coefficient increases further from
0.5 to 1, this distance increases and the system throughput decreases.
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Figure 3.9: System throughput for cluster of users with different symmetry coef­
ficients, moving on the line connecting to BS
3.4.2 Serial RB Selection and W ater-Filling
This subsection presents the results for the schemes discussed in Section 3.3.2. For 
the case of notation, in referring to different schemes mentioned in 3.3.2, we refer
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to “Distributed RB selection with Centralised Water-Filling” , and “Distributed 
RB selection with Distributed Water-Filling” with “Cent-WFill” and “Dist-WFill 
in result graphs.
Sym metric Users Around the Center of Coverage Area
This is similar to the scenario in Section 3.4.1, where the algorithms explained 
in 3.3.2 are used. The system throughput for different number of users shown in 
Fig. 3.5 (NCP-WFill and CP-Cent/Dist-WFill curves), verifies that the proposed 
collaborative (CP) schemes, outperform the non-collaborative (NCP) scheme. 
Besides, compared to equal power allocation scheme, the water-hlling scheme 
performs marginally better. The gain associated with water-filling is marginal, 
as gains associated with water-filling is mainly observed where a mixture of chan­
nels with good and bad conditions are present to choose from, and by giving 
more power to the channels with better conditions, water-hlling maximises the 
throughput. However in our scenario, the proposed scheme already chooses the 
best channels for scheduling. In other words the channels arc always in good con­
dition both in Equal power allocation and water-hlling case, and hence applying
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water-filling does not add a lot of gain. The Gini fairness index for this scenario in 
Fig. 3.6 shows that the collaborative schemes have a lower value and hencea better 
level of fairness. The two scenarios that use collaborative distributed water-filling 
technique provide almost the same level of fairness, which is slightly worse than 
the equal power allocation scheme. This is due to the greedy nature of water- 
filling algorithms, as it allocates higher powers to the users with better channel 
conditions.
Asym m etric Users Around the Cell Edge Area
This scenario is similar to that of Section 3.4.1, using the three algorithms ex­
plained in 3.3.2. In Fig. 3.7. (NCP-Wfill and CP-Cent/Dist-WFill curves), again 
the CP outperforms the NCP scheme. The collaborative distributed water-filling
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power allocation scheme, has the same performance as the centralised version, 
and they are both only marginally better than equal power allocation as no in­
terference is assumed in the system model.
3.4.3 Efficiency and Trade ofFs for the Proposed Schem es
In this subsection, the results for the two approaches in power allocation are 
compared. Fig. 3.5 and 3.7 show the results in terms of system throughput for 
symmetric and asymmetric scenarios. As it can be seen, in both figures, equal 
power allocation performs marginally worse than water-filling power allocation 
schemes both for collaborative and non-collaborative schemes. This marginal 
gain is achieved at the expense of more computational complexity. However, this 
gain is marginal, because the system is assumed to be interference free. If the co­
channel interference (from inner-cell of the neighbouring cells and/ or a second tier 
of cells) and the effect of different loads in the sectors were considered, then water- 
hlling and equal power allocation results would have shown some meaningful 
difference. In terms of fairness, as it can be seen in Figs. 3.6 and 3.8, equal power 
allocation in non-collaborative and collaborative scenarios outperforms water- 
hlling. This is due to the fact that, any channel-aware power allocation scheme.
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like water-filling, allocates the power to the resources in proportion to the channel 
gain. Specifically water-filling aims at maximising the overall system throughput 
by allocating more power to users with better channel gains. Although we have 
applied a proportional fair scheme to provide fairness, the effect of water-filling 
takes over, and the fairness is degraded when water-filling power allocation is 
implemented.
3.5 Sum m ary
In this chapter, a collaborative radio resource allocation scheme was proposed. 
Through exchange of limited information, the scheme enables each sector to in­
dependently perform the resource allocation task, and make the scheduling de­
cisions. The proposed scheme maintains orthogonality in terms of frequency 
allocation, and provides a dynamic framework for frequency allocation and hence 
mitigates interference among most interfering cells. Simulation results demon­
strate effectiveness of the proposed scheme in terms of spectrum utilisation and 
fairness. The proposed scheme particularly improves efficiency of radio resource 
allocation for the users located at the cell edges.
Chapter 4
Coordinated Frequency Planning and 
Scheduling
As we discussed, interference plays as a major role in the overall performance of 
the modern wireless networks. Devising new methods that can mitigate inter­
ference is a key focus for achieving higher spectrum utilisation. Dynamic inter­
ference coordination techniques, which have the capability of changing the fre­
quency planning according to different network parameters, have been introduced 
in this chapter, and a novel distributed coordinated inter-cell interference avoid­
ance scheme, which uses high speed data links for coordination among the base 
stations is proposed. Through coordination, resources are allocated to different 
virtual schedulers, which in turn will perform scheduling for the users allocated 
to them according to their relative received signal strength. In this scheme, while 
the user differentiation is performed in the mobile station, the resource pooling 
is performed in a pre-defined interval and in a distributed manner by the BSs, 
followed by the resource allocation by each virtual scheduler. Extensive simula­
tion based performance analysis shows that the proposed distributed coordinated 
interference avoidance scheme outperforms the static schemes in the literature.
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4.1 In troduction
W ith the ever increasing demand for higher data rates, which is a result of higher 
penetration factor of mobile Internet, and the growth of wireless network users, 
the industry is facing ever increasing demand for bandwidth and spectrum util­
isation in wireless networks. Modern wireless networks widely adapt OFDM A 
as their underlying technology. The main advantage of the OFDM A is that, not 
only it overcomes the inter-symbol interference (ISI) resulting from frequency 
selective fading, but also, it provides great flexibility and adaptability in radio 
resource allocation, in terms of adaptively allocating, modulating and coding of 
each sub-carrier, in order to exploit gains associated with multi-user diversity, 
and frequency selectivity. Besides, unlike UMTS, as data is transmitted in or­
thogonal frequency or time slots, intra-cell interference will not be an issue in 
the system. However, inter-cell interference is still a major problem in achieving 
higher capacity and spectral efficiency, and can cause an upper bound to the 
system performance. On the other hand, in order to achieve the required high 
data rates envisaged for beyond 3G networks, dense frequency reuse is desired, 
which will in turn increase inter-cell interference. Therefore using advanced inter­
ference mitigation techniques in these networks plays a significant role in better 
network performance. Interference mitigation is currently widely investigated by 
the research community and different standardisation bodies.
In this chapter, we propose an efficient and adaptive coordination scheme for in­
terference mitigation in a multi-cell environment. The proposed scheme is based 
on coordination among a group of neighboring BSs in a distributed manner. The 
scheme is adaptive in the sense that it adjusts its operation to both slow and 
fast variations of channel conditions to maximise spectral efficiency. The key 
concept is that users are dynamically divided into multiple groups, depending 
on the strength of the received signal from a number of serving BSs, which pool
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their resources together to serve a set of corresponding users. Then, the existing 
frequency blocks are dynamically allocated to serve different user groups. The 
allocation of frequency blocks and grouping of the users are adapted to slow vari­
ations of the channel conditions (e.g., every 1000 TTI). Each user group is served 
by a virtual scheduler that dynamically allocates the corresponding frequency 
blocks in each TTI. Unlike the existing techniques such as [57] and [58], where 
the frequency blocks allocation is fixed and pre-assigned, the proposed technique 
adaptively changes the frequency allocation. In addition, unlike the techniques 
in [59-61], the proposed scheme is not based on pre-defined set of bands, where 
borrowing can be used among cells in different bands. The granularity of the 
scheme is in Resource Block (RB) level, i.e., there is no need for the sub-band 
to be made of adjacent RBs, and the sub-bands to be used by users are dynam­
ically made in pre-defined intervals based on the current system status, mainly 
channel conditions. On the other hand, the interference avoidance is performed 
solely through neighboring cell coordination in a distributed manner, hence no 
central controlling unit is required, which will in turn reduce the latency in the 
system, and make the proposed solution viable for practical systems. Finally, the 
proposed technique does not rely on heavy signaling, as it can be performed in 
pre-defined intervals and with a different granularity compared to the scheduling 
intervals, such as frame size in LTE. The key differences of the proposed scheme 
compared to the relevant existing scheme can be summarised as follows:
• By introducing two time scales, the proposed scheme adapts to slow vari­
ations of the channel in a larger time scale, where frequency planning is 
performed. The scheme also adapts to fast variations of the channel by 
performing RA and scheduling in a shorter time scale.
• The proposed scheme provides a means of dynamic clustering of the users, 
and introduced the concept of virtual schedulers for scheduling and resource 
allocation
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• The proposed scheme is flexible, in the sense that it provides a higher gran­
ularity in resource allocation (i.e. RB level management), as well as, a 
flexible resource pooling interval that can be dynamically adjusted accord­
ing to network condition.
•  Our scheme improves the system throughput through implementation of 
unique virtual schedulers that serve users via two or more cooperating BSs. 
The proposed scheme is based on a reuse factor of one for both the C- 
served users and the I-served users; thus, it improves the overall spectrum 
utilisation.
The rest of this chapter is organised as follows. System model is presented in 
Section 4.2. Section 4.3 provides the details of the proposed distributed, coor­
dinated inter-cell interference mitigation and resource allocation scheme, where 
the problem formulation is presented in 4.3.1, followed by the description of the 
scheme in 4.3.2. Finally, simulation parameters and results are provided in detail 
in Section 4.4, followed by a brief chapter summary.
4.2 S ystem  M odel
Generally, the system model is similar to that introduced in the previous chapter.
Fig. 4.1. illustrates the network architecture from a clustering point of view.
A cluster, also referred to as coordinated region (CoR), is the main block of our 
system model. We define the coordinated region as the area covered by the most 
interfering sector antennas from the three adjacent BSs. The users are distributed 
randomly throughout the CoR.
Without loss of generality we focus on a cluster of three neighbouring BSs forming 
a CoR. K  active users are assumed to be within the CoR at any time, which will
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Figure 4.1; Logical Network Architecture from a clustering point of view
remain unchanged in the system throughout the simulations, as we use wrap­
around in our system model, where a user exiting from one end of the CoR, will 
come back to the CoR, from the other end. This is used to keep the same number 
of users in the system, and to avoid a situation where all users have left the CoR. 
The wireless channel model is assumed to be affected by pathloss, large scale 
shadowing and small scale, frequency selective fast fading, and we consider the 
interference received from other cells present in the CoR by directly calculating 
them. The interference received from the second tier of the cells is considered as 
Gaussian noise, which contributes to the total SINR. We assume partial channel 
state information is fed back to the BSs by the users and are available at the 
transmitters.
The granularity of resource allocation is resource block level, nature of OFDMA 
systems, we define parameters G {0,1}, where =  1 when BS m, serves 
its assigned user in the RB; otherwise, the RB allocation parameters take 
the zero value. We assume that each user can have only one serving virtual 
scheduler, but each virtual scheduler can can consist of one or more BSs. We 
consider a saturated case, where there is always backlogged traffic available for 
the users. The processed channel condition is assumed to be fed back by the users 
to the SAs.
In static schemes and without coordination, each SA in the CoR, is assigned with
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a specific number of RBs from the available bandwidth, and with a predefined 
power budget on each RB. The power allocated by cell m  to user k on RB n is 
presented as p M . Each user will be served by the chunk of bandwidth assigned 
to the BS it is attached to; known as the serving BS. Each serving BS receives 
the incoming traffic destined to its users through the core network, and using 
the available resources, independently performs resource allocation. Unlike the 
static schemes, we use the backhaul haul links for coordination among the BSs 
in the cluster, in order to dynamically perform frequency block allocation to BSs 
and resource allocation for users. Where in the literature, the resource allocation 
mainly consists of one operation, i.e. scheduling, in this work we divide resource 
allocation into two distinctive-in-time phases, i.e. resource pooling and scheduling:
•  We refer to resource pooling as the operation of assigning users to one of 
the virtual schedulers, and allocating RB pools to each virtual scheduler. 
This process takes place on a larger time scale, e.g. every T seconds.
•  Scheduling is defined as the process of allocating RBs to the users by dif­
ferent schedulers, within a shorter time scale, such as TTI.
Therefore, backhaul links among BSs are used for exchanging information, in 
order to dynamically perform each operation.
The coordination in the system takes place among seven virtual schedulers (VSs) 
envisaged in the system. Each virtual scheduler can use one, two, or three BSs to 
serve their corresponding users, and hence with three base stations available in 
the system, the possible combinations are seven (see Fig. 4.2). The association 
of the user equipments (UEs) with virtual schedulers is based on relative signal 
strength they receive from different BSs within a cluster;
• Cooperatively-served (C-served) UEs have good reception from 2 or more 
BSs.
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Figure 4.2: Virtual schedulers and different user categories
Individually-served (I-scrved) UEs have good reception only from their as­
sociated BS.
In a practical system like LTE, the virtual schedulers can be realised by choosing 
one of the BSs as the cluster head. The data intended for the users in the 
cluster are forwarded to the cluster head by the core network. The VS functions, 
available in the cluster head will then perform scheduling and re-direct the data 
to its destined user through its serving BS. Eig. 4.2. illustrates the concept of the 
virtual schedulers and the different user categories for an example of 3 cooperating 
BSs. Users served with coordinated schedulers that employ more than one BS 
are color coded according to their serving VSs, and those users who are served by 
the schedulers that employ only single BSs, arc depicted using the mobile phone 
icon.
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4.3 proposed  Schem e
In this section, first, we briefly formulate the general coordinated resource alloca­
tion, which results in interference mitigation and scheduling as an optimisation 
problem. Then, we introduce the proposed scheme in detail.
4.3.1 Problem  Formulation
The problem is abstracted as a sum-rate maximisation problem in the clustered 
area with the constraints on fairness and ICI avoidance.
Taking the same assumptions as the previous chapter about the physical layer 
properties; in general, the system throughput in the coordinated region is com­
puted as:
= E  E E 4 : '  %2 ( 1 + ( 4 . 1 )
mECoR kEfC tieM
The objective is to:
max R cor (4.2)
subject to:
E E E 4 : ' 4 : ' < P B .  (4.3)
tti^ C oR  /cG/C TtGVV
^k,n ~  1 VmeCoB (4.4)
kElC
1 (4-5)
mECoR kEC—Served
Pm  > 0 y„.k (4.6)
where (5 is the received SINR of user k on resource block n in BS m with unity 
power, defined as:
Am)
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We denote the interference towards any BSm  with 1^, and use index m' for 
the interference coming from all the SAs of other BSs , so the total interference 
observed at BSm  will be:
M
4? = E  (4.8)
m'j^m
While The equation in (4.2) aims to maximise the total CoR throughput, the 
constraints for power and exclusive carrier use in each cell is formulated in (4.3) 
and (4.4). The constraint in (4.5), ensures that each RB is used only once for 
the C-Served users, in order to make sure that the interference is avoided among 
these users, which have lower received signal strength.
In order to address the issue of fairness, especially when there are significant 
discrepancies among the average channels quality of different users, opportunis­
tic fair scheduling schemes [86] are used in our work. We deploy proportional 
fairness to meet the fairness constraint. Using moving average calculator, the 
instantaneous average rate for user k in all three sectors, Rk{t), is updated in 
each scheduling epoch t as follows:
Rk{t) =  (1 ~  jr )^ k { t  — 1) +  — Rk{t), (4.9)
where Tc is a time constant for moving average calculator, and Rk{t) is the k^^ 
user’s achievable rate on all RBs in each TTI.
4.3.2 Coordinated Cell Selection and Interference A void­
ance
As the trade off between aggressive frequency reuse and high levels of interference 
in the system is unavoidable, we aim to dynamically allocate the resource blocks 
for C-served UEs to different BSs in pre-defined RB pooling intervals in a way 
to minimise the interference for the UEs, and hence increase the overall system
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Figure 4.3: Proposed algorithm for coordinated resource allocation
throughput, while maintaining fairness among the users. This is achieved by 
forcing a reuse factor of 1 for both C-served UEs and each BS. In this method, 
each RB can only be used once for a C-served UE in the CoR. At the same time, 
by using any RB that has not been used on C-served UEs of a specific BS for 
I-served UEs of that BS, a frequency reuse factor of one is also ensured for each 
BS.
In order to reduce the amount of required feedback information from the users 
over the air interface, and perform the cell selection and interference avoidance in
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a coordinated, yet distributed manner, the functions of the proposed technique 
are divided among the users and the BSs. First, UEs decide if they should be 
independently or cooperatively served by the BSs using the relative received signal 
strength. Then UEs prepare and feedback the information that will be used by 
the BSs using uplink feedback channels. This information is used by the BSs in 
order to cooperatively decide on the RBs allocated to serve each group of users. 
This information is also used to allocate RBs to the BSs for serving C-served 
and I-served UEs in a time scale that is appropriate to account for the slow 
variations of the channels. In the short term, the feedback information is used 
by the virtual schedulers to perform RB allocation to the users in each TTI. The 
proposed scheme is in general designed with an objective of optimising the overall 
system throughput in the cluster by coordinating the ICI by a combination of 
adaptive frequency planning and fast scheduling. Fig. 4.3. illustrates the high 
level functions of the proposed scheme at the user equipment and BS sides. In the 
following subsections, we will provide the details of the aforementioned functions.
UE Side Functions
In order to select the best serving VS for each UE and assist the corresponding 
VS to assign RBs to the users, UEs measure the channel gain from each of the 
BSs in the cluster. They then process the measurements, produce decision in­
formation and feedback them back to the cluster. UEs implement the following 
sub-functions.
• UE Association:
Each UE needs to be associated with the best serving VS as shown in 
Fig. 4.2. in the proposed scheme. This task is performed every association 
time interval. This time interval is relatively large compared to the length 
of OFDMA frames, and is decided by the speed of the slow shadowing
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Figure 4.4: Uplink feedback message
variations of the channel conditions. To decide UE associations, each UE 
estimates the channel gains from the BSs on different RBs and creates a 
vector of channel gains, which is then sorted in a descending order. Then, 
the UE selects L best RBs from this vector as the preferred RBs.
Based on the list of preferred RBs:
— A UE is classified as I-Served UE, if all the preferred RBs of the UE 
belong to a single BS.
— A UE is considered to be C-Served UE, if the preferred RBs of the 
UE belong to more than one BS.
In both cases, the UE informs the respective BS(s) with the association 
decision, using an uplink feedback message. The message is designed to 
minimise the amount of required feedback information, and hence the sig­
naling overhead of the system. The format of the feedback message is 
specified in the following subsection.
Format of Feedback message:
Each UE creates one feedback message for each one of its serving BSs. The 
feedback message consists of four fields, as shown in Fig. 4.4.:
1. An Exclusive Serving Flag bit, which indicates if the UE is I- or 
C- served by the BS;
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2. N P roffered  R B  In d ica to r bits; each bit of this section indicates if 
the corresponding RB is a preferred RB for this particular user.
3. VS ID  field; two bits, which along with the exclusive serving flag, 
indicate the ID of the VS that will be serving this particular UE, as 
illustrated in Table 4.1.
4. L C hannel G ain In d ica to r fields; the length of each field depends 
on the number of Modulation and Coding levels in the system.
Frequency of uplink feedback messages depends on the speed of slow vari­
ations of the channels. In order to reduce signaling overhead, the feedback 
messages can be transmitted back in fixed time intervals. Alternatively, 
the duration of feedback intervals can be varied according to the network 
condition.
To allow flexibility during scheduling process, UEs may choose more than L 
preferred RBs in their feedback messages. We call this RB Feedback Margin, 
which can be either a fixed or a variable number of RBs to optimise system 
performance.
BS Side Functions
The BSs use the information from feedback messages to perform dynamic resource 
allocation. The resource allocation in the proposed technique consists of two 
phases, i.e. resource pooling and scheduling. These two phases are performed in 
two different time scales. The resource pooling is performed less frequently and 
every association time interval, whereas, the scheduling is performed every TTI.
• Resource Pooling:
The objective of resource pooling, is to categorise each RB in each BS,
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Table 4.1: Virtual scheduler selection
serving Flag v s  ID  # 1 v s  ID  # 2 Selected scheduler
1 0 1 VSl
1 1 0 VS2
1 1 1 VS3
0 0 0 VS12
0 0 1 VS13
0 1 0 VS23
0 1 1 VS123
BS-i
RB not requested by BS-i 
RB requested by BS-i
RB1 RB2 RB3 RB4 RBN
0 0 1 0 . . . 1 1 0 0
Figure 4.5: Potential allocation bit stream
either as I-Served or a C-Served RB. This operation complements the user 
association. This categorisation needs to be performed in a way that no 
two RBs are used by two C-Served at the same time, in order to avoid 
interference on C-served user. At the same time, frequency reuse factor 
of one in each BS should be maintained. Each VS, can then access this 
resource pool in order to serve its associated users in each TTI. Just like 
UE association, this task is performed less frequently, and every association 
time interval. Resource pooling requires exchange of potential allocation 
messages among the BSs within a cluster, as described in the following.
— C-Served UEs:
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* Each BS prepares a list of its own C-Served and I-Served users, 
using the Exclusive serving flag and the VS-ID filed from the 
received feedback message from each UE.
* Each BS uses each UEs preferred RBs, and the channel gains on 
those RBs from the feedback messages, in order to compare and 
sort the channel gains on each RB into a comparison matrix.
* Assuming that a specific number of RBs are planned to be used 
for the C-served UEs by each BS, and allowing an extra margin; 
each BS chooses a number of RBs with highest channel gains on 
them from the sorted comparison matric. These are named as 
BS-preferred RBs, which are the RBs that the BS ideally wants 
to use, in order to serve the C-Served UEs.
* Each BS creates a Potential Allocation Message with N bits, to 
identify its requested RBs, i.e. the RBs this BS prefers to use 
for transmission. Fig. 4.5. provides a visual example of such a 
message. These messages are exchanged among cooperating BSs 
in order to identify conflicting RBs among different BSs (These 
are the RBs, which are requested by two or more BSs). As it 
can be seen, the potential allocation message is designed with 
minimum bit requirements, in order to minimise the signalling 
overhead in the system.
* If two or more BSs reserve the same RB on their potential allo­
cation message, this RB is denoted as conflict RB. In that case, 
each contenting BS will send a stream of channel gains for the 
confiicting RBs, in the same order that the conflict appears on 
the Potential Allocation Message. Having acquired these chan­
nel gains, the BS with the highest channel gain will decide to 
use the respective RB, while the rest of the BS will refrain from
72 Chapter 4. Coordinated Frequency Planning and Scheduling
using it
— I-Served UEs:
As these UEs have high average channel gain towards the serving BS, 
the resource pooling for them is not as critical and is performed after 
resource pooling for C-served UEs:
* Any RB that is not used for C-Served users in each BS, will be 
used to serve the I-served users. This is done to ensure that a 
reuse factor of one is implemented in each BS.
• Scheduling:
Having performed UE association, and resource pooling, which is performed 
on a longer time scale compared to the actual scheduling time scale, each 
UE has been assigned to a VS, and each BS knows the RBs that have 
been assigned for its I-served UEs (I-available-RBs) and the C-served UEs 
(C-available-RBs). Now, the actual scheduling process for the cluster takes 
place at each TTI.
— C-Served UEs: Scheduling for those UEs becomes a cooperative pro­
cess. Using the information available in exclusive serving flag and 
VS-ID bits, in the uplink feedback message, each BS knows the co­
operating BSs for each UE. Therefore, multi-cell scheduling for the 
respective cooperating BSs will be performed by the appropriate VS. 
By looking on the C-available-RBs of each cooperating BS, VS will 
schedule the desired data to be transmitted by different BSs on dif­
ferent RBs.
— I-Served UEs: The problem here reduces to a single-cell scheduling 
problem. Each BS can schedule its I-available-RBs, i.e. the RBs that 
are not used for C-served UEs by this BS.
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Table 4.2: Simulation parameters
P a ra m e te r Value
Cell Diameter 1 Km
Available bandwidth 5 MHz
Number of available RBs 25
RB bandwidth 180 KHz
Carrier frequency 2 GHz
TTI /  Scheduling epoch 1 ms
Frame length 10 ms
RB Pooling interval 10 ms
Total available power 43 dBm
MS noise figure 9 dB
Noise spectral density -174 dBm/Hz
Shadowing Auto-correlation among links
Shadowing mean /  standard deviation 0 /  8 dB
MS Speed 6 Km/hr
min MS, BS distance 35 m
Traffic model Full buffer
Scheduler proportional fair
4.4 S im ulation  Param eters and R esu lts
The simulation system model considers three cooperating SAs from three neigh­
bouring BSs. The simulations are run for cell radius of 1 Km, and the users are 
randomly distributed in the cells. The users are not attached to a specific BS 
and will be assigned to their serving BS based on the technique already discussed 
in Section. 4.3. A total bandwidth of 5 MHz in the 2 GHz band is available to
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the CoR, which will provide a total of 25 Resource Blocks (RBs) available in the 
CoR. Each RB is comprised of 12 sub-carriers, with a bandwidth of 15 KHz each, 
as per LTE specifications, each RB has a duration of 0.5 ms and the scheduling 
decision is made for a pair of RBs in time, which will make the TTI as 1 ms. The 
traffic is assumed to be back logged, i.e. there is always information available to 
be sent to the user, and all the users are assumed to have the same service class,
i.e. no user has priority over the other users. The UE speed is assumed to be 
6 Km/hr, and the users are moving in different directions with random angles 
to the centre of the cell. The Resource pooling and exchange of uplink feedback 
message, takes place every LTE frame (i.e. 10 ms) called RB pooling interval and 
the scheduling is performed per TTI. The path loss is simulated using a general 
format for urban and suburban areas, for buildings with almost the same height. 
Considering carrier frequency of 2 GHz and with an antenna height of 15 meters, 
the path loss can be modelled as:
Pl =  128.1 +  37.6ffipio(D) (4.10)
where Pl is the path loss value in dB, and D  is the user’s distance from the 
BS. The minimum valid distance between the user and the BS in this model is 
36m. the shadowing is modelled using log-normal distribution with zero mean 
and standard deviation of 8 dB.
We take into account the shadowing auto-correlation, which is defined as the cor­
relation between 2 user locations, where user is receiving the signal from a single 
BS. Shadowing auto-correlation is modelled as [87]:
|Ax|I.n2
p(Aa:) =  e c^or (4.11)
where p is the correlation coefficient, Aa: is the distance between two successive 
different locations, which can be calculated for mobile users by multiplying their
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speed by the time between the two locations, and finally dcor is the de-correlation 
distance which normally has a value between 10 to 50 m, and is assumed to be 
20 m for urban test environments, as we use in our simulations. The successive 
samples on the same link are generated using:
s i,t — P s n - i  +  \ / l  — p'^sn (4.12)
where is the correlated value of the shadowing on link i at time t in the current 
location, calculated using the shadowing coefficient at time t — 1 in the previous 
location (§i,t-i). is a random independent gaussian variable with mean zero 
and standard deviation of 8 dB.
Flat, frequency selective, time-correlated Rayleigh fading is considered for sys­
tem channels and Rayleigh fading channel coefficients are generated following 
Gaussian random distribution with zero mean and unity variance. In our imple­
mentation, maps are used to include the channel coefficient in each location of 
the user. Noise spectral density is calculated as -174 dBm. The mobile stations 
are assumed to have omni-directional antennas and a noise figure of 9 dB. The 
transmit power is assumed to be 20 Watts, which is equally allocated on all the 
RBs. The RB Feedback Margin is set to 50 %.
To evaluate the performance of the proposed scheme, a system level simulator has 
been developed using MATLAB. Reuse-3, Reuse-1 and partial frequency reuse 
(PFR) algorithms, which are most widely used in the literature, are also imple­
mented as bench mark schemes. In fact. Reuse-1 represents a scheme with no 
coordination and the Reuse-3 and PFR represent the static interference coordi­
nation approaches. In Reuse-1 the inter-cell interference is maximum and the ob­
jective is to maximise the system throughput in very high levels of interference. 
The other two schemes demonstrate the advantage of static coordination over 
Reuse-1. In simulating PFR, the ratio between the total available RBs and the
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Figure 4.6: CDF of the system throughput (bps) for the CoR with 24 users in 
the system
RBs assigned to Cell-edge, and also the ratio between the cell-edge to cell-centre 
power are both assumed to be 3. Cell-edge users are determined dynamically 
in our proposed scheme, however, in other bench mark scenarios, cell-edge users 
are chosen base on their geographical location. In this case, the radius of the 
cell-edge is assumed to be 100 m from the cell-end line. A full-buffer scenario is 
considered, where there is always data in the schedulers’ buffers to be transmit­
ted to the users. Proportional fair scheduling is used along with the proposed 
scheme, and hence Gini fairness index is used as a measure in order to compare 
the fairness index of the different schedulers.
Summary of the simulation parameters are presented in Table 4.2.
In order to prove the superiority of the proposed scheme over the current most 
popular schemes, a general comparison in terms of CDF performance is depicted 
in Fig. 4.6. The simulations are run with a total of 24 users in the cluster. 
The blue solid line represents our scheme, and as it can be seen the total system
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Figure 4.7; System throughput (bps) for different number of users
throughput CDF is shifted towards right, meaning that the total system throuput 
per TTI has generally improved and performance in terms of system (CoR level) 
throughput in bps is better than PFR, Reuse-1 and Reuse-3 schemes. In order 
to further validate the proposed schemes, extensive simulations for lOOK TTIs 
is performed for different number of users and the system throughput (for all of 
the users in the CoR) is depicted in Fig. 4.7. As it can be seen our the proposed 
scheme outperforms all three classic schemes. The gradual increase of the total 
throughput with gain is due to multi-user diversity gain, and as it can be seen 
the curves follow the same trend both for the proposed scheme and the bench 
mark schemes.
In terms of fairness index, the Gini Fairness results are shown in Fig. 4.8. As 
with Gini index, the lower the index, the better the fairness among the users; the 
results indicate that the performance of the proposed scheme is better than the 
bench mark schemes.
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A 3D presentation of the system performance is provided in Fig. 4.9. While the 
X-axis represents each TTI, the Y-axis represents different number of users of 12, 
18, 24, 30, and 36 users in the system, and the Z-axis represents the represents 
the total system throughput per TTI. Sharp red edges in the picture are related 
to beginnings of the RB Pooling interval, where system parameters are optimised 
in a way to maximise the system throughput.
Effect of RB Pooling Interval
As it is mentioned in the proposed scheme in Section 4.3. the RB Pooling interval 
plays a vital role in the performance of the system. In order to investigate the 
effect of RB Pooling Interval on the performance of the system, we have run the 
simulations for lOK TTIs, with a different number of scenarios, which involve 
using a different value for the RB Pooling Interval parameter.
The results are shown as the CDF of the overall system throughput in (bps) in
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Figure 4.9: Total system throughput per TTI for different number of users in the 
system
Fig. 4.10. As it can be seen, the performance of the scheme is much better when 
the RB Pooling Interval value is set to any range between 10 and 25, where all 
the curves almost overlap in the first group of curves, to the right of the figure. 
The next set of curves, are associated to RB Pooling Interval values of 5 and 30. 
where the performance is degraded compared to the first group of curves, and 
finally the last two curves to the left of the figure belong to PFR and Reuse-1 
schemes.
In order to see the details of the provided CDF curves, a zoom-in view of Fig. 4.10. 
is provided in Fig. 4.11. As it can be seen RB Pooling Interval of 10 outperforms 
the rest in the first part of the curve, and then 25 outperforms the rest of the 
curves. This is why we have chosen the value of 10 as the RB Pooling Interval in 
our simulations in the previous section, plus the fact that the LTE frame duration 
is 10 ms, which makes this a viable number for this parameter. Besides, it will 
provide the required flexibility for using limited channel information feed back 
methods such as channel estimation, or using limited CSI feedbacks.
80 Chapter 4. Coordinated Frequency Planning and Scheduling
8
0.4
0.3
" NP-int=5
  NP-int=10
 NP-int=15
 NP-int=20
NP-int=25 
' " NP-int=30
0.2
Reuse-1
2 2.5
System Throughput (bps)
3.5 4.5
X lo '^
Figure 4.10: Total system throughput per TTI for different RB Pooling Intervals
4.5 Sum m ary
In this chapter we tried to use the coordination among the base stations for 
dynamic frequency planning. In doing so, we used a limited feedback stream 
from the UEs in order to associate them with different virtual schedulers. We 
used BS coordination for dynamically allocating RBs to each of the VSs in order 
to make sure a reuse factor of 1 for C-served users, along with a reuse factor of 
1 for each BS. This guarantees the orthogonality of RBs allocated to C-Served 
users, and hence less interference is imposed on these users, who generally have 
lower received signal strengths. At the same time, by ensuring a reuse factor of 
one in each BS, maximum reuse is envisaged for the system. Simulation results 
confirm that the proposed scheme outperforms the available schemes, and while 
improving the over all system throughput, does not compromise on the fairness
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Chapter 5
Coordinated Interference Mitigation in 
Relay-enhanced Networks
In this chapter, we investigate the coordinated radio resource management prob­
lem for the downlink of multi-cell relay-enhanced OFDMA-based systems. We 
formulate an optimisation problem with overall system throughput maximisa­
tion as the main objective. The objective is constrained to avoid interference 
among the interfering relay stations and to maintain a reuse factor of one in 
the system. The problem is theoretically solved using variable relaxation and 
Lagrangian dual method. In order to provide low complexity solutions for real­
time implementation, a suboptimal yet efficient collaborative resource allocation 
scheme is proposed. The key concept behind the proposed scheme is that a 
dynamic, collaborative frequency planning can take place in a larger time scale 
while the resource allocation is performed in a shorter time scale, allowing the 
system to fully reap the benefits of multi user diversity and temporary channel 
conditions. Our performance analysis demonstrates that the proposed heuristic 
scheme outperforms the static schemes in terms of total system throughput, and 
achieves close performance to that of the optimal solution and maintains a good 
level of fairness among the users.
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5.1 In troduction
Relay Stations (RSs) are envisaged in the architecture of the 4G wireless networks, 
such as LTE-Advanced [88], in order to improve received signal strength in the 
areas where enough coverage through base stations is not achieved, or in the 
cell-edges. RSs act as the intermediate nodes between the BS and different users 
across the whole coverage area [89]. Aside from the opportunities offered in relay- 
aided cellular networks, there are also important challenges introduced in [90]. 
One major challenge is the complex Inter-Cell Interference (ICI) related issues 
arising in this multi-node environment.
Static, pre-planned Frequency Reuse Schemes (FRSs) and Fractional Frequency 
Reuse Schemes (FFRSs) were initially introduced in literature in order to miti­
gate ICI [91] in conventional multi-cell systems. However, these schemes are not 
capable of adapting to the rapid changes in channel conditions, user distribu­
tion, or QoS requirements. For this reason, more recently, dynamic frequency 
reuse schemes have been introduced [92], [93]. The use of such dynamic schemes, 
benefitting from the temporary changes in the channel conditions, has proved to 
improve the system performance in terms of throughput.
Although Radio Resource Management schemes for conventional networks are 
well studied in the literature, they cannot be applied directly in Relay-enhanced 
networks. Relays cannot directly coordinate with each other and perform dy­
namic frequency planing; therefore, the ICI management becomes more compli­
cated. This motivates the investigation for effective and low complexity RRM 
schemes in order to efficiently allocate radio resources among the BS and the 
RS nodes and combat ICI and improve performance in this specific network sce­
nario. Resource allocation problems are generally NP-hard [94], and become even 
more complicated when considering this multi-cell environment, where cells that 
cannot coordinate cause interference to each other. Exhaustive-search-based so-
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lutions are not currently suitable in practice since scheduling of network resources 
has to be performed in real time, within the short time scale of each TTI, which 
is in the order of 1 ms for the modern cellular network standards like LTE and 
LTE-A.
In this chapter, we investigate the dynamic frequency planning and resource al­
location in the downlink of a relay enhanced cellular network. We consider RSs 
which are able to independently perform scheduling on the resources assigned to 
them. The frequency planning is performed in a distributed manner by coordi­
nation among the BSs. The main objective is to design a practical and efficient 
radio resource management scheme for a relay assisted scenario with the aim 
of improving the coverage and capacity of the system. To this end, we use the 
BSs ability to coordinate in distributing RBs to corresponding relays in order to 
avoid/mitigate interference among relay served areas.
To obtain meaningful benchmarks and the performance upper bound, we first 
propose a comprehensive formulation of the problem as an optimisation prob­
lem and provide the solutions for two relaxed versions of the problem using the 
dual Lagrangian method. Then, since the optimal resource allocation problem 
requires exhaustive search to be solved, we propose a suboptimal scheme with re­
duced computational complexity. The core concept behind the proposed scheme 
is to reduce the original complex problem into two subproblems of: a) coordi­
nated network frequency planning and; b) individual resource allocation. While 
the distribution of the radio resources to different nodes can be considered as 
a frequency planing problem, the RB allocation to the users in each time slots 
can be translated into a radio resource allocation and scheduling problem. The 
proposed scheme benefits from limited information exchange among the BSs in 
order to make resource allocation decisions for dynamic network frequency plan­
ning in a distributed manner, ensuring a reuse factor of one. The simulation 
results demonstrate the superiority of the proposed scheme in terms of total sys-
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Figure 5.1: A Collaborative Region (CoR) of nodes and its Relay Service Area 
(RSA).
tern throughput when compared with static reuse schemes. Moreover, we show 
that while the overall throughput performance of the proposed scheme is closer 
to the theoretical upper bound, a high level of fairness among the users is also 
achieved.
The remainder of this chapter is organised as follows. Section 5.2 presents the 
system model. Section 5.3 introduces the problem, formulating the general op­
timisation problem in 5.3.1 and describes the solutions for two relaxed versions 
of the original problem. Following, the main idea and the details of the pro­
posed scheme are discussed in 5.4. Performance analysis of the proposed scheme 
along with comparisons with conventional schemes are provided in Section 5.5 
where simulation methodology is described in detail. Finally a brief summary is 
presented in 5.6.
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5.2 S ystem  M odel
System model in gereneral aligns with what we introduced in chapter 3, with 
slight changes introduced here:
We assume a total of M  BSs, and M  single-antenna RSs within the cellular 
system, one at each sector. Since RSs are generally used in order to extend the 
coverage area, and provide better service for disadvantaged users located around 
the sector-edge area, we assume them to be located towards the sector-edge area 
at a distance of R rs from the BS (see Fig. 5.1). RSs are considered as active relays 
which are able to feed back channel state information and perform radio resource 
allocation independently while they are aware of the resources allocated to them. 
In the following, BSs and their corresponding RSs are uniquely indexed with m, 
where m G A 4 =  { l ,2 , . . . ,  M} shows the index for each node. For simplicity, we 
distinguish between BS and RS node, by using B S  — m, and R S  — m  notations.
Without loss of generality we focus on a cluster of three neighbouring BSs forming 
a Collaborative Region (CoR), as shown in Fig. 5.1. The CoR comprises the three 
most interfering BSs and their assisting RSs. Furthermore, we define the area 
covered by the three RSs from the three neighbouring sectors as Relay Service 
Area (RSA). K  active single-antenna Mobile Stations (MSs) are assumed to be 
within the CoR at any time. Considering that each BS or RS forms a cell area, 
MSs are associated with a BS or RS based on their current location, i.e. based 
on the cell area the are positioned. Route establishment is based on the geo­
graphical location of the users. MSs are assumed to be equipped with positioning 
system and the location information are readily available for the routing purpose. 
Routing is performed as part of the frequency planning procedure, and prior to 
resource allocation. In the following, MSs served by BS or RS m  are indexed 
with k e  / C m =  { 1 ,2 , . . . , iCm or /c G / C m =  { 1 , 2 , . . . , respectively, 
where denote the number of MSs in the respective cell.
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The communication links between BSs-MSs, RSs-MSs and BSs-RSs are regarded 
as the direct link, the access link and the fronthaul link (in order to differentiate it 
with the backhaul links among the collaborating BSs), respectively. The fronthaul 
links used in order to transmit the MS data from BSs to their corresponding RSs 
are also assumed of high speed and capacity (e.g. microwave or fiber links). Thus, 
data to be served to the MSs on the access link is directed to serving RS through 
the same sector BS. Then, the RS can buffer and schedule the data in order to 
be transmitted to the MS. As our objective is to measure maximum achievable 
rate in a fully loaded scenario we consider a saturated case where there is always 
backlogged traffic available for the MSs, both at BS and RS. In addition, there is a 
mechanism for provisioning feedback information, and separate control channels, 
on which the allocation decisions are broadcasted.
In terms of resource allocation, the resources are assumed to be shared among the 
direct and access links of each sector. Assuming that there is only one QoS class, 
the number of allocated RBs to direct and access link can be simply calculated by 
the BS, using the proportion of MSs served directly by the BS to the total number 
of MSs in the cell. Although this scheme might not provide enough fairness for 
the MSs located on the RSA suffering from higher path loss, we adopt it for its 
simplicity. The granularity of the planning and resource allocation schemes is in 
resource block (RB) level where each RB is defined as a set of adjacent subcarriers 
grouped together as in LTE standard. Considering the binary RB allocation 
nature of OFDMA systems, we define parameters and G {0,1},
where =  1 or ~  1 when BS or RS m, respectively, serves its
assigned user in the n}^ RB; otherwise, the RB allocation parameters take the 
zero value. We assume that each user can have only one serving node, but each 
BS or RS can support multiple users. Moreover, a RB is allocated to only the 
BS or the RS belonging in the same sector and to only one RS in a RSA so 
that there is no interference between RSs. Thus, the vector containing all RB
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<Pl,l - - 'assignment parameters ^  , where =
and , characterises the system resource allocation
policy.
Moreover, BS and RS transmit power is assumed to be variable with RSs op­
erating at a lower power range compared to the BSs. The transmit power 
of the BS on the RB is denoted by Similarly, The trans­
mit power of the RS in the RB is denoted by Vector p =
p ( B S ) ,p ( R S ) j  ^ where p (^ ^ ) =
(RS-l) (RS-M) (RS-1) ^(RS-M)
P i  •• - P i  P2 • • • P n
policy.
' (BS-l) (BS-M) (BS-l) ^(B S-M )
Pi  •' 'Pi  P2 • • ' Pn and pl^®) =  
, characterises the system power allocation
Finally, regarding the wireless channels (i.e. direct and access links), it is assumed 
that they are affected by path loss, large scale shadowing and small scale fast fad­
ing. The resulting channel is assumed to be linear, frequency selective on different 
RBs and time-invariant (flat fading) within each RB. The interference received 
from other nodes in the CoR are calculated directly, however, the interference 
received form the second tier of sectors, surrounding the CoR, is considered as 
additional Gaussian noise contributing to the total Signal to Interference plus 
Noise Ratio (SINR). The processed channel condition is assumed to be fed back 
by the MSs to the serving BS/RS.
5.3 O ptim al R esource A lloca tion  and R elaxed  
B ounds
Considering the ability of BSs to collaborate and also the fact that the RSs may 
cause interference with each other, the main focus of this work is to investigate 
an efficient way of resource allocation within the CoR in order to avoid any 
sort of inter-RS interference in the RSA while at the same time the interference
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among the neighbouring BSs in the CoR is reduced. Thus, BSs will collaborate 
in allocating RBs to be used by all cells in CoR in a way that no RB is used 
by two RSs at the same time and the reuse factor of the RSA area is one. In 
the following, the general collaborative interference avoidance and radio resource 
allocation for the relay nodes is formulated as an optimisation problem.
Our problem is defined as a sum rate maximisation problem of all active users 
in the CoR, while avoiding intra-RSA interference (ICI caused among RSs) and 
intra-cell interference (caused between same cell BS and RS). The total instan­
taneous sum rate of all users in CoR over the whole allocated system bandwidth 
is given by:
« = È E  I E + E (^-d
T i = l m = l  /
where and denote the instantaneous achievable rate of user
served by BS and RS m, respectively, on RB n. Since the objective is to compare 
the performance of frequency planning and radio resource allocation schemes, and 
not any physical layer schemes, we consider an idealistic physical layer modulation 
and coding scheme that can achieve Shannon capacity. In that case, if a user k 
is served by BS m  on RB n, its instantaneous achievable rate will be given by:
N  M
log
(BS-m) 7 (BS-m)
^  ^  P» 4 ,(B sb ,n
\
/
(5.2)
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while, if the user is served by RS m:
log
!  (RS-m ), (RS-m) \
E |l  E.,;c<“> + Ef=I E ^  + -  ,\  3 3 /
where denotes the channel gain coefficient on RB n for the path
between user served by BS/RS m  and BS/RS j  and stands for the AWGN 
noise power realised at any UE.
5.3.1 General Problem  Formulation
The general sum rate optimisation problem can be formulated as follows:
maxi? (5.4)
p,<^
subject to:
e {0,1} , Vm, n, k (5.5a)
E E C " '  =  1' Vm,n (5.5b)
M
N
E E C ' ”*’ =  l> Vn (5.5c)
kE/C^)
E E Vro (5.5d)
E E < p ( '‘®-” >, Vm (5.5e)
kE/C^ )^
p(BS-m)>Q_ p(RS-m)>Q_ Vm,M (5.5f)
Constraint (5.5b) indicates that RBs are exclusively allocated to one user served 
by each BS-RS pair to avoid intra-cell interference; similarly, constraint (5.5c)
(5.3
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guarantees that each RB will be used only once in RSA to avoid intra-RSA in­
terference; finally, constraints (5.5d)-(5.5f) stand for the maximum and minimum 
transmission power constraints of each BS and RS, respectively.
The optimisation problem in (5.4) contains both continuous^ (p) and binary {(f>) 
decision variables and it is categorised in general as a mixed integer nonlinear 
programming problem (MINP). These optimisation problems are generally non- 
convex and thus very hard to solve; the solution to our problem would require 
computationally complex exhaustive search and it would prove impossible to em­
ploy in a real system when the number of power levels and users per cell grows 
large.
In order to simplify the problem, we focus on the RB rather than the power al­
location. To this end, we assume maximum transmit power at BSs and RSs and 
equal power allocation across sub carriers from all BSs and RSs, i.e. 
and for any BS or RS m, respectively. In that case, the prob­
lem is transformed into a pure binary optimisation problem as we focus solely 
on the resource allocation optimisation. However, even with the aforementioned 
simplification, the problem remains non-convex as its nonlinearity nature is not 
alleviated. To this end, in the following, we introduce two relaxed solvable sub­
problems which can serve as useful benchmarks of the original general resource 
allocation optimisation problem.
^Considering that BSs and RSs allocate power according to some predefined power levels, 
vector p can instead contain integer variables. This of course renders the optimisation problem 
even harder to solve.
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5.3.2 Binary Variables’ R elaxation - Optim al R B A lloca­
tion
A challenging aspect of the problem in (5.4) is the discrete nature of RB al­
location. We can significantly reduce the complexity of the problem, even if 
the optimisation function remains nonlinear, by relaxing the binary RB decision 
variables into continuous ones, i.e. and G [0,1]. This in practice
is equivalent of assuming that time sharing of each RB among all BSs and RSs 
is possible. In that case, the Lagrangian relaxation technique can be used to 
provide a dual problem. Moreover, it is shown in [80] that the duality gap of 
any optimisation problem satisfying the time sharing condition is negligible as 
the number of subcarriers becomes sufficiently large. Since this is the case in our 
optimisation problem fitted for an OFDMA-based system, the dual method can 
be used effectively to decompose the problem into a simpler one.
The Lagrangian function of the primal optimisation problem in (5.4) can be 
expressed as:
N  M
= E E C ÎÆ
/  N  M  \  /  N  M
+A Rr-EE E 4 M  + H ^ - E E  E 4 M
n = l  m = l  k^jçiBS) J  \  n = l m = l ^ g ^ ^ S )
N  M
= E E  E 4%«:!.-< ))+  E 4Z«Î„-^«Æ>)
n = l m = l  \fce /c^ S )
+  A i f (5.6)
where A and p are the Lagrange multipliers (dual variables) associated with the 
power constraints.
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Thus, the Lagrangian dual function is defined as; 
maxp,,^ L  (p, 0 , A, p)
Zlm=l Z]fce/c(^ S) <l)k,J,n — 1, Vn
I^ (BS) ^  1 v / ^  ^  I. r- K'(GS)
,(RS)
^/C (BS)m
Pm,n > 0, > 0, Vm, n
and the dual optimisation problem is provided by:
min /(A ,/i)
A,/x>0
(5.7)
(5.8)
where its solution provides a tight bound to the primal problem in (5.4).
In general, further decomposition of the dual problem in (5.7) into a larger num­
ber of lower complexity subproblems may be possible. For example, in [80] where 
the optimisation function is linear, the decoupling between sub carriers via La­
grangian relaxation provides N  convex subproblems and each of them is further 
decomposed in two subproblems solved in a two-phase manner, i.e. first optimise 
power allocation and then sub carrier allocation. However, in our case, the op­
timisation function is nonlinear, rendering its further decoupling irrelevant; the 
continuous nonlinear optimisation problem can be plugged into any of the exist­
ing solvers (e.g. “fmincon” in Matlab) and provide the optimal solution which 
can be used as a solid benchmark to compare any heuristic algorithms.
5.3.3 N onlinearity R elaxation - Upper Bound Scenario
Another challenging aspect of the problem in (5.4), even when the power al­
location problem has been alleviated, is its nonlinear nature. To simplify the
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problem as much as possible we may transform it from nonlinear to a linear one. 
This essentially means that the denominators in (5.2) and (5.3) can be consid­
ered independent of the resource allocation vector. Of course, this is only true 
if interference among different cells is negligible enough and thus can be omitted 
from analysis. However, one could make a case that this assumption could hold 
in our system scenario since: 1) intra-RSA and intra-cell interference are avoided 
through the resource allocation process; 2) inter-BS interference is mitigated by 
the use of RSs at the edges of each macrocell area; and 3) interference caused from 
RSs to users in neighbouring macro-cells should be relatively weak. In any case, 
this relaxed scenario could be used as a sufficient upper-bound as by considering 
no ICI, the performance of the system can achieve its maximum limit.
The resource allocation optimisation problem in that case is formulated as follows:
N  M
n=lm=l Ue/c^S) N(7^
subject to:
C " " ’ ■ C '" * ’ S [0.1], Vm, n, k (5.10a)
constraints (5.5b) and (5.5c). (5.10b)
The optimisation problem in (5.9) is linear and can be solved by any standard 
binary linear programming tool (such as “bintprog” in Matlab).
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5.4 P rop osed  C ollaborative Frequency P lann ing  
and R esource A llocation
In practical scenarios, real-time resource management for performance optimi­
sation is a major requirement. Although theoretically it is possible to perform 
collaborative interference avoidance in every TTI, this will burden the system 
with very high levels of signalling traffic; the computational complexity for ac­
quiring the optimal solution presented in the previous section is too high to 
be implemented in practice. Thus, in this section we propose an efficient low- 
complexity scheme which reduces the amount of signalling by dividing the process 
into two main phases: A) collaborative frequency planning within the CoR and; 
B) independently performed resource allocation by each node. In Phase-A, the 
collaborative frequency planning takes place in a larger time scale called network 
planning (NP) interval, where RBs are distributed among the RSs and BSs in 
a way to avoid interference in the RSA and improve the total CoR throughput. 
This phase has two sub-procedures: 1) RSA frequency planning and; 2) BS fre­
quency planning. First, in the RSA planning, it is ensured that each RB is used 
only once in the RSA area so as to avoid interference among RSs. Then, RBs are 
distributed to BSs.
In the following, we provide in detail the processes involved in each phase of 
the proposed collaborative frequency planning and resource allocation scheme 
explaining how it can be implemented in a practical system. Furthermore, Fig. 5.2 
summarises the proposed frequency planning and resource allocation scheme.
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Every TTI RS and BS: Single cell scheduling using allocated RBs
Figure 5.2: Proposed frequency planning and resource allocation algorithm. 
5.4.1 Phase-A: Collaborative Network Frequency Planing
Initiation Functions
As mentioned above, this phase takes place at every large tirne-scale NP-interval. 
At the beginning of every NP-interval each user is associated with the best pos­
sible serving node based e.g. on expected channel conditions. The association 
of users with their serving node can not be changed until the next NP-interval. 
Therefore, the NP-interval has to be relatively large compared to the length of 
OFDMA frames and it can be decided by the speed of the slow shadowing varia­
tions of the channel conditions. The re-association is an essential task to ensure
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RB RB RB RB Channel Gains
Bit# N
Figure 5.3: Uplink Feedback Message
that each user is served by the best possible node as the channel properties might 
have changed from the last NP-interval. Furthermore, each BS node needs to cal­
culate the number of the RBs that can be pooled for itself and its corresponding 
RS. This can be proportional to the number of users served by BS/ RS in each 
cell, or follow more complicated mechanisms as in [95] and [96]. The number of 
pooled RBs to the RS is communicated to the RS by its corresponding BS. Then, 
each user feeds back its channel information to its serving node.
RS Side Functions
At each RS the expected SINR of all its corresponding users on each RB are 
calculated and a vector of SINRs (sorted e.g. in a descending order) is calculated. 
Then, the RS selects the best L RBs from this vector denoting them as the 
'^preferred RB s''. Based on the list of preferred RBs, each RS creates one "feedback 
message" for its corresponding BS. The message is designed to minimise the 
amount of required feedback information, and hence the signaling overhead of 
the system. The feedback message consists of two fields, as shown in Fig. 5.3: 
1) N  ^'Preferred RB Indicator" bits where each one of these bits indicates if the 
corresponding RB is a preferred RB for the RS (e.g. a bit set to the value of 
‘1’ shows that the corresponding RB is preferred to be used by the RS); 2) L 
''Channel Gain Indicator" fields where the length of each field depends on the 
number of Modulation and Coding levels in the system. The feedback message 
is forwarded to RS’s corresponding BS, in order to be used in the collaborative
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network frequency planning 
BS side Functions
As there is a chance that two or more RSs in RSA have asked for the same 
RBs, a RS conflict resolution process is required in order to avoid interference 
in the RSA area. At the same time, frequency reuse factor of one in the RSA 
area should be maintained. In order to achieve that, the BSs exchange their RS 
feedback messages. For any conflict RB, each BS will make a local comparison 
and allocate the RB to the RS with the highest channel gain. The final RB 
allocation for each RS is then forwarded to it by its corresponding BS.
While the main idea remains that a frequency reuse factor of one should be en­
sured in each sector (consisting of one BS and its corresponding RS), we consider 
two different approaches for BS frequency planning:
• Interference Avoidance’. In the first approach, BSs in the CoR cannot use 
the same RBs. In that case, a frequency reuse factor of one among the 
BSs in the CoR is ensured and total interference avoidance in the CoR is 
achieved. In this scheme, further collaboration and conflict resolution needs 
to take place among the BSs. Allocating all the remaining RBs, which are 
not used by the RSs to the BSs, will cause interference among the BSs. In 
this interference avoidance scheme, conflict resolution among the BSs will 
be required as well. A conflict resolution procedure, similar to the one used 
among RSs, can be used to resolve the conflicts among the BSs.
• Interference Minimisation: In the second approach, only the BS and its 
corresponding RS are restricted from using the same RBs. In this case, 
neighbouring BSs might use the same frequency bands and cause interfer­
ence to each other. An important benefit in that case is that no further 
signalling exchange is required among the BSs.
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The aforementioned procedures of Phase-A change the network frequency plan­
ning, thus, the expected received SINR of users in each RB will also change 
accordingly. In order to achieve an RB distribution close to the optimum, an 
iterative process is required to calculate the new SINR values, based on the up­
dated frequency planning. Of course, a higher number of iterations will result in 
more accurate frequency planning for achieved optimum sum rate of the system 
but will also increase the amount of signalling through the network.
5.4.2 Phase-B: Resource A llocation
The output of phase-A is a pool of RBs distributed to different nodes in the CoR. 
In phase-B, in the shorter time scale of each TTI, the RBs distributed to each 
node from phase-A are used for resource allocation and scheduling by each node to 
independently provide service for the users attached to it. Thus, having performed 
the frequency planning and identified the RBs to be used by each node, the BSs 
transmit the final frequency planning and allocated RBs to their corresponding 
RS. As RSs are assumed capable of resource allocation functionalities, each BS 
and RS in the CoR, will independently perform a scheduling scheme to allocate 
resources dynamically to their associated users, until the next NP-interval is 
reached. In general, higher priority during scheduling should given to the users 
located inside the RSA area as they are further away from the BS suffering higher 
degrees of path loss and fading (e.g. proportional fair scheduling can be employed 
by each node).
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Table 5.1: LTE-Based Scenario - Simulation Parameters
P a ra m e te r Value
Sector diameter 1 Km
RSA zone diameter 2/3 of sector diameter
Number of available RBs 50
RB bandwidth 180 KHz
Carrier frequency 2 GHz
TTI /  Scheduling epoch 1 ms
Frame length 10 ms
NP-interval 100 ms
Maximum BS power 43 dBm
Maximum RS power 30 dBm
MS noise figure 9 dB
Noise spectral density -174 dBm/Hz
Shadowing Auto-correlation among links
Shadowing mean /  standard deviation 0 /  8 dB
MS Speed 6 Km/hr
Minimum MS-BS/RS distance 35 m
Traffic model Full buffer
Scheduler Proportional fair
5.5 S im ulation  P aram eters and R esu lts
This section evaluates the performance of different conventional and the pro­
posed resource allocation schemes in the context of a real-world cellular network 
scenario.
102 Chapter 5. Coordinated Interference Mitigation in Relay-enhanced
Networks
5.5.1 Sim ulation Setup
We consider one CoR, as shown in Fig. 5.1, as the building block of our Monte- 
Carlo simulations. The sector diameter is fixed to 1 km while the RS in each sector 
is placed on 2/3 sector radius, which is the suggested distance in [97]. The MSs 
are randomly distributed within the collaborative region and are assumed to be 
mobile within each system snapshot. A wrap-around model is considered where 
any MS leaving a cell from one end will come back from the other end. This 
will keep the number of MSs in each cell fixed while they are moving around. 
Furthermore, MSs are assumed to be served by a BS or RS, based on their 
geographical location. We assume that a mechanism is in place to use the location 
date provided by the GPS system, in order to associate the users with different 
serving nodes, and this information is readily available in each node, i.e each node 
has the knowledge of its corresponding users, and each user is aware of its serving 
node. A dedicated bandwidth reserved for the BS-RS communications.
A total bandwidth of 10 MHz in the 2 GHz band is available to the CoR, which 
will provide a total of 50 Resource Blocks (RBs) available in the CoR. Each RB 
is comprised of 12 sub-carriers, with a bandwidth of 15 KHz each, as per LTE 
specifications, each RB has a duration of 0.5 ms and the scheduling decision is 
made for a pair of RBs in time, which will make the TTI as 1 ms. The traffic 
is assumed to be back logged, i.e. there is always information available to be 
sent to the user, and all the users are assumed to have the same service class, 
i.e. no user has priority over the other users. The LTE system model parameters 
used for the simulations are summarised in Table 5.1. Path lass,shadowing, and 
frequency selective fast fading are simulated in the same as way explained in 
previous chapter.
BSs and RSs are assumed to transmit at maximum power which is divided equally 
on the RBs dedicated to any given node during the frequency planning phase.
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Figure 5.4; System throughput (Mbps) for different schemes with different num­
ber of users in CoR.
NP-interval used for frequency planning and RB allocation procedure is 100 ms. 
User speed is 6 km/h and users are moving in different directions with random 
angles to the centre of the cell. A full-buffer scenario is considered, where there is 
always data in the schedulers’ buffers to be transmitted to the users. Proportional 
fair scheduling is used along with the proposed scheme, and hence Gini fairness 
index is used as a measure in order to compare the fairness index of the different 
schedulers.
5.5.2 Evaluation and Comparison R esults
In order to evaluate the upper bound, the problem defined in (5.9) has been solved 
using Matlab linear programming tools. Furthermore, the performance of two 
static reuse schemes. Reuse-1 and Reuse-3, are considered to provide lower bound 
benchmarks. In these static schemes, each node is assigned with a predefined, 
static set of RBs which is used to perform scheduling and resource allocation.
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Figure 5.5; Gini fairness index for different schemes with different number of 
users in CoR.
In Reuse-3 scheme, the RBs are first divided into three parts and each part 
is distributed between a BS and its corresponding RS, according to the area 
of the geographic boundary defining the RSA to the whole CoR region (in a 
way similar to a reuse 3 frequency allocation). In Reuse-1 scheme, the available 
frequency band is divided into 2 sets. While all the frequencies are used in 
each cell and the effective reuse factor is equal to one; a scheme similar to soft 
frequency reuse (SFR) is implemented, where the available bandwidth for each 
cell is divided to two distinct sub-bands, and interference in the RSA is tried 
to minimise by using orthogonal sub-bands. The smaller sub-band is used by 
the BS and the bigger sub-band by the RSA. Furthermore, the proposed scheme 
discussed in Section 5.4 is simulated for the two different approaches for BS 
frequency planning, i.e. interference avoidance and interference minimisation, 
using Monte-Carlo simulations.
Total system throughput versus different number of users is presented in Fig. 5.4. 
It can be observed that , the proposed schemes performance lies between the
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Figure 5.6: CDF plot of different schemes for 45 users in the system
lower bound (static schemes) and upper bound (numerically solved problem, with 
no fairness). Moreover, the interference minimisation scheme proves to provide 
better system throughput than the interference avoidance for higher number of 
served users. This is due to the fact that in the interference avoidance scheme, 
each RB can only be used once in the RSA and once in the remaining area 
of the CoR, hence leading to an effective reuse factor of 1.5. In interference 
minimisation scheme, however, each RB is used only once in the RSA, and can 
be used by the other two BSs which are not corresponding to the RS that is using 
that RB. This means that in fact the effective reuse factor is equal to one, and 
hence better performance is achieved. This effect is more obvious as the number of 
users in the system is increased and higher levels of multi user diversity (MUD) is 
achieved. Note that the significant throughput gap between the theoretical upper 
bound and the sub-optimal results is due to the fact that the proposed scheduler 
uses proportional fairness in order to maintain a level of fairness amongst the 
users, whereas the theoretical one behaves in a greedy manner targeting only to 
maximise the total system throughput. The difference between the theoretical
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Figure 5.7: RB allocation to each node, for different iteration numbers: Interfer­
ence Avoidance
greedy approach and the proposed solutions is clearly depicted in Fig. 5.5. As 
it can be seen the sub-optimal schemes show a better level of fairness amongst 
the users compared to the upper theoretical bound; both the efficient suboptimal 
schemes show a better level of rate fairness (i.e. lower Gini fairness index) amongst 
the users. It should be also noted that the fairness achieved by the static schemes 
is even higher. This is due to the fact that the proposed schemes behave in a more 
greedy manner compared to the static schemes, since the RBs arc allocated to the 
nodes which have better gains on them, also the implemented system does not 
maintain any memory of the past user rates when performing frequency planning 
and the past rate counter is actually reset at the end of each NP-interval, and this 
contributes to degraded fairness performance. In other words, the improvement 
in terms of total system throughput comes at the price of a lower level of fairness 
among the users compared to the static schemes.
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Figure 5.8: RB allocation to each node, for different iteration numbers: Interfer­
ence minimisation
A CDF graph for the total system throughput with a total of 45 users is depicted 
in Fig. 5.6. The results are generated for 1, 10 and 20 iterations of the proposed 
algorithm. The CDF graph shows a better performance of the proposed inter­
ference minimisation dynamic scheme over the static and interference avoidance 
schemes. Another important observation regards the effect of number of itera­
tions used in frequency planning by the proposed schemes. It is observed in the 
same figure that higher number of iterations only has a marginal improvement in 
the system performance (although the arrangement of the RBs actually changes 
during the iterations as can be seen in Figs. 5.7. and 5.8, discussed below). This 
essentially means that the proposed approach converges fast, thus, requiring low 
extra processing and signalling capabilities.
Figs. 5.7 and 5.8 show resulting RB allocation maps for the two proposed sub- 
optimal schemes and for different number of iterations. Each figure is divided
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to a group of four sub-plots where each subplot shows the RBs allocated to 
different nodes at a specific iteration number. The X-axis represents the RB 
number, and the Y-axis shows the node number from 1 to 6, which equals to 
BSl, RSI, BS2, RS2, BS3, and R3 respectively. The white color code shows that 
the RB is assigned to a specific node, where as black indicates RB is not used 
on a specific node. As it can be seen in the RB assignment figures, in case of 
interference avoidance scheme, each RB is used only once by an RS and once 
by a BS, which will effectively make the reuse factor equal to 1.5. In case of 
interference minimisation scheme, as in can be seen in Fig. 5.8, each RB is used 
once by an RS and twice by the other 2 BSs, which are not in the same cell as the 
RS. This leads to an effective reuse factor of one. This scheme uses the available 
resources more excessively, however as the allocation is performed in a dynamic 
manner, it shows a very good performance.
Finally, Fig. 5.9. shows how the amount of data transmitted to the users within 
the CoR changes over time when interference avoidance scheme is implemented. 
For the illustration we have considered 500 TTIs and an NP-interval of 100ms. 
As it can be seen, we use the instantaneous channel gains for frequency planning 
(rather than averaging the channel over the past TT interval), hence there are 
sharp improvements in terms of throughput in this figure in the beginning of each 
NP-interval. But the throughput gradually decreases as the time goes by, which is 
due to the user movements and changes in the environment, which causes changes 
in the channel gains, and the system moving away from the sub-optimal point. 
By performing a new frequency planning and RB allocation at the beginning of 
the next NP-interval, the system throughput will show an increase again. This 
justifies that fact that we don’t see a very big gap between our scheme and classical 
schemes. Another possible approach could have been using the average of the 
channel throughout the NP-interval before performing the frequency planning.
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Figure 5.9: Total transmitted user data (Bits) per TTI for 30 users in the system
5.6 Sum m ary
In this chapter, we investigated BS coordination schemes for radio resource al­
location problem for the downlink of multi-cell relay-enhanced OFDMA-based 
systems, where BSs are allowed to collaborate in assigning resources to the re­
lay nodes. We formulated the general complex system throughput maximisation 
problem and simplified it in order to obtain a theoretical upper bound on sys­
tem performance. For effective practical implementation, we also introduced a 
suboptimal yet efficient collaborative resource allocation. In this scheme, an in­
formation exchange among BSs and relays mechanism is designed, in order to 
enable coordination among network nodes for efficient coordinated radio resource 
allocation. Simulation results demonstrate the superiority of the proposed scheme 
over the static schemes; it is shown that while overall throughput performance 
of the proposed scheme is close to the theoretical upper bound, a high level of 
fairness among users is also maintained by the proposed scheme.
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Chapter 6
Summary, Conclusions and Future Work
6.1 Sum m ary and C onclusions
Lower achievable throughput in cell-edges, or areas highly affected by shadowing, 
along with channel degradations due to inter-cell interference are some of the 
prominent challenges in modern cellular networks. Motivated by these challenges, 
in this dissertation we have proposed different approaches in benefiting from the 
connection among the BSs, and possibility of cooperation and coordination among 
them. Our main objective was to improve the total system throughput in a 
cluster of base stations through coordination in resource allocation, and inter-cell 
interference mitigation.
A brief literature review was provided in Chapter 2, with a general review of net­
work architecture and multiple access schemes; followed by the resource allocation 
approaches and categories. Then inter-cell interference problem was introduced, 
along with bench mark static approaches in the literature to address it, and finally 
we briefly discussed relay-enhanced networks.
In Chapter 3, a collaborative radio resource allocation scheme for the downlink 
of OFDMA cellular networks was proposed. The scheme enables each sector
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to independently perform the resource allocation task, and through exchange of 
scheduling coefficient and user ID vectors, the base stations make the scheduling 
decisions. The proposed scheme maintains orthogonality in terms of frequency 
allocation, and provides a dynamic framework for frequency allocation and hence 
mitigates interference among most interfering cells. Simulation results demon­
strate effectiveness of the proposed scheme in terms of spectrum utilisation and 
fairness. The proposed scheme particularly improves efficiency of radio resource 
allocation for the users located at the cell edges.
In Chapter 4, we proposed a novel scheme for distributed, coordinated inter-cell 
interference avoidance, where through limited feedback stream, mobile stations 
provide the information to the BSs. This information is gathered by each BS 
and used for resource pooling and scheduling among the BSs. Resource pooling 
is achieved by exchange of limited information among the BSs and finalising the 
reserved RBs for each VS. The proposed scheme guarantees the orthogonality of 
RBs allocated to C-Served users, and hence less interference is imposed on these 
users, who generally have lower received signal strengths. At the same time, by 
ensuring a reuse factor of one in each BS, maximum reuse is envisaged for the 
system. Simulation results confirm that the proposed scheme outperforms the 
available schemes, and while improving the over all system throughput, does not 
compromise on the fairness aspect.
In Chapter 5, we investigated the radio resource management problem for the 
downlink of multi-cell relay-enhanced OFDMA-based systems where cells are al­
lowed to collaborate. We formulated the general complex system throughput 
maximisation problem and simplified it in order to obtain a theoretical upper 
bound on system performance. For effective practical implementation, we intro­
duced a suboptimal yet efficient collaborative resource allocation. In this scheme, 
an information exchange among BSs and relays mechanism is designed, in order 
to enable coordination among network nodes for efficient coordinated radio re-
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source allocation. Simulation results demonstrate the superiority of the proposed 
scheme over the static schemes; it is shown that while overall throughput per­
formance of the proposed scheme is close to the theoretical upper bound, a high 
level of fairness among users is also maintained by the proposed scheme.
In conclusion, this dissertation has introduced and analysed effective use of coor­
dination among the base stations, which can be considered as a suitable candidate 
for the next generation of the wireless networks. We investigated different coor­
dination schemes among the base stations in a multi-cell environment in order to 
address some of the fundamental issues in wireless networks, like lower cell-edge 
throughput, temporary channel quality degradations, inter-cell interference, and 
resource allocations and interference mitigation in a relay-enhanced environment. 
The proposed schemes facilitated a better performance in the system in terms of 
total throughput, while using sub-optimal solutions with an affordable degree of 
complexity, which makes these schemes suitable for practical systems, where the 
resource allocation problem needs to be solved in real time. In general, we can 
conclude that, using smart solutions to simplify the complicated nature of the 
coordinated resource allocation problem in multi-cell environment; base station 
coordination is a promising technique, that can be implemented in the design of 
the future networks in order to further push the boundaries of achievable rate, 
and take us one step closer to achieving Shannon’s capacity.
6.2 Future W ork
The investigations presented reported in this dissertation confirmed the efficiency 
of coordination techniques in achieving higher data rates. However, further re­
search is required in order to compliment this new technique and make it fit to be 
used in the next generation of cellular networks. To address these compliment­
ing areas, in this section, we suggest various approaches to further expand the
114 Chapter 6. Conclusions and Future Work
proposed schemes, in a hope to further pave the way of possible application of 
coordination techniques in 5G cellular networks.
6.2.1 Fairness Improvement
Opportunistic scheduling aims at maximising the overall system throughput by 
transmitting to the users with best channels. This throughput maximisation is 
achieved at the price of starvation for the users with average low channel qual­
ity. In literature, fairness concept is used in order to provide an answer to the 
challenge, and proportional fairness is a classical proposal to address this issue. 
Throughout this work, we used the classic, straight forward version of propor­
tional fairness, which maintained a basic level of fairness. However, more compli­
cated methods for achieving fairness is proposed in the literature, and yet the issue 
has not been fully studied in the multi-cell environment, and for a coordinated 
resource allocation scenario. [98] uses the users variance over the subchannel gain, 
as a measure of resource allocation. In another work, [85] users the ratio between 
the normalised average transmission rate of a user to the mean normalised aver­
age transmission rate of all users. Besides the same work, suggests a mechanism 
for maintaining service smoothness for the users. [77] suggests a simplification 
to the fairness issue in relay-enhanced environments, discussed in [76]. These 
methods can be used as an inspiration and starting point for implementing new 
approaches that are applicable to a distributed coordinated schemes.
6.2.2 Load balancing and N ode Fairness
In this dissertation, and in all suggested schemes, the decision for a user to be 
served by a specific BS/VS/RS, is purely based on the relative signal strength 
observed by that user. Statistically, there might be some scenarios which lead 
to over loading a certain node, and underutilising other nodes’ capacity. The
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proposed schemes have no consideration of the amount of load imposed on any 
individual serving node. This will in turn affect the scalability of the schemes. 
In order to address this issue, new solutions need to be investigated. In a simple 
scenario, a node fairness index can be introduced, which takes the load carried 
by that node into account. This index, can then be used in the scheduling, and 
resource allocation process, in order to have a enforce better load distribution 
among the nodes. The trade off in this scenario would be higher levels of node 
fairness in the price of lower total system throughput. There are also some works 
in literature [99,100] that try to solve the load balancing problem, and these 
methods can potentially be combined with our schemes.
6.2.3 Latency
As mentioned in previous chapters in this thesis we have assumed the existence of 
ideal high speed, high capacity backhaul links. This assumption implied that the 
latency to communicate with the core network, and other BSs is so low that can be 
neglected. However in practical systems this assumption is not valid. There are 
some works in the literature that investigate the effect of this latency [101-103]. 
The proposed schemes in this work can also bo further tailored to fit the practical 
environments by assuming the existence of delay in communication between the 
nodes.
6.2.4 Coordinated Adm ission Control
Admission control is closely related to the radio resource management problem. In 
practical systems, RRM needs to work closely with admission control, in order to 
maintain the required QoS and user rate. Admission control, takes into account 
the resources available in the cell, along with the user and QoS requirements, 
and based on these information, may initially accept or reject a users request to
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join the network, or use the network resources. Coordinated admission control, 
enables the neighbouring cells to decide collaboratively, and find the best cell 
to provide services to a specific user, with specific needs. In an extension to 
our current work, elements of the admission control, can be integrated with our 
proposed schemes, forming a distributed, coordinated joint admission control and 
resource allocation. There some works [104,105] which have addressed this issue 
for WLAN or CDMA networks, which can be improved and combined to address 
this problem.
6.2.5 Energy Efficiency
With wider use of mobile communication around the globe, now more than half 
of the earth’s population are using mobile phones [40]. This, causes higher en­
ergy consumptions, and in order to reduce their costs, and meet their energy 
targets, operators are very keen on finding methods to reduce energy consump­
tion. One area that has a big share in energy consumption in a mobile cellular 
network, is the base station. Efficient radio resource management can help re­
duce the power consumption in base stations. While we defined our optimisation 
problem as to maximise the total throughput, research can be done with the ob­
jective to minimise the used power, or an iteration of both objectives to find an 
efficient tradeoff between energy consumption and total achievable throughput. 
The existing schemes can be combined with some of the proposed schemes in 
the literature [106,107] in order to address another aspect of resource allocation 
problem.
6.2.6 M ultiple Antennas and Joint Transmission
Use of multiple antennas has been proposed in the literature, and become a solid 
part of LTE and LTE-A standardisation. Multiple antennas, facilitate achieving
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higher rates by either introducing a higher level of diversity, when the same signal 
is transmitted from all the antennas, or an extra degree of spatial multiplexing, 
where high-rate date is split into multiple lower-rate streams and each stream 
is transmitted from a different transmit antenna. Throughout this work, we 
only used single antennas in all nodes. However, the general concept behind 
the proposed schemes can be re-investigated in some of the existing scenarios 
[108-110] with multiple antennas and use of coordination and joint processing.
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