Hippocampal neurons become tuned to stimuli that predict behaviorally salient outcomes. This plasticity suggests that memory formation depends upon shifts in how different anatomical inputs can drive hippocampal activity. Here, I present evidence that inhibitory neurons can provide such a mechanism for learning-related changes in the tuning of pyramidal cells. Inhibitory currents arriving on the dendrites of pyramidal cells determine whether an excitatory input can drive action potential output. Specificity and plasticity of this dendritic modulation allows for precise, modifiable changes in how afferent inputs are integrated, a process that defines a neuron's receptive field. In addition, feedback inhibition plays a fundamental role in biasing which excitatory neurons may be co-active. By defining the rules of synchrony and the rules of input integration, interneurons likely play an important role in the organization of memory representation within the hippocampus.
| I N TR ODU C TI ON
The demands of lifelong learning require constant comparison and relation of events separated in time. In cognitive terms, this problem boils down to recalling and updating the right memory at the right moment. One way in which the brain could perform this function is by modulating which networks are activated and changed during learning.
Memories are thought to be encoded by how groups of neurons fire together. In support of this view, hippocampal neurons respond differently before and after learning to the same constellation of stimuli (Komorowski, Manns, & Eichenbaum, 2009; McKenzie et al., 2014) .
When distinct circumstances come to predict equivalent behavioral outcomes, hippocampal firing patterns generally become more similar to one another. In contrast, when different stimuli must be disambiguated to meet behavioral demands, firing patterns become anti-correlated (McKenzie and Eichenbaum, 2011; McKenzie, Robinson, Herrera, Churchill, & Eichenbaum, 2013; McKenzie et al., 2014) . New evidence supports the theory that when the same neurons participate in the encoding of distinct experiences, the memories for those experiences become linked as well, as demonstrated by generalized behavioral responding to non-conditioned stimuli that are represented by neurons that also respond to the conditioned stimulus (Cai et al., 2016; Tanaka et al., 2014; Yokose et al., 2017) . Therefore, the web of such mnemonic associations, the mental schema, likely depends upon how neuronal receptive fields span various dimensions of the subjects' experience.
The hippocampus has access to inputs of all sensory modalities through the entorhinal cortex and other subcortical afferents (Wyss, Swanson, & Cowan, 1979; Witter et al., 2000) . Therefore, in principle, hippocampal neurons can discriminate any two stimuli by distributing their receptive fields along the appropriate dimension. How does the correct anatomical input drive hippocampal firing at the correct time to create behaviorally relevant receptive fields?
In this review, I propose that inhibitory interneurons influence the hippocampal code to drive excitatory network changes that are relevant to learning. Interneurons shape the tuning properties of excitatory cells by (1) gating afferent inputs, (2) defining the rules of competition amongst active ensembles, (3) setting the time constant for integrating inputs, and (4) coordinating brain regions for communication through synchrony. Each of these control mechanisms has the potential to be modulated through plasticity between excitatory to inhibitory cells (Lamsa, Heeroma, & Kullmann, 2005; Lamsa, Heeroma, Somogyi, Rusakov, & Kullmann, 2007) and vice versa (Rozov, Valiullina, & Bolshakov, 2017) .
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| I N H IB I TI ON SCU LP T S NE U R ONA L IN P UT/OUT PUT F UNCT IONS
Before turning to the evidence that inhibition influences the hippocampal code, it is useful to first review the basic properties of inhibitory control of single cell excitability.
Though principle cells far outnumber inhibitory neurons (Bezaire and Soltesz, 2013; Woodson, Nitecka, & Ben-Ari, 1989) , the inhibitory spiking rate is higher, resulting in near parity in the number of excitatory and inhibitory spikes (Buzs aki, Kaila, & Raichle, 2007) . Furthermore, interneurons tend to show high convergence of inputs (Bezaire and Soltesz, 2013; Guly as, Megías, Emri, & Freund, 1999) and divergence of outputs (Bezaire and Soltesz, 2013; Sik, Penttonen, Ylinen, & Buzs aki, 1995) , placing them as hubs for controlling many aspects of network activity . The diffuse pattern of interneuron connectivity and the lack of well-defined receptive fields suggest that interneurons play a global role in establishing overall network excitability by normalizing the amount of input arriving into a region (Pouille, Marin-Burgin, Adesnik, Atallah, & Scanziani, 2009 ) and the total number of output spikes (Kohonen, 1993) . However, recent studies revealing highly structured connectivity patterns between excitatory and inhibitory cells (Bloss et al., 2016; Lee et al., 2014 ) suggest a more complex role for inhibition in memory.
Inhibition in the hippocampus is achieved by the binding of g-Aminobutyric acid (GABA) to one of two broad classes of receptors:
the ionotropic GABA A receptor and the metabatropic GABA B receptor (Hill and Bowery, 1981) . Binding of GABA to the GABA A R directly opens a chloride-permeable ion pore that drives the cell towards the reversal potential of Cl-which is about 270 mV (Alger and Nicoll, 1982) . Since the resting membrane potential of pyramidal cells approaches the chloride reversal potential (Barmashenko, Hefft, Aertsen, Kirschstein, & K€ ohling, 2011) , one effect of GABA A R-mediated inhibition in excitatory cells is to shunt excitatory drive. Hyperpolarization also activates a set of voltage-gated channels that depolarize the neuron and can cause rebound spiking following inhibition (Robinson and Siegelbaum, 2003) . Therefore, in pyramidal cells that receive common inhibitory input, GABA A R activation causes an initial period of cosilence followed by co-activity due to similarly timed rebound spiking (Cobb, Buhl, Halasy, Paulsen, & Somogyi, 1995) .
GABA B receptors indirectly modulate neuronal activity through Gprotein coupled heterodimers (Marshall et al., 1998; Robbins et al., 2001 ). Different splice variants dramatically change the binding efficacy of GABA and downstream signaling pathways (Bettler et al., 1998; Dutar and Nicoll, 1988) as well as localization on the pre-versus the post-synaptic membrane (Gassmann and Bettler, 2012) . GABA B R indirectly modulates ion channel conductance primarily by blocking voltage gated calcium channels (Chalifoux and Carter, 2011) and opening inward rectifying potassium channels (Fajardo-Serrano et al., 2013) ; GABA B Rs also modulate important second messenger signaling pathways (Chalifoux and Carter, 2010) . By decreasing dendritic calcium levels, GABA B R activation can have a sustained and profound effect on excitatory post-synaptic potential (EPSP) integration and dendritic spiking hundreds of milliseconds after receptor activation (Palmer, Murayama, & Larkum, 2012) . High-affinity GABA B Rs located outside of the synapse can also modulate overall excitability by binding "spill over"
GABA (Scanziani, 2000) thereby setting tonic levels of excitability.
Synapses perform an input-output operation in which changes in ion channel conductance drive changes in voltage potential to alter the likelihood of generating an action potential. Inhibitory currents affect this operation by changing the slope of the input-output curve (divisive inhibition/gain control), adjusting the threshold for activation (subtractive inhibition), or both (Ferrante, Migliore, & Ascoli, 2009; Ferrante and Ascoli, 2015; Holt and Koch, 1997; Mitchell and Silver, 2003) . In passive dendrites that lack voltage-gated ion channels, theoretical studies have shown that shunting inhibition will always be subtractive (Abbott and Chance, 2005; Holt and Koch, 1997) . However, active dendrites show non-linear input summation (Magee, 2000) due to
voltage-gated channel permeability, which causes multiplicative changes in input/output gain (Mehaffey, Doiron, Maler, & Turner, 2005) . Therefore, dendritic inhibition acting on dendrites with active channels can theoretically cause both subtractive and divisive modulation (Ferrante et al., 2009; Ferrante and Ascoli, 2015; Mehaffey et al., 2005) .
In support of these computational predictions, photo-uncaging of GABA at the dendrites causes a massive decrease in the gain of the input output curve, causing much lower firing in response to the same degree of synaptic excitation (Lovett-Barron et al., 2012) , whereas this effect is less prominent after somatic inhibition. On the other hand, pharmacogenetic silencing of dendrite-targeting interneurons (LovettBarron et al., 2012) causes large increases in gain, while silencing soma-targeting interneurons does not produce this effect. Optogenetic interneuron activation causes the reverse effects, shunting the excitatory drive from CA3 and the entorhinal cortex (Milstein et al., 2015) .
Therefore, synapse-or branch-specific changes in inhibition can change the gain or the threshold of particular synapses, as a function of the degree to which that excitatory input contributes to dendritic nonlinearity (Chiu et al., 2013; Larkum, Zhu, & Sakmann, 1999; Mehaffey et al., 2005; Milstein et al., 2015; M€ uller, Beck, Coulter, & Remy, 2012) .
Pyramidal cells receive inhibition from three primary sources: local recurrent connections (feedback inhibition), excitatory afferents that impinge upon local inhibitory interneurons (feedforward inhibition), and long range inhibitory projection cells. One well-accepted role of inhibition from these sources is to control the total number of active excitatory cells (Kaski and Kohonen, 1994) . In fact, near complete silencing of the hippocampus is achieved during infusions of the GABA A receptor agonist muscimol (Martin and Ghez, 1999) , while pathological hyper-excitability is observed after GABA A R antagonism (Stark et al., 2014 (Marshall et al., 2002; Stark, Roux, Eichler, & Buzs aki, 2015; Wu et al., 2015) . Theoretically, mutual feedback inhibition of neighboring excitatory cells causes ensembles of pyramidal cells that code for distinct locations to fire at distinct moments during theta (Harris, Csicsvari, Hirase, & Dragoi, 2003) and during ripples (Pfeiffer and Foster, 2015) . Though full demonstration of this fast-timescale lateral inhibition is lacking, the indirect effects of silencing a subpopulation of pyramidal cells has been studied. By using the immediate early gene c-fos to drive expression of a silencing opsin, it is possible to optogenetically modulate the firing patterns of groups of neurons that are co-active for a period of hours (Liu et al., 2012) . Optogenetically silencing such a sub-population disinhibits other neurons, which is reflected as an increase in the amount of c-fos in neurons that do not express the silencing opsin (Stefanelli, Bertollini, L€ uscher, Muller, & Mendez, 2016; Tayler, Tanaka, Reijmers, & Wiltgen, 2013) and through the emergence of novel place fields in the non-silenced population of pyramidal cells . A chemogenetic silencing study in the dentate gyrus showed that interneurons that target cell dendrites play a large role in modulating the total number of active neurons (Stefanelli et al., 2016) . Since information is thought to be carried by the precise pattern of co-active neurons, these competitive interactions have the potential to play a central role in defining which coincident signals are generated by the hippocampus.
While feedback inhibition allows a region to regulate its own output, feedforward inhibition regulates the integration of incoming information. Anatomical tracing and electrophysiological recordings have shown evidence for feedforward inhibition from cortical and subcortical regions into the hippocampus as well as between the hippocampal subfields (Ashwood, Lancaster, & Wheal, 1984; Bezaire and Soltesz, 2013; Buzs aki and Eidelberg, 1981; Kajiwara et al., 2008; Pouille and Scanziani, 2001; Seress and Ribak, 1984; Tak acs, Klausberger, Somogyi, Freund, & Guly as, 2012) . For example, electrical or optogenetic stimulation of the Schaffer collaterals (SCs) causes fast monosynaptic excitation of CA1 pyramidal cells followed by delayed, disynaptic inhibition. This is referred to as the "canonical EPSP-IPSP sequence" and is emblematic of feedforward inhibition (Alger and Nicoll, 1982; Buhl, Szil agyi, Halasy, & Somogyi, 1996; Lovett-Barron et al., 2012; Miles, 1990; Pouille and Scanziani, 2001; Schwartzkroin, 1975) . Antagonizing GABA A R eliminates the feedforward peri-somatic IPSPs, which widens the EPSP integration window and increases spiketiming jitter (Pouille and Scanziani, 2001) . Therefore, one crucial role for feedforward inhibition is to enforce pyramidal spiking preferentially to highly synchronous afferent EPSPs.
It has been proposed that the integration time window can be tightened or relaxed according to computational demands by changing the dynamics of feedforward inhibition (Assisi, Stopfer, Laurent, & Bazhenov, 2007) . This can be accomplished through plastic changes in excitatory to inhibitory connections or by recruiting different populations of interneurons (Hu et al., 2014) . In one assessment of feedforward inhibition, two populations of interneurons were found, one with fast, reliable EPSPs, and another with slow onset, slow offset, have not yet been conducted in the hippocampus in vivo.
The precise pattern of neural output given some input pattern can depend upon the heterogeneity of the excitation, inhibition or both.
Homogenous decreases in feedforward inhibition, relative to feedforward excitation, may reveal previously sub-threshold firing fields while increases may sparsen the representation. Heterogeneity in feedforward inhibition or excitation will lead to the selective activation of some output neurons over others. To experimentally test whether spiking of one group of neurons over another is due to heterogeneity in feedforward excitation versus inhibition, Pouille et al. (2009) minimally stimulated the SCs in vitro until one of a pair of simultaneously recorded cells fired. An assessment of feedforward excitation and inhibition revealed that differences in evoked EPSPs, more so than the evoked IPSPs, explained the propensity for one neuron to fire over another (Pouille et al., 2009 ). These results show that, despite the importance of inhibition, imbalances in excitatory drive may play a larger role in defining which cells become active.
Several studies have emphasized that inhibition is "homogeneous" across neurons (Pouille et al., 2009) and "spatially uniform" as animals move about their environment . This characterization may be overly simplistic, as recent evidence shows heterogeneity in the connectivity between principal cells and interneurons according to their anatomical location and long-distance projection targets (Krook-Magnuson, Varga, Lee, & Soltesz, 2012; Lee et al., 2014; McGarry and Carter, 2016; Valero et al., 2015) . For example, by using multi-color retrograde florescent labeling,
it was discovered that CA1 pyramidal cells that project to the amygdala receive larger amplitude IPSCs from parvalbumin positive (PV1) basket cells as compared to pyramidal cells that project to the medial prefrontal cortex. However, the mPFC-projecting pyramidal cells are more likely to innervate PV1 basket cells (Lee et al., 2014) showing that circuit specialization occurs according to efferent connectivity.
Across the neocortex, the tuning curves for IPSPs tend to match those of EPSPs (Clopath, Vogels, Froemke, & Sprekeler, 2016) suggesting that inhibitory input is highly stimulus-dependent. Spatial tuning of hippocampal interneurons has been described in multiple studies Hangya, Li, Muller, & Czurk o, 2010; Maurer, Cowen, Burke, Barnes, & McNaughton, 2006; Nitz and McNaughton, 2004; Wilent and Nitz, 2007) . The spatial information carried by interneuron spike count has been shown to exceed that of "place cells", according to a common information-theoretic analysis (Wilent and Nitz, 2007) showing reliable, highly non-uniform inhibitory signaling across space. Therefore, inhibitory signals carrying behavioral meaningful information are available to particular excitatory neurons at particular times.
| I N H IB I TORY N EU R ON S GA TE H I P P OCA M P AL A F FE RE N TS
By targeting different regions of pyramidal dendrites, inhibitory cells are able to affect the driving force of inputs arriving from different presynaptic regions. The anatomical specificity of inhibitory modulation of excitatory afferents is due to the alignment of the inhibitory axonal arborization with the laminar distribution of excitatory inputs arriving to the dendritic shaft of pyramidal cells. For example, in CA1, bistratified cells innervate the stratum radiatum and basal dendrites, the regions that also receive inputs from area CA3. This co-alignment allows interneuron classes that differ according to the pattern of axonal targeting to gate signals arriving from different parts of the brain (Bloss et al., 2016; Miles, T oth, Guly as, H ajos, & Freund, 1996) (Figure 1a ).
In vitro perturbation experiments support a role for inhibitory control over access to the soma. For example, Oriens-lacunosum moleculare (OLM) cells synapse on the distal dendrites of pyramidal cells (Freund and Buzs aki, 1996) to suppress inputs arriving from Layer III of the entorhinal cortex via the temporoammonic pathway (Amilhon et al., 2015; Leão et al., 2012) . OLM interneurons also disinhibit SC inputs arriving from CA3 (Leão et al., 2012; Lovett-Barron et al., 2012) , presumably by inhibiting interneurons that synapse on the same dendritic compartments that receive SC inputs (Amilhon et al., 2015; Banks, White, & Pearce, 2000; Cobb et al., 1997; Katona, Acs ady, & Freund, 1999; Lovett-Barron et al., 2012; Miles et al., 1996; Sik, Penttonen, & Buzs aki, 1997; Tyan et al., 2014) . Therefore, excitatory input to OLM cells, which mostly comes from local pyramidal cells (Blasco-Ib añez and feedforward inhibition from entorhinal cortex layer III (ECIII) was also affected (Basu et al., 2013) . Experiments using voltage-sensitive dyes have found that temporoammonic EPSPs are strongly compartmentalized to the apical dendritic tuft by feedforward inhibition (Ang, Carlson, & Coulter, 2005) . However, when SC stimulation precedes stimulation of stratum lacunosum moleculare (SLM), the dendritic gate is disinhibited and temporoammonic EPSPs can potentiate the soma (Ang et al., 2005) , revealing a timing-dependent mechanism by which feedforward inhibition influences when neurons fire and how inputs are integrated.
In vivo, correlational evidence that interneurons gate input can be found in the analysis of how afferent and local signals coordinate with the 8-12 Hz theta rhythm that synchronizes the extended hippocampal system. Normal hippocampal theta depends upon inhibitory inputs from the septum to hippocampal inhibitory neurons (Freund and Antal, 1988) and on glutamatergic signaling to NMDAR of PV1 interneurons (Korotkova, Fuchs, Ponomarenko, von Engelhardt, & Monyer, 2010) . Different interneuron classes lock to theta at different phases (Bezaire, Raikov, Burk, Vyas, & Soltesz, 2016; Fuentealba et al., 2008 Fuentealba et al., , 2010 Klausberger and Somogyi, 2008; Klausberger et al., 2003 Klausberger et al., , 2004 Klausberger et al., , 2005 Varga, Golshani, & Soltesz, 2012) . Across interneuron types the range of theta phase preferences gives rise to sequential inhibitory inputs across principal neurons during each theta period (Milstein et al., 2015) (Figure 1a ).
Estimating the spatiotemporal extent of IPSPs caused by these waves of GABAergic inputs is more challenging, since different dendritic regions will have different cable properties, thereby altering the magnitude and spread of the IPSPs even for equivalent input (Bloss et al., 2016) . Furthermore, GABAergic receptor types possess a range of binding affinities and kinetics and are expressed non-uniformly, both across the dendritic arbor (Banks et al., 2000; Capogna, 2011; Hu et al., 2014; Klausberger, Roberts, & Somogyi, 2002) and within the pre-synaptic GABAergic terminals The red histograms show the probability density functions of action potentials across phases of theta ordered from left to right by preferred firing phase for each interneuron class (axo-axonic cells  CCK1 basket cells). For each class, the range of axonal arborization is depicted in red above the post-synaptic pyramidal dendritic compartment. The afferent inputs arriving to CA1 show laminar connectivity that co-registers with the pattern of inhibitory modulation by different interneuron types. (b) i The probability density of pyramidal spikes referenced to local theta; most spikes occur at the trough. ii Extracellularly recorded theta iii Simultaneously recorded intracellular theta in a rat under urethane-anesthesia. Note somatic depolarization at the trough of local theta, when most spikes are emitted. iv Intracellularly recorded dendritic theta is in phase with extracellular theta. Note that dendritic and somatic recordings were performed separately and the dendritic recordings were aligned here for ilustatration (c) Top Probability density of spiking phase-locked to the same reference theta rhythm. For the ECIII, CA1, and CA3 each distribution was made for spikes observed at different instantaneous firing rates with higher rates shown in "hotter" colors. Bottom CSD analysis from local field potentials recorded from across CA1 lamina. Blue colors reveal current sinks reflecting extracellular cations flowing into the pyramidal dendrites causing dendritic depolarization. Note the out of phase current sinks in the stratum radiatum (blue arrow) and SLM (red arrow) coincident to phasic increases in afferent neurons in CA3 and ECIII, respectively. (d) i As rats move through space (left to right), the firing rate of pyramidal cells increases in a limited region known as a place field. ii When rats enter a place field the first spikes are emitted on the ascending phase of theta and precess to the descending phase upon place field exit. iii Silencing somatic targeting PV1 interneurons changes firing mostly upon place field entry, when neurons spike late in the theta period, suggesting inhibition by PV1 neurons at this phase. Silencing dendritic-targeting SOM1 interneurons changes firing mostly at the end of a place field, when spiking occurs on the ascending phases, suggesting SOM1 inhibition at these phases. (e) Top For spikes observed at the beginning of a place field, gamma phase modulation is most apparent for a slow frequency gamma in the stratum radiatum, where CA3 inputs terminate. Bottom For spikes observed at the end of a place field, gamma phase modulation is most evident for a highfrequency gamma in the SLM where ECIII inputs terminate. (f) Top Stimulation of feedback axons of the alveus in vitro shows strong somatic inhibition and moderate dendritic inhibition after a single electrical stimulation. After three stimulations, the pattern of inhibition shifts such that dendritic inhibition dominates. Bottom During such stimulation some interneurons fired immediately (onset transient) while others fired later in the stimulation train (late persistent). These interneurons were found to synapse on different regions of the dendritic arbor known to modulate inputs coming from either CA3 (onset-transient) or ECIII (late-persistent). Adapted from Bezaire et al. (2016) , Fern andez-Ruiz et al. (2017), Kamondi et al. (1998) , Mizuseki et al. (2009) , Pouille and Scanziani (2004) , Royer et al. (2012) , Schomburg et al. (2014) , and Skaggs, McNaughton, Wilson, and Barnes. (1996) [Color figure can be viewed at wileyonlinelibrary.com] decreasing (Kamondi et al., 1998) , as does the firing rate of CCK1 basket cells (Klausberger et al., 2005) , Ivy cells (Fuentealba et al., 2008) , and bistratified cells (Klausberger et al., 2004) , which target the soma and the dendritic compartments that receive CA3 input. The descending phase of theta is associated with a low (30-50 Hz) frequency gamma rhythm. This CA1 rhythm is coherent with CA3 gamma (Colgin et al., 2009; Schomburg et al., 2014) (Figure 1e ). Importantly, optogenetic activation of OLM cells suppresses dendritic depolarization due to electrical stimulation of the temporoammonic pathway (Leão et al., 2012) . Finally, silencing dendritictargeting, somatostatin positive (SOM1) interneurons increases firing upon place field exit, when spikes normally fall on the descending phase of theta and CA3 input dominates (Royer et al., 2012) . This experiment suggests that silencing SOM1 interneurons gated EC3 inputs to increase late field firing ( Figure 1d) ; presumably during place field entry ECIII inputs are already disinhibited thus occluding the optogenetic manipulation.
Several studies have begun to reveal how feedforward and feedback signals regulate these inhibitory gates. For example, in CA1, 100
Hz electrical stimulation of recurrent pyramidal feedback fibers in the stratum alveus causes feedback inhibition at the soma early in the pulse train, followed by dendritic inhibition (Pouille and Scanziani, 2004) . The authors hypothesized that in soma-targeting interneurons, the excitatory feedback inhibition underwent short-term depression which decreased feedback inhibition late in the spike train. On the other hand, in dendritic targeting interneurons, the excitatory drive was thought to have facilitated thus driving more spiking at the end of the spike train (Pouille and Scanziani, 2004 ; but see Elfant, P al, The inhibitory modulation of pyramidal cell excitability can also affect the plasticity of the excitatory inputs. For example, it is well known that pharmacological GABAR antagonism facilitates the induction of long-term potentiation of SC to CA1 (Davies, Starkey, Pozza, & Collingridge, 1991; Mott and Lewis, 1991; Wigstr€ om and Gustafsson, 1983) .
The GABAergic modulation of excitatory connectivity is highly dependent upon the precise protocol used to generate plasticity and the way in which inhibition is modulated (Basu et al., 2016; Chapman, Perez, & Lacaille, 1998; Chevaleyre and Castillo, 2003; Karson, Tang, Milner, & Alger, 2009; Kondo, , Kitajima, Fujii, Tsukada, & Aihara, 2013; McQuiston, 2010; Mott and Lewis, 1991; Nishiyama, Togashi, Aihara, & Hong, 2010; Slanina, Roberto, & Schweitzer, 2005) . Despite these complexities, a relatively simple rule has emerged in neocortical circuits, where transient mismatches in the rate and amplitude of EPSPs and IPSPs define time windows in which receptive fields can be re-turned to novel stimuli (Froemke, 2015; Froemke, Merzenich, & Schreiner, 2007) . According to some models, the plasticity window is open because of the presence of active dendritic events Kampa, Letzkus, & Stuart, 2006 ) that, in CA1, are known to be strongly modulated by dendritic inhibition (Lovett-Barron et al., 2012) . In the hippocampus, active dendritic events (e.g., plateau potentials) are known to gate plasticity at excitatory synapses (Takahashi and Magee, 2009 ) and can precede the formation of novel place fields (Bittner et al., 2015 . Future experiments should test whether the disinhibitory modulation of these active dendritic causes large increases in synaptic gain which in turn gate synaptic plasticity mechanisms.
Neuromodulators strongly affect how inhibition influences network processing. For example, acetylcholine is known to bias afferent drive from the entorhinal cortex to CA1 and weaken that coming from CA3 (Hasselmo, Wyble, & Wallenstein, 1996) . In part, this redirecting of inputs is due to the differential effects of cholinergic inputs to different classes of interneuron (Lovett-Barron et al., 2014; McQuiston, 2014) . In addition to acetylcholine, the inhibitory modulation of excitatory networks is affected by serotonergic centers (Varga et al., 2009) and dopamine binding (Ito and Schuman, 2007) and through retrograde endocannabinoid signaling (Chevaleyre and Castillo, 2003) . The combined effects of these neuromodulators provide a plausible mechanism by which inputs are gated and receptive fields are changed only during behaviorally relevant moments.
| I N H IB I TI ON AF F EC TS TH E H I P P OCA M P AL N EU R A L C ODE
Given the various ways in which interneurons modulate pyramidal cell excitability, what is the evidence that inhibitory cells influence hippocampal coding? Indirect support comes from experiments in which stimuli (e.g., tones, electrical tooth pulps) were presented transiently while monitoring the hippocampal response. In these studies, if stimuli were presented during natural theta (e.g., during grooming) or during artificially driven theta (e.g., physostigmine infusion) the evoked field response and principal cell firing was greatly diminished (Brankačk and Buzs aki, 1986; Vinogradova, Brazhnik, Kitchigina, & Stafekhina, 1993) . On the other hand, disrupting theta with lesions to the medial septum or through pharmacology (e.g., with systemic scopolamine)
increases hippocampal responsiveness to various stimuli (Khanna, 1997; Kitchigina, 2010; Vinogradova et al., 1993; Zheng and Khanna, 2001 ). Salient stimuli can trigger a global phase reset of hippocampal theta that relies upon long range GABAergic signaling from the medial septum specifically to hippocampal interneurons (Freund and Antal, 1988; T oth, Freund, & Miles, 1997; Vinogradova, Kitchigina, & Zenchenko, 1998) . The inferential conclusion from this body of work is that when a stimulus can reset theta, the afferent inputs that continue to carry relevant information arrive at theta phases where inhibition is minimal thus allowing maximal excitatory drive (Bilkey and Goddard, 1985) . On the other hand, inputs carrying unrelated information arrive asynchronously from the ongoing hippocampal activity and are effectively "locked out" due to the inhibitory mechanisms described above (Vinogradova et al., 1993 ; but see Shan, Lubenov, Papadopoulou, & Siapas, 2016) . Correlational studies that have tracked neural activity across learning have shown changes in theta phase synchronization between the hippocampus and afferent brain regions (Backus, Schoffelen, Szeb enyi, Hanslmayr, & Doeller, 2016; Benchenane et al., 2010; Hyman, Zilli, Paley, & Hasselmo, 2005; Jones and Wilson, 2005; Lesting et al., 2011; Paz, Bauer, & Pare, 2008; Siapas, Lubenov, & Wilson, 2005; Sirota et al., 2008; Tort et al., 2008; van der Meer and Redish, 2011; Young and McNaughton, 2009) behaving mice have shown that direct current injection to a single neuron uncovers novel, spatially tuned firing fields in locations where the cell had earlier been silent (Lee, Lin, & Lee, 2012) . Since no subthreshold somatic EPSPs were observed in the future place field location, it is possible that spatially tuned EPSPs were dendritically compartmentalized or too small to trigger dendritic spiking .
On the other hand, optogenetic interneuron modulation has a surprisingly subtle effect on place field activity. Silencing PV1 interneurons or SOM1 interneurons, or both, modulates intra-place field firing rate, burstiness, and firing phase, but never reveals novel place fields Royer et al., 2012) . These results suggest that the spatial tuning in the hippocampus is due to increased excitation as opposed to transient, spatially tuned disinhibition . an increase in phase coupling in both principal cells and interneurons to beta (Rangel et al., 2016) . Other studies have shown that increases in theta-gamma coupling and the degree to which pyramidal cells are paced at gamma frequencies correlates with spatial working memory (Montgomery, Betancur, & Buzsaki, 2009; Schomburg et al., 2014; Yamamoto, Suh, Takeuchi, & Tonegawa, 2014) and object coding (Tort, Komorowski, Manns, Kopell, & Eichenbaum, 2009; Zheng, Wood Bieri, Hwaun, & Lee Colgin, 2016) . These findings are consistent with a model in which both learning and the development of complex receptive fields are due to novel excitatory to inhibitory connections (Kalweit, Amanpour-Gharaei, Colitti-Klausnitzer, & Manahan-Vaughan, 2017) which manifest as novel oscillatory dynamics.
The most direct evidence that changes in excitatory to inhibitory coupling support learning was measured in a study on spatial memory.
As rats learned to find food rewards in novel locations, place fields changed locations, or remapped. Importantly, this remapping was associated with novel, putatively synaptic coupling between excitatory and inhibitory cells such that different maps were associated with different interneurons. The change in synaptic coupling strength was well predicted by how many times the excitatory and inhibitory cells fired together during learning, but only for hippocampal cells that fired at the goal locations, suggesting a co-requirement for neuromodulatory inputs during co-activation (Dupret, O'neill, & Csicsvari, 2013) which most likely occurs during sharp wave ripple events. During such ripple events, when the subject is stationary, hippocampal cells show sequential activity, replaying the order in which they fired during movement.
Silencing ripples disrupts hippocampal spatial representations (van de Ven, Trouche, McNamara, Allen, & Dupret, 2016) , as well as long-term (Girardeau, Benchenane, Wiener, Buzs aki, & Zugaro, 2009 ) and working memory (Jadhav, Kemere, German, & Frank, 2012) . Since ripples emerge from excitatory-inhibitory reciprocal connectivity (Stark et al., 2014) and since spike transmission from excitatory to inhibitory cells is largest during sharp-wave ripples (personal observations), it is possible that changes in coupling of excitatory to inhibitory cells during ripples may be an important component of memory consolidation.
| C ONC LUSI ON
Most memory models focus on plasticity amongst excitatory neurons.
The anatomical complexity of the interneuron network and the role inhibitory neurons play in modulating activity-dependent plasticity suggest that inhibition does more than "simply" normalize the excitatory drive. There is accumulating evidence that inhibitory connections influence the shape of the landscape that defines which neuronal patterns are stable and which are not. Through inhibitory gating, hippocampal cells can be tuned to any constellation of inputs. Learning-related changes in these inhibitory-excitatory connections allow for long-term shifts in the balance of which afferent inputs can drive output spike.
These shifts, in turn may alter the coding of hippocampal neurons. As the similarity in such coding patterns across different episodes is thought to define the similarity of those episodes in memory space 
