Jenny 5 is a fully open-source robot intended to be used mainly for research but can also act as a human assistant. It has a mobile platform with rubber tracks, a flexible leg, two arms with 7 degrees of freedom each and head with 2 degrees of freedom. The robot is actuated by 20 motors (DC, steppers and servos) and its state is read with the help of many sensors. The robot also has 3 webcams for computer vision tasks. In this paper the current state of the robot is described.
8 Power supply 20 9 The software controlling the robot 21 
Introduction
Jenny 5 represents an attempt to build a low-cost, almost humanoid robot, by using tools and materials which are readily available. Jenny 5 is inspired by the Johnny 5 robot from the Short circuit movie [6] . Work to Jenny 5 robot was started in April 2015. Until now 3 major versions have been built and tested. At each iteration the robustness of the robot has been significantly improved.
Jenny 5 has a mobile platform with tracks, a pliable leg, two arms with 7 degrees of freedom each and one head. A picture with the current design of the Jenny 5 is given in Figure 1 .
All source files (CAD, software etc) for Jenny 5 are freely available on GitHub [2, 1] . All code is released under MIT license so that anyone can freely use it in both personal and commercial applications.
Several programming languages have been used for developing Jenny 5 hardware and software. These are: C++ (for server and the Arduino firmware), HTML5 and JavaScript (for the client controlling the server) and OpenSCAD (for the hardware design).
Jenny 5 is easy and cheap to build. Most components can be purchased from robotics stores. Some aluminum profiles can be cut and drilled with tools available for hobbyists. Custom made parts can be printed with a 3D printer.
Materials (excepting the onboard computer and webcams) cost less than 2500 USD.
The robot can be utilized in a wide range of scenarios. Here is a short list of things that the robot could do (if programmed properly): surveillance, rescue, disasters management, house cleaning, food preparation, cleaning kitchen table, working in the garden, fire fighting, combat missions etc.
The Jenny 5 robot is continuously developed and updated. This paper describes the current state of the robot.
The paper is structured as follows: Section 2 contains the location where the source code of the robot is stored. Section 3 contains a list of technical specifications for Jenny 5. Section 5 describes the main components of the robot (mobile platform, leg, arms, body and head). It begins with section 4.1 which introduces OpenSCAD which is the software tool required to design the robot. A short list of materials and necessary tools is given in sections 5.1 and 5.2. Section 6 describes the electronic boards used for reading sensors and for moving motors. Batteries utilized in this project are listed in section 8. Section 9 describes the software that controls the robot (Scufy -the Arduino firmware, Scufy Lib -Arduino PC control library and the HTML 5 and WebSocket server). Several intelligent algorithms used by Jenny 5 are described in section 9.5. Section 10 contains a short description of some future development directions. 
Specifications
Technical specifications are given in Table 1 . Please note that some specifications are not computed, but based on my experience with the robot. 
Parameter

Hardware design
This section describes the software used to design Jenny 5 and the structure of the CAD project.
CAD software
Jenny 5 is designed in OpenSCAD [7] . I have chosen this environment because it is mainly intended for programmers and I am programmer. Parts in OpenSCAD are designed using computer instructions instead of using the mouse. For instance a simple program which creates a nut is the following: For visualizing a part the user should press F5 (Preview ) or F6 (Render ). One can use the mouse to navigate through the designed part. Left button is used for rotate, right button for move and mouse wheel for zoom.
Note that for visualizing the entire robot we will use Preview mode only because Render is too slow. However, when we need the stl file for 3D printing, we will use Render mode for that particular part.
CAD project structure
CAD files for the robot can be downloaded from https://github.com/jenny5-robot/ jenny5-cad.
There are 2 main folders there: basic scad and robot.
• basic scad -contains general components like screws, nuts, motors, sensors, pulleys, gears, bearings, etc. These components can be used in other projects too.
• robot -contains components specific to Jenny 5 robot. Each part of the robot has its own folder. Main file is called jenny5.scad. To view it just open it in OpenSCAD and press F5.
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The robot folder contains 5 subfolders:
• arm. The main file is arm.scad.
• base platform. The main file is base platform.scad
• body. The main file is body.scad. Please note that arms are connected to body only in the main file of the project (jenny5.scad ).
• head. The main file is head.scad.
• leg. The main file is leg.scad.
Parameters
The current position of the leg and arms is stored as numerical values (angles). These parameters are stored in the following files:
• robot/arm/arm params.scad -here we have the angles for arms.
• robot/leg/leg params.scad -here we have the angle for leg.
One can modify these parameters in order to simulate a new position for leg or arms.
Hardware
This section describes the most important mechanical components of the robot which are the mobile platform (see section 5.3), the leg (see section 5.4), two arms (see section 5.5), a body (see section 5.7) and a head (see section 5.8).
Materials
In Table 2 the materials needed for the mechanical parts are listed. Please note that electrical / electronic components (including sensors, cameras, microcontrollers, etc) are not listed here, but the motors are. The quantities are not always exact. For more details the user is encouraged to read the online assembly manual from [1] . 
Tools required to build Jenny 5
Tools required to build Jenny 5 are given in Table 3 . The platform is depicted in Figure 2 .
Mobile platform
Leg
The leg is driven by 2 linear motors with 100mm stroke, controlled by a 5 Amps RoboClaw board.
In Figures 3 and 4 we have two pictures with the lateral and frontal leg design.
The leg can be compressed so that arms can grab things from ground.
Arms
Each arm has 6 stepper motors with various gearbox reductions (27:1 and 50:1). Joint position is read using a magnetic rotation sensor (AS 5147 [16]). Motors and sensors are controlled with a Pololu A-Star board [10] . The electronic boards are placed on each arm separately. Each arm is controlled independently from the other.
The arm is depicted in Figure 5 .
Gripper
Each arm has attached a gripper which is moved by a servo motor. The gripper is connected to the same board as the rest of the arm. The gripper has attached a web-cam used for recognizing the objects in the front of it. 
Body
The body is a carbon-fiber frame which has support for 2 arms and connectors for leg (at the bottom) and head (at the top). Body is depicted in Figure 6 .
Head
The head has 2 degrees of freedom ensured by two Nema 11 stepper motors. Position of the motors is read by 2 AS5147 sensors. The head has a web-cam for object detection and an ultrasonic sensor for distance measurement.
All head components, except the camera, are connected to an Arduino Nano board.
Electronics
This section describes the electronics components utilized by Jenny 5. First we list the materials and tools required to build the electrical part of the robot. The we describe the custom PCBs build for arms and head.
Electrical / electronic materials
A list of materials is given in Table 4 . Note that motors were listed in Table 2 (see the hardware section 5).
Component
Quantity Comment This section describes the electronic used to control the robot.
Tools
Tools requires to build the electrical parts for robot are given in Table 5 .
Arm custom PCB
The PCB for arm is depicted in Figures 7 and 8 . The electronics was designed using Fritzing [20] . 7 The brain
The brain of the robot is a 13" laptop, with i7-6700 processor, 128GB SSD, and 4GB RAM and is placed on the platform. The laptop has 3 USB-A ports (more is better, otherwise you need some USB-hubs). The laptop sends commands to A-star, Arduino and RoboClaw boards. Obviously, any other laptop can be utilized, preferably small and powerful. A low-cost computer like Raspberry Pi [21] can be used too if the robot is not doing any high costs tasks like computer vision.
Power supply
The Jenny 5 robot is powered by multiple Li-Po rechargeable batteries. Currently a 16 Ah battery powers both arms and the head and a 10 Ah battery powers the platform and the leg. The laptop is powered by its own battery. 9 The software controlling the robot
The robot components are controlled by various programs. Arms and head run the Scufy -the Arduino firmware which accepts commands sent from PC with the help of Scufy Lib. The RoboClaw boards run a proprietary firmware and accepts commands sent by a C++ library running on a PC.
Scufy -the Arduino firmware
A-star and Arduino boards run a specially crafted firmware called Scufy (see the source code in reference [3] ) which is able to control multiple motors and read a variety of sensors: buttons, AS5147 magnetic rotary encoders, HC-SR04 ultrasonic, potentiometers, infrared, TeraRanger One etc.
The firmware is asynchronous and does not block the board when performing long running operations (such as moving a motor to a new position (which can take sometimes several seconds) or reading an ultrasonic sensor).
Scufy firmware accepts commands sent through the serial port. All commands are terminated by # character. Almost all commands send a response to the serial port. The response is terminated by # character.
Commands related to motors and sensors required an object (controller) to be created internally for each type of motor or sensor. This controller stores how many sensors of that type we have and more information about the Arduino pins where that motor/sensor is connected. etc. So, before moving motors or reading sensors the user must create a controller for them. The motors / sensors inside a controller are indexed from 0.
The list of most important Scufy commands is given below. The user should read the entire / updated list of commands from the source code of the program.
General commands
• T # -Test connection. -Outputs T #.
• V # -Outputs version string (year.month.day.build number). eg: V 2019.05.10.0#.
Create controllers commands
• CS n dir 0 step 0 en 0 dir 1 step 1 en 1 ... dir n−1 step n−1 en n−1 # Creates the stepper motors controller and set some of its parameters.
n is the number of motors, dir k , step k , en k are the Arduino pins which command the direction, step and the enable state.
Outputs CS# when done.
Example: CS 3 5 4 12 7 6 12 9 8 12#
• CV n pin 0 pin 1 ... pin n−1 # Creates the servo motors controller and set its pins.
n is the number of motors, pin k are Arduino pins where the motors are connected.
Outputs CV # when done.
• CA n pin 0 pin 1 ... p n−1 # Creates the AS5147 controller.
n is the number of sensors, p k are Arduino pins where the sensors are connected.
Outputs CA# when done.
Example: CA 3 18 19 20#
Attach sensors to motors
• ASx n P y end 1 end 2 home direction A k end 1 end 2 home direction# Attach, to stepper motor x, a list of n sensors (like Potentiometer y, Button z, AS5147 etc).
y is the sensor index in the list of sensors of that type. end 1 and end 2 specify the sensor angular position guarding the motor movement.
home specifies the home position of the motor.
direction specifies if the increasing values for motor will also increase the values of the sensor.
Outputs ASx# when done.
Example: AS0 1 A0 280 320 300 1#
Stepper Commands
• SM x y# Moves stepper motor x with y steps. If y is negative the motor runs in the opposite direction. The motor remains locked at the end of the movement.
The first motor has index 0.
Outputs SM x d# when motor rotation is over. If the movement was complete, then d is 0, otherwise is the distance to go.
Example: SM 1 100#
• SHx#
Moves stepper motor x to the home position.
The first sensor in the list of sensors will establish the home position. The motor does nothing if no sensor is attached.
Outputs SHx# when done.
• SDx#
Disables stepper motor x.
Outputs SDx# when done.
• SLx#
Locks stepper motor x in the current position.
Outputs SLx# when done.
• SSx speed acceleration#
Sets the speed of stepper motor x to speed and the acceleration to acceleration.
Outputs SSx# when done.
• ST x#
Stops motor x.
Outputs ST x# when done.
• SGx position#
Moves stepper motor x to position sensor position. The first sensor in list will give the position.
Outputs SM x d# when motor rotation is over. If the movement was complete, then d is 0, otherwise is the distance left to go.
Example: SG1 100# Outputs V M x d# when done. If the move is completed d is 0, otherwise d is 1.
• V Hx#
Moves servo motor x to the home position. Home position is given by the first sensor in the list of attached sensors. Outputs V Hx#.
Read sensors commands • RAx#
Read the value of AS5147 sensor.
Outputs RAx angle#.
Others
• E#
The firmware can output this string if there is something wrong with a given command.
• Iinf ormation#
The firmware can output this string containing useful information about the progress of a command.
Scufy Lib -the PC library
Scufy Lib [4] is a C++ library that sends commands (as strings) and reads results to / from the electronic boards powering the arms, head etc. Communication between on board computers and the electronic boards happens on a serial port.
The following methods are a part of the Scufy Lib. The user should read the entire list of commands from the source code of the library. 
Events processing
// r e a d s d a t a from s e r i a l and u p d a t e s t h e l i s t o f r e c e i v e d e v e n t s from Arduino // t h i s s h o u l d be c a l l e d f r e q u e n t l y from t h e main l o o p o f t h e program i n o r d e r t o read t h e d a t a r e c e i v e d from Arduino
// s e a r c h i n t h e l i s t o f e v e n t s f o r a p a r t i c u l a r e v e n t t y p e // i t r e t u r n s t r u e i f t h e e v e n t i s found i n l i s t // param1 parameter w i l l be s e t t o t h e i n f o r m a t i o n from
t h e param1 member o f t h e e v e n t bool q u e r y f o r e v e n t ( int e v e n t t y p e , int * param1 ) ;
// s e a r c h i n t h e l i s t o f e v e n t s f o r a p a r t i c u l a r e v e n t t y p e // i t r e t u r n s t r u e i f t h e e v e n t i s found i n l i s t // param1 parameter w i l l be s e t t o t h e i n f o r m a t i o n from t h e param1 member o f t h e e v e n t // param2 parameter w i l l be s e t t o t h e i n f o r m a t i o n from
t h e param2 member o f t h e e v e n t bool q u e r y f o r e v e n t ( int e v e n t t y p e , int * param1 , i n t p t r t * param2 ) ; 
// s e a r c h i n t h e l i s t o f e v e n t s f o r a p a r t i c u l a r e v e n t t y p e // r e t u r n s t r u e i f t h e e v e n t t y p e matches and i f t h e param1 member i s e q u a l t o t h e parameter g i v e n t o t h i s f u n c t i o n
Scufy Lib events
Strings received from Scufy firmware are translated by update commands from serial() to events which are stored into a queue. Each event has a particular type. A short list of event types is given in Table 6 . For more events the user is encouraged to read the scufy events.h file from the Scufy Lib repository.
Event Meaning IS ALIVE EVENT
Received if the Scufy firmware responded to a T # command STEPPER MOTORS CON-TROLLER CREATED EVENT Received after the stepper motor controller has been created.
ATTACH SENSORS EVENT
Received after sensors have been attached to motors AS5147 READ EVENT
Received after the sensor has been successfully read.
STEPPER MOTOR MOVE DONE EVENT
Received after the motor has finished the requested move. Table 6 : Some of the events of Scufy Lib.
Example of utilization
In this section we give some example of utilization for the Scufy Lib.
After sending a command to Arduino firmware, the PC program should wait for an answer in an asynchronous way. Since the answer is not instantaneous the programmer should create a loop where it waits for an answer. The basic idea is the following:
• send a command,
• use update commands from serial() to extract strings sent by firmware,
• use query for event() to determine if a particular event has been received.
Below is an example of code which creates a stepper controller. This code is actually used by the server to create a controller for the left arm of the robot [4] . 
HTML 5 client and PC WebSocket server
The robot can be manually controlled by an HTML5 application running within browser on a smartphone. The HTML5 application connects with a server running on the robot. The server is the one that actually execute the commands (move, read sensors) etc. The server is built on a top of a light WebSocket server (single source file) written by Eduard S , uicȃ [17] . The server uses TLSe library [18] as the secured communication protocol.
The server requires a certificate to run. A sample certificate has been generated and stored in the certificates folder of the server. This will work with no problems on smartphones running Android. However, for iOS a new certificate must be generated. More details on how to do this for iOS can be found in reference [22] .
The Jenny 5 web client allows to control one motor (as in the case of arms) or maximum two motors (as in the case of platform, leg and head) at a time. The utilization of the application is very simple: the user presses a button and then tilts the smartphone and the robot acts accordingly.
The client can request a picture from robot and then displays it in the browser window.
The web client also accepts voice commands. This feature is implemented by using Speech Recognition from HTML 5 [19] .
An screenshot of the HTML5 client is depicted in Figure 9 .
Intelligent algorithms
Currently there are two intelligent algorithms implemented on the robot:
• An algorithm which finds the closest face and moves the head's motors in order to center it on the camera view. Only the head is involved in this operation.
• An algorithm which follows the closest person. First it detects the closest face and then if the person is too close, the robot moves backward, otherwise it moves forward.
Both algorithm uses the OpenCV [12] for face detection. 
Future development
Jenny 5 robot is under active development. We have many plans with the robot and some short term ideas are listed in Table 7 . 
