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Abstract 
The theory of semi-Markov processes has been used to design a model of a ‘technological module–storage device’ (TM–
SD) structure. Stationary characteristics based on the obtained equations were determined to find a stationary distribution of 
the Markov embedded chain. Relying upon the performed studies, the stationary distribution of a semi-Markov process was 
determined. This allowed calculating the availability ratio of the TM–SD structure, and the design formula was given. The 
Markov restoration equations for the TM–SD system with taking into account TM and SD failures were solved assuming the 
exponential behavior of these failures. The obtained expressions describe how such a system operates and allow substituting the 
TM–SD system with an equivalent element with two factor states. This result significantly simplifies the modeling problem for 
more complex systems. The legitimacy of using exponential distributions of random variables (error-free periods for TM and 
SD) was analyzed. The performed simulation modeling revealed that the hypothesis for an exponential behavior of error-free 
periods for TM as a whole (and SD as well) can be accepted even in the case when TM (or SD) consists of six nodes. 
Copyright © 2016, St. Petersburg Polytechnic University. Production and hosting by Elsevier B.V. 
This is an open access article under the CC BY-NC-ND license ( http://creativecommons.org/licenses/by-nc-nd/4.0/ ). 
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 Introduction 
Time redundancy still remains one of the most
effective most effective methods for improving the
reliability of technical devices, especially of asyn-∗ Corresponding author. 
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(Peer review under responsibility of St. Petersburg Polytechnic University)chronous automated lines whose technological mod-
ules are connected to each other through stor-
age devices. A considerable number of studies
[1–7] is dedicated to this problem; the authors
of many of these works limit the discussion to
finding the availability of the system under con-
sideration. Let us note, however, that a hierarchical
approach to constructing models of complex stochastic
systems [8–11] is frequently used; such an approach
involves having to fit individual elements of thection and hosting by Elsevier B.V. This is an open access article 
c-nd/4.0/ ). 
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(a) (b)
Fig. 1. ‘Technological module (TM)–storage device (SD)’ structure working to yield ( а ) and receive (b) the production; k is the index number. 
Fig. 2. Graph of the states of the TM–SD system (see Table 1 ). 
 
 system to one another. For this purpose, it is neces- 
sary to know the distribution functions of the mean 
time to failure and the mean time to repair for these 
elements. Another drawback of the proposed models 
is ignoring the reliability of the storage device [12–
14] , since it significantly complicates the problem. 
However, when developing models of multiphase sys- 
tems, functions of the distributions of the mean times 
between failure and recovery of elements (MTBF, and 
MTTR, respectively) with time redundancy should be 
used. In this case, the time reserve should generally 
depend on the storage device’s reliability. 
The goal of this study is to develop a semi-Markov 
model describing how the ‘technological module–
storage device’ structure operates and allowing to de- 
termine its availability and the above-noted distribu- 
tion functions for the structure as a whole. In practice, 
this means that this structure can be equivalently re- 
placed by a primitive element with two factor states, 
downtime and uptime. 
Fig. 1 shows possible structures of the technologi- 
cal modules (TMs) with intermediate storage devices 
(SDs) providing time redundancy (the structures oper- 
ate as a part of an asynchronous automated line). 
The difference between the structures in Fig. 1 is 
due to the fact that the same SD can work together 
with the preceding TM to yield production and with 
the subsequent TM to receive it. From a mathematical standpoint, the structures presented in Fig. 1 (a) and (b) 
are identical, so the model shall be constructed only 
for the case in Fig. 1 (a). 
Problem setting 
The problem can be formulated in the following 
way: let us assume that the distribution functions 
F 01 ( t ) and F 10 ( t ) of the random variables ξ 1 and η1 
(which are the mean times between TM failure and re- 
covery, respectively) are known, along with the distri- 
bution functions F 03 ( t ) and F 30 ( t ) of the random vari-
ables ξ 3 and η3 (which are the mean times between 
SD failure and recovery, respectively). Additionally, 
the distribution function F 12 (t ) of the random variable 
ξ 2 which is the reserve time is also known. 
Let us make the following assumptions: 
The probability of simultaneous failures of the TM 
and the SD is neglected (since this event is im- 
probable); 
The distribution functions F 01 ( t ) и F 03 ( t ) take the
exponential form. 
For the purposes of our study, it is necessary to 
determine the distribution functions of for the mean 
times between failure and recover of the area as a 
whole, i.e., to equivalently replace it by the primitive 
element with two factor states. 
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Table 1 
Form of the distribution functions for the time periods spent in 
different states ( Fig. 2 ). 
State State description Distribution function for 
the times spent in the state 
S 0 TM is functioning, SD is 
functioning, reserve time ξ2 in 
SD; up state 
F¯ 0 (t ) = F¯ 01 (t ) · F¯ 03 (t ) 
S 1 TM has failed, SD is 
functioning, reserve time ξ2 in 
SD; up state 
F¯ 1 (t ) = F¯ 10 (t ) · F¯ 12 (t ) 
S 2 x TM has failed, SD is 
functioning, reserve time is 
spent, since the production 
supply in SD has been 
exhausted ( ξ2 =0); down state 
F 2x (t ) = 1 x (t ) , where 
1 x (t ) = 
{
0, t < x;
1 , t ≥ x. 
S 3 TM is functioning, SD has 
failed; down state 
F 3 (t ) = F 30 (t ) 
Abbreviations: TM is the technological module, SD is the storage 
device. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Our task is to find the stationary characteristics of
the system and to determine the availability of the
TM–SD area. 
Model development 
The graph for the system’s states is shown in Fig. 2 .
The nodes of the constructed graph ( Fig. 2 ) are de-
scribed in Table 1 . 
The times from θ0 to θ3 spent in the states S 0 ,
S 1 , S 2 x and S 3 , respectively, can be found from the
following expressions: 
θ0 = ( ξ1 ∧ ξ3 ) ; θ1 = ( η1 ∧ ξ2 ) ; θ2x = x; θ3 = η2 , 
where ∧ is the sign indicating the minimum of the
random variables. 
Then the distribution functions for the times spent
in the states take the forms listed in Table 1. 
The stationary distribution ρ( x ) of the embedded
Markov chain is determined by the formula 
ρ(x) = 
∫ 
x 
p(x, y ) ρ(y ) dy , 
where p ( x, y ) is the transition probability density of
the embedded Markov chain. 
The expressions for P ( x , y ) have the following
form: ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
P 1 0 { ξ1 < ξ3 } = 
∫ ∞ 
0 F 01 (z) f 03 (z) dz 
P 3 0 { ξ1 > ξ3 } = 
∫ ∞ 
0 F 03 (t ) f 01 (t ) dt 
P 0 1 = 
∫ ∞ 
0 F 10 (t ) f 12 (t ) dt 
p 2x 1 = 
∫ ∞ 
0 f 10 (x + t ) f 12 (t ) dt 
P 0 2x = 1 
P 0 3 = 1 
(1)
Using system ( 1 ), let us write a system of equations
for determining the stationary distribution for the em-
bedded Markov chain ρ( x ) [15–17] : 
⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
ρ0 = 
∫ ∞ 
0 ρ2x · 1 x (t ) · dx+ ρ3 · 1 + ρ1 
∫ ∞ 
0 F 10 (w) 
f 12 (w) dw 
ρ1 = ρ0 
∫ ∞ 
0 F 01 (z) f 03 (z) dz = ρ0 P { ξ1 < ξ3 } 
ρ2x = ρ1 
∫ ∞ 
0 f 10 (x + t ) f 12 (t ) dt 
ρ3 = ρ0 
∫ ∞ 
0 F 03 (u) f 01 (u) du 
(2)
The normalization condition is as follows: ∫ ∞ 
0 
ρ2x dx+ ρ3 + ρ1 
∫ ∞ 
0 
F 10 (w) f 12 (w) dw 
+ ρ0 
∫ ∞ 
0 
F 01 (z) f 03 (z) dz + 
∫ ∞ 
0 
ρ1 
∫ ∞ 
0 
f 10 (x + t ) 
× f 12 (t ) dt dx + ρ0 
∫ ∞ 
0 
F 03 (u) f 01 (u) du = 1 . (3)
By solving system of Eqs. ( 2 ) using condition ( 3 ),
we obtain: ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
ρ0 = 1 2+ C ;
ρ1 = 
∫ ∞ 
0 F 01 (z) f 03 (z) dz 
2+ C ;
ρ2x = C 2+ C ;
ρ3 = 
∫ ∞ 
0 F 01 (z) f 03 (z) dz 
2+ C , 
where C = ∫ ∞ 0 F 01 (z) f 03 (z) dz ∫ ∞ 0 f 12 (t ) ¯F 10 (t ) dt . 
Let us determine the stationary distribution of a
semi-Markov process. The stationary probabilities of
the semi-Markov process follow the expressions: 
π0 = ρ0 · θ¯0 
θ¯
, π1 = ρ1 · θ¯1 
θ¯
, π2 = ρ2 · θ¯2 
θ¯
, 
π3 = ρ3 · θ¯3 
θ¯
, 
where θ¯ = ρ0 · θ¯0 + ρ1 · θ¯1 + ρ2 · θ¯2 + ρ3 · θ¯3 . 
The mean times spent in the respective states are
expressed as 
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t 
) 
 
. θ¯0 = 
∫ ∞ 
0 
F¯ 01 (t ) ¯F 03 (t ) dt, θ¯1 = 
∫ ∞ 
0 
F¯ 10 (t ) ¯F 12 (t ) dt, 
θ¯3 = 
∫ ∞ 
0 
F¯ 30 (t ) dt , θ¯2 = θ¯x = 
∫ ∞ 
0 
1 x (t ) dt = 
∫ ∞ 
0 
F¯ 2x (t ) d
θ¯ = ρ0 · θ¯0 + ρ1 · θ¯1 + ρ2 · θ¯2 + ρ3 · θ¯3 = ρ0 
∫ ∞ 
0 
F¯ 01 (t
·F¯ 03 (t ) dt 
+ ρ0 
∫ ∞ 
0 
F 01 (z) · f 03 (z) dz ·
∫ ∞ 
0 
F¯ 10 (t ) · F¯ 12 (t ) dt 
+ ρ0 
∫ ∞ 
0 
F 01 (z) · f 03 (z) dz ·
∫ ∞ 
0 
f 10 (x + t ) · f 12 (t )
d t ·
∫ ∞ 
0 
F¯ 2x (t ) d t 
+ ρ0 
∫ ∞ 
0 
F 03 (u) · f 01 (u) du ·
∫ ∞ 
0 
F¯ 03 (t ) dt . 
Considering that the MTBF distribution functions 
for the TM and the SD are taken to be elementary, 
i.e., 
F 01 (t ) = 1 − λ1 e −λ1 t , F 03 (t ) = 1 − λ2 e −λ2 t , 
ρ1 = ρ0 
∫ ∞ 
0 
F 01 (z) f 03 (z) dz = ρ0 
∫ ∞ 
0 
(1 − e −λ1 z ) 
λ2 e 
−λ2 z dz = ρ0 λ1 
λ1 + λ2 , 
ρ3 = ρ0 
∫ ∞ 
0 
F 03 (u) f 01 (u) du = ρ0 
∫ ∞ 
0 
(1 − e −λ2 u ) 
λ1 e 
−λ1 u du = ρ0 λ2 
λ1 + λ2 , 
the failure flow rate can be replaced by their mathe- 
matical expectations: 
λ1 
λ1 + λ2 = 
1 
m 1 
1 
m 1 
+ 1 
m 2 
= m 2 
m 1 + m 2 , 
λ2 
λ1 + λ2 
= 
1 
m 2 
1 
m 1 
+ 1 
m 2 
= m 1 
m 1 + m 2 . 
Taking into account the above-determined ρ1 and 
ρ3 , the mean time is written as 
θ¯ = ρ0 m 2 
m 1 + m 2 
(∫ ∞ 
0 
F¯ 10 (t ) ¯F 12 (t ) dt + 
∫ ∞ 
0 
f 10 (x + t ) 
f 12 (t ) dt 
∫ ∞ 
0 
F¯ 2x (t ) dt 
)
+ ρ0 
∫ ∞ 
0 
F¯ 01 (t ) ¯F 03 (t ) dt + ρ0 m 1 
m 1 + m 2 
∫ ∞ 
0 
F¯ 03 (t ) dtThe stationary probabilities in this case follow the 
expressions 
π0 = 
∫ ∞ 
0 
F¯ 01 (t ) ¯F 03 (t ) dt ·
(
m 2 
m 1 + m 2 
(∫ ∞ 
0 
F¯ 10 (t ) ¯F 12 (t ) dt 
+ 
∫ ∞ 
0 
f 10 (x + t ) f 12 (t ) dt 
∫ ∞ 
0 
F¯ 2x (t ) dt 
)
+ 
∫ ∞ 
0 
F¯ 01 (t ) ¯F 03 (t ) dt + m 1 
m 1 + m 2 
∫ ∞ 
0 
F¯ 03 (t ) dt 
)−1 
, 
π1 = m 2 
m 1 + m 2 
∫ ∞ 
0 
F¯ 10 (t ) ¯F 12 (t ) dt 
·
(
m 2 
m 1 + m 2 
(∫ ∞ 
0 
F¯ 10 (t ) ¯F 12 (t ) dt 
+ 
∫ ∞ 
0 
f 10 (x + t ) f 12 (t ) dt 
∫ ∞ 
0 
F¯ 2x (t ) dt 
)
+ 
∫ ∞ 
0 
F¯ 01 (t ) ¯F 03 (t ) dt + m 1 
m 1 + m 2 
∫ ∞ 
0 
F¯ 03 (t ) dt 
)−1 
, 
π2 = 
∫ ∞ 
0 
F 01 (z) f 03 (z) dz 
∫ ∞ 
0 
f 10 (x + t ) f 12 (t ) dt 
×
∫ ∞ 
0 
F¯ 2x (t ) dt ·
(
m 2 
m 1 + m 2 
(∫ ∞ 
0 
F¯ 10 (t ) ¯F 12 (t ) dt 
+ 
∫ ∞ 
0 
f 10 (x + t ) f 12 (t ) dt 
∫ ∞ 
0 
F¯ 2x (t ) dt 
)
+ 
∫ ∞ 
0 
F¯ 01 (t ) ¯F 03 (t ) dt + m 1 
m 1 + m 2 
∫ ∞ 
0 
F¯ 03 (t ) dt 
)−1 
, 
π3 = m 1 
m 1 + m 2 
∫ ∞ 
0 
F¯ 30 (t ) dt 
·
(
m 2 
m 1 + m 2 
(∫ ∞ 
0 
F¯ 10 (t ) ¯F 12 (t ) dt 
+ 
∫ ∞ 
0 
f 10 (x + t ) f 12 (t ) dt 
∫ ∞ 
0 
F¯ 2x (t ) dt 
)
+ 
∫ ∞ 
0 
F¯ 01 (t ) ¯F 03 (t ) dt + m 1 
m 1 + m 2 
∫ ∞ 
0 
F¯ 03 (t ) dt 
)−1 
The obtained expressions for the stationary distri- 
bution of the semi-Markov process (SMP) allow to 
determine such important system characteristics as the 
availability and the downtime rate: 
Кa = π0 + π1 ; Кd = π2 + π3 . 
In order to find the distribution function for the 
MTBF of the system as a whole, it is necessary to 
construct and solve a system of Markov renewal equa- 
tions, while for finding the distribution function for the 
system’s recovery time it is sufficient to use Eq. [18] : 
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Table 2 
Semi-Markov kernels for the discrete TM–SD system. 
State Semi-Markov kernels 
S 0 Q 01 (t ) = 
∫ t 
0 f 01 (x ) ¯F 03 (x ) dx 
Q 03 (t ) = 
∫ t 
0 F¯ 01 (x ) f 03 (x ) dx 
S 1 Q 10 (t ) = 
∫ t 
0 f 10 (x ) F 12 (x ) dx 
Q 12 (t ) = 
∫ t 
0 F¯ 10 (x ) f 12 (x ) dx 
S 2 Q 2x0 (t ) = 1 x (t ) 
S 3 Q 30 (t ) = F 30 (t ) 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 F θ (t ) = 
∑ 
j∈ M + 
(∑ 
i∈ M − p i j ρi 
)
G j (t ) ∑ 
j∈ M + 
∑ 
i∈ M − p i j ρi 
, (4)
However, since the S 2 x state is continuous, finding
the distribution function of the time between failures
(i.e., the time during which the system is continuously
working) involves using the stationary algorithm of the
phase integration of steady states [16,17] in order to
move on to the system with discrete states from the
system with continuous states. A graph of this system
looks like the one shown in Fig. 2 , but the S 2 state is
introduced instead of the S 2 x state. 
Then the transition probabilities shall take the
form: 
P 1 0 { ξ1 < ξ3 } = 
∫ ∞ 
0 
f 01 (z) ¯F 03 (z) dz ; P 3 0 { ξ1 > ξ3 } 
= 
∫ ∞ 
0 
F¯ 01 (t ) f 03 (t ) dt ;
P 0 1 = 
∫ ∞ 
0 
f 10 (t ) ¯F 12 (t ) dt ; P 2 1 = 
∫ ∞ 
0 
F¯ 10 (x) 
f 12 (t ) dt ; P 0 2 = 1 ; P 0 3 = 1 . 
The stationary distribution for the embedded
Markov chain (EMC) shall take the form: ⎧ ⎪ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎪ ⎩ 
ρ0 = 1 2+ B ;
ρ1 = 
∫ ∞ 
0 F 01 (z) f 03 (z) dz 
2+ B ;
ρ2 = B 2+ B ;
ρ3 = 
∫ ∞ 
0 F 01 (z) f 03 (z) dz 
2+ B , 
where B = ∫ ∞ 0 F 01 (z) f 03 (z) dz ∫ ∞ 0 f 12 (t ) ¯F 10 (t ) dt 
The distribution function of the time the system
spends in the integrated discrete S 2 state has the fol-
lowing form: 
F 2 (t ) = 
(∫ t 
0 
F 01 (z) f 03 (z) dz 
∫ t 
0 
F¯ 10 (t + y) f 12 (y) dy 
)
·
(∫ t 
0 
F 01 (z) f 03 (z) dz 
∫ t 
0 
F¯ 10 (y) f 12 (y) dy 
)−1 
. The semi-Markov kernels for the graph of the dis-
crete system are given in Table 2. 
Let us construct the Markov renewal equations
(MREs) [16,17,19] : { 
ϕ 0 (t ) = 
∫ t 
0 Q 01 (dx ) ϕ 1 (t − x ) + Q 03 (t ) ;
ϕ 1 (t ) = 
∫ t 
0 Q 10 (dx ) ϕ 0 (t − x ) + Q 12 (t ) . 
(5)
By substituting the semi-Markov kernels from
Table 2 into Eqs. ( 5 ), we shall obtain the following:
⎧ ⎪ ⎪ ⎪ ⎪ ⎨ 
⎪ ⎪ ⎪ ⎪ ⎩ 
ϕ 0 (t ) = 
∫ t 
0 ϕ 1 (t − x ) f 01 (x ) ¯F 03 (x ) dx 
+ ∫ t 0 F¯ 01 (x) f 03 (x) dx ;
ϕ 1 (t ) = 
∫ t 
0 ϕ 0 (t − x ) f 10 (x ) ¯F 12 (x ) dx 
+ ∫ t 0 F¯ 10 (x) f 12 (x) dx . 
(6)
By changing the variables and substituting ϕ 1 (t )
into the expression for ϕ 0 (t ) in system ( 6 ), we ob-
tain: 
ϕ 0 (t ) = 
∫ t 
0 
f 01 (t − x) ¯F 03 (t − x) dx 
∫ x 
0 
ϕ 0 (y) f 10 (x − y)
×F¯ 12 (x − y) dy + 
∫ t 
0 
f 01 (t − x) ¯F 03 (t − x) dx ∫ x 
0 
F¯ 10 (y) f 12 (y) dy + 
∫ t 
0 
F¯ 01 (x) f 03 (x) dx (7)
By transforming Eq. (7) , we obtain: 
ϕ 0 (t ) = 
∫ t 
0 
ϕ 0 (y)[( f 01 F¯ 03 ) ∗ ( f 10 F¯ 12 )](t − y) dy 
+ 
∫ x 
0 
F¯ 10 (y) f 12 (y) dy 
∫ t−y 
0 
f 01 (x) ¯F 03 (x) dx 
+ 
∫ t 
0 
F¯ 01 (x) f 03 (x) dx , (8)
where ∗ is the convolution operator. 
Let us introduce notations 
K (x) = [( f 01 F¯ 03 ) ∗ ( f 10 F¯ 12 )](x) ;
ϕ(t ) = 
∫ x 
0 
F¯ 10 (y) f 12 (y) dy 
∫ t−y 
0 
f 01 (x) ¯F 03 (x) dx 
+ 
∫ t 
0 
F¯ 01 (x) f 03 (x) dx. 
Then expression ( 8 ) shall take the form 
ϕ 0 (t ) = 
∫ t 
0 
ϕ 0 (x ) K (t − x ) dx + ϕ(t ) . (9)
Let us introduce an operator [20,21] : 
[ A ϕ 0 ] (t ) = 
∫ t 
ϕ 0 (x ) K (t − x ) dx . 
0 
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Fig. 3. ϕ 0 ( t ) distribution function for the mean time between failures (see Eq. (11) ). Then expression ( 9 ) shall take the form 
ϕ 0 (t ) = [ A ϕ 0 ] (t ) + ϕ(t ) . (10) 
By solving Eq. (10) , we obtain: 
ϕ 0 (t ) = [ I − A ] ϕ(t ) = ϕ(t ) + 
∞ ∑ 
n=1 
[
A n ϕ 
]
(t ) . 
By iterating, we obtain: 
ϕ 0 (t ) = ϕ(t ) + 
∫ t 
0 
h(t − x) ϕ(x ) dx , (11) 
where h(x) = 
∞ ∑ 
n=1 
[( f 01 F¯ 03 ) ∗ ( f 10 F¯ 12 )] (∗) n (x) ; 
ϕ(t ) = 
∫ t 
0 
F¯ 10 (y) f 12 (y) dy 
∫ t−y 
0 
f 01 (x) ¯F 03 (x) dx 
+ 
∫ t 
0 
F¯ 01 (x) f 03 (x) dx . 
The obtained distribution function ( 11 ) describes 
the system’s mean time between failures. 
Let us find the distribution function for the system’s 
recovery time using Eq. (4) : 
F θ23 (t ) = 
F 2 (t ) P 0 2 ρ2 + F 3 (t ) P 0 3 ρ3 
P 0 2 ρ2 + P 0 3 ρ3 
. (12) Since P 0 2 = 1 and P 0 3 = 1 , the distribution function 
( 12 ) takes the form 
F θ23 (t ) = 
F 2 (t ) ρ2 + F 3 (t ) ρ3 
ρ2 + ρ3 . (13) 
The obtained formulae ( 11 ) and ( 13 ) allow us to 
fully describe the behavior of the system as a whole, 
i.e., to represent it as an equivalent primitive element 
with two factor states: the downtime and the uptime. 
The modeling results using Eq. (11) are shown in 
Fig. 3. 
The distribution functions F 01 (t ) , F 03 (t ) , F 10 (t ) and 
F 12 (t ) serve as the input modeling data; they are dis- 
tributed by the generalized Erlang law of the second 
order with the parameters λ01 , λ03 ; μ1 , μ2 ; υ1 , υ2 , 
respectively, with 
f 01 ( t ) = λ01 e −λ01 t , 
where λ01 =0.1250 h –1 ; 
f 03 ( t ) = λ03 e −λ03 t , 
where λ03 =0.0625 h –1 ; 
f 10 ( t ) = μ1 μ2 ( e 
−μ1 t − e −μ2 t ) 
μ2 − μ1 , 
where μ1 =0.3333 h –1 , μ2 =1.000 h –1 . 
f 12 ( t ) = υ1 υ2 ( e 
−υ1 t − e −υ2 t ) 
υ2 − υ1 , 
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Fig. 4. Program listing for a two-node TM. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 where υ1 =1.1 h –1 , υ2 =10.9 h –1 . 
Discussion of the obtained results 
Let us compare the mathematical expectation values
of the function ( 11 ) we obtained and the mathematical
expectation found using the expression [16] : 
T + = 
∑ 
i∈ M + m i ρi ∑ 
e ∈ E⊂M + 
∑ 
j∈ M − P e j ρi 
The mathematical expectation value of the distribu-
tion function we obtained is 6 . 453680520695 , 
while the one found by the authors of Ref. [16] is 
6 . 453680520781 . 
It is easy to notice that the difference is only in
the last four significant digits, i.e., the obtained values
practically coincide. 
Let us consider the influence of the assumption we
made about the exponential behavior of the TM’s and
SD’s failures on the model accuracy. 
The assumptions we introduced that the distribution
functions for the TM’s and SD’s mean times between
failures are exponents simplify the model significantly.
Analyzing the conditions resulting in the primitive
failure flow can lead to the conclusion that primitive
flows are quite rare. Of course, failure flows would
exhibit aftereffects. An example of this is the obser-
vation that a failure in one of the TM’s nodes leads,
as a rule, to a failure only in certain other nodes. The
ordinariness may also be violated, since simultaneous
failure of several nodes is possible, even though this
situation is assumed to be unlikely. The stationary con-
dition, however, is almost always fulfilled, because the
rates of the TM’s and SD’s failures are time-constant.
Nevertheless, using primitive flows to describe fail-
ures is acceptable in many cases. Any TM is a com-
plex technical system consisting of a great number of
nodes and components. Failure flow of an individual
mechanical component is expressed, as a rule, by an
exponent. The law of the behavior of the mean time
between failures for a TM consisting of nodes and
components whose mean times between failures fol-
low the exponent will also be expressed by an expo-
nent [22] . In the case when any flow turns out to be
ordinary and stationary, the Khinchin theorem can be
used [23] . 
Khinchin once proved that if the flow is a superpo-
sition of stationary, ordinary and mutually independent
flows, and λi is the rate of an i th flow, then the total
flow will tend to the simplest flow with the rate 

 = ( λ1 + · · · + λi + · · · + λn ) , 
if n is large enough. 
This poses the question how high the n value
should be for the TM’s failure flow to be taken as
exponential. 
Let us construct an imitation model to assess this
value using the GPSS world system. Let us accept
the generalized Erlang law of the second order as the
law for the mean time between failures. The program
listing for a TM consisting of two nodes is shown in
Fig. 4. 
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Fig. 5. MTBF histograms for a TM consisting of two (a), three (b) and six (c) nodes; the data was obtained based on the Erlang law of the 
second order ( N is the failure rate). 
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 The modeling was performed for a TM comprising
between 2 and 6 nodes. Some MTBF histograms are
shown in Fig. 5. 
It can be seen from the modeling results that the
hypothesis of the exponential distribution of MTBF of
the whole TM can be accepted starting from a TM
consisting of 6 nodes (see Fig. 5 (c)). Since a TM ac-
tually contains a far larger number of nodes and com-
ponents, the assumption we made in the model is quite
acceptable. Similar reasoning is valid for the MTBF
of the SD. 
Conclusion 
As a result of the study we have carried out, we
have reached our goal of developing a semi-Markov
model for the operational process of the ‘technological
module–storage device’ structure. We obtained the ex-
pressions for determining the distribution functions of
the mean times between failures and the mean times
till recovery (see Eqs. (11) and ( 13 ), respectively). 
We compared the mathematical expectation values
of MTBF determined using the distribution function
we obtained and the one obtained from the formula
given in Ref. [16] ; as it turned out, the results coin-
cided almost completely. 
The obtained expressions allow replacing the struc-
ture under consideration with the primitive element,
which substantially simplifies modeling the systems
of the top hierarchical level. 
In the future, we plan using the obtained expres-
sions for modeling asynchronous automated lines. 
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