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Abstract
In the study of orthogonal polynomials (OP) associated to linear functionals u that verify a functional equation of the
type D(A(z)u) =B(z)u, the polynomial B(z)− izA′(z) plays a very important role. In this paper we obtain the OP related
to semiclassical functionals u belonging to the class (2; 2) which are solutions of a functional equation as the above with
A(z) = (z − )2 and B(z) = b0z2 + b1z + b2, where  is a root of B(z)− izA′(z) = 0. c© 2001 Elsevier Science B.V. All
rights reserved.
MSC: 42C05.
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1. Introduction
For orthogonal polynomials on the real line a vast literature about di9erential equations and other
di9erential properties exist. In fact, one of the most important reasons for its study is the connection
with eigenfunction problems for di9erential operators which appear in the equations of Mathematical
Physics.
For orthogonal polynomials on the unit circle very few results are known.
A kind of questions concerns the study of sequences of orthogonal polynomials satisfying second
order linear di9erential equations whose coe>cients are polynomials with degree independent of n.
For the real line, a very important developement in this direction took place in the previous
decade (see [5] among others, for more details see [2]). The introduction of semiclassical orthogonal
polynomials allows to lay the theoretical framework for this theory.
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A semiclassical linear functional u satisGes the distributional equation D(Au)=Bu where A; B are
a polynomials with A = 0.
A very important result about semiclassical functionals is the following:
“The monic orthogonal polynomial sequence {
n} corresponding to a semiclassical linear func-
tional satisGes:
A(z; n)
′′n (z) + B(z; n)

′
n(z) + C(z; n)
n(z) = 0;
where A; B; C are polynomials whose degrees not depend of n”. (See [6,9].)
The aim of this article is to Gnd the sequences of orthogonal polynomials related to semiclassical
linear functionals u that satisGes the distibutional equation:
D((z − )2u) = (b0z2 + b1z + b2)u; (1.1)
where  is a solution of the equation (b0 − 2i)z2 + (b1 + 2i)z + b2 = 0.
This last hypothesis is important since if u is a semiclassical functional such that D(A(z)u)=B(z)
and G(z) denotes the series G(z) =
∑+∞
−∞ ukz
−k , where uk = u(zk), it has been demonstrated that
zA(z)G′(z) + i(B(z)− izA′(z))G(z) = 0:
It is obvious that if A(z) and B(z) − izA′(z) have some common root the calculation of the series
G(z) is simpliGed.
If u is induced by a positive measure () on the unit circle, then the absolutely continuous part
of the measure is given by ′()=G(ei), which justiGes the importance of knowing the sum of the
series G(z).
The organization of this paper is as follows: in Section 2 we develop the terminology and basic
deGnitions to be used later on. In Section 3 we obtain that the distributional equation (1:1) must be
of one of the following forms:
1. D((z − )2u) = 2iz(z − )u, or
2. D((z − )2u) = (b0z2 − (b0 + b0 + 2i)z + (b0 + 2i)2)u.
In Section 4 we study whether the distributional equation can be simpliGed; in all cases we obtain the
corresponding minimal distributional equation. In Section 5 we give a representation of the sequence
of kernels in terms of a hypergeometric series. Finally, Section 6 contains an explicit representation
of the monic orthogonal polynomial sequence, {
n}, with respect to u.
2. Preliminary results
Let = span{zk ; k ∈ Z} be the space of the Laurent polynomials with complex coe>cients and
let u : → C be a linear functional.
Denition 1. If we denote un = u(zn), for n ∈ Z, we say that:
• u is hermitian if ∀n¿0; u−n = un.
• u is regular (positive deGnite) if the principal submatrices of the moment matrix are nonsingular
(positive), i.e.,
∀n¿0; n = det(u(zi−j))i=0:::n;j=0:::n = 0 (¿ 0):
In any case we denote ∀n¿0; en = n=(n−1) with −1 = 1.
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It is well known that if u is positive deGnite a Gnite and positive Borel measure  on the unit
circle exists such that
∀P ∈ ; u(P(z)) =
∫ 2
0
P(ei) d:
Denition 2. Let {
n(z)}+∞0 be a complex polynomial sequence with deg
n(z) = n. We say that
{
n(z)}+∞0 is a sequence of orthogonal polynomials (OPS) with respect to u if:
∀n; m¿0; u
(

n(z)
m
(
1
z
))
= ennm with en = 0:
In what follows we denote by {
n} the monic orthogonal polynomials sequence (MOPS) relative
to u. It is well known that {
n} satisGes the following recurrence relations:
∀n¿1; 
n(z) = z
n−1(z) + 
n(0)
∗n−1(z); (2.1)
∀n¿1; 
∗n(z) = 
∗n−1(z) + 
n(0)z
n−1(z); (2.2)
where 
∗n(z) = z
n
n
(
1
z
)
is the reversed of 
n(z). (See [1,8].)
Denition 3. We deGne the nth reproducing kernel for the linear functional u as a polynomial in
two variables Kn(z; y) given by Kn(z; y) =
∑n
k=0 (
k(z)
k(y)=ek). (See [1,8].)
As a consequence of the above deGnition the following formulas hold (see [9]):
∀n¿0; (1− Lyz)Kn(z; y) = 

∗
n(z)
∗n(y)− z Ly
n(z)
n(y)
en
: (2.3)
∀n¿0; (1− Lyz)Kn(z; y) = 

∗
n+1(z)

∗
n+1(y)− 
n+1(z)
n+1(y)
en+1
: (2.4)
For all polynomial P such that deg P6n; u(Kn(z; y) LP(1=z)) = P(y): (2.5)
Next, we recall some facts concerning semiclassical functionals. For more details see [9].
Denition 4. Given a linear, regular and hermitian functional u, we say that u is semiclassical if
there exist polynomials A(z) = 0 and B(z) such that the following functional equation holds:
D(A(z)u) = B(z)u;
where the derivative operator D is deGned by
∀P ∈ ; Du(P(z)) =−iu(zP′(z)):
This deGnition is motivated by the di9erential behavoir of positive measures on the unit circle
with respect to the integration on the unit circle.
If degA(z)=p′ and max{p′−1; deg[(p′−1)A(z)+ iB(z)]}=q we say that u belongs to the class
(p′; q).
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Theorem 1. If u is a semiclassical functional that satis2es D(A(z)u) = B(z)u then the following
relation holds:
zp
′
A(z)(B(z)− izA′(z))∗ = zpA∗(z)(B(z)− izA′(z))
with p′ = degA(z) and p= deg(B(z)− izA′(z)).
Theorem 2. If A(z) and B(z) are the polynomials in De2nition 4 there exists a polynomial C(z)
of degC(z)6max{p′; q} such that the series S(z) =∑+∞k=0 ukzk satis2es the following di4erential
equation:
zA(z)S ′(z) + i(B(z)− izA′(z))S(z) = C(z):
Theorem 3. Let u be a regular functional such that D(A(z)u) = B(z)u and assume that:
z − z0 divides gcd{A(z); B(z)− izA′(z)};
where gcd denotes the greatest common divisor of A(z) and B(z)− izA′(z).
Then u satis2es:
D(A˜(z)u) = B˜(z)u
with A(z) = (z − z0)A˜(z) and B˜(z) = izA˜′(z) + ((B(z)− izA′(z))=(z − z0)); if and only if C(z0) = 0.
Denition 5. Given a semiclassical functional u, we say that D(A(z)u) = B(z)u is a smallest class
for u if
gcd{A(z); B(z)− izA′(z); C(z)}= 1:
3. Determination of the functional equation
Let u be a semiclassical functional belonging to the class (2; 2). From DeGnition 4 we have
deg[A(z) + iB(z)] = 2.
Assume that A(z) = (z − )2 and B(z) = b0z2 + b1z + b2. Under these conditions A(z) + iB(z) =
(ib0 +1)z2 +(ib1−2)z+ib2 +2 with ib0 +1 = 0 and B(z)− izA′(z)=(b0−2i)z2 +(b1 +2i)z+b2.
Furthermore we suppose that  is a root of B(z)− izA′(z)=0, which implies that B(z)− izA′(z)=
(z − )[(b0 − 2i)z + (b1 + b0)] and b2 =−(b1 + b0).
Lemma 1. Let u be a semiclassical functional belonging to class (2; 2) that satis2es D(A(z)u) =
B(z)u where A(z) = (z − )2; with  ∈ C; and B(z) = b0z2 + b1z + b2; with b0; b1 and b2 ∈ C. If 
is a root of B(z)− izA′(z) = 0 then one of the following conditions must hold:
(i)
B(z) = 2iz(z − ) = izA′(z):
(ii)
B(z) = b0z2 − (b0 + b0 + 2i)z + 2(b0 + 2i);
with b0 = i; and if || = 1 then b0 − b0 = 4i.
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Proof 1. We distinguish two cases b0 = 2i and b0 = 2i. Both follow easily from Theorem 1.
In what follows, without loss of generality we assume that u is normalized, that is, u0 = 1.
Under the hypothesis of Lemma 1 the following results hold.
Lemma 2. For all integers n; the sequence of the moments {un} satis2es the following di4erence
equation:
(b0 + in)un+2 − (b0 + b0 + 2i(n+ 1))un+1 + 2(b0 + i(n+ 2))un = 0 (3.1)
with initial conditions u0 = 1 and u1 =−
1(0).
Proof 2. From DeGnition 4, for all P ∈  we have
(D[(z − )2u])(P(z)) =−i[(z − )2u](zP′(z)) =−iu((z − )2zP′(z)):
Hence, for all n ∈ Z:
(D[(z − )2u])(zn) =−inu((z − )2zn) =−in(un+2 − 2un+1 + 2un):
On the other hand, taking into account (1.1), for all n ∈ Z:
(D[(z − )2u])(zn) = b0un+2 − (b0 + b0 + 2i)un+1 + 2(b0 + 2i)un:
Equating the right-hand sides of the last two expressions, we obtain the required result.
Corollary 1. For all integers n; the sequence of the moments {un} satis2es
(||2 − 1)[(||2 + 1)(b0 + in)un+2 − (b0 + b0 + 2i(n+ 1))un+1] = 0: (3.2)
with initial conditions u0 = 1 and u1 =−
1(0).
Proof 3. Writing (3.1) for −n and conjugating the resulting expression:
(b0 + in)un−2 − [(b0 + b0) + 2i(n− 1)] Lun−1 + L2[b0 + i(n− 2)]un = 0:
We write the last equation for n+ 2 and using (3.1) we eliminate un.
Theorem 4. The series S(z) satis2es the following di4erential equation:
z(z − )2S ′(z) + i[(b0 − 2i)z2 − (b0 + b0)z + 2(b0 + 2i)]S(z)
= [2(ib0 − 1)u1 − i(b0 + b0)]z + i2(b0 + 2i):
Proof 4. From Theorem 2:
(z − )2[u1z + 2u2z2 + 3u3z3 + · · ·+ nunzn + · · · ]
+ i[(b0 − 2i)z2 − (b0 + b0)z + 2(b0 + 2i)]
×[1 + u1z + u2z2 + u3z3 + · · ·+ unzn + · · · ] = C(z)
with degC(z)62.
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Identifying coe>cients we Gnd that: C(0)=i2(b0 +2i), the coe>cient of z is 2u1− i(b0 +b0)+
i2(b0 + 2i)u1, and the coe>cient of z2 is 2u22 − 2u1 + i[(b0 − 2i)− (b0 + b0)u1 + 2(b0 + 2i)u2].
On the other hand, if we take n=−2 in (3.1) we Gnd that the coe>cient of z2 is 0. Consequently:
C(z) = [2(ib0 − 1)u1 − i(b0 + b0)]z + i2(b0 + 2i): (3.3)
4. The smallest class
In what follows, we denote by L0 the functional associated to the Lebesgue measure and by 
the Dirac distribution at a point . Let us suppose that u satisGes Lemma 1.
Theorem 5. If b0 = 2i; then:
1. If =0 or 
1(0)= 0; the smallest class is (0; 0): The distributional equation can be reduced to
Du= 0 and the solution u of the distributional equation is u= L0.
2. If  = 0 and 
1(0) = 0 the smallest class is (2; 2): The distributional equation cannot be
reduced and the solution u of the distributional equation is:
u= (1− $)L0 + $;
where $=−
1(0) L is a real number such that $ = 1 and ||= 1:
Proof 5. If b0 = 2i, from Lemma 1(i) we have B(z) − izA′(z) = 0 and from (3.3) C(z) = 2u1z.
Taking into account these results and applying Theorem 3 we deduce that the distributional equation
can be reduced if and only if = 0 or u1 =−
1(0) = 0.
Moreover, from (3.1) we have
(n+ 2)un+2 − 2(n+ 1)un+1 + 2nun = 0: (4.1)
Taking cn = nun; cn+2 − 2cn+1 + 2cn = 0: Solving this equation with initial conditions c0 = 0 and
c1 = u1 we obtain cn = u1nn−1, and this implies un = u1n−1.
Taking n=−1 in (4.1), u1 = 2u1.
1. If = 0 or u1 = 0 then ∀n¿1 un = 0, so that u= L0.
2. If ; u1 = 0 then u1 L=u1, thus $=u1 L is a real number and ||=1. In this case, since un=$n,
u= (1− $)L0 + $.
Besides, if $= 1 then |u1|= 1 in contradiction with the regularity of u, hence $ = 1.
Remark 1. The OPS related to the functionals u which appear in Theorem 5 have been studied in
[9,3].
Theorem 6. If b0 = 2i then necessarily ||= 1. Furthermore:
(i) If 
1(0)(b0 − i) = −(b0 + 2i) the smallest class is (1; 1). The distributional equation can be
reduced to
D((z − )u) = (−i)(ib0 + 1)
(
z + 
2− ib0
1 + ib0
)
u:
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(ii) If 
1(0)(b0 − i) = −(b0 + 2i) the smallest class is (2; 2). The distributional equation is
given by
D((z − )2u) = ((z − )(b0z − b0− 2i))u:
Proof 6. If b0 = 2i, taking n=−1 in (3.1) it follows that
b0 L(1 + L
1(0)) + b0(
1(0) + L) = i(−
1(0) + L2
1(0)): (4.2)
In order to know the zeros of C(z) we need to calculate b0.
1. If ||= 1:
(i)  is a zero of C(z) if and only if:

1(0)(b0 − i) + (b0 + 2i) = 0:
Conjugating this equation we obtain a system of equations for b0 and b0. This system has a unique
solution if the determinant formed by the coe>cients of b0 and b0 do not vanish. If we denote by
 this determinant, then = |
1(0)|2 − 1, and  = 0 because of the regularity of u. By solving
the system we Gnd:
b0 = i
[
2− |
1(0)|2 + 
1(0)
1− |
1(0)|2
]
: (4.3)
In this case C(z) = −[(
∗1 ()
1(0))=(1 − |
1(0)|2)](z − ) and the functional equation can be
reduced. The smallest class is (1,1) and the distributional equation is given in the statement.
(ii) From (i) we have that C() = 0. Now, from DeGnition 5 it holds that the distributional
equation cannot be reduced. Consequently, the smallest class for u is (2; 2).
2. If || = 1 then necessarily the imaginary part of b0 is 2, and the real part of b0;R b0, is di9erent
from zero (b0 = 2i). Consequently, B(z)− izA′(z) = R b0(z − )2.
From (3.2)
(||2 + 1)(R b0 + i(n+ 2))un+2 = 2(R b0 + i(n+ 1))un+1:
Taking n=−1; (||2 + 1)(R b0 + i)u1 = 2R b0:
Taking n=−2 and conjugating the resulting equation:
(||2 + 1)R b0 = 2 L(R b0 + i)u1:
If  = 0 or u1 = 0, from the last expression we obtain that R b0 = 0, in contradiction with the
hypothesis. Then  = 0 and u1 = 0.
Eliminating (R b0 + i)u1 from both expressions we obtain || = 1 in contradiction with the
hypothesis. Hence, this case is impossible.
Remark 2. The OPS related to the functionals u which belongs to class (1,1) have been studied in
[7,9].
5. The sequence of the kernels
In this section we obtain the sequence of the kernels with respect to the functional u that satisGes
D((z− )2u) = ((z− )(b0z− (b0 + 2i))u (Theorem 6(ii)). Knowing this sequence we will be able
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to obtain the OPS through the formulas through which they are related. For the rest of the problems
which appear in this paper, the OPS are known. (See [3,7,9]).
In what follows we use the notation (a)n for '(a+ n)='(a), i.e.,
(a)0 = 1; : : : ; (a)n = a(a+ 1) · · · (a+ n− 1); n= 1; 2; 3; : : :
and F(a; b; c; z) for the hypergeometric series (see [4])
2F1(a; b; c; z) ≡ F(a; b; c; z) =
+∞∑
n=0
(a)n(b)n
n!(c)n
zn:
Proposition 1. The sequence of the kernels {Kn(z; )} satis2es the following di4erential-di4erence
equation:
∀n¿1; (z − ) K
′
n(z; )
n
= Kn(z; ) + )nKn−1(z; ); (5.1)
where )n is the real number given by
)n =− Kn(; )Kn−1(; ) =−
(n− 1 + ib0)
n+1()
n
n()
: (5.2)
Proof 7. We write
(z − )2 K
′
n(z; )
n
=

n()
en

n+1(z) +
n∑
k=0
$nk
k(z): (5.3)
Because the orthogonality of {
n} with respect to u, for all j such that 06j6n:
u
(
(z − )2K ′n(z; )
j
(
1
z
))
= n$njej:
Next, we calculate $nj. From DeGnition 4:
(D((z − )2u))
(
Kn(z; )
j(1=z)
z
)
=−iu
(
z(z − )2
(
Kn(z; )
j(1=z)
z
)′)
=−in$njej + iu
(
(z − )2
z2
Kn(z; )
j
′
(
1
z
))
+ iu
(
(z − )2
z
Kn(z; )
j
(
1
z
))
:
On the other hand, as u satisGes Eq. (1.1) (Theorem 6(ii))
(D((z − )2u))
(
Kn(z; )
j(1=z)
z
)
= u
[(
b0z − (b0 + b0 + 2i)+ 
2(b0 + 2i)
z
)
Kn(z; )
j
(
1
z
)]
:
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From both expressions
n$njej = u
(
(z − )2
z2
Kn(z; )
j
′
(
1
z
))
+ u
[(
(1 + ib0)z − i(b0 + b0)+ (ib0 − 1) 
2
z
)
Kn(z; )
j(1=z)
]
: (5.4)
Now, we proceed to calculate the two summands in (5.4).
In order to obtain the Grst summand we use (2.5). Thus,
u
((
1− 2
z
+
2
z2
)
Kn(z; )
j
′
(
1
z
))
=
′j()− 2(
′j()) + 2u
(
Kn(z; )
z2

j
′
(
1
z
))
:
If 06j6n− 1 then u((Kn(z; )=z2)
j ′(1=z)) = 2
′j():
If j = n then
u
(
Kn(z; )
z2

n
′
(
1
z
))
= u
((
1
z2
− 1
2
+
1
2
)
Kn(z; )
n
′
(
1
z
))
;
where from
u
(
Kn(z; )

n
′
(1=z)
z2
)
= u
[(
1
z2
− 1
2
)
Kn(z; )
n
′
(
1
z
)]
+ 2
′n():
From the Christo9el–Darboux formula (2.4) we can write
u
(
Kn(z; )

n
′
(1=z)
z2
)
=
L
en+1
u
[
(z + )
z2
(

∗n+1(z)

∗
n+1()− 
n+1(z)
n+1()
)

′n
(
1
z
)]
+ 2
′n()
=− n
n+1() + 2
′n():
Therefore,
u
(
(z − )2
z2
Kn(z; )
j
′
(
1
z
))
=
{
0 if 06j6n− 1;
−n2
n+1() if j = n: (5.5)
In order to obtain the second summand in (5.4) we need to know u(zKn(z; )
j(1=z)). From the
recurrence relations of kernels Kn+1(z; ) = zKn(z; ) + (=en+1)
∗n+1(z)

∗
n+1() and the relation

∗n+1(z) = en+1Kn+1(z; 0), if 06j6n, we have that
u
(
zKn(z; )
j
(
1
z
))
= (
j()− 
∗n+1()
j(0)):
Moreover, we need to know u((Kn(z; )=z)
j(1=z)).
If 06j6n− 1 then u((Kn(z; )=z) L
j(1=z)) = 
j().
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If j = n then
u
(
Kn(z; )
z
L
n
(
1
z
))
= u
((
1
z
− 1

+
1

)
Kn(z; ) L
n
(
1
z
))
:
Proceeding in the same way as in the previous case we obtain
u
(
Kn(z; )
z
L
n
(
1
z
))
=−
n+1() + 
n():
Consequently,
u
[(
(1 + ib0)z − i(b0 + b0)+ (ib0 − 1) 
2
z
)
Kn(z; )
j
(
1
z
)]
=
{− (1 + ib0) Ln
n+1()
j(0) if 06j6n− 1;
− (1 + ib0) Ln
n+1()
n(0)− 2(ib0 − 1)
n+1() if j = n:
(5.6)
From (5.4)–(5.6):
$nj =


− (1 + ib0) L
n
n+1()
j(0)
nej
if 06j6n− 1
− (1 + ib0) L
n
n+1()
n(0)
nen
− 
2(n− 1 + ib0)
n+1()
nen
if j = n:
Substituting in (5.3):
(z − )2 K
′
n(z; )
n
=

n()
en

n+1(z)− (1 + ib0) L
n
n+1()
nen

∗n(z)−
2(n− 1 + ib0)
n+1()
nen

n(z): (5.7)
From (2.1) for n+ 1,
(z − )2 K
′
n(z; )
n
=
[
z

n()
en
− 
2(n− 1 + ib0)
n+1()
nen
]

n(z)
+
[

n+1(0)

n()
en
− (1 + ib0) L
n
n+1()
nen
]

∗n(z):
Taking z = :
−
[

n()
en
− 
2(n− 1 + ib0)
n+1()
nen
]

n()

∗n()
=
n+1(0)

n()
en
− (1 + ib0) L
n
n+1()
nen
; (5.8)
therefore,
(z − )2 K
′
n(z; )
n
=
[
z

n()
en
− 
2(n− 1 + ib0)
n+1()
nen
]

n(z)
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−
[

n()
en
− 
2(n− 1 + ib0)
n+1()
nen
]

n()

∗n()

∗n(z):
Taking into account (2.3) and (2.4) we conclude that the statement holds.
Lemma 3. For all n¿1 the following relations hold:
(i) 
n() = ann
∗n() where an = (−1 + ib0)n=(−1− ib0)n.
(ii) i(b0 + b0)ann = (n− 2 + ib0)
n(0)− (n− 2− ib0)
n(0)a2n2n.
(iii) 
n() = 

n−1()
an−1
(an−1 + L
n
n(0)).
(iv) en =
(an − Ln
n(0))(an−1 + Ln
n(0))
anan−1
en−1.
Proof 8. (i) From (5.2)
Kn(; ) =
Ln(−ib0)n
n!

n+1()

1()
: (5.9)
As Kn(; ) = Kn(; ):

n+1() = 2n

1()

1()
(ib0)n
(−ib0)n 
n+1(): (5.10)
From this relation and (4.2) the result follows.
(ii) Developing in (5.10) 
n+1() and 
n+1() through (2.1).
(iii) Putting z =  in (2.1) and eliminating 
∗n−1() with relation (i).
(iv) Given that (en=en−1) = 1− |
n(0)|2, it follows from (ii) that
en
en−1
= 1− 
n(0)
[
Ln
n(0)
anan−1
− i (b0 + b0)
(n− 2− ib0)an
]
Ln:
Now, if we take into account that (i(b0 + b0))=(n − 2 − ib0)) = (an − an−1)=(an−1) and make
some calculations, we obtain the desired expression.
Corollary 2. The sequence of the kernels {Kn(z; )} satis2es (5.1) where
∀n¿1; )n =− (n− 3 + i(b0 − b0))an
(n− 2 + ib0)(an − Ln
n(0))
: (5.11)
Proof 9. Eliminating in (5.2) 
n+1()=
n() with Lemma 3(iii):
)n =− (n− 1− ib0)(an + L
n+1
n+1(0))
nan
: (5.12)
From the recurrence relations of the kernels |
n()|2=Kn−1(; )en = −)n − 1 and substituting )n in
(5.12)
Kn−1(; ) =
nan|
n()|2
bn+1en
;
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where
bn+1 =−(1 + ib0)an + (n− 1− ib0) Ln+1
n+1(0): (5.13)
Thus, from Lemma 3(iii) and (iv)
)n =−|
n+1()|
2
|
n()|2
(n+ 1)an+1en
nanen+1
bn+1
bn+2
=−
(
an + n+1
n+1(0)
an+1 − Ln+1
n+1(0)
)
a2n+1
(n+ 1)
n
bn+1
bn+2
:
From Lemma 3(ii)
an + n+1
n+1(0) =
(
n− 1− ib0
(n− 1 + ib0)a2n
)
(an + L
n+1
n+1(0));
wherefrom
)n =−(n− 1 + ib0)(n− 1− ib0)
(
an + L
n+1
n+1(0)
an+1 − Ln+1
n+1(0)
)
(n+ 1)
n
bn+1
bn+2
:
Equating the new expression of )n with (5.12) we conclude that bn+2(an+1 − Ln+1
n+1(0)) =
((n+ 1)an+1bn+1)=(n− 1− ib0).
From (5.13) and the previous relation:
an+1 + L
n+2
n+2(0) =
(n+ 1)(n− 2 + i(b0 − b0))an+1an
(n− ib0)(n− 1− ib0)(an+1 − Ln+1
n+1(0))
:
Writing this relation for 
n+1(0) and using (5.12) we Gnd (5.11).
Lemma 4. Assume that ck = u((z − )k) for all n ∈ N. Then
∀k¿1; ck = (1 + L
1(0)) (−2 + i(b0 − b0))k−1(−ib0)k−1 (−)
k : (5.14)
Proof 10. By applying the distributional equation to (z − )k :
(D((z − )2u))((z − )k) = u((z − )k+1(b0z − (b0 + 2i)));
hence,
(ik + b0)u(z(z − )k+1) = (b0 + 2i)u((z − )k+1):
Also, we have
(ik + b0)u([(z − ) + ](z − )k+1) = (b0 + 2i)u((z − )k+1);
this implies
(ik + b0)ck+2 + (ik + b0)ck+1 = (b0 + 2i)ck+1:
Therefore,
∀k¿0 ck+2 = (−) k − 2 + i(b0 − b0)k − ib0 ck+1;
wherefrom we Gnd relation (5.14).
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Theorem 7. The sequence of the kernels; {Kn(z; )}; admits the following representation:
∀n¿1; Kn(z; ) = Kn(; )F(−n;−1− ib0;−2 + i(b0 − b0); 1− Lz);
where
(i) If −3 + i(b0 − b0) = 0;
Kn(; ) =
(−3 + i(b0 − b0))n+1
A(−2 + i(b0 − b0))n − n!(1 + L
1(0))(1 + ib0)
;
where A=−3 + i(b0 − b0) + (1 + L
1(0))(1 + ib0) is a nonzero real number.
(ii) If −3 + i(b0 − b0) = 0;
Kn(; ) =
1
1 + (1 + L
1(0))(1 + ib0)(
∑n
k=1(1=k))
;
where (1 + L
1(0))(1 + ib0) is a nonzero real number.
Proof 11. Taking derivatives in (5.1) to (k − 1)-order:
(z − ) K
k)
n (z; )
n
=
n− (k − 1)
n
Kk−1)n (z; ) + )nK
k−1)
n−1 (z; ):
Taking z = :
Kk−1)n (; ) =
−n)n
n− k + 1K
k−1
n−1 (; ); 16k6n:
Since )n =−Kn(; )=Kn−1(; ),
Kk−1)n (; ) = (−1)n−k+1
n(n− 1) : : : k
(n− k + 1) : : : 1)n : : : )kK
k−1)
k−1 (; )
=
n!
(n− k + 1)!
Kn(; )
Kk−1(; )

k−1()
ek−1
; 16k6n:
Using the Taylor expansion of Kn(z; ) in z =  together with Lemma 3(i):
Kn(z; ) = Kn(; )
n∑
k=0
(
n
k
)
L2k
k()
Kk(; )ekak
(z − )k : (5.15)
Now, we obtain the coe>cient of (z − )k .
From (5.11):
Kn(; ) =
n∏
k=1
ak(k − 3 + i(b0 − b0))
(k − 2 + ib0)(ak − Lk
k(0))
:
From Lemma 3(iv) and (iii):
en =
∏n
k=1(ak − Lk
k(0))
∏n−1
k=0(ak + L
k+1
k+1(0))
a0a21 : : : a2n−1an
and

n() = n
∏n−1
k=0(ak + L
k+1
k+1(0))
a0 : : : an−1
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thus,

k()
Kk(; )ekak
= k
(−1− ib0)k
(−2 + i(b0 − b0))k
(5.16)
Substituting this expression in (5.15):
Kn(z; ) =Kn(; )
[
n∑
k=0
Lk
(
n
k
)
(−1− ib0)k
(−2 + i(b0 − b0))k
(z − )k
]
=Kn(; )F(−n;−1− ib0;−2 + i(b0 − b0); 1− Lz): (5.17)
Next, we obtain Kn(; ).
By applying u in (5.17) and taking into account (5.14):
1
Kn(; )
= 1− (1 + L
1(0))(1 + ib0)Sn; (5.18)
where Sn =
∑n
k=1(−1)k
( n
k
)
1=(k − 3 + i(b0 − b0)).
In order to obtain the sum Sn we distinguish the following cases:
(i) If −3 + i(b0 − b0) = 0 then
Sn =
1
−3 + i(b0 − b0)
n∑
k=1
(−n)k
k!
(−3 + i(b0 − b0))k
(−2 + i(b0 − b0))k
=
1
−3 + i(b0 − b0)
[2F1(−n;−3 + i(b0 − b0);−2 + i(b0 − b0); 1)− 1]:
By using the elementary relations for hypergeometric series we get
Sn =
1
−3 + i(b0 − b0)
[
n!
(−2 + i(b0 − b0))n
− 1
]
:
From (5.18) we Gnd the expression for Kn(; ) given in the statement. Besides, from (4.2) we
deduce that A is a real number and from Theorem 6(ii) it follows that A = 0.
(ii) If −3+ i(b0− b0)=0 then Sn=− (∑nk=1 (1=k)). Proceeding in the same way as in the previous
case we obtain the result.
6. The orthogonal polynomial sequence
In this section we obtain the main result in this paper. This is an explicit representation of the
OPS related to the functional u, solution of (1.1) as discussed in the Introduction.
Theorem 8. The sequence of the orthogonal polynomials; {
n}; admits the explicit representation
∀n¿1; 
n(z) = (−2 + i(b0 − b0))n
n
(−1− ib0)n [F(−n;−1− ib0;−2 + i(b0 − b0); 1− Lz)
−fnF(−n+ 1;−1− ib0;−2 + i(b0 − b0); 1− Lz)];
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where:
(i) If −3+ i(b0− b0) = 0; then fn=Dn=((n− 3+ i(b0− b0))Dn−1) with Dn=A(−2+ i(b0− b0))n−
n!(1 + L
1(0))(1 + ib0).
(ii) If −3 + i(b0 − b0) = 0; then fn = Dn=Dn−1 with Dn = 1 + (1 + L
1(0))(1 + ib0)(∑nk=1(1=k)):
Proof 12. By using DeGnition 3 and Theorem 7:
Kn(; )F(−n;−1− ib0;−2 + i(b0 − b0); 1− Lz)
−Kn−1(; )F(−n+ 1;−1− ib0;−2 + i(b0 − b0); 1− Lz) = 
n(z) 
n()en : (6.1)
Next, we obtain the coe>cients in the above formula.
From (5.16) we obtain the coe>cient of F(−n;−1 − ib0;−2 + i(b0 − b0); 1 − Lz). In order to
obtain the coe>cient of F(−n+ 1;−1− ib0;−2 + i(b0 − b0); 1− Lz) we proceed as follows:
From (5.9) and the expression of Kn(; ) given in Theorem 7 we obtain 
n(). The result is
(i) If −3 + i(b0 − b0) = 0;

n() =
(n− 1)!(1 + L
1(0))(−3 + i(b0 − b0))n
(−ib0)n−1[A(−2 + i(b0 − b0))n−1 − (n− 1)!(1 + L
1(0))(1 + ib0)]
n: (6.2)
Given that
Kn−1(; )en

n()
=
(
Kn(; )− |
n()|
2
en
)
en

n()
;
then
Kn−1(; )en

n()
=
(−2 + i(b0 − b0))n
(−1− ib0)n 
n − 
n():
Combining this expression with (6.2) we obtain the result.
(ii) If −3 + i(b0 − b0) = 0; proceeding in the same way as before we obtain

n() =
(n− 1)!(1 + L
1(0))
(−ib0)n−1(1 + (1 + L
1(0))(1 + ib0)∑n−1k=1(1=k))
n
from where the result follows.
Corollary 3. (i) If −3 + i(b0 − b0) = 0; then

n(0) =−(−1 + ib0)n−1(−ib0)n−1
[
A(−2 + i(b0 − b0))n−1 − (n− 1)!(1 + L
1(0))(−2 + ib0)
A(−2 + i(b0 − b0))n−1 − (n− 1)!(1 + L
1(0))(1 + ib0)
]
n:
(ii) If −3 + i(b0 − b0) = 0; then

n(0) =
(2 + ib0)n−1
(−ib0)n−1
[
L
1(0)− (1 + L
1(0))(1 + ib0)(∑n−1k=1(1=k))
1 + (1 + L
1(0))(1 + ib0)(
∑n−1
k=1(1=k))
]
n:
Proof 13. Obvious from Theorem 9 for the value z = 0.
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