Introduction
Increasing the thrust to weight ratio of a gas turbine aircraft engine can be accomplished by increasing the turbine working temperature. This has put great emphasis on understanding just how the combustor exit flow interacts with and affects the performance of the downstream turbine. The complex temperature and pressure profiles exiting combustors have forced engine designers to prepare for the worst case without knowing exactly how the profiles affect the hardware. The variations in pressure, temperature, and turbulence that are present in the radial and circumferential spatial directions at the combustor exit all combine to yield a very complex exit flow structure. The temperature variations migrate through the combustion chamber and impose nonuniform heat transfer on the downstream high pressure turbine vanes that can result in local melting and cracking of the vane metal and in some circumstances result in total failure of the part. Elevated turbulence can intensify this heat transfer by increasing local convection heat transfer coefficients to the vane surface. The spatial variations in pressure at the combustor exit result in nonuniform aerodynamic loading on the vanes. Turbine designers currently use a pressure profile consistent with a standard turbulent boundary layer as the inlet condition to the turbine while designing their vanes and blades. The nonuniformity of the combustor exit pressure profiles can result in turbine inlet profiles and secondary flow development that is different than what is expected when using uniform profiles.
Combustion chambers in aircraft gas turbine engines consist of annular liners, inlet swirlers, fuel nozzles, dilution holes, film cooling holes and slots, and an overall exit contraction. The design of combustion chambers centers on the division of mass flow into separate flow paths to establish continuous stable combustion, to dilute the combustion products before they enter the turbine stage, and to form a protective layer of insulating air that shields the liner metal from the relatively hot combustion gas. The interaction of the flow streams passing through these combustor components results in a complex flowfield exiting the combustor.
A better understanding of how the combustor exit flow affects the flow development and heat transfer within the downstream turbine is needed. It is for this reason that a device was designed to simulate the conditions exiting typical engine combustors. The primary research objective was to perform benchmark tests on a nonreacting combustor simulator device. The simulator, documented in Barringer et al. ͓1͔ , was designed to provide representative combustor exit pressure and temperature profiles, with realistic turbulence levels, to the inlet of the true scale, fully annular, high pressure turbine rig located in the Turbine Research Facility ͑TRF͒ at the Air Force Research Laboratory ͑AFRL͒. The focus of this paper is to present the benchmark test results. The effects of these different profiles on turbine vane heat transfer and aerodynamics are presented in a separate research paper ͓2͔.
Research Focus and Past Studies
Several nonreacting and reacting studies have been performed experimentally and computationally to analyze and model combustor flows. Very few of these studies, however, have focused on the effects that the exit flowfield has on the downstream turbine stage. The following is a review of several past combustor studies as well as several combustor-turbine interaction studies. The combustor studies pertain to analyzing and correctly modeling the flow and thermal fields within the combustion chamber itself whereas the combustor-turbine interaction studies focus on researching the effects of the combustor exit flow on the downstream turbine.
Combustors. Dilution holes were studied by Holdeman ͓3͔ using a nonreacting combustor model. Experiments and computations were conducted on the mixing of single, double, and opposed rows of dilution jets. The principle finding was that the jet momentum flux ratio dictated the combustor exit velocity and temperature profiles. The opposed rows of jets resulted in the most effective and rapid mixing. Computational models using the standard k-turbulence model did not accurately predict the mixing of the opposed dilution jet injection, but predicted the jet penetration very well.
High-intensity, large-scale turbulence in a nonreacting combustor simulator was studied by Ames and Moffat ͓4͔. Their experimental model contained two rows of in-line dilution holes, and a 50% exit contraction that generated turbulence intensity levels up to 19% and integral length scales that scaled well with the dilution hole diameters. Barringer et al. ͓5͔ and Stitzel and Thole ͓6͔ also tested and computationally modeled a nonreacting combustor simulator containing liners with film cooling holes and two rows of in-line dilution jets that produced similar turbulence intensity levels near 18%. The computational models used the renormalization group ͑RNG͒ k-turbulence model and the results agreed with those found by Holdeman ͓3͔ in that turbulence was under predicted.
Swirl driven inlet flow was studied by Cameron et al. ͓7͔ in nonreacting and reacting model combustors with wall injection. They concluded that the strong recirculation zone located upstream of the primary jets present in the nonreacting case was dissipated in the case of reaction. Velocity measurements in the exit plane indicated turbulence levels near 25% for the reaction case, which is consistent with the studies without reaction.
Turbulence was also studied in two reacting models by Bicen et al. ͓8͔ that included liner cooling slots and two rows of dilution jets. The results indicated nonuniform distributions of velocity in the combustor exit plane and turbulence levels near 20% over the majority of the exit plane. These levels are consistent with the results presented earlier for the nonreacting combustor studies indicating that reactions do not significantly contribute to turbulence levels. The temperature profiles at the combustor exit plane were also found to be nonuniform.
Combustor-Turbine Interactions.
A combustor exit radial temperature simulator ͑CERTS͒ was used by Schwab et al. ͓9͔ at the NASA Lewis Research Center to conduct analytical and experimental studies of flow through a full turbine stage with uniform and nonuniform inlet radial temperature profiles. The profiles were generated by adjusting the coolant air mass flow rate injected through circumferential slots in the hub and tip endwalls upstream of the stator vanes. In addition to measuring nonuniform temperature profiles, nonuniform total pressure profiles were indicated at the turbine vane inlet. Cattafesta ͓10͔ conducted similar experiments to study the effects of turbine inlet radial temperature profiles on the aerodynamic performance of a transonic turbine stage using the M.I.T. Blow Down Turbine Facility. Tests with similar corrected flow conditions but with different temperature profiles affected the overall turbine efficiency by 2%. Results also showed that the turbine inlet profiles were nearly mixed out at the exit plane of the rotor. Chana et al. ͓11͔ also designed and tested a nonuniform inlet temperature generator for the QinetiQ transient turbine research facility. Cold gas was injected upstream of the turbine section at the hub and tip to shape the temperature profile in the radial direction and through turbulence rods inserted into the main flow to shape it in the circumferential direction. Results showed vane heat transfer was affected by the presence of the nonuniform temperature profiles on the vane suction surface.
Krishnamoorthy et al. ͓12͔ investigated the effect of combustor turbulence on a downstream turbine vane cascade. Their results indicated that the effect of high turbulence at the combustor exit was to reduce the cooling effectiveness on the vane by 10%. It was also shown that the effect of temperature non-uniformities at the combustor exit was to reduce the overall cooling effectiveness on the vane by as much as 21%. Van Fossen and Bunker ͓13͔ studied heat transfer augmentation in the stagnation region of a flat plate with an elliptical leading edge. The test article was located downstream of an arc segment of a dual-annular combustor. The swirl driven combustor flow produced turbulence intensities up to approximately 32% with length scales near 1.3 cm. Augmentation of heat transfer was found to be very significant in the range of 34-59%. No effect of circumferential position with respect to the upstream swirlers was found.
Colban et al. ͓14͔ studied the effects of varying the film cooling flow through the liner and exit junction slot in a large-scale ͑9 ϫ ͒, low-speed combustor simulator on the adiabatic effectiveness and secondary flow development within a downstream turbine cascade. Results showed that varying the coolant injection through the liner led to different total pressure profiles entering the downstream turbine section. Measurements showed that the coolant exiting the liner and slot accumulated along the suction side of the vane and endwall and that increasing the film cooling flow through the liner did not result in a continual increase in adiabatic effectiveness values.
In summary, the literature indicates that the most significant components that contribute to the nonuniform exit thermal and pressure fields are swirlers, film cooling slots and holes, and dilution holes. The studies also indicate that the flow field downstream of the primary dilution zone is very similar with or without reaction. The only noteworthy differences occur upstream of the primary zone where combustion is stabilized. This is important because it allows a flow field representative of one exiting a real gas turbine combustor to be simulated under nonreacting conditions without swirl. There is insufficient research to date, however, that incorporates the effects of realistic combustor flow and thermal fields on downstream turbine vanes and endwall regions. Very little experimental data exist that document total pressure profiles at the combustor exit. This information is paramount since it has been shown in Hermanson and Thole ͓15͔ and Colban et al. ͓14͔ that the total pressure field is a driving force in the development of secondary flows and heat transfer present in the downstream turbine vane passages.
Experimental Facility
The TRF is a turbine test facility located within the Turbine Engine Research Center at the AFRL at Wright-Patterson Air Force Base in Dayton, Ohio. The TRF, documented in Haldeman et al. ͓16͔, is a short duration blow-down test facility that is capable of matching several aero-thermal engine parameters. These parameters include Reynolds number, Mach number, pressure ratio, gas to metal temperature ratio, corrected speed, and corrected mass flow.
The facility, shown in Fig. 1 , consists primarily of a large supply tank, a turbine test section, and two large vacuum tanks. The test section is a true scale, fully annular, single turbine stage consisting of vanes and rotor blades. Prior to testing, nitrogen gas is pressurized and heated within the supply tank while the main turbine section and vacuum tanks are evacuated to near vacuum conditions. The turbine rotor is then driven by a starting motor to a speed slightly higher than the desired test speed. This motor is then turned off allowing the turbine rotor to decelerate to the test speed at which time an electrical eddy current brake is used to hold the rotor speed constant. Testing begins by activating a fast acting valve that connects the supply tank to the turbine test section. The gas then flows from the supply tank through the turbine test section and into the vacuum tanks. The mass flow rate is set by controlling the turbine pressure ratio using a variable area isolation valve located downstream of the main test section. The duration of a typical test is between 1 and 5 s, depending on the size of the turbine that is being tested. All testing in the current study was performed in a vane-only configuration ͑without rotating turbine blades͒.
Recently a combustor simulator was designed and installed into the TRF facility to allow turbine testing to be performed with realistic turbine inlet profiles of pressure and temperature. Prior to installing the simulator, the temperature and pressure profiles at the inlet of the turbine section were nearly uniform in the radial and circumferential directions. The simulator, shown in Fig. 2 and documented in Barringer et al. ͓1͔ , divides the supply tank flow into three concentric annular flow paths. The center annulus is further divided into three concentric annuli to direct a portion of the supply tank flow to the inlet of the central annular chamber, shown in Fig. 3 , and to the first of two rows of dilution holes. The inner and outer annular flow paths are used to thermally condition portions of the supply tank flow by directing the flow through finned-tube heat exchangers and then into the central chamber through secondary dilution holes and film cooling holes located within the contraction section. The first row of opposing dilution jets acts as the primary turbulence generator by injecting flow at relatively large local momentum flux ratios. The second row dilution jets and film cooling jets were designed to inject flow at lower momentum flux ratios to tailor the exit temperature profile.
Direct flow control is accomplished through the use of five adjustable shutter systems. Each system consists of one rotating disk and one nonrotating disk that both contain the exact same slot pattern. By positioning the rotating disk with respect to the nonrotating disk the blockage in a particular flow stream can be increased or decreased. This controllable flow blockage acts as an adjustable pressure drop that allows the flow in a particular path to be controlled. The center shutter system is located at the inlet of the central chamber and it is used to establish the primary flow blockage required to achieve the various flow splits and momentum flux ratios.
Instrumentation
Traverse rings are used to measure the turbine inlet and exit conditions. Each traverse ring contains multiple instrumentation rakes for mounting thermocouples and pressure transducers. The probes on each rake are spaced to obtain measurements over equal annular flow areas and during testing these rakes are traversed circumferentially by approximately 90 deg to obtain both radial and circumferential profiles. Due to the short test duration, measurements of temperature and pressure as well as velocity, heat flux, and rotor speed are all recorded simultaneously in real time onto data storage units. The facility is capable of simultaneously acquiring data across 200 12-bit channels with a maximum sampling frequency of 100 kHz and 200 16-bit channels with a maximum sampling frequency of 200 kHz. Signal conditioning on each channel takes place using low pass filters and built-in amplifiers. All data processing and reduction is performed at a later time.
For the current tests, three temperature rakes were used each containing 0.0254-mm-diameter thermocouple beads with a thermal time constant of approximately 1.1 ms. The three rakes included one containing five beads, one with seven beads, and one with nine beads. The different number of beads provides more spatial radial locations to perform ensemble averaging. Two pressure rakes were used each containing nine pressure transducers. All flow and thermal field measurements taken during testing were sampled at 20 kHz. To benchmark the performance of the simulator, measurements of total pressure, static pressure, velocity, flow temperature, and surface temperature were taken. An instrumentation plan was developed to locate the places within the simulator to perform these measurements. Figure 4 shows a drawing of the simulator highlighting these positions and their measurements.
Total pressure measurements were made using in-house custom Kiel probes that were positioned within the plenums of the second row dilution holes and film cooling holes to help quantify mass flow splits between the various flow paths. Kiel probes were also positioned at the exit of several dilution holes to help verify the amount flow passing through both dilution rows. Static pressure measurements were made on the surface of the inner and outer diameter contraction liners at an axial location upstream of the film cooling holes to help determine the amount of flow exiting the film cooling holes. These static pressure measurements were made using high-temperature, miniature, Kulite pressure transducers. Velocity measurements were also made using several custom pitot-static pressure probes placed upstream and downstream of each heat exchanger and the central chamber shutter system.
The pressure transducers were calibrated in situ prior to each run. A Ruska standard was used to monitor the test section pressure while it was filled and evacuated. A typical calibration uncertainty for the static transducers was less than 0.05% of full scale. The overall uncertainty for these transducers was raised 0.40% Transactions of the ASME due to short term drift known to exist between time of calibration and time of the run. The velocity measurements were more uncertain. This was attributed to the very small delta pressures ͑less than 6000 Pa͒ that were measured at these locations coupled with the fact that these transducers were not able to be calibrated each run resulting in a long term drift uncertainty as well. This was further compounded by the fact that these are single point measurements both across the annuli and around the circumference making it difficult to know what the true average annulus velocity was. Converted to mass flow, uncertainties up to 10% were possible.
The flow temperature at various locations within the simulator was measured using in-house type E thermocouple probes containing 0.127-mm-diameter beads. These thermocouple probes were used to monitor the flow temperature within the film cooling plenums as well as upstream and downstream of the heat exchangers. The heat exchanger metal temperatures were monitored before and during testing using Omega RTDs ͑resistance temperature detectors͒. The metal temperatures of the inner and outer diameter contraction rings were monitored using type E thermocouples with 0.076-mm-diameter beads. The thermocouple wire that made these beads was calibrated in a Kaye temperature bath against a platinum RTD standard accurate to 0.01 K. The 0.127 mm beads were calibrated and found to be within 1.0 K of the standard E type curve. The 0.0254 mm beads in the rakes were calibrated to an accuracy of 1.5 K but had a noticeable shift from the standard E type thermocouple curve due to the imperfections of the wire.
In addition to measuring the pressure and temperature profiles exiting the simulator, the traverse ring located upstream of the turbine test section was modified to incorporate a special hotwire rake to allow measurements of velocity at the simulator exit. The rake allowed for the mounting of two hot-film probes with their sensing elements positioned near vane midspan at Z / S = 0.45 and 0.55. The hotwire probes were calibrated outside of the main test rig at ambient temperature and pressure using a TSI flow calibration unit. The calibration curves for the probes both follow a power law curve fit for wire Nusselt number versus Reynolds number. Since the velocity at the simulator exit is near M = 0.1 during testing, a simple density correction was applied to the experimental test data in order to apply the curve fits to the higher density flow exiting the simulator. Due to the transient nature of the test rig and the varying elevated flow temperatures, hotwire measurements were conducted under separate isothermal test conditions ͑unheated supply tank͒ where all flow streams were approximately at the same temperature near ambient conditions.
Test Matrix
A series of benchmark tests was developed to determine the overall performance of the simulator device. These tests were determined by performing a Taguchi style analysis, described in Ref.
͓17͔, to help reduce the number of experimental runs needed to produce a performance map for the combustor simulator. Nine factors were selected as the system inputs including the initial supply tank temperature and pressure, the initial metal temperatures of the two heat exchangers, and the porosities of the five adjustable shutters. Porosity refers to the percentage of total open flow area of the shutter. Each of the input factors was assigned an upper and lower limit, shown in Table 1 , which was based on component operating limits.
The system outputs are the pressure and temperature profiles at the combustor simulator exit, and therefore consist of a set of pressure probes and a set of thermocouple probes that are mounted on separate instrumentation rakes. These probes were traversed approximately 90 deg in the circumferential direction during testing to determine both radial and circumferential variations in pressure and the temperature. The benchmark tests that were determined from the analysis are shown in Table 2 and they provided a large data set that includes over two dozen different combinations of combustor exit temperature and pressure profiles. The test cases shown in Table 2 that are in bold correspond to the baseline experiments where the mean flow conditions at the simulator exit ͑turbine vane inlet͒ are Re= 2.1ϫ 10 5 and M = 0.1. Additional tests were performed at different Reynolds numbers to create a more complete performance map of the simulator, including Re= 0.8ϫ 10 5 , 1.1ϫ 10 5 , and 2.7ϫ 10 5 . These additional Re tests are shown in Table 2 in italics. All experimental data associated with a particular test configuration was acquired during a single blow-down test.
The knowledge gained from these tests comes in the form of a sensitivity coefficient for each input factor and how it affects the exit profiles at certain radial locations. Determining the sensitivities of all nine inputs was accomplished by performing a statistical analysis of variance. This analysis mapped each system input setting to the measured system outputs and also estimated the sensitivity of interactions between individual system inputs. The procedure for performing this analysis is also outlined in Ref. ͓17͔.
Radial Pressure Profile Range
The radial pressure profiles measured at the simulator exit for the baseline test cases are shown in Fig. 5 ͑test numbers are shown in Table 2͒ . These radial profiles have been circumferentially ͑spatially͒ averaged across one full vane pitch along lines of constant radius that correspond to equal annular flow areas. Data was analyzed across several vane pitches that are all equally spaced around the entire 360 deg annulus. The local total pressure has been normalized into the form of a pressure coefficient C p , defined as the local total pressure subtracted by the midspan total pressure all divided by the mean dynamic pressure at the simulator exit. Radial pressure profiles are often referenced with respect to a span location, for example inner diameter ͑ID͒ peaked, outer diameter ͑OD͒ peaked, or midspan peaked. The normalization used here is consistent with this idea in that it compares each local total pressure to that at the midspan. Note that in using this definition, C p = 0 at the midspan. The measured C p values near the endwalls on both the ID and OD are consistent with those exiting real combustors. Figure 6 shows an example of a pressure profile at the exit of an aeroengine combustor, as well as three pressure profiles generated using the TRF simulator and two generated using the Virginia Tech simulator. The TRF simulator was designed using this engine profile and the Virginia Tech ͑VT͒ simulator profiles, documented in Barringer et al. ͓5͔ and Colban et al. ͓14͔ . Figure 6 also shows the pressure profile at the TRF turbine inlet prior to installing the simulator. It can be seen from the figure that the TRF simulator can produce turbine inlet pressure profiles similar to those of the VT simulator and the engine profile. The test conditions shown here were not configured to specifically match any of these engine cases, but show that these different profiles can be achieved within the simulator's range. For example, the profiles corresponding to Tests 108 and 127 result in pressure profiles similar to the VT Simulator C p 0.0 curve on the ID side and the VT Simulator C p 2.0 curve on the OD side. The TRF simulator can easily shift the profile peak near the endwalls from C p = 0 to 2 to be consistent with the engine profile. It is important to note that the VT and TRF combustor simulators are completely different experimental Transactions of the ASME rigs. The VT simulator is a large-scale linear device that operates at relatively low pressure, low speed, and low temperature, while the TRF simulator is a true-scale fully annular device that operates at high pressure, high speed, and elevated temperatures. The pressure profiles that are plotted in Fig. 5 vary greatly in overall shape, especially near the ID and OD endwalls. Some of the profiles are peaked along the ID and OD endwalls and some are peaked in the midspan region. At the baseline flow conditions, the simulator is capable of producing pressure profiles in the near ID endwall region between −0.7Ͻ C p Ͻ 1.7 and in the near OD endwall region between −0.6Ͻ C p Ͻ 5.0. It is important to note that a negative C p does not mean that flow is in the opposite direction or that the pressure is negative, it simply means that the local pressure is less than the midspan pressure. For example, the pressure profile corresponding to Test 126 is midspan peaked. The pressure profile operating range is larger on the OD side than the ID side. This was expected due to the outer annulus possessing less overall flow resistance compared to the inner annulus and the fact that the central chamber contraction is larger on the ID side than the OD side, which was an original design constraint to accommodate the radial dimensions of the turbine being tested. But nonetheless, the simulator is capable of achieving C p values consistent with the range of the real engines, i.e., up to 2.0.
To create a more complete performance map of the simulator, several tests were also conducted where the flow conditions at the simulator exit were at different Reynolds numbers. These tests, corresponding to Re= 0.8ϫ 10 5 , 1.1ϫ 10 5 , and 2.7ϫ 10 5 , are given in Table 2 in italics. The measured radial pressure profiles for some of these tests are shown in Fig. 7 . These radial profiles have also been circumferentially averaged over one vane pitch. The results shown in this figure highlight that the inlet profile generator is capable of producing realistic turbine inlet profiles over a wide range of operating points. This is important for future tests as it shows the flexibility of the simulator to generate any desired inlet condition throughout a turbine operating map. Pressure profiles measured in the near ID endwall region ranged from −0.6Ͻ C p Ͻ 2.0 while near the OD endwall region they ranged from −0.6Ͻ C p Ͻ 5.0.
The wide range of C p values in the near endwall regions is directly attributable to the relative amount of upstream filmcooling flow. When the film cooling mass flow is significantly low the local total pressure at span locations near the endwalls results in a negative C p value. As the film cooling mass flow is increased the momentum flux ratio of the film cooling jets increases, which forces more flow out into the mainstream along the endwalls. This results in a higher total pressure near the endwall relative to midspan. As the film cooling flow is increased even further, the local total pressure near the endwall becomes significantly higher than that in the midspan region resulting in the sharp gradients seen in some of the profiles. The spanwise variation in the pressure coefficient was found to be less in the span region from 0.25Ͻ Z / S Ͻ 0.75. This smaller variation is explained by the intense mixing process of the upstream dilution jets that inject large amounts of flow into the central chamber producing high turbulence levels. As this flow progresses down the axis of the central chamber the individual dilution jets expand and merge into one another. This turbulent process results in a large mixing zone over the majority of the chamber span, thereby reducing spatial variations. This effect was also confirmed by the computational fluid dynamics ͑CFD͒ computations of Kunze et al. ͓18͔ for these same test runs.
The measured peak in the C p pressure profile near the endwalls is scaled in Fig. 8 to the film cooling momentum flux ratio as well as the combustor simulator exit Reynolds number. The figure shows that as the momentum flux ratio is increased, the measured peak in the C p pressure profile increases in a parabolic but nearly linear manner. The curves that are shown are parabolic best fits of the data points. The figure shows that the ID film cooling possesses a slightly less powerful trend than the OD for a given momentum flux ratio. This is explained by the fact that as the film cooling on the ID side exits the holes it must pass over a large contracting surface, relative to the OD side. This ID contraction forces the film cooling flow to move outward in the radial direction and by the time it reaches the axial location of the instrumentation rake its momentum has been reduced relative to the film cooling flow along the OD side. As the film cooling on the OD side exits the holes, it sees a relatively constant annular flow area and a relatively short direct path to the instrumentation rake. Figure 8 also shows that as the Reynolds number at the combustor simulator exit increases the measured peak in the C p pressure profile along the endwall has a slightly decreasing trend for a given film cooling momentum flux ratio. Overall, the results were similar for both the ID and OD endwall regions.
An attempt was also made to scale the pressure profiles at the exit of the simulator to the dilution flow conditions which primarily affects the midportion of the flow path. Figure 9 shows two distinct patterns that were observed between 0.4Ͻ Z / S Ͻ 0.8 that scaled to the total amount of dilution mass flow. The first group consists of tests in which the total dilution mass flow was in the range of 23-38% of the total combustor flow, and the second group was tests in which the total dilution mass flow was in the range of 43-74% of the total combustor flow. The first group is relatively uniform in this span, while the second group contains a significant backward facing gradient in the span direction. It can be seen that this gradient exists for tests cases with little to no film cooling on the OD side as well as test cases with large amounts of film cooling on the OD side, as indicated by the C p values near the OD. This is important because it indicates that the gradient truly is a direct result of the dilution flow. This effect was further confirmed by investigation of the CFD results of Kunze ͓18͔ which highlighted that the second row of OD dilution jets has a strong influence in shaping the flow profile in this region.
Radial Temperature Profile Range
The combustor exit temperature profile can be arranged in several nondimensional forms. Engine manufacturers typically use the pattern factor ͑PF͒ = ͑T max − T ave ͒ / ⌬T combustor to document the performance of their combustors. This pattern factor definition, however, only applies to actual combustors as it references the temperature rise across the combustor. In a simulator, the inlet condition is irrelevant and only the profiles entering the turbine are of interest. The radial temperature profiles measured at the simulator exit for the baseline tests are shown in Fig. 10 for the seven-headed thermocouple rake. These radial profiles have also been circumferentially averaged across one full vane pitch. The local total temperature has been normalized into the form of the temperature coefficient , defined as the local total temperature subtracted by the average temperature at the simulator exit all divided by the same average temperature.
The average temperature at the simulator exit was determined by performing an integration from hub to tip of the spanwise profile. To obtain a better approximation of this average temperature, the temperature profile data were extrapolated to the endwalls using a constant slope between the outermost and second outermost data points. The figure shows a variety of temperature profiles including some that are midspan peaked ͑107͒, some that are peaked more toward the ID ͑109͒, some that are peaked more toward the OD ͑108͒, and some that are nearly uniform in the midspan region ͑125 and 127͒. The temperature profiles near the ID and OD endwalls show large differences, some are nearly uniform ͑133 and 134͒, and some possess sharp gradients ͑108, 109, and 135͒. The test case numbers refer to the test conditions given in Table 2 .
The measured profiles are similar to those exiting real combustors. Figure 11 shows several temperature profiles at the exit of aero-engine combustors, as well as temperature profiles at the TRF turbine inlet prior to and after installing the simulator. These aero-engine profiles were used to help design the TRF simulator. The figure shows that the TRF simulator is capable of producing turbine inlet temperature profiles similar to those of the engine profiles. While these profiles are not identical to the engine cases ͑and again efforts were not made in this program to tailor the profile to a particular case͒ they do enable researchers and designers the ability to understand the effects that these profiles have on vane and rotor heat transfer better than conventional uniform inlet profiles.
The maximum radial temperature variation that was observed using the seven-headed thermocouple rake for the baseline tests was approximately ⌬ = 0.10 or 10%, which corresponds to Test 109 between the vane span locations of 0.08Ͻ Z / S Ͻ 0.94. The minimum radial temperature variation that was observed was approximately ⌬ = 0.01 or 1% corresponding to Test 126. It was decided that the results for the seven-headed thermocouple rake would be reported rather than the nine-headed since the inner Fig. 8 Plot of the pressure profile peak "measured… near the ID and OD endwalls scaled to the film cooling momentum flux ratio and simulator exit Re number Fig. 9 Plots of pressure profiles at the simulator exit when the total dilution mass flow is: "a… 23-38%, and "b… 43-74% of the total combustor exit flow most diameter thermocouple on the nine-headed rake was damaged during the first blow-down test and therefore temperature data for this rake at the innermost diameter was unavailable for all tests.
The conditions corresponding to the tests where the combustor simulator exit Re= 0.8ϫ 10 5 , 1.1ϫ 10 5 , and 2.7ϫ 10 5 , were given in Table 2 in italics. The measured radial temperature profiles for some of these tests are shown in Fig. 12 . These radial profiles have also been circumferentially averaged over one vane pitch. The results shown in this figure highlight that the inlet profile generator is capable of producing realistic turbine inlet profiles at any inlet Reynolds number. The measured temperature profiles show a wide range of shapes in the near ID and OD endwall regions, some having nearly uniform profiles and some having very sharp gradients. Some of the thermal profiles are peaked near the ID, some are peaked near the OD, and some are peaked near midspan.
The temperature profiles at the simulator exit were also found to be significantly influenced by the film cooling flow. Figure 13 shows a schematic of a generic exit temperature profile and it illustrates some important parameters. These include the film coolant temperature, the film coolant momentum flux ratio, the near endwall temperature, and the midspan temperature. The temperature difference, ⌬T = T MS − T, between the midspan and the near endwall flows is related to the film cooling momentum flux ratio as well as the film cooling temperature relative to the core flow near midspan. The midspan temperature is a good estimate of the core flow temperature above the film cooling holes as the flow collectively exits the simulator. The average temperature across the span at the simulator exit, T AVE , is not a good choice as a scaling parameter since its value is affected by the coolant flow temperature on opposite sides of the span. The coolant exiting the film cooling holes on the ID side only sees the fluid temperature that it is being injected into locally near the ID liner, and therefore the midspan temperature is a more suitable scaling factor than the spanwise average temperature.
The thermal scaling for the baseline tests can also be seen in Fig. 13 where ⌬T has been normalized by the midspan temperature and has been plotted as a function of film cooling momentum flux ratio. Several curves are shown for different ratios of the film cooling to the midspan temperature, T FC / T MS . Note that the curves shown are based on the experimental data indicating the general behavior that exists for tests that resulted in a positive ⌬T parameter. For a given film cooling momentum flux ratio, as the film cooling temperature is reduced relative to the midspan tem- perature, the larger the ⌬T / T MS that can be achieved. This results in increased temperature gradients near the endwall, and thus a greater potential for keeping the endwall cool. For example, when the film cooling momentum flux ratio is near I =5, ⌬T =1% of T MS when T FC / T MS = 97%, which corresponds to a nearly uniform exit temperature profile. However, ⌬T =9% of T MS when T FC / T MS = 76%, which corresponds to an exit temperature profile with significant gradients near the endwalls. The figure also shows that for a given T FC / T MS , the relationship between ⌬T and I is more sensitive for I Ͻ 10 and then gradually levels out as the momentum flux ratio is increased. These thermal trends were found for both the ID and OD film cooling.
Turbulence Intensity and Length Scale
Turbulence intensity and length scale were investigated using TSI hotwire probes and a TSI thermal anemometry system. The integral length scale ⌳ X was determined by multiplying the mean velocity of the signal by the integral time scale T of the turbulent eddies. The integral time scale was determined by integrating the autocorrelation function R͑͒ of the hotwire signal from = 0 to a value corresponding to 0.00Ͻ R͑͒ Ͻ 0.05. A summary of the measured turbulence intensities and length scales for three of the isothermal tests is shown in Table 3 . The measured turbulence intensities were found to be in an elevated range from 20% Ͻ TuϽ 30%, which is consistent with real combustor exit flows as reported by Cameron et al. ͓7͔, Goebel et al. ͓19͔ , and Van Fossen and Bunker ͓13͔. The main difference between these three tests was the position ͑porosity͒ of the center shutter at the inlet of the central chamber. The position of this shutter was varied in an attempt to force different amounts of flow through the dilution holes thereby affecting the turbulence production. The integral length scales for these tests were found to scale very well with the dilution hole diameters of the simulator. The axial position of the dilution holes with respect to the location of the hotwire probes is approximately x / D 1 = 21 and x / D 2 = 11. The turbulence intensity results are consistent with some of the computational results presented in Kunze et al. ͓20͔ who performed a study that modeled the central chamber flow and thermal fields of the simulator device in this study. Note that the test numbers displayed in Table 3 correspond to the separate isothermal tests that were conducted and discussed earlier in the instrumentation section.
Circumferential profiles of turbulence intensity and integral length scale near midspan are shown in Fig. 14 for one of the isothermal tests. Both profiles are plotted versus vane pitch location Y / P. The alignment of the hotwire probes with respect to the upstream dilution holes is indicated on each plot. It can be seen that as the hotwires are traversed from a circumferential position corresponding to a first row dilution hole to a circumferential position corresponding to a second row dilution hole, the turbulence intensity remains relatively constant and increases only slightly from 20% to 23%. This small increase is explained by the fact that the second row dilution holes are physically larger and closer to the hotwire probes than the first row, and therefore the turbulence associated with the second row jets is more prevalent.
Three curves are shown for both turbulence and length scale corresponding to different time averaging windows of 100 ms, 200 ms, and 300 ms. For example, the 100 ms time window means that each data point in that curve represents the average turbulence intensity or length scale over 100 ms and the result is plotted at the center of the time window. Three different time windows were used to determine if the calculation results would turn out consistent with one another, and from viewing Fig. 14 it can be seen that this is the case. It is noted that these three time windows are much less than the overall test time window of approximately 4.0 s. In the same figure, the integral length scale consistently scales well with the dilution hole diameters within the range of 80-90% of D 2 or 110-130% of D 1 .
Circumferential Variations
The circumferential variation in measured pressure near midspan is shown in Fig. 15 over three full vane pitches for Tests 107 and 123, respectively. These two tests correspond to cases that produced spanwise pressure profiles nearly opposite of one another. Test 107 produced a spanwise pressure profile at the simulator exit that contained sharp gradients near the ID and OD endwalls with a relatively lower pressure region near midspan, while Test 123 produced a spanwise pressure profile that was peaked in the midspan region. The total pressure has been normalized by the average pressure across the span. This normalization is more appropriate at this location than the previously defined C p pressure coefficient which is by definition equal to zero at midspan. This pressure ratio varies up to approximately 1.0% for Test 107 and 1.5% for Test 123. Relative to the spanwise pressure profile variation discussed earlier, however, no significant patterns in the pitch direction were distinguishable within the pressure wave forms. This result indicates that flow in the circumferential direction is being significantly mixed out by the highly turbulent dilution jets.
The circumferential variation in measured temperature near midspan is shown in Fig. 16 over three full vane pitches for Tests 107 and 127. The measured temperature has been normalized by the average temperature across the span. This temperature ratio varies up to approximately 1.0% for Test 107 in which the spanwise temperature profile at the simulator exit possessed significant shape with ⌬ near 0.1. The same temperature ratio varies by only about 0.5% for Test 127 in which the spanwise temperature profile at the simulator exit is relatively uniform over the vane span. Relative to the spanwise temperature profile variation discussed earlier, no significant pitchwise patterns were distinguishable within the thermal wave forms. This result is also caused by the intense dilution mixing process which dominates the midspan region.
The circumferential variation in pressure and temperature near the endwalls was observed to be similar but slightly higher than that at the midspan. The higher variation was attributed to the highly turbulent film cooling flow being located relatively closer to the exit plane than the upstream dilution holes which dominate the behavior of the profiles in the near midspan region. While the dilution holes are clocked with the vane passages, meaning that the flow for each passage is periodic, the film-cooling holes are not exactly periodic for each passage due to manufacturing limitations. However, the film-cooling hole periodicity, clocked with the vanes, is not relevant given that the very large number of closely spaced film-cooling jets merge in the pitch direction as the coolant flow approaches the vane, whose leading edge is approximately 25 cooling hole diameters downstream of the last row of film cooling holes.
It is important to note that the original design intent of this simulator device was to produce significant variations of pressure and temperature in the radial direction while also producing some variation in the circumferential direction. The results show that the central chamber configuration of the generator used in this study produced variations much more powerful in the radial direction as compared to the circumferential direction. The mean circumferential variation of pressure and temperature within most real combustors is quite low compared to that in the radial direction. In fact, as combustor designs move towards operating near stoichiometric conditions, these circumferential variations in temperature will become even less. Fuel injectors can have uneven fuel distributions, can become partially or totally clogged, misaligned, or even damaged, which can all create hot streaks and larger more significant variations in the circumferential direction, however studying these scenarios was not the goal of the current work.
Conclusions
The benchmark tests revealed that the inlet profile generator can produce a variety of turbine inlet profiles that are representative of actual engine conditions with realistic turbulence levels. Turbulence intensities from 20% to 30% were measured with integral length scales from 1.5 to 1.9 cm ͑0.82Ͻ⌳ X / D 2 Ͻ 0.99͒. Pressure and temperature profiles were measured with peaks near the ID endwall, midspan, and OD endwall. When testing at the baseline conditions, the simulator is capable of producing ID endwall pressure peaks between −0.7Ͻ C p Ͻ 1.7, OD endwall pressure peaks in the range of −0.6Ͻ C p Ͻ 5.0, and radial thermal variations up to ⌬ = 10% ͑for the seven-headed thermocouple rake͒. Overall, the measured results show that the variation of pressure and temperature was more significant in the radial direction compared to the circumferential direction which was attributed to the high turbulence mixing out the variations.
It was shown that the exit pressure profiles in the near endwall regions scaled very well with the momentum flux ratio of the upstream film cooling flow and the combustor exit Reynolds number. The exit temperature profiles in the near endwall regions also scaled very well with the film cooling momentum flux ratio, as well as the ratio of the film cooling temperature to the midspan temperature. The liner film cooling affected the simulator exit pressure and temperature profiles between approximately 0.0 Ͻ Z / S Ͻ 0.2 on the ID and 0.8Ͻ Z / S Ͻ 1.0 on the OD.
The significance of this research resides in its contribution to improving turbine engine hardware by evaluating the behavior of different combustor exit profiles. There are very few facilities that can simulate combustor profiles as inlet conditions to a full stage rotating turbine. Data sets, whether aerodynamic or heat transfer, that can be obtained from this facility will be of high value to the design community. These data sets can be used to baseline CFD codes allowing more confident extrapolation of the codes to the specific profiles and turbine that the designer wishes.
The results from the current study are useful to engine designers of both aircraft and power generation turbines since they show how a single combustor geometry can produce widely different flow and thermal field conditions entering the downstream turbine. The results show that great emphasis should be placed on obtaining accurate knowledge of the flow distribution within the combustion chamber at all operating conditions. This distribution is paramount and the results show that analyzing the performance of turbine hardware should be conducted using more precise profiles rather than uniform inlet conditions typically used in the past. Turbine inlet profiles possessing significantly different shapes can alter the flow physics in the turbine vane and blade passages thereby changing local aerodynamics and heat transfer. This study will be used as a launching point for future studies. For example, future testing of the inlet profile generator will involve modifying hole patterns to allow studies with increased circumferential variations of pressure and temperature to be performed with the specific goal of studying combustor hot streaks and migration patterns.
