AbstractÐThis paper addresses the problem of estimating fault tolerance coverage through statistical processing of observations collected in fault-injection experiments. In an earlier paper, various estimators based on simple sampling in the complete fault/activity input space and stratified sampling in a partitioned space were studied; frequentist confidence limits were derived based on a normal approximation. In this paper, the validity of this approximation is analyzed. The theory of confidence regions is introduced to estimate coverage without approximation when stratification is used. Three statistics are considered for defining confidence regions. It is shown that oneÐa vectorial statisticÐis often more conservative than the other two. However, only the vectorial statistic is computationally tractable. We then consider Bayesian estimation methods for stratified sampling. Two methods are presented to obtain an approximation of the posterior distribution of the coverage by calculating its moments. The moments are then used to identify the type of the distribution in the Pearson distribution system, to estimate its parameters, and to obtain the coverage confidence limit. Three hypothetical example systems are used to compare the validity and the conservatism of the frequentist and Bayesian estimations.
INTRODUCTION
C OMPUTER systems have to be designed to be faulttolerant if they are to meet the stringent dependability requirements imposed by critical applications. The degree of dependability that can be achieved heavily relies on the efficiency of the fault tolerance mechanismsÐthe fault tolerance coverageÐthat is usually defined as the probability of system recovery given that a fault exists [4] .
Fault tolerance mechanisms are commonly assessed by carrying out fault-injection experiments [3] , [6] , [7] , [10] , [14] , [15] , [18] , [20] . A single fault-injection experiment consists of injecting a fault condition into a simulation or a prototype of a fault-tolerant system and observing the behavior of the system to determine whether or not the injected fault has been properly handled by the system's fault tolerance mechanisms. In practical systems, it is not possible to inject all fault conditions that could possibly occur during the system's operational life, so coverage evaluation is usually achieved by statistical estimation.
In this paper, we address the problem of estimating fault tolerance coverage by processing the observations collected in a set of fault injection experiments. Since the effect of a fault is dependent on system activity at the moment the fault is sensitized, we consider a sample space consisting of the combination of the fault space and the set of system ªactivitiesº at the moment of fault sensitization. We consider both frequentist and Bayesian estimation methods.
Many papers have been dedicated to frequentist estimation methods for sampling in the complete ªfault/activityº sample space (simple sampling), but only a few papers have studied estimation methods when the sample space is partitioned into classes or strata (stratified sampling). These methods were first applied to fault-injection in [16] .
Stratification offers several practical advantages. It can be used to reinterpret the results of a fault-injection campaign should it be necessary, for example, to use test data for coverage estimation or should new knowledge be acquired about the actual distribution of real faults. Stratified sampling allows, under certain conditions, for the composition of results of fault-injection experiments. Sometimes, stratification simplifies the fault-injection process, for example, for physical fault injection.
Wang et al. [21] used stratified sampling to introduce equivalence classes, defined as a set of faults that can be determined to have the same effect on system behavior. The aim of Wang et al. was to reduce the number of faultinjection experiments necessary to obtain a statistically significant estimate of coverage while only injecting one fault in each equivalence class. However, it was concluded that no benefit could be obtained from this approach in practical systems. In this paper, we do not assume that strata define equivalence classes. Here, the strata result simply from a ªconvenientº partition of the sample space (for example, each stratum may represent an individual hardware board of a fault-tolerant system).
In [16] , several coverage estimation techniques based on simple sampling and on stratified sampling were considered. It was concluded that stratified sampling techniques were of particular interest. The coverage confidence limit estimations presented in that paper were based on a normal distribution approximation obtained when applying the central limit theorem. This approximation leads to the well-known result that the estimator variance reduction provided by stratification improves the precision of the estimation.
It is shown in this paper that the approximation leading to a normal distribution is not usually valid for coverage confidence limit estimations. First, most fault tolerance mechanisms are characterized by very high coverage factor values. Second, the number of faults injected during a campaign is often relatively low (in the order of thousands). Both aspects restrict the validity of the normal distribution approximation. The confidence region theory is therefore applied for stratified sampling. Confidence regions obtained by two point estimators and a vectorial statistic are introduced. For more than three strata, the coverage confidence limit estimations using the point estimators become computationally intractable so, most of the time, only the vectorial statistic can be applied. When applying the confidence region theory, the result that stratification improves the precision of the estimation is no longer correct. In fact, with the vectorial statistic, stratification leads to very conservative upper confidence limits on noncoverage.
We then investigate whether coverage estimation methods from the Bayesian School can be used with stratified sampling to obtain less conservative, yet tractable, upper confidence limits. In Bayesian estimation, the coverage confidence limit depends directly on the overall noncoverage posterior distribution. Since the analytical expression of this posterior distribution can be easily obtained only for partitions into a small number of classes, we will consider methods giving an approximation of the posterior distribution for any number of classes. Two methods are presented to obtain the first moments of the distribution. The first method introduces independence assumptions between the coverages of the various classes. The second method is based on the moment generating function of the posterior distribution. The moment values are then used to identify, by using the Pearson distribution system, the type of the posterior distribution, to estimate its parameters, and, finally, to obtain the coverage confidence limit.
The most appropriate way to assess the validity and the precision of an estimation method is to apply it to experimental data obtained from a simulation of a system with known characteristics. First, simulation allows the generation of data sets that push an estimation method toward its limits. Second, it is possible to compare the estimates obtained from the simulated data with the parameters of the distributions used to obtain the data. We follow this approach here to compare the various frequentist and Bayesian estimation techniques.
The remainder of the paper is organized as follows. Section 2 reiterates some notions from [16] concerning basic definitions and the two categories of considered sampling techniques: simple sampling and stratified sampling. Section 3 then recapitulates the frequentist coverage confidence limit estimators obtained with stratified sampling when applying the normal distribution approximation. The problem of exact sampling distributions for stratified sampling is then investigated using the theory of confidence regions. Section 4 is dedicated to the Bayesian estimation methods and describes, in particular, how to obtain an approximation of the posterior distribution of the overall noncoverage by its moments and how to identify the type of the approximated distribution in the Pearson distribution system. Section 5 compares the validity and the precision of the frequentist and Bayesian estimations for three hypothetical examples with both stratified and simple sampling. Finally, Section 6 concludes the paper. A set of appendices groups most of the mathematical developments that are necessary for an in-depth study of the estimation methods. When the background mathematics can be found in classic textbooks, an appropriate reference is given.
DEFINITIONS
The definitions presented in this section recapitulate the concepts introduced in [16] .
Coverage factor
The effect of a given fault is dependent on system activity at the moment of, and following, the sensitization of the fault, so the complete input space of a fault-tolerance mechanism consists not only of the considered fault space F but also the activity space A due to the system's functional inputs (a single ªactivityº is a trajectory in the system's state space). We can thus formally define the coverage factor of a fault tolerance mechanism in terms of the complete input space defined as the Cartesian product q p Â e. Let r be a variable characterizing the handling of a particular fault, such that r I if the mechanism correctly handles the fault and r H otherwise. The coverage factor is defined as:
i.e., the conditional probability of correct fault handling, given the occurrence of a fault/activity pair g P q. r is a discrete random variable that can take the values 0 or 1 for each element of the fault/activity space q. Let hg denote the value of r for a given point g P q and let pg be the relative probability of occurrence of g. Expression (1) can then be rewritten as:
The coverage factor can be viewed as ifrg, the expected value of r. It should be stressed that the distribution pg is an inherent part of the very definition of coverage as a conditional probability parameter. Without knowledge about pg, one cannot make any meaningful statements about the coverage factor of a system. This point was also clearly stressed in [17] when analyzing the results of fault injection experiments on a system decomposed into subsystems. The best that can be done without knowing the distribution pg is to use the coverage proportion, I jqj gPq hg, to describe the effectiveness of a given fault tolerance mechanism. However, such a measure of effectiveness can only be used as a branching probability parameter for predicting system dependability (e.g., in stochastic Markov chain models) if it can be assumed that all fault/activity pairs in G are equally probable, i.e., pg Iajqj.
The most accurate way to determine would be to submit the system to all g P q and to observe all outcomes hg. However, such exhaustive testing is rarely possible. For this reason, coverage evaluation is, in practice, carried out by submitting the system to a subset of fault/activity occurrences q Ã & q obtained by random sampling in the space q and then using statistics to estimate .
In practice, random sampling in the combined fault/ activity space q is decomposed into two concurrent sampling processes: a fault in space p and an activity in space e. Whereas the fault space sampling process is explicit, the activity sampling process is achieved implicitly: The target system executes its operational workload and the selected fault is injected asynchronously, at some random point in the workload execution [16] .
We now recall the theory of coverage factor estimation by sampling first in a nonpartitioned sample space and then in a partitioned sample space.
Sampling in a Nonpartitioned Space
We consider sampling with replacement of a subset q Ã of n fault/activity pairs in q. To each element of q is assigned a selection probability, tg, such that Vg P q, tg b H and gPq tg I. Note that the experiments are Bernoulli trials with outcome r I with probability and r H with probability I À where gPq hgtg. By setting tg equal to:
. Iajqj, we obtain a uniform sample and , the coverage proportion, . pg, we obtain a representative sample and , the coverage factor. Let À i denote the ith fault/activity pair added to the sample. Let hÀ i be the random variable representing the outcome of the experiment for À i (described by the predicate r). An unbiased point estimator for is given by [16] :
where pÀ i and tÀ i , respectively, denote the random variables giving the occurrence probability and the selection probability corresponding to À i . With representative sampling, we have Vi P fIXXng, pÀ i tÀ i , and (3) may be rewritten as:
Equivalently, an unbiased estimator of the system noncoverage " I À is given by:
where n À n iI hÀ i is the number of fault tolerance deficiencies observed for n injected fault/activity pairs. In the sequel, we refer to the random variable as the deficiency number and an observation of is noted x.
Sampling in a Partitioned Space
For the sampling techniques that follow, the sample space q is considered as partitioned into w classes or strata: where pg P q i p i is the relative probability of fault/ activity occurrences in class q i and i is the corresponding coverage factor:
A target system can then be characterized by:
. p p I Y F F F Y p w , the vector of fault/activity occurrence probabilities in each class of the fault/activity space q,
w , the (unknown) vector of class noncoverages, such that the overall noncoverage is given by the scalar product:
In a stratified fault-injection campaign, a fixed number of experiments are carried out in each class (using representative sampling within each class, cf. Section 2.2). The random variables characterizing the deficiency number i for each class together constitute a random deficiency vector . A stratified fault-injection campaign is therefore defined by:
. n n I Y F F F Y n w , the number of fault/activity pairs injected per class; . x x I Y F F F Y x w , the observed value of the deficiency vector . We consider two stratified allocations of n experiments corresponding, respectively, to a representative and a homogeneous allocation:
With a representative allocation, the number of fault/ activity pairs injected in each class is proportional to the fault/activity occurrence probability in that class, whereas a homogeneous allocation results in the injection of an identical number of fault/activity pairs in each class.
Sections 3 and 4 are dedicated to the frequentist and Bayesian confidence limit estimations with stratified sampling.
FREQUENTIST CONFIDENCE LIMITS
In frequentist theory, the upper IHH percent confidence limit estimator for " is defined by:
i.e., if a large number of individual values x of the deficiency vector are considered, " 4 x will be greater than the unknown value "
, IHH percent of the time. We first consider two estimators defined, respectively, by the arithmetic and weighted averages of the elements of the deficiency vector :
When each statistic is considered with each allocation, three point estimation techniques can be considered: The latter technique is called naive stratification since the estimate it provides is biased (its expected value is, in fact, the average class noncoverage). By extension, we call e the naive estimator and the stratified estimator since only the latter includes the fault/activity occurrence distribution and is therefore always unbiased. In [16] , it is shown that the variance of the stratified estimator with a representative allocation, " Ã , is never greater than that of the estimator for simple sampling, " .
Confidence Limits Using Approximations
A classic way of defining a frequentist confidence limit is to assume that, due to the central limit theorem, the noncoverage estimators are assumed to be normally distributed around their expected values, which leads to the well-known form for the confidence limit estimator:
where @ is Ã , r, or er, as defined in (6), f " d g is the variance of the noncoverage estimator and z is the IHHth standard normal percentile.
For the point estimation technique " Ã , by replacing f " d g by its corresponding estimator [16] , (7) becomes:
Confidence Limits without Approximation
It can be easily demonstrated that, even for modest coverage values, the previous confidence limits based on the normal approximation are only valid for large total sample sizes. Moreover, when coverage is very high, it is very likely that one or more classes will not reveal any deficiencies, i.e., for some classes we will have x i H. Expression (8) would appear to imply that such classes do not contribute any uncertainty to the overall estimate. This is clearly not a very satisfactory implication. These problems can be avoided if we use, for both sampling strategies, the true sampling distribution instead of an approximation. For a partitioned sample space, we therefore need to apply the theory of confidence regions. We apply the theory first to estimators which are positive functions of and then to a special vectorial statistic. The well-known result for simple sampling will also be recapitulated as a special degenerate case of stratified sampling in which there is only one class. A confidence region for the noncoverage parameter
w is a function s of the deficiency vector such that for any given value of the vector " X rs Q " j " , i.e., if a large number of individual values x of the random vector are considered, s x will contain the unknown value of the parameter vector " IHH percent of the time. The frontier values of a confidence region are confidence limits.
Since the overall noncoverage is defined by the scalar product "
pX" , an upper IHH percent confidence limit estimator on " is given by:
Appropriate functions s can be defined in a number of different ways. Here, we consider: 1) the use of point estimators that are positive functions of , and 2) a vectorial statistic. The corresponding mathematics is given in Appendices A and B. In this section, we only present the resulting expressions.
Point Estimators
The point estimators e and are positive functions of the i . For any such positive function of the i , noted , the upper IHH percent confidence limit " 4 x can be expressed as the following maximization problem (see Appendix A):
Maximization of " pX" under the constraints:
. given by the confidence region frontier " x for " :
given by the limits of the parameter space:
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Vectorial Statistic
We now consider an alternative formulation in which each element of the deficiency vector is used individually to define an upper confidence limit on the noncoverage of its corresponding class. For each class, the confidence limit is estimated based on a confidence level such that the product of the confidence levels of the different classes is equal to the global confidence level . Since we will obtain a confidence interval for each class, the confidence region will be a hypercube in the parameter space. The overall confidence limit is defined by the apex of the hypercube. The least conservative upper IHH percent confidence limit " 4 x is given by the combination of the confidence levels of the different classes such that the corresponding apex is the closest to the origin. The vectorial statistic leads thus to the following minimization problem (see Appendix B):
Minimization of " pX" under the constraints:
. given by the global confidence:
Discussion
In case of simple (nonstratified) sampling, the expression obtained for the upper IHH percent confidence limit " 4 x for the estimators which are positive functions of and for the vectorial statistic are identical. Expression (5) can be rewritten in its well-known form:
This equation can be solved analytically. By introducing IHH percent percentile points, p #IY#PY , of an p distribution with # I Y # P degrees of freedom [11, p . 59], we obtain:
A general demonstration concerning the comparison of the estimations obtained from both estimators and the vectorial statistic is beyond the scope of this paper. However, some interesting insights can be gained by analyzing an example (see [8] ):
. The limit given by is less conservative than, or identical to, that given by e , . The least conservative confidence limit may be given by the vectorial statistic or by w , depending on the fault/activity occurrence distribution pg.
It has been shown in [8] that the vectorial statistic provides a numerical solution for a large range of faultinjection experiments, which is not the case for the estimators e and . The computational time necessary to solve the maximization problem for the point estimators is also higher than that for the vectorial statistic (solved numerically by using the e04vcf routine of the NAG library) since the constraint must be approximated. Therefore, the comparisons given later in the paper only consider the vectorial statistic.
BAYESIAN CONFIDENCE LIMITS
In the Bayesian theory, the overall noncoverage " and the class noncoverages " i are no longer considered as parameters but as random variables. Accordingly, they will be noted, respectively " g and " g i . When applying the Bayesian theory, an upper IHH percent confidence limit is directly defined by the distribution of the random variable " g:
i.e., the value " x such that, for the observed value x of the deficiency vector , the probability that " g is less than or equal to " 4 x is equal to .
Outline of the Method
To calculate the confidence limit defined by (11), we must first obtain the posterior distribution of " g, noted f " g " j x. With stratified sampling, we seek to obtain this distribution from the posterior distributions of the class noncoverages "
The posterior distributions combine the prior distributions, which contain the belief about the distribution of " g i and the distributions associated to the experiments (in our case, a binomial distribution) for the observed number of deficiencies x i . It is of course essential to choose the priori distributions for the class noncoverages " g i very carefully. We advocate the use of a beta distribution as a prior distribution for the " g i for several reasons. First, since the deficiency number of each class i has a binomial distribution, a beta prior distribution belongs to a family of conjugate prior distributions, which ensures that the prior and the posterior distributions are both from the same family. The posterior distribution will then also have an analytical expression. Second, with both its parameters equal to one, the beta distribution corresponds to a uniform distribution over the interval HY I, which means that all values " i have the same weight (for this reason, such a prior distribution is sometimes called an ªignoranceº prior).
Since " g w iI p i " g i , we can look for the posterior distribution of " g by combining the posterior distributions for the various " g i . It has been shown in [8] that obtaining an analytical expression of the posterior distribution for " g is far too complicated for partitions into more than about three classes. Therefore, in general, the posterior distribution for " g can only be obtained by applying approximate methods.
When a distribution cannot be calculated exactly, then, for most ordinary purposes, knowledge of the moments is equivalent to knowledge of the distribution function, in the sense that it should be possible theoretically to exhibit all the properties of the distribution in terms of the moments [19, pp. 108-109] . It is further stressed in [19, pp. 109-110] that distributions that have a finite number of the lower moments in common will, in a sense, be approximations of one another. In practice, approximations of this kind often turn out to be remarkably good, even when only the first two, three, or four moments are equated. Section 4.2 is dedicated to the calculation of the first four moments of the posterior distribution for " g.
The Pearson distribution system will be used to identify the type of the posterior distribution for " g based on the value of its moments. When the type of the posterior distribution is identified, the upper IHH percent confidence limit can be obtained by applying (11) for the considered posterior distribution. Section 4.3 presents the estimation method based on the Pearson distribution system and the implementation issues.
Moment Calculation
This section is dedicated to two different methods for calculating the first four moments of the posterior distribution for " g. The first method introduces independence assumptions between the coverages of the various classes. The second method is based on the moment generating function of " g.
Independence Assumptions
The first moment of " g is directly obtained by a linear combination of the first moments of the " g i . By making assumptions on powers of the noncoverages " g i , we can obtain linear expressions between the second, third, and fourth central moments of " g and, respectively, the second, third, and fourth central moments of the " g i . The latter can be easily obtained using: 1) the well-known relationship between central moments and moments about zero, and 2) the fact that the " g i have beta distributions. Given that the deficiency number of each class i has a binomial distribution with parameters n i and " i , it follows from [2, p. 28] that if the prior distribution for " g i is a beta distribution with parameters k i and l i , then the posterior distribution for " g i is a beta distribution with parameters k
IQ
It can be shown that the second, third, and fourth central moments of a weighted sum of independent random variables i are equal to a weighted sum of the central moments of these independent random variables if:
is the rth central moment of " g i and if (14) is satisfied for the " g i taken pair by pair, then the second, third, and fourth central moments of the overall noncoverage " g can be simply expressed in function of central moments of the noncoverages " g i :
Moment Generating Function
We develop here another technique for calculating the moments of " g which, unlike that of the previous section, given by (12 
The moment generating function of p i " g i is equal to:
Since the moment generating function of a sum of random variables is equal to the product of the moment generating functions of the various random variables [11, p. 21] , the moment generating function of " g w iI p i " g i is given by:
Since the rth derivative of the moment generating function of " g for t H defines the rth moment " H r of " g, the various moments can easily be obtained. The first derivative of 0 " g t for t H leads to:
By the properties of the confluent hypergeometric function [1, pp. 504-515], we have:
So, " H I becomes finally:
The expressions of the first four moments are presented in Fig. 1 . Using the same relationships as in (13), but this time applied to the moments of " g, we obtain:
Confidence Limit Calculation
The confidence limit estimation " 4 x corresponds, for the Bayesian theory, to the inverse function of the posterior distribution of " g (11). For some classic distributions, the expression of the confidence limit estimation can be found in statistic textbooks. Otherwise, this estimation is obtained numerically either by using a routine from a mathematical library (for the classic distributions) or by successive approximations (for the less common distributions).
The moments obtained by either of the methods of Sections 4.1 and 4.2 enable the identification of an approximate posterior distribution of " g from which the confidence limit can be calculated. In this paper, we identify a distribution from the Pearson system of distributions.
The distributions of the Pearson system all have a probability density function fz that satisfies a differential equation of the form [12, p. 9]:
The shape of the distribution depends on the values of the four parameters , H , I , and P . These parameters are related to the four first moments of distribution fz by the expressions [12, p. 13]:
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The Pearson system contains seven distributions that can be represented in a plane I Y P , where I is the skewness coefficient ( I " P Q " Q P ) and P is the kurtosis coefficient ( P "R " P P ) (Fig. 2) . The seven types of distribution include:
. the beta distribution (type I), . the gamma distribution (type III), . the inverse Gaussian (Wald) distribution (type V), . the t distribution (type VII). Bowman and Shenton [5] introduced a rational fraction approximation for any percentile y (p y ) of a standardized distribution (" I HY " P I) of the Pearson system. This approximation uses a 19-point formula:
where for i IY P:
The values for a 99 percent level are presented in Fig. 3 (values for other levels are given in [5] ). The approximation is valid for H I R. In the case of a 99 percent level, the numerical error due to the approximation is less than 0.4 percent. When " Q ! H, the -percentile of the nonstandardized distribution is given by:
x is thus given by:
RESULTS AND COMPARISONS
To assess the validity and the precision of an estimation method, it is necessary to apply it to data sets obtained from a system with known characteristics. The most appropriate way to obtain such controlled data sets is to use simulation. In this way, it is possible to compare the estimates obtained from the simulated data with the parameters of the distributions used to obtain the data. Therefore, to compare the Bayesian estimates with the frequentist ones, we will use three hypothetical systems whose characteristics are purposely chosen to aggressively test the developed statistical methods. Finally, these estimations are compared to those obtained when simple sampling is used.
Definition of the Systems
The characteristics of the three example systems are defined in Figs. 4a, 4b , and 4c. Each system is partitioned into w SH classes. The figures show the noncoverage " i and the fault/activity occurrence probability p i of each class, as well as the values of the system noncoverage, "
, and the mean class noncoverage,"
i . Each system is also characterized by the correlation factor & between the p i and "
i [16] . The characteristics of the three example systems are quite different and have been chosen to stress the coverage estimation methods by applying them in very extreme situations. System A (Fig. 4a) features a relative homogeneity among the classes regarding the noncoverage, a relative low variability of the fault/activity occurrence probabilities p i and a slight (positive) correlation factor (% 14 percent). System B (Fig. 4b) , is a very atypical system with a large variability of the noncoverage and occurrence probabilities in each class. Furthermore, the correlation factor is negative and less than À40 percent. System C (Fig.  4c) is a near-perfect system with a very low noncoverage. It has quite a high variability over the classes and a large positive correlation between the p i and i (% 90 percent).
Comparison Method
We compare the various confidence limit estimation methods by simulating a large number (25,000) of faultinjection campaigns carried out on each of the three systems, with a total sample size (the total number of injected faults in each campaign) taking six values ranging from 500 to 50,000,000. For each simulated campaign, we draw a random deficiency vector using the known class coverages of our hypothetical systems. We then compute the 99 percent confidence limits that would be obtained with each considered method.
Since we have total knowledge about our three hypothetical systems, we can verify whether the confidence we claim for the various methods is justified by calculating the proportion of simulated fault-injection campaigns for which the confidence limit statement "
` " 4 x is true. We call this proportion the success proportion. With the prescribed 99 percent confidence level, the success proportion should also be about 99 percent. If this is not so for a given system and sample size, then the corresponding method is inadequate for that situation and should not have been used. To assess the conservatism of the confidence limits for each method, we would also like to evaluate the expected values of the confidence limits for each total sample size. For all frequentist confidence limits derived from the normal approximation, the expected value of the limit can easily be calculated analytically by taking expectations of the corresponding expression (7) and replacing if i g, respectively, by the known " i . The other expected confidence limits can be calculated by summing the corresponding confidence limit expressions over the complete sample space weighted by the (known) sample distribution. However, this summation would be much too timeconsuming, so we resort to the simulated fault-injection campaigns and use the average of all the simulated confidence limits as an approximation of the expected value. The average is finally divided by the value of the system noncoverage. We call this measure the normalized expected 99 percent upper confidence limit. The nearer this normalized limit is to one, the less conservative is the corresponding estimation method.
Presentation of the Results
Each estimation method will be identified by a mnemonic using the notation defined in the table of Fig. 5 . As explained in Section 3.3, for the frequentist estimations without the normal distribution approximation, only estimations obtained by the vectorial statistic are presented.
It happens sometimes that it is not possible to obtain a confidence limit estimation " 4 x for a given fault-injection campaign. When this occurred in more than 10 percent of the simulated campaigns, we choose not to give any result at all. When the confidence limit estimations could be calculated for more than 90 percent of all simulated campaigns, the presented results are normalized by the number of simulated fault-injection campaigns leading to a result.
Frequentist Estimations
For systems B and C, some results are not presented for a representative stratification with small total sample sizes since this combination leads to a null allocation (n i H) for some classes and is therefore meaningless.
Since, for system B, whatever the total sample size is, and for systems A and C, for high total sample sizes, the optimization routine failed to find a solution for more than 10 percent of the simulated campaigns, no result will be presented for the exact sample distribution. Fig. 6 shows the success proportions (Fig. 6a) and the normalized expected 99 percent upper confidence limits (Fig. 6b) for all three systems.
Approximated Sample Distribution
The biased estimation technique F/AH, based on " er (cf. (6)), shows that the success proportion increases or decreases when the sample size increases depending on the sign of the correlation factor & between the p i and " i . When the correlation factor is negative (system B), the success proportion increases with the sample size and tends to 100 percent, even with small sample sizes. When the correlation factor is positive (systems A and C), the success proportion tends to 0 percent.
When the sample size increases, the normalized expected confidence limit will also tend to a value function of the sign of &. When the correlation factor is negative, the expected confidence limit tends to a conservative value (normalized estimation greater than one). When the correlation factor is positive, the expected confidence limit tends to an optimistic value (normalized estimation less than one).
Contrary to F/AH, the success proportion of the nonbiased estimation techniques F/WH and F/*R first increases when the sample size increases and then tends to the requested value of 99 percent of the success proportion. Because of the very high coverage of system C, the requested value of the success proportion will only be reached when injecting a higher number of faults than shown in Fig. 6b .
For systems A and B, the expected confidence limit decreases with the sample size whatever the sign of the correlation factor. For system C, the expected confidence limit first increases and then decreases. For all three systems, the asymptotic normalized confidence limit is one.
For systems A and B, the estimation method based on the central limit theorem is valid for sample sizes greater than about SXIH S . On the contrary, for system C, the requested value of 99 percent for the success proportion is not reached. The approximation based on the central limit theorem is thus not valid for sample sizes lower than SXIH U . For fault-tolerant systems with modest coverage, the estimation method based on the central limit theorem is valid only if many faults are injected in each class. For faulttolerant systems with high coverage, the approximation given by the central limit theorem is not valid even if many faults are injected in each class. Therefore, for ultra-reliable systems, an estimation method without approximation is necessary. Fig. 7 shows the success proportions (Fig. 7a) and the normalized expected 99 percent upper confidence limits (Fig. 7b) for systems A and C.
Exact Sample Distribution
In Fig. 7a , the success proportion for the available frequentist estimations is always equal to 100 percent. This indicates that these estimations are conservative. However, Fig. 7b shows that the degree of conservatism does decrease rapidly as the sample size increases. The conservatism depends also on the coverage of the fault-tolerant system. The confidence limits corresponding to system C (a system with high coverage) are significantly more conservative than those for system A (a system with modest coverage).
It can also be noted, for both systems, that there is no great difference between the expected confidence limits corresponding to a homogeneous allocation and a representative one. Moreover, it is interesting to observe that a representative allocation does not necessarily lead to a less conservative confidence limit. As can be seen for system C in Fig. 7b , for example, when n SXIH T , this classic result for stratified sampling when using the normal distribution approximation no longer holds when considering the exact sample distribution with the vectorial statistic.
Bayesian Estimations
For system B, the estimation of the confidence limit required a much longer computation time than the other two. Due to this, and since we could not calculate frequentist limits for this system, the comparison between the frequentist and the Bayesian estimations will only concern systems A and C. The results for systems A and C are shown in Figs. 8 and 9 , respectively.
For system C, results are not presented for a representative stratification with small total sample sizes (n SHH) since this combination leads to a null allocation (n i H) for some classes and is therefore meaningless.
For system A (a system with modest coverage), the success proportion for the Bayesian estimation methods decreases from 100 percent to a value of about 99 percent when the number of faults injected increases (curves BM/H, BI/H, BM/R, and BI/R in Fig. 8a ). It should be noted that, when more than SXIH T faults are injected, the success proportion is slightly under 99 percent (about 98.7 percent). This slight error occurs systematically and is probably due to the imprecision introduced by the Bowman and Shenton approximation (cf. Section 4.3). Since the success proportion is about 99 percent, all the Bayesian estimation methods are valid when applied to this system. Fig. 8b shows that the frequentist estimations are always more conservative than the Bayesian ones (the normalized expected confidence limits are higher for F/H and F/R than for the Bayesian methods). However, this conservatism decreases as the number of faults injected increases. Finally, for the Bayesian methods, no significant difference can be noticed between the homogeneous and representative allocations.
For system C (a system with very high coverage), the success proportion for both Bayesian estimation methods (curves BM/H, BI/H, BM/R, and BI/R in Fig. 9a ) decreases from 100 percent to a value close to 100 percent (about 99.8 percent) when the number of faults injected increases. Since the success proportion is higher than 99 percent, both Bayesian methods are also valid when applied to this system. The high success proportion indicates that these estimations will be conservative. Fig. 9b shows that the frequentist estimations are again more conservative than the Bayesian estimations and that this conservatism decreases as the number of faults injected increases. In most cases, the Bayesian estimations with a representative allocation are very slightly less conservative than the ones with a homogeneous allocation.
Both Bayesian estimation methods prove to be valid when applied to these two quite different systems. This means that, in practice, we can always use one of these two methods since their validity does not depend on the value of the (unknown) system coverage. Furthermore, the corresponding estimations are less conservative than the frequentist ones.
Stratified Sampling vs. Simple Sampling
Since, for stratified sampling, the Bayesian estimations are less conservative than the frequentist ones, it is interesting to study how well they fare compared to the estimations obtained when simple sampling is used. For simple sampling, frequentist and Bayesian estimations are quite identical for the considered sample sizes [8] . For stratified sampling, since the Bayesian methods lead to upper confidence limits of about the same value, we show in this comparison only the results for the Bayesian method based on the moment generating function for a representative allocation. The figures show that the Bayesian estimations based on the moment generating function (curve BM/R) are more conservative than the estimations when simple sampling is used. However, the Bayesian estimations are much less conservative than the frequentist estimations with the vectorial statistic (curve F/R).
SUMMARY AND CONCLUSION
This paper has presented frequentist and Bayesian estimation methods applied to fault-injection for assessing coverage figures of fault-tolerant systems. In particular, we have focused on the statistical methods that can be applied to the results of a stratified fault-injection campaign on a system with high coverage.
Most previous work on frequentist estimation methods for stratified sampling has been based on the normal approximation of the distribution of a coverage point estimator. However, we have shown that the approximation given by the central limit theorem and leading to a normal distribution is not usually valid for coverage confidence limit estimations. First, most fault tolerance mechanisms are characterized by very high coverage factor values. Second, the number of faults injected during a campaign is often relatively low. Both contribute to the erroneousness of the normal distribution approximation.
If the confidence limit estimation cannot be based on a normal distribution, the confidence region theory must be used. Confidence regions obtained by two point estimators and a vectorial statistic have been introduced in this paper. In many cases, the coverage upper confidence limit estimations obtained by using the point estimators are less conservative than those obtained by the vectorial statistic. However, for more than three strata, the coverage confidence limit estimations using the point estimators become computationally intractable. So, most of the time, only the vectorial statistic can be applied. For the Bayesian theory, the coverage confidence limits directly depend on the posterior distribution of the overall noncoverage. For partitions into more than three classes, the analytical expression of the posterior distribution becomes too complicated, so two methods have been presented to approximate the posterior distribution by calculating its first four moments. The first method uses assumptions on the independence between the coverages of the classes, while the second method is based on the moment generating function of the distribution. If the posterior distribution is identified in the Pearson system as a beta distribution (which is usually the case), the noncoverage upper confidence limit estimation can be obtained without approximation by calculating the inverse function [8] . In this paper, we used the Bowman and Shenton approximation to derive the confidence limit estimations without having to identify the particular distribution of the Pearson system. The Bayesian estimations prove to be considerably less conservative than the frequentist estimations obtained when using the vectorial statistic.
Compared to simple sampling estimations, the stratified sampling frequentist and Bayesian estimations are more conservative, which means that stratification can degrade the coverage confidence limits. Therefore, when the practical advantages of stratification for fault injection are not paramount, simple sampling should be used. Indeed, the stratified estimation methods that do not rely on the normal approximation based on the central limit theorem lead to more conservative results than with simple sampling. For simple sampling, the frequentist and Bayesian estimations are very close to each other [8] , so either of them can be chosen. Since both are easy to implement (e.g., see (10) for the frequentist estimator), there is no need to resort to the normal approximation.
When stratification is used and the normal approximation due to the central limit theorem is valid in each class, the frequentist estimation method based on this approximation should be applied. When the normal approximation is not valid in each class, the number of classes needs to be considered when choosing an estimation method. When the sample space is partitioned into a small number of classes (two or three), the frequentist estimations obtained by the point estimators and the Bayesian estimations based on the calculation of an analytical expression of the posterior distribution for " g are very slightly less conservative than those obtained with the Bayesian methods using the moment calculations. However, their implementation is quite complicated. In practice, the Bayesian methods based on moment calculation are easier to implement and anyway become necessary when the number of classes is greater than three. Since, most of the time, the estimations obtained with a representative allocation are slightly less conservative, this allocation is preferable (but not mandatory). Finally, despite the complexity of the formulas given in Fig. 1 for the Bayesian method based on the moment generating function, this method is preferable since it avoids the introduction of unnecessary assumptions.
APPENDIX A Confidence Region Theory for Point Estimators
We will note a general estimator which is a positive function of i and let y " be the value of that satisfies:
Since sampling experiments in each class are Bernoulli trials, the deficiency number of each class i is distributed according to the binomial distribution fn i Y "
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