proved by Sénizergues on rational and recognizable free group languages. We consider two different approaches to the basic problem of deciding recognizability for rational free group languages following two fully independent paths: the symmetrification method (using techniques inspired by the study of inverse automata and inverse monoids) and the right stabilizer method (a general approach generalizable to other classes of groups). Several different algorithmic characterizations of recognizability are obtained, as well as other decidability results.
Introduction
In [7] Sénizergues solved a conjecture raised by Sakarovitch in [5] and [6] by proving that every rational free group language is either recognizable or disjunctive (its syntactic congruence is the identity). In the process of doing so, Sénizergues showed also that recognizability is decidable for rational free group languages and their syntactic congruences are decidable.
Our purpose in the present paper is to provide further insight into rationality and recognizability of free group languages by considering two alternative approaches to the decidability of recognizability. These two approaches are independent from each other and from Sénizergues's strategy to solve the problem. In the end, we end up with alternative proofs for Sénizergues results obtained in a different order.
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We named the first of these approaches the symmetrification method. Symmetrification here means the automaton obtained from an automaton on a dual alphabet X = X ∪ X −1 by adding dual edges to the original ones, a common technique in the context of inverse automata and inverse monoids [8] . We obtain here several different characterizations of recognizability, most of them algorithmic.
The second approach is fully independent of the first and is named the right stabilizer method. By right stabilizer of a language L we mean the set of all elements g such that Lg = L. The largest normal subgroup contained in the right stabilizer is called syntactic subgroup in [7] . This approach may be generalized to other classes of groups (cf. [9] ). Section 2 introduces notation and basic results of language theory. In Section 3 we introduce some basic results for group languages in general. Section 4 is devoted to the symmetrification method and Section 5 to the right stabilizer method.
Preliminaries
The reader is referred to [1] for definitions and results stated in this section. We remark that all the proofs presented in this paper are constructive in the sense that they provide algorithms to construct a rational expression, a finite automaton, etc. This fact will be always implicit when we shall refer to previous results.
Let M be a monoid. We call a subset of M an M -language. Whenever possible, brackets will be omitted in the representation of singleton sets. Given A, B ⊆ M , we write AB = {ab | a ∈ A, b ∈ B} and we denote by A * the submonoid of M generated by A.
We denote by Rat M the smallest family F of M -languages such that:
The elements of Rat M are called rational M -languages. Alternatively, an Mlanguage A is said to be rational if A can be obtained from finite M -languages using the operators union, product and star a finite number of times.
The relation ∼ A is a congruence on M , the syntactic congruence of A. 
Proof. Let Φ : M → N/τ be defined by xΦ = (xϕ)τ . In view of the classical isomorphism theorems, it suffices to show that KerΦ = σ. Given x, y ∈ M , we have
and the lemma holds.
Classical language theory is restricted to the case where M is a finitely generated free monoid X * . In this context, recognizability can be most efficiently expressed through automata. Let X be a finite set. Our notation for an X-automaton is a quadruple A = (Q, I, T, E) where Q is a finite set, I, T ⊆ Q and E ⊆ Q×X×Q. We may also write Q = V (A) and E = E(A) if convenient. The language L(A) ⊆ X * recognized by A is the set of labels of successful paths in A, that is, u ∈ L(A) if and only if there exists a path in A of the form 
4).
Let A = (Q, I, T, E) be an X-automaton. We say that A is • deterministic if |I| = 1 and the implication
holds; • trim if every vertex q ∈ Q lies in some successful path;
If A is deterministic and (p, x, q) ∈ E, we write q = px.
It is well known that, given L ∈ Rec X * , there exists a unique, up to isomorphism, smallest deterministic X-automaton recognizing L, the minimum automaton of L. We denote the minimum automaton of L by min
Given X-automata A = (Q, I, T, E) and A = (Q , I , T , E ), we define the direct product
Moreover, if A and A are both deterministic, so is A × A . We define also the trim subautomaton of A by
where S consists of all vertices of A that lie in some successful path. Trivially,
Group languages
For common concepts and results in group theory and combinatorial group theory, the reader is referred to [3] and [4] , respectively. Most of the results included in this section are folklore, but we include some (simple) proofs.
Given a subgroup H of a group G, we denote by [G : H] the index of H of G. We recall that a congruence σ on a group G is fully determined by the normal subgroup 1σ: in fact,
Given a group G and some A ⊆ G, we define the right stabilizer of A in G to be
Lemma 3.1. Let G be a group and A ⊆ G. Then
thus Ag = A and g ∈ S(A).
(ii) Clearly, 1 ∈ S(A) and
Let g, h ∈ S(A). Then Agh = Ah = A and so gh ∈ S(A). Thus S(A) is a subgroup of G, and S(A) is obviously contained in R(A). Let H be another such subgroup. Given h ∈ H, we have then h ∈ R(A). On the other hand
(iii) This is a standard group-theoretical construction.
(iv) Let g ∈ N (A) and x, y ∈ G. We want to show that
Suppose that xgy ∈ A. Since g −1 ∈ N (A), we have y
Conversely, xy ∈ A yields
Thus (2) holds and
To prove the converse inclusion, we only need to observe that 1 ∼ A is a normal subgroup of G contained in S(A) and apply (iii). Since 1 ∼ A is the kernel (in the group-theoretical sense) of a group homomorphism, it is certainly a normal subgroup of G. Finally, if g ∈ 1 ∼ A , then in particular
It follows that Ag −1 = A, hence Ag = A and g ∈ S(A) as required.
The subgroup N (A) is called in [7] the syntactic normal subgroup of A.
Proposition 3.2. Let G be a group and A ⊆ G. Then the following conditions are equivalent:
Proof. We have A ∈ Rec G if and only if ∼ A is a finite index congruence on G if and only if [G :
is a finite intersection of finite index subgroups of G and it follows easily that [G :
Since S(H) = R(H) = H, whenever H is a subgroup of G, we obtain the following well-known result:
Given a set X, let X −1 = {x −1 | x ∈ X} be a set of formal inverses for X. We
. . x n ∈ X. This involution is extended to X * -languages by defining
It is an easy exercise to check that
This fact will be used without further reference. A word w ∈ X * is said to be reduced if w contains no factor of the form xx
for every x ∈ X. We define a map ι : X * → X * that assigns to every word w ∈ X * the reduced word wι obtained by successively cancelling from w all factors of the form xx −1 (x ∈ X). It is well known that
• ι is well defined;
• Kerι is the congruence on X * generated by the relation {(uu
The canonical morphism X * → F G(X) will be denoted by π.
We shall use the following version of Benois' Theorem:
Finally, we relate rationality and recognizability in an arbitrary finitely generated group to the corresponding concepts in a free monoid X * .
Lemma 3.5. Let G be a finitely generated group. Let α : F G(X) → G be a surjective homomorphism for some finite set X and write β = πα. Then: 
Since Lβ ∈ Rec G if and only if G/ ∼ Lβ is finite and Lββ −1 ∈ Rat X * if and only if X * / ∼ Lββ −1 is finite, the lemma follows.
The symmetrification method
Let A = (Q, I, T, E) be an X-automaton. We write
and we define the X-automaton D(A) = (Q, I, T, D(E)). We say that D(A) is the symmetrification of A. The automaton A is said to be inverse if • A is deterministic;
• A is trim;
An important example of inverse X-automaton is the automaton I(H) = (Q H , H, H, E
where Q H is the set of all left cosets of H and
In fact, I(H) is a complete inverse automaton and
The following lemma will be useful. 
Proof. (i) Since A is inverse, all paths labelled by yy −1 (y ∈ X) are loops. Since wι is obtained from w by successively removing factors of this form, the result follows.
(
) ∈ E and the result follows from A being deterministic.
We are interested in obtaining different characterizations of recognizability for a rational F G(X)-language. In the next lemmas, we compare the alternative conditions we shall consider, starting with a useful technical statement. Assume that q j−1 = r j−1 for some j ∈ {1, . . . , k} and suppose that q j = r j . Then
Since A is deterministic, we conclude that (r j , x We note that the preceding proof holds in fact for any finite deterministic trim automaton recognizing just reduced words.
Given a language L, we denote by Pref(L) the set of all prefixes of words in L. It is immediate that if L is rational, so is Pref(L) -we only need to make all vertices terminal in min L . 
(A)). Thus D(A) is complete and (C) holds. Assume now that (B) holds. Let p ∈ V (D(A)) = V (A) and x ∈ X.
Since A is trim, we have a path of the form
Thus we assume that
is a finite group, there exists
(D(A)). It follows that there exists a path of the form
→ i = q 0 x1 −→q 1 x2 −→ . . . x k −→q k x −→q x n−1 v −−−→t → in D(A). Since (3) is a path in A, Lemma 4.2 yields q k = p k = p. Hence (p, x,
q) ∈ E(D(A)) and D(A) is complete. Therefore (C) holds.
(ii) Let X = {x} and consider L = x * . Then:
• Pref(Lι) = x * and so (A) does not hold;
(D(A)) is the trivial group and D(A) is complete, thus (B) and (C) do both hold. Therefore (B) ⇒ (A) and (C) ⇒ (A).
Finally, we consider
• Pref(L ι) = X * and so (A) holds; 
two-element semilattice and (B) does not hold; • D(A) is complete, thus (C) holds. Therefore (A) ⇒ (B) and (C) ⇒ (B).

Proof. (A) ⇒ (C). By Lemma 4.3(i). (C) ⇒ (B). Assume that (C) holds. Since the implication (p, x, q) ∈ E(D(A)) ⇒ (q, x −1 , p) ∈ E(D(A))
holds in D(A), we conclude that the implication A) ) and every word in Lππ −1 can be obtained from a word in Lι by successively inserting factors of the form xx −1 (x ∈ X), we obtain the inclusion Lππ
by Lemma 2.1. Thus (B) holds. (B) ⇒ (A). Assume that (B) holds. Then we can fix some
Then u is a prefix of a cyclically reduced word v -a word whose square is reduced. Indeed, if u is not itself cyclically reduced, then u is of the form xu x −1 for some x ∈ X, implying that |X| > 1. In this case, we can take
Since n > |w| and v is cyclically reduced, we have (v n w)ι = vz for some z ∈ X * ι.
Thus u ∈ Pref(v) ⊆ Pref(Lι) and so Pref(Lι) = X * ι as required.
Before proving the main theorem of the section, we need one more technical lemma. A) ) and every word in Lππ −1 can be obtained from a word in Lι by successively inserting factors of the form xx
holds for all u, v ∈ X * and x ∈ X. Since the implication
holds in D(A), our claim follows from D(A) being complete.
The following theorem provides four different characterizations of recognizability involving the symmetrification of min Lι . 
Proof. By Lemma 4.4, conditions (ii), (iii) and (iv) are equivalent. We prove next that (i) implies (iv). Assume that Lπ ∈ Rec F G(X) and write
finite index subgroup of F G(X). We observed before that I(H) = (Q H , H, H, E H ) is a complete inverse automaton. Let B = (Q H , H, T, E H ), with
T = {Ha | a ∈ Lπ}· Since L = ∅, then T = ∅. Hence B is
trim and so is a complete inverse automaton like I(H). It is immediate that
Since uπ ∼ Lπ vπ for some v ∈ L if and only if uπ ∈ Lπ, we conclude that L(B) = Lππ −1 . Since B is deterministic and trim, we know that B = min Lππ −1 must be a quotient of B (that is, obtained from B by identification of vertices). It is not difficult to check that all the properties characterizing a complete inverse automaton are preserved by quotients, with the possible exception of determinism. Since B is deterministic by definition, then B is itself complete and inverse. We write B = (Q , i , T , E ).
We define now the X-automaton R = (X ∪ 1, 1, X ∪ 1, E R ), where
It is easy to check that R = min X * ι . We show that
Let C = tr(B × R). Since B and R are both deterministic, so is C. Moreover,
thus we conclude that C is a trim deterministic automaton recognizing Lι. To show that C = min Lι = A, it remains to show that the equivalence τ defined in the vertex set of C by (1) is the identity.
Since C is a subautomaton of B × R, we may write p = (p 1 , p 2 ) and q = (q 1 , q 2 ) with
Consider first the case p 2 = q 2 . Interchanging p and q if necessary, we may assume that there exists some x ∈ X such that p 2 x is defined in R but q 2 x is not -equivalently, p 2 x is a reduced word but q 2 x is not.
We remark now that we can always reach a terminal vertex from any vertex of
Since B is complete, we have a path Since m > |u|, we have (y m u)ι = yv for some reduced word v. Since y = s
. Now, since B is complete, p 1 x is defined and the preceding remark implies that we have a path
in B × R (and therefore in C) for some terminal vertex (t 1 , t 2 ). However, since q 2 x is not defined in R, we have no path of the form
Assume now that p 2 = q 2 . Thus p 1 = q 1 . Since B is a minimal automaton, the languages L(Q , r , T , E ) (r ∈ Q ) are all different. Thus there exists some M ∈ IN such that the words in
Since B is inverse, we get (p j−1 , x j , p j ) ∈ E(B ) in either case and so we have a path 
holds for all u, v ∈ X * and x ∈ X. Since X * / ∼ L(D(A)) is a (finite) group, there exists some n > 0 such that
On the other hand, by Lemma 4.3(i), we know that D(A) is complete and so we can always insert a loop labelled by x n−1 x 1−n at any position in an arbitrary path in D(A). Thus
and (6) holds.
Let w ∈ L(D(A)). By (6), we have wι ∈ L(D(A)). Write wι
Thus there exists some z ∈ X * ι such that (wι)z ∈ Lι. Therefore we have paths of the form Together with Lemma 4.3(ii), the next example shows that we cannot omit any of the conditions appearing in (ii)-(v) of the preceding theorem.
We can now deduce the following result, proved in the end of Section 3 of [7] .
Corollary 4.8 [7] . Given L ∈ Rat X * , it is decidable whether or not Lπ ∈
Rec F G(X).
Proof.
In view of Lemma 3.4, the automaton A can be effectively constructed, and so can D(A). Therefore any one of the conditions (ii)-(v) in Theorem 4.6 can be checked using the basic decidability properties of rational languages.
The following corollary provides yet another characterization of recognizability involving D(A), less interesting because nonalgorithmic. 
Proof. The equivalence (i) ⇔ (ii) follows from Lemma 3.5(ii). The implication (i) ⇒ (iii) follows from (5) in the proof of Theorem 4.6 for L = ∅. In the case L = ∅, it is immediate. Finally, we have (iii) ⇒ (ii) trivially.
We can also obtain the following result, also proved in the end of Section 3 of [7] . Since
we conclude that F G(X)/ ∼ Lπ is in fact effectively constructible.
The right stabilizer method
An alternative (and shorter) path to the recursiveness of Rec F G(X) is given by the computation of right stabilizers. The following result is the cornerstone of the whole approach.
* and define
Proof. Given u ∈ X * ι, we have that We have S = (S(Lπ))π −1 ∩ X * ι = {w ∈ X * ι | (Lπ)(wπ) = Lπ}
we conclude that
Therefore S is also an effectively constructible rational language.
The following lemma prepares us for a new characterization for recognizability. We can assume that |v| < n. By Lemma 4.1(i), we obtain ((ux) n v)ι ∈ L(I(H)) = Hπ −1 .
Lemma 5.3. Let H be a subgroup of F G(X). Then [F G(X) : H] < ∞ if and only if
Since ux = 1 and |v| < n, we have ((ux) n v)ι = uw for some w ∈ X * ι. Thus uw = (uw)ι ∈ Hπ −1 ι and u ∈ Pref(Hπ −1 ι).
Suppose now that Hπ −1 ι ∈ Rat X * and Pref(Hπ 
Let u ∈ X * ι. Since Pref(Hπ and (7) holds. Therefore [F G(X) : H] < ∞ as required.
