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Finite growth representations of infinite Lie
conformal algebras
Carina Boyallian∗ Victor G. Kac† Jose I. Liberati∗
Abstract
We classify all finite growth representations of all infinite rank subalge-
bras of the Lie conformal algebra gc1 that contain a Virasoro subalgebra.
1 Introduction
In this paper we study representation theory of some infinite rank subalgebras
of the Lie conformal algebra gc1 associated to the Lie algebra D of differential
operators on the circle. Recall that gc1 = C[∂, x], with λ-bracket given by (see
[3], [7])
[a(∂, x)λb(∂, x)] = a(−λ, λ+ ∂ + x)b(λ+ ∂, x)− b(λ+ ∂,−λ+ x)a(−λ, x)
Also recall that the Virasoro conformal algebra (which is particularly impor-
tant in physics) is defined as the free C[∂]-module of rank 1 generated by an
element L, with λ-bracket defined by
[LλL] = (2λ+ ∂)L,
and extended to C[∂]L using sesquilinearity. Observe that all Virasoro subalge-
bras of gc1 are generated by
L = x+ α∂ , α ∈ C.
The complete list of infinite rank proper subalgebras of gc1 that contain a
Virasoro subalgebra is (see [3] and Remark 3.10 in [5]):
gc1, x = xC[∂, x]
oc1 = {a(∂, x)− a(∂,−∂ − x) | a(∂, x) ∈ C[∂, x]}
spc1 = {x[a(∂, x) + a(∂,−∂ − x)] | a(∂, x) ∈ C[∂, x]}
where the Virasoro element is x + α∂, with α = 0, 12 , 0 respectively. They are
the most important gc1-subalgebras from the point of view of physics.
In the present paper we classify all finite growth representations of all infinite
rank conformal subalgebras of gc1 that contain a Virasoro subalgebra.
This problem reduces to the study of finite growth representations on the
corresponding extended annihilation algebras, which are certain subalgebras of
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D (see [7]). The main tools used here are the recent results ([1],[4],[9],[10] and
[11]) on the classification of quasifinite highest weight modules over the central
extension of D and some of its important subalgebras.
The paper is organized as follows. In Section 2, we describe the infinite rank
Lie algebra ĝℓ
[m]
∞ and its classical subalgebras, and discuss their representation
theory that will be needed. In sections 3,4,5, and 6, we obtain the classification
of all finite growth representations of gc1, gc1, x, oc1, and spc1 respectively.
2 Lie algebra ĝℓ
[m]
∞ and its classical subalgebras
2.1 Lie algebra ĝℓ
[m]
∞
Denote by C+∞ the set of all sequences λ = (λ1, λ2, . . .) for which all but a
finite number of λi’s are zero, and let d(λ) denote the number of non-zero λi’s
and |λ| denote their sum. Denote by Par+ the subset of C+∞ consisting of
non-increasing sequences of (non-negative) integers.
Denote by gℓ+∞ the Lie algebra of all matrices (aij)
+∞
i,j=1 with a finite number
of non-zero entries aij ∈ C. Given λ ∈ C
+∞, there exists a unique irreducible
gℓ+∞-module L
+(λ), also denoted by L(gℓ+∞;λ), which admits a non-zero
vector vλ such that
Eijvλ = 0 for i < j and Eiivλ = λivλ . (2.1)
Here and further Eij denotes, as usual, the matrix whose (i, j)-entry is 1 and
all other entries are 0. Each L+(λ) has a unique Z+-gradation. L
+(λ) = ⊕j∈Z+
L+(λ)j , called its principal gradation, which satisfies the properties
L+(λ)0 = Cvλ , EijL
+(λ)k ⊂ L
+(λ)k+i−j .
Since λ ∈ C+∞, it is easy to see that dimL+(λ)j <∞, hence we can define the
q-character
chqL
+(λ) =
∑
j∈Z+
(dimL+(λ)j)q
j .
For λ ∈ Par+, let d = d(λ) and λ¯ = (λ1, . . . , λd). Let gℓd be the Lie
algebra of all d × d matrices (aij)
d
i,j=1; it may be viewed as a subalgebra of
gℓ+∞ in a natural way. Denote by L¯
+(λ¯) the (irreducible) gℓd-submodule of
L+(λ) generated by vλ. It is, of course, isomorphic to the finite-dimensional
irreducible gℓd-module associated to λ¯, so that its q-character is a (well-known)
polynomial in q.
Lemma 2.1. Let λ ∈ Par+, d = d(λ). Then
chqL
+(λ) = chqL¯
+(λ¯)/
d∏
j=1
(1− qj)
λd−j+1
q ,
where (1− a)mq = (1 − a)(1− qa) . . . (1− q
m−1a).
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Proof. Recall the well-known formula (see [6]):
chqL
+(λ) =
∏
α>0
(1− q〈λ+ρ,α〉)/(1− q〈ρ,α〉) . (2.2)
Here the product is taken over the set of all positive coroots of gℓ+∞, which
are all elements Eii − Ejj with i < j, 〈λ,Eii〉 = λi and 〈ρ,Eii〉 = −i. Of
course, a similar formula holds for chqL¯
+(λ¯); it is a part of the product (2.2)
corresponding to i < j ≤ d.
It is also clear that the factors of (2.2) corresponding to d < i < j are equal
to 1, and it is easy to see that the product over all pairs i, j with fixed i ≤ d
and all j > d is equal to 1/(1− qd−i+1)λiq .
Recall that, given a vector space V with an increasing filtration by finite-
dimensional subspaces V[j], the growth of V is defined by
growthV = limj→+∞(log dimV[j])/ log j .
We define the growth of L+(λ) using its filtration L+(λ)[j] = ⊕i≤jL
+(λ)i asso-
ciated to the principal gradation.
Theorem 2.2. (a) If λ ∈ Par+, then
growthL+(λ) = |λ| .
(b) If λ ∈ C+∞\Par+, then growthL+(λ) =∞.
Proof. It follows from Lemma 2.1 that for λ ∈ Par+, growthL+(λ) is equal
to the growth of the polynomial algebra on generators of degree 1, 2, . . . , λs;
2, 3, . . . , λs−1+1; . . .; s, s+1, . . . , λ1+s−1. The total number of these generators
is |λ|, and since growth of a polynomial algebra is independent of the degrees
of generators, (a) is proved.
Let now λ ∈ C+∞\Par+. Then λk − λk+1 /∈ Z+ for some k. But then
ENk+1,kvλ 6= 0 for each N ∈ Z+. Looking at the subalgebra of gℓ+∞ spanned by
all Eij with i, j ≥ k + 1, we conclude from (a) that
growthL+(λ) ≥ N +
∑
i≥k+1
λi .
This proves (b).
In a similar fashion one may consider the Lie algebra gℓ−∞ of all matrices
(aij)
−∞
i,j=0 with a finite number of non-zero entries and the irreducible gℓ−∞-
modules L−(λ), also denoted by L(gℓ−∞;λ), parameterized by the set C
−∞ of
sequences µ = (. . . , µ−1, µ0) with finitely many non-zero members. Results sim-
ilar to Lemma 2.1 and Theorem 2.2 hold for the subset Par− ⊂ C−∞ consisting
of non-increasing sequences of (non-positive) integers.
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Let g˜ℓ∞ denote the Lie algebra of all matrices (aij)i,j∈Z such that aij = 0
if |i − j| ≫ 0. Denote by g˜ℓ+∞ (resp. g˜ℓ−∞) the subalgebra of g˜ℓ∞ consisting
of matrices with aij = 0 for i or j ≤ 0 (resp. i or j > 0). Note that these two
subalgebras commute and that g˜ℓ±∞ contains gℓ±∞ as a subalgebra. Note also
that the gℓ±∞-modules L
±(λ) extend uniquely to g˜ℓ±∞.
The Lie algebra g˜ℓ∞ has a well-known central extension ĝℓ∞ = g˜ℓ+ CC by
C defined by the cocycle
α(A,B) = tr[J,A]B , where J =
∑
i≤0
Eii . (2.3)
The restriction of this cocycle to g˜ℓ+∞ and to g˜ℓ−∞ is zero.
We will also need briefly the Lie algebra ĝℓ
[m]
∞ defined for each m ∈ Z+ by
replacing C by Rm = C[u]/(u
m+1). That is, ĝℓ
[m]
∞ = g˜ℓ
[m]
∞ ⊕ Rm is the central
extension of g˜ℓ
[m]
∞ by the 2-cocycle (2.3) with values in Rm, where g˜ℓ
[m]
∞ is the
Lie algebra of infinite matrices with finitely many nonzero diagonals with entries
in Rm.
The principal Z-gradation of all the above Lie algebras is defined by letting
degEij = i− j (2.4)
(in the case of ĝℓ
[m]
∞ we also let degRm = 0). This gives us a triangular decom-
position
ĝℓ
[m]
∞ = (ĝℓ
[m]
∞ )+ ⊕ (ĝℓ
[m]
∞ )0 ⊕ (ĝℓ
[m]
∞ )−,
where
(ĝℓ
[m]
∞ )± = ⊕j∈N(ĝℓ
[m]
∞ )±j
The Lie algebra ĝℓ∞ has a family of modules L(ĝℓ∞;λ, c), parameterized by
λ ∈ C∞ = {(λi)i∈Z| all but finitely many of λi are 0} and c ∈ C, defined by
(2.1) and Cvλ = cvλ. Similarly, ĝℓ
[m]
∞ has a family of modules L(ĝℓ
[m]
∞ ;
~λ,~c),
where ~λ ∈ (C∞)m+1, ~c ∈ Cm+1, defined in a similar fashion. That is, the
highest weight ĝℓ
[m]
∞ -module L(ĝℓ
[m]
∞ ; Λ), with highest weight Λ ∈ (ĝℓ
[m]
∞ )
∗
0 that
is determined by its labels ~λ
(j)
i = Λ(u
jEii) and the central charges ~cj = Λ(u
j).
The gradation (2.4) is obviously consistent with the principal gradation of
L±(λ) and of L(ĝℓ∞;λ, c).
2.2 Lie algebras b
[m]
∞ and d
[m]
∞
The Lie algebra g˜ℓ
[m]
∞ acts on the vector space Rm[t, t
−1] via the usual formula
Eijvk = δj,kvi ,
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where vi = t
−i, i ∈ Z is an Rm-basis. Now consider the following C-bilinear
forms on this space:
B(umvi, u
nvj) = u
m(−un)δi,−j
D(umvi, u
nvj) = u
m(−un)δi,1−j .
Denote by b¯
[m]
∞ (resp. d¯
[m]
∞ ) the Lie subalgebra of g˜ℓ
[m]
∞ which preserves the
bilinear form B (resp. D). We have
b¯[m]∞ = {(aij(u))i,j∈Z ∈ g˜ℓ
[m]
∞ | aij(u) = −a−j,−i(−u) }
d¯[m]∞ = {(aij(u))i,j∈Z ∈ g˜ℓ
[m]
∞ | aij(u) = −a1−j,1−i(u) } .
Denote by b
[m]
∞ = b¯
[m]
∞ ⊕ Rm (resp. d
[m]
∞ = d¯
[m]
∞ ⊕ Rm) the central extension
of b¯
[m]
∞ (resp. d¯
[m]
∞ ) given by the 2-cocycle defined in g˜ℓ
[m]
∞ . Both subalgebras
inherits form ĝℓ
[m]
∞ the principal Z-gradation and the triangular decomposition,
(see [11] and [6] for notation)
b[m]∞ = ⊕j∈Z(b
[m]
∞ )j b
[m]
∞ = (b
[m]
∞ )+ ⊕ (b
[m]
∞ )0 ⊕ (b
[m]
∞ )−
d[m]∞ = ⊕j∈Z(d
[m]
∞ )j d
[m]
∞ = (d
[m]
∞ )+ ⊕ (d
[m]
∞ )0 ⊕ (d
[m]
∞ )− .
In particular whenm = 0, we have the usual Lie subalgebras of ĝℓ∞, denoted
by b∞ (resp. d∞).
Denote by L(b
[m]
∞ ;λ) (resp. L(d
[m]
∞ ;λ)) the highest weight module over b
[m]
∞
(resp. d
[m]
∞ ) with highest weight λ ∈ (b
[m]
∞ )∗0 (resp. λ ∈ (d
[m]
∞ )∗0) parametrized by
b~λ ∈ (C∞)m+1, ~c ∈ Cm+1, with
~ci = λ(u
i),
b~λ
(i)
j = λ(u
i Ej,j − (−u)
iE−j,−j),
(resp. d~λ ∈ (C∞)m+1, with d~λ
(i)
j = λ(u
i Ej,j − (−u)
i E1−j,1−j)). The super-
scripts b and d here mean B and D type respectively. The b~λ
(i)
j (resp.
d~λ
(i)
j ) are
called the labels and ~cj the central charges of L(b
[m]
∞ ;λ) (resp. L(d
[m]
∞ ;λ)).
All these modules will appear in Section 5. Now, we are interested in repre-
sentation theory of b∞.
The set of simple coroots of b∞, can be described as follows (cf. [11]):
Πˇ= {α0ˇ = 2(E−1,−1 − E1,1) + 2C,
αiˇ = Ei,i − Ei+1,i+1 − E−i,−i + E−1−i,−1−i , i ∈ N} .
The set of roots:
∆ = {±ε0, ±εi, ±εi ± εj, i 6= j, i, j ∈ N} .
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The set of positive coroots is:
∆+ˇ = {αiˇ + αi+1ˇ + · · ·+ αjˇ , 0 ≤ i ≤ j}
∪ {α0ˇ + 2α1ˇ + · · ·+ 2αiˇ + αi+1ˇ + · · ·+ αj−1ˇ , 1 ≤ i < j} .
The set of simple roots:
Π = {α0 = −ε1, αi = εi − εi+1, i ∈ N} .
Here εi are viewed restricted to the restricted dual of the Cartan subalgebra
of b∞, so that εi = −ε−i. Given λ ∈ (b∞)
∗
0, the labels and central charge are
simply (in this case, we skip the superscript b)
λi = λ(Ei,i − E−i,−i), i > 0 , c = λ(C).
So that λ(α0ˇ ) = 2c − 2λ1 and λ(αiˇ ) = λi − λi+1 for i ∈ N. Denote by Λi the
i-th fundamental weight of b∞, namely Λi(αjˇ ) = δi,j .
Let P+ = {λ ∈ (b∞)
∗
0 | 〈λ, αiˇ 〉 ∈ Z+, for all i ∈ Z+} denote the set of
dominant integral weights of b∞. Given λ ∈ P+, we have λ = Λn1 +Λn2 + · · ·+
Λnk + hΛ0, n1 ≥ n2 ≥ · · · ≥ nk ≥ 1, h ∈ Z+, and the module L(b∞;λ) has
central charge c = k + h/2. Observe that the conjugate of the Young diagram
corresponding to the partition (n1, n2, · · · , nk) is (λ1, · · · , λn1), and λi = 0 for
i > n1. Note that n1 = n1(λ) = max{i ∈ N | 〈λ, αiˇ〉 6= 0}. Observe that
so(2n1 + 1) may be viewed as a subalgebra of b∞ in a natural way, whose set
of simple roots is {−ε1, ε1 − ε2, . . . , εn1−1 − εn1}. Denote by λ¯ the dominant
integral weight of so(2n1 + 1) g! iven by λ¯(2(E−1,−1 − E1,1)) = 2(c− λ1) and
λ¯(Ei,i −Ei+1,i+1 −E−i,−i+E−1−i,−1−i) = λi −λi+1 for 1 ≤ i < n1. Denote by
L¯(λ¯) the (irreducible) so(2n1+1)-submodule of L(b∞;λ) generated by its highest
weight vector. It is, of course, isomorphic to the finite-dimensional irreducible
so(2n1 + 1)-module associated to λ¯, so that its q-character is a (well-known)
polynomial in q.
Lemma 2.3. Let λ ∈ P+, n1 = n1(λ). Then
chqL(b∞;λ) = chqL¯(λ¯).
n1∏
j=1
1
(1− qj)
λn1−j+1
q
.
n1∏
i=1
1
(1− qn1+i)2c−λiq
×
∏
n1≤i
1
(1− q2i+1)2cq
,
where (1− a)mq = (1 − a)(1− qa) . . . (1− q
m−1a).
Proof. The proof is completely similar to the one of Lemma 2.1, using the data
introduced above (cf. proof of Proposition 1.1 in [11]).
Theorem 2.4. All non-trivial modules L(b
[m]
∞ ;λ) have infinite growth.
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Proof. It is enough to consider the case m = 0. Given λ ∈ (b∞)
∗
0, we look at
the subalgebra of b∞ isomorphic to gℓ+∞ spanned by all Ei,j − E−j,−i with
i, j ≥ 1, and by Theorem 2.2, we conclude that L(b∞;λ) has infinite growth if
λi − λi+1 /∈ Z+ for some i ≥ 1.
Let us assume λi − λi+1 ∈ Z+ for all i ≥ 1. If 2c − 2λ1 /∈ Z+, then
(E1,0 − E0,−1)
Nvλ 6= 0 for each N ∈ Z+. Looking at the subalgebra of b∞
isomorphic to gℓ+∞ previously defined, we conclude from Theorem 2.2 that
growthL(b∞;λ) ≥ N +
∑
i≥1
λi .
If 2c − 2λ1 ∈ Z+, then by the same argument in the proof of Theorem 2.2,
and looking at the last factor in Lemma 2.3, we conclude that L(b∞;λ) has the
same growth as the polynomial algebra in infinitely many generators, finishing
the proof.
2.3 Lie algebra c
[m]
∞
As before, we consider the vector space Rm[t, t
−1], and take the Rm-basis vi =
t−i, i ∈ Z. Denote by c¯
[m]
∞ the Lie subalgebra of g˜ℓ
[m]
∞ which preserves the
bilinear form:
C(umvi, u
nvj) = u
m(−un)(−1)i δi,1−j . (2.5)
We have
c¯[m]∞ = {(aij(u))i,j∈Z ∈ g˜ℓ
[m]
∞ | aij(u) = (−1)
i+j+1a1−j,1−i(−u) } .
Denote by c
[m]
∞ = c¯
[m]
∞ ⊕Rm the central extension of c¯
[m]
∞ given by the 2-cocycle
defined in g˜ℓ
[m]
∞ . This subalgebra inherits form ĝℓ
[m]
∞ the principal Z-gradation
and the triangular decomposition, (see [11] and [6] for notation)
c[m]∞ = ⊕j∈Z(c
[m]
∞ )j c
[m]
∞ = (c
[m]
∞ )+ ⊕ (c
[m]
∞ )0 ⊕ (c
[m]
∞ )− .
In particular when m = 0, we have the usual Lie subalgebra of ĝℓ∞, denoted
by c∞ (see [6]).
Denote by L(c
[m]
∞ ;λ) the highest weight module over c
[m]
∞ with highest weight
λ ∈ (c
[m]
∞ )∗0 parametrized by its labels
c~λ ∈ (C∞)m+1 and central charges ~c ∈
Cm+1, with
~ci = λ(u
i),
c~λ
(i)
j = λ(u
i Ej,j − (−u)
iE1−j,1−j).
Now, we are interested in representation theory of c∞.
The set of simple coroots of c∞, denoted by Π ,ˇ can be described as follows
(cf. [11]):
Πˇ= {α0ˇ = E0,0 − E1,1 + C,
αiˇ = Ei,i − Ei+1,i+1 + E−i,−i − E1−i,1−i , i ∈ N} .
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The set of roots:
∆ = {±2εi, ±εi ± εj , i 6= j, i, j ∈ N} .
The set of positive coroots is:
∆+ˇ = {αiˇ + αi+1ˇ + · · ·+ αjˇ , 0 ≤ i ≤ j}
∪ {2α0ˇ + 2α1ˇ + · · ·+ 2αiˇ + αi+1ˇ + · · ·+ αjˇ , 0 ≤ i < j} .
The set of simple roots:
Π = {α0 = −2ε1, αi = εi − εi+1, i ∈ N} .
Here εi are viewed restricted to the restricted dual of the Cartan subalgebra of
c∞, so that εi = −ε1−i. Given λ ∈ (c∞)
∗
0, the labels and central charge are
simply (in this case, we skip the superscript c):
λj = λ(Ej,j − E1−j,1−j), j ∈ N, c = λ(C).
So that λ(α0ˇ ) = −λ1 + c and λ(αiˇ ) = λi − λi+1 for i ∈ N. Denote by Λi the
i-th fundamental weight of b∞, namely Λi(αjˇ ) = δi,j .
Let P+ = {λ ∈ (c∞)
∗
0 | 〈λ, αiˇ 〉 ∈ Z+, for all i ∈ Z+} denote the set of
dominant integral weights of c∞. Given λ ∈ P+, we have λ = Λn1 +Λn2 + · · ·+
Λnk + hΛ0, n1 ≥ n2 ≥ · · · ≥ nk ≥ 1, h ∈ Z+, and the module L(c∞, λ) has
central charge c = k + h. Observe that the conjugate of the Young diagram
corresponding to the partition (n1, n2, · · · , nk) is (λ1, · · · , λn1), and λi = 0 for
i > n1. Note that n1 = n1(λ) = max{i ∈ N | 〈λ, αiˇ〉 6= 0}. Observe that sp(2n1)
may be viewed as a subalgebra of c∞ in a natural way, whose set of simple roots
is {−2ε1, ε1 − ε2, . . . , εn1−1 − εn1}. Denote by λ¯ the dominant integral weight
of sp(2n1) given b! y λ¯((E0,0−E1,1)) = c−λ1 and λ¯(Ei,i−Ei+1,i+1+E−i,−i−
E1−i,1−i) = λi−λi+1 for 1 ≤ i < n1. Denote by L¯(λ¯) the (irreducible) sp(2n1)-
submodule of L(c∞, λ) generated by its highest weight vector. It is, of course,
isomorphic to the finite-dimensional irreducible sp(2n1)-module associated to λ¯,
so that its q-character is a (well-known) polynomial in q.
Lemma 2.5. Let λ ∈ P+, n1 = n1(λ). Then
chqL(c∞;λ) = chqL¯(λ¯) .
n1∏
i=1
1
(1− qj)
λn1−j+1
q
.
n1∏
i=1
1
(1− qn1+i+3)
2c−λi+1
q
×
1
(1 − qn1+1)cq
.
∏
n1≤i
1
(1− q2i+3)2cq
,
where (1− a)mq = (1 − a)(1− qa) . . . (1− q
m−1a).
Proof. The proof is completely similar to the one of Lemma 2.1, using the data
introduced above (cf. proof of Proposition 1.1 in [11]).
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Theorem 2.6. All non-trivial modules L(c
[m]
∞ ;λ) have infinite growth.
Proof. It is enough to consider the case m = 0. Given λ ∈ (c∞)
∗
0, we look at
the subalgebra of c∞ isomorphic to gℓ+∞ spanned by all Ei,j − E1−j,1−i with
i, j ≥ 1, and by Theorem 2.2, we conclude that L(c∞, λ) has infinite growth if
λi − λi+1 /∈ Z+ for some i ≥ 1.
Let us assume λi−λi+1 ∈ Z+ for all i ≥ 1. If c−λ1 /∈ Z+, then (E1,0)
Nvλ 6=
0 for each N ∈ Z+. Looking at the subalgebra of c∞ isomorphic to gℓ+∞
previously defined, we conclude from Theorem 2.2 that
growthL(c∞, λ) ≥ N +
∑
i≥1
λi .
If c − λ1 ∈ Z+, then by the same argument in the proof of Theorem 2.2, and
looking at the last factor in Lemma 2.3, we conclude that L(c∞, λ) has the
same growth as the polynomial algebra in infinitely many generators, finishing
the proof.
3 Irreducible finite growth gc1-modules
We are interested in representation theory of the Lie algebra D− of regular
differential operators on C. It consists of linear combinations of differential
operators of the form f(t)
(
d
dt
)m
, where f is a polynomial and m ∈ Z+. In
particular, D = t ddt ∈ D
−. The principal Z-gradation D− = ⊕j∈ZD
−
j is defined
by letting
deg t = −1 deg
d
dt
= 1 .
Given a sequence of complex numbers ∆ = (∆0,∆1, . . .) we define the highest
weight module L(∆;D−) over D− as the (unique) irreducible module that has
a non-zero vector v∆ with the following properties:
D−j v∆ = 0 for j < 0, D
nv∆ = ∆nv∆ for n ∈ Z+ .
The principal gradation of D− induces the principal gradation L(∆;D−) =
⊕j∈Z+Lj such that L0 = Cv∆. The module L(∆;D
−) is called quasifinite if
dimLj <∞ for all j ∈ Z+.
Quasifinite modules over D− can be constructed as follows. Consider the
natural action of D− on C[t, t−1] and choose the basis vj = t
−j(j ∈ Z) of
C[t, t−1]. This gives an embedding of D− in g˜ℓ∞. Since C[t] is D
−-invariant, we
get D−-modules C[t, t−1]/C[t] and C[t], which gives us an embedding of D− in
g˜ℓ+∞ and g˜ℓ−∞, respectively, hence an embedding of D
− in g˜ℓ+∞ ⊕ g˜ℓ−∞. All
these embeddings respect the principal gradations. Now take λ± ∈ C±∞ and
consider the g˜ℓ+∞ ⊕ g˜ℓ−∞-module L
+(λ+) ⊗ L−(λ−). The same argument as
in [10], gives us the following.
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Lemma 3.1. When restricted to D−, the module L+(λ+) ⊗ L−(λ−) remains
irreducible.
It follows immediately that L+(λ+)⊗L−(λ−) is an irreducible highest weight
module over D−, which is obviously quasifinite. It is easy to see that we have:
∆n =
∑
j≥1
(−j)nλ+j +
∑
j≤0
(−j)nλ−j ,
so that
∆(x) : =
∑
n≥0
∆nx
n/n! =
∑
j≥1
λ+j e
−jx +
∑
j≤0
λ−j e
−jx .
It is also clear that for λ± ∈ Par± we have (cf. Theorem 1a):
growthL+(λ+)⊗ L−(λ−) = |λ+|+ |λ−| .
We shall prove the following theorem.
Theorem 3.2. The D−-modules L+(λ+)⊗L−(λ−), where λ± ∈ Par±, exhaust
all quasifinite irreducible highest weight D−-modules that have finite growth.
Let D denote the Lie algebra of all regular differential operators on C∗. The
Lie algebra D is the linear span of differential operators f(t)
(
d
dt
)k
, where
f(t) ∈ C[t, t−1] and k ∈ Z+, or, equivalently of operators t
kf(D), where f(D) ∈
C[D] and k ∈ Z. Obviously, D− is a subalgebra ofD, and the principal gradation
extends from D− to D in the obvious way.
The basic idea of the proof of Theorem 3.2 is the same as in []: to reduce the
problem to the well developed (in [10]) representation theory of the universal
central extension Dˆ of D. Recall that the central extension Dˆ = D + CC is
defined by the cocycle [10]
Ψ
(
f(t)
(
d
dt
)m
, g(t)
(
d
dt
)n)
= Res0 dtf
(n+1)(t)g(m)(t) . (3.1)
The principal gradation of D lifts to Dˆ by letting degC = 0. Note also that the
restriction of the cocycle Ψ to D− is zero.
For each s ∈ C one defines a Lie algebra homomorphism ϕs : D → g˜ℓ∞ (via
the action of D on tsC[t, t−1]) by
ϕs(t
kf(D)) =
∑
j∈Z
f(−j + s)Ej−k,j . (3.2)
This homomorphism lifts to a homomorphism of central extension ϕˆs : Dˆ → ĝℓ∞
by
ϕˆs(t
kf(D)) = ϕs(t
kf(D)) if k 6= 0 , (3.3)
ϕˆs(e
xD) = ϕs(e
xD)−
esx − 1
ex − 1
, ϕˆs(C) = C .
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More generally, for each m ∈ Z+ one defines a homomorphism ϕ
[m]
s : D → g˜ℓ
[m]
∞
by
ϕ[m]s (t
kf(D)) =
∑
j∈Z
f(−j+s+u)Ej−k,j =
m∑
i=0
∑
j∈Z
f (i)(−j + s)
i
uiEj−k,j , (3.4)
which lifts to ϕˆ
[m]
s : Dˆ → ĝℓ
[m]
∞ in a similar way. One of the main results of [10]
is the following.
Lemma 3.3. For each i = 1, . . . , r, pick a collection mi ∈ Z+, si ∈ C,
~λi ∈ (C
∞)mi+1, ~ci ∈ C
mi+1, such that si − sj /∈ Z for i 6= j. Then the
⊕ri=1ĝℓ
[mi]
∞ -module ⊗
r
i=1L
[mi](~λi,~ci) remains irreducible when restricted to Dˆ via
the embedding ⊕ri=1ϕˆ
[mi]
si : Dˆ → ⊕
r
i=1ĝℓ
[mi]
∞ . All irreducible quasifinite highest
weight Dˆ-modules are obtained in this way.
Proof of Theorem 3.2. Note that for j ≥ 1 one has:
D−j = {t
−jf(D)|f(0) = f(1) = . . . = f(j − 1) = 0} . (3.5)
Hence D−j has finite codimension in Dj and therefore the quasifiniteness of
a D−-module L(∆;D−) implies the quasifiniteness of any of the Dˆ-modules
L(∆, c; Dˆ). Due to Lemma 3.3 , L(∆, c; Dˆ) is a tensor product of the ĝℓ
[m]
∞ -
modules L[m](~λ,~c) on which Dˆ acts via the embedding ϕˆ
[m]
s defined by (3.2)
and (3.3).
It is clear from Theorem 2.2 that all non-trivial modules L[m](~λi,~ci) have
infinite growth (by choosing an appropriate subalgebra isomorphic to gℓ+∞ in
gℓ∞).
Recall that for any quasifinite Dˆ-module one can extend the action of Dˆj for
j 6= 0 to DˆOj , where O is the algebra of all holomorphic functions on C [10], in
other words, in (3.2) and (3.3) one can take any f ∈ O if j 6= 0. The same holds
for D−, except that for j ≥ 1, f must obey conditions in (3.5). We apply this
to the Dˆ-module L(ĝℓ
[m]
∞ ;
~λ,~c) on which Dˆ acts via ϕˆ
[m]
s .
Choosing f ∈ O such that for all j ∈ Z:
f(−j + s) = δrj , f
(i)(−j + s) = 0 if i = 1, . . . ,m ,
we see from (3.2) that all operators Er+1,r lie in the image of ϕˆ
[m]
s (D−O), except
for E1,0 when s = 0 (here we use (3.5) for j = 1). Hence, when restricted to
D−, the module L[m](~λ,~c) remains irreducible, provided that s 6= 0. Thus, if
L(∆;D−) has finite growth, then L(∆; Dˆ) = L[m](~λ,~c) on which Dˆ acts via the
embedding ϕˆ
[m]
0 .
Choosing f ∈ O to vanish in all j ∈ Z up to mth derivative except for ith
derivative (0 < i ≤ m) at j = −r, we see that all operators uiEr+1,r with
0 < i ≤ m lie in the image of ϕˆ
[m]
s (D−O).
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Suppose that the mth coordinate of ~λr is non-zero, and that m > 0. Then
v := (umEr+1,r)
Nv~λ 6= 0 for all N > 0. But
Errv = (−N + λ
0
r)v, Er+1,r+1v = (N + λ
0
r+1)v.
Therefore, restricting to the subalgebra of gℓ∞ consisting of matrices (aij)i,j≤r
or (aij)i,j≥r+1 we conclude by Theorem 2.2, that L(ĝℓ
[m]
∞ ;
~λ,~c) is either trivial
or is of infinite growth.
Thus, the only possibility that remains is s = m = 0. As has been al-
ready shown, the image of ϕˆs(D
−O) contains all Er+1,r except for E1,0, hence
it contains all operators from gℓ−∞ ⊕ gℓ+∞. Therefore, by Theorem 2.2 , the
highest weight of a finite growth D−-module must be the same as one of the
D−-modules L+(λ+)⊗ L−(λ−) with λ± ∈ Par±.
Given two partitions λ± ∈ Par±, we denote by L(λ+, λ−) the D−-module,
obtained by restriction via ϕ0 from the g˜ℓ+∞ ⊕ g˜ℓ−∞-module
L+(λ+)⊗L−(λ−). Now we shall construct the D−-modules L(λ+, λ−) explicitly.
Consider the D−-module C[t, t−1]. Then C[t] is its maximal submodule
(which is irreducible). Hence the D−-module
V := C[t, t−1]/C[t] (3.6)
is irreducible. It is clear that this is the highest weight D−-module of growth
1 with a highest weight vector t−1 + C[t]. It is immediate to deduce that V is
isomorphic to L(ω1, 0) where ω1 = (1, 0, . . .) ∈ Par
+.
Likewise, the D−-module C[t]∗ = ⊕j∈Z+(Ct
j)∗ is an irreducible highest
weight module of growth 1 with a highest weight vector 1∗, hence it is isomor-
phic to L(0, ω−1), where ω−1 = (. . . , 0,−1) ∈ Par
−. We denote this D−-module
by V ′.
As in the Schur-Weyl theory, the D−-module TM(V )⊗TN(V ′) has a natural
decomposition as (D−, SM × SN )-modules:
TM (V )⊗ TN(V ′) = ⊕λ±∈Par±
|λ+|=M
|λ−|=N
(Vλ+ ⊗ V
′
λ−)⊗ (Uλ+ ⊗ Uλ−)
where Uλ+ (resp. λ−) denotes the irreducible SM (resp. N)-module corresponding
to the partition λ+ (resp. λ−).
Lemma 3.4. The D−-modules Vλ+ ⊗ V
′
λ− are irreducible.
Proof. As in the proof of Theorem 3.2, we extend the action of D− on Vλ+⊗V
′
λ−
to D−Oj for each j 6= 0, to obtain that any D
−-submodule of Vλ+ ⊗ V
′
λ− is a
submodule over gℓ+∞ ⊕ gℓ−∞. But, by Schur–Weyl theory, the gℓ+∞ ⊕ gℓ−∞-
module Vλ+ ⊗ V
′
λ− is irreducible, which completes the proof.
Thus, we have proved
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Theorem 3.5. The D−-module L(λ+, λ−) is isomorphic to Vλ+ ⊗ V
′
λ− for any
pair λ± ∈ Par±.
Remark. Considering λ = (λ−, λ+) ∈ C∞ we may say that irreducible high-
est weight D−-modules of finite growth are parameterized by non-increasing
sequences of integers (λj)j∈Z ∈ C
∞ with the exception that λ0 ≤ λ1. Equiva-
lently, letting mi = λi−λi+1 we may say that these modules are parameterized
by sequences of non-negative integers (mi)i∈Z\{0}, all but finite numbers of
which are zero.
Recall that the extended annihilation algebra Lie−(gc1) for gc1 is isomorphic
to the direct sum of the Lie algebra D− and the 1-dimensional Lie algebra
C(∂ + ddt ) and that conformal modules for a Lie conformal algebra coincide
with the conformal modules over the associated extended annihilation algebra
[7].
Given a module M over a Lie conformal algebra R and α ∈ C, we may
construct the α-twisted module Mα by replacing ∂ by ∂ +α in the formulas for
action of R on M . Theorems 3.2 and 3.5 and the above remarks imply
Theorem 3.6. The gc1-modules L(λ
+, λ−)α, where λ
± ∈ Par±, α ∈ C, exhaust
all irreducible conformal gc1-modules of finite growth.
Corollary. The gc1-modules C[∂]α and C[∂]
∗
α, where α ∈ C, exhaust all finite
irreducible gc1-modules.
Remark. It is straightforward to generalize Theorems 3.2 and 3.5 to the case of
N ×N matrix differential operators and hence Theorem 3.6 to the case of gcN .
In particular the gcN -modules C[∂]
N
α and (C[∂]
N∗)α , where α ∈ C, exhaust
all finite irreducible gcN -modules. This is an result of Kac, Radul and Waki-
moto. Moreover, these authors completely described all finite gcN -modules,
which amonted to prove a complete reducibility result for finite modules over
the anninhilation algebra (see [8]). It is an open question whether a similar
complete reducibility result holds in the case of finite growth modules
4 Irreducible finite growth gc1, x -modules
The results of this section are almost the same as the previous one, as well as
the proofs. Therefore, we will skip the details.
Let D0 (resp. D
−
0 ) be the Lie subalgebra of D (resp. D
−) of all regular
differential operators on C∗ (resp. C) that kill constants. That is, D0 consists
of linear combinations of elements of the form tkDf(D), where f is a polynomial.
Denote by Dˆ0 the corresponding central extension. These algebras inherits the
Z-gradation from Dˆ.
In this section, we will need the representation theory of the Lie algebra D−0 .
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Given a sequence of complex numbers ∆ = (∆1,∆2, . . .) we define the highest
weight module L(∆;D−0 ) over D
−
0 as the (unique) irreducible module that has
a non-zero vector v∆ with the following properties:
(D−0 )jv∆ = 0 for j < 0, D
nv∆ = ∆nv∆ for n ∈ N .
The principal gradation of D−0 induces the principal gradation L(∆;D
−
0 ).
Quasifinite modules over D−0 can be constructed as follows. The D
−
0 -modules
C[t, t−1]/C[t] and C[t]/C, give us an embedding of D−0 in g˜ℓ+∞ and g˜ℓ−∞,
respectively, hence an embedding of D−0 in g˜ℓ+∞⊕ g˜ℓ−∞. All these embeddings
respect the principal gradations. Now take λ± ∈ C±∞ and consider the g˜ℓ+∞⊕
g˜ℓ−∞-module L
+(λ+)⊗ L−(λ−).
The same argument as in [10], gives us the following.
Lemma 4.1. When restricted to D−0 , the module L
+(λ+) ⊗ L−(λ−) remains
irreducible.
It follows immediately that L+(λ+)⊗L−(λ−) is an irreducible highest weight
module over D−0 , which is obviously quasifinite.
We have the following theorem.
Theorem 4.2. The D−0 -modules L
+(λ+)⊗L−(λ−), where λ± ∈ Par±, exhaust
all quasifinite irreducible highest weight D−0 -modules that have finite growth.
The proof of Theorem 4.2 is the same as Theorem 3.2, but in this case
we reduce the problem to the representation theory of the universal central
extension Dˆ0 of D0 that was developed in [1] and [9].
Let s ∈ Z and denote by ĝl
[m]
∞,s the Lie subalgebra of ĝl
[m]
∞ generated by C and
{ulEij |0 ≤ l ≤ m, i 6= s and j 6= s}. Observe that ĝl
[m]
∞,s is naturally isomorphic
to ĝl
[m]
∞ . Let ps : ĝl
[m]
∞ → ĝl
[m]
∞,s → ĝl
[m]
∞ be the projection map composed with
this isomorphism. If s /∈ Z, we also denote by ϕˆ
[m]
s the homomorphism (3.4)
restricted to Dˆ0. If s ∈ Z, we redefine ϕ̂
[m]
s by the homomorphism ps ◦ ϕ̂
[m]
s :
Dˆ0 → ĝl
[m]
∞,s.
In this case, we should replace Lemma 3.3 by one of the results of [9] (see
also [1]):
Lemma 4.3. For each i = 1, . . . , r, pick a collection mi ∈ Z+, si ∈ C,
~λi ∈ (C
∞)mi+1, ~ci ∈ C
mi+1, such that si − sj /∈ Z for i 6= j. Then the
⊕ri=1ĝℓ
[mi]
∞ -module ⊗
r
i=1L
[mi](~λi,~ci) remains irreducible when restricted to Dˆ0
via the embedding ⊕ri=1ϕˆ
[mi]
si : Dˆ0 → ⊕
r
i=1ĝℓ
[mi]
∞ . All irreducible quasifinite high-
est weight Dˆ0-modules are obtained in this way.
Proof of Theorem 4.2. The proof is the same as Theorem 3.2 but have to use
Lemma 4.3, and in the case s = 0 one should use the redefined ϕˆ
[m]
0 .
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Given two partitions λ± ∈ Par±, the D−-module L(λ+, λ−) that is obtained
by restriction via ϕ0 from the g˜ℓ+∞ ⊕ g˜ℓ−∞-module
L+(λ+) ⊗ L−(λ−), remains irreducible as a D−0 -module. The construction of
the D−0 -modules L(λ
+, λ−) is the same as before, and Lemma 3.4 and Theorem
3.5 holds for D−0 .
In this case, the extended annihilation algebra Lie−(gc1,x) for gc1,x is iso-
morphic to the direct sum of the Lie algebra D−0 and the 1-dimensional Lie
algebra C(∂ + ddt ). Theorems 4.2 and 3.5 and the above remarks imply
Theorem 4.4. The gc1,x-modules L(λ
+, λ−)α, where λ
± ∈ Par±, α ∈ C, ex-
haust all irreducible conformal gc1,x-modules of finite growth.
Corollary. The gc1,x-modules C[∂]α and C[∂]
∗
α, where α ∈ C, exhaust all finite
irreducible gc1,x-modules.
5 Irreducible finite growth oc1-modules
Now, consider the anti-involution σ on D defined by (cf. [11])
σ(t) = t , σ
(
d
dt
)
= −
d
dt
.
Denote by Dσ the fixed subalgebra of D by −σ, namely: Dσ = {a ∈ D |σ(a) =
−a }. This subalgebra corresponds to the Lie algebra denoted by D+ in [11].
Let Dˆσ = Dσ + CC denote the central extension given by the restriction of the
cocycle (3.1) on D.
We are interested in representation theory of the Lie subalgebra D−σ =
D− ∩ Dˆσ of regular differential operators on C that are invariant by −σ. Both
subalgebras inherit a Z-gradation from D, since σ preserve the principal Z-
gradation of D, and we have Dσ = ⊕j∈Z(Dσ)j , where
(Dσ)j = {t
jg(D + (j + 1)/2) | g(w) ∈ C[w] is odd }. (5.1)
In the case of (D−σ )j , we need to add condition (3.5) for j < 0.
Similarly, we have the corresponding subalgebras of DO, denoted by DOσ and
D−Oσ .
As in the case of D−, given a sequence of complex numbers ∆ = {∆n}n∈Nodd ,
we define the highest weight module L(∆;D−σ ) over D
−
σ as the (unique) irre-
ducible module that has a non-zero vector v∆ with the following properties:
(D−σ )jv∆ = 0 for j < 0, (D + 1/2)
nv∆ = ∆nv∆ for n ∈ Nodd .
The principal gradation of D−σ induces the principal gradation L(∆;D
−
σ ) =
⊕j∈Z+Lj such that L0 = Cv∆. The module L(∆;D
−
σ ) is called quasifinite if
dimLj <∞ for all j ∈ Z+.
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Quasifinite modules over D−σ can be constructed as follows. The D
−
σ -module
C[t, t−1]/C[t] gives us an embedding of D−σ in g˜ℓ+∞. This embedding respect
the principal gradations. Now take λ+ ∈ C+∞ and consider the g˜ℓ+∞-module
L+(λ+) introduced in (2.1). The same argument as in [10], gives us the follow-
ing.
Lemma 5.1. When restricted to D−σ , the module L
+(λ+) remains irreducible.
Therefor L+(λ+) is an irreducible quasifinite highest weight module over
D−σ , and it is easy to see that we have:
∆n =
∑
j≥1
(−j + 1/2)nλ+j , n ∈ Nodd ,
so that
∆(x) : =
∑
n∈Nodd
∆nx
n/n! =
∑
j≥1
λ+j 2 sinh ((−j + 1/2)x) .
We shall prove the following theorem.
Theorem 5.2. The D−σ -modules L
+(λ+), where λ+ ∈ Par+, exhaust all quasifi-
nite irreducible highest weight D−σ -modules that have finite growth.
The basic idea of the proof of Theorem 5.2 is the same as in Theorem 3.2:
to reduce the problem to the well developed (in [11]) representation theory of
the universal central extension Dˆσ.
Recall that the homomorphism ϕˆ
[m]
s : Dˆ → ĝℓ
[m]
∞ defined in (3.4) lift to a
homomorphism ϕˆ
[m]
s : DˆO → ĝℓ
[m]
∞ . Now, the restriction ϕˆ
[m]
s : DˆOσ → ĝℓ
[m]
∞ to
DˆOσ is surjective iff s /∈ Z/2, and in the other cases, using (5.1), we have that
(see [11] for details)
ϕˆ
[m]
0 : Dˆ
O
σ → d
[m]
∞ , ϕˆ
[m]
−1/2 : Dˆ
O
σ → b
[m]
∞ (5.2)
are surjective homomorphisms. Now, let us consider the restriction to D−Oσ .
Since the constrains given by (3.5) do not affect the case s 6= 0, we still have
that ϕˆ
[m]
s : D−Oσ → ĝℓ
[m]
∞ (s /∈ Z/2) and ϕˆ
[m]
−1/2 : D
−O
σ → b
[m]
∞ are surjective.
One of the main results of [11] is the following.
Lemma 5.3. For each i = 1, . . . , r, pick a collection mi ∈ Z+, si ∈ C, ~λi ∈
(C∞)mi+1, ~ci ∈ C
mi+1, such that si ∈ Z implies si = 0, si ∈
1
2 +Z implies si =
− 12 , and si − sj /∈ Z for i 6= j. Then the ⊕
r
i=1g
[mi]-module ⊗ri=1L(g
[mi];~λi,~ci)
remains irreducible when restricted to Dˆσ via the embedding ⊕
r
i=1ϕˆ
[mi]
si : Dˆσ →
⊕ri=1g
[mi], where g[mi] = ĝℓ
[mi]
∞ (resp. b
[mi]
∞ or d
[mi]
∞ ) if si /∈ Z/2 (resp. si = −
1
2
or si = 0). All irreducible quasifinite highest weight Dˆσ-modules are obtained in
this way.
Proof of Theorem 5.2. The proof is similar to that of Theorem 3.2. Due to
Lemma 5.3, Theorem 2.4 and (5.2), it is easy to see that if L(∆;D−σ ) has finite
growth, then L(∆; Dˆσ) = L(d
[m]
∞ ;~λ,~c) on which Dˆσ acts via the embedding ϕˆ
[m]
0 .
Choosing f ∈ Oodd to vanish in all j ∈ Z up to m
th derivative except for
ith derivative (0 < i ≤ m) at j = −r, we see that all operators uiEr+1,r −
(−u)iE−r+1,−r with 0 < i ≤ m lie in the image of ϕˆ
[m]
0 (D
−O
σ ).
Suppose that the mth coordinate of ~λr is non-zero, and that m > 0. Then
v := (umEr+1,r − (−u)
iE−r+1,−r)
Nv~λ 6= 0 for all N > 0. But
Er+1,r+1v = (N + λ
0
r+1)v.
As in Theorem 3.2, restricting to the subalgebra of d
[m]
∞ isomorphic to gℓ+∞
consisting of matrices (ai,j − a1−j,1−i)i,j≥r+1 we conclude by Theorem 2.2, that
L(d
[m]
∞ ;~λ,~c) is either trivial or is of infinite growth.
Thus, the only possibility that remains is s = m = 0. As has been already
shown, the image of ϕˆs(D
−O
σ ) contains all Er+1,r −E1−r,−r for all r 6= 0, hence
it contains all operators from d∞ ∩ (gℓ−∞ ⊕ gℓ+∞) ≃ gℓ+∞. Therefore, by
Theorem 2.2, the highest weight of a finite growth D−σ -module must be the
same as one of the D−σ -modules L
+(λ+) with λ+ ∈ Par+.
Now we shall construct the D−σ -modules L
+(λ+) explicitly. The D−-module
V = C[t, t−1]/C[t] defined in (3.6), viewed as a D−σ -module, remains irreducible.
This is the highest weight D−σ -module of growth 1 isomorphic to L
+(ω1) where
ω1 = (1, 0, . . .) ∈ Par
+.
Observe that the D−σ -module C[t]
∗ = ⊕j∈Z+(Ct
j)∗ is isomorphic to L+(ω1).
As in the Schur-Weyl theory, the D−σ -module T
M(V ) has a natural decom-
position as (D−σ , SM )-modules:
TM (V ) = ⊕λ+∈Par+
|λ+|=M
Vλ+ ⊗ Uλ+
where Uλ+ denotes the irreducible SM -module corresponding to the partition
λ+.
Lemma 5.4. The D−σ -modules Vλ+ are irreducible.
Proof. As in the proof of Theorem 5.2, we extend the action of D−σ on Vλ+ to
(D−Oσ )j for each j 6= 0, to obtain that any D
−
σ -submodule of Vλ+ is a submodule
over gℓ+∞ (≃ d∞ ∩ (gℓ+∞ ⊕ gℓ−∞)). But, by Schur–Weyl theory, the gℓ+∞-
module Vλ+ is irreducible, which completes the proof.
Thus, we have proved
Theorem 5.5. The D−σ -module T
M (V ) has the following decomposition as
(D−σ , SM )-modules
TM(V ) = ⊕λ+∈Par+
|λ+|=M
L+(λ+)⊗ Uλ+
where Uλ+ denotes the irreducible SM -module corresponding to the partition λ
+.
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Remark. Considering λ+ ∈ C+∞ we may say that irreducible highest weight
D−σ -modules of finite growth are parameterized by non-increasing sequences of
integers (λj)j∈N ∈ C
+∞. Equivalently, letting mi = λi − λi+1 we may say that
these modules are parameterized by sequences of non-negative integers (mi)i∈N,
all but finite numbers of which are zero.
Recall that the extended annihilation algebra Lie−(oc1) for oc1 is isomorphic
to the direct sum of the Lie algebra D−σ and the 1-dimensional Lie algebra
C(∂ + ddt ) and that conformal modules for a Lie conformal algebra coincide
with the conformal modules over the associated extended annihilation algebra
[7].
Theorems 5.2 and the above remarks imply
Theorem 5.6. The oc1-modules L
+(λ+)α, where λ
+ ∈ Par+, α ∈ C, exhaust
all irreducible conformal oc1-modules of finite growth.
Corollary. The gc1-modules L
+(λ+), where λ+ ∈ Par+, remain irreducible when
restricted to oc1.
Corollary. The oc1-modules C[∂]α, where α ∈ C, exhaust all finite irreducible
oc1-modules.
6 Irreducible finite growth spc1-modules
Now, consider the anti-involution σ¯ on D0 defined by
σ¯(tkDf(D)) = −tkDf(−D − k).
This anti-involution was studied by Bloch [2] in connection with the values of
ζ-function.
Denote by D0,σ¯ the Lie subalgebra of D0 fixed by −σ¯. Let Dˆ0,σ¯ = D0,σ¯+CC
denote the central extension given by the restriction of the cocycle on D.
We are interested in representation theory of the Lie subalgebra D−0,σ¯ =
D− ∩ Dˆ0,σ¯ of regular differential operators on C that kills constants and are
invariant by −σ¯. Both subalgebras inherit a Z-gradation from D0, since σ¯
preserve the principal Z-gradation of D0: D0,σ¯ = ⊕j∈Z(D0,σ¯)j , where
(D0,σ¯)j = {t
jD g(D +
j
2
) | g(w) ∈ C[w] is even }. (6.1)
In the case of (D−0,σ¯)j , we need to add condition (3.5) for j < 0.
Similarly, we have the corresponding subalgebras of DO, denoted by DO0,σ¯
and D−O0,σ¯ .
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As in the case of D−, given a sequence of complex numbers ∆ = {∆n}n∈Nodd ,
we define the highest weight module L(∆;D−0,σ¯) over D
−
0,σ¯ as the (unique) irre-
ducible module that has a non-zero vector v∆ with the following properties:
(D−0,σ¯)jv∆ = 0 for j < 0, D
nv∆ = ∆nv∆ for n ∈ Nodd .
The principal gradation of D−0,σ¯ induces the principal gradation L(∆;D
−
0,σ¯) =
⊕j∈Z+Lj such that L0 = Cv∆. The module L(∆;D
−
0,σ¯) is called quasifinite if
dimLj <∞ for all j ∈ Z+.
As in the previous section, the D−0,σ¯-module C[t, t
−1]/C[t] gives us an embed-
ding of D−0,σ¯ in g˜ℓ+∞. This embedding respect the principal gradations. Now
take λ+ ∈ C+∞ and consider the g˜ℓ+∞-module L
+(λ+) introduced in (2.1).
The same argument as in [10], gives us the following.
Lemma 6.1. When restricted to D−0,σ¯, the quasifinite module L
+(λ+) remains
irreducible.
We shall prove the following theorem.
Theorem 6.2. The D−0,σ¯-modules L
+(λ+), where λ+ ∈ Par+, exhaust all
quasifinite irreducible highest weight D−0,σ¯-modules that have finite growth.
The basic idea of the proof of Theorem 6.2 is the same as in Theorem 3.2:
to reduce the problem to the recently developed (in [4]) representation theory
of the universal central extension Dˆ0,σ¯.
Recall that the homomorphism ϕˆ
[m]
s : Dˆ → ĝℓ
[m]
∞ defined in (3.4) lift to a
homomorphism ϕˆ
[m]
s : DˆO → ĝℓ
[m]
∞ . Now, the restriction ϕˆ
[m]
s : DˆO0,σ¯ → ĝℓ
[m]
∞ to
DˆO0,σ¯ is surjective iff s /∈ Z/2, and in the other case, using (6.1), we have that
(see [BL] for details)
ϕˆ[m]s : Dˆ
O
0,σ¯ → c
[m]
∞ , s ∈ Z/2 (6.2)
is a surjective homomorphism. Now, let us consider the restriction to D−O0,σ¯ .
Since the constrains given by (3.5) do not affect the case s 6= 0, we still have
that ϕˆ
[m]
s : D
−O
0,σ¯ → ĝℓ
[m]
∞ (s /∈ Z/2) and ϕˆ
[m]
−1/2 : D
−O
0,σ¯ → c
[m]
∞ are surjective.
One of the main results of [4] is the following.
Lemma 6.3. For each i = 1, . . . , r, pick a collection mi ∈ Z+, si ∈ C,
~λi ∈ (C
∞)mi+1, ~ci ∈ C
mi+1, such that si ∈ Z implies si = 0, si ∈
1
2 + Z
implies si = −
1
2 , and si − sj /∈ Z for i 6= j. Then the ⊕
r
i=1g
[mi]-module
⊗ri=1L(g
[mi];~λi,~ci) remains irreducible when restricted to Dˆ0,σ¯ via the embed-
ding ⊕ri=1ϕˆ
[mi]
si : Dˆ0,σ¯ → ⊕
r
i=1g
[mi], where g[mi] = ĝℓ
[mi]
∞ (resp. c
[mi]
∞ ) if si /∈ Z/2
(resp. si = −
1
2 or si = 0). All irreducible quasifinite highest weight Dˆ0,σ¯-
modules are obtained in this way.
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Proof of Theorem 6.2. The proof is similar to that of Theorem 3.2. Due to
Lemma 6.3, Theorem 2.6 and (6.2), it is easy to see that if L(∆;D−0,σ¯) has finite
growth, then L(∆; Dˆ0,σ¯) = L(c
[m]
∞ ;~λ,~c) on which Dˆ0,σ¯ acts via the embedding
ϕˆ
[m]
0 .
Choosing f ∈ Oodd to vanish in all j ∈ Z up to m
th derivative except for
ith derivative (0 < i ≤ m) at j = −r, we see that all operators uiEr+1,r +
(−u)iE−r+1,−r with 0 < i ≤ m lie in the image of ϕˆ
[m]
0 (D
−O
0,σ¯ ).
Suppose that the mth coordinate of ~λr is non-zero, and that m > 0. Then
v := (umEr+1,r + (−u)
iE−r+1,−r)
Nv~λ 6= 0 for all N > 0. But
Er+1,r+1v = (N + λ
0
r+1)v.
As in Theorem 3.2, restricting to the subalgebra of c
[m]
∞ isomorphic to gℓ+∞ con-
sisting of matrices (ai,j − (−1)
i+ja1−j,1−i)i,j≥r+1 we conclude by Theorem 2.2,
that L(c
[m]
∞ ;~λ,~c) is either trivial or is of infinite growth.
Thus, the only possibility that remains is s = m = 0. As has been already
shown, the image of ϕˆs(D
−O
0,σ¯ ) contains all Er+1,r +E1−r,−r for all r 6= 0, hence
it contains all operators from c∞ ∩ (gℓ−∞ ⊕ gℓ+∞) ≃ gℓ+∞. Therefore, by
Theorem 2.2, the highest weight of a finite growth D−0,σ¯-module must be the
same as one of the D−0,σ¯-modules L
+(λ+) with λ+ ∈ Par+.
As in the previous section, we can construct the D−0,σ¯-modules L
+(λ+) ex-
plicitly. The D−-module V = C[t, t−1]/C[t] defined in (3.6), viewed as a D−0,σ¯-
module, remains irreducible. This is the highest weight D−0,σ¯-module of growth
1 isomorphic to L+(ω1) where ω1 = (1, 0, . . .) ∈ Par
+.
Observe that the D−0,σ¯-module C[t]
∗ = ⊕j∈Z+(Ct
j)∗ is isomorphic to L+(ω1).
As in the Schur-Weyl theory, the D−0,σ¯-module T
M (V ) has a natural decom-
position as (D−0,σ¯, SM )-modules:
TM (V ) = ⊕λ+∈Par+
|λ+|=M
Vλ+ ⊗ Uλ+
where Uλ+ denotes the irreducible SM -module corresponding to the partition
λ+.
Lemma 6.4. The D−0,σ¯-modules Vλ+ are irreducible.
Proof. As in the proof of Theorem 5.2, we extend the action of D−0,σ¯ on Vλ+
to (D−O0,σ¯ )j for each j 6= 0, to obtain that any D
−
0,σ¯-submodule of Vλ+ is a
submodule over gℓ+∞ (≃ c∞ ∩ (gℓ+∞ ⊕ gℓ−∞)). But, by Schur–Weyl theory,
the gℓ+∞-module Vλ+ is irreducible, which completes the proof.
Thus, we have proved
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Theorem 6.5. The D−0,σ¯-module T
M (V ) has the following decomposition as
(D−0,σ¯, SM )-modules
TM(V ) = ⊕λ+∈Par+
|λ+|=M
L+(λ+)⊗ Uλ+
where Uλ+ denotes the irreducible SM -module corresponding to the partition λ
+.
Recall that the extended annihilation algebra Lie−(spc1) for spc1 is isomor-
phic to the direct sum of the Lie algebra D−0,σ¯ and the 1-dimensional Lie algebra
C(∂ + ddt ) and that conformal modules for a Lie conformal algebra coincide with
the conformal modules over the associated extended annihilation algebra [7].
Theorems 6.2 and the above remarks imply
Theorem 6.6. The spc1-modules L
+(λ+)α, where λ
+ ∈ Par+, α ∈ C, exhaust
all irreducible conformal spc1-modules of finite growth.
Corollary. The gc1-modules L
+(λ+), where λ+ ∈ Par+, remain irreducible when
restricted to spc1.
Corollary. The spc1-modules C[∂]α, where α ∈ C, exhaust all finite irreducible
spc1-modules.
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