Abstract-In a globalised world the process industry faces great challenges regarding data management. Rising demands for agility and rapid shortening of innovation cycles have lead to project-based collaborations. Highly specialised small and medium enterprises are forming so-called virtual companies to profit from each other. Today, however, industrial data structures are characterised by high heterogeneity. This complicates collaborative work and hinders the flow of data between different stakeholders from various domains. Existing solutions are much too rigid and potentially cumbersome. There still is a broad gap between the need of virtual companies to share data from mixed sources in a controlled way and the available technologies to accomplish this.
I. INTRODUCTION
Due to ever shorter release-cycles and growing pressure to innovate, independent small and medium enterprises are forming short-term, project-based collaborations to be able to develop and manufacture competitive products [1] , [2] . In particular in fast moving markets, the concept of virtual companies (a loosely coordinated set of complementing companies that temporarily work together) promises an advantage over monolithic enterprises [3] : "Agility is the name of the game in modern business" [4] . This is especially true for the manufacturing industries.
With the requirement for trustful collaboration and agility comes the need to share data in a quick and easy way. Consequently, corporate knowledge from all stakeholders and from various heterogeneous sources has to be unified. Usable access has to be provided to different types of databases but also to documentation, intelligent equipment and many other sources of data. At the same time, while virtual companies have a need to share some of their knowledge, there may be confidential information that needs to be protected.
The goal of this paper is to outline a novel approach that tackles the above challenges by leveraging semantic and web technologies beyond the concept of [5] . We present our main idea and vision of a highly integrated framework making it possible to access industrial engineering data through an interlinked semantic network. Our approach allows the usage of SPARQL [6] or Prolog [7] for querying intelligent graph patterns. In addition, we propose universal endpoints for generic data views instead of propagating the creation of a collaborative portal [8] .
The remainder of this article is structured as follows. The next chapter introduces the relevant environment and lists the prevalent ways of dealing with heterogeneous data in industrial applications. Afterwards, an approach to overcome the stated challenges using Linked Data as the core technology is presented. In the following chapter the technical structure of the proposed framework is explained. Finally we present first results and discuss the proposed approach.
II. STATE OF THE ART

A. Environment
In industrial process plants and production sites, electrical, mechanical and hydraulic equipment is connected in a multitude of ways to form a productive system. Professionals from many different trades (among others mechanical, electrical & computer engineers) work together and share information. All these professionals may potentially work for different stakeholders -especially when virtual companies are considered [9] . At any time during the phases of planning, manufacturing and productive use of a plant, they may need collaborative access to different kinds of data, both sequentially and in parallel.
Industrial corporate environments have higher requirements for trusted and secure information exchange than the open web. Besides that, however, the need to coordinate large distributed information islands is quite similar to that of the public semantic web. Both have to make unstructured or semistructured data available for their target group [4] .
B. Conventional dealing with heterogeneity
Conventional paths to integrate different Enterprise Resource Planing systems (ERP), for instance after a merger, are usually very time-consuming. While several approaches to meet this challenge have been attempted in the past, there is still no single accepted standard for controlling and exchanging data over the companies' boundaries of trust.
In the process and manufacturing industries, several approaches to a single unified world-model have been developed (for instance STEP with its domain-specific APIs [10] , ISO 15926 [11] or more recently [12] ). Yet, all these world models have turned out to be too complex and too unspecific to meet the stakeholder's individual requirements without significant customisation. So far, the most promising approaches in that area seem to be meta-models (e.g. CAEX -Computer Aided Engineering Exchange [13] ). They provide sufficient formalism to allow transformations between particular implementations of different partners while maintaining flexibility during the life cycle of a product or a production plant.
Efforts have been made by groups such as the Linking Open Data movement [14] to give more structure to the data cloud through Linked Data. The basic idea is to make the large amount of publicly available information more useful by exposing it through a computer interpretable structure based on web technologies. Arbitrary things can be identified by URIs (Uniform Resource Identifiers) so that people and computers can look them up [15] , [16] . Independent information spaces are interconnected by means of ontologies, mitigating the problem of ambiguities. While some issues such as correctly detecting and fixing inconsistencies still remain (e.g. [17] ), there are already several commercial off-the-shelf and Open Source products available to query and retrieve information from large-scale distributed information spaces.
However, none of these efforts provide a solution that is tailored for virtual enterprises and is focussed on industry needs. Despite of the huge amount of available content in form of corporate knowledge, the complexity of search and missing end user applications still hinders broad usage in commercial domains [18] .
III. PROPOSED APPROACH
A. Using Linked Data for cross-enterprise information spaces
We propose the use of Linked Data to provide a single access point to industrial data. Each data source with its concepts and domain specific semantics can be parsed into a semantic network with acceptable effort. All these semantic networks can be merged into a single Linked Data Cloud using appropriate adapters and converters. The Linked Data Cloud has a controlled vocabulary and can be manipulated by means of graph theory to provide custom simplified views of the data for each different client application. Clients can access the data via generic access concepts depending on the desired interaction pattern. The generic access concepts are able to operate on the same semantic network in parallel from any client. Security policies may be established to provide appropriate access control. The proposed methodology can be seen in figure 1.
Fig. 1. Different domains use different concepts that can be harmonised by Linked Data technology
B. Ontologies for Linked Data
Linked Data is a promising technology for storing and providing structured data. It uses the principles and technologies of the semantic web [19] to publish and interlink data. Thus, all entities are referenced by URIs using the standard web protocol HTTP. Each entity can reference arbitrary other entities using arbitrary relations. References are expressed via the Resource Description Framework (RDF). The linking of information from different sources can substantially increase the value of modelled data. Existing knowledge can be reutilised by linking to it from the semantic network. This makes it possible to connect various data sources and build a decentralised, dynamic and extensible collaborative information space. Furthermore, the use of standardised languages enables computers to automatically read and interpret information so that applications can gather the desired information from different sources in a generic way.
Linked Data information consists of a collection of triples expressed in RDF. A triple is a simple semantic statement comprised by one subject, one predicate and one object (see figure 2 ). Subjects and predicates have to be URIs whereas the object can either be a URI or a literal. One subject can have multiple predicates (an example can also be seen in figure 2 ). Literals can be, among others, strings in different languages, numbers and dates. RDF itself is an abstract model and therefore has to be serialised for transferring and reading the data. The most common way is the well machine-readable RDF/XML or the embedding in XHTML with RDFa. RDF can also be serialised in the RDF/N3 or Turtle format which is designed to be more human-readable. RDF data is stored in special databases called triple stores. The open-world assumption states that everything not explicitly stated is undetermined. This concept eases integration for industrial purposes because subsequent additions of data from other domains into the information cloud impose no substantial barrier. According to the opposed closed-world assumption something that is not explicitly stated doesn't exist. The whole cosmos of the system has to be modelled within itself, constricting extensibility.
To this day, many different ontologies have been developed. They can be used as a base for building new and adapted ontologies. Most of the issues that occur when creating a new ontology can be covered by appropriate existing ontologies. They can be divided into six categories: generic ontologies, top-level ontologies, domain ontologies, task ontologies, method ontologies and application ontologies [20] . The main ontologies for building ontologies in Linked Data are RDF Schema (RDFS) and -as a further development -the Web Ontology Language (OWL) which extends RDFS with new constructs for better expressiveness [21] . With the help of both ontologies complex taxonomies and logics can be developed.
Linked Data can reveal its full strength when connecting several information spaces from different domains with their own specific vocabulary. In opposition to that, traditional methods of data storage can only be bound together with rather high effort. Two basic methods are available to fulfil this task in Linked Data. One method is to harmonise data from different semantic domains by explicitly transferring the concept of one domain to another. This can be achieved by extending one ontology with further properties that link to the other ontology -for example via sameAs or seeAlso links. The other method is to develop a meta-ontology that summarises all the underlying concepts into a single harmonised one, so that the separate underlying ontologies don't have to know of each other. Even the meta-ontology itself can consist of various reusable ontologies which cover specific parts of the semantic. For Linked Data different meta-ontologies that promise such meta-level connections between different ontologies have been established. Usable approaches are e.g. Simple Knowledge Organisation System (SKOS) [21] , Vocabulary of Interlinked Dataset (VOID) [22] , Friend of a Friend (FOAF) [21] , Semantically-Interlinked Online Communities (SIOC) [23] and DublinCore (ISO15836) [24] .
C. Linking industrial data
Linked Data for industrial applications is still a matter of ongoing research -especially the possibilities of utilising Linked Data in the field have not been thoroughly investigated, yet. Simple generic methods either rely on browsing data or on querying it. However, there are almost no experiences on how to apply these in a proper and usable way.
Evolved data structures which were not designed to fulfil the requirements of Linked Data are obstructing the use of Linked Data in industrial applications. However, there exist two strategies to generate Linked Data from existing industrial data. The first strategy utilises Linked Data for providing a standardised access mechanism for data stored in proprietary databases and Content Management Systems (CMS). An appropriate Linked Data adapter [25] , [26] is required for this purpose. The other option is the complete migration of the databases to native Linked Data stores. The drawback is, however, that all tools working with the data have to be migrated first.
Some pieces that are needed for industrial applications are still missing. For example standard data formats and ontologies adapted to industrial usage have not yet been established to a sufficient degree. A few domain specific ontologies like OntoCape [27] exist, but further investigation and development has to be conducted.
While the Linked Data movement has its origin in the W3C initiative [28] for the semantic web with its open and public data, industrial applications make further demands. Trust, data integrity and access control are important issues. Confidential parts of a company's knowledge must be protected. Technologies required for ensuring this remain to be evaluated in the relevant context.
A schematic illustration of connected data for industrial applications is given in figure 3 . It shows the domains of a Distributed Control System (DCS), the Computer Aided Engineering (CAE) system and an external link to a chemical knowledge ontology. A Tag in the DCS world has connections to data sources for further information retrieval. It also has a link indicating that it implements a Measurement and control function in the CAE system. Additional information regarding the function is provided by the Electrical engineering cloud which could be hosted externally. The ontology representing the Physical property that is measured by the Measurement and control function and that belongs to a Material flow is shown in detail. Each Physical property has a Unit and a Value. Links to one ore more Constraints such as minimal or maximal values may also exist. The connection to the chemical domain is established via the Material flow which is also connected to the Measurement and control function. In this case it is a Mixture which consists of several Pure materials. The chemical properties of this material can be retrieved from public or proprietary databases like the REACH database [29] . This example shows that a comprehensive view of industrial processes and entities requires information from 
D. Using graph theory for Linked Data
The simple triple pattern used for expressing Linked Data information can also be interpreted as a directed graph. The predicate serves as the link, and subject and object comprise the nodes. In that sense, a semantic network is nothing else than a big directed graph. With this knowledge in mind, one can use the methods and tools from graph theory to solve the most issues stated in the previous section.
Graph theory has a well established theoretical and mathematical foundation with a comprehensive ecosystem of tools [30] . Usual problems such as transformation, routing, matching and visualisation are well-known [31] and can easily be applied to semantic networks. An example for restructuring a graph through filtering can be seen in figure 4 . The upper half of the image shows a complicated network with many linkages. For a specific use case, only some of the nodes and their direct connections might be of interest. To get a simple network as illustrated in the lower half of the figure several connections between the nodes need to be condensed. Using an appropriate graph transformation, the server can provide a pre-processed network that is already adapted to the specific task. Consequently, clients of the Linked Data Cloud do not have to perform costly computations to produce useful results. This is important to ensure scalability as the performance of a server can be increased much easier than the performance of clients, especially mobile ones. Furthermore, graph theory can be utilised to realise validation and consistency checks. 
IV. TECHNICAL FRAMEWORK
A. Filling the Linked Data Cloud
All of the information necessary to generate a Linked Data Cloud for industrial applications is potentially available within todays computer-aided engineering systems, public and local databases and other enterprise Information and Communication Technologies (ICT). Information on devices, equipment, pipes, materials, processes, staff, as well as their relationships can be retrieved from several digital sources. The data often exists in a structured but non-semantic format and is stored in relational databases, excel sheets, XML files or text files. Thus, appropriate adapters to provide Linked Data from proprietary data sources have to be created. Linked Data applications can then use the data as a semantic network while conventional access is preserved. The creation of adapters allows for an iterative process of the migration.
Step-by-step, adapters for subsets of data can be developed. The experiences made in the first iterations can then support the migration of the remaining data.
There are several tools for a direct conversion to Linked Data available [32] . The migration of already machinereadable formats such as XML into ontologies requires a couple of simple transformations which can be achieved by combining existing tools like XSD2OWL and XML2RDF [33] . Furthermore there exist many libraries for operating on RDF and for operating on most common formats which allow an easy transformation with the programming language of choice. A good example for an adapter between conventional data and Linked Data is the RDF-View in Virtuoso which provides an adapter for SQL data [34] . In other cases the development of novel adapters is necessary, for example when providing live data from a CAE system (e.g. valves in a plant).
The combining and merging of different graphs from various domains is accomplished through the use of metaontologies. This allows further extensibility by linking new information clouds to existing ones without the need to adapt their ontologies. Only the meta-ontology has to be modified so that the concepts of the new data structures are modelled accordingly. This allows companies to keep their own vocabulary. Thus, there is no need to define a unified world model that tries to cover each and every domain.
B. Accessing the Linked Data Cloud
After transformation into Linked Data the new information space can be made accessible by means of static RDF files on common web servers. These files have a static nature and don't allow easy modification. Alternatively, the data can be stored in triple stores like Jena [21] or quad stores like Virtuoso [34] . These special databases are optimised to store triples and to guarantee high performance even in large graphs. They enable changes and modifications of the Linked Data from the client side. Some of these triple stores also provide adapters between relational databases and Linked Data.
Another important access mechanism is provided by SPARQL endpoints. They allow graph based queries in the SPARQL Protocol and RDF Query Language to select parts of the semantic network. Triple patterns, conjunctions, disjunctions and optional patterns can be used to form SPARQL queries. Prolog endpoints provide further possibilities to analyse the data with a very powerful logic programming language.
V. IMPLEMENTED PARTS
The development of a fully functional Linked Data environment containing access components, allowing graph manipulation and providing data from different sources is a task that requires considerable effort and time. The development has only begun recently, but prototypes for the single components have already been created to show the feasibility of the proposed approach.
Data for industrial maintenance of plants is available from previous projects and is stored in different CAE databases. We started with the maintenance of a small-sized laboratory plant whose data is stored in a Comos CAE system [35] . Protégé [36] was used to create an lightweight ontology describing the structure of the plant and the linkage of the equipment that is necessary for maintenance. With a so called XML-Connector the instance data from Comos was exported to an xml file. The transformation of such standardised files into RDF is trivial. We created a python script using the rdflib and minidom libraries. This way even data in proprietary formats such as Excel sheets can usually be easily transformed to RDF. The data as well as the ontology was stored on a Virtuoso server [37] and can be queried by an existing SPARQL endpoint. Next, we will provide other data sources with their ontologies and link them to each other and to other public data using meta-ontologies.
The development of tools for generic visualisation of Linked Data has started and first prototypes are ready for presentation. Especially, applications for use in mobile contexts were implemented for querying Linked Data Clouds [38] . By now, most components have been tested on a limited scale only. The applicability for industrial scale has to be evaluated in subsequent research steps.
VI. DISCUSSION
There are still numerous challenges on the road for Linked Data to become a valuable part of the industrial ICT ecosystem. The most urgent issue is the formal description and validation of Linked Data Clouds. Linked Data is a generic format and does not provide a well-defined, consistent information meta model. Hence, it will be necessary to explore extensible vocabularies and requirements for industrial Linked Data Clouds in order to assure data integrity and operability.
This also implies that it is presently not possible to validate such information spaces based on existing technologies. Yet, since Linked Data Clouds represent a giant directed graph, it seems promising to leverage tools from the domain of graph theory to analyse and validate Linked Data Clouds. Validation tools for Linked Data information spaces might be based on these theories and configured by domain-and database-specific requirements to assure that Linked Data Clouds are wellformed, consistent and appropriate in their context of use.
Another important issue is the lack of end-user frontends. Established interaction metaphors for semantic networks such as search or browse cannot exploit the true potential of Linked Data. Again, graph-based visualisation and navigation algorithms may be an appropriate solution and lead to advanced interaction metaphors. Based on graph abstractions and transformations it might be possible to reduce complexity and diversity of Linked Data Clouds to a reasonable level.
VII. CONCLUSION
Using Linked Data for data integration allows quick dissemination of new concepts. The needed tools are heavily used within the web ecosystem and have their roots in genuine internet technology. Existing enterprise ICT can easily be enhanced with Linked Data technology at minimal expense. It will be possible to set up and maintain shared information spaces across enterprise boundaries. Flexibility, interoperability and time-to-market are key factors for economic success. Linked Data as integrating technology for industrial data addresses exactly these factors.
As promising as the technology may be, it needs much further investigation. Future work will focus on joining all components and on creating a meta-ontology to link different ontologies of a specific domain.
