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Abstract 
A primary goal for terminals is to minimize turnaround time of ships. The optimization scheduling of Quay Cranes 
(QCs) can significantly reduce the turnaround time of a ship. This paper proposes a model of quay crane scheduling 
for discharging operations in container terminals and attempts to apply an improved discrete Particle Swarm 
Optimization algorithm to solve this problem. The improved PSO uses a priority mapping method to generate the 
proper scheduling sequence. This paper introduces the concept of swarm distance to add swarm diversity. When the 
swarm distance reaches a threshold value, the position of particles should be re-assigned randomly. The results of 
simulation optimization experiments suggest that the improved discrete PSO algorithm in this paper is well suited for 
quay crane scheduling in practice in container terminals. 
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1. Introduction
 Container terminal is an important part in international logistics and plays a significant role in the 
world trade. Recently, more and more people recognize the importance of logistic business via container 
terminals, especially in China. Logistic operations are costly and particularly complex since they require 
the combined use of several expensive resources (berth, tugboats, cranes, trucks, manpower and so on). 
Faced with the increasing growth of container throughput and to gain higher competitiveness, a primary 
goal for terminals is to minimize turnaround time of ships. An operation schedule for Quay Cranes (QCs) 
can significantly affect the turnaround time of a vessel. 
    Several studies have been conducted to improve the effciency of quay crane operations in container 
terminals. Christian in [1] discussed berth allocation and quay crane scheduling problem in details. 
Haipeng Zhang in [2] gave the formulation of operation cycles of a QC for discharging and loading 
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containers in a ship-bay and proposed a hybrid heuristic method combined Intra-stage optimization and 
Gap-based neighborhood local search to minimize the operation time. Kap Hwan Kim in [3] discussed 
the problem of scheduling quary cranes and proposed a branch and bound (B&B) method and greedy 
randomized adaptive search procedure (GRASP) to obtain the opimal solution. W.C.Ng in [4] proposed 
the model of yard cranes scheduling and also applied B & B method to find the optimal solution. Su 
Wang in [5] used an improved Ant Colony Optimization based on virtual nodes to resolve quay crane 
scheduling problem. Recently almost methods for quay crane scheduling problem focus on mathematic 
method or intelligent algorithms such as GA, ACO, but there are limited studies on Particle Swarm 
Optimization for quay crane scheduling problem in container terminals. This paper attempts to find an 
improved discrete PSO to get the best tugboat scheduling solution, with the goal of completing all 
container operations of one ship as rapidly as possible with the least waiting time. 
The rest of paper is organized as follows. In section II, we introduce quay crane scheduling problem 
and construct scheduling model. Section III attempts to propose an improved discrete Particle Swarm 
Optimization algorithm to resolve quay crane scheduling problem and section IV discusses the simulation 
experiments of multi quay crane scheduling in one container terminal using the improved discrete PSO in 
section III. Finally, we make conclusions and introduce the future work in section V. 
2. Quay Crane Scheduling Modeling 
A.  Quay Crane Scheduling Problem 
When ships arrive at the container terminal, it is required to schedule quay cranes to unload containers 
from the ship onto trucks for transportation to the storage destination. On the other hand, if containers 
need to transport from container terminal to other places, it is also required to schedule quay cranes to 
load containers to ships. Figure 1 shows that 7 quay crane scheduling jobs of one ship. In this paper, we 
only discuss quay crane (QC) scheduling for uploading operation.  
 
Fig. 1 Quay Crane Scheduling Jobs 
B. Quay Crane Scheduling Modeling  
In quay crane scheduling, each ship is usually served by multiple quay cranes, but one quay crane can 
work for only one ship at the same time. The goal of QC scheduling problem is to determine a best 
scheduling sequence which quay cranes can follow and the completion time of a ship operation is 
minimized.  
QC scheduling can be considered as one typical kind of Multi-resource Scheduling Problem (MRSP). 
MRSP is described as follows: a set of jobs {1,2,3,..., }J n  are carried out using a set of 
resources {1,2,3,..., }R m . Each job has to be executed on only one resource in operation. Each resource 
can be occupied with only one job at a time. The goal of this problem is to find a schedule for a given set 
of jobs, which can minimize the whole completion time. This problem is NP-hard. This paper defines the 
model of QC scheduling problem based on MRSP. 
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We propose a mathematical formulation for the QC scheduling problem. Possible variations of the 
problem are as follows: 
J: a set of jobs {1,2,3,..., }J n . In QC scheduling problem, this paper defines a job as a loading or 
unloading operation for a ship slot and assumes that once a QC starts to load (unload) containers to 
(from) a ship slot, it must continue to do until all the containers of the slot completed. 
R: a set of resources (QCs) {1,2,3,..., }R m . 
li: the location of job i. 
p0k: the starting position of QC k. 
pTk: the final position of QC k. 
tij: the travel time of a QC from location of job i to location of job j. 
oi: the operation time to perform job i. 
T0i: the start time of job i.  
Ti: the completion time of job i.  0i i iT T o  . 
JT0: the start time of the first job J1. 
JT: the finish time of the last job.  
max{ , ..., }1 nJT T T . 
The constraints in the scheduling operations of QCs are shown below: 
(1). 
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(2). 1kij
k i
x  ¦¦ : Every job must be scheduled by exactly one resource at the same time. 
(3). i ij i jT t o T  d : Once started, a job must not be interrupted, that is, both the traveling of resource 
and the processing of a job must be carried out as a non-preemptive whole. 
The objective is to minimize the weighted operation time of jobs and travel time of QCs. 
Minimize: 
,
( )0 i j J ijJT JT tD E ¦                                                (1) 
0JT JT  is the operation time of all jobs. ij
j J
t

¦ is the travel time of all QCs. D denotes the weight for the 
operation time (OP) and E denotes the weight for the travel time (TT). OP and TT should be measured on 
the same scale (e.g. seconds or minutes). 
3. Improved Particle Swarm Optimization For QC Scheduling 
A. Particle Swarm Optimization 
In the description of PSO algorithm in [6], the swarm is made up of a certain number of particles. Each 
particle has a position and a velocity. All the particles move in the M-dimensional search space to find 
the global optima.  
In each iteration, the position of each particle is updated based on three factors: 
z its own way (follow itself) 
z its best previous position (follow its experience) 
z the best previous position of all particles (communicate with its neighbours) 
Suppose that the searching space is M-dimensional and the swarm has k particles. The M-dimension 
position for the ith particle can be denoted as 1 2( , ,..., )i i i iMX x x x (i=1,2,…,k) and the M-dimension 
velocity for the ith particle can be described as 1 2( , ,..., )i i i iMV v v v (i=1,2,…,k). 
The velocity and position of each particle is updated by the following formulas: 
QC k performs job j immediately 
after performing job i 
otherwise 
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where Ȧ is called inertia weight. c1 and c2 are two constant numbers, which are often called social or 
cognitive confidence coefficients, typically 2. The function rand1() and rand2() can generate a random 
number between 0 and 1. xit is the position of ith particle at the iteration t. vit is the velocity of ith particle 
at the iteration t. pit is the local best position that ith particle has reached at the iteration t and pgt is the 
global best position that all the particles have reached at the iteration t. 
Avoiding infeasible particle positions, the initial and the updated particle positions must be subject to 
the limit search space [Xmin,Xmax]. Each position of the M-dimension particles beyond [Xmin,Xmax] can be 
adjusted as formula (4): 
°¯
°
®
­
 
max
min
X
X
x ij                                                                           (4) 
The particle velocity based on the current position should also be limited so as to prevent the particles 
from flying outside feasible search space [Xmin,Xmax]. Therefore the velocity should be limited to [-
Vmax,Vmax] and we can define Vmax =k×Xmax (0<k1). Each velocity of the M-dimension particles beyond [-
[-Vmax,Vmax] can be adjusted as formula (5): 
°¯
°
®
­
 
max
min
V
V
v ij                                                                           (5) 
B. Discrete Particle Representation 
Assume that in one ship there are several containers to be unloaded shown in Figure 1. Firstly, we 
should divide these containers into 3 job groups by different slot and give each job a code in Table 1. Job 
No. has two numbers. The first one represents the slot number and the second one is a continue integer 
from 1 which represents the job number.  
TABLE 1 Scheduling Jobs 
Job No. 11 12 21 22 31 32 33 
Containers 46 32 16 8 23 10 54 
 
Because scheduling sequence solution is discrete but the position vector of basic PSO is decimal, it is 
necessary to use a discrete mapping method to generate the proper scheduling sequence. In this paper, 
position vector represent the priority of scheduling. Table 2 shows the relationship of jobs and the 
position vector. With priority mapping method, the scheduling sequence solution is 
(22,11,33,12,21,32,31,33) shown in Table 3. 
TABLE 2 Position Vector Representation 
Job No. 11 12 21 22 31 32 33 
Position 0.655 1.256 1.372 0.452 2.069 1.530 0.836 
TABLE 3 Scheduling Sequence Solution 
Job No. 22 11 33 12 21 32 31 
Position 0.452 0.655 0.836 1.256 1.372 1.530 2.069 
 
C. Swarm Diversity Improvement 
if  xij<Xmin
if  xij>Xmax
if vij>Vmax
if vij<Vmin
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PSO algorithm as a global search method has some weaknesses such as premature, no local search and 
easy to get in local optima. 
This paper introduces the concept of swarm distance to add swarm diversity. When the swarm distance 
reaches a critical value, the position of particles should be re-assigned. 
Swarm distance PLij between two particles Xi  and Xj is defined as formula (6): 
1
M
i k j k
k
i j
x x
P L
M
 

 
¦
                                                  (6) 
With the particles moving closer, PL will decrease. If particles are closer than a threshold distance, the 
algorithm is easy to get in local optima. So we define a critical minimum swarm distance value PLmin. If 
PLij<PLmin, we relocate the particles by change the position vector randomly. Assume that PLmin =0.2 and 
the distance of particle 1 and particle 2 shown in Figure 2 is PL12=0.172. Because PL12<PLmin, we change 
the position of job12 and job33 randomly and generate a new particle as particle 3. The distance of 
particle 1 and particle 3 is PL13=0.239. Because PL12ηPLmin , so we can delete particle 2 and add particle 
3 into the swarm. 
 
Fig.2 An Example of Relocating particles 
According to different phases of particle searching, the threshold of particles diversity is different. So 
PLmin should not be a stable variable. In this paper, PLmin is defined as a self adaptive variable as formula 
(7): 
k
min 0PL PL D u                                                     (7) 
 
where PL0 is the initial particle distance, k=1,2,3,... and 0 1D  . 
 
D. Discrete PSO for Quay Crane Scheduling Problem 
The steps of the improved PSO for QC scheduling problem are described as follow and the flow chart 
of the algorithm is shown in Figure 2: 
Step 1: Initialization including initializing particles, swarm size k, PL0, PLmin, the termination 
generation NCmax and etc. 
Calculate each particle’s fitness and choose the particle with the best fitness as pg1. The 
particles can be pi1 themselves.  
The initial position is a random number between [0, 3]. The initial velocity is 0. Vmin= -3, 
Vmax=3, Xmin= -3, Xmax=3. 
Step 2: Update velocity and position as formulas (2), (3). 
Step 3: Evaluate and update personal best and global best. 
Step 4: Re-calculate PLmin and PLij. If PLij<PLmin, we relocate the particles by change the position 
vector randomly. 
Step 5: Stop if the stopping criterion is met, such as a certain number of generations have been done or 
the best found solution has not changed for several generations. Otherwise go to Step 2. 
 Su Wang et al. /  Physics Procedia  25 ( 2012 )  576 – 582 581
 
 
Fig.2 Flow Chart of PSO for Quay Crane Scheduling Problem 
4. Simulation Experiments 
We describe a scenario of quay crane scheduling problem at one Chinese container terminal. In QC 
scheduling problem, the input data for QC scheduling consist of a stowage plan of a ship (the number of 
the slot) and the volume of containers for operation of each job. Table 1 gives 3 experimental cases. 
Assume that this ship has 5 slots. J1 has 15 jobs and 108 containers for operation. J2 has 20 jobs and 147 
containers. J3 has 25 jobs and 183 containers. 
TABLE 4 Position Vector Representation 
Jobs & Containers 
slot 1 
Containers 
slot 2 
Containers 
slot 3 
Containers 
slot 4 
Containers 
slot 5 
Containers 
J1 (15) 
C (108) 7, 14, 1 
5, 9, 
13, 6 10, 13, 2, 8 4, 5, 3 8 
J2 (20) 
C (147) 15, 5, 9,2 
6, 5, 5, 
10, 10 15, 13, 8, 5, 2
4, 8, 6, 
16, 3 -- 
J3(25) 
C(183) 8,6 ,9,10 12, 2, 7, 9, 4 2, 7, 20, 5, 6 10, 3, 5, 7, 4, 6 6, 3, 7, 16, 9 
We apply the improved discrete PSO in this paper to minimize the total turnaround time of discharging 
process including OT (operation time of quay crane) and TT (travelling time of quay crane). We assume 
it takes 1 minute for a QC to operate one container and 2 minutes to move from one slot to the neighbour 
slot. The parameters: Ȧ is form 1.2 to 0.4, c1=c2=2, k=10, NCmax=1000, Ȝ=3, Vmin= -3, Vmax=3, Xmin= -3, 
Xmax=3. Then we also use the improve ACO algorithm in [5] to the same experimental cases. The 
compared results are shown in Table 5. 
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TABLE 5 Compared Results of ACO and PSO 
Jobs  
Containers 
2QCs (OT+TT) 3QCs (OT+TT) 
ACO PSO ACO PSO 
J1 (15)C (108) 57m 57m 39m 39m 
J2 (20)C (147) 79m 77m 53m 53m 
J3(25)C(183) 96m 96m 68m 65m 
 
From the above optimization results, we can see that the improved discrete PSO can get satisfied 
results of quay crane scheduling problem, even better solution than ACO method. Moreover, it can be 
observed that the operation time and the travel time become shorter with the increasing number of QC. 
Considering that, in large container terminals, more QCs can reduce the waiting time of ships and serve 
more and larger ships. 
5. Conclusions
 This paper defines a general model of quay crane scheduling based on multi-resource scheduling 
problem and applies an improved discrete Chaos Particle Swarm Optimization algorithm to resolve QC 
scheduling. The improved PSO uses a priority mapping method to generate the proper scheduling 
sequence. This paper introduces the concept of swarm distance to add swarm diversity. When the swarm 
distance reaches a threshold value, the position of particles should be re-assigned randomly.The results of 
simulation experiments show that the improved discrete PSO can get the best scheduling solution. 
Moreover, PSO is more effective compared with ACO. 
This paper only discusses QC scheduling for unloading operation. The model for unloading and 
loading operations simultaneously is more complex than for one operation. In the future, we will study on 
the model for double-cycle QC scheduling problem and the improved PSO algorithm for this problem. 
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