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ABSTRACT
We study the lustering properties of metals in the intergalati medium (IGM)
as traed by 619 C iv and 81 Si iv absorption omponents with N ≥ 1012 m−2
and 316 Mg ii and 82 Fe ii absorption omponents with N ≥ 1011.5 m−2 in 19 high
signal-to-noise (60-100 per pixel), high resolution (R = 45000) quasar spetra. C iv
and Si iv trae eah other losely and their line-of-sight orrelation funtions ξ(v)
exhibit a steep deline at large separations and a atter prole below ≈ 150 km s−1,
with a large overall bias. These features do not depend on absorber olumn densities,
although there are hints that the overall amplitude of ξC iv inreases with time over
the redshifts range deteted (1.5-3). Carrying out a detailed smoothed partile hydro-
dynami simulation (2× 3203, 57 Mp3 omoving), we show that the C iv orrelation
funtion an not be reprodued by models in whih the IGM metalliity is a onstant
or a loal funtion of overdensity (Z ∝ ∆2/3). However, the properties of ξC iv(v) are
generally onsistent with a model in whih metals are onned within bubbles with
a typial radius Rs about soures of mass ≥ Ms. We derive best-t values of Rs ≈ 2
omoving Mp and Ms ≈ 10
12M⊙ at z = 3. Our lower redshift (0.5 − 2) measure-
ments of the Mg ii and Fe ii orrelation funtions also unover a steep deline at large
separations and a atter prole at small separations, but the lustering is even higher
than in the z =1.5-3 measurements, and the turn-over is shifted to somewhat smaller
distanes ≈ 75 km s−1. Again these features do not hange with olumn density, but
there are hints that the amplitudes of ξMg ii(v) and ξFe ii(v) inrease with time. We
desribe an analyti bubble model for these speies, whih ome from regions that
are too ompat to be aurately simulated numerially, deriving best-t values of
Rs ≈ 2.4 Mp and Ms ≈ 10
12M⊙. Equally good analyti ts to all four speies are
found in a similarly biased high-redshift enrihment model in whih metals are plaed
within 2.4 omoving Mp of Ms ≈ 3× 10
9
soures at z = 7.5.
1 INTRODUCTION
Pollution is ubiquitous. Even in the tenuous intergalati
medium (IGM), quasar (QSO) absorption line studies have
enountered heavy elements in all regions in whih they were
detetable (Tytler et al. 1995; Songaila & Cowie 1996). Suh
analyses were limited at rst to somewhat overdense re-
gions of spae, traed by Lyα louds with olumn densities
NHI ≥ 1014.5 m−2. Here measurements of NCIV/NHI indi-
ated that typially [C/H ] ≃ −2.5 at z ≃ 3, with an order
of magnitude satter (Hellsten et al. 1997; Rauh, Haehnelt,
& Steinmetz 1997).
Pushing into more tenuous regions, statistial meth-
ods have shown that unreognized weak absorbers must be
present in order to reprodue the global C iv optial depth
(Ellison et al. 2000), and that a minimum IGM metalliity
of approximately 3× 10−3Z⊙ was already in plae at z = 5
(Songaila 2001; hereafter S01). While the lling fator of
metals in suh tenuous strutures is an objet of intense in-
vestigation and debate (Shaye et al. 2000; Petitjean 2001;
Bergeron et al. 2002; Carswell et al. 2002; Simoe et al. 2002;
Pettini et al. 2003; Shaye et al. 2003; Arail et al. 2004) their
very existene has profound osmologial impliations.
As the presene of metals inreases the number of lines
available for radiative ooling, even modest levels of enrih-
ment an greatly enhane the ooling rate (e.g. Sutherland
& Dopita 1993), whih has the potential to aelerate the
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formation of massive (
>∼ 1012M⊙) galaxies (e.g. Thaker,
Sannapieo & Davis 2002). Furthermore, signiant preen-
rihment is neessary to reprodue the abundanes of G-
dwarf stars in the Milky Way (e.g. van de Bergh 1962;
Shmidt 1963) and nearby galaxies (e.g. Thomas, Greggio,
& Bender 1999).
Similarly, the violent events that propelled heavy ele-
ments into the spae between galaxies have important im-
pliations for the thermal and veloity struture of the IGM
(e.g. Tegmark, Silk, & Evrard 1993; Gnedin & Ostriker 1997;
Cen & Bryan 2001). Outows energeti enough to ejet met-
als from the potential wells of dwarf galaxies, for example,
would have exerted strong feedbak eets on nearby ob-
jets (Thaker, Sannapieo, & Davis 2002). In this ase the
winds impinging on pre-virialized overdense regions would
have been suiently powerful to strip the baryons from
their assoiated dark matter, greatly reduing the num-
ber of
<∼ 1010M⊙ galaxies formed (Sannapieo, Ferrara,
& Broadhurst 2000; Sigward, Ferrara, & Sannapieo 2005).
Yet despite their many onsequenes, the details of how
metals ame to enrih the IGM are unlear. While numerous
starburst-driven outows have been observed at z = 3 (Pet-
tini et al. 2001) and in lensed galaxies at 4 <∼ z <∼ 5 (Frye,
Broadhurst, & Benitez 2002), it is unlear whether these ob-
jets are responsible for the majority of osmologial enrih-
ment. In fat a variety of theoretial arguments suggest that
suh galaxies represent only the tail end of a larger popula-
tion of smaller pre-galati starbursts that mostly formed
at muh higher redshifts (Madau, Ferrara, & Rees 2001;
Sannapieo, Ferrara, & Madau 2002). On the other hand,
ative galati nulei are observed to host massive outows
(Begelman, Blandford, & Rees 1984; Weyman 1997), whose
ontribution from less luminous objets at intermediate red-
shifts remains unknown (e.g. Fan et al. 2001). The impat
of suh lower-redshift events on the IGM is also hinted at by
the stirring of C iv systems observed in studies of lensed
QSO pairs (Rauh, Sargent, & Barlow 2001). Finally, a num-
ber of theoretial studies suggest that primordial, metal-
free stars may have been very massive (e.g. Bromm et al.
2001; Shneider et al. 2002), resulting in a large number of
tremendously powerful pair-prodution supernovae, whih
distributed metals into the IGM at extremely early redshifts
>∼ 15 (Bromm 2003; Norman, O'Shea, & Pashos 2004).
While perhaps the main feature shared by suh senar-
ios is their dependene on a poorly-understood population
of presently undetetable objets, this assessment paints an
overly bleak piture. Regardless of whih objets enrihed
the IGM, it is lear that they must have formed in the dens-
est regions of spae, regions that are far more lustered than
the overall dark matter distribution. Furthermore this ge-
ometrial biasing is a systemati funtion of the masses of
these strutures, an eet that has been well studied analyt-
ially and numerially (e.g. Kaiser 1984; Jing 1999). Thus
the observed large-sale lustering of metal absorbers en-
odes valuable information about the masses of the objets
from whih they were ejeted. Likewise, as the maximal ex-
tent of eah enrihed region is diretly dependent on the
veloity at whih the metals were dispersed, measurements
of the small-sale lustering of these absorbers are likely to
onstrain the energetis of their soures.
Previous studies of the two-point orrelation funtion of
C iv omponents have shown that they luster strongly on
veloity sales up to 500 km s
−1
(Sargent et al. 1980, Stei-
del 1990, Petitjean & Bergeron 1994, Rauh et al. 1996). It
has often been suggested that the lustering signal reets a
ombination of (i) relative motions of louds within a gala-
ti halo and (ii) galaxy lustering. More reently Boksen-
berg, Sargent, & Rauh (2003; hereafter BSR03) have gath-
ered a sample of 908 C iv absorber omponents lumped
into 199 systems in the redshift range 1.6 < z < 4.4 identi-
ed in the Kek spetra of nine QSOs. They onlude that
most of the signal is due to the lustering of omponents
within eah system, where a system is dened as a set of
omponents that is well-separated from its neighbours as
identied by the observer. In this ase almost all the sys-
tems extend less than 300 km s
−1
and most extend less
than 150 km s
−1
. They did not observe lustering between
systems on the larger sales expeted for galaxy lustering,
although they onluded from their measurements of om-
ponent lustering and ionisation balane that eah system
was losely assoiated with a galaxy.
In Pihon et al. (2003; hereafter Paper I) we used 643
C iv and 104 Si iv absorber omponents, measured by an
automated proedure in 19 high signal-to-noise quasar spe-
tra, to plae strong onstraints on the number and spatial
distribution of intergalati metals at intermediate redshifts
(2 ≤ z ≤ 3). In this work, we showed that the orrelation
funtions of intergalati C iv and Si iv ould be understood
in terms of the lustering of metal bubbles of a typial o-
moving radius Rs around soures whose biased lustering
was parameterized by a mass Ms. A similar piture was also
put forward in BSR03, but in our ase signiant large-sale
lustering, similar to that seen in galaxies, was observed.
In this paper we extend the analysis in Paper I in three
important ways. First we arry out a more detailed study of
the physial properties of C iv and Si iv absorbers and the
relationship between loal quantities and the overall spa-
tial distribution. Seond, we arry out a similar analysis
of Mg ii and Fe ii absorbers in our observational sample,
whih probe the IGM in a somewhat lower redshift range.
Finally, we replae our dark-matter only modeling of Paper
I with a full-sale smoothed-partile hydrodynamial sim-
ulation. We then generate simulated metal-line spetra by
painting bubbles of metals diretly onto the gas distribu-
tion at z ≥ 2. By analyzing the resulting spetra with the
same automated proedure applied to the measured data-
set, we are able to plae our models and observations on the
same footing, drawing important onstraints on the soures
of metals. Motivated by measurements of the osmi mi-
rowave bakground, the number abundane of galaxy lus-
ters, and high-redshift supernovae (e.g. Spergel et al. 2003;
Eke et al. 1996; Perlmutter et al. 1999) we adopt osmologi-
al parameters of h = 0.7, Ωm = 0.3, ΩΛ = 0.7, Ωb = 0.044,
throughout this investigation where h is the Hubble Con-
stant in units of 100 km s
−1
Mp
−1
and Ωm, ΩΛ, and Ωb
are the total matter, vauum, and baryoni densities in units
of the ritial density, ρcrit.
The struture of this work is as follows. In 2 we sum-
marize the properties of our data set and redution meth-
ods. In 3 we present the number densities of C iv, Si iv,
Mg ii, and Fe ii, and estimate the osmologial densities of
these speies. In 4 we study the spatial lustering of these
speies and how it is related to loal quantities suh as ol-
umn density and abundane ratios. In 5 we desribe our
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numerial model for the distribution of neutral hydrogen in
the IGM and ompare it with observations. In 6 we ex-
tend our method to inlude various models of osmologial
enrihment and in 7 we ompare these models to the ob-
served distribution of C iv to derive onstraints on the sizes
and properties of soures of osmologial metals. In 8 we
disuss an analyti model that is partiularly suitable for
omparisons with the distribution of Mg ii and Fe ii, as nu-
merial analyses of these speies are beyond the apabilities
of our simulation. Conlusions are given in 9.
2 DATA SET AND ANALYSIS METHODS
2.1 Data and Redution
The ESO Large Programme The Cosmi Evolution of the
IGM was devised to provide a homogeneous sample of QSO
sight-lines suitable for studying the Lyman-α forest in the
redshift range 1.7−4.5. High resolution (R ≈ 45000), high
signal-to-noise (60-100 per pixel) spetra were taken over
the wavelength ranges 31005400 and 545010000 Å, using
the UVES spetrograph on the Very Large Telesope (VLT).
Emphasis was given to lower redshifts to take advantage of
the very good sensitivity of UVES in the blue and the fat
that the Lyman-α forest is less blended. The distribution of
redshifts, and the resulting overage of various metal line
absorbers are given in Table 1. In all ases we onsider only
metal absorption lines redward of the Lyα forest, to avoid
the extensive blending in this region, and blueward of 8110
Å, to avoid ontamination from sky lines. The regions be-
tween 5750-5830 Å, 6275-6323 Å, 6864-6968 Å, 7165-7324 Å,
and 7591-7721 Å were also exluded from our sample due
to sky-line ontamination. The C iv, Si iv, Mg ii, & Fe ii
metal lines disussed in this paper were well-deteted over
the redshift ranges of 1.5-3.0, 1.8-3.0, 0.4-1.8, and 0.5-2.4
respetively.
Observations were performed in servie mode over a
period of two years. The data were redued using the
UVES ontext of the ESO MIDAS data redution pak-
age, applying the optimal extration method, and follow-
ing the pipeline redution step by step. The extration slit
length was adjusted to optimize sky-bakground subtra-
tion. While this proedure systematially underestimates
the sky-bakground signal, the nal auray is better than
1%. Wavelengths were orreted to vauum-helioentri val-
ues and individual 1D spetra were ombined using a sliding
window and weighting the signal by the total errors in eah
pixel.
The underlying emission spetrum of eah quasar was
estimated using an automated iterative proedure that min-
imizes the sum of a regularisation term and a χ2 term that
was omputed from the dierene between the quasar spe-
trum and the ontinuum estimated during the previous iter-
ation. Finally the spetrum was divided by this ontinuum,
leaving only the information relative to absorption features.
2.2 Metal Line Identiation
Metal-line absorbers were identied using an automated
two-step proedure. For eah speies that has multiple tran-
sitions, we estimated the minimal ux ompatible with the
data for all pixels of the spetrum. This was done by rst
nding the pixels assoiated with the transition wavelengths
wi of a given speies and then taking the maximum of the
ux values in these pixels, saled by wifi, where fi is the
osillator strength assoiated with eah of the transitions.
A standard detetion threshold was then applied to
these spetra, suh that only absorption features with equiv-
alent widths (EWs) larger than 5 times the noise rms were
aepted, giving a rst list of possible identiations. This
list was leaned, using the similarity of the proles of the
transitions of a speies and applying simple physial rite-
ria that orrelate the detetion of two dierent speies. For
instane, one riterion implies that the detetion of a Si iv
system at a given redshift should be assoiated with the
detetion of a C iv system.
Next, eah system was tted with Voigt proles, taking
are of their identiation and possible blends with other
systems. The rst guess and the nal Voigt prole deompo-
sition were arried out using the VPFIT software (Carswell
et al. 1987). Our deomposition of saturated systems is on-
servative, in that it introdues additional unsaturated om-
ponents only if there is some struture in the 1551 line that
reveals their presene. This tting proedure is desribed in
detail in Arail et al. (2005) and has been tested on sim-
ulated spetra, doing well for all omponents with realisti
values of N and b.
Finally we applied a set of ve uts to the automated
list generated by VPFIT: logN [cm−2] ≥ 12 for C iv and
Si iv and logN [cm−2] ≥ 11.5 for Mg ii and Fe ii due to the
detetion limit of our proedure, b ≥ 3 km s−1 to avoid false
detetions due to noise spikes, logN [cm−2] ≤ 16 to remove
very badly saturated omponents, and b ≤ 45 km s−1 to
avoid false detetions due to errors in ontinuum tting. For
the analyses presented here, we removed all assoiated om-
ponents within 5000 km s−1 of the quasar redshifts. These
uts resulted in a nal data set of 619 C iv (1548 Å, 1551
Å), 81 Si iv (1394 Å, 1403 Å), 316 Mg ii (2796 Å, 2803 Å),
and 82 Fe ii (2344 Å, 2473 Å, 2382 Å) omponents, drawn
from 688, 102, 320, and 88 omponents respetively, if we
inlude the assoiates. These numbers dier slightly from
those presented in Paper I due to further renements in our
detetion proedure.
3 NUMBER DENSITIES
We rst used our sample to ompute the olumn den-
sity distribution funtion, f(N), again working in the
above assumed osmology. Following Tytler (1987), f(N)
is dened as the number of absorbing omponents per
unit olumn density and per unit redshift path, dX.
In this paper, we adopt a denition of dX ≡ (1 +
z)2
[
ΩΛ +Ωm(1 + z)
3
]−1/2
dz suh that at all redshifts
f(N) does not evolve for a population whose physial size
and omoving spae density are onstant. Note that this
denition is slightly dierent from that used in Paper I
and in S01, namely dX ′ ≡ (1 + z)1/2dz, although when
z > (ΩΛ/Ωm)
1/3 − 1 = 0.32, as is appropriate for our sam-
ple, dX ′ an be very losely approximated as Ω
1/2
m dX for
omparison with previous analyses.
In Figure 1 we plot f(N) for both C iv and Si iv om-
ponents, as was presented in Paper I. The mean redshifts
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Name Coverage
zem Forest C iv Si iv Mg ii Fe ii
PKS 2126−158 3.280 2.61−3.28 2.36−3.28 2.74−3.28 0.85−1.85 1.03−2.42
Q 0420−388 3.117 2.47−3.12 2.23−3.12 2.59−3.12 0.79−1.85 0.95−2.42
HE 0940−1050 3.084 2.45−3.08 2.21−3.08 2.56−3.08 0.77−1.85 0.93−2.42
HE 2347−4342 2.871 2.27−2.87 2.04−2.87 2.38−2.87 0.68−1.85 0.83−2.42
HE 0151−4326 2.789 2.20−2.79 1.97−2.79 2.31−2.79 0.64−1.85 0.79−2.42
Q 0002−422 2.767 2.18−2.77 1.96−2.77 2.29−2.77 0.64−1.85 0.78−2.42
PKS 0329−255 2.703 2.13−2.70 1.91−2.70 2.23−2.70 0.61−1.85 0.75−2.42
Q 0453−423 2.658 2.09−2.66 1.87−2.66 2.19−2.66 0.59−1.85 0.73−2.42
HE 1347−2457 2.611 2.05−2.61 1.83−2.61 2.15−2.61 0.57−1.85 0.70−2.42
HE 1158−1843 2.449 1.91−2.45 1.71−2.45 2.01−2.45 0.50−1.85 0.63−2.42
Q 0329−385 2.435 1.90−2.44 1.70−2.44 2.00−2.44 0.49−1.85 0.62−2.42
HE 2217−2818 2.414 1.88−2.41 1.68−2.41 1.98−2.41 0.48−1.85 0.61−2.41
Q 1122−1328 2.410 1.87−2.41 1.68−2.41 1.98−2.41 0.39−1.85 0.61−2.41
Q 0109−3518 2.404 1.87−2.40 1.67−2.40 1.97−2.40 0.48−1.85 0.61−2.40
HE 0001−2340 2.263 1.75−2.26 1.56−2.26 1.84−2.26 0.42−1.85 0.54−2.26
PKS 0237−23 2.222 1.72−2.22 1.53−2.22 1.81−2.22 0.40−1.85 0.53−2.22
PKS 1448−232 2.220 1.72−2.22 1.53−2.22 1.81−2.22 0.40−1.85 0.52−2.22
Q 0122−380 2.190 1.70−2.19 1.50−2.19 1.78−2.19 0.38−1.85 0.51−2.19
HE 1341−1020 2.135 1.65−2.14 1.46−2.14 1.74−2.14 0.36−1.85 0.48−2.14
Table 1. List of lines of sight. Here zem is the quasar redshift, while Lyα forest is used only redward of the Lyβ transition at 1025.7 Å,
and metal absorption lines are used only redward of the Lyα forest and blueward of 8130 Å.
Figure 1. Column density distribution of C iv (upper panel)
and Si iv (lower panel) absorption omponents. In eah panel,
omponents are divided into two redshift bins: 1.5 ≤ z ≤ 2.3
(squares) and 2.3 ≤ z ≤ 3.1 (triangles). Column density bins are
100.5N m−2 wide and error bars in this and all further plots are
1-σ. The dashed line is the power law t measured in S01. Finally
the small rosses are the full set of C iv and Si iv omponents
identied by BSR03, with our uts imposed.
of C iv and Si iv in our sample were 2.16 and 2.38, re-
spetively, and so in this plot we divide the data into two
redshift bins from 1.5 ≤ z ≤ 2.3 and 2.3 ≤ z ≤ 3.1. Both
speies are onsistent with a lak of redshift evolution, as
found by previous lower-resolution studies of C iv and Si iv
(S01; Pettini et al. 2003), and pixel-by-pixel analyses of in-
tergalati C iv (Shaye et al. 2003). The overall density
distribution of C iv is also onsistent with a power-law of
the form f(N) = BN−α with α = 1.8 and log10 f = −12.7
at 1013 m−2 as tted by S01. Finally, we ompare our re-
sults with the dataset olleted in BSR03 from nine QSO
spetra with a S/N ≈ 50 per pixel. Here and below we use
the full data set taken by BSR03, to whih we apply ex-
atly the same uts as we do to our data. For omponents
with olumns ≈ 1013 m−2 these data sets are quite sim-
ilar. However, a signiant dierene between this sample
and our own is the t to the saturated C iv omponents
with log(NC iv) ≥ 14. These have been deomposed into a
large number of smaller log(NC iv) ≤ 12.5 systems in the
BSR03 analysis, while our deomposition only introdues
additional unsaturated omponents if there is struture in
the 1551 line. Extrapolating the results of Songaila (2001)
to olumn depths below 1013 m−2 also yields a distribution
similar to ours.
While fewer in total, the Si iv omponents in the lower
panel are also onsistent with a lak of evolution, following a
similar power law with a lower overall magnitude. Note that
in this gure the error bars are purely statistial, estimated
as one over the square-root of the number of omponents
in eah bin. Again, for omparison, we inlude the number
densities omputed from the full BSR03 sample, with our
uts applied. While this omparison is noisier, the overall
trends are the same: at 1013 m−2 the number densities are
similar, while saturated omponents are deomposed into a
larger number of smaller systems in the BSR03 data set.
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Figure 2. Column density distributions of Mg ii (upper panel)
and Fe ii (lower panel) absorption omponents. In eah panel,
omponents are divided into two redshift bins: 0.4 ≤ z ≤ 1.15
(squares) and 1.15 ≤ z ≤ 1.9 (triangles). As in Fig. 1, the olumn
density bins are 100.5N m−2 wide. The dashed lines orrespond
to the power-law ts desribed in the text, and in the lower panel
we also inlude f values when the large z = 0.836 system in
Q0002-422 is removed (see text).
In Figure 2 we plot f(N) for both Mg ii and Fe ii, now
going down to a minimum olumn density of 1011.5 m−2
whih orresponds to roughly the same optial depth as 1012
m
−2
for C iv and Si iv. For Mg ii and Fe ii the relevant
doublets are at substantially longer restframe wavelengths,
and therefore our UVES detetions primarily our at lower
redshifts. Thus the mean redshifts of Mg ii and Fe ii are
only 1.05, and 1.38, and we divide our data into bins from
0.4 ≤ z ≤ 1.15 and 1.15 ≤ z ≤ 1.9. These lines arise in
lower ionization gas and are often thought of as traers of
quiesent louds, probably assoiated with galaxies (e.g. Pe-
titjean & Bergeron 1990; Churhill et al. 1999; Churhill,
Vogt, & Charlton 2003).
Like its higher-ionization ounterparts, Mg ii is onsis-
tent with a lak of evolution in number densities over the
observed redshift range. In the Fe ii ase, however, a sig-
niant exess of intermediate olumn density omponents
is found at lower redshifts. A loser inspetion of the data
indiates that this feature is aused by a single large system
in Q0002-422, at z = 0.836, whih spans over 560 km s−1.
The removal of this system results in the third set of points
in the lower panel of Fig. 2, whih are onsistent with the
higher-redshift values. The large impat of this system in
our measurements suggests that simple
√
N estimates may
somewhat underpredit the statistial error on our measure-
ment. This hints at strong lustering between Fe ii ompo-
nents, whih is in fat measured, as we disuss in detail
below.
Statistial utuations aside, the overall density distri-
butions of Mg ii and Fe ii are largely onsistent with the
power law ts obtained from previous measurements, apart
from showing only a weak deviation in the lowest NFe ii bin,
probably due to inompleteness. In this ase, the dashed-
lined ts in Fig 2 are f(N) = BN−α with α = 1.6 and
log10 f = −13.2 at 1013 m−2 for Mg ii and α = 1.7 and
log10 f = −13.4 at 1013 m−2 for Fe ii. While some atten-
ing of fMg ii(N) at even higher olumns is neessary to math
observations at olumn densities ≥ 1016.5 m−2 (Prohter,
Prohaska, & Burles 2004), for the olumn densities in our
sample our measured slopes are idential with those deter-
mined by previous studies. In partiular our α ts math
those of Churhill, Vogt, & Charlton (2003), although our
B values are dierent as these authors did not attempt to
normalize their results by the total redshift path observed.
In summary, our automati identiation proedure
produes a set of omponents whose olumn density dis-
tributions are onsistent with previous measurements, om-
plete to N >∼ 1012 m−2 for C iv and Si iv, and omplete
to N >∼ 1011.5 m−2 for Mg ii and Fe ii. No evolution in f
is seen for any speies over the full redshift range probed,
indiating that the majority of IGM enrihment is likely to
have ourred before the redshifts observed in our sample.
Finally, our number densities allow us to ompute the
total osmologial densities of eah of the deteted speies.
Following S01, we express these in terms of a mass fration
relative to the ritial density, whih an be omputed as
Ωion =
H0mion
cρcrit
∑
Nion
∆X
= 1.4× 10−23A
∑
Nion
∆X
, (1)
where H0 is the Hubble onstant, mion is the mass of the
given ion, A is its atomi number, and ∆X is the total red-
shift path over whih it is measured. The results of this anal-
ysis are given in Table 2. Note that these values are speies
densities, and no ionization orretions have been applied to
estimate the orresponding element densities. Again these
values are broadly onsistent with previous measurements,
although there is a signiant satter due to the fat that
most of the material lies in the largest, rarest omponents.
Thus previous studies have found ΩC iv values as disparate
as 6.8 × 10−8 at z = 2.5 (S01), 3.8 ± 0.7 × 10−8 (BRS03),
and between 3.5 × 10−8 and 7.9 × 10−8 depending on the
method of analysis (Simoe, Sargent, & Rauh 2004).
4 SPATIAL DISTRIBUTION
4.1 Carbon IV and Silion IV
Having onstruted a sample of well-identied metal absorp-
tion omponents, we then omputed their two-point orrela-
tion funtion in redshift spae, ξ(v). This quantity was pre-
viously studied in Rauh et al. (1996) who noted a marked
similarity between ξ(v) of C iv and Mg ii, in BSR03, who
arried out a two-Gaussian t (see also Petitjean & Bergeron
1990, 1994), and in Paper I. For eah quasar, we omputed
a histogram of all veloity separations and divided by the
number expeted for a random distribution. Formally, the
orrelation funtion for a QSO ℓ is
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Speies 〈z〉 log(N/m−2) Ω ∆Ω
C iv 2.2 12-16 7.54× 10−8 ±2.16× 10−8
Si iv 2.4 12-16 6.00× 10−9 ±1.21× 10−9
Mg ii 1.1 11.5-16 5.95× 10−8 ±2.23× 10−8
Fe ii 1.4 11.5-16 1.87× 10−8 ±0.36× 10−8
Table 2. Cosmologial densities of deteted speies.
ξℓ(vk) + 1 =
nℓk〈
nℓk
〉 , (2)
where nℓk is the number of pairs separated by a veloity
dierene orresponding to a bin k, and
〈
nℓk
〉
is the average
number of suh pairs that would be found in the redshift
interval overed by QSO ℓ, given a random distribution of
redshifts with an overall density equal to the mean density
in the sample. Alternatively, we may onsider all QSOs at
one and ompute
ξ(vk) + 1 =
∑
ℓ
nℓk∑
ℓ
〈
nℓk
〉 , (3)
or equivalently
ξ(vk) + 1 =
∑
ℓ
wℓk [ξ
ℓ(vk) + 1] with w
ℓ
k ≡
〈
nℓk
〉
∑
ℓ
〈
nℓk
〉 , (4)
that is weighting the orrelation found for eah QSO by
the number of random pairs that are expeted given the
redshift overage of that QSO. The statistial variane in
this measurement is given by
σ2k =
∑
ℓ
(wℓk)
2σ2,ℓk , (5)
where σ2,ℓk is the variane assoiated with bin k of quasar
ℓ. In Paper I, we estimated this quantity aording to the
usual formula
σ2,ℓk =
nℓk〈
nℓk
〉2 , (6)
whih gives the Poisson error in our measurement. In the re-
sults presented here, however, we adopt a more onservative
approah, and also inlude the additional satter aused by
the nite sample size used to onstrut the orrelation fun-
tion (Mo, Jing, & Börner 1992). In this ase
σ2,ℓk =
1〈
nℓk
〉2
[
nℓk + 4
(nℓk)
2
Nℓ
]
, (7)
where Nℓ is the total number of omponents deteted in
QSO ℓ. Note that the presene of this additional satter
highlights the strength of our high signal-to-noise data set,
as it allows us to work in the limit in whih the number of
C iv omponents deteted in eah quasar is large.
The resulting orrelation funtions are shown in Fig.
3, again split into two redshift bins. Interestingly, in the
better-measured C iv ase, there are hints that the z ≤
2.3 orrelation funtion may be enhaned with respet to
the high-redshift one. Furthermore, this growth is onsistent
with a population of absorbers that passively evolves by
Figure 3. Two point orrelation funtion of C iv (upper panel)
and Si iv (lower panel) absorption omponents. In eah panel
the omponents have been divided into two redshifts bins, with
symbols as in Fig. 1. The upper panel also inludes a number of
omparisons with previous measurements. In partiular: the lower
set of rosses orresponds to the full set of omponents dened
in BSR03, normalizing eah QSO individually; the upper set of
rosses orresponds to imposing a olumn density ut of 1012
m
−2
, normalizing eah QSO by its expeted number of pairs;
and the solid lines orrespond to dividing the BSR03 data into a
subsamples with z ≥ 3.1 (lower line) and z < 3.1 (upper line), as
desribed in the text. In the lower panel, the rosses orresponds
to imposing a olumn density ut of 1012 m−2 on the Si iv
omponents observed in BSR03 and normalizing eah QSO by its
expeted number of pairs.
following the motion of the IGM during the formation of
struture, as we disuss in further detail in 8.
In the upper panel of this gure we also plot orrela-
tion funtions omputed from the sample dened in BSR03,
whih is drawn from the spetra of nine QSOs with a mean
redshift of 3.1 and a signal-to-noise per pixel ≈ 50. In
this ase we show results obtained both from using the full
data set, normalizing eah quasar individually (as was ar-
ried out in BSR03), and from imposing a lower ut-o at
NC iv,min = 10
12
m
−2, normalizing eah quasar by the ex-
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Figure 4.Dependene of the C iv orrelation funtion on olumn
density threshold. Upper panel: Eet of applying a ut on the
maximum olumn density of C iv omponents used to alulate
ξC iv(v). In all ases NC iv,min = 10
12
m
−2
. Lower panel: Eet
of applying a ut on the minimum C iv olumn density, with
NC iv,max xed at 10
16
m
−2.
peted number of pairs (as was arried out in our analysis).
In both ases the resulting ξC iv values are similar and some-
what lower in amplitude than our measurements. Rauh et
al. (1996) similarly have found a lower amplitude. Dividing
the BSR03 data into a z < 3.1 bin with a mean redshift of
2.5 and a z > 3.1 bin with a mean redshift of 3.6 resulted
in orrelation funtions given by the solid urves (again al-
ulated aording to our method). Furthermore the ampli-
tude of the z = 2.5 BSR03 orrelation funtion is similar
to our measurements, whih are drawn from a sample with
a mean redshift of 2.3. However, the higher-redshift urve
is substantially lower, again indiating that ξC iv is likely to
evolve with redshift. This was also suggested by the analysis
in BSR03 Figure 14, although they point out the hanging
ionizing bakground may also be an issue. Finally we note
that while the BSR03 sample shows a relative lak of om-
ponents at ≈ 500 km/s. This is very near the C iv doublet
separation.
Moving to the bottom panel, we see that the overall
shape and amplitude of the C iv and Si iv orrelation fun-
tions are similar and are onsistent to within the Si iv mea-
surement errors, as was disussed in Paper I. Both funtions
exhibit a steep deline at large separations and a atter pro-
le at small separations, with an elbow ourring at ≈ 150
km s
−1
. Both funtions are also onsistent with the orre-
lation one obtains from the full BSR03 Si iv sample, after
applying our uts. Finally, as was noted in Paper I, there
is a weak low redshift feature at ≈ 500 km s−1 in ξC iv, the
origin of whih we explore in 4.2.
Figure 5. The average log(NC iv/NSi iv) ratio for C iv ompo-
nents ontributing to the orrelation funtion at various separa-
tions. At eah separation the dashed error bars are the statistial
errors, while the solid error bars are the intrinsi satter.
In Fig. 4 we study the dependene of the C iv spatial
distribution on olumn density, by omputing the orrela-
tion funtion over the full redshift range but seleting om-
ponents within a xed range of olumn density. In the upper
panel of this gure we apply a ut on the maximum olumn
density omponent, while holding the minimum NC iv xed
at our detetion limit of 1012 m−2. Apart from a weak
shift in the 500-630 km s
−1
bin, ξC iv(v) remains pratially
unhanged by this threshold. As the majority of the de-
teted omponents are relatively weak, this indiates that
our signal is determined by the bulk of the omponents in
our sample, rather than by properties of individual strong
absorbers.
The results of a more drasti test are shown in the
lower panel of this gure. Here we hold NC iv,max xed at
1016 m−2 and apply a ut on the minimum olumn den-
sity, whih greatly redues the number of omponents in the
sample. Nevertheless moving from NC iv,min = 10
12
m
−2
to NC iv,min = 10
13.5
m
−2
results only in a very weak en-
hanement of ξC iv(v) at small separations, while the rest
of the orrelation funtion remains unhanged. Thus, unlike
Lyα absorption systems (Cristiani et al. 1997), the orre-
lation of C iv does not depend strongly on absorption ol-
umn densities. Instead, the spatial distribution seems to be
a global property of the population of C iv omponents.
A question that immediately arises is whether the fea-
tures observed in the C iv and Si iv orrelation funtions are
intrinsi to the underlying distribution of metals, or perhaps
arise from variations in the UV bakground at somewhat
shorter wavelengths. In fat, analyses of the He ii distribu-
tion due to ionization by 54.4 eV photons suggest that the
seond reionization of hydrogen may still have been quite
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pathy at z = 2.3− 2.9 (Shull et al. 2004), with He ii found
preferentially in void regions where HI is weak or unde-
teted.
On the other hand, the ionization potentials of C iii and
Si iii are 47.5 eV and 33.5 eV, respetively, somewhat lower
than that of He ii, but well beyond the ionization poten-
tial of hydrogen. Thus if the suggested pathiness of He ii is
due primarily to hanges in the IGM opaity at wavelengths
shortward of 54.4 eV, then the distribution of C iv and Si iv
is likely to more losely trae the underlying distribution of
metals. If He ii inhomogeneities exist and are aused by a
sparsity of hard soures, however, it is possible that bak-
ground variations may also play a role in the distribution of
triply ionized regions of arbon and silion.
As the ionization potentials of C iii and Si iii dier by
12 eV, eah is sensitive to a slightly dierent range of UV
photons. Thus if the features seen in Figure 3 were produed
by hanges in the ionizing bakground, one might expet
to see systemati hanges in the ratio of these speies as a
funtion of separation. As a simple test of this possibility,
we onsidered the average log(NC iv/NSi iv) as a funtion of
separation. In order to make the sample inluded in this
average as large as possible we omputed this as〈
log(
NC iv
NSi iv
)
〉
k
=
∑
i,j∈bink
∑
ℓ
log
(
NC iv,i
NSi iv,l
)
θ(5− |vℓ − vi|){∑
i,j∈bink
∑
ℓ
[
1× θ(5− |vℓ − vi|)
]}−1
, (8)
where θ(v) is the Heaveside step funtion, i and j are indexes
of C iv omponents, l is an index over all Si iv omponents,
and k is a given bin in veloity separation used to alu-
late the orrelation funtion. In other words, for eah bin in
the orrelation funtion, we average log(NC iv/NSi iv) over
all C iv omponents i that are found at the appropriate
separation from another C iv omponent j and within 5 km
s
−1
of a Si iv omponent l.
The results of this analysis are found in Figure
5, whih shows no orrelation between separation and
speies abundanes. Furthermore, our average value of
log(NC iv/NSi iv) ≈ 0.7 is similar to that seen in previous
analyses of 1012 m−2 ≤ NC iv ≤ 3 × 1014 m−2 absorbers
(Kim, Cristiani, & D'odorio 2002; BSR03), as well as the
weaker C iv and Si iv lines deteted by Aguirre et al. (2003)
using the pixel optial depth method. Thus there is nothing
partiularly unusual about the subset of absorbers seleted
by our proedure. Although this is learly not an exhaustive
test, it nevertheless suggests that the features in the orrela-
tion funtions are not imprinted in a straightforward way by
the UV bakground itself, and are more likely to be aused
by the spatial distribution of metals. However, a muh more
detailed analysis is neessary to settle this issue denitively.
4.2 Peuliar Systems at Low-Redshift
The C iv orrelation funtions in Figs. 3 and 4 hint at a se-
ondary bump at large separations. It is important to try and
understand if this omes from the presene of few peuliar
systems or if this is a generi feature of the C iv distri-
bution. To this end we omputed the orrelation funtion
for dierent samples, eah time exluding one of the lines of
Figure 6. Top: Impat of peuliar systems on the C iv orre-
lation funtion. Here the square points are omputed from the
full sample, the irles are omputed exluding the sightline to-
wards PKS 0237−23, and the stars are omputed exluding both
PKS 0237−23 and the two sub-DLA systems, as desribed in
the text. Bottom: Comparison between ξC iv for the full sample,
inluding assoiated absorbers (rosses), and exluding C iv om-
ponents with 5000 km s
−1
of the quasar redshifts (squares).
sight, and disovered that the signal omes from three QSOs,
namely, PKS 0237−23, HE 0001−2340 and Q 0122−380.
The rst of these has been long known to be very
peuliar. Indeed, a huge C iv omplex is seen toward
PKS 0237−23 at eleven dierent redshifts over the range
1.596−1.676 (more than 10,000 km s−1) with three main
subomplexes at zabs = 1.596, 1.657 and 1.674 (Boroson et
al. 1978, Sargent et al. 1988). Furthermore Folz et al. (1993)
searhed the eld around PKS 0237−23 for other QSOs to
provide bakground soures against whih the presene of
absorption at the same redshifts ould be investigated. They
onluded that the omplex an be interpreted as a real spa-
tial overdensity of absorbing louds with a transverse size
omparable to its extent along the line of sight, that is of
the order of 30 Mp. The orrelation funtion without this
line of sight is shown in Fig. 6.
Two other lines of sight display peuliar systems. At
zabs = 2.1851 toward HE 0001−2340 there is a sub-DLA
system and the assoiated C iv system is spread over
≈450 km s−1. It is therefore diult to know if the stru-
ture there is due to large sales or more probably to the
internal struture of the halo assoiated with this high den-
sity peak. At zabs = 1.9743 toward Q 0122−380, there is a
double strong system spread over more than 500 km s
−1
. It
is again diult to know whether these absorptions reet
internal motions of highly disturbed gas.
After these are removed, the most signiant exess at
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Figure 7. Upper panel: Two point orrelation funtion of Mg ii,
divided into two redshift bins as in Figure 2. Lower panel: Two
point orrelation funtion of Fe ii, divided into the same redshift
bins.
large separations is found in the 500-630 km s
−1
bin. This ve-
loity dierene orresponds to the dierene in wavelengths
of the C iv doublet itself. In fat, it is interesting to note
that this bin is the only one that is signiantly redued by
applying a ut to eliminate the larger NC iv omponents, as
was seen in Fig. 4.
As a further test of large-separation orrelations, we
have also omputed ξC iv(v) inluding the assoiated sys-
tems, found within 5000 km s
−1
of the redshifts of the QSOs
in this sample. This is ompared with the C iv orrelation
funtion for our standard sample in the lower panel of Fig. 6.
At all separations, ξC iv remains unhanged, thus indiating
that assoiated systems are not distributed in a partiularly
unusual way, and do not ontribute any signiant features
to ξC iv(v) at ≈ 500 km s−1, or any other separation.
4.3 Iron II and Magnesium II
We now turn our attention to the distribution of lower-
redshift metals, as traed by Mg ii and Fe ii. Splitting the
data into two redshift ranges yields the line-of-sight orrela-
tion funtions shown in Fig. 7, where again we have inluded
both the Poisson and sample-size errors in our estimate of
the varianes. Like their high-redshift ounterparts, Mg ii
and Fe ii are found to trae eah other losely. Their orre-
lation funtions are both relatively shallow at small separa-
tions and fall o more steeply at large separations. Also like
ξC iv(v), both ξMg ii(v) and ξFe ii(v) exhibit slight enhane-
ments at lower redshifts, although again these exesses fall
within the errors.
Next we examine the dependene of the Mg ii spatial
Figure 8. Dependene of Mg ii orrelation funtion on olumn
density threshold. Upper panel: Eet of applying a ut on the
maximum olumn density of Mg ii subomponents used to alu-
late ξMg ii(v). In all ases NMg ii,min = 10
11.5
m
−2
. Lower panel:
Eet of applying a ut on the minimum Mg ii olumn density,
with NMg ii,max xed at 10
16
m
−2.
distribution on olumn density. Removing the strongest ab-
sorbers in our sample before alulating ξMg ii(v) results in
the values plotted in the upper panel of Figure 8. As in the
C iv ase, the Mg ii orrelation funtion is not dominated
by the lustering of large omponents, but rather remains
almost unhanged as a funtion of Nmax, even when it is re-
dued to 1012.5 m−2, exluding over a third of the systems.
Similarly, raising the minimum olumn density from 1011.5
m
−2
to 1012.5 m−2 does not boost ξMg ii(v), even though
this exludes ≈ 2/3 of the sample.
In Figure 9 we ompare the orrelation funtions of C iv
and Si iv with those of Mg ii and Fe ii. Note that the mean
redshift of these lower ionization speies is ≈ 1.2, while for
C iv and Si iv zmean ≈ 2.3. Thus our sample ontains very
few objets in whih all four speies an be diretly om-
pared. Nevertheless, a omparison of their redshift-spae
orrelation funtions reveals a number of important paral-
lels. While ξ(v) of all speies deline steeply at large sep-
arations and exhibit a turn-over at smaller veloity dier-
enes, the transition between these two regimes is pushed to
slightly smaller separations in the Mg ii and Fe ii ase, and
the fall-o at higher densities is more abrupt.
Interestingly, the features seen in this distribution an
be inferred from the original tting to the distribution of
veloity separations of Mg ii absorbers by Petitjean & Berg-
eron (1990), using a remarkably small number of systems.
Their data were t with the sum of two Gaussian distribu-
tions with similar overall weights and veloities dispersions
of σv = 80 km s
−1
and σv = 390 km s
−1
, whih the authors
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Figure 9. Measured orrelation funtion of all metal-line om-
ponents. Points are measurements from our sample, while the
solid line is the Mg ii t by Churhill, Vogt, & Charlton (2003),
arbitrarily normalized. The dashed line is the C iv orrelation
funtion, shifted upwards by a fator of 2.1 to provide a simple
estimate of the impat of struture formation from z = 2.2 to 1.1
on a xed population of absorbers.
interpreted as due to the kinematis of louds bound within
a given galaxy halo, and the kinematis of galaxies pairs, re-
spetively. Working at higher spetral resolution and signal-
to-noise, Churhill, Vogt, & Charlton (2003) also obtained
a good two-omponent Gaussian t to the two-point lus-
tering funtion of Mg ii omponents, although they did not
attempt to normalize this funtion to obtain ξMg ii(v)+1. In
this ase the best-t values were σv = 54 km s
−1
and σv =
166 km s
−1
, where the relative amplitude of the narrow om-
ponent was twie that of the broad omponent. This t has
been added to Figure 9, adopting an arbitrary normaliza-
tion. Although our dataset has an overall signal-to-noise that
is higher than that of Churhill, Vogt, & Charlton (2003),
and thus is more omplete at lower olumn densities, their
two-Gaussian model also provide a good math to our data
at ∆v <∼ 400 km/s. However, it falls short of the observed
orrelation at larger separations.
To ontrast the orrelation funtions in more detail, we
have added a simple estimate of passive evolution to Figure
9, that is the evolution if the metals deteted at z ≈ 2.3
as C iv absorbers were to move along with the formation
of struture before appearing as Mg ii absorbers at z =
1.2. To rst approximation, the overall bias of suh a metal
traer eld would remained xed, but its orrelation funtion
would be enhaned by a fator of D2(1.2)/D2(2.3) = 2.1,
where D(z) is the linear growth fator. Surprisingly, simply
shifting ξC iv by a fator of 2.3 provides us with an aurate
math for the Mg ii orrelation funtion over a large range
Figure 10. Upper panel: Impat of linking together C iv ompo-
nents into systems. Lower panel: Impat of linking together Mg ii
omponents into systems. Details desribed in the text.
of separations, although it underpredits the lustering of
Mg ii and Fe ii at smaller distanes. This is diussed in
futher detail in 8.
To failitate future omparisons, in Table 3 we give the
orrelation funtion and errors for eah of the four speies
averaged over our full sample. Note that the small number
of Si iv and Fe ii omponents fores us to use a smaller
number of bins to beat down the statistial noise in our
measurements.
Finally, we arry out a test to determine if the spa-
tial distribution of metals as traed by ξC iv(v) may be af-
feted by our VPFIT deomposition into omponents. Pre-
vious studies have attempted to trae the distribution of
intergalati metals by grouping together omponents into
systems, whih are likely to have a ommon physial ori-
gin, and omputing the orrelation funtion of these systems
(e.g. Petitjean & Bergeron 1990; BSR03). While typially,
system identiations have been arried out by eye, here
we attempt a more objetive approah, whih parallels the
friends-of-friends tehnique (Davis et al. 1985) widely used
for group-nding in osmologial simulations. In this ase,
we dene a veloity linking-length (vlink) and group together
all omponents whose separation from their nearest neighbor
is less than vlink into a system at a redshift equal to the av-
erage over all its omponents. Note that this proedure does
not involve simply linking together pairs within vlink, but
rather forms olletions of many omponents, eah within a
linking length of its neighbors and grouped together into a
single entity. It is therefore equivalent to partitioning a set of
omponents into two systems whenever they are separated
by a gap wider than vlink.
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bin (km s
−1
) ξC iv ξMg ii bin (km s
−1
) ξSi iv ξFe ii
20-25 41 ± 8 170 ± 50 20-30 94 ± 52 310 ± 150
25-32 66 ± 13 170 ± 40 30-43 71 ± 30 280 ± 130
32-40 59 ± 11 240 ± 60 43-65 71 ± 36 220 ± 100
40-50 40 ± 6 140 ± 40 65-100 30 ± 17 160 ± 70
50-63 49 ± 9 145 ± 30 100-140 27 ± 13 74 ± 34
63-79 35 ± 5 155 ± 40 140-200 11 ± 6 45 ± 19
79-100 30 ± 5 96 ± 23 200-300 6.2 ± 4.2 25 ± 11
100-125 26 ± 4 98 ± 21 300-450 6.6 ± 3.5 7.8 ± 4.1
125-160 20 ± 3 64 ± 15 450-670 3.9 ± 2.6 0.88 ± 0.58
160-200 14 ± 2 42 ± 10 670-1000 0.8 ± 0.7 0 ± 1
200-250 7.3 ± 1.2 35 ± 8
250-320 5.4 ± 1.0 20 ± 5
329-400 3.6 ± 0.7 12 ± 3
400-500 3.5 ± 0.7 6.9 ± 2.3
500-630 3.6 ± 0.8 1.7 ± 0.8
630-790 1.6 ± 0.4 4.2 ± 2.4
790-1000 0.98 ± 0.32 2.2 ± 1.3
Table 3. Summary of measured metal-omponent orrelation funtions. Note that there is likely to be signiant redshift evolution of
these funtions. The mean redshifts of C iv and Si iv are ≈ 2.3. The mean redshifts of Mg ii and Fe ii are ≈ 1.15.
In the upper panel of Figure 10 we plot ξC iv(v) om-
puted for the resulting C iv systems, for three dierent
hoies of vlink. In all ases, within our measurement er-
rors, ombining omponents into systems has no appreiable
impat at separations muh larger than the linking length.
Thus while BSR03 report a lak of lustering of systems as
identied by eye, we are unable to reprodue this behavior
with our automati method. Perhaps this is not surprising,
as the lustering of ξC iv(v) is very strong, and thus many
pairs of systems are likely to be losely spaed and easily
tagged as a single objet. However, our results show that
xing a pre-speied denition of systems does not remove
large-sale orrelations in this way.
In the lower panel of Figure 10, we see that grouping
Mg ii omponents into systems has no lear impat at larger
separations if vlink = 25, 50, and while there are hints of
weak larger-sale damping if vlink = 100, these hanges are
within our errors. Similar results were obtained if eah group
was assigned the redshift of its largest omponent, leading
us to onlude that the ξ(v) features observed in both the
high-redshift and low-redshift speies are not related to di-
vision into omponents, but rather reet the underlying
distribution of intergalati metals.
5 NUMERICAL SIMULATION
5.1 Overall Properties
To better interpret the features seen in metal absorption-
line systems, we onduted a detailed smoothed partile hy-
drodynami (SPH) simulation of struture formation. Our
goal here is to apply the same automated proedure used
to identify metal absorbers in the LP data set to a detailed
simulation, drawing onlusions as to what onstraints our
measurements plae on the underlying distribution of IGM
metals. For this purpose we fous our attention on a old
dark matter osmologial model with the same general os-
mologial parameters as above, and the additional param-
eters σ8 = 0.87, and n = 1, where σ
2
8 is the variane of
linear utuations on the 8h−1Mpc sale, and n is the tilt
of the primordial power spetrum. The Bardeen et al. (1986)
transfer funtion was used with an eetive shape parame-
ter of Γ = 0.2, and the ionizing bakground ux was taken
to be a Haardt & Madau (1996) spetrum with J(ν, z) =
2.2 × 10−22
(
ν
νHI
)−1
(1 + z)0.73 exp
[
−(z − 2.3)2/1.9
]
ergs
s
−1
Hz
−1
m
−2
sr
−1
, orresponding to a photoionization
rate of 6.8× 10−13 (1 + z)0.73 exp
[
−(z − 2.3)2/1.9
]
s
−1.
We simulated a box of size 40/h omoving Mp on a
side, using 3203 dark matter partiles and an equal num-
ber of gas partiles. The mass of eah dark matter partile
was 2.0 × 108M⊙, and the mass of eah gas partile was
3.4× 107M⊙. This yields a nominal minimum mass resolu-
tion for our (dark matter) group nding of 1.0 × 1010M⊙.
The run was started at an initial redshift of z = 99, and
a xed physial S2 softening length of 6.7 kp was hosen,
whih is equivalent to a Plummer softening length of 2.8
kp. The simulation was onduted using a parallel MPI2-
based version of the HYDRA ode (Couhman et al. 1995)
developed by the Virgo Consortium (Thaker et al. 2003).
We used the SPH algorithm desribed in Thaker et al.
(2000), although in an improvement upon earlier work, the
maximum SPH searh radius now allows us to aurately
resolve the mean density of the box. Photoionization was
implemented using the publily available routines from our
serial HYDRA ode. Radiative ooling was alulated using
the Sutherland & Dopita (1993) ollisional ionization equi-
librium tables, and a uniform 2% solar metalliity was as-
sumed for all gas partiles for ooling purposes. Integration
to z = 2.0 required 9635 (unequal) steps, and four weeks of
wall lok time on 64 proessors. Outputs for post-proessing
were saved at redshifts of z = 8.0, 5.0, 4.0, 3.0, 2.5, and 2.0.
From eah of the nal three outputs, we interpolated to
extrat two-dimensional slies of overdensity, temperature,
and line-of-sight peuliar veloities on 24 equally spaed
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planes. By extrating random sight-lines from eah of these
three elds, we were then able to generate simulated metal-
line spetra, whih ould be proessed in an idential fashion
as the observed data. Before turning our attention to this
issue, however, we rst address the more basi onern of
the overall hydrogen distribution, whih serves as both a
hek of our simulation methods, and a way of ne-tuning
the assumed ionizing bakground to reprodue the observed
properties of the IGM.
5.2 Calulation of Neutral Hydrogen Fration
One the baryon density, temperature, and line-of sight ve-
loity are extrated along a line of sight, onstruting a sim-
ulated spetrum is relatively straightforward. One obtains
the neutral hydrogen fration, fHI, in the IGM by solving
the ionization equilibrium equation (Blak 1981)
α(T )npne = Γci(T )nenHI + J22G1nHI, (9)
where α(T ) is the radiative reombination rate, Γci(T ) is
the rate of ollisional ionization, J22 is the UV bakground
intensity in units of 10−22 ergs s−1 Hz−1 m−2 sr−1, J22G1
is the rate of photoionization, and np, ne and nHI are the
number densities of protons, eletrons, and neutral hydro-
gen, respetively. For the Haardt & Madau (2001) spetrum
assumed below G1 = 2.7×10−13 s−1, for the original Haardt
& Madau (1996) spetrum G1 = 3.2×10−13 s−1, and for the
(ν/νHI)
−1
spetrum used in our simulation G1 = 3.1×10−13
s
−1
. For omparison, G1J22 is equal to J−12 as dened in
Choudhury et al. (2001) and 10G1J21 as dened in Bi and
Davidson (1997).
If we assume that the neutral fration of hydrogen≪ 1
and all the helium present is in the fully-ionized form, we
nd
fHI(x, z) =
α [T (x, z)]
α [T (x, z)] + Γci [T (x, z)] +G1J22n
−1
e (z)
, (10)
where the reombination rate Γci(T ) = 5.85 ×
10−11T 1/2 exp(−157809.1/T ) cm3s−1, with T in Kelvin,
and Blak (1981) gives an approximate form for the
reombination rate as
α(T )
cm3s−1
=
{
4.36× 10−10T−0.7573 (if T ≥ 5000K)
2.17× 10−10T−0.6756 (if T < 5000K). (11)
With these expressions we an ompute the neutral hy-
drogen density, nHI[x, z(x)], along a line of sight. Here x and
z are related by c dz = dxH(z), where the Hubble onstant
as a funtion of redshift is H(z) = H0
√
ΩΛ + Ωm(1 + z)3.
We hoose a oordinate system suh that x = 0 at the front
of the box and dene ∆z(x, z0) as the hange in redshift
from x = 0. We then onstrut the Lyα optial depth as
τα(z0 +∆z) =
cσα
(1 + z0)
√
π
∫
dx
nHI(x, z0)
b(x, z0)
× (12)
exp
[
−
(
xH(z0)+v(x,z0)(1+z0)−c∆z
(1+z0)b(x,z0)
)2]
,
where b(x, z0) ≡
√
2kBT (x,z0)
mp
(with kB the Boltzmann on-
stant), nH(z) = 1.12 × 10−5(1 − Y )Ωb(1 + z)3h2 cm−3 =
1.83×10−7(1+z)3 cm−3 (with Y the helium mass fration),
and σα is the Lyα ross setion, whih an be alulated as
Figure 11. Top: Measured and simulated ux PDFs of the
Lyman-α forest at two representative redshifts. Measurements
are taken from MDonald et al. (2000) over redshift ranges of
2.09 ≤ z ≤ 2.67 (left panel) and 2.67 ≤ z ≤ 3.39 (right
panel), respetively, while simulations are at xed redshifts of
2.5 (left panel) and 3 (right panel). Bottom: Measured and simu-
lated ux two-point orrelation funtions of the Lyman-α forest;
ξ(∆v) =< δF (v)δF (v+∆v) > where δF = F/F¯−1, at two repre-
sentative redshifts. The triangles are measurements by MDonald
et al. (2000) over redshift ranges of 2.09 ≤ z ≤ 2.67 (left panel)
and 2.67 ≤ z ≤ 3.39 (right panel) respetively and the irles
are measurements by Croft et al. (2002) over redshift ranges of
2.31 ≤ z ≤ 2.62 (left panel) and 2.88 ≤ z ≤ 3.25 (right panel).
Again the simulations, represented by the solid lines, are at xed
redshifts of 2.5 (left panel) and 3 (right panel).
σα = (3πσT /8)
1/2fλ0, (13)
where λ0 is the restframe wavelength of the transition, f is
the appropriate osillator strength, and σT = 6.25 × 10−25
is the Thomson ross setion. For Lyα, λ0 = 1215 Å and
f = 0.4162, whih gives σα = 4.45×10−18cm.With eq. (13)
in hand, we are able to onstrut simulated UVES spetra
of the Lyman-α forest by staking vetors of optial den-
sity omputed from randomly extrated sightlines. These
are then onvolved with a Gaussian smoothing kernel with
a width of 4.4 km s
−1
(orresponding to the UVES reso-
lution) and rebinned onto a 205,000 array of wavelengths,
using the UVES pixelization from 3,050 to 10,430 Å. Rather
than interpolate between simulation outputs, however, we
rst turn our attention to a areful omparison between ob-
servations and limited segments of spetra at xed redshifts,
onentrating on two main quantities: the probability distri-
bution funtion, a single-point quantity that is sensitive to
the overall temperature and J22 evolution bakground, and
the two-point orrelation funtion, a measure of the spatial
distribution of the gas.
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5.3 Tests of The Numerial Hydrogen
Distribution
The probability distribution (PDF) of the transmitted ux
was rst used to study the Lyα forest by Jenkins & Ostriker
(1991) and sine then has been a widely used tool for quan-
tifying the mean properties of the IGM (e.g. Rauh et al.
1997, MDonald et al. 2000). In the upper panels of Figure
11 we ompare the PDF as measured by MDonald et al.
(2000) to that generated from 20 simulated spetra at rep-
resentative redshifts of 2.5 and 3.0. In order to obtain the
good agreement seen in this gure, it was neessary to ad-
just the assumed J22 values to 4.7 at z = 2.5 and 3.7 at z =
3 (orresponding to photoionization rates of 1.3× 10−12 s−1
and 1.0 × 10−12 s−1), down from the values of 5.4 and 4.7
(orresponding to photoionization rates of 1.7 × 10−12 s−1
and 1.5× 10−12 s−1) respetively, that were assumed in the
simulations.
This results in a slight inonsisteny between the simu-
lated ρ-T relation and the one that would have arisen if we
had repeated the simulation with our t values of J22. In
pratie however, this dierene is unimportant in relation
to our primary goal of onstruting simulated metal lines. It
is dwarfed by eets due to the unertain evolution of the
UV bakground at higher redshifts (e.g. Hui & Gnedin 1997;
Hui & Haiman 2003), unertainties in the normalization of
the quasar spetra (e.g. MDonald 2000) and the extrapola-
tion of the UV bakground from 912Å to the shorter wave-
lengths relevant for C iv and Si iv (e.g. Haardt & Madau
2001). Thus our approah is more than adequate for the pur-
poses of this study. With our assumed bakground values,
the mean uxes at z = 2.5 and 3.0 are 0.794 and 0.692 re-
spetively, while the observed values are 0.818 ± 0.012 and
0.684 ± 0.023.
As a seond test of our simulations, we onstruted the
Lyman-α ux orrelation funtion ξ(∆v) =< δF (v)δF (v +
∆v) >, whih primarily provides a validation of our assumed
primordial power spetrum P (k) and its evolution in our
simulation. Beginning with Croft et al. (1998), the diret
inversion of the one dimensional power-spetrum of the Lyα
ux has been seen as one of the best onstraints on the shape
of the mass power spetrum on intermediate sales (e.g. Hui
1999; MDonald et al. 2000; Pihon et al. 2001; Croft et al.
2002; Viel, Haehnelt, & Springel 2004).
Again, this quantity is straightforward to extrat from
our simulated spetra. The resulting values are shown in the
lower panels of Figure 11, in whih we ompare them to mea-
surements by MDonald et al. (2000) as well as Croft et al.
(2002). As in the single-point ase, our simulations are gen-
erally in good agreement with the observed values. In fat,
at z = 2.5, our simulated values are well within the range
of values braketed by the weakly disagreeing observational
results. At z = 3.0, our simulated values provide a slight un-
derpredition at small separations, although this is only just
outside the 1-σ error in the urrent measurements. In sum-
mary then, the gas properties of our numerial simulation
are more than adequate to provide a rm basis for the on-
strution of Ly-α spetra, while at the same time ontaining
suient resolution to allow us to push toward the denser
regions assoiated with metal-line absorption systems.
Figure 12. Abundanes of various speies as a funtion of total
hydrogen number density for a 10−2 Z⊙ gas exposed to a Haardt
& Madau (2001) bakground at z = 2.5 In the upper left panel,
the temperatures orresponding to eah of the urves are, from
top to bottom, 103.75 K (dotted), 104 K (solid), 104.25 K (dot-
dashed), 104.5 K (dashed), 104.75 K (dotted), 105.0 K (solid),
105.25 K (dot-dashed), 105.5 K (dashed), 105.75 K (dotted), and
106.0K (solid). Similar labeling is used in the other panels. The
vertial lines give the mean hydrogen number density at z = 3
and 2 while the horizontal lines give the total abundane of eah
of the elements.
6 MODELING METAL ENRICHMENT
6.1 Calulation of Observed Metal Lines
Extending the methods of 5.2 to onstrut the spatial dis-
tribution of metal lines requires us to adopt an overall spe-
tral shape for the ionizing bakground, as well as a more de-
tailed alulation of the densities of various speies. Here we
assume a UV spetrum as predited by the updated models
of Haardt & Madau (2001; see also Haardt & Madau 1996)
at z = 2.5, but shifted suh that J22 is onsistent with the
levels found in §5. Assuming loal thermal equilibrium, we
then make use of CLOUDY94 (Ferland et al. 1998; Ferland
2000) to onstrut tables of the relevant speies as a funtion
of temperature and density at eah of these redshifts, for a
harateristi metalliity of 10−2Z⊙. Self-shielding in opti-
ally thik regions was not taken to aount. The resulting
speies densities are shown as a funtion of hydrogen num-
ber density and temperature in Fig. 12, whih is modeled
after Figure 2 of Rauh, Haehenelt, & Steinmetz (1997).
In this gure, we see that, roughly speaking, C iv traes
the widest range of environments, while Si iv, Mg ii, and
Fe ii probe progressively denser regions. Thus while an ap-
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Figure 13. Correlation funtions and olumn density distributions for models in whih metalliity is assumed to be onstant throughout
the simulation, or a simple funtion of density. The lled points in the upper panels show high-metalliity models in whih Z = 10−1Z⊙
and Z = ∆2/310−2Z⊙, while the lled points in the lower panels show lower metalliity models in whih Z = 10−2Z⊙ and Z =
∆2/310−3Z⊙. Fifty-seven simulated QSO sightlines were averaged in the high-metalliity models and 114 were averaged in the lower-
metalliity ases. The open irles give the measured C iv orrelation funtion, and the dashed lines give the t to the olumn density
distribution as in Figure 1.
preiable level of C iv is found in only a few times overdense
z = 3 gas, omparable levels of Si iv are ahieved only in
denser regions with ∆ ≡ ρ(x)/ρ¯ ≈ 10; and while Mg ii is
found at similar densities to Si iv, Fe ii is only detetable
in ∆ ≥ 100 regions, orders of magnitude denser than most
C iv regions.
Similarly, C iv is detetable over a large temperature
range, overing from 10
4
K up to ≈ 106 K. While Si iv is
also relatively stable with respet to temperature hanges,
Mg ii and Fe ii are muh more fragile, and their abundanes
fall away quikly above ≈ 105 K. From these results, we see
that the orret modeling of Si iv requires simulations that
probe to densities ≈ 10 times higher than those most rele-
vant to C iv, although ξC iv(v) and ξSi iv(v) trae eah other
losely. Thus while our numerial modeling was arried out
at the highest resolution possible, we nevertheless limit our
omparisons to C iv to minimize any remaining numerial
eets.
6.2 A Nonloal Dependene
Having determined the number densities of eah of the
speies of interest as a funtion of temperature and density
in a 10−2Z⊙ medium, we then applied these alulations to
extrat simulated metal absorption spetra from our simu-
lations. As a rst step, following Rauh, Haehnelt, & Stein-
metz (1997), we assumed a onstant metalliity aross the
simulation volume and extrated sightlines of τC iv using an
appropriately modied version of eq. (13):
τC iv,i(z0 +∆z) =
cσC iv,i
(1 + z0)
√
π
∫
dx
nC iv(x, z0)
bCiv(x, z0)
× (14)
exp
[
−
(
xH(z0)+v(x,z0)(1+z0)−c∆z
(1+z0)bC iv(x,z0)
)2]
,
where now bC iv(x, z0)≡
√
2kBT (x,z0)
12mp
, nC iv(z) is the mean
C iv density, and σC iv,i is the ross setion orresponding
to the ith absorption line of the C iv doublet. These we
ompute diretly from eq. (13) taking (λ0,C iv,1, λ0,C iv,2) =
(1548.2, 1550.8) and (fC iv,1, fC iv,2) = (0.1908, 0.09522). For
the low metalliities relevant for the IGM, the eets of
hanging metalliity an be modeled as a simple linear shift
in the speies under onsideration.
In ontrast with the xed-redshift omparisons de-
sribed in 5, our goal was to onstrut simulated data sets
that orresponded as losely as possible to the full ESO
Large Program data set. In this ase, instead of staking
together spetra drawn from a single output, we instead al-
lowed for redshift evolution: drawing slies from the output
that most losely orresponded to the redshift in question,
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taking n ∝ (1+z)3, and interpolating between CLOUDY ta-
bles with appropriate J22 values. Finally, we applied Poisson
noise orresponding to a signal-to-noise of 100 per pixel.
Eah spetrum generated by this method was subjet to
the same two-step identiation proedure that was applied
to the real data, and the resulting ts were subjet to the
same N and b uts desribed in 2.2. The line lists ompiled
in this way were then used to generate orrelation funtions
and olumn density distributions that diretly parallel those
alulated from the Large Program data set.
These are shown in Fig. 13, in whih we explore a low-
metalliity model (10−2Z⊙) roughly onsistent with pre-
vious estimates (e.g. Rauh, Haehnelt, & Steinmetz 1997;
Shaye et al. 2003) as well a higher-metalliity model
(10−1Z⊙). Note that at these metalliities, hanges in Z
an be modeled simply by boosting the C iv density derived
from the CLOUDY tables by a linear fator. Inreasing the
metalliity by a fator of 10 in this way has very little ef-
fet on the orrelation funtion: dereasing ξC iv(v) in the 20
and 35 km s
−1
bins by roughly a fator of 1.5, while leaving
the rest of the orrelation funtion largely unhanged. In all
ases these values fall far short of the lustering levels seen in
our observational data, and they lak the onspiuous bend
observed at ≈ 150 km s−1.
However, hanging metalliity has a large eet on
the olumn density distribution. The low-metalliity model
is onsistent with observations over the range of 12.5 ≤
logN [cm−2] ≤ 13.5, and slightly overpredits the number of
large omponents (whih have a negligible impat on the or-
relation funtion). The high-metalliity model, on the other
hand, overpredits the number of omponents for all olumn
densities logN [cm−2] ≥ 13.0.
The poor t to the orrelation funtion is perhaps not
surprising given the known inhomogeneity of the IGM metal
distribution (e.g. Rauh, Haehnelt, & Steinmetz 1997). Most
reently, this has been quantied by Shaye et al. (2003),
who applied a pixel optial depth method to derive a non-
linear relation between the loal overdensity ∆ of hydrogen
and the loal arbon abundane. Over a large range of envi-
ronments, they found [C/H ] ∝ ∆2/3H with a large variane.
Is it possible that aounting for this relationship would be
able to resolve the disrepany in ξC iv(v)? In order to ad-
dress this question, we repeated our experiment, assuming
that the loal density followed the best-t relationship de-
rived by Shaye et al. (2003). Again we onsidered both high
and low metalliity models, resulting in orrelation funtions
and olumn density distributions that are shown in Fig. 13.
As our results, whih depend on a line-tting proedure,
are biased to the densest regions, the zero point metalli-
ity of these models are naturally shifted to lower values.
Thus, the ∆2/310−2Z⊙ and the ∆
2/310−3Z⊙ models shown
in these gures yield similar numbers of omponents as the
single metalliity 10−1Z⊙ and 10
−2Z⊙ models, respetively.
In partiular, the lower metalliity model allows us to obtain
good agreement with the observed olumn density distribu-
tion, while assuming mean metalliity values more in line
with previous estimates (e.g. Hellsten et al. 1997; Rauh,
Haehenelt, & Steinmetz 1997; Shaye et al. 2003).
Introduing a ∆ dependene has almost no eet, how-
ever, on the orrelation funtion, neither boosting it at low
separations nor introduing a feature at ≈ 150 km s−1. Thus
is appears that this nonlinear relationship is not the soure of
the lustering properties of the metal-line omponents, and
rather that the large variane seen in the pixel-by-pixel re-
sults hides a third parameter that determines these features.
In fat, in Paper I, we desribed just suh a key parameter,
the separation from a large dark-matter halo.
7 SOURCES OF INTERGALACTIC CARBON
IV
7.1 Distribution of Metals and Identiation of
Soures
While the observed features in the C iv orrelation funtion
an not be understood in terms of a loal nonlinear rela-
tionship between the metal and density distributions, we
saw in Paper I that these features ould be easily explained
in terms of the distribution of metal soures. In that work
we used a pure dark-matter model to desribe C iv ompo-
nents as ontained within bubbles entered around soures,
and we interpreted the amplitude and the knee in the C iv
orrelation funtion in terms of the soure mass and bubble
size, respetively. In this investigation we develop a similar
model, but make use of the full gas and CLOUDY modeling
desribed in 5 and 6.
Following Paper I, we adopt a parameterization in
whih all metals are found within a omoving radius Rs of
a dark matter halo whose mass is above a xed value, Ms.
To failitate omparison with our previous modeling, as well
as to allow for future omparisons with analyti approahes,
we identied all soures at a xed redshift of z = 3. In par-
tiular, halo detetion was performed using the HOP algo-
rithm (Eisenstein & Hut 1998) with parameters δpeak = 160,
δsaddle = 140, and δouter = 80. The entres of these groups
were then traed forward in time to the z = 2.5 and 2.0
slies suh that exatly the same groups ould be seleted
from all the simulation slies, aounting for appropriate pe-
uliar motions.
As in Paper I, our hoie of z = 3 is not meant to imply
that enrihment ourred at this redshift, but rather that it
ourred at an unknown redshift higher than the observed
range, entered on groups whose large-sale lustering was
equivalent to z = 3 objets of mass Ms. For eah hoie
of Rs and Ms, we then painted bubbles of metals on our
simulations, as illustrated in Fig. 14. While inreasing Rs
has the obvious eet of inreasing the volume lling fator
of metals, inreasing Ms not only lowers this lling fator,
but also lusters the bubbles more strongly. This an be
most easily seen by omparing models with similar lling
fators. For example, omparing the Ms = 1 × 1011M⊙,
Rs = 1.6 omoving Mp slie to theMs = 5×1011M⊙, Rs =
2.4 omoving Mp slie indiates that a similar fration is
enrihed with metals in both ases, but these regions are
spread over a onsiderable area in the lower-mass ase and
onentrated into dense knots in the higher-mass ase.
7.2 Properties of Carbon-IV
From slies suh as those shown in Fig. 14 we were able
to generate simulated QSO absorption spetra, in a manner
exatly parallel to that desribed in 6.2: drawing lines-of-
sight for the various time outputs, pieing them together by
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Figure 14. The C iv distribution of a z = 3 slie in the simulation, dark regions are those ontained within a distane Rs from a dark
matter halo of mass Ms, with parameters as labeled in the panels. These regions are used in onstruting simulated spetra, while all
gas outside them is onsidered to be metal-free. From left to right, and then top to bottom, the overall volume lling fators of these
models are: 3.3%, 8.6%, 16.1%; 3.4%, 8.6%, 16.7%; and 1.7%, 5.5%, 11.6%
evolving the mean density, interpolating between CLOUDY
tables, and applying realisti levels of Poisson noise. In this
ase the metalliity was assumed to be at a xed value Zb
within eah bubble, and zero everywhere else. Note, however,
that our measurements are insensitive to C iv omponents
with olumns below 1012 m−2, a thus a more widely dis-
persed, lower-level ontribution to IGM metals (e.g. Shaye
et al. 2003; Bergeron & Herbert-Fort 2005) an not be ex-
luded.
In Paper I, our modeling made use of a parameter b˜
that ontrolled the impat parameter assoiated with eah
sub-lump within a bubble. In our more physial modeling,
this role is played by Zb, whih we xed at an initial value
of 1/20Z⊙. These spetra were again analyzed by our au-
tomated proedure, and in Figures 15 and 16 we ompare
the resulting orrelation funtions and olumn density distri-
butions with those measured in the Large-Programme data
set.
These plots reet the trends seen in the slies. In-
reasing the mass onentrates the metal into fewer regions,
boosting the orrelation funtion, partiularly at large sep-
arations. Inreasing Rs, on the other hand, impats the or-
relation funtion primarily at smaller separations, and has a
strong impat on the total number of C iv omponents de-
teted per spetrum. From Fig. 15, the best-t models are
the Ms = 5 × 1011M⊙ & Rs = 2.4 Mp, Ms = 1012M⊙ &
Rs = 2.4 Mp, and Ms = 10
12M⊙ & Rs = 3.2 Mp ases,
with lling fators of 5.5%, 8.6%, and 11.6% respetively
although several of the lower lling-fator ases produe so
few lines as to be diult to evaluate in detail. Similar ll-
ing fators have been advoated by Pieri & Haehnelt (2005)
on the basis of O vi measurements. The large Ms values
we derive are also suggestive of the regions around Lyman-
Break galaxies (LBGs), whih are observed to be lustered
like ≈ 1011.5M⊙ halos at z = 3 (Poriani & Giavaliso 2002),
and for whih a strong ross-orrelation with C iv absorbers
has been measured (Adelberger et al. 2003). It is also rem-
inisent of the assoiation between galaxies and C iv ab-
sorbers put forward in BSR03.
In Fig. 16 we better quantify the number of omponents
in eah model, by onstruting simulated olumn density
distributions as disussed in 3.1. Here we see that regardless
of our hoie of soure mass and bubble radius, all these
models fall short of reproduing the observations. Due to
the relatively small lling fators of suh bubble models, our
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Figure 15. Correlation funtion of simulated C iv omponents, with an assumed bubble metalliity of 1/20Z⊙. Panels are labeled by
their assumed Ms in units of M⊙ and Rs in units of omoving Mp. In eah panel the open irles summarize the observational results,
while the lled irles represent the experimental results, as averaged over 114 spetra. Eah panel is labeled by the average number of
C iv omponents deteted per simulated spetrum.
hoie of Zb = 1/20Z⊙ is not able to generate the relatively
large number of C iv absorbers seen in the data.
In order to improve this agreement then, we onsidered
a model in whih we assume a higher bubble metalliity of
Zb ≈ 0.2Z⊙, generating the ξC iv(v) and log f(N) values seen
in Figures 17 and 18. As was the ase for our b˜ parameter
in Paper I, varying Zb has relatively little impat on the
C iv orrelation funtion, although the inreased number of
omponents does result in less noise.
Thus the high-metalliity simulations display the same
trends and best-t models as were seen in the lower Zb ase,
however the improved signal allows us to distinguish the
Ms = 10
12M⊙, R = 2.4 Mp model as a somewhat better
math to the data than theMs = 5×1011 M⊙, R = 1.6 Mp
andMs = 10
12M⊙, R = 3.2Mp models. The improved sig-
nal in Fig. 17 also enables us to rejet ases with very low
lling fators. In partiular, we see that the models with the
smallest bubble sizes do not reprodue the observed ≈ 150
km s
−1
elbow, exeeding the measured ξC iv(v) at small sep-
arations. Furthermore, models with Ms = 10
11M⊙ are now
seen to fall far short of the observed orrelation funtion at
large separations, partiularly if we onsider the models with
Rs ≥ 0.8, whih are not overly peaked at small distanes.
Finally, assuming a mean bubble metalliity of 1/5Z⊙
has a large impat on the olumn density distribution, ap-
proximately doubling the number of deteted omponents
and bringing our best-t model in rough agreement with
the data, although perhaps even this value is slightly low
in our best-t ases. It is lear that we are fored toward
these values beause muh of the gas around ≈ 1012M⊙ is
heated by infall above ≈ 105.5 K, and thus it is largely in the
outskirts of our bubbles in whih C iv absorbers are found.
While, at fae value, this metalliity is widely disrepant
with other estimates, there are nevertheless two reasons to
take it seriously. Firstly, the dense metal-rih regions in
our model are observed to be enrihed to similar levels at
z = 1.2. At this point, the LBG-sale halos around whih
we have plaed our metals are expeted to have fallen into
lusters, and thus the IGM gas is detetable through X-ray
emission in the intraluster medium (ICM). In fat, detailed
Chandra and XMM-Newton observations indiate ICM iron
levels of Z = 0.20+0.10
−0.05 at z = 1.2 (Tozzi et al. 2003), im-
plying that at even higher redshifts these metals have been
eiently mixed into the diuse gas that forms into lus-
ters. Seondly, we note that more than enough star forma-
tion has ourred by z = 2.3 to enrih these regions to our
assumed values. Indeed, omparisons between the integrated
star formation history and more standard estimates of IGM
metalliity have shown that a large fration of z ≈ 2 metals
have so-far esaped detetion (Pettini 1999). Thus, we nd
no ompelling reason to dismiss this high metalliity value
as spurious, although we emphasize that it has no diret
impat on our derived lustering masses and bubble sizes.
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Figure 16. Column density distribution of simulated C iv absorption omponents, with an assumed bubble metalliity of 1/20Z⊙.
Models are as in Fig. 16 and in eah panel the lled points represent the simulation results, while the dashed line is the t given in Figure
1.
8 AN ANALYTIC MODEL
While our simulated bubble model provides a ompelling
piture of the C iv and Si iv distribution at z ≈ 2 − 3,
it leaves open the question as to properties of Mg ii and
Fe ii. Yet the detailed modeling of these speies is beyond
the apabilities of our simulation. As we saw in 6.1, the en-
vironments of Mg ii and Fe ii are denser than C iv and Si iv,
partiularly in the ase of Fe ii. Even more onstraining is
the fat that almost all our detetions of these systems fall
well below our nal simulated redshift of 2, with the major-
ity lying in the 0.5 <∼ z <∼ 1.5 redshift range.
In Fig. 9 we saw that while the overall shape and or-
relation funtion of these speies is omparable to that ob-
served in C iv and Si iv, the magnitude and long-separation
tail of ξ(v) are shifted upwards by a fator assoiated with
the osmologial growth of struture. While reproduing
these trends is beyond the apabilities of our simulation,
they an nevertheless be studied from an approximate ana-
lyti perspetive.
8.1 Derivation
In 7 we found good agreement between our observations
and a model in whih we painted metals around biased re-
gions in our simulation. Analytially this orresponds to
a piture in whih the metal lines observed at zobs ome
from lumps that are within a xed radius of the soures
of IGM metals. These pollution soures are assoiated with
relatively rare objets of mass Mp that ejeted metals into
surroundings at a high redshift zp > zobs. After enrihment
these omponents ontinue to luster gravitationally to zobs.
In the numerial simulations, these pollution entres are
identied with the galaxies of massMs at a redshift of z = 3.
However, this mass and redshift were intended only to quan-
tify the bias of soures, and it is more probable that they are
really related to less massive, higher redshift objets, whih
exhibit similar lustering properties (Sannapieo 2005).
Let us onsider then four points: the entres of two
lumps (1 and 2), whih we observe as metal-line ompo-
nents, and the entres of two bubbles (3 and 4), whih or-
respond to the soures of pollution. We require that the pol-
lution soures orrespond to peaks [i.e. linear overdensities
with a ontrast larger than δcr ≡ 1.68D(zp)−1℄ at a redshift
zp > zobs and at a mass sale Mp. The lumps, on the other
hand, are assoiated with the C iv absorbers themselves,
and orrespond to peaks at a mass sale Mc. In the linear
approximation, these elds satisfy a joint Gaussian proba-
bility distribution whih is speied by the blok orrelation
matrix:
M =


ξcc(0) ξcc(r12) ξcp(r13) ξcp(r14)
ξcc(r12) ξcc(0) ξcp(r23) ξcp(r24)
ξcp(r13) ξcp(r23) ξpp(0) ξpp(r34)
ξcp(r14) ξcp(r24) ξpp(r34) ξpp(0)


≡
[
Mcc ccp
cpc Mpp
]
, (15)
where rij ≡ ||ri − rj ||, and ξpp, ξcc and ξcp refer respe-
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Figure 17. Correlation funtion of simulated C iv omponents, with an assumed bubble metalliity of 1/5Z⊙. Panels and symbols are
as in Fig. 16.
tively to the orrelation between pollution entres, satellite
lumps, and the ross orrelation between lumps and the
entres. The joint probability of having a peak of an ampli-
tude larger than δcr at the four points is given by
p(1, 2, 3, 4) =
1
4π2
√
det |M|
∫
∞
δcr
dδ1
∫
∞
δcr
dδ2 (16)
×
∫
∞
δcr
dδ3
∫
∞
δcr
dδ4
× e−
(δ1,δ2,δ3,δ4)
T
·M
−1
·(δ1,δ2,δ3,δ4)
2 .
We will evaluate this expression, assuming that the thresh-
old that denes the objet is high relative to the orrespond-
ing rms densities and taking the orrelation between the
metal line lumps and the entres of pollution to be small.
We shall not assume the smallness of the entre-entre nor
lump-lump orrelation, of whih the rst is the most im-
portant. In this limit
M
−1 ≈
[
M
−1
cc −M−1cc ccpM−1pp
−M−1pp cpcM−1cc M−1pp
]
, (17)
det |M| ≈ det |Mcc| · det |Mpp| , (18)
and
p(1, 2, 3, 4) ≈ 1
4π2
√
det |Mcc|
√
det |Mpp|
×
∫
∞
δcr
dδ1
∫
∞
δcr
dδ2e
− 1
2
(δ1,δ2)
T
·M
−1
cc ·(δ1,δ2)
×
∫
∞
δcr
dδ3
∫
∞
δcr
dδ4e
− 1
2
(δ3,δ4)
T
·M
−1
pp ·(δ3,δ4)
× e(δ1,δ2)T ·M−1cc ccpM−1pp ·(δ3,δ4). (19)
In the high peak limit, the last ross-orrelation term an
be fatored out from the integrals (see Appendix) yielding
p(1, 2, 3, 4) ≈ p(1, 2)p(3, 4)e(δcr ,δcr)T ·M−1cc ccpM−1pp ·(δcr ,δcr), (20)
where p(1, 2) and p(3, 4) are omputed from eq. (A12). Or,
expliitly,
p(1, 2, 3, 4) ≈ 1
4π2
ν−2cc ν
−2
pp C [c(r12), νcc] C [c(r34), νpp] (21)
× exp
[
− ν
2
cc
1 + ccc(r12)
− ν
2
pp
1 + cpp(r34)
+ νccνpp
× ccp(r13) + ccp(r24) + ccp(r14) + ccp(r23)
[1 + cpp(r34)] [1 + ccc(r12)]
]
,
where the funtion C(x, ν) is dened in the Ap-
pendix, and we dene the ross-orrelation oeients
as ccc ≡ ξcc(r)/ξcc(0), cpp ≡ ξpp(r)/ξpp(0), ccp ≡
ξcp(r)/
√
ξcc(0)ξpp(0), and the normalized density thresh-
olds as νcc ≡ δcr/
√
ξcc(0) and νpp ≡ δcr/
√
ξpp(0).
1
1
The ross-orrelation oeients ξcc(r)/ξcc(0) and
ξpp(r)/ξpp(0) reah unity at r = 0 and thus annot be assumed
small everywhere. At the same time ξcp(r)/
√
ξcc(0)ξpp(0) is
always less than unity if Mc and Mp do not oinide (Shwartz
Inequality). In partiular the smaller its maximum value,
© 0000 RAS, MNRAS 000, 000000
20 E. Sannapieo et al.
Figure 18. Column density distribution of simulated C iv absorption omponents, with an assumed bubble metalliity of 1/5Z⊙. Panels
and symbols are as in Fig. 17.
Note that in eq. (21) the orrelation funtions in the
denominator are not assumed to be small, whih allows for
proper aounting of the ase when two lumps or two pollu-
tion entres are the same. For example, setting r12 = r34 = 0
properly reovers the bivariant joint probability p(1, 3) to
nd a lump at a separation r13 from the entre of pollution
(equal in this ase to r14 = r23 = r24).
In our model only those lumps that lie within the
spherial bubble around some pollution entre are observed
to have metals. The orrelation funtion of lumps of mass
Mc that are within spherial bubbles around peaks orre-
sponding to the mass Mp, is dened as
p(δ1, δ3)p(δ2, δ4)
[
1 + ξ¯(r12)
]
≡ p¯(δ1, δ2, δ3, δ4), (22)
where the bar denotes averaging over position of pollution
entres within a distane Rs around two metal-rih lumps
at a xed separation r12. Note that our denition of the or-
relation funtion, ξ¯(r12), is not equivalent to the estimator of
the underlying orrelation funtion of all the lumps of mass
Mc, ξ(r12), nor is it equivalent to the onditional orrelation
funtion if there were a soure of metals (a high peak of the
sale Mp) in the viinity of every small halo, ξ¯c(r12), whih
would be given by
p(δ1)p(δ2)p¯(δ3, δ4)
[
1 + ξ¯c(r12)
]
≡ p¯(δ1, δ2, δ3, δ4). (23)
Furthermore, ξ¯(r12) depends on the underlying two-point
ahieved at r = 0, the larger the dierene between the sales
desribing the lumps and the pollution entres.
orrelation of small lumps, the orrelation of the soures,
and the ross-orrelation between lumps and soures. This
last term is subjet to the most modiation should the
physis of metal dispersal hange. However it mostly aets
the biased density of small lumps in the viinity of the
soures relative to the osmologial mean, whih is preisely
the exess fatored out in eq. (22).
Thus eq. (22) desribes the orrelation of metal ompo-
nents at the redshift of pollution, whih is dominated by the
lustering of the pollution soures. Subsequent gravitational
lustering of enrihed metals then leads to further ampli-
ation of the orrelation in the linear approximation as
ξ¯(r, zobs) = [D(zobs)/D(zp)]
2 ξ¯(r, zp), (24)
where D(z) is the linear density growth fator. This growth
is suggestive of the dierene between the C iv and Mg ii
orrelation funtions, as we saw in Fig 9, as well as the hints
of evolution seen in ξC iv(v) and ξMg ii(v) in Figs. 3 and 7.
8.2 Appliation to observed metal absorbers
In Figure 19 we t our analyti model to the data. In the
left panel we adopt the parameters used in our numer-
ial simulations, identifying metal pollution entres with
Mp = 10
12M⊙ objets at a redshift zp = 3 and metal
rih lumps with ollapsed objets of Mc = 10
9M⊙, with
Rs = 2.4 omoving Mp. At zobs = 2.3, the analyti t re-
produes the measured ξC iv(v) at large veloity separations,
where it is dominated by the orrelation between pollution
© 0000 RAS, MNRAS 000, 000000
The Soures of Intergalati Metals 21
Figure 19. Comparison of our analyti model with the data. Left
panel: Low-redshift model for metal soures. Dotted lines repre-
sent the linear lustering at zobs = 2.3 (lower) and zobs = 1.15
(upper) of lumps observed in the viinity of the pollution en-
tres, with Mp = 1012M⊙, Mc = 109M⊙ and zp = 3. Solid lines
show the eet of applying a non-linear orretion to these mod-
els. Finally, the dashed urve shows a nonlinear zobs = 1.15model
in whih Mp = 1012M⊙, and zp = 3, but now Mc = 1010M⊙.
Right panel: Lower solid urve orresponds to Mp = 3× 109M⊙,
Mc = 108M⊙, zpol = 7.5, zobs = 2.3, with no nonlinear orre-
tion applied. The upper solid line is a further linear extrapolation
of this model to zobs = 1.15. The upper dashed line is a linear
model again with zobs = 1.15 Mp = 3 × 10
9M⊙, zpol = 7.5, but
withMc raised to 109M⊙. For all urves the omoving size of the
bubble is 2.4 Mp.
entres, but it falls short at small veloities, where ξC iv(v)
is dominated by the lump distribution within eah bubble.
This is beause the smoothing imposed by hoosing
Mp ≈ 1012M⊙ is similar to the 2.4 Mp bubble size, and
thus our linear formalism is insuient to desribe distanes
less than Rs. In reality, the nonlinear ollapse of Mp would
have moved in new material to ll in this region. To mimi
suh nonlinear eets at small radii, we apply the presrip-
tion δcr → δcr + (1− 1/δcr)ξ (Mo & White 1996), resulting
in the dashed urve. This orretion, while rude, is seen to
reover a ξC iv(v) that is similar to our simulated 10
12M⊙,
Rs = 2.4 Mp ase (and thus the observed orrelation fun-
tion), onrming that the disrepany at small distanes is
aused by our neglet of nonlinear motions.
Next we turn our attention to Mg ii and Fe ii, whih are
observed at lower redshifts z ≈ 1.2. As we saw in Figure 9
the rise of the orrelation amplitude of these speies relative
to C iv and Si iv is generally in agreement with the hypoth-
esis of linear growth of gravitational lustering of a xed
population of objets from z = 2.3 to z = 1.15, although
there are signiant disrepanies at small radii. Again we
plot both a linear zpol = 3, Mp = 10
12M⊙, Mc = 10
9M⊙
model observed at zobs = 1.15 and a similar model in whih
a nonlinear orretion has been applied. While the nonlinear
urve does well at most radii, a shortfall is seen at z <∼ 100
km s
−1
, similar to the disrepany between the shifted
ξC iv(v) urve and the ξMg ii(v) urves in Figure 9. Based
on our plots of the speies fration as a funtion of envi-
ronment, an important dierene between these speies is
lear. As Mg ii an only survive in regions with a low ion-
ization parameter, it is biased toward muh denser regions
than C iv, whih orrespond in our analyti models to higher
lump masses. Raising Mc to 10
10M⊙ to aount for this ef-
fet leads to the dashed urve in the left panel, whih again
agrees well with the data.
As disussed above, however, it is likely that the origin
of metal pollution lies at higher redshift from soures of a
lower mass, whose omoving lustering properties are iden-
tial to M ≈ 1012M⊙ galaxies identied at z = 3. Indeed,
these biased high-redshift soures may be the progenitors
that later grew into large z = 3 galaxies. In the right panel
of Figure 19 we explore suh a high redshift model, in whih
we take zpol = 7.5 and Mp = 3 × 109M⊙, so that the bias
of our soures is the same as for Mp = 10
12M⊙, objets
forming at zp = 3. Adopting a similar νc as in the zp = 3
ase results in the solid urves. As the smoothing due to the
Lagrangian radius assoiated with Mp = 3×109 is minimal,
no nonlinear orretion is neessary and our simple model
provides a reasonable t to the C iv and Si iv omponents
observed at z = 2.3.
Similarly, extrapolation of the same objets to z = 1.15,
the mean redshift for Mg ii and Fe ii systems, mathes their
large sale (v > 300 km s−1) orrelations quite well, al-
though the data at these separations is sparse. At small ve-
loities the dierene between the environments of the two
speies beomes important, and linear saling does not om-
pletely explain the enhanement of orrelation amplitude
in Fe ii and Mg ii relative to C iv and Si iv. As in the
low redshift ase, if we assoiate these speies with larger
lumps, the t is muh improved at small radii, resulting in
the dashed urve.
In summary, our simple analyti model generally repro-
dues the features seen in our simulations of the C iv and
Si iv orrelation funtions, although a nonlinear orretion
is neessary in the zp = 3 model. Linearly extrapolating
these models to lower redshift results in a good t to Mg ii
and Fe ii at large distanes, although a t at smaller dis-
tanes requires us to use larger lump masses, assoiated
with denser environments. Finally, we nd that there is a
strong degeneray between Mp and zpol, with a family of
soures with similar biases produing aeptable ts.
9 CONCLUSIONS
While intergalati metals are ubiquitous, the details of how
these elements made their way into the most tenuous regions
of spae remains unknown. In this study we have used a
uniquely large, homogeneous, and high signal-to noise sam-
ple of QSO sightlines to pin down the spatial distribution of
these metals and ombined this with advaned automated
detetion tehniques and a high-resolution SPH simulation
to pin down just what we an learn from this distribution.
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Our study has been foused on four key speies: C iv and
Si iv, whih serve as traers of somewhat-overdense regions
from redshifts 1.5 to 3.0, and Mg ii and Fe ii, whih trae
dense, lower-redshift (z = 0.5 − 2.0) environments. No evo-
lution in the olumn density distributions of any of these
speies is deteted.
In the high-redshift ase, C iv and Si iv trae eah other
losely. For both speies, ξ(v), exhibits a steep deline at
large separations, whih is roughly onsistent with the slope
of the ΛCDM matter orrelation funtion and the spatial
lustering of z ≈ 3 Lyman break galaxies. At separations
below ≈ 150 km s−1, this funtion attens out onsiderably,
reahing a value of ξ(v) ≈ 50, if v <∼ 50 km s−1. Our data
also suggests that ξC iv(v) evolves weakly with redshift, at a
level onsistent with the linear growth of struture.
The distribution of metals as traed by ξC iv(v) is ex-
tremely robust. We nd that it remains almost ompletely
unhanged when minimum or maximum olumn density uts
are applied to our sample, even if they are so extreme as
to eliminate over two-thirds of the omponents. We have
also linked together C iv omponents into systems, using
a one-dimensional friends-of-friends algorithm, with linking
lengths of vlink = 25, 50, and 100 km s
−1
. In all ases,
the line-of-sight orrelation funtion of the resulting systems
mathes the original omponent orrelation funtion (within
measurements errors) at separations above vlink. Finally, the
Si iv/C iv ratio shows no lear dependene when binned as
a funtion of separation, suggesting that the features seen
in ξC iv(v) and ξSi iv(v) do not result from utuations in the
ionizing bakground.
Thus none of our tests indiate that the observed dis-
tributions of C iv and Si iv represent anything but the dis-
tribution of intergalati metals at z = 1.5− 3.0. This moti-
vated us to arry out a onfrontation between our C iv obser-
vations and detailed simulations of IGM metal enrihment,
whih paralleled previous omparisons for the Lyman-alpha
forest. Furthermore, the advaned automati-detetion pro-
edures desribed in 2.2 (see also Arail et al. 2005) allowed
us not only to ompare simulated and observed spetra, but
generate simulated line lists in a manner that exatly paral-
leled the observations.
Using these tools, we found that the observed features
of the C iv line-of-sight orrelation funtion an not be re-
produed if the IGM metalliity is onstant. Rather any suh
model falls far short of the observed ξC iv(v) amplitude and
fails to reprodue attening seen below ≈ 150 km s−1. Fur-
thermore, adopting a loal relation between overdensity and
metalliity, as observed by Shaye et al. (2003), has little or
no eet on these results.
On the other hand, rough agreement between simulated
and observed C iv orrelations is obtained in a model in
whih only a fration of the IGM is enrihed. Emulating
the simple model in Paper I, we explored a range of models
in whih metals were onned within bubbles of radius Rs
about z = 3 soures of mass Ms, where these quantities are
not meant literally as soure redshifts and masses, but rather
as traers of the bias of the zpol ≥ 3 soure population.
Varying these quantities, we derived parameters that suggest
large metal bubbles, Rs ≈ 2 omoving Mp, around highly-
biased soures, with Ms ≈ 1012M⊙.
These results are suggestive of the assoiation between
galaxies and C iv absorbers put forward in BSR03, and the
high ross-orrelation between LBGs and C iv absorbers
measured by Adelberger et al. (2003). Yet this does not mean
that LBGs are the soures of intergalati metals, only that
the zpol ≥ 3 soures were biased like LBGs. In fat, the
ase for outows esaping lower-redshift starbursts is muh
more onvining than for dwarves (Martin 2005). Similarly,
Rs need not be interpreted as the ejetion radius of eah
soure, but instead as the distane at whih bubbles from
multiple soures overlap. Our best t Ms and Rs values are
independent of the assumed bubble metalliity, although the
low
<∼ 10% volume lling fators of these models fores us
to use large ≈ 1/5Z⊙ values to reprodue the observed C iv
olumn density distribution. Note however that given the
high bias of our enrihed regions, suh metalliities may be
neessary to reonile z ≈ 2.3 measurements with z ≈ 1.2
observations of the iron ontent of the ICM in high-redshift
galaxy lusters (Tozzi et al. 2003).
At lower redshifts, the line-of-sight orrelation funtions
of Mg ii and Fe ii are onsistent with the same enrihed
regions seen in C iv and Si iv, but now passively evolved
down to z ≈ 1.2. Again both ξMg ii(v) and ξFe ii(v) trae
eah other losely, and exhibit the same steep deline at
large separations and attening at small separations as were
seen in ξC iv(v) and ξSi iv(v). Also as in the higher redshift
ase, the Mg ii orrelation funtion remains unhanged when
minimum and maximum olumn density uts are applied,
and linking together Mg ii omponents into systems has no
strong impat on ξMg ii(v) outside separations orresponding
to the linking length.
Although Mg ii and Fe ii are deteted in regions that
an not be simulated numerially, we are nevertheless able
to develop an analyti model that allows for a simple anal-
ysis of these speies. Testing our model against ξC iv(v) and
ξSi iv(v), we nd generally good agreement with the data
for similar values of mass and Rs as in the numerial ase.
Pushing the model to lower redshift, we nd that the same
parameters do well at reproduing the lustering proper-
ties of Mg ii and Fe ii, espeially when we aount for the
fat that the speies are found in denser environments. Fi-
nally, we also nd agreement with the observed ξC iv(v) and
ξSi iv(v) at z = 2.3 and ξMg ii(v) and ξFe ii(v) at z = 1.15
and a high-redshift analyti model in whih zp = 7.5 and
Mp = 3 × 109M⊙, illustrating the strong degeneray be-
tween Mp and zp for similarly biased soures.
Taken together, our z ≈ 2.3 and z ≈ 1.2 measurements,
numerial simulations, and analyti modeling paint a on-
sistent piture of IGM enrihment. The distribution of inter-
galati metals does not appear uniform, nor simply depen-
dent on the loal density, but rather it bears the signature
of the population from whih it ame. While the z ≥ 3 red-
shift of metal ejetion is unknown, a joint onstraint on the
masses and redshifts of the objets responsible for IGM pol-
lution remains ompelling. Models of IGM enrihment must
ome to terms with the observed biased soures of inter-
galati metals.
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APPENDIX A: TWO POINT JOINT PROBABILITY DISTRIBUTION OF HIGH PEAKS IN
GAUSSIAN FIELDS
In this setion we present formulas for the joint two point probability for the peaks in the Gaussian eld that are used in our
analyti model. These allow for the pair of peaks to have dierent sales and improve on the asymptoti results for the high
peaks.
In the standard osmologial piture one identies a ollapsed objet of mass M with a peak of height δ > δcr in the
density eld δ(x), smoothed with a top-hat window funtion W (R) with the sale R =
(
3M
4πρ¯
)1/3
. In the limit of large height
the geometrial peaks of the Gaussian eld an be approximately desribed as just the regions of high eld values. This is the
approximation that we adopt.
We shall need, rst, the variane of the smoothed density eld
σ2 =
∫
P (k)W 2(kR)k2dk, (A1)
where P (k) is the power spetrum of the density eld and the Fourier image of the top-hat window is
W (kR) ≡ 4πR3
[
sin kR
(KR)3
− cos kR
(KR)2
]
, (A2)
and, seond, the orrelation funtion between the values of the eld at two positions, separated by the distane r12 = x1− x2
ξ(r12) =
∫
P (k)
sin(kr12)
kr12
W (kR1)W (kR2)k
2dk, (A3)
where the value at point 1 is taken after the eld is smoothed on a sale R1 while at the point 2 the eld is evaluated after
smoothing on a sale R2. If R1 = R2, then ξ(0) = σ
2
, while in general ξ(0) ≤ σ1σ2.
To evaluate the probability distribution funtions used in 8 we begin with the well-known result for the one point
probability of the eld height to exeed δcr :
p(1) =
1√
2πσ
∫
∞
δcr
dδ1 exp
[
− δ
2
1
2σ21
]
∼ 1√
2π
σ1
δcr
exp
[
− δ
2
cr
2σ21
]
=
1√
2π
ν−11 exp
[
−ν
2
1
2
]
, (A4)
where ν1 ≡ δcr/σ1. Here 1 refers both to the (arbitrary) point where the eld is evaluated, as well as to the sale it was
smoothed with, R1.
Next we evaluate the asymptoti behaviour at large δcr ≫ σ for the joint two-point probability
p(1, 2) =
1
2π
√
σ21σ
2
2 − ξ(r12)
∫
∞
δcr
dδ1
∫
∞
δcr
dδ2 exp
[
−1
2
δ1σ
2
2 + δ2σ
2
1 − 2ξ(r12)δ1δ2
σ21σ
2
2 − ξ2(r12)
]
, (A5)
paying attention to the prefators to the exponential terms. In general σ1 6= σ2, but when δ1 and δ2 represent the same eld
smoothed with the same lter taken at two dierent points (the ase that we mostly need in this paper) σ1 = σ2. Introduing
unorrelated variables x = δ1σ2+δ2σ1
δcrσ2+δcrσ1
and y = δ1σ2−δ2σ1
σ1σ2
, we obtain
p(1, 2) =
δcr(σ1 + σ2)
4π
√
σ21σ
2
2 − ξ2(r12)
∫
∞
1
dx exp
[
−1
4
δ2cr
σ1σ2
(σ1 + σ2)
2
σ1σ2 + ξ(r12)
x2
]∫ δcr[x(σ1+σ2)−2σ1]
σ1σ2
δcr[2σ2−x(σ1+σ2)]
σ1σ2
dy exp
[
−1
4
σ1σ2
σ1σ2 − ξ(r12)y
2
]
. (A6)
This integral is of Laplae type I =
∫
∞
1
dx e−αφ(x)f(x), α =
δ2cr
σ1σ2
whih for large α asymtotially aumulates at the lower
integration boundary over the interval x ∈ [1, 1+∆x], ∆x = 2σ1σ2
δ2cr
σ1σ2+ξ(r12)
(σ1+σ2)2
. Asymtoti expansion is straightforward if one
an expand f(x) in the Taylor series near x = 1
f(x) ≡
∫ δcr[x(σ1+σ2)−2σ1]
σ1σ2
δcr[2σ2−x(σ1+σ2)]
σ1σ2
dy e
− 1
4
σ1σ2
σ1σ2−ξ(r12)
y2 ≈ 2 (x− 1) δcr(σ1 + σ2)
σ1σ2
exp
[
−1
4
δ2cr
σ1σ2
(σ1 − σ2)2
σ1σ2 − ξ(r12)
]
, (A7)
in whih ase we get
p(1, 2) ≈ 2
π
σ1σ2
δ2cr
[σ1σ2 + ξ(r12)]
3/2
(σ1 + σ2)2(σ1σ2 − ξ(r12))1/2 exp
[
−1
2
δ2cr
σ21 + σ
2
2 − 2ξ(r12)
σ21σ
2
2 − ξ2(r12)
]
. (A8)
Two things are notable. First is the prefator (σ1σ2)/δ
2
cr. Seond, we nd that for small orrelations the eet in the
exponent where small ξ/σ1σ2 is multiplied by δcr/σ1σ2 dominates the orretion from the prefator. Thus, as a leading order
approximation, we an aount for small orrelations by fatoring out the exponential orrelation term from the original
expression, with the values of the eld replaed by the threshold values.
In reality, the asymptotis in eq. (A8) do not give an aurate approximation if orrelations are strong ξ(r12) → σ1σ2,
espeially sine our threshold parameter δcr/σ may not be very large. This is denitely the ase for a distribution of idential
objets at short distanes, sine then ξ(r → 0) = σ2. More aurately, the Taylor expansion of f(x) in eq.(A7) is not
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suitable when the width of the relevant integration range ∆y = δcr∆x(σ1 + σ2)/(σ1σ2) exeeds the width of the Gaussian√
[σ1σ2 − ξ(r12)] /(σ1σ2). In this ase, however, the integration over y an be extended to ±∞. With subsequent asymptoti
analysis of the integral over x this gives
p(1, 2) ≈ 1√
π
√
σ1σ2
δcr
√
σ1σ2 + ξ(r12)
σ1 + σ2
exp
[
−1
4
δ2cr
σ1σ2
(σ1 + σ2)
2
σ1σ2 + ξ(r12)
]
,
2√
σ1σ2 − ξ(r12)
σ1σ2 + ξ(r12)
σ1 + σ2
≫ δcr√
σ1σ2
≫ 1 (A9)
The general eqs. (A8)-(A9) are muh simpler in the ase when varianes are idential σ21 = σ
2
2 = ξ(0). Dening the ross
orrelation oeient c(r12) = ξ(r12)/ξ(0) and speifying aurately the range of validity of eq. (A8) gives
p(1, 2) ≈ 1
2π
ν−2 A [c(r12)] exp
[
− ν
2
1 + c(r12)
]
, ν ≫ max
(
1,
1 + c(r12)√
1− c(r12)
)
, (A10)
p(1, 2) ≈ 1√
2π
ν−1 B [c(r12)] exp
[
− ν
2
1 + c(r12)
]
,
1 + c(r12)√
1− c(r12)
≫ ν ≫ 1 , (A11)
where smooth funtions A(x) ≡
√
(1+x)3
1−x
x→0−→ 1 and B(x) ≡
√
1+x
2
x→1−→ 1. As expeted, p(1, 2) c→0−→ p(1)p(2) and p(1, 2) c→1−→
p(1). It is important to note that the probability is additionally enhaned by ν = δcr/σ when orrelations are strong.
Finally, we ombine equations (A10)-(A11) into the uniform approximation
p(1, 2) ≈ 1
2π
ν−2 C [c(r12), ν] exp
[
− ν
2
1 + c(r12)
]
, ν ≫ 1, (A12)
with the help of an interpolating funtion, C(x, ν), suh that C(0, ν) = 1, C(1, ν) = ν
√
2π. The hoie
C(x, ν) =
ν
√
π
√
(1 + x)3(
ν
√
π − 1
)√
1− x+ (1 + x) (A13)
reets both the details of the funtions A(x) and B(x) and of the transition between equations (A10)-(A11).
In the weak orrelation regime, the formula (A12) oinides with the lassi result of Kaiser (1984). At the same time
in the strong orrelation regime, the result (A12) shows that the orrelation between regions of high density is additionally
enhaned by
√
2πν fator. Although our result is rigorous for the points of high exursions of the eld at all separations r,
the interpretation of the last regime in terms of peak, or objet, orrelation, is questionable at r < R1 + R2 when the two
high-density points likely belong to the same peak.
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