Abstract-The fast development of microscopy imaging techniques nowadays promotes the generation of a large amount of data. These data are very crucial not only for theoretical biomedical research but also for clinical usage. In order to decrease the inter-intra observer variability and save the human effort on labeling and classifying these images, a lot of research efforts have been devoted to the development of algorithms for biomedical images. Among such efforts, histology image classification is one of the most important areas due to its broad applications in pathological diagnosis such as cancer diagnosis. To improve classification accuracy, most of the previous work focuses on extracting more features and building algorithms for a specific task. This paper proposes a framework based on the novel and robust Collateral Representative Subspace Projection Modeling (C-RSPM) supervised classification model for general histology image classification. In the proposed framework, a cell image is first divided into 25 blocks to reduce the spatial complexity of computation, and one C-RSPM model is built on each block set which contains blocks in the same location from different images. For each testing image, our proposed framework first classifies each of its blocks using the C-RSPM classification model built for that block set, and then applies a multimodal late fusion algorithm with a weighted majority voting strategy to decide the final class label of the whole image. Experimenting using three-fold cross validation with three benchmark histology data sets shows that the proposed framework outperforms other well-known classifiers in the comparison and gives better results than the highest accuracy reported previously.
I. INTRODUTION
With the development of automated imaging technologies, such as the fluorescent microscopy, twophoton-laser scanning microscopy and electron microscopy, there is a rapid growth in imaging data on a scale comparable to that of the genomic revolution [1] . To cope with the enormous amount of bio image data, the computer based image analysis is required to improve the working efficiency and to decrease inter-reader variability. Therefore, quite a lot of software and applications have been developed for different tasks like cell detection [2] , [3] , bio-image segmentation [4] , [5] and cell phenotype classification [6] , [7] . Recently, the collaboration between biomedical researchers and computer engineers has pushed the development of the area of Bioimage informatics forward and developed many useful applications. A broad review is given in [8] .
Histology is the science of understanding the structure of biological organisms and studying functional semantics of different structures by examining the microscopic anatomy of cells and tissues. In histology analysis, the bio tissue is usually prepared as thin slices and goes through a staining process, such as Hematoxylin and Eosin (H&E) staining [9] for better imaging under microscope. Since significant changes of functions of any kind are manifested with changes in the texture of the tissue accompanied with discernable changes in spatial arrangement of cells and their shapes, histology is an important method for differentiating tissue and cell phenotypes. In clinical fields, histopathology, which is a branch of histology, has been regularly used in diagnosis of diseases, especially in diagnosis of cancer [10] , [11] .
One of the important tasks in histology image research is to sort the images into different classes. In fact, the diagnosis itself is a process of binary classification. This task is usually quite challenging for the following reasons. First, the histology images are so called non-stationary because each region of the image can have different properties. Second, the variance of staining conditions and the difference among individuals increase the intra-class difference, which increases the difficulty for the classifier. Third, the interclass difference is sometimes small, which is even hard for human experts to differentiate. In [12] , the classification accuracies of three histology data sets, Liver Aging, Liver Gender, and Lymphoma are relatively low compared to most other data sets, which indicates the difficulty in classifying these images.
Many applications have been developed for classifying microscopic histology images. They generally fall into two categories. The first category is the application for general image classification. In fact, these applications target at a broad range of bio images so they are not designed to adapt to histology images. For example, Wndchrm [12] is an application of this type. In order to accommodate the characteristics of different data sets, this application includes a pool of 2659 different features for users to choose from and performs the further classification task. This application was tested using the benchmark data sets from the IICBU Biological Image Repository [13] . Other open source applications for the research purpose in this category include CellProfiler [14] which focuses on cell image classification, and recently a support vector machine based Enhanced CellClassifier [15] is made available for the research community.
The second type of classification systems focuses on the specific task of histology image classification. Due to the importance of histopathology images in cancer diagnosis, benign and malignant cancer differentiation, and cancer cell classifications, the main research progress in this area lies in developing computer based automatic histology image classification systems targeting at the clinical fields. Within this research scope, there are generally two directions which most of the researchers follow. The first direction focuses on extracting specific features of certain data sets to represent the characteristics of the objects better. For example, the Adaptive Discriminant Wavelet Packet Transform was performed before extracting features to improve the robustness of the Meningioma Histology Images classification system [16] . In [17] , Fractal Geometry based texture features were utilized to grade prostatic carcinoma. Another direction aims at performing a better segmentation of the image before further processing with the hope that the segmented objects (cell or nucleus) could represent the characteristics of the whole images better. Wang et al. indicated that the classification accuracies could reach 100% using a simple nearest neighbor classification algorithm on testing instances after segmenting the nuclei region from the original image and extracting features of chromatin patterns based on the segmented image [18] . A similar work in [19] also showed that extracting features from the gland and nuclei areas which were segmented from the original images gave promising results in prostate cancer grading, breast cancer detection, and breast cancer grading.
Though the aforementioned applications provide acceptable results for some data sets, many challenges still exist. First, the general applications are developed for microscopic image classification but not specifically for histology data sets, so they might not adapt to the characteristics of histology images. The relatively poor performance of Wndchrm on the aforementioned three histology data sets is an example [12] . On the other hand, feature extraction oriented development of classification applications is quite dependent on the specific dataset and sometimes requires domain knowledge, which is not desirable for a general histology classification system. At the same time, the segmentation based classification systems suffer from two problems which need to be solved. First, the segmentation process increases the computation cost. Second, it is still not uncommon to fail to segment an object within an image [7] , which leads to information loss before feature extraction.
Collateral Representative Subspace Projection Modeling (C-RSPM) [20] is a supervised classification method developed in our previous work. It tries to train an array of Principal Component Classifiers (PCCs), each of which learns the distribution of training data of one class with an attempt to recognize the testing instances belonging to that class. Due to its relatively good performance and robustness, this classification method has been used in many domains including network intrusion detection [21] and multimedia concept detection [22] .
In order to develop a general classification system for histology images, a C-RSPM based histology image classification framework is proposed and tested using three data sets from the IICBU-2008 benchmark suite of biological image data sets [13] . In this framework, the original image is first divided to equal-sized blocks. Further, the blocks having same location from different images are selected to form a block set. Low-level visual features are extracted from all the blocks and normalization is done within each block set. One C-RSPM model is trained on one block set and classifying the corresponding block from a testing image. An accuracy based voting scheme is developed to deduce the final label of each testing image. In this process, no object detection or segmentation method is needed and a wide range of features including color and texture features are used to help relax the dataset dependency. The classification results are compared with those of two other frameworks using seven classifiers, such as decision tree classifier (DT), support vector machine classifier (SVM), and so on. Overall, our proposed framework outperforms the two frameworks in the comparison and other reported results on the same data sets, which indicates the strength of the system. This paper is organized as follows. In Section II, the proposed framework and detailed description of different components are presented. Section III shows the experiment results and our analysis. Section IV concludes the paper and discusses some future work.
II. THE PROPOSED FRAMEWORK
The overall framework is shown in Fig. 1 . The proposed framework is composed of two components, namely feature preparation and classification & fusion components.
In the feature preparation component, each image is first divided to 25 equal-sized blocks. The reasons to divide the original image in this way will be introduced in Section II-A. The blocks in the same location from different images form a block set B k , 1≤k≤25. A set of 505 features, including color and texture features, are extracted from every block. The data are then split into a training set (two thirds of the whole data) and a testing set (one third of the whole data). It needs to be pointed out that the splitting is done for the original images but not for blocks in each block set. A specific normalization process described in Section II-B is used to normalize the data within each block set. After a Chi-Square based feature selection, the top fifty selected features are retained for further training and classification.
In the classification & fusion component, one C-RSPM model is built for each block set and therefore there are 25 models in total. The parameters in C-RSPM are selected automatically and adaptively based on the training dataset. Each block b k (1≤k≤25) from a testing image will be classified by the C-RSPM model built on the corresponding block set B k . Since one testing image is composed of 25 blocks, there are 25 classification results correspondingly. The accuracy based Weighted Majority Voting Algorithm (WMVA) is proposed to perform late fusion and infer the final class label. The classification result is evaluated using accuracy, which is the percentage of the images in the testing dataset whose classification class labels determined by our proposed framework match the ground truth class labels. This is consistent with the results reported in the previous study [12] for the comparison purpose.
A. Image Division
There are three main reasons for dividing each image as proposed in our framework. First, it decreases space complexity for feature extraction [23] . Second, a previous study has demonstrated that when each image captures many cells, dividing the image into blocks to extract local features can, in some cases, improve the results in comparison with other approaches using global features [24] . Third, different regions of the original image may have different characteristics useful for classification. Therefore, the factor of locations is taken into consideration in this way.
The proposed scheme of image division is shown in Fig.  2 . The original image (1388*1040) is divided to 16 Type I blocks (shown as the blocks marked by blue solid lines, from blocks 1 to 16) and 9 Type II blocks (marked by black dashed lines, from blocks 17 to 25). Both Type I and Type II blocks have the same size. As can be seen in Fig. 2 , if all the 16 Type I blocks are joined together, the original image can be reconstructed. The reason why the type II blocks are included is to recover the information in the boundary area near the dividing lines between neighboring Type I blocks. The information in these areas might be missing if only Type I blocks are used. Of course, the total number of blocks to divide an image can be modified as needed.
Since a general microscopic classification system for histology image is proposed, a wide range of visual features are extracted. As in our previous work [25] , a set of 505 visual features are extracted from each block (8 . In order to reduce the scaling factor for numeric values, the Z score normalization method is applied to the data using (1).
where W k is the raw training data, µ k is the mean of the training data, k is the standard deviation of the training data. Here, the normalization is done within each block set B k , 1≤k≤25 so that the location of the blocks in each B k is taken into consideration. In addition, this normalization method also helps the feature selection step by keeping the discriminatory capability of the features. Since feature selection is not the focus of this paper, the Chi-Square ( 2) feature selection algorithm available in Weka [26] is applied. The Chi-Square measure evaluates features by ranking the Chi-Square statistics of each feature with respect to the class label. After ranking of the selected features, only the top 50 features are used in building the classification model, which only requires one tenth of the computation load when using the whole feature set.
B. C-RSPM Classifier
The C-RSPM Classifier is used to build the K (where K=25 in this study) classification models. The general idea of the C-RSPM Classifier is to build multiple Principal Component Classifiers (PCCs), where the number of PCCs is determined by the number of the classes in an application. Each PCC is trained to learn the similarities among the training data instances of a particular class and used to recognize the testing data instances that are normal to that class. For the training data of a certain class, let i = 1, 2,…, N, j = 1, 2,…, T, and X = {x ij } be a (N x T)-dimensional matrix with N training data instances and T features. Let X i = [x i1 x i2 … x iT ]' be the column vector representing the features for the i th data instance. In order to identify the most representative instances in the training set for a certain class, outliers are removed by calculating the Mahalanobis distance using (2). 
Afterwards, the elements of C are sorted in the ascending order and only the smallest values are retained. Assuming is the false alarm rate, is calculated as the value of the nearest integer to which the value of ((1-) • L) is rounded. The threshold value c thres is set to the maximum value of the retained elements in C. For each testing data instance (i.e., a testing image), let X' = [x' 1 x' 2 … x' T ]' be the column vector representing the features for that testing instance. After normalization, the projection vector Y' = [y' 1 y' 2 … y' T ] is commuted by projecting X' onto the same Tdimensional eigenspace composed of all T principal components from M. c' value is calculated using (4).
This testing data instance is classified as statistically negative to the class of the training data if c' > c thres and classified as positive to the class if c' ≤ c thres . Theoretically, a testing data instance is recognized by one and only one classifier as positive instance. However, in practice, the testing data instance could be rejected by all PCCs or it might be accepted by more than one PCC. Therefore, an ambiguity solver module is included to solve this problem. The specific details of the classifier could be found in [22] . The parameters such as γ, and used in the proposed framework are tuned adaptively and automatically based on the training data.
C. The Weighted Majority Voting Alogrithm (WMVA)
After building the K (where K=25 in this study) models for the 25 block sets, the testing images are classified using these models. Specifically, each testing image is first divided to 25 blocks using the same scheme described in Section II-A, and each block is classified using the corresponding C-RSPM model for that block set. Therefore, the whole image gets 25 labels and a final decision needs to be made. Rather than considering each label equally, the weight of the voting score of each block is computed based on the accuracy of the model. Let The simplest scoring scheme is to assign 1 to all the elements in matrix R, which is the majority voting scheme. In this framework, R is calculated based on the classification accuracy. Let the total number of blocks be K and the total number of classes be U. In our study, K = 25 and U depends on the data sets used. The pseudo code for computing the weight is presented as follows. In this way, all the scores are normalized to the range of 0 to 1. In addition, the differences among the accuracy are amplified so the accuracy of the models could play a significant role in the majority voting scheme. Experimental results show that using the WMVA gives better performance than using the simple majority voting algorithm. 
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III. EXPERIMENTS AND RESULTS
The proposed framework is validated using three benchmark histology data sets from the IICBU Biological Image Repository [13] . The first two data sets are for cell biology research and the third one is for clinical diagnosis. These three data sets are described as follows. In our study, for each data set, 2/3 of the data instances in each class are randomly selected as the training data set to train the classifier and the remaining 1/3 of the data instances are used as the testing data set to validate the classifier.
Liver Aging: The data set contains 528 microscopy images (1388x1040) of tissues of four classes. They are tissues from 1 month female mice on ad-libitum diet (99 images), 6 month female mice on ad-libitum diet (115 images), 16 month female mice on ad-libitum diet (162 images), and 24 month female mice on ad-libitum diet (152 images). Livers were extracted from the sacrificed mice and the tissue was sectioned and stained using H&E staining method. The sample images are shown in Fig. 3 . It should be pointed out that although the images are prepared by one researcher, which could help control the staining variance, the training set of images are selected randomly so that they may not come from the same animal, which could increase the inner-class difference [13] .
Liver Gender: The data set contains 265 images (1388x1040) of two classes. They are liver tissue images from 6 month male mice on ad-libitum diet (150 images) and 6 month female mice (115 images) on ad-libitum diet. They are prepared in the same way as the Liver Aging image data set. The sample images are shown in Fig. 4 .
Lymphoma: Malignant lymphoma is a cancer affecting lymph node. In this data set, 376 images (1388x1040) of three types of malignant lymphoma are represented. They are chronic lymphocytic leukemia (CLL) cells (114 images), follicular lymphoma (FL) cells (139 images), and mantle cell lymphoma (MCL) cells (123 images). The sample images are shown Fig. 5 . These images are from biopsies of different patients in different hospitals, so the inner class difference could be even larger than the previous two data sets because of the staining variance [13] .
As shown in the sample images, the task is quite challenging since there are no obvious visual markers even for human eyes. To show the effectiveness of the proposed framework, the performance is compared with that of two other fusion methods using common classifiers in Weka [26] , including C4.5, JRIP, AdaBoost (with C4.5), k-Nearest Neighbors (k=3), Support Vector Machine (with polykernel), Bayes-Net, and Naïve-Bayes applications. The two fusion frameworks are called early fusion and late decision. In early fusion framework, the feature set for each image is The late decision framework is to perform the classification using the blocks directly. After getting the class label of each block, a majority voting scheme is used to deduce the final label of the image. The evaluation criterion used is the classification accuracy. Three cross validation was conducted to evaluate the framework and the average accuracies for the three data sets are shown in Table I, Table II, and Table III,  correspondingly. In each table, table (A) shows the published highest accuracy in the column "Published" and the accuracy of the proposed framework in the column "C-RSPM+WMVA". In table (B), the columns "Early Fusion" and "Late Decision" show the classification accuracies of several common classifiers in the early fusion framework and late decision framework, correspondingly.
Generally speaking, the classification accuracies in the liver aging dataset and the liver gender dataset are higher than the Lymphoma dataset, which matches with the fact that the larger staining variance in the third dataset could increase the intra-class difference thus confusing the classifiers. The performance of the classifiers for the second dataset is better than the first one because it is a two-way classification problem which is usually simpler for the classifier than the three-way classification problem for the first data set. It can be also seen that the proposed framework constantly outperforms other frameworks using common classifiers. For example, for the three data sets, k-nearest neighbor classifier (k=3) using early fusion performs the second best for the first data set and Adaboost (with C4.5) classifier performs the second best for the second data set in early fusion framework. The k-nearest neighbor classifier sometimes identifies the same animal by finding the most similar instances in the training set for a testing instance. Therefore, it performs relatively well. The Adaboost (with C4.5) performs well for the second data set because this algorithm is better at binary classification problems [27] . It could be seen that the proposed framework improves the final classification results. It builds a model on each block set so that the information of the locations of the blocks in the image is taken into consideration, which is very important because different blocks of the histology images are different internally in terms of histology structure and distribution of cells. On the other hand, the late decision and early fusion frameworks, in which all the blocks from one Figure 5 . Sample images in Lymphoma data set image are treated the same, lose the information of the locations. It should also be pointed out that the reported highest average classification accuracies using the same data sets are 51%, 69%, and 85% in [12] for those three data sets. The average classification accuracies of our proposed framework using the weighted majority voting algorithm are 96.40%, 99.24%, and 92.70% correspondingly, which validates the effectiveness of the proposed framework. In addition, the proposed framework neither depends on extracting specific features for certain image sets nor requires a segmentation method, and the testing results on the histology images from both research and clinical domains prove its prospective broad applications This paper presents a novel histology image classification framework with the C-RSPM classifier and a weighted majority voting algorithm for late fusion. The images are first divided into 25 blocks according to different locations. After feature extraction, normalization, and feature selection, 25 C-RSPM models are built for 25 block sets. Finally, the classification results of the testing blocks from one image are used in the weighted majority voting algorithm to infer the final class label of the image. The experiments with three benchmark histology data sets from the IICBU Biological Image Repository show that the proposed framework constantly outperforms other frameworks and achieves better results than the previously published ones. Moreover, the proposed framework is not data set dependent or image segmentation dependent, and therefore it reduces the computation complexity and could be used for other general histology image classification easily.
For the future work, more histology data sets need to be tested using the proposed framework and heuristic block division algorithm, such as multi-resolution division algorithm, will be investigated to improve the classification results. The final goal is to build a broad and general histology image classification and retrieval system for not only helping the biologists to better analyze experimental results but also assisting the pathologists in the clinical field for disease diagnosis.
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