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Abstract
The AdS/CFT correspondence conjectures a mathematical equivalence between string
theories and gauge theories. In a particular limit it allows a description of strongly coupled
conformal field theory via weakly coupled gravity. This feature has been used to gain insight
into many condensed matter (CM) systems. such as high temperature superconductors,
superfluids or quark-gluon plasma. However, to apply the duality in more physical scenarios,
one needs to go beyond the usual AdS/CFT framework and extend the duality to non-AdS
situations which is the aim of this dissertation.
To describe Lifshitz and hyperscaling violating (HSV) phenomena in CM one uses gauge
fields on the gravity side which naturally realize the breaking of Lorentz invariance. These
gravity constructions often contain naked singularities. In this thesis, we construct a reso-
lution of the infra-red (IR) singularity of the HSV background. The idea is to add squared
curvature terms to the Einstein-Maxwell dilaton action to build a flow from AdS4 in the
ultra violate (UV) to an intermediating HSV region and then to an AdS2×R2 region in the
IR. This general solution is free from the naked singularities and would be more appropriate
for applications of HSV in physical systems.
We also study the Schwinger effect (the creation of particles and anti-particles in the
presence of strong electric or magnetic fields) by using the AdS/CFT duality. We present
the phase diagrams of the Schwinger effect and also the “butterfly shaped-phase diagrams” of
the entanglement entropy for four different confining supergravity backgrounds. Comparing
different features of all of these diagrams could point out to a potential relation between the
Schwinger effect and the entanglement entropy which could lead to a method of measuring
entanglement entropy in the laboratory.
Finally, we study the “new massive gravity” theory and the different black hole solutions
it admits. We first present three different methods of calculating the conserved charges.
Then, by calculating the on-shell Gibbs free energy we construct the Hawking-Page phase
diagrams for different solutions in two thermodynamical ensembles. As the massive gravity
models are dual to dissipating systems, studying the Hawking-Page diagrams could point
out to interesting results for the confinement-deconfinement phase transitions of the dual
boundary theories.
So this dissertation discusses various generalizations of the AdS/CFT correspondence of
relevance for cases which violate Lorentz symmetry.
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Chapter 1
Introduction
One of the goals of human beings from the early stages of civilization has been to find con-
nections between different phenomena seen in the universe, and then using these connections
explaining the world around us. Using these connections, human got the power to actually
predict many events in nature. The laws of physics developed as the result of finding connec-
tions between different phenomena. Unifying different theories, made the physical models
simpler, more beautiful and more powerful. For example, one of the most successful example
in this regard is the theory of electricity and magnetism discovered by James Clerk Maxwell
in the nineteen century. This theory unifies two different forces of nature: electricity and
magnetism. This unification lead to important technical improvements and the possibility
to predict new phenomena such as the propagations of electromagnetic waves at the speed
of light.
This mindset of unifying different models and theories to build a simpler, more general,
master theory has paved the way for many other brilliant discoveries in physics. As the
results of such attempts, three forces of nature, the electromagnetic, the weak and the
strong interaction were merged into a Grand Unified Theory (GUT). To reconcile general
relativity theory of graviton with the quantum filed theory, sting theory has been developed.
The main idea of string theory, which first was constructed to explain aspects of the strong
interaction, is to replace point-like particles with one-dimensional strings. The different
vibrational states of these strings correspond to different particles. As one of these particles
is the graviton, the mediator of gravitational force, the string theory is actually a quantum
theory of gravity, capable of unifying general relativity with quantum field theory.
String theory turned out to be a very rich theoretical framework which generates many
interesting discoveries even in pure mathematics such as progresses in non-commutative
geometry, K-theory, homology, cohomology, homotopy and so on. However, still many the-
oretical and physical aspects of string theory remained unknown.
1
This theory possesses many exotic features, such as extra dimensions: 26 dimensions
for bosonic strings and 10 dimensions for superstring theory are required. For reducing the
number of dimensions to 4d, one needs to compactify these extra dimensions. As there are
many different ways of compactifying, string theory has a huge landscape of vacuua with
different physical constants. If one wants to obtain our own universe with our specific physical
constants, the 6d geometry that is being compactified should be a Calabi-Yau manifold.
Within String theory there are also other objects such as D-branes which have specific
masses and charges. The end points of open strings as they propagate in the world-volume
lie on D-branes with the Dirichlet boundary condition. One can also study the dynamics of
strings and D-branes, considering different mathematical limits, such as near horizon limit
or assume large number of D-branes and then derive interesting results in string theory. The
duality between string theory on the background of asymptotically Anti-deSitter space-times
and the conformal invariant field theories, (the AdS/CFT correspondence), which were first
derived by Maldacena in 1997 is an example of having such a mindset in studying string
theory which led to exciting progresses in many areas of high energy physics.
Anti-de Sitter (AdS) space generally is a mathematical model of space-time which is
closely related to hyperbolic space where in the two dimensional case can be viewed as a
disk where its boundary is infinitely far from any point in the interior region. Then if we
stack these disks like a cylinder, the whole 3d AdS space-time can be constructed where time
runs on its vertical direction. Similar to this view one can imagine the AdS space in higher
dimensions.
The prototypical example of the AdS/CFT correspondence is a duality between string
theory on the background of AdS5×S5 and the conformal field theory on the boundary of the
Anti-deSitter space-time. In the original paper, Maldacena considered a stack of D-branes
in string theory and then considered the low energy limit and showed that the field theory
on the D-branes decouples from the bulk. He demonstrated that in the near horizon regions
of these D-branes, there is an extra supersymmetry leading to a super conformal group.
Specifically he found that the large N limit of 4d N = 4 super-Yang-Mills at the conformal
point has a specific sector in its Hilbert space which is isomorphic to type IIB strings on
the background of AdS. More generally he showed that string theory on various AdS space
times is dual to various conformal field theories.
Some typical examples of AdS/CFT are the correspondence between type IIB string
theory on AdS5×S5 and 4d, N = 4 supersymmetric Yang-Mills theory, M-theory on AdS7×
S4, (2,0)-theory in six dimensions, and M-theory on AdS4 × S7 which is equivalent to the
ABJM superconformal field theory in three dimensions.
This duality is the most successful realization of the holographic principle, a property of
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string theory and quantum gravity which states that all the information in a volume of a
space-time can be encoded in its boundary which has one dimension lower. The calculability
power of AdS/CFT comes from the fact that it connects a strongly coupled gauge theory on
one side to a weakly coupled gravity theory on the other side where perturbative techniques
can be implemented rather easily.
Until now the AdS/CFT duality was mostly implemented for deriving information about
strongly coupled gauge theories. Different problems such as in nuclear and condensed matter
physics were attacked by modeling them with black hole solutions in the weakly coupled
gravitational backgrounds. This thesis is based on this approach to AdS/CFT as well. In
the future, however, it is anticipated that the other direction of the duality will be used to
gather more information about the quantum gravity.
Attempts to apply string theory and AdS/CFT to condensed matter physics have led
to a program called AdS/CMT which mostly deals with exotic states of matter such as
superconductors and superfluids. One of the main successes in this regard was describing
the transition of superfluids to insulators by using higher dimensional black holes in the bulk.
The other success was to find a lower bound in the ratio of shear viscosity η to the volume
density of entropy s as η
s
≈ ~
4pik
which later has been tested at the Relativistic Heavy Ion
Collider (RHIC). In this thesis we also try to build some models of bulk geometry which can
be used to study some exotic phases of matter and specifically strange metals which are a
form of non-Fermi liquid systems.
One should note that condensed matter problems are mostly non-relativistic, demanding
a non-relativistic, Lorentz violating geometry as their bulk dual to describe them. Therefore,
in the bottom-up gauge/gravity duality, the Lifshitz and Hyperscaling violating (HSV) ge-
ometries have been introduced to model specific phases of matters such as high temperature
superconductors and strange metals. In AdS/CFT the symmetries in the boundary CFT
and of the bulk gravity should be the same. Therefore, since in condensed matter physics
the systems are usually non-relativistic, the Lifshitz or more generally the HSV geometries
could be used as the bulk gravity dual where Lorentz invariance is broken. Therefore, dif-
ferent properties of these geometries could point out to specific properties of different exotic
phases of matter. For example the creation of black hole in these backgrounds is dual to
confinement/de-confinement phase transitions in the dual boundary theory.
In applying this duality, however, some subtleties might arise which have been investi-
gated in different works. For instance, in using Lifshitz and HSV, one main problem, as
noted in the literature, was that the these geometries have a naked singularity in the IR
limit [1] [2]. This is an unfavorable property for a metric which is built to model condensed
matter systems, as in the dual CFT part, there would not be such a singularity or any corre-
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sponding physical effects. More generally, the presence of naked singularities signals a break
down in the applicability of general relativity. Therefore, one ought to look for a way to
resolve these singularities of Lifshitz and HSV in order to be able to use them for modeling
different problems in condensed matter physics.
In chapter 2 of this thesis which is based on the work in [3], we construct a solution to
resolve this issue. First, we add higher derivative gravity correction terms to the Einstein-
Maxwell dilaton action of the following form
S =
∫
dd+2x
√−g
(
R + V (φ)− 1
2
(∂φ)2 − f(φ)FµνF µν + g(φ)(α1RµνρσRµνρσ + α2RµνRµν + α3R2)
)
,
(1.0.1)
where it has the hyperscaling violating metric solution in the form below
ds2d+2 = r
−2 θ
d
(
−r2zdt2 + dr
2
r2
+ Σ r2d~xi
2
)
, i = 1, 2.., d. (1.0.2)
Then for the four dimensional case, by changing the weight of higher derivative correction
terms, g(φ), we could find a flow which interpolates between AdS4 in the UV of the theory,
to an intermediate HSV region and then to an AdS2 × S2 in the IR. Finding this flow
therefore, could resolve the IR singularity of the HSV. Also by using the null energy and
causality conditions we put constraints on the parameters of the model and narrow it down
to physical regions. Specifically we find the allowed regions for the strange metal system.
In chapter 3 of this thesis, which is based on the work in [4], we use the gauge/gravity
duality to search for a relation between the Schwinger effect (or particle pair creation rate
in the presence of an electric field) and the entanglement entropy. Schwinger pair creation
effect is a phenomenon occurring when in a strong electric or magnetic field the imaginary
virtual particles become real and an electric current is being created. The entanglement
entropy (EE) is a measure of how the quantum information is stored in a quantum state and
in the holographic dual systems it is encoded in geometric features of the bulk geometry. One
would think that in a system with higher entanglement entropy the virtual particles would
be more entangled and could find each other easier and as a consequence the rate of creation
of particle pairs from the strong electric or magnetic field would be higher. Therefore, a
relationship between these two effects is plausible. One way to try to find such a relation is
to look at phase diagrams and check how one phase turns to another phase for each effect and
each background. If a relationship is present, it should show itself in the phase transitions
as well. The phase diagrams for each effect for a confining and a conformal geometry are
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shown in figures (1.1), (1.2), (1.3) and (1.4).
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Figure 1.4: Entangement entropy phase diagram
for a confining geometry.
We find the Schwinger effect phase diagrams and the entanglement entropy phase dia-
grams for several confining models: Witten-QCD, Maldacena-Nunez, Klebanov-Strassler and
Klebanov-Tseytlin and also the conformal models of Klebanov-Witten and AdS space. We
then compare the rate of phase transitions for both effects for all these models and also com-
pare them with each other. We show that the phase transitions have a higher rate in WQCD
and Klebanov-Tseytlin relative to Maldacena-Nu´n˜ez and Klebanov-Strassler backgrounds.
This could point out to a hidden relation between these two effects which needs to be
clarified and quantified better in the future works. Quantifying this relation could have many
applications, such as in cosmology or for measuring the entanglement entropy of condensed
matter systems in the lab. As entanglement entropy is a non local quantity which depends
on the correlation functions between different regions of space, measuring it in the laboratory
would be a very difficult task and no precise method of measuring it currently exists. Thus,
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quantifying the relation between Schwinger pair creation rate and entanglement entropy
could be a breakthrough in measuring entanglement entropy.
Next, as another direction of research, one could note that there are many attempts to
generalize AdS/CFT to other cases. Examples are lower dimensional dualities which do
not need M-theory or String theory such as 3d gravity and Liouville field theory. Also for
generalizing and using the duality in cosmology, Andrew Strominger first introduced the
dS/CFT correspondence [5]. The Kerr/CFT correspondence was first introduced in [6] to
study real astrophysical black holes using the correspondence. There is also another duality
closely related to AdS/CFT which first conjectured in [7] that connects higher spin gauge
theories with O(N) vector models.
As an example of generalizing AdS/CFT to other geometries, in chapter 4 of this thesis
we specifically study the warped AdS3 solution of a massive gravity theory. In the context
of gauge gravity duality, a massive gravity theory could be used to study a system with
momentum dissipation in condensed matter physics. Thus, studying the phase diagrams of
different solutions in this massive theory of gravity can relate to some dissipating phases of
matter.
In chapter 4, which is based on [8], we study the Hawking-Page phase transitions be-
tween different solutions of a chiral massive gravity, named the Bergoshoeff- Hohm-Townsend
(BHT) theory which is of the following form
S =
1
16piGN
∫
d3x
√−g
[
R− 2Λ + 1
m2
(
RµνRµν − 3
8
R2
)]
. (1.0.3)
We first review how one derives the conserved charges for this specific theory which are:
mass, angular momentum and entropy. We review the Abbott, Deser and Tekin (ADT)
formalism in section 4.2, the SL(2, R) reduction method in 4.2.1 and the recently proposed
method of calculating charges, the solution phase space method, for the higher curvature
theories in Appendix A [9,10].
Then using the conserved charges we derive the Gibbs free energy for each solution
and then by calculating the Hessian of the free energy we derive the stability conditions.
Next, we derive the phase diagrams for each solution of this theory and for two different
thermodynamical ensembles we determine the regions of the parameters where a black hole
is being formed. In the grand canonical ensemble which is the physical ensemble for our
solution, the phase diagram is symmetric as one expects for a non-chiral theory and it is in
the form shown in Figure (1.5).
In the non-local/quadratic ensemble, as we will present, the phase diagram is not sym-
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Figure 1.5: The phase diagram of BTZ black hoel in the grand-canonical ensemble.
metric and therefore, one expects it would not be a physical ensemble to describe the black
hole phase transitions.
We also study the modular invariance properties, the inner horizon thermodynamics of
the black hole solutions and then the entanglement entropies of the warped AdS solution in
the BHT massive gravity.
In the last chapter, which is based on un-published work, we use the gauge/gravity
duality in the top-down approach. It is worth mentioning that in the top-down approach
one chooses a background that is already a solution of string or M-theory and then studies the
dual CFT. However, in the bottom-up approach one considers the symmetries or interactions
of the theory, and tries to build a bulk gravity background for a specific field theory.
More precisely, in chapter 5, we consider the 3 + 1-charge sector of the 4d U(1)4 gauged
supergravity model which is
L(3+1) = R− 1
2
(∂~φ)2 + 24g2cosh
φ√
3
− 3
4
e
φ√
3F 2 − 1
4
e−
√
3φf 2. (1.0.4)
We study the 3+1-charged black brane solution of the above Lagrangian in the following
form:
ds2 = −H− 12f(r)dt2 +H 12 ( dr
2
f(r)
+ r2dΩ22,k), (1.0.5)
where
H = H1H2H3H4, HI = 1 +
µ sinh2βI
k r
= 1 +
qI
r
, f(r) = k − µ
r
+
r2
L2
H, (1.0.6)
Using this solution we search for the Fermi surfaces and the superconducting phases in
the dual theory from a top-down approach. In this chapter, we study how the dilaton field
and chemical potentials behave under different limits of turning off the charges and then we
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show that there exist a gap in the near horizon region of this solution which corresponds to
a gap in the dual field theory or possibly a superconducting phase. Then, we solve the Dirac
equation for this solution. Finally, we uplift the theory to 5d and then to 11d and show that
a warped AdS3 solution exists in the near horizon limit of the black brane solutions.
All in all, we examine different setups in generalizing the AdS/CFT correspondence,
suitable for various applications in condensed matter physics, and during these examinations,
we discuss a variety of problems, relations and diagrams which we discuss in further details.
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Chapter 2
Hyperscaling violating solution in
coupled dilaton-squared curvature
gravity
In this chapter we introduce Lifshitz and Hyperscaling violating geometries which have been
studied extensively (for example see: [11–27]) as in the context of gauge/gravity duality [11],
they can be used to study phases of matter in condensed matter physics such as non-Fermi
liquids.
The Lifshitz metric can be written as
ds2d+2 = −r2zdt2 +
dr2
r2
+
d∑
i=1
r2d~xi
2, (2.0.1)
and has the following scaling symmetry
r → λzr, xi → λxi. (2.0.2)
These types of metrics can be derived from gravity coupled to massive gauge fields [13], and
they do not respect the relativistic scaling symmetry. The Lifshitz metric is a generalization
of the AdS metric where for the special case of z = 1 is AdSd+2 and when z →∞ becomes
an Ads2 × Rd geometry.
One can generalizes the Lifshitz metric to a hyperscaling violating background by adding
a non-zero exponent θ in the following form
ds2d+2 = r
− 2θ
d (−r2zdt2 + dr
2
r2
+
d∑
i=1
d~xi
2). (2.0.3)
9
Now the scaling symmetries become
t→ λzt, r → λ−1r, xi → λxi, dsd+2 → λ θddsd+2. (2.0.4)
This metric is also not Lorentz invariant and can be derived by adding a dilaton field to the
Einstein-Maxwell action with a particular dilatonic potential.
The Lifshitz geometry is a possible candidate for describing the behaviors of strange
metals, holographically [28]. Also in order to investigate a system with Fermi surface, we
can consider hyperscaling violating geometries in a specific range of parameters for its grav-
itational dual [17].
Although these two space-times have constant and, therefore, finite scalar curvature
invariants, they both have null singularity in the IR which makes the infrared region incom-
plete [1, 2, 29–34]. On the field theory side this might suggest that the solution cannot be
trusted in the IR unless these singularities are resolved.
One resolution of the singularity was argued in [29]. As they have suggested, for the
4-dimensional Lifshitz metric in Einstein-Weyl gravity, one can construct numerically a flow
from AdS4 in the UV to an intermediate Lifshitz region and then to AdS2 × R2 in the
IR. As AdS space-times are free from singularity, constructing this flow can resolve the IR
singularities.
In this chapter we generalize the solutions in [29] to non-zero θ and study the effects of
squared curvature terms on the solutions of hyperscaling violating backgrounds. In section
2.1 , we derive the analytical solution by coupling the higher derivative terms to the dilaton
field by a g(φ) function. Letting θ = 0 in our results, the solution of [29] can be re-derived.
We study how our solution is being renormalized in z by the effects of higher derivative
gravity. In section 2.2, we study the regions of d and θ which can lead to physical solutions
by satisfying the imposed constraints, most importantly, null energy condition and stability of
the solution. We study several different special cases in the parameter region and investigate
constraints in various physical limits such as for the strange metals.
In section 2.3, we consider a four dimensional metric Ansatz and then study the pertur-
bations around AdS2 × R2 in the IR and AdS4 in the UV which can support a hyperscaling
violating solution in the intermediate region. We investigate the allowed parameter space
region for constructing numerical flow and then for some specific initial values, analytically
estimate the cross over parameters from each region of the parameter space to the next one
for the complete and free from singularity solution.
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2.1 General Solution
The action which gives a hyperscaling violating solution corrected by squared curvature
terms is
S =
∫
dd+2x
√−g
(
R + V (φ)− 1
2
(∂φ)2 − f(φ)FµνF µν + g(φ)(α1RµνρσRµνρσ + α2RµνRµν + α3R2)
)
.
(2.1.1)
As discussed in [35], one way to derive a hyperscaling violating solution and fix the exponents
is that the higher derivative terms should be coupled to the scalar field φ, by multiplying
these terms to a g(φ) function.
For deriving hyperscaling violating solution, the Ansatz metric is
ds2d+2 = r
2α
(
−r2zdt2 + dr
2
r2
+ Σ r2d~xi
2
)
, i = 1, 2.., d. (2.1.2)
We have set the AdS radius to one; L = 1. Here α = − θ
d
, where θ and z are hyperscaling
violation exponent and dynamical exponent respectively.
Taking the variation of the action and neglecting the surface terms, the Einstein’s equa-
tions can be derived,
Eµν = Tµν , (2.1.3)
where1
Eµν = Rµν − 1
2
gµνR + g(φ)
(
− 1
2
gµν
(
α1RαβρλR
αβρλ + α2RαβR
αβ + α3R
2
)
+ 2α1RµαβρR
αβρ
ν +
2α2RµαR
α
ν + 2α3RRµν
)
+ gµν
(
α2∇α∇βg(φ)Rαβ + 2α3g(φ)R
)
+ 4α1∇α∇βg(φ)R[µ|β|ν]α
+α2
(
− 2∇α∇νg(φ)Rαµ +g(φ)Rµν
)
− 2α3∇µ∇νg(φ)R, (2.1.4)
and
Tµν =
1
2
∂µφ∂νφ+ 2f(φ)
(
F ρµFνρ −
1
4
gµνFρσF
ρσ
)
+
1
2
gµν
(
V (φ)− 1
2
∂ρφ∂ρφ
)
.(2.1.5)
These equations need to be supplemented with the Maxwell and scalar equations of
motion,
1We use R[µ|β|ν]α = 12 (Rµβνα −Rνβµα).
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∇µ (f(φ)F µν) = 0, (2.1.6)
φ− f ′(φ)FµνF µν + g′(φ)
(
α1RµνρσR
µνρσ + α2RµνR
µν + α3R
2
)
=− dV (φ)
dφ
, (2.1.7)
where V (φ) = V0e
γφ, f(φ) = eλφ, g(φ) = eηφ and prime denotes the derivative with respects
to the argument.
Using the metric Ansatz, the Maxwell equation 2.1.6 leads to
Frt = ρe
−λφr(2−d)α+z−d−1. (2.1.8)
For solving the Einstein’s equations more easily, we combine the various components of the
energy-momentum tensor in the following way
T tt − T rr = −
1
2
r2−2α(∂rφ)2,
T xx − T tt = 2ρ2r−2d(α+1)e−λφ,
T rr + T
x
x = V0e
γφ. (2.1.9)
Then, considering a logarithmic function for the dilaton as φ(r) = φ0 + β log r implies that
η = 2α
β
and then one finds
r2α(Ett − Err )
d(1 + α)
= 1− z − α + 2eηφ0
[
2α1
(
z(1− z)(1 + d+ α(d− 2)) + z3 + α +
α2(1− z − α)− 1)+ (z + α− 1)(α2 (d+ z2 + (d+ z)α)+
α3
((
1 + α2
)
d(d+ 1) + 2(d+ z)(z + α(d+ 1))
) )]
,
r2α(Exx − Ett)
(z − 1)(z + d(1 + α)) = 1− 2e
ηφ0
(
2α1(1 + z
2 − α2 − z(d+ (d− 1)α))−
α2(d+ z
2 + dα + zα)− α3(2z2 + d(d+ 1)(1 + α)2 + 2z(d+ (d+ 1)α))
)
, (2.1.10)
12
r2α(Err + E
x
x) = (d+ z + dα− 1)(d+ z + dα) + eηφ0(1 + α)×(
2
(
d2(1 + α)2(3α− 1) + d((α− 3)(α2 − 1) + 2z(α(4α + 3)− (2 + (z − 2)z)))
+2z(1− α + z(z + 2α− 1)))α1 − (dz(2z2 − 2(1 + α)2 − z(3 + α))
−d3(α− 1)(1 + α)2 − 2z2(z + α) + d2(1 + α)(z(2 + z)− 2zα− α2 − 3))α2
−(d2(1 + α)2 + 2z(z + α) + d(1 + α)(1 + 2z + α))(d(d− 3 + 2z + (d− 1)α)− 2z)α3
)
.
(2.1.11)
Now changing the basis of α corrections, we will write the solution in αGB, αR and αW
basis which is related to the previous one by
α1 = αGB + αW ,
α2 = −4αGB − 4
d
αW ,
α3 = αGB +
2
d(d+ 1)
αW + αR. (2.1.12)
In this new basis the general Lagrangian of the theory is [29],
L = αWCµνρσCµνρσ + αGBG+ αRR2, (2.1.13)
where C is the Weyl tensor and G is the Gauss-Bonnet combination with the following
definitions
Cµνρσ = Rµνρσ − 1
d− 1(gµ[ρRσ]ν − gν[ρRσ]µ) +
1
d(d− 1)gµ[ρgσ]νR, (2.1.14)
and
G = RµνρσR
µνρσ − 4RµνRµν +R2. (2.1.15)
By combining the above equations, considering α = −θ/d and also using equation 2.1.8 and
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after some algebra, one finds the solution in the new basis
ds2 = r−2
θ
d
(
−r2zdt2 + dr
2
r2
+ r2d~x2
)
,
Frt = ρ e
2
β
(d−θ+θ/d)φ0rd+z−θ−1,
eφ = eφ0rβ,
which the parameters of the solution, β, charge and potential are
β2 = 2(d− θ)(z − 1− θ
d
) +
4(d− θ)
d3
eηφ0
(2zd3(d− 1)(z − 1)(d− z − θ + 2)
1 + d
αW +
d(d(1− z)− θ) (2z(d(d+ z − θ)− θ) + (d+ 1)(θ − d)2)αR +
(1− d)(d− θ) (d2(d− 2)(z − 1)− d((4 + d)z − 4)θ + (2 + d)θ2)αGB),
(2.1.16)
ρ2e−λφ0 =
(z − 1)(d+ z − θ)
2
(
1 +
eηφ0
d2(d+ 1)
(
2d(d+ 1)(2z(θ − d(d+ z − θ))−
(d+ 1)(θ − d)2)αR + 4dz (1− d)(θ + d(z + θ − d− 2))αW+
2(1− d2)(d2(d− 2− 2θ) + (d+ 2)θ2)αGB
))
,
(2.1.17)
V0e
γφ0 = (d+ z − θ)(d+ z − θ − 1) + (d− θ)e
ηφ0
d3
(4zd2(1− d)(z − 1)(d(z − 2)− z + θ)
d+ 1
αW
+d(d(3− d) + (1− d)(2z − θ))(((θ − d)2 − 2zθ)(d+ 1) + 2dz(d+ z))αR
+(1− d)(d2(d− 2)(d2 + 2(z − 1)z + d(4z − 3))− d(d(d− 2)(1 + 3d) + 2(4d2 + d− 2)z
+2(2 + d)z2
)
θ + d(5d− 6 + 3d2 + 4(d+ 3)z)θ2 − (2 + d(d+ 5))θ3)αGB),
(2.1.18)
γ = −η = 2α
β
, α = −θ
d
, λ =
2
β
(θ − d− θ
d
). (2.1.19)
One can check that the scalar equation is satisfied accordingly and does not imply any
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further relation. Therefore, the action 2.1.1 with the Ansatz 2.1.2 admits hyperscaling
violating solution with an electric gauge potential and a logarithmic scalar field in the form
φ = φ0 + β log r.
For a consistency check, we may notice that if we let θ = 0 and set the dimension
d′ = d− 1, these solution will exactly match the Lifshitz solution found in [29] and for their
case of d = 1 and 2, the factor of Gauss-Bonnet combination does not contribute to the
equation of motion as we expect from the theory of Gauss-Bonnet gravity. However, for our
general case that we coupled the dilaton with higher derivative terms, the theory is no longer
the simple Gauss-Bonnet gravity and it would be no longer necessary that the factor of αGB
be zero in these specific dimensions and in our solution, in the general case of θ 6= 0, this
factor is not zero for d = 1, 2.
As it is obvious from the above solution, the scalar field φ runs logarithmically and causes
the coupling functions f(φ) = eλφ0rλβ, (which couples the dilaton to the gauge field, and
also g(φ) which couples the dilaton to the higher derivative terms), run from weak coupling
in the IR (r → 0) to the strong coupling in the UV when (r →∞).
The function g(φ) coupled to the squared curvature terms, changes the usual hyperscaling
violating solution in the Einstein gravity in a non trivial way. This term induces corrections
of order z3 and z4 in the solution as one can check that β2 which is zero at Lifshitz solution,
now is corrected by order of z3, the electric charge ρ2 is renormalized by order of z4 and the
potential V0 by order of z
3. Also the maximum order of z inducing by Gauss-Bonnet factor
is 2 in all the quantities and αR and αW can also induce corrections of order z
3 and z4.
One should notice, there would not be a physical solution for any arbitrary d, z and θ.
In [34] three constraints of null energy condition, causality (z > 1), and 0 < d− θ < d have
been assumed to derive the range of physical regions for the parameters of the theory αW ,
αGB, αR. In the next section, we consider the specific cases of the solution by assuming
different combinations of αGB, αR, αW terms and plot the ranges of z and θ for each case
coming from the conditions of β2 ≥ 0, i.e. scalar field solution should not be oscillatory, and
also ρ2 ≥ 0 (NEC) coming from only studying the gravity side. Also as has been pointed
out in [36] for θ = 0, based on null energy condition, one should remove the part of z < 1
which has beed done with a red line in our figures.
Other constraints that can be imposed on the region of parameters, is the stability of the
thermodynamics. For the general hyperscaling violating metric Ansatz, there should be the
following relation d−θ
z
> 0, to satisfy the positivity of specific heat [17]. We don’t consider
this constraint here for plotting the physical region. Considering this constraint also plus
the other two, for the full corrected gravity theory when all α corrections are present gives
a smaller region of θ < d and 0 < z < 1 which is both stable and physical.
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2.2 Specific Cases of the Solution
In the following sections, by letting the different combinations of higher derivative terms to
vanish, we investigate several special cases of the solution obtained before. Assuming the
remaining factors of each αR, αW or αGB get positive values, to compare the qualitative
behaviors in different limits, we plot the allowed regions for the parameters d, z and θ.
2.2.1 Hyperscaling Violating Solution in Einstein-Weyl gravity
For the case of Einstein-Weyl gravity we have αR = αGB = 0, and then we can read the
hyperscaling violating solution in this setup. So, Weyl solution is as follows
β2 = 2(d− θ)
(
z − 1− θ
d
)
+ αW
8eηφ0z (z − 1)(d− 1)(d− θ)(d− z − θ + 2)
d+ 1
. (2.2.1)
Notice, in order to have a solution, the right hand side of Eq. (2.2.1) must be positive
and this is leading to a constraint similar to the NEC. If we set αW = 0, the case with no
higher derivative gravity, then (θ−d)(θ−dz+d) ≥ 0, which is the NEC in pure hyperscaling
violating solution. Also, the electric charge and the constant of scalar potential are
ρ2e−λφ0 =
1
2
(z − 1)(d+ z − θ)
(
1 + αW
4eηφ0z(θ + d(z + θ − d− 2))(1− d)
d(d+ 1)
)
, (2.2.2)
V0e
γφ0 =(z + d− θ − 1)(z + d− θ) + αW 4e
ηφ0z(z − 1)(z(d− 1)− 2d+ θ)(d− θ)(1− d)
d(d+ 1)
.
(2.2.3)
Again, letting θ = 0 and d′ = d− 1 in here, these equations will match the results of [29].
So this solution is the generalization of Lifshitz to HSV for the Einstein-Weyl gravity.
Now we would like to study the allowed regions of parameters. To have a meaningful
physical solution, generally the three constraints mentioned above should be satisfied. Also,
one needs to make sure that the choices for αW does not lead to a blow up in the potential.
Here we just choose αW = 1, so for now, we don’t need to worry about this issue. However,
in the next section we should consider this condition as well.
The allowed region from the constraint of having physical solution is plotted in Figure
(2.1). The initial value for the dilaton is assumed to be zero, also αW = 1 and d = 4. One
can notice specifically that the range of 0 < z < 1 with general θ is not included in the
physical space.
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Figure 2.1: Allowed region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for the
Einstein-Weyl gravity, assuming (αW = 1, φ0 = 0, d = 4).
Also if we let d = 1, only the first term in β2, ρ2 and V will remain; i.e., the factor of αW
is zero in all of them. So in this case we will reach to the pure hyperscaling violating solutions
of previous works [37]. This means that the higher derivative corrections cannot induce any
correction to hyperscaling violating and also to Lifshitz space-times in three dimension, i.e.,
d+ 2 = 3.
2.2.2 Pure gravitational field with higher derivative terms (ρ = 0)
We now study the case where ρ = 0 and matter field is decoupled, so a pure gravitational
field is being recovered. There are two ways that this can happen. One is z = 1 which relates
to pure AdSd+2, as a pure AdS background describes bulk without matter field. The second
possibility is when:
αW =− e
−ηφ0d(1 + d)
4z(d− 1) (d2 + 2d− dz − θ − dθ) . (2.2.4)
If we let θ = 0 we will get the Lifshitz result [29],
αW = − d+ 1
4z(d− 1)(2 + d− z) . (2.2.5)
In this case ρ2 = 0 and
β2 =− 2θ(d+ 1)(d− θ)
2
d (d2 − θ − d(−2 + z + θ)) , (2.2.6)
17
V0e
γφ0 =(d+ z − θ − 1)(d+ z − θ)− (z − 1)(d− θ)(d(z − 2)− z + θ)
θ + d(z + θ − d− 2) . (2.2.7)
If we consider the case where θ = 0 corresponding to a Lifshitz metric, and also d = d′+1
instead of d = d′ + 2, we will get β2 = 0. Therefore, the dilaton is a constant value. and
equation (2.24) of [29] corresponds to a pure gravitational Lifshitz solution in this limit.
However, for the hyperscaling violating space-times with θ 6= 0, for the limit of ρ→ 0, β2 is
no longer zero and therefore the dilaton would not be necessarily a constant and the purely
gravitational solution cannot be recovered unless θ = d. The reason behind this situation
is that even without the charge, the potential of the dilaton can source the running of the
dilaton and breaks the scale invariance of the theory. This is one difference between Lifshitz
and hyperscaling violating solution in this limit.
For conformal gravity where αW → ∞, there are two possible values for the dynamical
exponent z which are the roots of the denominator of αW in equation (2.2.4). One of them
is z = 0, where in this case αW →∞, ρ2 = 0 and
β2 =− 2θ
d
(d+ 1)(d− θ)2
d(d+ 2)− θ(d+ 1) , (2.2.8)
V0e
γφ0 =
(d+ 1)(d− θ)3
d(d+ 2)− θ(d+ 1) . (2.2.9)
The other case is z = d + 2 − θ − θ
d
. At this z, generally both V and β2 will blow up.
One case which can make both of them well behaved is when d = θ, then z = 1 and we will
again end up with an AdS space-time and pure gravity theory. The other case is when θ = 0
corresponding to a Lifshitz background. Then from the condition on β2, z = d+ 2 and from
the condition on V 2, d = 2. Thus, for the case of z = 4, d = 2, θ = 0 conformal gravity
has a solution, consistent also with [29]. Therefore, at this limit, hyperscaling violating
background has not any further well behaved solution.
Again, we would like to see which ranges give us a physical solution in this case where
ρ2 → 0. We should satisfy the constraint of β2 ≥ 0 and d − θ > 0 which corresponds to
stability and also we need to make sure that the parameters in these regions do not lead to
blowing up of the potential V (φ). Figure (2.2) shows the allowed region for this limit.
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Figure 2.2: Allowed region for z, θ from the constraint of β2 ≥ 0, for the case of ρ2 = 0, d = 4.
2.2.3 Hyperscaling Violating Solution in Gauss-Bonnet gravity
If we assume αW = 0 and αR = 0, the solution in the Gauss-Bonnet gravity is
β2 = 2(d− θ)
(
z − θ
d
− 1
)
+
αGB
4eηφ0(1− d)(d− θ)2 ((d− 2)d2(z − 1)− d((4 + d)z − 4)θ + (d+ 2)θ2)
d3
, (2.2.10)
ρ2e−λφ0 =
1
2
(z − 1)(d+ z − θ)
(
1 + αGB
eηφ02 (1− d2) (d2(d− 2θ − 2) + (d+ 2)θ2)
d2(d+ 1)
)
,
(2.2.11)
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ)+
eηφ0αGB
d3
(1− d)(d− θ)((d− 2)d2(d2 + 2(z − 1)z + d(4z − 3))
−d((d− 2)d(1 + 3d) + 2(4d2 + d− 2)z + 2(d+ 2)z2)θ (2.2.12)
+d(3d2 + 5d− 6 + 4(d+ 3)z)θ2 − (2 + d(d+ 5))θ3).
As can be seen from Figure (2.3), (d = 4), two distinct regions are allowable. Notably,
the region of z > 1 with 1 < θ < d = 4 is present in the allowed region. Particular changes
happen at z = 1, θ = 1 and θ = d = 4. For Lifshitz solution where θ = 0, the region of
−d = −4 < z < 1, is physical. Also for AdS case where z = 0, −d = −4 < θ < 1 is within
the allowable ranges. It is worth mentioning that changing the dimension, does not change
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Figure 2.3: Allowed region for z, θ from the constraint of β2 ≥ 0, d = 4 for Gauss-Bonnet
case where αW = αR = 0 and αGB = 1.
these qualitative behaviors much.
2.2.4 Hyperscaling Violating Solution in R2 gravity
We then study the solution for the case where αW = αGB = 0. In this case the solution is
β2 = 2(d− θ)
(
z − θ
d
− 1
)
+
αR
4
d2
eηφ0 (d− θ)(d(1− z)− θ) (2z(d(d+ z − θ)− θ) + (1 + d)(θ − d)2) , (2.2.13)
ρ2e−λφ0 = (z − 1)(d+ z − θ)
(
1
2
+ αR
eηφ0
d
(−(1 + d)(θ − d)2 + 2z(−d(d+ z − θ) + θ))) ,
(2.2.14)
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ)+
αR
eηφ0
d2
((3− d)d+ (1− d)(2z − θ))(d− θ) (2dz(d+ z) + (1 + d) (−2zθ + (θ − d)2)) .
(2.2.15)
As can be noticed, in R2 theory, the region of z > 0, 1 < θ < 4 is not present anymore.
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Figure 2.4: Allowable region for z, θ from both constraint of β2 ≥ 0 and ρ2 ≥ 0 for the
R2 gravity, assuming (αR = 1, φ0 = 0, d = 4).
2.2.5 Hyperscaling Violating Solution in Gauss-Bonnet and R2
gravity
In this section and the following sections 2.2.6 and 2.2.7, we will turn off only one alpha
correction and keep the other two to study the different combinations of R2 corrections.
For the case where αW = 0, the solution is
β2 = 2(d− θ)(z − θ
d
− 1)
+
4
d3
eηφ0(d− θ)(αGB(1− d)(d− θ)((d− 2)d2(z − 1)− d(−4 + (d+ 4)z)θ + (d+ 2)θ2)+
αR
d2
(d(1− z)− θ)(2z(d(d+ z − θ)− θ) + (d+ 1)(θ − d)2)), (2.2.16)
ρ2e−λφ0 =
1
2
(z − 1)(d+ z − θ)
(
1 +
eηφ0
d2(1 + d)
(2αGB(1− d2)(d2(d− 2θ − 2) + (d+ 2)θ2)+
2αR d(d+ 1)(−(1 + d)(θ − d)2 + 2z(−d(d+ z − θ) + θ)))
)
, (2.2.17)
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Figure 2.5: Allowable region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for the
R2 and Gauss-Bonnet gravity, assuming (αR = 1, αGB = 1, αW = 0 φ0 = 0, d = 4).
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ)+
1
d3
eηφ0(d− θ)(αGB(1− d)((d− 2)d2(d2 + 2(z − 1)z + d(4z − 3))
− d((d− 2)d(1 + 3d) + 2(4d2 + d− 2)z + 2(d+ 2)z2)θ
+ d(3d2 + 4(3 + d)z + 5d− 6)θ2 − (2 + d(5 + d))θ3)
+ αRd(2z − θ + d(3− d− 2z + θ))(2dz(d+ z) + (1 + d)((d− θ)2 − 2zθ))). (2.2.18)
2.2.6 Hyperscaling Violating Solution in Gauss-Bonnet and Weyl
gravity
We then study the solution for the case where αR = 0. In this case the solution will be
β2 =2(d− θ)(z − θ
d
− 1) + 4eηφ0 (d− θ)
d3
(αW
2(d− 1)d3(z − 1)z (d− z − θ + 2)
1 + d
+
αGB(1− d)(d− θ)((d− 2)d2(z − 1)− d(−4 + (d+ 4)z)θ + (d+ 2)θ2)), (2.2.19)
ρ2e−λφ0 =(z − 1)(d+ z − θ)(1
2
+ eηφ0(1− d)(αGB 1
d2
(d2(d− 2θ − 2) + (d+ 2)θ2)+
αW
2
d(1 + d)
z(θ + d(z + θ − d− 2)))), (2.2.20)
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Figure 2.6: Allowable region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for the
Gauss-Bonnet and Weyl gravity, assuming (αW = αGB = 1, αR = 0 φ0 = 0, d = 4).
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ) + 1
d3
eηφ0(d− θ)(αW 4(1− d)d
2(z − 1)z(d(z − 2)− z + θ)
1 + d
+ αGB(1− d)((d− 2)d2(d2 + 2(z − 1)z + d(4z − 3))
− d((d− 2)d(3d+ 1) + 2(4d2 + d− 2)z + 2(d+ 2)z2)θ
+ d(3d2 + 5d+ 4(d+ 3)z − 6)θ2 − (2 + d(d+ 5))θ3)). (2.2.21)
One may notice that in all solutions of hyperscaling violating a term of d− θ exist which
can indicate again that the degrees of freedom of the theory effectively are in deff = d − θ,
which can also be seen from the scaling relation of the entropy [17] as it scales with the
exponent containing d− θ rather that just θ.
2.2.7 Hyperscaling Violating Solution in R2 and Weyl gravity
For the case where αGB = 0, the solution will be
β2 =2(d− θ)(z − θ
d
− 1) + 4eηφ0(d− θ)(αW 2(d− 1)(z − 1)z(2 + d− z − θ)
1 + d
+
1
d2
αR(d(1− z)− θ)(2z(d(d+ z − θ)− θ) + (d+ 1)(θ − d)2)), (2.2.22)
23
ρ2e−λφ0 =
1
2
(z − 1)(d+ z − θ)(1 + eηφ0(4αW (1− d)
d(1 + d)
z(θ + d(z + θ − d− 2))
+ 2
αR
d
(−(d+ 1)(θ − d)2 + 2z(−d(d+ z − θ) + θ)))), (2.2.23)
V0e
γφ0 = (d+ z − θ − 1)(d+ z − θ) + eηφ0(d− θ)(αw4(1− d)(z − 1)z(d(z − 2)− z + θ)
(1 + d)d
+
αR
d2
((3− d)d+ (1− d)(2z − θ))(2dz(d+ z) + (1 + d)(−2zθ + (θ − d)2))).
(2.2.24)
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Figure 2.7: Allowable region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for the
R2 and Weyl gravity, assuming (αW = αR = 1, αGB = 0 φ0 = 0, d = 4).
We can compare the physical region of θ and z for each combination of α corrections.
For instance, one can notice that Einstein-Weyl gravity is the least strict theory while on
the physical region, R2 is the most strict one. The Gauss-Bonnet gravity has specifically an
approximate region of z > 1 and 1 < θ < d in its physical solution that is not present in
the R2 gravity, and Einstein-Weyl theory can contain two more regions which placed in the
second and forth quarter of space coordinate which are not present in the other two theories.
As discussed in [17], the point of z = 1 and θ = −1
3
, is also special as it corresponds
to N D2-branes, in type IIA supergravity. It can be seen that this point is not within the
physical region for αGB gravity corrected term, Fig (2.3) and αGB + αW terms, Fig (5.5) .
If we also consider the constraint of 0 < d − θ < d, corresponding to stability of the
solution, for d = 4, all the regions of θ > d would be eliminated from the plots. However,
here we kept the thermodynamically unstable regions within the physical regions for the
higher derivative corrected solution.
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Figure 2.8: Allowable region for z, θ from both constraints of β2 ≥ 0 and ρ2 ≥ 0 for
the most general higher derivative gravity theory, assuming (αW = αGB = αR = 1, φ0 =
0, d = 4).
Another special limit is when θ = d, where in the squared curvature corrected gravity,
there is no region that the right hand side of the equation for β2 is positive and so there is
no region that dilaton is non-oscillatory in this limit.
Also one can notice that changing the dimension of the theory, d, does not change the
general qualitative behavior much, and in each d the allowed region in each theory approxi-
mately behaves the same. One may also fix θ, z and d and plot the regions for αW , αGB and
αR as has been done in [34].
2.2.8 The allowable regions for Strange Metals
One special case where the degrees of freedom effectively live in one dimension, where d−θ =
1, corresponds to strange metals, a from of non-Fermi liquid or non-zero temperature phase
of correlated electrons in solids, whose resistivities increase linearly with T rather than
with T 2 [38]. High temperature superconductors is one example of such materials. These
metals recently have been studied using hyperscaling violating backgrounds in the context of
holography and AdS/CMT as the Bardeen-Cooper-Schrieffer (BCS) theory failed in studying
them and also they can be put among the strongly correlated fermion systems. [18].
Without higher derivative corrections, from NEC, the relation of z ≥ 2 − 1
θ+1
gives
the allowed region for the strange metals [17]. When all the α corrections are turned on,
considering higher gravity corrections, gives more complicated relations for our solution.
The allowed region of parameters is shown in Figure (2.9 ). One can see that the range of
−2 < θ < −1 and z ≥ 3 is within the allowable region in the full squared curvature corrected
theory, in agreement with the results without any higher derivative gravity term.
However, when only αGB is on, all the region of z > 1 with any θ is acceptable and so it
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Figure 2.9: Allowable region for strange metals where d = θ + 1, all α corrections
are turned on and αR = αGB = αW = 1.
is the least strict theory with biggest allowable region. On the other hand, αR is the most
strict theory as we also saw in the previous section, and only approximately a small region
of −2 < θ < 4, −1 < z < 1 is allowable.
2.3 Resolving the Singularity
In this section we consider adding only a Weyl correction term to the action, coupled to the
dilaton, and investigate the singularity resolution. By choosing an appropriate g(φ) function,
this term can lead to corrections to effective potential in the deep IR which stabilizes the
dilaton at a finite value φI and the geometry would be free from singularity in this regime.
In the UV limit of the theory as Weyl tensor vanishes, this correction would have no effect.
The action that we consider is
S =
∫
d4x
√−g(R + V (φ)− 1
2
(∂φ)2 − f(φ)FµνF µν + g(φ)CµνρσCµνρσ), (2.3.1)
where g(φ) = 3
4
(
c0e
ηφ + c1
)
and αW =
3
4
c0. The metric Ansatz for constructing the flow
is
ds2 = a2(r)
(−dt2 + dr2 + b2(r) (dx2 + dy2)) . (2.3.2)
We would call this new form of Ansatz, the (a-b) gauge. The field parametrization in
this new gauge is
Frt =
Q
f(φ)b2
, (2.3.3)
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and the Einstein equations are
Err =
3a′2
a2
+
b′2
b2
+
4a′b′
ab
+
4g
3a2
(
b′4
2b4
+
b′′2
2b2
− b
′b(3)
b2
+
b′g′φ′
gb2
(
b′2
b
− b′′
))
,
Ett = −2
(
a′′
a
+
b′′
b
)
+
a′2
a2
− b
′2
b2
− 4a
′b′
ab
− 4g
3a2
×(
(b′b(3))′
b2
− 2b
′2b′′
b3
− b
′′2
2b2
+
b′4
2b4
+
g′φ′′ + φ′2g′′
gb
(
b′′ − b
′2
b
)
+
g′φ′
gb
(
2b(3) − b
′3
b2
− b
′b′′
b
))
,
Eii
b2
=
2a′′
a
+
b′′
b
− a
′2
a2
+
2a′b′
ab
− 4g
3a2
×(
b(4)
2b
+
b′4
2b4
− b
′2b′′
b3
+
g′φ′
gb
(
b(3) − b
′b′′
b
)
+
1
2gb
(
b′′ − b
′2
b
)(
φ′2g′′ + g′φ′′
))
, (2.3.4)
with the right hand side
Trr = − Q
2
b4a2f
+
1
4
φ′2 +
a2
2
V,
Ttt =
Q2
b4a2f
+
1
4
φ′2 − a
2
2
V,
Tii
b2
=
Q2
b4a2f
− 1
4
φ′2 +
a2
2
V, (2.3.5)
and the scalar equation is
φ′′ + 2
(
a′
a
+
b′
b
)
φ′ +
2Q2f ′
b4a2f 2
+
4g′
3b2a2
(
b′4
b2
− 2b
′2b′′
b
+ b′′2
)
+ a2V ′ = 0.
As we can see from this equation, the derivative of the function g(φ) coupled to the
metric function b(r), affects the effective potential of the dilaton.
Next, we consider an initial solution of AdS2 × R2 in the IR
a(r) =
1
r
, b(r) = bIr, φ(r) = φI .
Then from (2.3.4) and (2.3.5) we can derive
V (φI) = 1,
Q2
b4I
=
f(φI)
2
(
1− 4
3
g(φI)
)
,
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and the scalar equation becomes
f ′(φI)
f(φI)
(
1− 4
3
g(φI)
)
+
4
3
g′(φI) + V ′(φI) = 0.
Finally, by considering f(φ) = eλφ, V (φ) = V0e
γφ, we have the following solution in the
IR
V0e
γ1ΦI = 1,
Q2
b4I
=
eλΦI
2
(c1 − 1)η − γ
λ− η ,
ΦI =
1
η
log
(
λ(1− c1) + γ
c0(λ− η)
)
.
2.3.1 IR Perturbations
We now consider perturbations around the above IR, AdS2 × R2 solution,
a(r) =
1
r
+ δa(r), b(r) = bIr + δb(r), φ(r) = φI + δφ(r).
For simplicity we can take bI = 1. Then from the Einstein and dilaton equations, there
are four coupled perturbative equations with maximum order of 4.
rr : r2δb(3) +
3
2gI
(
r2δa
)′ − 2δb′ fI
f ′IgI
(
g′I +
3
4
V ′I
)
− g
′
I
gI
(rδφ)′ = 0, (2.3.6)
tt :
(
rδb(3)
)′
+
3
2gI
(r3δa′)′
r2
− g
′
I
gI
(rδφ′)′
r
+
g′I
gI
δφ
r2
− 2 fI
f ′IgI
(
g′I +
3
4
V ′I
)(
δb′
r
)′
= 0, (2.3.7)
ii : r2gIδb
(4) − 3 (r2δa′)′ − 6δb
r2
− rg′Iδφ′′ + 2
δφ
r
(
g′I +
3V ′I
4
)
− 2r2
(
3
4
+ gI
)(
δb′
r2
)′
= 0,
(2.3.8)
and the scalar equation is
δφ′′ − 8
3
rg′I
(
δb′
r2
)′
+
4
r
(
δa+
δb
r2
)
V ′I +
δφ
r2
(
2f ′I
fI
(
4
3
g′I + V
′
I
)
+
f ′′I
fI
− 4gIf
′′
I
3fI
+
4g′′I
3
+ V ′′I
)
= 0.
(2.3.9)
One can read δb(4) from (ii) and replace it in (tt) and therefore end up with 3 equations with
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maximum order of 3.
Now considering the IR perturbations
δa(r) ∼ rν−1, δb(r) ∼ rν+1, δφ(r) ∼ rν ,
we can derive the following solutions for ν
ν1,2 = −1, ν3 = 2,
ν4,..,7 =
1
2
± 1
2
[1− 2
3(γ − c1η + λ1) [u0 ± (24(γ + η − c1η)(γ + λ− c1η)(c1ηλ−
(λ+ γ)(η + γ)) + u20)
1
2 ]]
1
2 ,
u0 = (γ + (1− c1)η)(−2 + 3(γ + λ)2) + 3c1η2(γ + (1− c1)λ). (2.3.10)
2.3.2 Hyperscaling Violating Solution in the (a-b) gauge
Now we need to write the hyperscaling violating solution that we have found in section 2.1
in a new gauge as (2.3.2) in order to match all three regions in a similar form of a metric.
Changing variable in (2.3.2), in the way that zr˜ = r−z, x˜ = z1−
1
zx, leads to
ds2 = L˜2r˜
θ
z
−2
(
−dt2 + dr˜2 + r˜2− 2z dx˜2
)
, (2.3.11)
where L˜2 = L2z
θ
z
−2.
The hyperscaling violating solution in this gauge is
ds2 = L˜2r(1−z˜)θ−2
(−dt2 + dr2 + r2z˜dx2) ,
φ(r) = φ0 + (z˜ − 1)β log r,
Frt = ρe
−λφ0r2(z˜−2)−(z˜−1)θ,
β2 =
(θ − 2)(2z˜ + (z˜ − 1)θ)
z˜ − 1 +
2c0e
ηφ0
L˜2
z˜(θ − 2)(3− 4z˜ + (z˜ − 1)θ)
z˜ − 1 ,
ρ2e−λφ0 =
L˜2
2
z˜(3− 2z˜ + (z˜ − 1)θ) + c0e
ηφ0
4
z˜(3− 2z˜ + (z˜ − 1)θ)(6− 8z˜ + 3(z˜ − 1)θ),
V0e
γφ0 =
(3− 2z˜ + (z˜ − 1)θ)(2− z˜ + (z˜ − 1)θ)
L˜2
+
c0e
ηφ0
2L˜4
z˜(z˜ − 1)(θ − 2)(3− 4z˜ + (z˜ − 1)θ),
(2.3.12)
where η = −γ = −θ
β
, λβ = θ − 4 and z = 1
1−z˜ .
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2.4 Allowed Regions for the Numerical Solution
To search for the numerical solution, we should consider some constraints on our extensive
parameters. In order to have an acceptable solution in the IR, from the terms for Q2 and φI ,
we get two constraints between λ, η, γ, c0 and c1 which are:
(γ+η−ηc1)
(η−λ) > 0 and
λ(1−c1)+γ
c0(λ−η) > 0.
If we consider two cases of c1 < 1 +
γ
λ
or c1 > 1 +
γ
λ
, for both cases one can demonstrate that
c0 < 0. Thus, we consider a negative value for c0.
Then we would like to find all the acceptable regions for λ, η and c1. The conditions that
we will impose, similar to [29] are:
1) λ, η, γ > 0.
2) There should be a region where Veff(φ0) = 0. So the argument of the logarithm in
the equation for φ0 should be positive.
3) g(φ0) > 0 which means
3
4
(c0e
ηφ0 + c1) > 0.
4) Q2 > 0, therefore, (γ+η−ηc1)
(η−λ) > 0.
5) The perturbations should not be oscillatory, which means all the ν’s that we have found
should be real parameters, which put constraints on the terms which are under the radical.
6) At least one of the ν should be negative and therefore one of the dilaton perturbation
should be irrelevant.
Using these conditions we can specify different regions of the parameter space in the
following figures. Similar to [29] which separated the parameters regions for the Lifshitz
metric, we will do the same for the hyperscaling violating metric. So the green region is the
allowed region, red is when g(φ) < 0, yellow is when g(φ) > 0, but ν is imaginary or all ν’s
are irrelevant, and grey is when any of the conditions 1, 2 or 3 is violated.
We found that for c1 < 1 and γ > 1, there is no green region. But for c1 > 1 for both
cases, γ > 1 and γ < 1, green regions do exist. From figures (2.14) - (2.17), one can notice
that specifically the region of 0 < z˜ < 1 is green, which indicates that z > 1, consistent
with causality condition of hyperscaling violating solution. So the green region is the most
restricted region for the parameter space coming from the condition where the background
is non-singular.
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Figure 2.10: Plot of η v.s λ for
γ = 2 and c1 = 3.
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Figure 2.11: Plot of η v.s λ for
γ = 2 and c1 = 0.8.
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Figure 2.12: Plot of η v.s λ for
γ = 0.2 and c1 = 3.
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Figure 2.13: Plot of η v.s λ for
γ = 0.2 and c1 = 0.8.
For plotting η versus z, we have used the following equation that we have derived in
section (2.3.2),
λ =
θ − 4(
L2(θ−2)(−θ+z(2+θ))+2 c0z(θ−2)(3+z(−4+θ)−θ)
L2(z−1)
)
1
2
. (2.4.1)
For plotting figures (2.10) - (2.17), we made the following assumptions
φ0 = 0, L = 1, c0 = −2, θ = 3.
2.4.1 Crossover Estimations
We can analyze the physics of the flow by doing several estimations. The flow is from
AdS4 in the UV to AdS2 × R2 in the IR where each of these two regions has a constant
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Figure 2.14: Plot of η v.s z˜ for
γ = 2 and c1 = 3.
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Figure 2.15: Plot of η v.s z˜ for
γ = 2 and c1 = 0.8.
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Figure 2.16: Plot of η v.s z˜ for
γ = 0.2 and c1 = 3.
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Figure 2.17: Plot of η v.s z˜ for
γ = 0.2 and c1 = 0.8.
dilaton. There is an intermediate hyperscaling violating region with solution (2.3.12) where
the dilaton flows logarithmically based on the relation φ(r) = φ0 + (z˜ − 1)β log r. One can
approximately say that the exponential potential V (φ) is responsible for the HSV region,
f(φ) F 2 is responsible for the AdS4, and g(φ) times the higher derivative terms is responsible
for the emergence of AdS2 × R2 in the IR. Using this we can estimate the r and φ for each
cross over. The cross over from AdS4 in the UV to HSV happens at φU and rU , and when
f(φU) g
rrgtt(Frt)
2 ∼ V (φU). Using this,
rU =
(−1
L˜4
V0e
γφ0
ρ2e−λφ0
) −1
4(θ(z˜−1)+2)
,
φU = φ0 − β(z˜ − 1)
4θ(z˜ − 1) + 8 log
( −V0eγφ0
L˜4 ρ2e−λφ0
)
. (2.4.2)
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For the first estimation, we take αR = αW = αGB = L = 1φ0 = 0, z = 3, θ = 4, leading
to z˜ = 2
3
and L˜ = 0.693. Also c0 = −2 and c1 = 3, as in figures (2.10) , (2.12). This gives
rU ' 0.32, φU ' −6.45. (2.4.3)
After choosing the specific parameters, then rU and φU are fixed for the UV region.
The crossover from HSV region to AdS2 × R2 in the IR occurs at φI and rI , when the
higher derivative correction terms become comparable to the exponential potential. So
g(φI)h ∼ V (φI), where
h = αWCµνρσC
µνρσ + αGBG+ αRR
2,
and
g(φI) =
3
4
(c0e
ηφI + c1). (2.4.4)
For the assumed values we can calculate h, which gives, h(rI) = 88 r
8
I . This leads to the
equation
r8I (−2r
4
3
I + 3) = −0.0292r
−4
3
I , (2.4.5)
which gives
rI ' 1.356, φI ' 1.758. (2.4.6)
As rI is bigger than rU , the cross over from AdS4 to HSV happens after the cross over
from HSV to AdS2×R2 and so the RG flow can exist. Choosing a bigger c1, which makes the
effect of higher derivative terms more important and with all other parameters constant, one
can easily make rI and φI bigger. As for example for c1 = 300, we will get rI = 43. So one
arbitrarily can increase the intermediate HSV region. The dilaton in AdS4 and AdS2 × R2
is also constant with a bigger value in the UV.
One can choose other parameter values and check whether for those cases, a flow could
exist. There are some values that rU is bigger than rI , or some other singularities can happen
as indicated in the conditions for the existence of numerical flow in the previous section. For
resolving those singularities, other methods should be implied.
It would be much better to actually construct the numerical flow and see explicitly the
interpolations between AdS4, intermediate hyperscaling violating region and AdS2 × R2.
However, due to the extensive parameters and the high sensitivity of the numerical solution
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to the initial values and parameters, a numerical flow could not be built explicitly here and
will be done in future works. Shooting method similar to [29] can be used to build the
numerical flow, however for the hyperscaling violating case, it would be more difficult.
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Chapter 3
Schwinger effect and entanglement
entropy in confining geometries
The Schwinger effect in quantum field theory [39] is the creation of pairs of particles in the
presence of a strong electric or magnetic field. In the description of the confinement of quarks
via a gluonic flux tube, it is intuitively clear that when the strength of electric field reaches
the value of the string tension between the quark and antiquark, it can break the string that
is attaching them and so the virtual pairs can become on shell and a current can be created.
As holography is a powerful tool in studying strongly correlated systems, one would like
to study quark-gluon plasmas using holography. Semenoff and Zarembo [40] first studied
the Schwinger effect using holography by considering the fact that the dual picture of two
moving quarks is a string attaching them. Also the authors in [41] and [42], using the
Nambu-Goto action on a probe brane and by calculating the free energy and using the first
law of thermodynamics, calculated the entanglement entropy of a quark and an antiquark
which are accelerating in an electric field in the AdS5 background. A similar calculation in
a different setup was also done in [43]. Giving that QCD, the theory of strong interaction,
is actually in the strongly coupled regime, it makes sense to try Semenoff and Hubeny’s
calculations in the confining backgrounds too.
On the other hand, entanglement is a measure of quantum correlation between two or
more parts of a system. There are some ideas on how to measure entanglement entropy in the
lab by using the fluctuations of a current which is flowing through a quantum point contact as
the probe, [44] [45], which still are not quite successful experimentally. A plausible conjecture
is that there might be a relation between the Schwinger effect and the entanglement entropy.
Finding such a relation could be a breakthrough since the Schwinger pair creation rate could
also act as an entanglement meter in condensed matter systems. One should notice that the
AdS/CFT has successfully constructed supergravity backgrounds that have been claimed
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to be dual to field theories such as QCD models. These backgrounds display confinement
(characteristics such as Wilson loop area law, or chiral symmetry breaking). So to explore
such a potential relation between Schwinger effect and entanglement entropy, in the first
step, we study the phase diagrams of Schwinger effect and of entanglement entropy for four
confining geometries which were the Witten-QCD (WQCD), the Maldacena-Nunez (MN),
the Klebanov-Strassler (KS) and the Klebanov-Tseytlin (KT) backgrounds which are dual
to N = 1 field theories.
For calculating the entanglement entropy of accelerating particles one can use the method
in [42]. For doing so, first one needs to find the string world-sheet profile in these confining
backgrounds. For the case of AdS geometry, due to the large amount of symmetries, the
corresponding PDE equation of motion is simple and has been explicitly solved in [46].
Mikhailov also found a simple linear relation [47] to find the string world-sheet profile based
on the position of the quark and antiquark on the boundary that can only be used for
the AdS5 background. For other geometries such as the confining backgrounds there is no
Mikhailov-like equation and for finding the string profile one needs to solve several more
difficult PDE equations analytically which for our supergravity background geometries we
present them in sec (??). We just do the similar calculation for the Minkowski background
and we find the free energy of the quarks and antiquarks in a flat background in sec (3.2).
In order to look for a relationship between the phase transitions of Schwinger effect
and of the entanglement entropy, in section (3.3) we study the phase transitions in an
electric potential similar to the procedures in [48–53]. By using Dirac-Born-Infeld (DBI)
action, we calculate the critical electric fields in these geometries where the potential becomes
catastrophically unstable and we then find the phase diagrams numerically. Interestingly the
phase diagrams of all of these geometries are very similar where three different phases can be
detected and this has been predicted in [49] as a universal feature of all confining geometries.
We also compare these diagrams with the conformal case of Klebanov-Witten in which only
two phases can be detected.
In section (3.4), we look at the phase diagrams of the entanglement entropy of a strip,
similar to the calculation in [54–56]. Klebanov, Kutasov and Murugan found a generalization
of Ryu-Takayanagi relation for the nonconformal geometries [54]. Then in [55], the authors
presented the plots of the phase diagram for geometries constructed by Dp brane compact-
ified on a circle which are the generalization of the Witten-QCD model. They have found
a butterfly shape and a double valuedness in the phase diagram of these confining geome-
tries. In this chapter, we additionally present the phase diagrams of the Maldacena-Nunez,
Klebanov-Strassler and Klebanov-Tseytlin plus the Klebanov-Witten and Witten-QCD mod-
els by similarly calculating the length of the connected regions and the entanglement entropy
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of the connected and disconnect solutions. We also observe the similar butterfly shape in the
phase diagrams. In addition, we find that if in a specific geometry the phase transition of
Schwinger effect is fast and dramatic, this would also be the situation for the entanglement
entropy phase transition. This is actually the case for WQCD and KT. On the other hand,
if the phase transition for the Schwinger effect is mild, the phase transition of entanglement
entropy would also be mild and this is the case for MN and KS. One can also compare these
features with the conformal case of Klebanov-Witten and AdS, as a limit of a mild transition.
In sec (3.5), we study the Schwinger effect in the presence of a magnetic field in addition
to the electric field and study its effects on the pair creation rate. By adding a probe
D8-brane, in [57] and [58] the authors studied the imaginary part of the Euler-Heisenberg
effective Lagrangian, the rate of pair creation, the critical electric field and the effect of the
parallel and perpendicular components of the magnetic field on the rate of pair creation in
the background of Sakai-Sugimoto and the deformed Sakai-Sugimoto models. Similarly we
calculate the DBI action and the imaginary part of the Euler-Heisenberg effective Lagrangian
in our geometries. We find that in all of our supergravity confining geometries the parallel
magnetic field would increase the rate of pair creation while the perpendicular magnetic
field would decrease it which should be a general feature of all confining backgrounds. We
expect that the universality, within the AdS/CFT correspondence of our findings might have
relevance for practical systems.
3.1 The string profile in confining geometries
In this section we present the PDE equations of the string profiles which can be used in
finding the entanglement entropy of accelerating quarks moving on specific trajectories.
As in [46], by starting from the Nambu-Goto action for the AdS5 geometry,
ds2 = R2[
du2
u2
− u2dt2 + u2(dx2 + dy2 + dz2)], (3.1.1)
and then by assuming the static gauge of (τ, σ) = (t, u) and the embedding coordinate of
Xµ = (t, u, x(t, u), 0, 0), one can find the determinant of the induced metric as
√−g = R2
√
1− x˙2 + u4x′2, (3.1.2)
and the equation of motion as
∂
∂u
(
u4x′√−g
)
− ∂
∂t
(
x˙√−g
)
= 0. (3.1.3)
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Solving these PDE equations, in general is a difficult task, but for the case of AdS which
enjoys SO(4, 2) group isometries, it has a simpler form. The author in [46] could find the
solution and therefore the string profile as a function of t and u as
x = ±
√
t2 + b2 − 1
u2
. (3.1.4)
If due to the potential of an electric field, a heavy quark and an antiquark accelerate on a
specific trajectory, the classical solution from the Nambu-Goto action would be a world-sheet
that is a part of AdS2 and the locus of
u2 + (x1)2 − (x0)2 = M
2
E2
, (3.1.5)
where M is the mass of the quark and E is the electric field. From this relation, the world-
sheet event horizon can be read as uE =
M
E
(here, the world-sheet event horizon is defined
as an event horizon on the induced metric). As in [42], for a specific trajectory such as a
hyperbola, one can read the metric near the quark trajectory.
Alternatively, for finding the induced metric on the world-sheet, similar to [41], one can
use the Mikhailov relation between the embedding coordinate XM(τ, u) and the boundary
quark position xµ(τ), [47], as
Xµ(τ, u) = ux˙µ(τ) + xµ(τ), XM(τ, u) = (Xµ(τ, u), u). (3.1.6)
Then, as in [42], one can find the proper area between the probe brane and the event
horizon which is proportional to the free energy. By knowing the Unruh temperature that the
quarks would feel in the accelerated reference frame in AdS as TU =
E
2piM
, and by using the
first law of thermodynamics one can read the entropy. If one can assume the semiclassical and
heavy quark limit in the problem, all of those entanglements are due to the “entanglement
entropy” and so for the AdS the EE where found to be s =
√
λ [42], where λ is the ’t Hooft
coupling constant.
Now we look at the equations for the N = 1 supergravity solutions that are dual to
the confining geometries. One should notice that for this calculation, one first needs the
string world-sheet profile, the induced metric and the Unruh temperature of the accelerating
particles in each background which we do not present here.
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3.1.1 Witten-QCD
Among all the three confining geometries mentioned, the Witten QCD model is the most
similar background to the AdS metric. In the string frame, its metric and dilaton field
are [59],
ds2 = (
u
R
)3/2
(
ηµνdx
µdxν +
4R3
9u0
f(u)dθ2
)
+
(
R
u
)3/2
du2
f(u)
+R3/2u1/2dΩ24,
f(u) = 1− u
3
0
u3
, R = (piNgs)
1
3α′
1
2 , eΦ = gs
u3/4
R3/4
. (3.1.7)
If we consider the static gauge, and the embedding coordinate as:
Xµ = (t, u, x(t, u), 0, 0, θ(t, u), 0, 0, 0, 0), then the equations would be complicated. So we
assume θ is a constant, and therefore the determinant of the induced metric simplifies to
√−g =
√
u3
(
1− x˙2
u3 − u03 +
x′2
R3
)
, (3.1.8)
which leads to the following equation of motion,(
u3 − u30
R3u3
)
∂
∂u
(
u3x′√−g
)
− ∂
∂t
(
x˙√−g
)
= 0, (3.1.9)
which is quite similar to the AdS case. If one finds the analytical solution of this PDE equa-
tion, similar to the AdS case, one can follow the procedures of [42] and find the entanglement
entropy of heavy accelerating quarks in this model.
3.1.2 Maldacena-Nunez
The MN metric is obtained by a large number of D5-branes wrapping on S2 [60]. In the
string frame the metric and the fields are [61]
ds210 = e
φ[−dt2 + dx12 + dx22 + dx32 + e2h(r)(dθ12 + sin2 θ1dφ12) + dr2 + 1
4
(ωi − Ai)2],
(3.1.10)
where
A1 = −a(r)dθ1, A2 = a(r) sin θ1dφ1, A3 = − cos θ1dφ1, (3.1.11)
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and the ωi s parametrize the compactification 3-sphere which are
ω1 = cosψdθ2 + sinψ sin θ2dφ2, ω
2 = − sinψdθ2 + cosψ sin θ2dφ2,
ω3 = dψ + cos θ2dφ2, (3.1.12)
and also the other parameters of the metric are
a(r) =
2r
sinh 2r
, e2h = r coth 2r − r
2
sinh 2r2
− 1
4
, e−2φ = e−2φ0
2eh
sinh 2r
. (3.1.13)
For the case of the Maldacena-Nunez model, we assume the embedding coordinate as
(t, r, x(t, r)) and all other coordinates will set to be zero. Then one would get
√−g = eφ
√
(1− x˙2)(1 + x′2). (3.1.14)
So the equation of motion of the string profile in this background is
∂
∂r
(
e2φx′(1− x˙2)√−g
)
− ∂
∂t
(
e2φx˙(1 + x′2)√
(x′2 + 1)(x˙2 − 1)
)
= 0. (3.1.15)
Again by solving this equation analytically one can find the string profile and then the
entanglement entropy of heavy accelerating quarks.
3.1.3 Klebanov-Tseytlin
The Klebanov-Tseytin metric is a singular solution which is dual to the chirally symmetric
phase of the Klebanov-Strassler model which has D3-brane charges that dissolve in the
flux [62]. Although this metric is singular, but still we can extract the information we are
looking for from analyzing it.
The metric is
ds210 = h(r)
−1/2 [−dt2 + d~x2]+ h(r)1/2 [dr2 + r2ds2T 1,1] . (3.1.16)
Here ds2T 1,1 is a base of a cone with the definition of
ds2T 1,1 =
1
9
(g5)2 +
1
6
4∑
i=1
(gi)2. (3.1.17)
It is the metric on the coset space T 1,1 = (SU(2)×SU(2))/U(1). Also gis are some functions
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of the angles θ1, θ2, φ1, φ2, ψ as
g1 = (− sin θ1dφ1 − cosψ sin θ2dφ2 + sinψdθ2)/
√
2,
g2 = (dθ1 − sinψ sin θ2dφ2 − cosψdθ2)/
√
2,
g3 = (− sin θ1dφ1 + cosψ sin θ2dφ2 − sinψdθ2)
√
2,
g4 = (dθ1 + sinψ sin θ2dφ2 + cosψdθ2)/
√
2,
g5 = dψ + cos θ1dφ1 + cos θ2dφ2, (3.1.18)
and also
h(r) =
L4
r4
ln
r
rs
, L4 =
81
2
gsM
24. (3.1.19)
In this frame, the asymptotic flat region has been eliminated. Also, r = rs is where the
naked singularity is located. We can hope to extract sensible information from this metric.
For the case of KT the embedding is (t, τ, x(t, τ)) with all other coordinates zero. Then,
√−g =
√
(1− x˙2)(x
′2
H
+
2
9
e
2τ
3 ), (3.1.20)
and the equation of motion of the string profile is
∂
∂τ
(
x′(1− x˙2)
H
√−g
)
− ∂
∂t
(
x˙(x
′2
H
+ 
2
9
e
2τ
3 )√−g
)
= 0. (3.1.21)
3.1.4 Klebanov-Strassler
The Klebanov-Strassler (KS) metric which is known also as warped deformed conifold is
obtained by a collection of N regular and M fractional D3-branes [63].
The metric is
ds210 = h
− 1
2 (τ)dxµdx
µ + h
1
2 (τ)ds6
2, (3.1.22)
and ds26 is the metric of the deformed conifold which is
ds6
2 =
1
2

4
3K(τ)
[ 1
3K3(τ)
(dτ 2 + (g5)2) + cosh2(
τ
2
)[(g3)2 + (g4)2] + sinh2(
τ
2
)[(g1)2 + (g2)2]
]
.
(3.1.23)
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The parameters of the metric are
K(τ) =
(sinh(2τ)− 2τ) 13
2
1
3 sinh τ
, h(τ) = (gsMα
′)222/3−8/3I(τ),
I(τ) =
∫ ∞
τ
dx
x cothx− 1
sinh2 x
(sinh(2x)− 2x) 13 , (3.1.24)
and
g1 =
1√
2
[− sin θ1dφ1 − cosψ sin θ2dφ2 + sinψdθ2],
g2 =
1√
2
[dθ1 − sinψ sin θ2dφ2 − cosψdθ2],
g3 =
1√
2
[− sin θ1dφ1 + cosψ sin θ2dφ2 − sinψdθ2],
g4 =
1√
2
[dθ1 + sinψ sin θ2dφ2 + cosψdθ2],
g5 = dψ + cos θ1dφ1 + cos θ2dφ2. (3.1.25)
For the case of Klebanov-Strassler similar to the KT, the embedding is (t, τ, x(t, τ)) with
all other coordinates zero. Then
√−g =
√√√√(1− x˙2)(x′2
h
+

4
3
6K2(τ)
)
, (3.1.26)
and the equation of motion of the string profile is
∂
∂τ
(
x′(1− x˙2)
h
√−g
)
− ∂
∂t
(
x˙√−g (
x′2
h
+

4
3
6K2(τ)
)
)
= 0. (3.1.27)
3.1.5 Klebanov-Witten
The Klebanov-Witten solution is similar to the KT throat solution but with no logarith-
mic warping [64]. Unlike the other four mentioned metrics, it is a conformal nonconfining
geometry. We study this background to compare our results with the conformal case.
The metric is
ds2 = h−
1
2 gµνdx
µdxν + h
1
2 (dr2 + r2ds2T 1,1), (3.1.28)
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where
h =
L4
r4
, and L4 =
27pi
4
gsN(α
′)2. (3.1.29)
The embedding is (t, r, x(t, r)) with all other coordinates zero. Then
√−g =
√
(1− x˙2)(1 + x
′2
h
), (3.1.30)
and the equation of motion of the string profile is
∂
∂r
(
x′(1− x˙2)
h
√−g
)
− ∂
∂t
(
x˙(1 + x
′2
h
)√−g
)
= 0. (3.1.31)
Therefore, again solving this equation would give the string profile and the induced metric
near the accelerating particles’ trajectory in the background of the conformal KW model.
3.2 The free energy of accelerating qq¯ in the Minkowski
background
In [42] by minimizing the Nambu-Goto action and by using the solution of the PDE for
accelerating particles in AdS5, the authors found the metric near the quark and antiquark
trajectory as
ds2g =
√
λα′
[
−
(
1
u2
− E
2
M2
)
dτ 2 − 2
u2
dτdu
]
, (3.2.1)
then calculating the proper area between the probe brane and the event horizon yields
SN = −2
[
M − M − M
2
]
τP . (3.2.2)
Knowing the Unruh temperature of AdS, TU =
E
2piM
and the free energy, 1
2
 = M−M
2
−√λTU ,
the entanglement entropy of the accelerating quark and antiquark have been found to be
s =
√
λ.
Now the flat geometry can be the UV limit of the Hard-Wall and Witten-QCD model.
Therefore, for the flat metric
ds2 =
√
λα′(−dt2 + dx21 + dx22 + dx23 + dx24 + du2), (3.2.3)
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one can repeat the calculation of Semenoff and Hubeny [42]. So one would have
γττ = x˙
2 − 1, γuu = 1 + x′2, γτu = x′x˙, (3.2.4)
and then the equation of motion is
∂u
(
x′√
1− x˙2 + x′2
)
− ∂t
(
x˙√
1− x˙2 + x′2
)
= 0. (3.2.5)
The solution of this PDE can be found as x(t, u) =
√
t2 + b2 − u2, where as in the previous
case, for the accelerating quark and antiquark, the constant is b = M
E
. From this solution
one can see that the world-sheet event horizon is at uE =
M
E
. Now by using this solution,
the components of the induced metric can be found as
γττ =
u2 − b2
t2 + b2 − u2 , γuu =
t2 + b2
t2 + b2 − u2 , γτu =
t2 + b2
t2 + b2 − u2 . (3.2.6)
Similar to the conditions that have been applied to derive the induced metric of the work
of Semenoff, one can similarly reach to the following induced metric
ds2 =
√
λα′
[(
1 +
u2E2
M2
)
du2 − 2E
2
M2
u2dτdu
]
. (3.2.7)
The D3-brane is located at uM =
√
λ
2piM
. So the proper area between the probe brane and
the event horizon is
SN = 2
[− √λ
2pi
∫ τp
2
− τp
2
dτ
∫ uE
uM
E2u2
M2
du+
M
2
]
= 2τp
[− √λ
6pi
(
M
E
− E
2
M2
(
√
λ
2piM
)3
)
+
M
2
]
. (3.2.8)
Assuming that the Unruh temperature of the accelerated frame is TU =
E
2piM
, then the free
energy is,

2
=
(
−
√
λ
12pi2T
+
T 2λ2
12pi2M3
+
M
2
)
. (3.2.9)
So knowing the solution of any of the above PDE equations in any confining geometries
can similarly lead to the proper area between the probe brane and the event horizon that
yields the free energy of the accelerating qq˜ in those geometries. In a similar way the
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holographic Schwinger effects were also studied in other geometries such as in de Sitter
space [65].
3.3 Potential analysis of the confining geometries
One would think that for searching for any possible relationship between the entanglement
entropy and the Schwinger pair creation rate, it is interesting to first find the phase diagrams
and the phase transitions for both quantities in a few different confining backgrounds.
In [49] the authors demonstrated some general features in the phase diagram of Schwinger
effect in all confining geometries and then in [48], they have studied the “AdS soliton ge-
ometry” as a special case. In these papers, the authors studied the potential of a confining
background and then they plotted the total potential, Vtot(x) versus the distance between
the quark and antiquark x. Their setup and the world-sheet configuration for the quark and
antiquark potential is shown in Figs. (3.1) and (3.2). The plot of WQCD is shown in Fig.
(3.3).
x1
x0
Probe
Figure 3.1: World-sheet configuration in 3D.
x1
r
rt r0 ¥rc
x
probe Boundary
Figure 3.2: World-sheet configuration in 2D.
To compare with our diagrams, their plot of the phase diagram for the AdS soliton
geometry [49] is reproduced in Fig. (3.4).
Now in the following sections, we do a similar calculation for our class of supergravity
confining geometries and then numerically we find the phase diagrams.
3.3.1 Witten-QCD
First for the Witten-QCD geometry which is similar to Sakai-Sugimoto model, if we assume
a probe D3-brane (which gives the practical spectrum for us) is located at u = u0 and then
we assume the following Ansatz for the Wilson loop,
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x0 = τ, x1 = σ, u = u(σ), θ = θ(σ), (3.3.1)
the NG action is
L = √−g =
√√√√( u
R
)3(
1 +
4R3
9ut
θ′2
(
1− ut
3
u3
)
+
u′2
1− u3t
u3
(
R
u
)3)
. (3.3.2)
As the Lagrangian does not depend on σ, the following Hamiltonians are conserved,
Hu =
∂L
∂(∂σu)
∂σu− L, Hθ = ∂L
∂(∂σθ)
∂σθ − L. (3.3.3)
Then there should exist two different minimal surfaces that satisfy the following relations,
du
dσ
= 0, at u = uc (ut < uc < u0),
dθ
dσ
= 0, at θ = θc (θt < θc < θ0). (3.3.4)
However, by assuming θ′ = 0, we consider a rectangular Wilson loop which makes the
calculation simpler. So
L =
√√√√ 1
1− u3t
u3
(
du
dσ
)2
+
u3
R3
, (3.3.5)
and then from the conservation of Hu we would get
du
dσ
=
1
R
3
2
√
(u3 − ut3)
(
u3
u3c
− 1
)
. (3.3.6)
By integrating the above equation one derives the length of the string between the quark
and antiquark in WQCD as
x = 2R
3
2
∫ u0
uc
du√
(u3 − u3t )
(
( u
uc
)3 − 1
) . (3.3.7)
Now, by defining the following dimensionless quantities,
y =
u
uc
, a =
uc
u0
, b =
ut
u0
, (3.3.8)
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one can simplify x as
x =
2R
3
2
(u0a)
1
2
∫ 1
a
1
dy√
(y3 − 1)
(
y3 − ( b
a
)3
) . (3.3.9)
The sum of the potential and static energy is
VPE+SE = 2TF
∫ x
2
0
dσL = 2Tfu0a
∫ 1
a
1
dy
y3√
(y3 − 1)
(
y3 − b3
a3
) . (3.3.10)
For the large x limit, (a→ b), the sum of the potential and static energy is
VPE+SE = TF
(u0b)
3
2
R
3
2
x+ 2TFu0b
(
1
b
− 1
)
. (3.3.11)
So from the first term which is the quark and antiquark potential, we can read the confining
string tension as
σst = TF
(ut
R
) 3
2
. (3.3.12)
This matches with the result coming from the relation σst =
g(ut)
2piα′ . Also the second term
gives the static mass of the quark and antiquark,
2TF (u0 − ut) = 2mW . (3.3.13)
Then from the DBI action, one can read the critical electric field for this geometry as
Ec = TF
(u0
R
) 3
2
. (3.3.14)
Now, we can define the dimensionless parameter α = E
Ec
. So the total potential energy is
Vtot = VPE+SE − Ex =
2TFu0a
∫ 1
a
1
dy
y3√
(y3 − 1)(y3 − b3
a3
)
− 2TFu0α
a
1
2
∫ 1
a
1
dy√
(y3 − 1)(y3 − b3
a3
)
. (3.3.15)
The plot of WQCD is shown again in Fig. (3.5) . By comparing the diagrams below,
one can see that the form of plots is similar with slight differences in small x limit. One can
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Figure 3.3: The plot of total potential versus x for the Witten QCD model when b = 0.5 and
2TF = u0 = 1.
see that in both of them, there exist three phases, one with stable potentials and no pair
creation, one with exponentially suppressed potentials with tunneling pair creation and one
with catastrophically unstable potentials with exponential pair creation.
As it has been demonstrated analytically for a general background in [49] this behavior is
universal in all confining geometries. However, there are still some minor differences between
the phase diagrams of different confining backgrounds which here we aim to detect and then
compare with the phase diagrams of the entanglement entropy of these backgrounds.
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Α=0.6
Α=1
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1 2 3 4
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Figure 3.4: AdS soliton.
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Figure 3.5: Witten QCD.
From these plots one can see that in the Witten QCD diagram, for α = 0.01 there is
no zero other than the origin and no Schwinger effect can occur. For α = 0.1 the potential
becomes flat. For α = 0.25 or 0.6, there is a barrier in the potential which, as can be seen
from the diagrams, is different from the AdS soliton case as it has a bigger curvature in
smaller x. In this phase the Schwinger pair creation can only occur by tunneling through
this barrier and the rate of pair creation is strongly suppressed. For larger E, where for
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instance α = 1.3, the potential becomes catastrophically unstable and the Schwinger effect
occurs and therefore a current can be created. In this phase the probability of pair creation
would not be any more exponentially suppressed. The curvatures are bigger for the diagram
of the Witten QCD model and a small bump can be seen around x = 0.5 which is not
present for the AdS soliton case. Also by comparing all the diagrams, one can see that in
Witten-QCD and KT models, the phase transition happens faster and in a more dramatic
way relative to the other backgrounds.
3.3.2 Maldacena-Nunez
Now we repeat this calculation for the Maldacena-Nunez background which potentially can
show the instantons effects.
We assume x0 = τ, x1 = σ, r = r(σ), so the determinant of the induced metric and
therefore the Lagrangian is L = eφ√r′2 + 1.
Since
∂L
∂(∂σr)
∂σr − L (3.3.16)
is a constant, we would get
r′ =
√
e2φ
e2φ(rc)
− 1. (3.3.17)
So, L = e2φ
eφc
. Also from the DBI action one can find the critical electric field as
Ec = TF
e2φ(r0)
eφ(rc)
. (3.3.18)
We assume that the probe brane is located at r = rc = 1, and for the sake of similarity
to the previous calculations we define a = rc
r0
, therefore r0 =
1
a
. One should also notice
that the MN geometry ends when eφ becomes undefined. This happens at the roots of
eh = r coth(2r)− r2
sinh[2r2]
− 1
4
where its plot is shown in Fig.(3.6).
One can see that the positive root is approximately located at rt = 0.6 and it is where
the geometry ends.
Now, by defining
x = 2
∫ r0
rc
dr√
e2φ
e2φc
− 1
, (3.3.19)
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Figure 3.6: The Plot of eh versus r .
and the total potential as
Vtot = 2TF
∫ r0
rc
e2φ
e2φc
dr√
e2φ
e2φc
− 1
− 2Ecα
∫ r0
rc
dr√
e2φ
e2φc
− 1
, (3.3.20)
one can find the phase diagram in Fig. (3.7).
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Figure 3.7: The plot of total potential versus x for the Maldacena-Nunez model. Here φ0 = 0,
r0 = TF = 1.
By expanding the potential VPE+SE for large x, i.e, r → rc, one can find the string tension
and quark mass as
σst = e
φcTF , 2mW = 2TF e
φc(r0 − rt). (3.3.21)
This result for the string tension matches with the other result coming from relation g(rt)
2piα′ .
One can see that still there exist three different phases. For α until around 0.47 no Schwinger
effect would occur. For α between 0.47 and 0.48, Schwinger effect would occur as a tunneling
process, and for α larger than 0.48, the potential becomes unstable.
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3.3.3 Klebanov-Strassler
Now for the KS background we assume x0 = t, x1 = σ, τ = τ(σ). So the components of the
induced metric are
γtt = −h− 12 (τ), γσσ = h− 12 (τ) + τ
′2h
1
2 (τ)
4
3
6K2(τ)
. (3.3.22)
Therefore,
L =
√
h−1(τ) +
τ ′2
4
3
6K2(τ)
. (3.3.23)
Again, knowing that ∂L
∂(τ ′) − L is constant, one can derive τ ′ as
τ ′ =
√
6

2
3
K(τ)
h(τ)
√
h(τc)− h(τ). (3.3.24)
Also, the critical electric field is
Ex = TFh
− 1
2 (τ0). (3.3.25)
At τ = τc one would have τ
′
c = 0. We assume τ0 = 1, so one can find
x = 2
∫ 1
a
1

2
3h(ya)√
6K(ya)
1√
h(a)− h(ya) , (3.3.26)
and the total potential as
Vtot =
2TF√
6
∫ 1
a
1
√
h(a)
K(ya)
1√
h(a)− h(ya)
−2
2
3TFα√
6
∫ 1
a
1
h(ya)
K(ya)
h−
1
2 (1)√
h(a)− h(ya) . (3.3.27)
The plot of KS phases for different α is shown in Fig. (3.8).
The numerical calculation of this case would take more time to be performed but the
final phase diagram in general, is similar to the three other confining geometries. The parts
that are missing in the plot are due to some singularities in the numerical calculations of the
integrals. Again, three phases for different α can be detected and the phase transitions are
mild.
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Figure 3.8: The plot of total potential versus x for the Klebanov-Strassler model, assuming
τ0 = β = TF =  = 1.
3.3.4 Klebanov-Tseytlin
The calculation can be repeated for the KT background. Taking x0 = t, x1 = σ, r = r(σ),
the components of the induced metric are γtt = h
− 1
2 , γσσ = −(h− 12 + r′2h 12 ) and so L =√
h−1 + r′2.
Again using the conservation of the Hamiltonian and knowing that at r = rc, r
′ = 0,
then we find
r′ =
√
h(rc)− h(r)
h(r)
. (3.3.28)
After taking the integral of this relation and by defining y = r
rc
, a = rc
r0
and b = rs
r0
, one
can find
x = 9
√
2M2
√
gs
∫ 1
a
1
dy
y4
√
ln
(
a
b
)− 1
y4
ln
(
ya
b
) ,
VPE+SE = 2TF
∫ rs
r0
Ldσ = 2TFar0
√
ln
a
b
∫ 1
a
1
dy√
ln a
b
− 1
y4
ln ay
b
. (3.3.29)
From the DBI action the critical electric field is
Ec = TFh
− 1
2
0 = TF
r20
L2
(
ln
r0
rs
)− 1
2
. (3.3.30)
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By defining α = E
Ec
, the total potential is,
Vtot = 2TFar0
√
ln
a
b
∫ 1
a
1
dy√
ln a
b
− 1
y4
ln ay
b
− 2αTF r
2
0√
ln 1
b
∫ 1
a
1
dy
y4
√
ln a
b
− 1
y4
ln ya
b
. (3.3.31)
Now by simplifying this relation by assuming b = 0.4 and r0 = M = TF = 1, one can
find the plot of Vtot versus x which is shown in Fig. (3.9).
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Figure 3.9: The plot of total potential versus x for the Klebanov-Tseytlin model for b = 0.5 and
r0 = M = TF = 1 .
The Klebanov-Tseytlin model is a limit of Klebanov-Strassler and there is no wonder
that the phase diagrams are very similar. Again three phases can be seen for different αs.
However, in these two cases the exact numerical values of α do not correspond to each other,
since we did not match the numerical constants.
Also, note that for this particular question that we were interested in, we can neglect the
naked singularity of KT while we gain some technical advantages.
3.3.5 Klebanov-Witten
Now to compare our results of the phase diagrams of confining geometries with the conformal
backgrounds, we also study the Klebanov-Witten geometry as an example of conformal
background. The phase diagram is identical to the phase diagram of the AdS case which has
been studied in [50]. Assuming x0 = t, x1 = σ, r = r(σ), where h = L
4
r4
, then the Lagrangian
is L = √h−1 + r′2, and as the Hamiltonian is conserved, one would get
r′ =
r2
L2
√
r4
r4c
− 1, (3.3.32)
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where dr
dσ
= 0 at r = rc. So L = r4L2r2c and from the DBI action the critical electric field is
Ex =
TF r
2
0
L2
. By integrating r′ and by defining y = r
rc
, a = rc
r0
and b = rt
r0
, (notice that rt = 0
here) the distance between the quark and antiquark and the potential are
x =
2L2
r0a
∫ 1
a
1
dy
y2
√
y4 − 1 , (3.3.33)
VPE+SE = 2TF r0a
∫ 1
a
1
y2dy√
y4 − 1 . (3.3.34)
For large x, as a → b = 0, the potential vanishes which is a feature of non-confining
(conformal) backgrounds. Also, 2mW = 2TF r0(1 − a) and for a = b = 0, it gives 2mW =
2TF r0. Then we get,
Vtot = 2TF r0a
∫ 1
a
1
y2dy√
y4 − 1 −
2TF r0α
a
∫ 1
a
1
dy
y2
√
y4 − 1 . (3.3.35)
The phase diagram of KW and AdS are similar and is shown in Fig. (3.10).
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Figure 3.10: The Schwinger phases of AdS5 and Klebanov-Witten.
Unlike the other four confining geometries, as the KW and AdS are conformal geometries,
there are only two phases present. Even for a very small α (or electric field), there is always
a zero at larger x and so the pair creation would happen by a tunneling process there. The
other phase is the unstable one for a larger α.
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3.4 Entanglement entropy of a strip in confining ge-
ometries
Now we would like to study the phase diagrams of entanglement entropy in these confin-
ing geometries and then compare the phase transition of EE with the phase transition of
Schwinger effect and compare the diagrams of different geometries. One way is to use the
method in [42] for calculating the entanglement entropy of accelerating quark and antiquark.
But as we have mentioned in Sec. 3.1 , one first needs to solve several partial differential
equations analytically. Other methods could be using the ideas in [66] or [67], to study
the entanglement entropy of local operators or localizes excited states in each background.
But here, to find the entanglement entropy of a strip in each confining geometry, we follow
the calculations of [55] and [54]. Also, the entanglement entropy of multiple strips can be
calculated similar to calculations in [68].
So as in [54], based on Klebanov-Kutasov-Murugan (KKM) suggestion, the generalization
of Ryu-Takayanagi conjecture for the non-conformal theories is
S =
1
G
(10)
N
∫
γ
d8σe−2φ
√
G
(8)
ind. (3.4.1)
The authors showed that the entanglement entropy can be found by minimizing this action
over all surfaces that ends on the boundary of the entangling surface. There are actually two
solutions which satisfy these conditions. One of them corresponds to a disconnected region
and the other one is a connected surface. In [67], the authors showed that always only one
of the two possible configurations would dominate and would be the physical solution.
So if one writes the gravitational background in the general following form
ds2 = α(ρ)[β(ρ)dρ2 + dxµdxµ] + gijdθ
idθj, (µ = 0, 1, ...d), (i = d = 2, ..., 9), (3.4.2)
then the volume of the internal manifold is Vint =
∫
d~θ
√
set[gij].
One can also define another useful function H(ρ) as
H(ρ) = e−4φV 2intα
d. (3.4.3)
For confining geometries, this function is a monotonically increasing one while β(ρ) is a
monotonically decreasing function. Using the KKM equation [54], [55], the EE for the
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connected solution is
SC(ρ0) =
Vd−1
2G
(10)
N
∫ ∞
ρ0
dρ
√
β(ρ)H(ρ)
1− H(ρ0)
H(ρ)
, (3.4.4)
the EE of the disconnected solution is given by
SD(ρ0) =
Vd−1
2G
(10)
N
∫ ∞
ρΛ
dρ
√
β(ρ)H(ρ). (3.4.5)
and the length of the line segment of the connected solution is
L(ρ0) = 2
∫ ∞
ρ0
dρ
√
β(ρ)
H(ρ)
H(ρ0)
− 1 . (3.4.6)
The difference of the connected and disconnected solution is finite, so S is defined as
S(ρ0) =
2G
(10)
N
Vd−1
(SC − SD) =
∫ ∞
ρ0
dρ
√
β(ρ)H(ρ)
1− H(ρ0)
H(ρ)
−
∫ ∞
ρΛ
dρ
√
β(ρ)H(ρ). (3.4.7)
Now we study L and S for our specific geometries.
3.4.1 Witten-QCD background
For the case of Witten QCD background similar to [55], one can define the functions
α(u), β(u) and H(u) as
α(u) =
( u
R
) 3
2
, β(ρ) =
(
R
u
)3
1
f(u)
, H(u) =
(
8pi2
3
)2
4R6u5f(u)
9u0g4s
, (3.4.8)
where f(u) = 1 − u3t
u3
. From the functions of β and H, it can be seen that as it has been
suspected, β(u) is monotonically decreasing, H is monotonically increasing, H shrinks to
zero at u = 0 and β(u) diverges at u = ut = 1.
The EE for the connected and disconnected solutions are respectively
SC(u0) =
V2
GN
(10)
8pi2R
9
2
9g2s
√
ut
∫ ∞
u0
du
√√√√ u2
1− u50
u5
f(u0)
f(u)
,
SD(u0) =
V2
G10N
8pi2R
9
2
9g2s
√
ut
∫ ∞
uΛ
udu. (3.4.9)
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Also, the length of the line segment of the connected solution is
L(u0) = 2
∫ ∞
u0
du
√√√√ (Ru )3 1f(u)
f(u)u5
f(u0)u50
− 1
. (3.4.10)
Their plots are shown in Figs. (3.11) and (3.12).
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Figure 3.11: Plot of L(u0) vs. u0 for the
WQCD model.
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Figure 3.12: Plot of S vs. u0 for the WQCD
model. The blue line is the connected solution
and the dashed red line is the disconnected solu-
tion.
Note that here, we take ut = uΛ = 1.
Due to the peak in the plot of L and also the butterfly shape and the double valuedness in
the plot of S, one can deduce that a phase transition and therefore a confinement phase exists.
This behavior of phase transition and the shape of the peak are similar to the instability of
V and the phase transition in the previous section. One can see that for this case, the phase
transition is more dramatic relative to the other geometries. This dramatic phase transition
in smaller x was also seen in the Schwinger phase transition in WQCD relative to the other
geometries. So there might be a deeper relationship between these two quantities.
3.4.2 Klebanov-Tseytlin
For the KT case, the volume of the internal part, dsT 1,1 , is
16pi3
27
. So for the KT background
the functions are
α(r) = h(r)−
1
2 , β(r) = h(r), Vint =
16pi3
27
r5h(r)
5
4 , H(r) =
(
16
27
)2
pi6r10h(r).
(3.4.11)
Again β and H show the expected monotonically decreasing and increasing behaviors
respectively. Then the length of the connected region and the EEs are
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L(r0) = 9
√
2M
√
gs
2
∫ ∞
r0
dr
√
r
rs
r2
√
r6
r06
ln r
rs
ln
r0
rs
− 1
,
SC(r0) =
12V2pi
3M2gs
4
G
(10)
N
∫ ∞
r0
dr
r ln r
rs√
1− r60
r6
ln
r0
rs
ln r
rs
,
SD(r0) =
12V2pi
3M2gs
4
G
(10)
N
∫ ∞
rΛ
dr r ln
r
rs
. (3.4.12)
The plots for the M =  = gs = 1 and rs = 0.5 is shown below in Figs. (3.13) and (3.14).
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Figure 3.13: Plot of L(r0) vs. r0 for KT,
rs = 0.5.
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Figure 3.14: Plot of S(r0) vs L for KT, rs = 0.5.
As one can see, the form of the plots is very similar to the KS geometry if the naked
singularity is placed at small r, as here it is actually set to rs = 0.5. However, increasing rs
causes the red dashed line to go down and the butterfly shape of the diagram gets a flatter
curvature as is shown in Figs (3.13), (3.14), (3.15) and (3.16).
3.4.3 Klebanov-Strassler
For the KS background, the functions are
α = h−
1
2 (τ), β(τ) =
h(τ)4/3
6K2(τ)
,
H(τ) =
8pi6
3
20/6h(τ)K2(τ) sinh4(τ). (3.4.13)
Again, β is a monotonically decreasing function and H is a monotonically increasing function.
Now, using β and H, one can study the entanglement entropy of a strip in this geometry.
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Figure 3.15: Plot of L(r0) vs. r0 for KT,
rs = 2.
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Figure 3.16: Plot of S(r0) vs. L(r0) for KT,
rs = 2.
So
L(τ0) =
2
5
6 
2
3√
3
∫ ∞
τ0
dτ
sinh(τ)
(sinh(2τ)− 2τ) 13
√√√√√ h(τ)
sinh(τ)2
sinh(τ0)2
(
sinh(2τ)−2τ
sinh(2τ0)−2τ0
) 2
3 − 1
,
SC(τ0) =
V2pi
34
3G
(10)
N
∫ ∞
τ0
dτ
h(τ) sinh2(τ)√
1−
(
sinh(τ0)
sinh(τ)
)2 (
sinh(2τ0)−2τ0
sinh(2τ)−2τ
) 2
3
,
SD(τ0) =
V2pi
34
3G
(10)
N
∫ ∞
τΛ
dτh(τ) sinh4 τ. (3.4.14)
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Figure 3.17: Plot of L(u0) vs. u for KS.
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Figure 3.18: Plot of S(u0) vs. u0 for KS.
The plot of the length of the connected solution L, and the entanglement entropy, S is
shown in Figs. (3.17) and (3.18). The entanglement entropy of the KS case with dynamical
flavors were also studied in [69]. From the behavior of L and the butterfly shape of S one
can detect the confining phase. One can see however that the phase transition is milder
relative to the Witten QCD and KT cases. This milder phase transition was also seen for
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the Schwinger effect phase transition.
3.4.4 Maldacena-Nunez background
For the Maldacena-Nunez background, the functions are
α(r) = eφ, β(r) = 1, Vint = 8pi
3e2he
5
2
φ, H(r) = 4pi6e8φ0(sinh 2r)4. (3.4.15)
Unlike the other backgrounds that we study here, for the Maldacena-Nunez metric, the
function β is a constant and is not monotonically decreasing. Also H(r) is not monotonically
increasing. The L(r0) and EE functionals are
L(r0) =
∫ ∞
r0
dr
2√
(sinh 2r)4
(sinh 2r0)4
− 1
,
SC(r0) =
V2pi
3e4φ0
G
(10)
N
∫ ∞
r0
dr
(sinh 2r)2√
1− (sinh 2r0)4
(sinh 2r)4
,
SD(r0) =
V2pi
3e4φ0
G
(10)
N
∫ ∞
r0
dr(sinh 2r)2. (3.4.16)
Their plots are shown in Figs. (3.19) and (3.20).
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Figure 3.19: Plot of L(r0) vs. r0
for the MN model.
0.7848 0.7850 0.7852 0.7854 LHr0L
5.0´ 10173
1.0´ 10174
1.5´ 10174
2.0´ 10174
SHr0L
Figure 3.20: Plot of S vs. L(r0)
for the MN model.
3.4.5 Klebanov-Witten
As the Klebanov-Witten geometry is not confining, it would be interesting to compare the
behavior of the functions β and H and also L and S with the confining geometries studied
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above.
As one can see in Figs. (3.21) and (3.22), there is no phase transition in the plot of S
and the true solution is the connected one. Also, there is no peak in the plot of L which
again specifies that KW is indeed a conformal geometry. This can be compared with the
diagram of Fig. (3.10).
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Figure 3.21: Plot of L vs. ρ for KW.
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Figure 3.22: Plot of S vs. L for KW.
3.5 The critical electric field in the presence of mag-
netic field
Now in this section, we assume that in addition to the electric field, a parallel and a per-
pendicular magnetic field components are also present. By using the Euler-Heisenberg La-
grangian, we then study the critical electric field which would lead to the Schwinger pair
creation in our four confining geometries. We see that similar to the Sakai-Sugimoto and
deformed Sakai-Sugimoto models, the parallel component would increase the pair creation
rate and the perpendicular component would decrease it.
3.5.1 Maldacena-Nunez
For the MN metric we have
σstring−MN =
eφ0
2piα′
√
2
√
sinh (2r∗)(
r∗coth (2r∗)− r∗2sinh2(2r∗) − 14
)
1
4
. (3.5.1)
Based on the assumption that a geometry has an IR wall and the probe D-branes would
hit the wall, by calculating the imaginary part of the DBI action with a constant field
strength, the authors in [58] showed that the critical electric field, where the Euler-Heisenberg
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Lagrangian becomes imaginary and therefore the Schwinger effect start to take place, is at
Ec which is,
Ec = σstring
√√√√σ2string + | ~B|2
σ2string + | ~B|||2
. (3.5.2)
Here σstring =
g(r∗)
2piα
and r∗ is where the DBI action vanishes. By calculating Eq. (3.5.2), one
can get
Ec−MN =
eφ0
√
sinh (2r∗)
2piα′
(
4 coth (2r∗) r∗ − 1− 4csch2 (2r∗) r2∗
) 1
4
×
e2φ0 sinh (2r∗) + 4pi2α′2B2
√
4 coth (2r∗) r∗ − 1− 4csch2 (2r∗) r2∗
e2φ0 sinh (2r∗) + 4pi2α′2B||2
√
4 coth (2r∗) r∗ − 1− 4csch2 (2r∗) r2∗

1
2
. (3.5.3)
For ~B|| = ~B = 0 the critical E is
Ecr−MN =
eφ0
√
sinh (2r∗)
2piα′
(
4 coth (2r∗) r∗ − 1− 4csch2 (2r∗) r2∗
) 1
4
. (3.5.4)
We can rederive this result by finding the imaginary part of the Euler-Heisenberg action
and thus, we can find an indicator for the universality of the equation (3.5.2) for the confining
geometries.
We then calculate the DBI action by finding the induced metric of MN on D3-brane or
D7-brane profile. The D3-brane profile is
ds2 = (1 +
R4
r4
)−
1
2 (−dt2 + d~x2) + (1 + R
4
r4
)
1
2 (dr2 + r2dΩ5
2), (3.5.5)
and the D7-brane profile is
ds210 =
r2
R2
dxµdx
µ +
R2
r2
ds2(6),
ds2(6) = dr
2 +
r2
3
(1
4
(w1
2 + w2
2) +
1
3
w3
2 + (dθ − 1
2
f2)
2 + (sin θdφ− 1
2
f1)
2
)
, (3.5.6)
where R4 = 27
4
pigsNc`s
4 and R is the AdS5 radius.
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Now, we calculate the DBI action by finding the induced metric on the D7-brane. So,
LMN−D7 = −T7
∫
d2x dΩ5E
−φ0
∫ ∞
rkk
dr
(r coth(2r)− r2
sinh(2r)
− 1
4
)
1
4√
1
2
sinh(2r)
×
(
2e4φ0 sinh4(2r)
1− 8r2 − cosh(4r) + 4r sinh(4r)−
(2piα)2e2φ0(F01
2 − F122 − F132 − F232) sinh(2r)√
4r coth(2r)− 4r2csch2(2r)− 1
− (2piα)4F012F232
) 1
2
. (3.5.7)
For F01 = E1, F23 = B1, F13 = B2, F12 = B3 we derive the Lagrangian as
LMN−D7 = −T7
∫
d2x dΩ5E
−φ0
∫ ∞
rkk
dr
(
r coth(2r)− r2
sinh(2r)
− 1
4
) 1
4√
1
2
sinh(2r)
×
√√√√√ 2e4φ0 sinh4(2r)
1− 8r2 − cosh(4r) + 4r sinh(4r) +
(2piα)2e2φ0
(
~B2 − E12
)
sinh(2r)√
4r coth(2r)− 4r2csch2(2r)− 1
− (2piα)4B12E12.
(3.5.8)
By solving the E which makes this Lagrangian imaginary, we find the same E as Eq. (3.5.2).
This way the universality of this relation can be checked again.
Figure 3.23: The Ecr versus parallel and perpendicular magnetic field components for α = 1,
φ0 = 0 and r = 2.
From Fig. 3.23 one can see that the behavior of the critical E versus the magnetic fields
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is very similar to the general figure as shown in [58].
Additionally, the imaginary part of the Lagrangian versus the perpendicular and parallel
magnetic field is shown in Fig. 24, the imaginary part of the Lagrangian versus the parallel
electric field and perpendicular magnetic field is shown in Fig. 25 and the imaginary part of
the Lagrangian versus parallel electric field and parallel magnetic field is shown in Fig. 26.
Figure 3.24: The ImL for the MN background, vs. parallel and perpendicular magnetic fields for
α = 1, φ0 = 0 and E = 10. (We have normalized the fields.)
One can specifically check that for this background, by increasing the parallel magnetic
field the imaginary part of the EH Lagrangian would increase which leads to an increase in
the pair creation rate, but increasing the perpendicular magnetic field decreases the rate.
Now we look at the electric field dependence. For the case of B|| = 0, we have
ImLperp.B =
∫ 5
0.05
dr
(
r coth(2r)− r2csch(2r)− 1
4
) 1
4
×√√√√ 4 sinh3(2r)
8r2 + cosh(4r)− 4r sinh(4r)− 1 −
2(2piα)2
(
Bpr2 − E‖2
)√
4r coth(2r)− 4r2csch2(2r)− 1
, (3.5.9)
and for the case of B⊥ = 0, we have
ImLpara.B =
∫ 5
0.05
dr
(
r coth(2r)− r2csch(2r)− 1
4
) 1
4
×√√√√2(2piα)4B‖2E‖2
sinh(2r)
+
4e4φ0 sinh3(2r)
8r2 + cosh(4r)− 4r sinh(4r)− 1 −
2(2piα)2e2φ0
(
B‖2 − E‖2
)√
4r coth(2r)− 4r2csch2(2r)− 1
.
(3.5.10)
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Figure 3.25: The ImLMN versus electric field and perpendicular magnetic fields for B|| = 0,
α = 1, φ0 = 0 and r = 2 .
Figure 3.26: The ImLMN versus electric field and parallel magnetic fields for B⊥ = 0, α = 1,
φ0 = 0 and r = 2.
3.5.2 D3 probe brane in MN background
The pullback of the Maldacena Nunez metric (which consists of N D5-brane) on D3-brane
world volume is eφηµν . So the Lagrangian is
LMN−D3 = −T3
∫
d4x
√
(e−4φ0(−(2piα)4e4φ0F012F232 + (−1 + 4r coth(2r))csch2(2r)−
4r2csch4(2r)− (2piα)2e2φ0(F012 − F122 − F132 − F232)csch(2r)×√
−1 + 4r coth(2r)− 4r2csch2(2r))). (3.5.11)
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There is no integral of “r” for the D3-brane case, so by inserting D3-brane in the geometry
as the probe, we can study the Schwinger effect in different r. First, we study the potential
in MN geometry when all the electric and magnetic fields are off which is shown in Fig.
(3.27).
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Figure 3.27: The potential on the D3-brane when all the fields are off.
As one can see, due to the effects of F5 and gravitational force, all the D3-branes are
being pulled to the tip of r = 0 when they are inserted in MN and KS geometries.
Now we investigate the potential when the fields are on. If we take F01 = E1, F12 =
B3, F23 = B1, F13 = B2 then the potential is
V =
(
e−4φ0(−(2piα)4B12e4φ0E12 + csch(2r)((2piα)2e2φ0(B12 +B22 +B32 − E12)×√
−1 + 4r(coth(2r)− rcsch2(2r)) + csch(2r)(−1 + 4r(coth(2r)− rcsch2(2r)))))
)
1
2 .
(3.5.12)
This is shown in Fig. (3.28). One can see that the potential is looking like two walls
which have higher slopes near the IR region (r → 0). In the UV (r → ∞) the potential is
zero and has zero slope. Increasing E|| would increase the slope of the potential and the pair
creation rate.
Again, from Fig. (3.29) one can notice that the pair creation happens with higher rate
near the origin, at r → 0, and at bigger r it would decrease. Increasing the perpendicular
magnetic field would decrease the pair creation rate, until at any r make it zero at a specific
value of the perpendicular magnetic filed.
Now we turn off the perpendicular magnetic field and study the effect of the parallel
component of the magnetic field. As it can be seen from Figs. (3.30), (3.31), the parallel
magnetic field generally increases the whole pair creation rate, however at B|| = 0 the pair
creation is mainly happening at small r. Increasing B|| increases the pair creation in the UV
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Figure 3.28: The potential on the D3 brane for E|| = 10, B|| = 0, α = 1, φ0 = 0.
Figure 3.29: The imaginary part of the Lagrangian related to the pair creation for E|| = 10, B|| =
0, α = 1, φ0 = 0.
and decreases the area where the pair creation is happening in the IR until making it zero
there, but in total, increasing B|| would increase the imaginary part of the Lagrangian and
therefore the rate of the Schwinger effect.
It would be interesting to notice that when E|| = 0, even with a strong B||, no pair
creation happens. Only at small r, in the IR region, increasing the perpendicular magnetic
field would increase the potential.
One should notice that heavier states with higher charges lie in the IR as the hadrons’
wave functions fall as r−∆ and ∆ ∼ J . This can be one reason that we see such a behavior
in the IR. One should note that Wilson loops also find it more favorable to lie at the end of
the space in the infrared region.
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Figure 3.30: The imaginary part of the Lagrangian for E|| = 10, B|| = 0, α = 1, φ0 = 0.
Figure 3.31: The imaginary part of the Lagrangian for E|| = 10, B|| = 3, α = 1, φ0 = 0.
The plot of −Det(FMN + gMN) versus r and B⊥, for a constant E = 10, and a zero
parallel magnetic field, Fig. (3.32), shows that there exists a critical r ( for B⊥ = 0 is
around r = 1.2) where a hole is forming. For confining theories there is a critical r0 where
∂gtt
∂r
∣∣
r=r0
= 0 which for our specific geometry gives r = 1.118 which is close to what we have
seen from the figures. Increasing E would increase the radius of this hole.
3.5.3 Klebanov-Strassler
The Klebanov-Strassler (KS) metric is
ds210 = h
− 1
2 (τ)dxµdx
µ + h
1
2 (τ)ds6
2. (3.5.13)
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Figure 3.32: The potential for E|| = 10 and B|| = 0 showing the hole in the IR region.
The form of this metric also looks like (3.5.18), so the D-branes hit the IR wall as it is a
confining geometry.
The Klebanov-Strassler string tension is
σstring−KS =
h
−1
2 (τ∗)
2piα′
. (3.5.14)
Using this and the Eq. (3.5.2), we can find the critical E as
Ecr =
1
2piα′
√√√√ 1h(τ) + (2piα′B)2
1 +
(
2piα′B‖
)
2h(τ)
. (3.5.15)
For ~B = ~B|| = 0, as it was obvious from Ecr =
g(r∗)
2piα′ , we would have Ecr =
h−
1
2 (τ)
2piα′ .
The behavior of the function h(τ) is shown in Fig. (3.33). It shows that after τ > 10 it
is practically zero. So for showing the numerical plot we do not actually need to take the
integral of the Lagrangian to τ = ∞, but rather we take the integral from zero to τ = 10.
So the Lagrangian for the constant field strength is
LKS = −T7
∫
d4x dΩ3e
−φ0×∫ ∞
τkk
dτ
√
1 + (2piα)2
(
B||2 +B⊥2 − E‖2
)
h(τ)− (2piα)4BpL2E||2h(τ)2
h(τ)2
. (3.5.16)
Again as in Fig. (3.34) one can check that for the KS background, by increasing the
parallel magnetic field, the imaginary part of the Lagrangian would increase leading to an
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Figure 3.33: The behavior of the function h(τ) vs τ for the Klebanov-Stressler metric.
Figure 3.34: The Im LKS vs B⊥ and B|| of the KS background for τ = 9.5, h(τ) = 0.000798174,
and E|| = 10, α = 1.
increase in pair creation and vice versa for the perpendicular magnetic field, so by increasing
the perpendicular magnetic field, the imaginary part of the Lagrangian would decrease lead-
ing to a more stable phase with lower rate of pair creation. The plot of imaginary part of
the Lagrangian versus the parallel electric field and parallel magnetic field is shown in Fig.
(3.35).
3.5.4 Witten-QCD
The Witten-QCD metric is
ds2 =
( u
R
) 3
2
(ηµνdx
µdxν) +
(
R
u
) 3
2 du2
f(u)
+
( u
R
) 3
2 4R3
9u0
f(u)dθ2 +R
3
2u
1
2dΩ44. (3.5.17)
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Figure 3.35: The Im LKS vs. B⊥ and E of the KS background for α = 1, τ = 9.5, h(τ) =
0.000798174.
Since the generic form of the confining geometries is
ds2 = g(r)ηµνdx
µdxν + f(r)dr2 + h(r)[internal space], (3.5.18)
in the Witten QCD model, the internal geometry mixes with the radial coordinate u, but
still it is confining and the probe D-branes hit the IR wall.
For WQCD, σst =
1
2piα′ (
u∗
R
)
3
2 which is consistent with our calculation of the potential in
the previous sections.
Assuming TF =
1
2piα′ , from the above equation one would get
Ec = TF
(u∗
R
) 3
2
√√√√ T 2F (u∗R )3 + ~B2
T 2F (
u∗
R
)3 + ~B||
2 , (3.5.19)
and when the magnetic field is off, this leads to the familiar result Ec = σst. Now the DBI
action in the D5-brane background including a constant electromagnetic field is
SDBID5 = −T5
∫
d4xdue−φ
√
−det(P [g]ab + 2piα′Fab) =
−2
3
T5gs
R
3
4
∫ ∞
uKK
du
√
u6 + 4(B2⊥ +B
2
‖ − E2)pi2R3u3α2 − 16B2‖E2pi4R6α4
fR3u0
. (3.5.20)
Again ,one can see that in this model too, by increasing the parallel magnetic field the
imaginary part of the Lagrangian and therefore the rate of pair creation would increase,
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while increasing the perpendicular magnetic field would decrease it.
3.5.5 Klebanov-Tseytlin
The critical electric field in the presence of a magnetic field in the KT background is
Ec = TF
L2
r2∗
√
ln
r∗
rs
√√√√T 2F L4r4∗ ln r∗rs + | ~B|2
T 2F
L4
r4∗
ln r∗
rs
+ | ~B|2 , (3.5.21)
and the DBI action in the D5-brane background is
SDBID5 = −
T5
L2
∫ ∞
rKK
dr
√
r8 + 4(B2⊥ +B
2
‖ − E2)L4pi2r4α2 ln rrs − 16B2‖E2L8pi4α4(ln( rrs ))2
r2 ln r
rs
,
(3.5.22)
where again as our general result, one can check that increasing the parallel magnetic field
would increase the rate of pair creation and increasing the perpendicular magnetic field
decreases the rate.
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Chapter 4
Phase transitions in BHT Massive
Gravity
Understanding quantum field theories with momentum dissipation in the context of the
AdS/CFT correspondence is a crucial step toward applications to realistic condensed mat-
ter systems. So, in this regard, holographic massive gravity theories (HMGs) have been
exploited. Using these models one can study different field theory features such as DC resis-
tivity, relaxation rate or the effect of dissipation or disorder on the generic phase transitions
in strongly correlated systems [70].
There are various massive gravity models with multiple geometrical solutions and their
corresponding field theory duals. One of these theories is “Topological Massive Gravity”
(TMG), which is the Einstein action plus a parity breaking Chern-Simons term. Recently
in [71], the Hawking-Page phase transitions between the AdS3 and BTZ solutions, and
warped AdS3 and warped BTZ black hole solution of TMG were investigated and the Gibbs
free energies, local and global stability regions and the phase diagrams were presented.
Another rich theory is the parity preserving Bergshoeff-Hohm-Townsend (BHT) or the
“New Massive Gravity” (NMG), which in addition to the thermal warped AdS3 and warped
BTZ black hole, has many different solutions as well. The aim of this chapter is, similar
to [71], we study the Hawking-Page phase transitions between different solutions of NMG
and therefore learn more about the properties of the dual CFTs. Particularly, we study
the phase transitions between the thermal AdS and BTZ black holes, the warped AdS and
warped BTZ black holes in two different ensembles, the Lifshitz black hole and the new hairy
black hole and their corresponding vacua.
Another motivation is to extend the AdS/CFT duality to more general geometries. One
would think that for doing so, the most direct way is to perturbatively deform the AdS3
manifold to a warped AdS3 geometry [72–74], and then study the dual field theory. The
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initial works on this extension were done in [75], where the authors studied the magnetic
deformation of S3 and the electric/magnetic deformations of AdS3 which still could remain
a solution of string theory vacua. Then in [76–78], the dual field theories were studied.
In [78], the dual of warped AdS3 was suggested to be the IR limit of the nonlocally deformed
2D D-brane gauge theory or the dipole CFT. Constructing this duality could lead to more
information about the properties of these new field theories and also some properties of the
dual bulk geometries, for instance the nature of the closed time-like curves (CTCs).
The Bergshoeff-Hohm-Townsend (BHT) gravity has both warped AdS and warped BTZ
black hole solutions. The deformed AdS3 preserves the SL(2, R)×U(1) subgroup of SL(2, R)×
SL(2, R) isometries. The obtained space-times called null, time-like or space-like warped
AdS3 (WAdS3) corresponding to the norm of U(1) killing vectors, where the time-like WAdS3
is just the Go¨del spacetime [72,79].
There have been several proposals generalizing the AdS/CFT correspondence. Those
include: AdS/CMT (Condensed Matter Theory), AdS/QCD, dS/CFT, flat space holography,
Kerr/CFT, etc [3, 4]. However, the dual CFT of these theories are not completely known.
The advantages of WCFTs are that they posses many properties of CFTs and they can be
derived from string theory and low-dimensional gravity theories and hence for studying them
known CFT techniques could be deployed.
The specific properties of this new class of WCFTs were studied in [80] and their entan-
glement entropies were first studied in [81] holographically and in a more recent work, in [82],
by using the Rindler method of WCFT. To further study this WAdS/WCFT duality, one
could study other properties such as the instabilities of the solutions and the Hawking-Page
phase transitions [83]. As the phase transitions from the thermal AdS or WAdS, to BTZ or
warped BTZ black hole is dual to confining/deconfining phase transitions in the dual field
theory, these models could be used in theories similar to QCD or condensed matter systems
with dissipations.
The plan of this chapter is as follows. First, in section (4.2), we review two methods
of finding the conserved charges for any solution of NMG which are the ADT formalism
and the SL(2, R) reduction method. Mainly we use the general formulas from SL(2, R)
reduction method to calculate the conserved charges for any solution of NMG in different
ensembles. Then in section (4.3), by finding the free energies, we discuss the phase transitions
between the vacuum AdS3 and BTZ black hole solutions. We discuss the thermodynamics
and local and global stability regions. In section (4.4), we calculate the free energies of warped
AdS3 vacuum and warped BTZ black hole solutions in quadratic/non-local ensemble and in
section (4.5), we discuss the Hawking-Page phase diagrams in grand canonical ensemble.
We calculate the free energy of the WAdS3 by three different methods and by doing so we
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could find a factor in the modular parameter which extends the result of [84] for calculating
the free energy of WAdS3 solutions in NMG. Then we present the phase diagrams of these
solutions. In section (4.6), we discuss the free energy and phase transitions of the Lifshitz
and the new hairy black hole solutions. We also discuss the inner horizon thermodynamics
in section (4.7) and in section (4.8), we discuss the entanglement entropy of the vacuum
solutions corresponding to the WCFT2 dual of WAdS3 in NMG.
4.1 The Bergshoeff-Hohm-Townsend Theory
The Bergshoeff-Hohm-Townsend (BHT) or the new massive gravity (NMG) is a higher-
curvature extension of the Einstein-Hilbert action in three dimensions which is diffeomor-
phism and parity invariant. In the linearized level, it is equivalent to the unitary Pauli-Fierz
action for a massive spin-2 field [85].
The action of NMG is
S =
1
16piGN
∫
d3x
√−g
[
R− 2Λ + 1
m2
(
RµνRµν − 3
8
R2
)]
, (4.1.1)
where m is the mass parameter, Λ is a cosmological parameter and GN is the three-
dimensional Newton constant. In the case of m → ∞, the theory reduces to the Einstein
gravity and in the limit of m→ 0, it is just a pure fourth-order gravity.
The equation of motion following from the action is
Rµν − 1
2
Rgµν + Λgµν +
1
m2
Kµν = 0, (4.1.2)
with the explicit form of the tensor Kµν as in [85],
Kµν = ∇2Rµν − 1
4
(∇µ∇νR + gµν∇2R)− 4RσµRσν + 94RRµν + 12gµν
(
3RρσRρσ − 13
8
R2
)
.
(4.1.3)
The boundary terms of NMG which make the variational principle well-defined are [86]
SBoundary =
1
16piG
∫
σ
d3x
√−g
(
fµν(Rµν − 1
2
Rgµν)− 1
4
m2(fµνf
µν − f 2)
)
, (4.1.4)
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where fµν is a rank two symmetric tensor in the following form
fµν =
2
m2
(Rµν − 1
4
Rgµν). (4.1.5)
This theory admits a plethora of solutions, such as the vacuum AdS3, warped AdS3, BTZ
black hole, asymptotic warped AdS black hole, Lifshitz, Schro¨dinger and so on [85, 87]. We
construct the phase diagrams between several of these solutions by comparing the on-shell
free energies.
By constructing the off-shell free energies, one could even find all the states connect-
ing any two solutions and therefore, create a picture of continuous evolutions of the phase
transitions; similar to the work in [88], who, in the new massive gravity theory, studied the
continuous phase transitions between the BTZ black hole with M ≥ 0 and the thermal AdS
soliton with M = −1.
In the next section, we review how one can calculate the conserved charges and we employ
several general formulas for the solutions of NMG which could be used to find the on-shell
Gibbs free energies. In section (4.3), we study the vacuum AdS3 and BTZ solutions of NMG,
the free energies and the phase diagrams. Then in section (4.4) and (4.5) we discuss the
warped solutions and in section (4.6) we study the new hairy black hole solution of this
theory.
4.2 Review of calculating conserved charges in BHT
In three dimensions, the conserved charges associated to a Killing vector ξ are
δQξ[δg, g] =
1
16piG
∫ 2pi
0
√−gµνϕkµνξ [δg, g]dϕ. (4.2.1)
As calculated in [89] for BHT, the Abbott-Deser-Tekin (ADT) formalism would result in
kµνξ = Q
µν
R +
1
2m2
QµνK , (4.2.2)
where
QµνK = Q
µν
R2
− 3
8
QµνR2 , (4.2.3)
and the term for each charge is
QµνR ≡ ξα∇[µhν]α − ξ[µ∇αhν]α − hα[µ∇αξν] + ξ[µ∇ν]h+
1
2
h∇[µξν], (4.2.4)
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QµνR2 = 2RQ
µν
R + 4ξ
[µ∇ν]δR + 2δR∇[µξν] − 2ξ[µhν]α∇αR, (4.2.5)
where
δR ≡ −Rαβhαβ +∇α∇βhαβ −∇2h, (4.2.6)
and
QµνR2 = ∇2QµνR +
1
2
QµνR2 − 2Qα[µR Rν]α − 2∇αξβ∇α∇[µhν]β − 4ξαRαβ∇[µhν]β −Rh[µα∇ν]ξα
+ 2ξ[µRν]α∇βhαβ + 2ξαRα[µ∇βhν]β + 2ξαhβ[µ∇βRν]α + 2hαβξ[µ∇αRν]β
− (δR + 2Rαβhαβ)∇[µξν] − 3ξαR[µα∇ν]h− ξ[µRν]α∇αh. (4.2.7)
For the three dimensional case with coordinates (t, r, φ), the mass and angular momentum
in three dimensions are [89]
M =
1
4G
√
−det gQrt(ξT )
∣∣∣
r→∞
, J =
1
4G
√
−det gQrt(ξR)
∣∣∣
r→∞
, (4.2.8)
where
ξT =
1
L
∂
∂t
, ξR =
∂
∂φ
. (4.2.9)
4.2.1 The SL(2, R) reduction method
One can also derive the charges by the SL(2, R) reduction method which changes the metric
to a SO(1, 2) form.
For doing so one should write the metric in the form of [89]
ds2 = λab(ρ)dx
adxb +
dρ2
ζ2U2(ρ)
, xa = (t, φ). (4.2.10)
Since there is a reparametrization invariance with respect to the radial coordinate, one
can write the function U such that detλ = −U2 and this would give √−g = 1/ζ. One
then applies the equations of motions (EOMs) and the Hamiltonian constraint and then by
integrating the EOM one can derive the “super angular momentum” vector.
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First, one parameterizes the matrix λ as
λab =
(
X0 +X1 X2
X2 X0 −X1
)
, (4.2.11)
where X = (X0, X1, X2) is the SO(1, 2) vector.
Then, one applies the reduced equation of motion and the Hamiltonian constraint as
in [90]
X ∧ (X ∧X′′′′) + 5
2
X ∧ (X′ ∧X′′′) + 3
2
X′ ∧ (X ∧X′′′′) + 9
4
X′ ∧ (X′ ∧X′′)
− 1
2
X′′ ∧ (X ∧X′′)−
[
1
8
(X′2) +
m2
ζ2
]
X′′ = 0, (4.2.12)
H ≡ (X ∧X′) . (X ∧X′′′′)− 1
2
(X ∧X′′)2 + 3
2
(X ∧X′) . (X′ ∧X′′)
+
1
32
(X′2)2 +
m2
2ζ2
(X′2) +
2m2Λ
ζ4
= 0. (4.2.13)
From these two equations one can find ζ2 and Λ. Then one can define the vector
L ≡ X ∧X′, (4.2.14)
where prime denotes derivative with respect to ρ: ′ ≡ d
dρ
.
Finally, the super angular momentum of NMG J = (J0, J1, J2) is
J = L +
ζ2
m2
[
2L ∧ L′ + X2L′′ + 1
8
(
X′2 − 4X . X′′)L] , (4.2.15)
where the products are defined as
A.B = ηijA
iBj, (A ∧B)i = ηimmjkAjBk, (012 = 1). (4.2.16)
For the case of NMG one has [89]
η
[
σQρtR +
1
m2
QρtK
]
ζT
=
1
L
[
−ζ
2
2
δJ2 + ∆Cor
]
,
η
[
σQρtR +
1
m2
QρtK
]
ζR
=
ζ2
2
δ(J0 − J1), (4.2.17)
78
where η and σ are ±1, depending on the sign in the action. Based on Eq. (4.1.1), both
of η and σ are positive in our case. Also, for the case of NMG, ∆Cor which is the correction
term to the mass is
∆Cor = ∆R + ∆K , (4.2.18)
where
∆R =
ζ2
2
[−(X . δX′)] ,
∆K =
ζ4
m2
[
− U2(X′′ . δX′) + U
2
2
[
(UδU)′′′ − (X . δX′)′′ − 1
2
(X′ . δX′)′
]
− UU
′
4
[
(UδU)′′ − 5
2
(X′ . δX′)
]
+
[
X′2 − (UU ′)′
]
(UδU)′ + UU ′(X′′ . δX)
+
[5
4
(UU ′)′ − 21
16
X′2
]
(X . δX′) +
[
− 1
2
(UU ′)′′ +
9
4
(X′ . X′′)
]
UδU
]
. (4.2.19)
Then the mass and angular momentum in NMG are
M =
1
4G
√
−det g
[
QrtR +
1
m2
QrtK
]
ζT ,r→∞
,
J =
1
4G
√
−det g
[
QrtR +
1
m2
QrtK
]
ζR,r→∞
. (4.2.20)
Finally, for calculating the entropy for any solution in NMG, one can use the following
relation from [90]
S =
Ah
4G
(
1 +
ζ2
2m2
[
(X . X′′)− 1
4
(X′2)
])
. (4.2.21)
Note that there exists other methods of calculating the conserved charges. Specifically
the methods developed in [9, 10, 91], the so-called “solution phase space method” is of our
interest which is discussed in Appendix (A).
Now using these relations one can derive the charges, Gibbs free energies and the phase
diagrams of several solutions of NMG.
4.2.2 Examples of conserved charges of BHT solutions
First for the warped AdS black hole in the “grand canonical ensemble” [71] as in the following
form,
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gµν =

− r2
l2
− H2(−r2−4lJ+8l2M)2
4l3(lM−J) + 8M 0 4J − H
2(4lJ−r2)(−r2−4lJ+8l2M)
4l2(lM−J)
0 1
16J2
r2
+ r
2
l2
−8M 0
4J − H2(4lJ−r2)(−r2−4lJ+8l2M)
4l2(lM−J) 0 r
2 − H2(4Jl−r2)2
4l(lM−J)
 ,
(4.2.22)
by reparametrizing the radial coordinate as r2 → ρ, and then by applying the equation
of motion and Hamiltonian constraints in Eqs (4.2.12) and (4.2.13) one can find
ζ2 =
8l2m2
(1− 2H2)(17− 42H2) , Λ =
m2(84H4 + 60H2 − 35)
(17− 42H2)2 . (4.2.23)
From the above relation one can see that the acceptable region for Λ is
−35m2
289
< Λ <
m2
21
. (4.2.24)
Note that the special case of Λ = m
2
21
corresponds to the AdS2 × S1.
Now for the metric 4.2.22, the components of the super angular momentum are
J0 =
H2 (1 + l2)
4l3(J − lM) , J
1 =
H2 (1− l2)
4l3(J − lM) , J
2 =
H2
2l2(J − lM) . (4.2.25)
Then, using Eqs (4.2.26) and (4.2.20) one can find the charges
M =
16 (1− 2H2)3/2M
GL (17− 42H2) , J =
16 (1− 2H2)3/2 J
G (17− 42H2) . (4.2.26)
One should note that ∆Cor is zero here.
Now, for the above metric using Eq. (4.2.21), the entropy is
S =
16pi (1− 2H2)3/2
G (17− 42H2)
√
l2M +
√
l4M2 − J2l2. (4.2.27)
We can then study this black hole solution in another ensemble. The asymptotically
warped AdS3 black hole in NMG in the ADM form and thereby in the “quadratic/non-local
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ensemble” takes the following form
ds2
l2
= dt2 +
dr2
(ν2 + 3)(r − r+)(r − r−) + (2νr −
√
r+r−(ν2 + 3))dtdϕ
+
r
4
[
3(ν2 − 1)r + (ν2 + 3)(r+ + r−)− 4ν
√
r+r−(ν2 + 3)
]
dϕ2.
(4.2.28)
So using Eqs (4.2.12) and (4.2.13), one has
ζ2 =
8m2
l4 (20ν2 − 3) , Λ =
m2 (9− 48ν2 + 4ν4)
(3− 20ν2)2 . (4.2.29)
and the components of the super angular momentum are
J = −
l4ν(ν2 + 3)
(
4− 2r−ν
√
r+r−(ν2 + 3)− 2r+ν
√
r+r−(ν2 + 3) + r+r− (5ν2 + 3)
)
2(20ν2 − 3) ,
J =
l4ν(ν2 + 3)
(
−4− 2r−ν
√
r+r−(ν2 + 3)− 2r+ν
√
r+r−(ν2 + 3) + r+r− (5ν2 + 3)
)
2(20ν2 − 3) ,
J = −
2l4ν(ν2 + 3)
(
(r+ + r−)ν −
√
r+r−(ν2 + 3)
)
20ν2 − 3 .
Next, by using Eq. (4.2.26) and (4.2.20) one can find the conserved charges [90,92]
M =
ν (ν2 + 3)
2G (20ν2 − 3)
(
(r+ + r−) ν −
√
r+r− (ν2 + 3)
)
,
J =
ν (ν2 + 3)
4Gl (20ν2 − 3)
((
5ν2 + 3
)
r+r− − 2ν
√
r+r− (3 + ν2) (r+ + r−)
)
,
S =
4pilν2
G (20ν2 − 3)
√
r+r− (ν2 + 3) + 4r+ν
(
r+ν −
√
r+r− (ν2 + 3)
)
. (4.2.30)
As another example of solution of NMG with potentials for practical applications in
condensed matter physics, one could also study the conserved charges of the Lifshitz geometry
ds2 = −r
2z
l2z
dt2 +
l2
r2
dr2 +
r2
l2
d~x2. (4.2.31)
Here ζ2 = − 2m2l2+2z
1+z(z−3) and the vector of super angular momentum vainshes. The case of z = 3
and z = 1
3
could be a solution of the simple NMG with no matter content. For the case of
z = 3, one has ζ2 = −2l8m2.
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Now considering the solution of the Lifshitz black hole [93],
ds2 = −r
2z
l2z
[
1−M
(
l
r
) z+1
2
]
dt2 +
l2
r2
[
1−M
(
l
r
) z+1
2
]−1
dr2 +
r2
l2
dϕ2, (4.2.32)
by taking r →
(
ρ(z + 1)
) 1
1+z
, one gets
√−g = 1/ζ = l−z which results in
M = − piM
2(z + 1)2(3z − 5)
16κ(z − 1)(z2 − 3z + 1) , J = 0, (4.2.33)
in agreement with [93]. This leads us to the following Gibbs free energy
GLifshitz BH =
M2piz(z + 1)2(3z − 5)
16k(z − 1)(z(z − 3) + 1) . (4.2.34)
Comparing this result with the free energy of the Lifshitz metric, one can see that in NMG
the Lifshitz black hole is always the dominant phase.
4.3 Phase transitions of AdS3 solution
The vacuum AdS3 solution is
ds2AdS3 = l
2(dρ2 − cosh2 ρ dt2 + sinh2 ρ dφ2), (4.3.1)
where [94]
1/l2 = 2m2(1±
√
1 +
Λ
m2
), (4.3.2)
and the boundary where the dual CFT is defined is located at ρ→∞.
For this case, to find the Gibbs free energy, we use the relation G(T,Ω) = TS[gc], where
gc is the Euclidean saddle and τ =
1
2pi
(−βΩE + iβl ) is the modular parameter. We work in
the regimes where the saddle-point approximation is valid.
First, we need to find the free energy of the vacuum solution. In [84, 95], the authors
derived a general result for the action of the thermal AdS3 in any theory as,
SE
(
AdS(τ, τ˜)
)
=
ipi
12l
(cτ − c˜τ˜). (4.3.3)
Also, the modular transformed version of this equation gives the thermal action of the BTZ
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black hole. By changing the boundary torus as τ → − 1
τ
, and then by using the modular
invariance, one has
ds2BTZ
[
−1
τ
]
= ds2AdS[τ ], (4.3.4)
leading to the following result
SE
(
BTZ(τ, τ˜)
)
=
ipi
12l
(
c
τ
− c˜
τ˜
). (4.3.5)
In this equation the contributions of the quantum fluctuations of the massless field are
neglected as they are suppressed for large β.
One should notice that this equation and its modular transformed version are only true
for the AdS3 and not particularly for the “warped AdS3” or “asymptotically warped AdS
black holes”. This equation is correct as in the Lorentzian signature, the thermal AdS3 has
the same form as in the global coordinates and also the global AdS3 corresponds to NS-NS
vacuum with zero Virasoro modes [84]. These statements are not applicable for geome-
tries with asymptotics other than AdS, including geometries with warped AdS3 asymptotic
backgrounds.
In the next section, by redefining of the modular parameter τ , and deriving the free
energy by three different methods, we find a new expression for the thermal action of the
warped AdS3 in NMG case as well.
For now, inserting the central charges of the NMG [96,97],
cL = cR =
3l
2GN
(
1− 1
2m2l2
)
, (4.3.6)
and the modular parameter τ = 1
2pi
(−βΩE + iβl ) in Eq. (4.3.3) results in
SE = − 1
8lTGN
(
1− 1
2m2l2
)
. (4.3.7)
This relation, unlike the corresponding equation in the TMG case, does not depend on the
angular velocity ΩE. This is because the NMG has chiral symmetry and so the central
charges are equal which causes that the terms containing Ω to cancel out.
Therefore, the Gibbs free energy is
GAdS(T,Ω) = − 1
8lGN
(
1− 1
2m2l2
)
. (4.3.8)
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Just by considering this equation, one can see that the stability condition of the vacuum
AdS3 in NMG is m
2l2 > 1
2
which is different from the condition in the Einstein theory.
Additionally, the NMG theory also admits a general BTZ solution. The rotating BTZ
black hole metric solution in this theory is of the following form
ds2 = (−2ρ
l˜2
+
M
2
)dt2 − jdtdφ+ (2ρ+ Ml˜
2
2
)dφ2 +
dρ2
(4ρ
2
l˜2
− M2 l˜2−j2)
4
)
, (4.3.9)
where the AdS curvature comes from l−2 = 2m2
[
1±
√
1 + Λ
m2
]
[90] and M is the ADM mass
of the black hole.
If we aim to write the metric in the ADM form,
ds2 = −N(r)2dt2 + dr
2
f(r)2
+R(r)2(Nφ(r)dt+ dφ)2, (4.3.10)
we need to go from the coordinate system (t, ρ, φ) to (t, r, φ), so we should change the radial
coordinate as ρ = r2/2−Ml˜2/4, and then re-scale the three coordinates as r → l˜r, t→ −lt
and φ→ Lφ/l˜.
Then the metric becomes [98]
ds2 = l2
[
− (r
2 − r2+)(r2 − r2−)
r2
dt2 +
r2
(r2 − r2+)(r2 − r2−)
dr2 + r2(dφ+
r+r−
r2
dt)2
]
. (4.3.11)
The Hawking temperature of this black hole is [98]
TH =
κ
2pi
=
1
2pil
∂rN√
grr
∣∣∣
r=r+
=
r+
2pil
(
1− r
2
−
r2+
)
, (4.3.12)
the entropy is
SBH =
pi2l
3
c(TL + TR), (4.3.13)
and the angular velocity at the horizon is defined as [98]
ΩH =
1
l
Nφ(r+) =
1
l
r−
r+
. (4.3.14)
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Also, the left and right temperatures are given by [99]
TL =
r+ + r−
2pil
=
T
1− lΩ , TR =
r+ − r−
2pil
=
T
1 + lΩ
, (4.3.15)
and the left and right energies can be defined as follows
EL ≡ pi
2l
6
cLT
2
L, ER ≡
pi2l
6
cRT
2
R. (4.3.16)
These parameters are related to the mass and angular momentum as [98]
M = EL + ER, J = l(EL − ER). (4.3.17)
The horizons of the BTZ black hole are located at
r+ =
√
2
(Ml˜2
4
+
l˜
4
√
M2l˜2 − j2
)
=
2pilT
1− Ω2l2 , r− =
√
2
(Ml˜2
4
− l˜
4
√
M2l˜2 − j2
)
=
2piΩl2T
1− Ω2l2 .
(4.3.18)
For the BTZ black hole in NMG which has an asymptotic AdS geometry, again the central
charges are
cL = cR =
3l
2GN
(
1− 1
2m2l2
)
. (4.3.19)
For having a physical theory, the central charge and the mass of the BTZ black hole should
be positive which again leads to the condition of m2l2 > 1
2
.
These parameters satisfy the first law of thermodynamics,
dM = THdSBH + ΩHdJ, (4.3.20)
and the integral of it satisfies the Smarr relation [98],
M =
1
2
THSBH + ΩHJ. (4.3.21)
Now one can read the Gibbs free energy from the following relation,
G = M − THSBH − ΩHJ. (4.3.22)
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Using all the above equations, the Gibbs free energy of the BTZ in NMG is
GBTZ(T,Ω) = − pi
2T 2 (2m2l2 − 1)
4GNm2l (1− l2Ω2) . (4.3.23)
This result can also be rederived by considering modular invariance. Hence, using the relation
(4.3.5) and G(T,Ω) = TS[gc] again denotes the applicability of (4.3.3) for the AdS3 case in
NMG. From this relations one can see that for small rotations Ω as also explained in [100],
the thermal stability condition for BTZ black hole in NMG is m2l2 > 1
2
, regardless of the size
of the event-horizon. For this case, the Hawking-Page phase transition can occur between
the BTZ black hole and the thermal solution, while for the case of m2l2 < 1
2
the fourth-order
curvature terms is dominant and in this case an inverse Hawking-Page phase transition
between the BTZ black hole and the ground state massless BTZ black hole can occur [100].
One can also discuss the interpolations and the continuous phase transitions between
these phases such as the scenario in [88].
We now extend these results to the higher angular momenta.
4.3.1 The stability conditions
For checking the local stability we find the Hessian, H, of the free energy G(T,Ω) of the
BTZ metric as
H =

∂2G
∂T 2
∂2G
∂T∂Ω
∂2G
∂Ω∂T
∂2G
∂Ω2
 =

pi2(2m2l2−1)
2GNm2(Ω2l2−1)
pi2l2(1−2l2m2)TΩ
GNm2(Ω2l2−1)2
pi2l2(1−2m2l2)TΩ
GNm2(Ω2l2−1)2
pi2T 2(2m2l2−1)(l2+3l4Ω2)
2GNm2(Ω2l2−1)3
 . (4.3.24)
In the region where both of its eigenvalues are negative, the system is stable. By finding
the eigenvalues of the above matrix and then by assuming GN = l = 1, the stable region is
found to be m2 > 1 and Ω2 < 1 for any T , similar to the stability region of TMG discussed
in [71].
Now for calculating the global stability, we calculate the difference of the free energies of
AdS and BTZ backgrounds which gives
∆G = GAdS −GBTZ = 2m
2l2 − 1
4GNm2l
(
pi2T 2
1− l2Ω2 −
1
4l2
)
. (4.3.25)
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4.3.2 Phase diagrams
When ∆G > 0, the BTZ black hole is the dominant phase and when ∆G < 0, the thermal
AdS3 is dominant. Assuming GN = l = 1, we show the phase diagrams in Figures (4.1) and
(4.2). One can notice that, since in NMG unlike the TMG case, parity is conserved, the
phase diagrams are symmetric.
BTZ
AdS
-1.0 -0.5 0.0 0.5 1.0
0.0
0.1
0.2
0.3
0.4
W
T
Figure 4.1: m = 1.05.
BTZ
AdS
-1.0 -0.5 0.0 0.5 1.0
0.0
0.1
0.2
0.3
0.4
W
T
Figure 4.2: m = 10.
From the above diagrams, one can also notice that by decreasing m the effect of the higher
derivative correction terms to the Einstein-Hilbert action increases. This effect would make
the BTZ black hole to form in a lower temperature. So, due to the fact that in NMG the
modes are massive, forming a black hole in NMG is easier relative to pure Einstein gravity.
On the other hand, increasing m with a specific angular velocity causes the phase transition
from AdS3 to BTZ to occur at a higher temperature.
4.4 Phase transitions of warped AdS3 solution in quadratic
ensemble
In this section we first introduce the thermal WAdS3 and Warped BTZ black hole solutions
and then we present the phase diagrams.
Both of these solutions have an asymptotic warped AdS geometry which are the squashed
or stretched deformation of AdS3 with a different symmetry algebra than the AdS case. This
dissimilarity of the algebra makes the thermal properties different from the asymptotic AdS
solution as well. We derive some relations for the thermal action of the warped solutions in
NMG.
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4.4.1 Go¨del space-time
The time-like WAdS3 or the three-dimensional Go¨del space-time is the true vacuum of the
WAdS3 black hole [92,101]. The original Go¨del solution of the Einstein equations was four-
dimensional. The non-trivial three-dimensional factor of Go¨del space-time which is within
the family of deformed AdS3 was first studied in [72]. This metric is a constant curvature
Lorentzian manifold with isometry group U(1)×SL(2,R) where the U(1) factor is generated
by a time-like Killing vector. As this metric can be embedded in the seven-dimensions flat
space, it would possess time-like closed curves. However, it is still a solution of string theory
which corresponds to the time-like generator of SL(2,R) or a magnetic background [75].
The metric is given by
ds2 = −dt2 − 4ωrdtdφ+ `
2dr2
(2r2(ω2`2 + 1) + 2`2r)
−
(2r2
`2
(ω2`2 − 1)− 2r
)
dφ2. (4.4.1)
In the special case of ω2`2 = 1, this metric corresponds to AdS3. For this timelike solution
we have
m2 = −(19ω
2`2 − 2)
2`2
, Λ = −(11ω
4`4 + 28ω2`2 − 4)
2`2(19ω2`2 − 2) . (4.4.2)
This metric were extensively studied in cosmological models although it contains closed
timelike curves (CTCs) and is unstable with respect to the quantum fluctuations. As these
causal pathologies are large scale deficiencies, some rotating objects with physical appli-
cations in cosmology or perhaps in condensed matter could be modeled by this metric sur-
rounded by a more standard space-time [72], as sometimes by considering the covering space,
one avoids CTCs. Therefore, constructing the phase diagrams of this manifold could have
interesting applications.
4.4.2 Space-like warped BTZ black hole
The warped AdS3 or warped BTZ black hole in NMG in the quadratic non-local ensemble
in its ADM form can be written as
ds2
l2
= dt2 +
dr2
(ν2 + 3)(r − r+)(r − r−) + (2νr −
√
r+r−(ν2 + 3))dtdϕ
+
r
4
[
3(ν2 − 1)r + (ν2 + 3)(r+ + r−)− 4ν
√
r+r−(ν2 + 3)
]
dϕ2.
(4.4.3)
If ν2 = 1 the space is locally AdS3, if ν
2 > 1 it is stretched and if ν2 < 1 it is a squashed
deformation of AdS3.
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For the space-like solution, the parameters are,
m2 = −(20ν
2 − 3)
2l2
, Λ = −m
2(4ν4 − 48ν2 + 9)
(20ν2 − 3)2 . (4.4.4)
If one employs the following relations
ω =
ν
l
, ω2`2 + 2 = 3`2/l2, (4.4.5)
again one reaches to equation (4.4.2).
Notice that “l” is the radius of space-like AdS3 and “`” is the radius of the warped time-
like AdS3. Similar to the way that by the global identifications one can derive BTZ black
hole, one can also derive Eq. (4.4.3) from Eq. (4.4.1).
In order to have a real m and a negative Λ and therefore a physical solution, from Eq.
(4.4.2) and Eq. (4.4.4) the allowed ranges of ν and ω are
−
√
2
19
< ω` <
√
2
19
, −
√
3
20
< ν <
√
3
20
. (4.4.6)
4.4.3 The free energies and phase diagrams
Now by using the thermodynamic quantities and conserved charges, we calculate the free
energies of both of these space-times and then we proceed by making the phase diagrams.
Notice that the isometry group of the time-like WAdS3 is SL(2,R) × U(1) which is
generated by four Killing vectors [92]. By assuming a specific boundary condition, the
authors in [92] derived the asymptotic algebra of WAdS in NMG and then the central charge
c and the uˆ(1)k Kacˇ-Moody level k as [102]
c =
48`4ω3
G(19`4ω4 + 17`2ω2 − 2) = −
96lν3
G(20ν4 + 57ν2 − 9) , (4.4.7)
k =
8ω(1 + `2ω2)
G(19`2ω2 − 2) =
4ν(ν2 + 3)
Gl(20ν2 − 3) . (4.4.8)
If we just simply assume that the relation (4.3.3) can be used here and the modular
parameter is τ = 1
2pi
(−βΩE + iβl ), then by using the above central charge one can find the
free energy as
Gtimelike WAdS = − 4`
2ω3(ω2`2 + 2)
3G(19`4ω4 + 17`2ω2 − 2) = −
4ν2
G(20ν2 − 3) ×
ν
(ν2 + 3)l
. (4.4.9)
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We can also recalculate the free energy by using the conserved charges. These conserved
charges of the timelike WAdS3 in NMG have been calculated in [102] for a “spinning defect”.
Using these relations one can take the limit of µ→ 0 to find the mass and angular momentum
as
M = − 4`
2ω2
G(19`2ω2 − 2) , J = −
4j`4ω3
G(19`2ω2 − 2) . (4.4.10)
For the time-like warped AdS3, again the entropy and the temperature are zero. So the
Gibbs free energy, G =M− ΩJ , is
Gspinning defect =
4`2ω2
(
(µ− 1) + Ωj`2ω)
G(19`2ω2 − 2) . (4.4.11)
Taking the limit of zero defect, the result is as follows
Gtimelike WAdS = − 4`
2ω2
G(19`2ω2 − 2) = −
4ν2
G(20ν2 − 3) . (4.4.12)
Comparing (4.4.12) with (4.4.9), one can see that there is a factor of N1 =
ν
(ν2+3)l
dif-
ference. This factor can be introduced in the modular parameter to compensate for this
discrepancy.
For re-deriving this factor we can also calculate the free energy in a third way. As the
authors in [102] found, the warped CFT version of the Cardy’s formula of entropy
SWCFT =
4pii
k
P˜
(vac)
0 P˜0 + 4pi
√
−L˜+(vac)0 L˜+0 , (4.4.13)
matches with the black hole entropy
SBH =
8piν3
(20ν2 − 3)GN
(
r+ − 1
2ν
√
(ν2 + 3)r−r+
)
. (4.4.14)
Now using the above equation and the relation (4.4.29) of the next section, one can find the
warped BTZ black hole entropy as
SWBTZ =
8piν2
GNΩl(20ν2 − 3) . (4.4.15)
If one uses the modular transformed equation for the BTZ black hole as
S =
−ipic
12l
(
1
τ
− 1
τ˜
), (4.4.16)
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then by using the central charge in Eq. (4.4.27), one can see that for matching the two
relations, the modular parameter of the warped CFT should be defined as
τ =
2iΩν
(ν2 + 3)
. (4.4.17)
One can see that again a similar factor is appearing here. The imaginary factor can point
to the appearance of closed time-like curves (CTCs) in the bulk.
The factor of ν
(ν2+3)
can actually be explained by studying the Killing vectors of the
space-time. The orbiflold construction of warped AdS3 preserves a U(1)×U(1) subgroup of
SL(2,R)× U(1) isometries and is generated by two Killing vectors
ξ(1) = ∂t, ξ
(2) =
2lν
(ν2 + 3)
∂t + ∂ϕ. (4.4.18)
The same factor of 2lν
(ν2+3)
is also in the construction of the manifold which changes the
partition function and therefore the free energy. This factor is the normalization factor
N1 =
2lν
(ν2+3)
in [102] which is being fixed by matching the asymptotic Killing vector `0 with
the vector ξ(2). In addition, in the WCFT context as in [80], this factor relates to the anomaly
in the transformation operators T and P which generates the infinitesimal coordinate trans-
formation in x and the gauge transformation in the gauge bundle, respectively.
Due to the current anomaly k, the operators T and P mix with each other. This can be
seen like a “tilt” (α) in the mapping from x− to φ coordinates as in [80],
x− = eiφ, x+ = t+ 2αφ. (4.4.19)
This spectral flow parameter, α, which is a property of the specific theory on the cylinder
can be related to the factor N1 for any theory. In general, for the warped AdS3 solutions
one cannot simply use the relation (4.3.3). However, for calculating the thermal action for
space-times with warped AdS3 asymptotes, one can redefine the modular parameter using
the Killing vectors of the manifold or the normalization constant in the symmetry algebra
of the asymptotic geometry.
In fact, the redefinition of the modular parameters have been also seen in Kerr/CFT
contexts [6]. Specifically the NHEK geometry has an enhanced SL(2,R) × U(1) isometry
group where a different normalization factor appears in the algebra and in the normaliza-
tion factors between the Killing vectors, and therefore in the redefinition of the modular
parameter.
Now using the methods introduced in previous chapters for calculating the conserved
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charges, we calculate the thermodynamic properties and the Gibbs free energies of the black
holes with asymptotic warped AdS3 geometry which could be called “warped BTZ black
holes”. The thermodynamical quantities are [92,98],
TH =
ν2 + 3
8piνl
(
r+ − r−
r+ −
√
(ν2+3)r+r−
4ν2
)
, ΩH =
1
νl
(
1
r+ −
√
(ν2+3)r+r−
4ν2
)
, (4.4.20)
TL =
(ν2 + 3)
8pil2
(r+ + r− − 1
ν
√
(ν2 + 3)r−r+), TR =
(ν2 + 3)
8pil2
(r+ − r−), (4.4.21)
and the conserved charges, mass and angular momentum are
M = Q∂t =
ν(ν2 + 3)
Gl(20ν2 − 3)
(
(r− + r+)ν −
√
r+r−(ν2 + 3)
)
, (4.4.22)
J = Q∂ϕ =
ν(ν2 + 3)
4Gl(20ν2 − 3)
(
(5ν2 + 3)r+r− − 2ν
√
r+r−(ν2 + 3)(r+ + r−)
)
. (4.4.23)
Also, the conditions for the existence of black hole are
J ≤ Gl(20ν
2 − 3)
4ν(ν2 + 3)
M2, M≥ 0, (4.4.24)
which specifically do not put any new constraint on ν.
The entropy of warped BTZ black hole in NMG is again
SBH =
8piν3
(20ν2 − 3)G(r+ −
1
2ν
√
(ν2 + 3)r+r−). (4.4.25)
These thermodynamical quantities satisfy the first law of thermodynamics and their
integrals follow the Smarr-like relation
M = THSBH + 2ΩHJ. (4.4.26)
The central charge is [92]
c = − 96lν
3
G(20ν4 + 57ν2 − 9) . (4.4.27)
One can study the behavior of cosmological constant Λ and the central charge versus the
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warping parameter ν shown in Figures (4.3) and (4.4). In the region where there is no CTSs,
it is a monotonically increasing function of ν. Also at ν = 0 or ν → ±∞, one can see that
the central charge is zero which indicates that for infinitely squashed or stretched space time
the Casimir energy vanishes. Note that the central charge diverges at ν = ±
√
3
20
∼ ±0.387.
For a physical theory the central charge should be positive. So if one assumes that
G = l = 1, then the constraint on ν is 0 < ν <
√
3
20
.
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Figure 4.3: The plot of cosmological
constant, Λ vs. −
√
3
20 < ν <
√
3
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Figure 4.4: The central charge of NMG vs. ν.
Defining
K = 1 +
8lpiT (lpiT − ν)± 4pilT√4pi2l2T 2 − 8lpiTν + ν2 + 3
ν2 + 3
, (4.4.28)
then
r+ =
1
Ωνl
(
1− 1
2ν
√
K(ν2 + 3)
) , r− = Kr+. (4.4.29)
The minus sign in K above is acceptable which indeed could make r− smaller than r+. Then
the Gibbs free energy in terms of Ω, T , K and ν is
GWBTZ =
1
GΩl(20ν2 − 3)
[
− 8piTν2 + (ν
2 + 3)
l
(
1− 1
2ν
√
K(ν2 + 3)
)((K + 1)ν −√K(ν2 + 3)
− (5ν
2 + 3)K − 2ν(K + 1)√K(ν2 + 3)
4νl
(
1− 1
2ν
√
K(ν2 + 3)
) )].
Notice that this Gibbs free energy only depends on Ω, T and ν. One should also notice
that the limit of the un-warped black hole is ν = β2 = 1 which corresponds to m = 1 for
l = 1. In this limit the GWBTZ does not reach the limit of GBTZ in equation (4.3.23). This
is specially obvious from the factors of Ω and T . Actually, this is not a real problem as we
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should not expect to reach to the results of the previous section for the case of ν → 1 since
these metrics have been written in two different coordinate systems.
Now that we have found the free energies of the warped BTZ black hole and its vacuum,
we can find the phase diagrams of temperature versus angular velocity as before and then
we can compare them for different warping factors. Thus, we can study the effect of ν on
the phase transitions in warped geometries.
We saw that the acceptable interval for ν is 0 < ν <
√
3
20
∼ 0.3872. The phase diagram
for ν = 0.387 is shown in Figure (4.5). The blue regions are where the warped BTZ black
hole is the dominant phase and in the white regions the vacuum WAdS is dominant. If one
increases ν until ν ≥
√
3
20
, the places of these two phases change with each other as it is also
evident from the functionality of the central charge in terms of the warping factor ν.
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Figure 4.5: The phase diagram
for ν = 0.387.
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Figure 4.6: The phase diagram
for different ν.
In these diagrams one can notice some other points. As one can see in the figures and also
from the equations of the free energy of warped BTZ black hole, in the quadratic/non-local
ensemble, unlike the grand canonical ensemble, the diagrams of warped AdS solutions are
not symmetric although the NMG is parity preserving. One can notice that the behaviors
for the positive and negative angular velocities are very different as the free energy is an odd
function of Ω for the warped geometry unlike the previous case.
Also, if Ω > 0, the phase of warped black hole is dominant at lower temperatures and the
thermal warped AdS3 is dominant at higher temperatures. However, in this case, a higher
temperature would trigger the reverse Hawking-Page transition and the black hole phase
transforms to the thermal warped AdS3. So bigger Ω makes the black hole the dominant
phase while bigger T makes the vacuum phase dominant.
Furthermore, the effect of warping factor ν is shown in Figure (4.6). If we define a critical
temperature Tc where the tilted line crosses the Ω = 0 axis, then one can see that increasing
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ν would decrease this critical temperature. So for Ω < 0, increasing the warping factor ν
makes the black hole phase more dominant and for Ω > 0, it makes the vacuum AdS3 the
dominant phase.
4.5 Phase diagram of warped AdS3 solution in grand
canonical ensemble
The WAdS black hole in the grand canonical solution is of the following form
gµν =

− r2
l2
− H2(−r2−4lJ+8l2M)2
4l3(lM−J) + 8M 0 4J − H
2(4lJ−r2)(−r2−4lJ+8l2M)
4l2(lM−J)
0 1
16J2
r2
+ r
2
l2
−8M 0
4J − H2(4lJ−r2)(−r2−4lJ+8l2M)
4l2(lM−J) 0 r
2 − H2(4Jl−r2)2
4l(lM−J)
 .
(4.5.1)
The change of coordinates to go from this form to the form of Eq. (4.4.3) were derived
in [71]. Also the phase diagram of this specific ensemble was just recently presented in [103].
Here we brought the phase diagram of this ensemble in Fig 4.7 for the sake of comparison
to the previous case.
Now using the charges and entropy derived in (4.2.26) and (4.2.27), one can derive the
Gibbs free energy as
GWBTZ(T,Ω) =
−8l2pi2T 2(1− 2H2) 32
(17− 42H2)(1− l2Ω2) , (4.5.2)
and the vacuum corresponds to M = −1
8
and J = 0.
4.5.1 local stability
The Hessian matrix of the metric 4.5.1 takes the following form
H =

16l2pi2(1−2H2)3/2
(17−42H2)(l2Ω2−1)
−32l4pi2TΩ(1−2H2)3/2
(17−42H2)(l2Ω2−1)2
−32l4pi2TΩ(1−2H2)3/2
(17−42H2)(l2Ω2−1)2
16pi2T 2(1−2H2)3/2(l4+3l6Ω2)
(17−42H2)(l2Ω2−1)3
 . (4.5.3)
In order to have a locally stable solution, both of the eigenvalues of the Hessian should
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be negative. For the case of Ω = 0 the condition of making both eigenvalues negative is
H2 < 17
42
.
One can notice that unlike the previous ensemble, in the grand canonical ensemble the
diagrams of warped BTZ black hole solution are symmetric. This could be just the result of
the symmetry and parity preserving nature of this kind of solutions in BHT gravity.
Also this could show us that the thermodynamical properties of these black holes and
therefore the Hawking-Page phase diagrams could only really be meaningful in the grand
canonical ensemble and not in other ensembles. The meaning and the dual interpretations
of the phase diagrams in other thermodynamical ensembles is not particularly clear and
deserves further study.
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Figure 4.7: Phase diagram for WAdS solution in grand canonical ensemble, C = l = 1.
4.6 Phase diagram of the hairy black hole
There exist yet another interesting black hole solution in the new massive gravity, the “New
Hairy black hole”. In this section, we are interested in studying the Hawking-Page phase
transitions of this solution which first introduced in [104] and later was studied more in [98],
[105] and [106]. Its geodesics and entanglement entropy for the specific case of non-rotating
solution were discussed recently in [107].
This hairy black hole solution exists for m2 = Λ = − 1
2l2
as the parameters of the action
(4.1.1). The form of its metric is as follows
ds2 = −NFdt2 + dr
2
F
+ r2(dφ+Nφdt)2, (4.6.1)
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where
N =
(
1 +
bl2
4H
(
1− Ξ 12 ))2, Nφ = − a
2r2
(4GNM − bH),
F =
H2
r2
(H2
l2
+
b
2
(
1 + Ξ
1
2
)
H +
b2l2
16
(
1− Ξ 12
)2
− 4GNM Ξ 12
)
,
H =
(
r2 − 2GNMl2
(
1− Ξ 12 )− b2l4
16
(
1− Ξ 12 )2) 12 ,
and the definition of the parameter Ξ is Ξ := 1 − a2
l2
where −l ≤ a ≤ l. Now there are two
conserved charges for this black hole which are M and J = Ma and also a gravitational hair
parameter which is b.
The thermodynamic parameters of this black hole are
Ω+ =
1
a
(
Ξ
1
2 − 1
)
, T =
1
pil
Ξ
1
2
√
2GN∆M
(
1 + Ξ
1
2
)−1
,
S =pil
√
2
GN
∆M
(
1 + Ξ
1
2
)
, ∆M = M +
b2l2
16GN
.
Then using all of these thermodynamic quantities one can read the Gibbs free energy.
We will see that the region where the black hole can be locally stable for any b is Ω2l2 < 1.
So with this assumption we can simplify the relation as
GNBH =
l2
16G
(
16pi2T 2 (5l2Ω2 − 1)
(l2Ω2 − 1)2 −
b2 (3l2Ω2 + 1)
l2Ω2 + 1
)
. (4.6.2)
We see that the Gibbs free energy, in addition to Ω and T , depends also on the hair parameter
b. One can also notice that there is no real b which makes this free energy to vanish.
Now for studying the local stability we calculate the Hessian matrix which becomes
H =

2l4pi2Ω2(l2Ω2+3)
G(l2Ω2−1)2 −
4l4pi2TΩ(5l2Ω2+3)
G(l2Ω2−1)3
−4l
4pi2TΩ(5l2Ω2+3)
G(l2Ω2−1)3
l4
(
b2(l2Ω2−1)4(3l2Ω2−1)+24pi2T 2(l2Ω2+1)3(1+5l2Ω2(2+l2Ω2))
)
4G(l2Ω2−1)4(l2Ω2+1)3
 .
(4.6.3)
The region where both of the eigenvalues of the above matrix is negative would depend
on the hair parameter b. The phase diagram for a specific value of b = 20 is shown in Fig.
(4.8).
For GN = l = 1 one can check that for any b the angular velocity should be in the range
of −0.5 < Ω < 0.5, so that the black hole solution can be locally stable. Increasing Ω can
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make the black hole locally unstable. Also the condition for T depends on b.
Increasing the hair parameter b makes the locally stable region bigger. So basically the
hair parameter makes the system more stable and Ω makes it more unstable. In condensed
matter systems, one can also investigate the dual interpretation of this hair parameter and
show how it makes the system stable.
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Figure 4.8: The local stable region
for b = 20.
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Figure 4.9: The phase diagram
for b = 20.
To study the phase diagram of the system, we now can compare the Gibbs free energies
of this black hole with the free energies of other solutions. The phase diagram for the region
of local stability, the vacuum AdS3 solution and the ground state of new hairy black hole is
shown in figure (4.9). The region where ∆G1 = GAdS −GNBH > 0 is the union of regions 1,
2 and 3. By comparing the Gibbs free energy of this black hole with the the free energy of
the vacuum AdS, one can see that for the region of locally stable, for any b, only the black
hole phase is present. So the only phase that is both locally and globally stable is the black
hole case. Outside of region 1, the phase would not be even locally stable.
Also the case of M = M0 = − b2l216G in this solution is the ground state which corresponds
to an extremal case where both the left, right and the Hawking temperature and also the
entropy vanish [105]. The free energy is
G0NBH = −
b2l2
16GN
(
3− 2
1 + l2Ω2
)
, (4.6.4)
and the region where ∆G2 = G0NBH −GNBH > 0 is the union of 1 and 2. Again one can see
that −0.5 < Ω < 0.5 is the region where the black hole can be stable.
One can also plot the diagram of M versus J and study the effect of other physical
parameters or conserved charges on the phase transitions which could shed light on many
other physical characteristics.
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4.7 The inner horizon thermodynamics
It would also be useful to study the thermodynamics of black holes inside the horizon as the
quantities from outer of the horizon (r+) combined with the inner ones (r−) can provide
additional information about the central charges or scattering data around the black hole.
Also the relations between the thermodynamics of inner and outer of horizon would be of
practical use in holographical applications, such as the examples in [71,108].
One can first integrate the Wald’s formula on r = r− to find the inner horizon entropy.
Alternatively, one can use the following relations,
TR,L =
T− ± T+
Ω− − Ω+ , S± = SR ± SL, SR,L =
pi2l
3
c TR,L. (4.7.1)
So one gets,
S− =
8piν3
(20ν2 − 3)G(r− −
1
2ν
√
(ν2 + 3)r+r−). (4.7.2)
The temperature at the inner horizon is
T− =
1
2pil
∂rN√
grr
∣∣∣
r=r−
=
ν2 + 3
8piν
(
r+ − r−
r− −
√
(ν2+3)r+r−
4ν2
)
, (4.7.3)
and the angular velocity at the inner horizon is
Ω− =
1
l
Nφ(r−) =
1
νl
(
1
r− −
√
(ν2+3)r+r−
4ν2
)
. (4.7.4)
As explained in [108], the statement of inner horizons mechanics is that the product of
all horizons’ entropies should be proportional to the conserved charges that at the quantum
level are quantized. In this case this charge is only J . The product of the inner and outer
horizon entropies is
S+S− =
16pi2ν4
G2(20ν2 − 3)2
(
(5ν2 + 3)r+r− − 2ν
√
(ν2 + 3)r+r−(r+ + r−)
)
, (4.7.5)
which as expected can be written as a factor of J , i.e, S+S− ∝ J , and it is independent
of M . This is because S+S− is holographically dual to the level matching condition of the
warped CFT2 and this is also consistent with the WAdS/WCFT picture.
As explained in [109], the mass-independence of the product of entropies are satisfied
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here as T+S+ = T−S− which is also a result of the parity-preserving nature of this theory,
i.e., the fact that the left and right central charges are equal. Also based on [110], as the
Smarr-relation holds for the Einstein gravity with the higher curvature corrections in the
form of NMG, we expect such result. Moreover, the first law of black hole thermodynamics
would be satisfied as
dM = ±T±dS± + Ω±dJ. (4.7.6)
This was expected since, as explained in [109], if the first law is satisfied in outer horizon, it
should also be satisfied in the inner-horizon as well. Then, using both of these relations, one
can derive the same results for the M and J in the form of equations (4.4.22) and (4.4.23)
which is consistent with WAdS/WCFT picture [111].
4.8 Entanglement entropy of WCFT in BHT
Recently, using the Rindler method, the authors of [82] found a general expression for the
entanglement and the Renyi entropy of a single interval in a (1 + 1)-dimensional WCFT.
These authors also provided the geodesic and massive point particle description in a lower
spin gravity as the dual of a WCFT. This way one could holographically study the results
from the bulk geometry.
Their general result for the entanglement entropy of an interval in the warped CFT
theories is as follows
SEE = iP
vac
0 `
∗
(
L¯
L
−
¯`∗
`∗
)
− 4Lvac0 log
(
L
pi
sin
pi`∗
L
)
. (4.8.1)
In the above formula `∗ and ¯`∗ are the separation in space and time respectively and L
and L¯ are related to the identification pattern of the circle that defines the vacuum of the
theory [82].
The authors of [82] have explained that the second term is well-known and expected, but
the first term seems exotic. With the motivation of finding the nature of the first term, we
study this result for our specific case of NMG theory.
Since the theory is parity even, for the vacuum of WAdS3 which is holographically dual
to WCFT one can write the Virasoro and Kac-Moody operators as
P˜
(vac)
0 =M(vac), L˜(vac)0 =
1
k
(Mvac)2 , (4.8.2)
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where, as found in [92], the mass parameter is
M(vac) = iMGod = −i 4`
2ω2
G(19`2ω2 − 2) . (4.8.3)
Here, as expected, P
(vac)
0 has an overall factor of i which makes the first term of (4.8.1) real.
It would also be interesting to write the Virasoro and U(1) Kac-Moody operators of NMG
in terms of its central charge as well. So using Eqs. (4.8.2) and (4.8.3), the expressions for
the central charge and the level k in Eq. (4.4.7), one can write
P˜
(vac)
0 = −
ic
12l2ω
(1 + `2ω2), L˜
(vac)
0 = −
c
24
. (4.8.4)
We can also compare it with the operators of TMG,
P˜
(vac)
0 = −
cL
24
, L˜
(vac)
0 = −
cR
24
. (4.8.5)
One can see that similar to the TMG case, the Virasoro part is only proportional to cR.
However, the Kac-Moody part does not only depend on c but also on ω, and therefore it
cannot define a central charge. Still cL is called a central charge only by convention. These
relations could be useful for studying the dual WCFT of time-like Go¨del or warped BTZ in
these massive gravitational theories.
Now by using (4.8.2), the entanglement entropy of a strip in a WCFT theory dual to a
NMG bulk could be found as
SEE =
4`2ω2
G(19`2ω2 − 2)
(
`∗
( L¯
L
−
¯`∗
`∗
)
+
2`2ω
1 + `2ω2
log
( L
pi
sin
pi`∗
L
))
. (4.8.6)
Notice that ` here is just the length of AdS radius in the Go¨del space-time and is independent
of the length of intervals `∗ and ¯`∗.
The plot of SEE versus ω is shown in Figure (4.10). The lengths are considered to be
constant and equal to one, so one can examine the effect of the warping factor of Go¨del
space-time on the entanglement entropy. As it is shown in Fig. (4.10), the entanglement
entropy is a monotonic function of ω. One can also see that at ω = ±
√
2
19
the entanglement
entropy diverges.
Also the plot of the peculiar first term contributing to the entanglement entropy for NMG
versus the parameter ω is shown in Fig. (4.11) where its specific relation is
S1 =
ωk
2(1 + `2ω2)
( L¯
L
−
¯`∗
`∗
)
`2`∗. (4.8.7)
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Figure 4.10: The plot of SEE versus ω.
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Figure 4.11: The plot of S1 versus ω.
One can notice that, based on the sign of
(
L¯
L
− ¯`∗
`∗
)
, it can be a positive or negative term,
has an extremum at ω = 0 and also it is a symmetric function. One can also write ω and `
in terms of the physical quantities m and Λ as
ω = ±
√
−2m2
7
±
√
5m4 − 7m2Λ
7
√
3
, ` = ±
√
144m2 ± 38√3m2(5m2 − 7Λ)
11m4 − 361m2Λ . (4.8.8)
Using the above relations one can study the interplay between the entanglement entropy
and physical parameters m and Λ as well.
As explained in [82], in the holographic picture, the first term contributes to the black
hole entropy. This term is a U(1) contribution to the entanglement entropy and is not UV
divergent like the second term. As a new observation in warped AdS geometries, one can see
that S1 is proportional to the volume of the interval although it corresponds to the vacuum
states and not particularly to the mixed states. Also as noted in [82], this term in WCFT,
unlike CFT, is independent of the Renyi replica index and it is also a rather complicated
function of physical parameter of the theory such as m and Λ as in relations (4.8.8). These
features could be compared with other solutions and other massive gravity theories in order
to shed light on the nature of each term.
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Chapter 5
Near horizon region behavior of U(1)4
gauged supergravity black holes
As mentioned before, the Gauge/Gravity correspondence is a paradigm that relates a strongly
coupled field theory in d dimensions to a weakly coupled gravity theory in one dimension
higher [11]. In using this duality, one approach is, first, by using the symmetries of the desired
field theory, one constructs a Lagrangian in the gravity theory and then solves the equations
of motion to find the characteristics of the field theory side. This is the so called “bottom-
up” approach which has been used extensively to build some desired models. However, by
choosing the parameters of the theory arbitrarily, this approach could give some unphysical
or maybe unstable solutions; see our work in [3] for an example. One way to resolve this issue
is to use the “top-down” approach. In this approach, by choosing a solution of supergravity
for the bulk geometry from the beginning there would be a direct connection with string
theory and supergravity, and therefore the CFT dual is completely known. This approach
has been used among the others in [112–116].
In this chapter we choose the extremal four-dimension U(1)4 charged black brane solution
of N = 2 gauged supergravity to holographically study a zero-temperature and non-zero
density system of 3d N = 2 super-conformal field theory which has four distinct chemical
potentials. The relevant field theories of these solutions were constructed in ABJM model
[117] and constitute a Chern-Simons theory with gauge group U(N)×U(N) and levels k and
−k, respectively. There is also a matter sector that leads to SUSY. The main characteristic
of these black holes/branes is that they have four charges and for a general extremal form
of the theory, the near-horizon geometry is non-singular, the entropy is non-zero at zero
temperature and also the near-horizon geometry has an AdS2 sector.
For simplicity one can imagine that three of these four charges are equal, and therefore
one calls the system the regular extremal “3+1-charge”. One can choose one of these charges
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to be zero and ends-up with a “3-charge” black brane, which has a singular near-horizon
and zero entropy at zero temperature which is physically desirable since it is complying with
thermodynamics expectations.
As has been mentioned in [113], this singularity is a good type of singularity as it gets
resolved in the one dimension higher uplifted theory. It can be shown that for 4d U(1)4
gauged supergravity which is being uplifted to 5d, and also 3d U(1)3 gauged supergravity
which is being uplifted to 4d, the uplifted near-horizon geometries have an AdS3 or BTZ
sector and the singularity is also being resolved in the uplifted backgrounds.
We find that there are differences in the physical nature of the three equal charges and the
other non-equal charge in the system of 3+1-charge black brane. We show that an oscillatory
phase with the oscillatory momentum kosc can exist in the near horizon of extremal 3-charge
black branes. So the near horizon can be unstable due to the effects of these charges. But for
the 1-charge black brane, kosc cannot exist and even with a big 1-charge, the near horizon is
always stable. The other difference between these two charges is that the gap can only exist
when the 1-charge q′ is turned off. By turning on even a small value of q′ the gap would
disappear [113, 115], which is the result of non-uniformity of states and the discontinuity
in the chemical potential µ1. Also in the uplifted geometry, only q
′ would associate to the
Kaluza-Klein charge of reduction and the compact momentum. The source of the gauge field
of 1-charge in the one dimension higher is the graviphoton, but the source of 3-charge gauge
field Aµ can be understood by uplifting to 10d or 11d which is a two-form.
By solving the Dirac equation for each specific mode, one can also study the linear
response of probe spin-1/2 fermions in the background of 4d supergravity charged black
brane. For the 5d case, this has been done in [113, 114, 118]. The authors mentioned that
the main feature of the fermionic response in this top-down approach is that the mass term
couples to the running dilaton and diverges at the singularity (r → 0). This divergence of
the mass term of fermions at the horizon is just a feature of the top-down solutions coming
from supergravity which we aim to study here for the four dimensional case as well.
In this chapter, we study the behavior of the Dirac equation and its solutions in the two
mentioned near horizon limits and therefore different sectors of the theory. The point is
that as it has been mentioned in [113], for the extremal 2-charge case, there exists a gap of
the order of the chemical potential where the fluctuations of the modes with the fluctuation
energy of ω ≡ ω∗ − iΓ are stable and the ratio of the real part of the fluctuation energy to
the imaginary part is constant, i.e. Γ/ω∗ → constant, corresponding to a non-Fermi liquid
behavior and the main result of our investigation is to establish that, in the four dimensional
3 + 1 charged supergravity black hole case, such a gap and therefore such a behavior exists
as well.
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5.1 Charged black brane solution
The Lagrangian of the 4d U(1)4 gauged supergravity solution without axions which we are
interested in is [119]
e−1L4 = R− 12(∂~ϕ)2 + 8g2(coshϕ1 + coshϕ2 + coshϕ3)− 14
4∑
i=1
e~ai.~ϕ
(
F i(2)
)2
, (5.1.1)
where
~ϕ = (ϕ1, ϕ2, ϕ3), ~a1 = (1, 1, 1), ~a2 = (1,−1,−1), ~a3 = (−1, 1,−1), ~a4 = (−1,−1, 1).
(5.1.2)
The special sector of this theory that we are going to study, is the one where three of
the four gauge fields are equal to each other. Checking the equations of motion for the
consistency of the theory implies that in this case three of four scalar fields should also set
equal to each other. Using the supergravity constraints between the scalar fields Xi = e
ϕi ,
X1X2X3X4 = 1 and Eq. (5.1.2), we find that ϕ1 = ϕ2 = −ϕ3 = ϕ and then by redefining
the parameter ϕ to ϕ = φ√
3
, the Lagrangian of 3+1-charge sector is
L(3+1) = R− 1
2
(∂~φ)2 + 24g2cosh
φ√
3
− 3
4
e
φ√
3F 2 − 1
4
e−
√
3φf 2. (5.1.3)
Note that the kinetic term is not affected under rescaling. By letting F = F ′ = 0 and for a
constant and vanishing dilaton field φ = 0, corresponding to the AdS4 theory, we can find
the coupling of the Lagrangian, i.e., g = 1
2L
. Also, one can find, X1 = X2 = X3 = e
− φ
2
√
3 ,
and X4 = e
√
3φ
2 . The dual of this theory is a CFT3, with the symmetry group of SO(8) and
for our special case with the subgroup of U(1)4.
Just for comparison, the Lagrangian of 5d supergravity theory is [113,118]:
e−1L = R− 1
2
(∂ϕ)2+
8
L2
e
ϕ√
6 +
4
L2
e
−2ϕ√
6 −e−4ϕ√6 fµνfµν−2e
2ϕ√
6FµνF
µν−2µνρστfµνFρσAτ , (5.1.4)
whose dual theory is a CFT4, with the symmetry group of SO(6) and the subgroup of U(1)
3.
Note that for the 4d case, the Chern-Simons term is eliminated.
Now the general form of the static U(1)4 gauged black hole solution in d = 4 is
ds2 = −H− 12f(r)dt2 +H 12 ( dr
2
f(r)
+ r2dΩ22,k), (5.1.5)
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where
H = H1H2H3H4, HI = 1 +
µ sinh2βI
k r
= 1 +
qI
r
, f(r) = k − µ
r
+
r2
L2
H, (5.1.6)
qI =
µ sinh2βI
k
is a parameter of the solution, and k can be 1, 0, -1, for the spherical, flat or
hyperbolic (S2, T 2, H2) foliating transverse space [120–122]. Here we consider the case where
k = 0 corresponding to a black brane solution, since we want to study a dual non-compact
CFT on a flat space in the boundary.
The black brane solution of both 4d and 5d theories are in the family of extremal vanishing
horizon (EVH) black holes. In these black holes, for the extremal case where the temperature
goes to zero, T → 0, then this leads to Ah → 0 so S → 0 while the ratio of AhT remains
constant. This is a desirable feature as the physical origin for a non-zero entropy at zero
temperature has not been understood well. Note also that in their near horizon limit, these
black hole solutions contain an AdS3 throat [119,123–125].
The gauge fields and scalar fields of the theory are
AI =
QI
qI
(
1
HI(r)
− 1
HI(rH)
)dt =
QI
qI + rH
(
1− qI + rH
qI + r
)
dt, XI =
H
1
4
HI
. (5.1.7)
The difference between these gauge fields and the one in [121] is that we chose a gauge
where at r = rH , At = 0 so the chemical potentials become finite at the boundary. Also,
XIs which parameterize the three scalars satisfy the relation X1X2X3X4 = 1.
For the case of k = 0, by rescaling sinh2 βI → k sinh2βI and considering the limit of k to
zero, [120] one gets
AI(1) =
H−1I (r)−HI−1(rH)
sinhβI
dt. (5.1.8)
In the above equation, sinh2β = qik
qi+µ
where qI and µ are the parameters of the solution.
These five parameters are related to each other by [121]
QI =
√
qI(qI + µ). (5.1.9)
The physical observables of these 4d black hole solutions are the ADM mass and the electric
charges [121]
M =
1
2G
(4)
N
(2µ+ q1 + q2 + q3 + q4), JI =
L
2G
(4)
N
QI . (5.1.10)
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At the horizon, f(r = rH) = 0, so
− µr + 1
L2
(r + q1)(r + q2)(r + q3)(r + q4)
∣∣
(r=rH)
= 0. (5.1.11)
We want to study the 3+1-charge solution in the case where
q1 = q2 = q3 = q, q4 = q
′, (5.1.12)
corresponding to
Q1 = Q2 = Q3 = Q, Q4 = Q
′. (5.1.13)
The prime are used just to define a new parameter here. So from (5.1.11), one would have
µ =
(q + rH)
3 (q′ + rH)
L2rH
. (5.1.14)
Then for the general regular case, using (5.1.14), the horizon temperature is
TH =
1
4pi
∂gtt
∂r
∣∣∣
r=rH
=
|3rH2 + 2q′rH − qq′|
4L2pirH
√
q + rH
q′ + rH
. (5.1.15)
For the regular extremal 3+1-QBH where TH(r = rH) = 0, there are two solutions
I. rH = −q = Q, with any q′ and II. 3rH2 + 2q′rH − qq′ = 0. (5.1.16)
For the first solution, µ = 0 and the solution is BPS displaying the expected mass to charge
relation. As these black holes are solutions of 11d supergravity, for a BPS solution with n
number of non-zero charges qI , 32/2
n number of super-symmetries are preserved. For the
second solution, one has µ = (q+rH)
4
L2(q−2rH) and for q > 2rH , the condition on µ is µ > 0 and
also the solution is non-BPS with no supersymmetry preserved [121]. The point is that in
4d, only the non-supersymmetric black holes with regular horizon with µ 6= 0 can exist and
therefore only the solution II is acceptable. The supersymmetric one with µ = 0, as has
been studied in [126], are named superstars and are just naked singularities. [121,126]
The entropy density in the general regular case is
s =
√
(q + rH)3(q′ + rH)
4G
. (5.1.17)
For the first solution of the extremal condition (5.1.16), q = −rH and s is degenerate to
zero. However, for the second solution of the extremal regular 3+1-charge case, the entropy
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density which is the entropy of the ground state is
sext =
1
4G
(q + rH)
2(
rH
q − 2rH )
1
2 =
1
4G
(q′ + rH)2(
3rH
q′
)
3
2 . (5.1.18)
As we will demonstrate below, by considering the order of taking the limits to go from a
regular 3+1-charge black brane to the extremal 3-charged black brane, a discontinuity in
different parameters, such as in the entropy density, will show up which can be interpreted,
in the dual N = 4 SYM theory, as a gap in the states. Within this gap the system displays
the behavior of a Fermi liquid with long-lived quasiparticles and stable fluctuation modes
while similar to the 5d case of reference [113], outside the gap the quasiparticles have short
lives and the states show the behavior of non-Fermi liquids.
5.1.1 3-charge black brane
We first consider the case where q′ = 0 and q 6= 0. Then for the general three-charge black
brane solution we have
f(r) =
1
rL2
(
(r + q)3 − (rH + q)3
)
, µ =
(q + rH)
3
L2
,
At =
( q2
(q + rH)2
+
q(q + rH)
L2
) 1
2 (
1− q + rH
q + r
)
, A′t = 0, X = (1 +
q
r
)−
1
4 ,
X ′ = (1 +
q
r
)
3
4 , TH =
3
L2pi
√
rH (q + rH), s =
√
rH (q + rH) 3
4G
. (5.1.19)
For the extremal case, TH = 0, S = 0 and it corresponds to the two solutions of (5.1.16),
rH = 0, or q = −rH extremal (3 QBHs)
µext =
4q3
L2
or 0 (5.1.20)
Now we consider two scenarios for reaching from the regular non-extremal 3+1-charge to
the extremal 3-charge black brane. If we first let q′ → 0 and then consider the extremality
condition (5.1.1), then
qq′
r2H
→ 0. (5.1.21)
On the other hand, by first applying the extremality condition (5.1.16) and then letting
q′ → 0, one gets
q =
3r2H
q′
+ 2rH , or
qq′
r2H
→ 3. (5.1.22)
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The difference between these two limits indicates the existence of a discontinuity and there-
fore a gap in the states of the dual field theory.
5.1.2 1-charge black brane
If we assume q = 0 and q′ 6= 0 which is a 1-charge black brane case, then
f(r) =
1
L2
(
r(q′ + r)− r
2
H
r
(q′ + rH)
)
, µ =
r2H(q
′ + rH)
L2
,
At = 0, A
′
t =
( q′2
(q′ + rH)2
+
q′
q′ + rH
r2H
L2
) 1
2 (
1− q
′ + rH
q′ + r
)
, X = (1 +
q′
r
)
1
4 ,
X ′ = (1 +
q′
r
)−
3
4 , TH =
2q′ + 3rH
L2pi
√
rH
q′ + rH
, s =
√
rH3 (q′ + rH)
4G
. (5.1.23)
Again, for the extremal case TH = 0, S = 0 and
rH = 0, or q
′ = −3rH
2
, extremal (1QBHs),
µext = 0, or
−r3H
2L2
. (5.1.24)
If we first let q → 0 and then apply the extremality condition, setting qq′
r2H
to zero, and if we
first use the condition (5.1.16), then we find
q′ =
3r2H
q − 2rH ,
qq′
r2H
=
3q
q − 2rH
q→0−−→ 0. (5.1.25)
We can also use other ratios to check the results of the order of taking the limits, showing
the discontinuity in the states. For instance, if first we apply q → 0 and then rH → 0 we
would find
q
q′
→ 0, rH
q′
→ 0, q
rH
→ 0. (5.1.26)
On the other hand, if we first apply (5.1.16) and then q → 0, we would have
q
q′
=
q(q − 2rH)
3r2H
→ 0, rH
q′
=
rH(q − 2rH)
3r2H
→ −2
3
,
q
rH
→ 0. (5.1.27)
Once more the difference between the limits of these parameters indicates the existence of
the gap.
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Figure 5.1: The ratio of the dilaton fields XX′ =
q′+r
q+r for r = 1 when
q
q′ →∞, XX′ → 0.
Also for the specific q and q′, for r →∞ one gets XX′ → 1. So the dialton fields are equal
in the boundary.
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Figure 5.2: Plot of A v.s r
for different q′. (rH = 2, L =
1).
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Figure 5.3: Plot of A′ v.s r for different
q. As q → 0, the curves become closer to
the x axis. At q = 0, A′ degenerates to a
constant which is zero. (rH = 2, L = 1)
5.1.3 Chemical Potentials
The chemical potentials of these black hole solutions are
µ1 =
√
3
L
(
q2
(q + rH)2
+
q(q′ + rH)(q + rH)
L2rH
)
, µ2 =
√
3
L
(
q′2
(q′ + rH)2
+
q′(q + rH)3
(q′ + rH)L2rH
)
.
(5.1.28)
The factor of
√
3
L
is present to canonically normalize the chemical potentials. From these,
it can be seen that, if we first let q′ = 0 and then set rH → 0, then the limit of µ1 is
µ1 →
√
3q2
L3rH
, but if first by letting rH → 0 and then q′ → 0 we go to the extremal limit, then
we see µ1 → 0. This behavior of the chemical potential which relates to the boundary of
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the gauge field again indicates the gap in the CFT. For the µ2 case, one can see that by
changing q′ from a positive to a negative value, the chemical potential jumps from a positive
finite value to a negative finite value and again this discontinuity indicates that some states
are missing in between.
As the chemical potential around ρ1 = 0 does not change uniformly and there is a jump
around the center, the concentration of states does not change continuously everywhere and
a gap could appear. Within this gap, the chemical potential remains constant and is different
from the values of the chemical potential around it. So this could be one hint that the degrees
of freedom inside and outside of the gap should be decoupled.
From Fig. 5.5, one can see that by increasing q
q′
µc
µc′ decreases, pointing to the fact that
the susceptibility is negative and due to the perturbative instability in the spectrum of the
bosonic fluctuations, the thermodynamic is unstable.
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Figure 5.4: The ratio of the chemical potentials µcµc′ v.s
Q
Q′ , where rH = L = 1 and Q = 3.
In the equilibrium, as the free energy is in its minimum, the sum of the chemical potentials
is zero. During phase transitions or during any reaction, the chemical potential changes
from higher values to the lower values and some free energies are being released. From this
diagram, one can also see that when ρ1
ρ2
increases, the ratio of the chemical potentials, µ1
µ2
,
decreases which means that the system is going further away from equilibrium and so the
thermodynamics is unstable. This is actually due to pair creation effects around this gap.
5.1.4 The three regimes of energy
It has been shown that, as vortex lines play a crucial role in superconducting phase tran-
sitions, there is a type II regime (with no latent heat) where the superconducting phase
transition is second order, a type I regime where the phase transition is first order (with
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latent heat) and these two regions are separated by a tricritical point. Consequently, in the
phase diagram of superconducting materials, there exist three distinct regions corresponding
to three different regimes of, oscillation, decaying to a finite gap and decaying to the zero gap.
Figure 5.5: Behavior of heat capacity (cv, blue) and re-
sistivity (ρ, green) at the superconducting phase transition
(figure from wikipedia).
In the gravity side, by holography, we also expect to see three different regions. So we
may consider three different limits to look at the black holes in the bulk which corresponds
to three different regimes of energy in the dual CFT. Defining r−rH
rH
= δ and q = q˜, the
three regimes are:
δ

> 1 or
q˜
r − rH > 1→ system of 3 charged BH
δ

< 1 or
q˜
r − rH < 1→ 3+1 charged BH
δ

= 1 or
q˜
r − rH = 1→ excitations of AdS3, BTZ (5.1.29)
When in a system of fermions (or any charged particles), a strong electric field is turned
on, one expects a form of symmetry breaking and then the appearance of different phases
which may behave as a gap in the theory. Such behavior can be explored using a fermionic
probe in the context of holography where the poles of Green’s function can give us information
about the behavior of the modes around this gap.
By uplifting the theory to 11d and then considering the black hole near horizon limit and
also considering q′ = 0, the near horizon geometry will decouple into AdS4 ×M7 where in
the near horizon limit of 3-charge black hole, the AdS part is effectively an AdS3. If q
′ is
non-zero, but rather a small value, corresponding to a small momentum of the black hole,
the near horizon geometry just close to the horizon decouples into another sector which is
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an excited AdS3 or a rotating BTZ with energy 2. In the UV and far from the horizon, the
geometry in 11d is AdS4 × S7.
The decoupled regime in the bulk could be considered as a gap in the CFT with its own
degrees of freedom not communicating with the degrees of freedom outside the gap. This
CFT2 could be considered as a fermionic 2d gas such as Luttinger systems. In the context
of condensed matter physics there are many systems that can be approximately considered
1 + 1. The flowing electrons in one spatial dimension (here due to the strong electric field),
is a good approximation to describe quantum wires, carbon nanotubes, electrons along the
edges of fractional quantum Hall effect systems, etc.
We can uplift the 4d theory to 5d, and depending on how to fix the Killing spinors on
the spherical part, the 5d spinors could be found. However, the interesting point is that the
additional spatial dimension of the metric in not within these two geometries and is actually
in the S7 part. In the near horizon limit one of these dimensions from the S7 part joins the
AdS2 sector and creates a warped AdS3 geometry in the near horizon geometry of the black
hole, which we will explain in more detail later.
5.2 Dirac equation for 4d U(1)4 gauged supergravity
black brane
Now for studying the dynamics of fermions in the background of this geometry, we consider
the Dirac equation.
The Dirac equation in this background is(
iγµ∇µ −m(φ) + gq1γµAµ + gq2γµaµ + ip1e
φ
2
√
3Fµνγ
µν + ip2e
−
√
3
2
φfµνγ
µν
)
χ = 0. (5.2.1)
For the N = 2 truncation of gauged N = 8 supergravity without axions, the potential
and super potential are
V = −g2
∑
i<j
XiXj, W =
1
2
g
∑
i
Xi, (5.2.2)
where g = 1
2L
. Using X1 = X2 = X3 = e
− φ
2
√
3 and X4 = e
√
3φ
2 , we get
V =
−3
4L2
(e
− φ√
3 + e
φ√
3 ), W =
1
4L
(3e
− φ
2
√
3 + e
√
3φ
2 ). (5.2.3)
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The fermion mass matrix can be found as
mijF =
∂2W
∂φi∂φj
. (5.2.4)
More explicitly one finds
m11 = m22 = m33 =
1
16L
(
3e
−φ
2
√
3 + e
√
3φ
2
)
,
m13 = m23 = −m12 = 1
16L
(
e
−φ
2
√
3 − e
√
3φ
2
)
, (5.2.5)
with eigenvalues
1
4L
e
− φ
2
√
3 ,
1
4L
e
− φ
2
√
3 ,
1
16L
(
e
− φ
2
√
3 + 3e
√
3φ
2
)
. (5.2.6)
The scalar mass matrix also is
(m2s)
ij =
∂2V
∂φi∂φj
= − 1
4L2
(e
− φ√
3 + e
φ√
3 ). (5.2.7)
The covariant derivative is
∇µ = ∂µ − 1
4
ωaˆbˆµΓ
aˆbˆ. (5.2.8)
We choose the following Gamma matrices,
Γrˆ =
(
iσ3 0
0 iσ3
)
,
Γtˆ =
(
σ1 0
0 σ1
)
,
Γiˆ =
(
iσ2 0
0 −iσ2
)
,
which satisfy the standard relations:
{Γµ,Γν} = 2ηµν Γµν = 1
2
[Γµ,Γν ]. (5.2.9)
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The vierbeins eaµ are
eat =
1√
gtt
(
∂
∂t
)a = H(r)
1
4f(r)−
1
2 (
∂
∂t
)a,
ear =
1√
grr
(
∂
∂r
)a = H(r)−
1
4f(r)
1
2 (
∂
∂r
)a,
eai =
1√
gxx
(
∂
∂xi
)a = H(r)−
1
4 r−1(
∂
∂xi
)a,
(5.2.10)
and the spin connections, (ωµν)a = (eµ)b∆a(eν)
b are
(ωtr)t = −(ωrt)a = −
∂r
√
gtt√
grr
(dt)a = (
1
4
H−
3
2
∂H
∂r
f(r)− 1
2
H−
1
2
∂f
∂r
)(dt)a,
(ωir)a = −(ωri)a =
∂r
√
gxx√
grr
(dxi)a = f
1
2 (1 +
r
4H
)(dxi)a. (5.2.11)
A technical modification that effectively cancels the contributions of the spin connection
follows from the following redefinition
χ =
(
Det(g)
∣∣
r=cte
)− 1
4
e−iωt+ikxΨ = H−
1
8 r−1f−
1
4 e−iωt+ikxΨ. (5.2.12)
We define the projectors similarly to [112] as,
Πα ≡ 1
2
(
1− (−1)αiγ rˆγ tˆγ iˆ
)
, P± ≡ 1
2
(
1± iγ rˆ
)
. (5.2.13)
Then, using Eq. (5.2.13), the definition for gamma matrices, and also Eq. (5.2.12), we
can split the Dirac equation into two equations for Ψα+, and Ψα− as(
∂r −H 14f(r)− 12m(φ)
)
Ψα+ = [−u(r) + (−1)αkir−1f(r)− 12 − v(r)]Ψα−,
(
∂r +H
1
4f(r)−
1
2m(φ)
)
Ψα− = [u(r) + (−1)αkir−1f(r)− 12 − v(r)]Ψα+, (5.2.14)
where
u(r) ≡ H 12f(r)−1(ω + gq1Φ1 + gq2Φ2), v(r) ≡ 2 H 14f(r)− 12 (p1e
φ
2
√
3∂rΦ1 + p2e
−
√
3
2
φ∂rΦ2).
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Then, the Dirac equation becomes two decoupled second order equations as below
Ψ′′α± − F±Ψ′α± +
[
∓ ∂r
(
m H
1
4f(r)−
1
2
)−m2H 12f(r)−1+(
u(r)2 − (v(r)− (−1)αkir−1f(r)− 12 )2)±m H 14f(r)− 12F±]Ψα± =0, (5.2.15)
where
F± = ∂rlog
[
u(r)∓ (−1)αkir−1f(r)− 12 ± v(r)
]
. (5.2.16)
Similar to [112], one can see that the solution of Eq. (5.2.15) is invariant under
pi → −pi, qi → −qi, ω → −ω, k → −k. (5.2.17)
So the solution of conjugate fermions does not change if we take (k, ω)→ (−k,−ω).
Our geometry in the near boundary limit r →∞ is AdS4, where the mass term becomes
dominant there, and if we consider
∣∣mL∣∣ 6= 1/2, the solution similar to [112] is of the following
form,
Ψα+ ∼ Aα(k)rmL +Bα(k)r−mL−1, Ψα− ∼ Cα(k)rmL−1 +Dα(k)r−mL. (5.2.18)
Now, similarly to [112], the relations between the coefficients of the solutions are
Cα =
L2(ω + (−1)αk)
2mL− 1 Aα, Bα =
L2(ω − (−1)αk)
2mL+ 1
Dα, (5.2.19)
where mL ≡ 2(m1 + m2). If m > 0, A is the source term and D is the response and vise
versa for m < 0 for a dual fermion of opposite chirality [113].
For mL = 1
2
we have
Cα = L
2(ω + (−1)αk)Aα, Bα = L
2(ω − (−1)αk)
2mL+ 1
Dα, (5.2.20)
and then at the horizon, the retarded Green’s function for the dual fermionic operator for
the fluctuations is the ratio of the response to the source, (GR)αβ =
Dα
Aβ
.
Since similar to [112], our Eq. (5.2.15), decouples for the Ψα±, then our Green’s function
is also diagonal leading to the following relation, G22(ω, k) = G11(ω,−k).
Also, by finding the poles of the Green’s function at Fermi energy one can find the Fermi
surfaces, (where k = kF ), which at zero frequency is
Aβ(ω = 0, k = kF ) ≡ 0. (5.2.21)
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5.2.1 Near-horizon analysis: 3+1-charge case
In this section we study the near horizon limit of the Dirac equation first for the general
“regular” 3+1-charge case and then we look at the near horizon solution of the extremal
3-charge and finally we consider the 1-charge black brane case.
By defining the parameters,
β1 =
1
L (q + rH) 2
√
q
(
(q + rH) 4 + L2q (q − 2rH)
)
q − 2rH ,
β2 =
(q − 2rH)
√
3 ((q + rH) 4 + 3L2rH2)
LrH (q + rH) 2
,
k0
2 =
(q + rH)
2√rH√
q − 2rH , (L2)
2 =
L2
√
rH(q − 2rH)
3(q − rH) , (5.2.22)
the leading terms for each component of the metric and the gauge fields of the 3+1-charge
“extremal” supergravity black brane, where one can eliminate q′ by the extremality condition
(5.1.16), would be as follows
gtt = − 1
(L2)2
(r − rH)2 + Θ (r − rH) 3,
grr = (L2)
2(r − rH)−2 + Θ (r − rH) −1, gii = k02 + Θ (r − rH) 1.
As one can see, in the general 3+1-charge case, an AdS2 factor is appeared in the near
horizon geometry.
The leading terms of the gauge fields are
Φ1 = β1 (r − rH) + Θ (r − rH) 2, Φ2 = β2 (r − rH) + Θ (r − rH) 2, (5.2.23)
which are linear in terms of r and similar to the 2+1-charge case of 5d [112, 113] have a
single zero. Notice that the parameters β1 and β2 and also p1 and p2 are dimensionless.
Also, near the horizon, the leading term of the scalar field φ =
√
3 logX which is a constant
and independent of r is in the following form
φ = φ0 =
√
3
4
log
(
rH
q − 2rH
)
+ Θ(r − rH)2. (5.2.24)
Now we study the near horizon limit of the Dirac equation. For doing so, first in the near
horizon limit ((r → rH)), we assume ω = 0 and then we study small ω limit while ωr−rH is
constant and then we comment on how these two limits do not commute.
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First, for ω = 0 in the near horizon limit one finds
u =
(L2)
2
2L
(
qβ1 +
3rH
2
q − 2rH β2
)
1
r − rH + Θ (r − rH)
0,
v = 2L2
(
p1e
φ
2
√
3β1 + p2e
−
√
3φ
2 β2
) 1
r − rH + Θ (r − rH)
0. (5.2.25)
Then, one finds the near horizon limit of F± → FNH as
FNH = − 1
r − rH . (5.2.26)
Taking the near-horizon limit of the function F makes the form of Dirac equation much
simpler as similar to [112] the Dirac equation simplifies to
∂2rΨα± +
1
r − rH Ψ
′
α± −
ν2k
(r − rH)2 Ψα± = 0, (5.2.27)
where νk is
νk =
√√√√(m2(φ0) +( k˜
k0
)
2
)
(L2)
2 − (L2)
4
4L2
(
q1β1 +
3rH2
q1 − 2rH β2
)2
, (5.2.28)
with
k˜ ≡ ki − (−1)α2k0
(
p1e
φ0
2
√
3β1 + p2e
−
√
3
2
φ0β2
)
. (5.2.29)
Note that we tried to choose the most similar way of defining the parameters for the
sake of comparison to the five dimensional case of [112]. However, although the equations
look similar, the definitions of the quantities (5.2.1) are different from those in [112]. There
are other differences between the above equation and the corresponding one in [112]; for
example, L2
τ0
is replaced with L2
4 and also the definition of L2 here is different from the
one in [112]. Although the equations show similar behaviors in four and five dimensions, the
physics that we extract from these formulas have some similarities to [112] which we mention
a few of those results here.
One can check that the effect of Pauli terms is just to shift the origin of the 3-momentum
ki. However, for α1 and α2, due to the different signs, the shifts are in the opposite directions.
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Similarly the solution to the Dirac equation is of the form
Ψ ∼ (r − rH)±νk , (5.2.30)
where this solution has a hidden near horizon region approaching AdS2 × R2. We can see
this by defining
r − rH = λ(L2)2 1
ζ
, t =
1
λ
τ. (5.2.31)
By taking the limit λ→ 0 and by keeping ζ and τ fixed, we find the near horizon metric as
ds2 =
(L2)
2
ζ2
(−dτ 2 + dζ2) + k02d~x2. (5.2.32)
The radius of this AdS2 × R2 metric is
LAdS2 = L2 =
L
(
rH(q − 2rH)
) 1
4√
3(q − rH)
, (5.2.33)
and the near-horizon gauge fields are
Aµdx
µ =
β1(L2)
2
ζ
dτ, Aµ
′dxµ =
β2(L2)
2
ζ
dτ. (5.2.34)
Matching the boundary conditions in and out of AdS2 geometry requires one to choose
the positive sign of ν, i.e., Ψ ∼ (r − rH)+νk .
The oscillatory region is where νkosc is imaginary [112]. This would happen when the
effective electric coupling
(qe)eff ≡ (L2)
2
2L
(
q1β1 +
3rH
2
q1 − 2rH β2
)
, (5.2.35)
is stronger than the effect of mass and the shifted momentum k˜. This is intuitively correct,
since near the horizon, a higher mass of the scalar field is in accordance with bigger chemical
potentials µ1 and µ2 which can make the near-horizon region more stable. Also a higher
momentum ki of infalling waves is associated to the higher stability of states. Putting it in
another way, the bigger electric couplings near the horizon makes this region more unstable
which this leads to particle creation in the near horizon AdS2 region.
It is worth noticing that, as mentioned in [112], the fact that the mass term here is
a function of the scalar field and as a result, a function of the chemical potential µi, is
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specifically a feature of the solutions coming from the gauged supergravity theories and from
a top-down approach.
Now, by using Eq. (5.2.28) and solving the following equation, one can find where the
oscillatory region appears,
νkosc = 0. (5.2.36)
Similar to [112], for the four dimensional case this happens where
k˜2osc =
(
k0
L2
)2 (
(qe)2eff −m2(φ)L22
)
. (5.2.37)
Note that this oscillatory momentum can exist only when the effective near-horizon electric
field coupling is bigger than the effective mass term.
We now investigate the existence of the oscillatory region in the near horizon of two cases
of 3-charge (q′ → 0) and 1-charge (q → 0) black brane solution. The square of the near
horizon oscillatory momentum, k2osc, for the 3-charge black brane (i.e. q
′ → 0) is
k2osc =
√
3q′ q3/2
36L2
(
L2 + q2
)−
q5/4
2L2
(
m1m2
(
q′
3
)1/4 (5
2
√
q′
3
+
√
q
)
+
m2
2q3/4
2
+
q1/4
√
3q′
6
(
m1
2 + 2m2
2
) )
+ Θ(q′)1.
(5.2.38)
One can see that for the existence of the oscillatory region, m1 and particularly m2 should
be smaller than q. The effect of m2 is more important than m1 due to the third and forth
terms. So in this case, for the positivity of the right hand side and therefore the existence
of kosc, q and m2 are competing with each other.
The oscillatory region cannot exist for the 1-charge black hole as the leading term in the
expansion of kosc for the case of q → 0 is negative,
k2osc = −3m1
2qq′
8L2
− 3
√
3q′q3/2m1m2
4
√
2L2
+
q2
432L2
(
169L2 + 81m1
2 − 243m22
)
+ Θ(q)5/2.
(5.2.39)
As one can see, the right hand side is always negative and so for the four dimensional 1-charge
black brane, the near horizon is always stable.
Now we examine the case where ω is non-zero to study its effects on the Dirac equation
and the behavior of the dispersion relation. For doing so, we turn to the notation of [113].
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By defining U± one can write the four-dimension near horizon Dirac equation as
U ′′ +
(
1
r − rH + ...
)
U ′ +
(
L4 (q − 2rH) rHω2
9 (q − rH) 2 (r − rH) 4 +
nω
(r − rH)3 −
ν2
(r − rH)2 + ...
)
U = 0,
(5.2.40)
where
n =
iL2
√
rH (q − 2rH)
3 (q − rH) +
L3rH (qβ1 (q − 2rH) + 3β2rH2)
9 (q − rH) 2 . (5.2.41)
One can see that ν2 is a complicated number which depends on ω2, ω and a term which
depends only on rH , L and p. For zero ω, only the ν
2 term remains and the term containing
1
r−rH is dominant.
5.3 Uplift of the metric to five dimensions
First by taking the near-horizon limit of the 4d extremal 3-charge black hole metric, one gets
ds2 =
q
5
2
r
1
2L2
dt2 − r
1
2L2
q
5
2
dr2 + q
1
2 r
3
2d~x2. (5.3.1)
The scalar field near the horizon behaves as
e
φ
2
√
3 =
(q
r
) 1
4
. (5.3.2)
After reduction, the reduced Kaluza-Klein Ansatz of a 5d metric turns to be (5.3.1)
dsˆ2 = e2αφds2 + e2βφ(dz +A)2 = e−5√3φds2 + e−4√3φ(Ldϕ3 +A)2. (5.3.3)
Then the 5d metric is as follows,
dsˆ2 =
r2
L2
dt2 − L
2
r2
dr2 +
r2
q2
L2dϕ3
2 +
r4
q2
d~x22,k. (5.3.4)
This has a null warped AdS3 sector which by itself is interesting. Thus, it would be illu-
minating to find the central charges of the specific dual CFT2 of this metric and study the
corresponding Virasoro algebra in order to find the behavior of the gap and the near horizon
modes.
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5.4 The 11d uplifted metric
As has been studied in [113], the S7 reduction of eleven dimensional supergravity gives rise
to a SO(8) gauged N = 8 supergravity in 4d. After further truncation it leads to N = 2
gauged supergravity, which the bosonic sector of the theory comprises four commuting U(1)
gauge potential fields, three dilatons, three axions and our desired metric 5.1.5.
In 11d, if one does not consider the axions, the full theory would not be consistent, as
the U(1) gauge fields source the term µνρσFµνFρσ. However, if we wish to consider the 4d
non-rotating electrically charged black holes, we can consider axions to be zero in 11d. So
we can uplift the four dimensional theory consistently by considering the 11d metric Ansatz
as in [113],
ds211 = ∆˜
2/3ds24 + g
−2∆˜−1/3
∑
i
X−1i
(
dµi
2 + µi
2(dφi + gA
i
(1))
2
)
, (5.4.1)
where
∆˜ =
4∑
i=1
Xiµ
2
i , Xi = e
− 1
2
~ai.~ϕ,
µ1 = sinθ, µ2 = cosθ sinϕ, µ3 = cosθ cosϕ sinψ, µ4 = cosθ cosϕ cosψ.
Note that these quantities satisfy the following relations,∑
i
µ2i = 1, X1X2X3X4 = 1, ~ai.~aj = 4δij − 1. (5.4.2)
A consistent choice for the parameters is given in (5.1.1).
As has been suggested in [113], the 4-form field strength Ansatz in 11d is
F(4) = 2g
∑
i
(
X2i µ
2
i − ∆˜Xi
)
(4)+
1
2g
∑
i
X−1i ∗¯dXi ∧ d(µ2i )−
1
2g2
∑
i
X−2i d(µ
2
i ) ∧ (dφi + gAi(1)) ∧ ∗¯F i(2). (5.4.3)
It is worth mentioning that in the eleven dimension theory, the angular dependence coming
from µi will be cancelled out in the equation of motion due to the contribution of both the
metric and the 4-field strength in the euqation.
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5.4.1 Near horizon limit in 11d
The geometry of 3+1-charge black brane in 11d is
ds211 = ∆
2
3
[
− f
H
dt2 +
dr2
f
+ r2(dx2 + dy2)
]
+ ds27
ds27 = ∆
− 1
3
[
L2H
( 3∑
i=1
dµ2i + µ
2
i
(
dφi + Ai
dt
L
)2)
+ L2H′
(
dµ24 + µ
2
4
(
dφ4 + A
′dt
L
)2)]
, (5.4.4)
where
H1 = H2 = H3 = H = 1 + q1
r
, H4 = H′ = 1 + q2
r
, H = H3H′. (5.4.5)
If in Eq. (5.4), one considers µ4 = cos θ, the general form of ∆ could be written as
∆ = H′H3
(1− µ24
H +
µ24
H′
)
= H2[H′ + µ24(H−H′)] = H2[H′ + µ24(q1 − q2r )]. (5.4.6)
The three form-field strength C3 satisfying F4 = dC3 is [123]
C(3) = −r
3
2
∆dt ∧ d2σ2 − L
2
2
3∑
i=1
Qiµ
2
i
(
dφi − qi
Qi
dt
L
) ∧ dΩ2 − L2
2
(
Q4µ
2
4
(
dφ4 − q4
Q4
dt
L
) ∧ dΩ2),
(5.4.7)
where dΩ2 is the volume form on a unit radius two sphere.
Now we consider two scenarios of taking the near horizon limits. In both of these two
cases q1 is a finite non-zero value. In the first scenario, we first consider q2 → 0, and then
we take the near horizon limit r → rH . As it has been shown in the equation (5.1.1), for the
non-BPS black hole, the horizon is at rH = 0. So in this case, we will get the near horizon
geometry of a 3-charge black hole in 11d at the end. We call this limit L1.
Then for the other case, while keeping q2 finite, which corresponds to a finite horizon rH ,
we take the near horizon limit r → rH which will lead to the near horizon geometry of the
3+1-charge black hole in 11d. In the next step, we can consider q2 → 0 while we are in the
near horizon geometry. We call this limit L2.
So in brief the order of the limits are as follows
L1: q2 → 0, r → rH , rH → 0,
L2: q2 = finite, r → rH , rH = finite, q2 → 0.
Now we study each scenario in more details.
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L1 Limit
For the L1 case we would find
f = −µ
r
+
r2
L2
(
1 +
q1
r
)3(
1 +
q2
r
)
,
' 3q1
2
L2
+
1
r
(−µ+ µcr + 3q1
2q2
L2
) +
q3q2
r2L2
: Finite µcr =
q1
3
L2
. (5.4.8)
In order to keep f finite, we need to consider
r ∼ rH ∼ , q2 ∼ 2, (µ− µcr) ∼ . (5.4.9)
Therefore,
f ' 3q1
2
L2
− µ− µcr
r
+
q1
3q2
r2L2
,
H = 1 + q1
r
' q1
r
, H′ = 1 + q2
r
' 1 +O(), ∆ ' µ24
q1
3
r3
,
A =
Q1
q1
( 1
H − 1
) ' −Q1
q1
' −
√
1 +
q12
L2
, a =
Q2
q2
( 1
H′ − 1
) ' −Q2
r
' −
√
q13
L2
.
(5.4.10)
The above limit in the parameter space should be accompanied by the following near-
horizon limit for the coordinates,
(r − rH) ∼ , t ∼ −12 , φ4 ∼ −12 . (5.4.11)
Now using these, we can find the limits of the components of the metric,
r2 ∆
2
3 dΩ22 = q1
2 µ
4
3
4 ,
−∆ 23 f
H
dt2 = −µ
4
3
4
r
q1
f dt2,
∆
2
3
f
dr2 = µ
4
3
4
q1
2
f
dr2
r2
: Finite. (5.4.12)
Note that dr
r
is finite, because if we consider r = rH + ρ, then
dρ
(rH+ρ)
and therefore grr =
µ
4
3
4
q12
f
(
dρ
ρ+rH
)2
are finite.
Now, considering
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dφi + Ai
dt
L
= dφi −
√
1 +
q12
L2
dt
L
= dϕi, (5.4.13)
the components for the ds7 part are
µi, φi : µ
− 2
3
4 L
2
3∑
i=1
(dµ2i + µ
2
i dϕ
2
i ),
µ4, φ4 : µ
− 2
3
4
r
q1
L2
(
dµ24 + µ
2
4
(
dφ4i −
√
q13
L2
dt
L
)2)
. (5.4.14)
So, finally the near horizon geometry in this case is
ds2 = µ
4
3
4
[
− r
q1
f dt2 +
q1
2
r2
dr2
f
+
r
q1
L2
(
dφ4 −
√
q13
L2
dt
L
)2
+ q1
2 (dx2 + dy2)
]
(5.4.15)
+µ
− 2
3
4 L
2
3∑
i=1
(
dµ2i + µ
2
i dϕ
2
i
)
.
As it can be seen, in this order of limits, the near horizon geometry is AdS3 × T 2 × T 6 or
BTZ×T 2×T 6. The BTZ sector is rotating with the angular momentum
√
q13
L2
. For the case
of q1 = −rH and therefore, µ = 0 (BPS point), the three dimensional part describes a global
AdS3 space [123].
Also the scalar fields are
X '
( r
q1
) 1
4 ' 0, X ′ '
(q1
r
) 3
4 ' q1 34 − 34 . (5.4.16)
By considering the limit of q2 → 0 and then taking the near horizon limit, in the near horizon
geometry only one scalar field would still be present which is AdS3 × T 2 × T 6.
L2 Limit
Now for the other case (L2) both q2 and rH are finite. Going to near horizon limit r → rH ,
the components of metric could be found as
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gtt = −3 (q1 − rH)
L2rH
(
rH + µ4
2 (q1 − 3rH)
q1 − 2rH
) 2
3
(r − rH) 2 + Θ(r − rH)3,
grr =
L2 (q1 − 2rH) 13 (rH + µ42 (q1 − 3rH)) 23
3 (q1 − rH) (r − rH) 2 +
1
Θ (r − rH) ,
gii =
(
rH + µ4
2 (q1 − 3rH)
q1 − 2rH
)
2
3 (q1 + rH)
2 + Θ (r − rH) 1. (5.4.17)
For taking the limit of the ds7 part, one first needs to know the limit of the gauge fields
which are as below
Φ1 = −
√
q1 (L2q1 (q1 − 2rH) + (q1 + rH) 4)
L2 (q1 − 2rH) (q1 + rH) 2 + Θ (r − rH)
1,
Φ2 = −
√
3 ((q1 + rH) 4 + 3L2rH2)
L(q1 + rH)
+ Θ (r − rH) 1. (5.4.18)
These are constant in the leading term and thus are independent of r. So one can simply
rename the angular component as dϕi = dφi + Ai
dt
L
and finds the limit of the ds7 part as
∆−
1
3L2H
3∑
i=1
dµ2i =
L2 (q1 − 2rH) 1/3
(rH + µ42 (q1 − 3rH)) 1/3 +O [r − rH ]
1,
∆−
1
3L2H′
3∑
i=1
dµ2i =
L2rH
(q1 − 2rH) 2/3 (rH + µ42 (q1 − 3rH)) 1/3 +O [r − rH ]
1. (5.4.19)
All the components of ds7 and also gii are independent of r and so the near horizon geometry
is AdS2 × T 2 × T 7. Now considering q2 → 0 imposes rH → 0.
One can see that, generally, for applications of AdS/CFT, for example for a 3d condensed
matter system, instead of using the gravity theory in a 4d bulk, embedding the theory into
the general 11d M-theory leads to being able to extract more information about the boundary
CFT.
126
Appendix A
Solution phase space method of
calculating conserved charges
The solution phase space method (SPSM) introduced in [91,127] has reproduced successfully
the conserved charges and also the first law(s) for the standard (black hole) solutions of
Einstein-Hilbert gravitational theories. Explicit examples can be found in Refs. [127]. The
goal of this appendix is utilizing the SPSM for the gravitational theories with higher curvature
terms, specifically the “New Massive Gravity” introduced in (4.1.1).
Explicitly, the Lagrangian which we will focus on, has the metric gαβ, some gauge fields
Aaµ, and some scalar fields φ
I , in arbitrary dimension d,
L = 1
16piG
(
f(R,φ)+ a(φ)RµνR
µν+ b(φ)RµναβR
µναβ− cab(φ)F aµνF b µν−2dIJ (φ)∇µφI∇µφJ
)
.
(A.0.1)
The Rµναβ, Rµν , and R are Riemann tensor, Ricci tensor, and Ricci scalar respectively.
The F a = dAa are the field strengths. The coefficients a(φ), b(φ), cab(φ), and dIJ (φ) are
some functions of φI . Notice that the f(R, φ) term covers the Einstein-Hilbert gravity with
cosmological constant. Lagrangian d-form is the Hodge dual of (A.0.1), L = ?L,
L =
√−g
d!
µ1µ2···µd L dxµ1 ∧ dxµ2 ∧ · · · ∧ dxµd . (A.0.2)
The µ1µ2···µd is the Levi-Civita symbol, i.e. 012···d−1 = +1 and changes sign by the odd
permutations of indices. We will use the following conventions
hµν ≡ δgµν = gµαgνβδgαβ, δF µν ≡ gµαgνβ(δdA)αβ = gµαgνβ(dδA)αβ . (A.0.3)
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Hence, the indices for the perturbed fields can be raised and lowered similar to other tensors.
Let us label the terms in the Lagrangian (A.0.1) by f , a, b, c, and d respectively. The
equations of motion (e.o.m) for the chosen Lagrangian, considering variations with respect
to the metric, gauge fields, and scalar fields, are respectively [128]
Ef µν + Eaµν + Ebµν + Ecµν + Edµν = 0 , (A.0.4)
Ef µν =
1
2
fgµν − f ′Rµν +∇µ∇νf ′ −f ′gµν
Eaµν = a
(1
2
RαβR
αβgµν +∇α(∇µRαν +∇νRαµ)−∇α∇βRαβgµν −Rµν − 2RµαRαν
)
Ebµν = b
(1
2
RρσαβR
ρσαβgµν − 2RµγαβR γαβν − 2∇α∇β(Rµανβ +Rναµβ)
)
Ecµν = 2cab
(
F aµαF
b α
ν −
1
4
F aαβF
b αβgµν
)
Edµν = 2dIJ
(∇µφI∇νφJ − 1
2
∇αφI∇αφJgµν
)
,
∇ν
(
cabF
b µν
)
= 0 , (A.0.5)
4∇α
(
dIJ∇αφJ
)
+
∂f
∂φ
+
∂a
∂φ
RµνR
µν+
∂b
∂φ
RµναβR
µναβ− ∂cab
∂φ
F aµνF
b µν−2∂dIJ
∂φ
∇µφI∇µφJ = 0,
(A.0.6)
where the notation f ′ ≡ ∂f
∂R
is used. We need to find the Θ
LW
, Q, and most importantly, the
k for this theory. Their derivation and final results are standard practice in the literature.
Hence we only report the final results here.
By variation of Lagrangian δL and imposing e.o.m, the surface d−1-form Θ
LW
can be
read to be Θ
LW
= ?Θ, i.e.
Θ
LW
=
√−g
(d− 1)! µµ1···µd−1 (Θ
µ
f + Θ
µ
a + Θ
µ
b + Θ
µ
c + Θ
µ
d) dx
µ1 ∧ · · · ∧ dxµd−1 , (A.0.7)
in which
Θµf (δΦ,Φ) =
1
16piG
(
f ′(∇αhµα −∇µh)−∇αf ′hµα +∇µf ′h
)
,
Θµa (δΦ,Φ) =
a
16piG
(
2Rαβ∇αhβµ − 2∇αRµβhαβ−Rµα∇αh+∇αRµαh−Rαβ∇µhαβ+∇µRαβhαβ
)
,
Θµb(δΦ,Φ) =
b
4piG
(∇νRµανβhαβ −Rµανβ∇νhαβ) ,
Θµc (δΦ,Φ) =
−1
4piG
cab F
aµν δAbν ,
Θµd(δΦ,Φ) =
−1
4piG
dIJ ∇µφIδφJ , (A.0.8)
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where h ≡ hαα. Having the Θ in our hand, for a generic  = {ξ, λa}, and imposing the e.o.m
Eq.(A.0.4), the Noether-Wald d−2-form Q can be read as
Q =
√−g
(d− 2)! 2! µνµ1···µd−2 (Q
µν
f  + Q
µν
a  + Q
µν
b  + Q
µν
c  + Q
µν
d ) dx
µ1 ∧ · · · ∧ dxµd−2 , (A.0.9)
in which
Qµνf  =
1
16piG
(
2∇µf ′ξν − f ′∇µξν)− [µ↔ ν] ,
Qµνa  =
a
8piG
(∇µRναξα +Rνα∇αξµ −∇αRναξµ)− [µ↔ ν] ,
Qµνb  =
b
4piG
(∇αRµναβ ξβ −Rµανβ∇αξβ)− [µ↔ ν] ,
Qµνc  =
−1
4piG
cabF
a µν(Abρξ
ρ + λb) ,
Qµνd  = 0 . (A.0.10)
By variation of the Q with respect to all dynamical fields, utilizing the textbook relations
δ
√−g =
√−g
2
hαα , δΓ
λ
µν =
1
2
gλσ(∇µhσν +∇νhσµ −∇σhµν), δµνµ1···µd−2 = 0 ,
δRµναβ =
1
2
(
2Rµναγ h
γ
β −∇µ∇αhβν+∇µ∇βhαν−∇µ∇νhαβ+∇ν∇αhβµ−∇ν∇βhαµ+∇ν∇µhαβ
)
,
δRµν =
1
2
(∇α∇µhαν +∇α∇νhαµ −hµν −∇µ∇νh) , δR = ∇µ∇νhµν −h−Rµνhµν ,
(A.0.11)
and putting the results into the general formula for k [9, 10], the final applicable tensor for
calculation of conserved charges can be derived as
k(δΦ,Φ) =
√−g
(d− 2)! 2! µνµ1···µd−2 (k
µν
f  +k
µν
a  +k
µν
b  +k
µν
c  +k
µν
d ) dx
µ1 ∧· · ·∧dxµd−2 , (A.0.12)
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where
kµνf (δΦ,Φ) =
1
16piG
[(
hµα∇αξν −∇µhναξα − 1
2
h∇µξν
)
f ′ + 2
(
Rµα∇αh−∇αRhµα −Rµα∇βhαβ
−∇µh+∇α∇µ∇βhαβ −∇µ(Rαβhαβ) + 1
2
∇µRh
)
ξνf ′′+
(
Rαβh
αβ −∇α∇βhαβ
+h
)
(∇µξνf ′′ − 2∇µRξνf ′′′)
]
+
δQµνf 
δφI
δφI −Θµf ξν − [µ↔ ν], (A.0.13)
kµνa  (δΦ,Φ) =
a
16piG
[(
∇αR µα h−∇αRhµα−∇µ(Rαβhαβ) +∇µ∇α∇βhαβ −∇µh
)
ξν+
(
2∇βRµαhβν
− 2Rµβ∇βhνα − 2∇µRαβhνβ −∇µ(∇α∇νh−∇β∇αhνβ +hνα −∇β∇νhαβ)
+∇µRναh+ 2Rµβ∇νhαβ
)
ξα +
(
∇α∇µh−∇β∇αhµβ −∇β∇µhαβ +hµα
+ 2(Rαβh
µβ +Rµβhαβ)−Rµαh
)
∇αξν
]
+
Qµνa 
a
∂a
∂φI
δφI−Θµaξν−[µ↔ ν], (A.0.14)
kµνb (δΦ,Φ) =
b
8piG
[(
2(Rµαβγ−Rµβαγ)hνγ+Rµ να βh−Rµ να γh γβ −Rµ νβ γh γα −∇µ∇αhνβ+∇µ∇βhνα
)
∇βξα
+
(
Rµβ(∇βhνα −∇αhνβ) +Rµ νβ γ∇γh βα +
1
2
Rµναγ(∇βhβγ −∇γh)
+ 2(∇βRµα −∇µRαβ)hνβ +∇µ∇β∇αhνβ −∇µhνα +∇µRναh+∇µRνβh βα
−∇µ(Rνβαγhβγ)
)
2ξα
]
+
Qµνb 
b
∂b
∂φI
δφI −Θµbξν − [µ↔ ν], (A.0.15)
kµνc  (δΦ,Φ) =
1
8piG
[(−h
2
cab F
aµν+2 cab F
aµαh να − cab δF aµν−
∂ cab
∂φI
F aµνδφI
)
(ξαAbα + λ
b)−
cab F
aµνξαδAbα − 2 cab F aαµξνδAbα
]
− [µ↔ ν] , (A.0.16)
kµνd (δΦ,Φ) =
1
8piG
[
ξν dIJ ∇µφI δφJ
]
− [µ↔ ν] . (A.0.17)
Having the k, and being equipped with the parametric variations δˆΦ, calculation of con-
served charges associated with exact symmetries η = {ζ, λa} of the (black hole) solutions
Φˆ(xµ; pj) to the Lagrangian (A.0.1) can be performed by using SPSM.
To exemplify, in this section we will work out conserved charges and first law(s) of
thermodynamics for some black hole solutions to the Lagrangian (A.0.1).
A.1 Example 1: z = 3 Lifshitz black hole in d= 3
Consider
f = R +
13
l2
− 3l
2
4
R2, a = 2l2, b = c = d = 0 , (A.1.1)
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i.e. the new massive gravity (NMG) Lagrangian [85]
L = 1
16piG
(
R− 2Λ + 1
m2
(RµνR
µν − 3
8
R2)
)
, (A.1.2)
in which Λ = − 13
2l2
and m2 = 1
2l2
.
For z = 3 and in 3-dim, we can have a family of black holes gˆαβ(x
µ;m) as solution to
this theory [87,129] in the form
ds2 = −(r
l
)2z(1− ml
2
r2
) dt2 +
dr2
r2
l2
(1− ml2
r2
)
+ r2dϕ2. (A.1.3)
Let us analyze the thermodynamics of this family of black holes using SPSM. Putting
Eq. (A.1.1) into the general result Eq. (A.0.12), kµν can be read for our specific theory.
Then if for simplicity we choose ∂Σ to be surfaces of constant (t, r), the conserved charge
variations for an exact symmetry η can be simply read through
δˆHη =
∮
∂Σ
kη(δˆgαβ, gˆαβ) =
∫ 2pi
0
√
−gˆ ktrη (δˆgαβ, gˆαβ) dϕ , (A.1.4)
in which ktrη is the tr component of the k
µν
η .
Inserting parametric variations δˆgαβ =
∂gˆαβ
∂m
δm in it, conserved charges can be calculated,
irrespective of the asymptotic Lifshitz behavior.
Mass: We can choose the stationarity Killing −∂t as the generator to which the mass is
associated to. The minus sign has been adopted to make the mass and entropy positive.
Hence, by η
M
= {−∂t, 0} the result of calculating Eq. (A.1.4) is
δˆM ≡ δˆHη
M
=
m
2G
δm = δ(
m2
4G
) ⇒ M = m
2
4G
. (A.1.5)
The reference point (constant of integration) was chosen M=0 for the geometry with m = 0.
Angular momentum: Choosing η
J
= {∂ϕ, 0}, by similar analysis as the mass, angular mo-
mentum turns out to be
δˆJ ≡ −δˆHη
J
= 0× δm ⇒ J = 0. (A.1.6)
Entropy: The surface gravity for the horizon of this solution is κ
H
=
r3
H
l4
in which r
H
=
√
ml2.
The entropy of the event horizon is defined to be the conserved charge associated with the
horizon Killing vector ζ
H
normalized by the Hawking temperature T
H
=
κ
H
2pi
. Therefore, by
η
H
= 2pi
κ
H
{ζ
H
, 0} and the identity ζ
H
= −∂t, entropy attributed to the horizon, via a similar
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integration as other conserved charges, is calculated to be
δˆS
H
≡ δˆHη
H
=
pil
G
√
m
δm = δ(
2pir
H
G
) ⇒ S
H
=
2pir
H
G
. (A.1.7)
The reference point is chosen to be S
H
= 0 for the geometry identified by m = 0. Notice
that the entropy is proportional to the area (here the length) of the horizon, but without
the usual factor of 1
4
. The results above are in agreement with the results of quasi-local
method [130].
First law: Having made the entropy free of being calculated on the horizons, the first law of
thermodynamics would be the simple identity η
H
= 1
T
H
{−∂t, 0}. The proof follows from the
linearity of the generic charge variation δH in terms of its generator . Mathematically,δM ≡ δHηM , δSH ≡ δHηHη
H
= 1
T
H
η
M
linearity of δH in −−−−−−−−−−−→ δS
H
=
1
T
H
δM . (A.1.8)
Notice that the δ in the proof is a generic perturbation which satisfies linearized e.o.m. So,
it is not restricted to the parametric variations. Moreover, integration over the horizon or
asymptotics does not play any role in this proof.
A.2 Example 2: Warped BTZ black hole
As mentioned in 4.2.2, the warped BTZ solution is a 3-dimensional black hole identified with
two parameters p1 = m and p2 = j,
ds2 =
(−r2
l2
− H
2(−r2 + 4lj + 8l2m)2
4l3(lm+ j)
+ 8m
)
dt2 − 2
(
4j − H
2(4lj + r2)(−r2 + 4lj + 8l2m)
4l2(lm+ j)
)
dt dϕ
+
1
16j2
r2
+ r
2
l2
− 8m
dr2 +
(
r2 − H
2(4lj + r2)2
4l(lm+ j)
)
dϕ2 . (A.2.1)
After reading the kµν for this theory from the general result in Eq.(A.0.12), and equipped
with the parametric variations
δˆgαβ =
∂gˆαβ
∂m
δm+
∂gˆαβ
∂j
δj , (A.2.2)
one can find the conserved charges by an integration similar to Eq.(A.1.4). Notice that
because of the linearity of δHη(δΦ,Φ) in δΦ, the parametric variations can be inserted term
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by term into the calculations. This makes the calculations simpler.
Mass: By η
M
= {∂t, 0}, it turns out that
δˆM ≡ δˆHη
M
=
16(1− 2H2) 32
G(17− 42H2)δm+ 0× δj ⇒ M =
16(1− 2H2) 32m
G(17− 42H2) . (A.2.3)
Angular momentum: Choosing η
J
= {∂ϕ, 0}, one finds
δˆJ ≡ −δˆHη
J
= 0× δm+ 16(1− 2H
2)
3
2
G(17− 42H2)δj ⇒ J =
16(1− 2H2) 32 j
G(17− 42H2) . (A.2.4)
Entropies: There are two horizons in the Warped BTZ geometry (A.2.1). So, we would find
two entropies attributed to them. The horizons are situated at r2± = 4(l
2m±√l4m2 − l2j2),
collectively denoted by r
H
. The surface gravities, angular velocities, and the Killing vectors
of the horizons are
κ
H
=
r4
H
− 16 l2j2
l2r3
H
, Ω
H
=
4j
r2
H
, ζ
H
= ∂t + ΩH∂ϕ , (A.2.5)
respectively.
By integrations over arbitrary surfaces of constant time and radius, the entropies as
conserved charges associated with the exact symmetries η
H
= 2pi
κ
H
{ζ
H
, 0}, are calculated to be
δˆS
H
=
∂(
8pi(1−2H2) 32 r
H
G(17−42H2) )
∂m
δm+
∂(
8pi(1−2H2) 32 r
H
G(17−42H2) )
∂j
δj ⇒ S
H
=
8pi(1− 2H2) 32 r
H
G(17− 42H2) . (A.2.6)
The reference poinst for all of the charges above have been chosen to vanish on the geometry
identified by m = j = 0. Our results match exactly with the results of other methods [8,103].
First law: For any generic perturbation which satisfies linearized e.o.m, the first laws follow:δM ≡ δHηM , δJ ≡ −δHηJ , δSH ≡ δHηHη
H
= 1
T
H
(η
M
+ Ω
H
η
J
)
linearity of δH in −−−−−−−−−−−→ δS
H
=
1
T
H
(δM −Ω
H
δJ) .
(A.2.7)
So for both of these examples the first law of thermodynamics is satisfied.
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