It is a typical situation in modern modeling that a total model is built up from simpler submodels, or modules, for example residing in a model library. The total model could be quite complex, while the modules are well understood and analysed. A procedure to decide global parameter identiability for such a collection of model equations of dierential-algebraic nature is suggested. It is shown how to make use of the natural modularization of the model structure. To Giorgio, with admiration, on the occasion of his 65th birthday
Introduction
Identifiability is a crucial concept in System Identification. It concerns the question of whether the parameters in a model structure can be uniquely retrieved from input-output data. Clearly, being able to assess the identifiability of a structure beforehand, without going through all the estimation labor would be a very helpful technique.
The literature on identifiability and techniques to check identifiability is extensive, see, e.g. [3] , Chapter 4, [7, 8] , [4] . Identifiability of linear black-box models in terms of canonical forms etc, is basically a solved problem. However
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even for linear models physically parameterized structures form a highly nontrivial challenge, see e.g. [5] , and there are no efficient techniques other than in certain subclasses of problems. The idea of [4] to use differential algebra leads to a well defined algorithm for quite general structures, but it suffers from too high computational complexity in many realistic cases.
In this contribution we shall consider a common situation in defining model structures: Suppose that the model is made of from several interconnected modules. Each of these modules are simple and have well defined identifiability properties, in case they are encountered on their own. The modules are interconnected in well defined ways, but the interconnecting signals are not necessarily measured. The question is then how the identifiability of the total model can be studied in terms of the module properties and their interconnections. This way of dealing with model structures is typical in modular-based (or object-oriented) modeling environments, such as Modelica, see e.g. [1] . A more complete discussion on identifiablity of modular models described by algebraic differential equations (DAEs) is given in [2] .
The Problem
Consider a model structure built up from a collection of sub-models, or modules, M k , k = 1, . . . , m. Each module is a model that describes the relationship between a number of connecting signals w k,i (t), i = 1, . . . , n k . This relationship involves also a number of internal signal k,i (t), 1 = 1, . . . , p k and a number of parameters θ k,i , i = 1, . . . , q k . The relations may be expressed as a collection of algebraic or differential equations. With p denoting the differentiation operator, the model for module M k can be written
With obvious "vectorization" of k,· , w k,· , θ k,· and f k,· we will write the above equation as
The modules are then connected by describing how the connecting signals w k interconnect and relate to globally external signals z(t) ("inputs" and "outputs")
Typically the inputs and outputs will be equal to some of the connecting signals w k,i . The distinction between inputs and outputs is immaterial for the present discussion. See Figure 1 .
As a simple case, the reader may picture M k as resistors, capacitors and inductors, with well known relationships (1a) between voltage drops, currents ( k (t), w k (t)) and component parameters θ k (resistance, capacitance, inductance). An arbitrary RLC-circuit can then be defined by the interconnections (1b) between voltages and currents w k (t) following Kirchhoff's laws. Now, the total model is given as (1) with z(t) as external signals, also depicted in Figure 1 . The identifiability question for this total model is • Given the external signals z(t), t ∈ T , is it possible to uniquely determine all the parameters θ k , k = 1, m?. That is, can the equations (1) be satisfied for different parameter values for a given z(t), t ∈ T ?
If it indeed is possible to uniquely retrieve the parameter values, we say that the model is globally identifiable for the given external signal. (See, e.g. [4] and [2] for more strict definitions.)
The following result is plausible
Result 1 The model (1) is globally identifiable if and only if
a) The external signals w k (t) can be uniquely retrieved from z(t) and (1), without knowledge of the parameter values θ k . b) Each module M k is globally identifiable for retrieved external signal w k (t)
A formal version of this result will be proved in the course of this contribution, but the result is not difficult to appreciate and understand intuitively. Clearly a) and b) will imply global identifiability, since with retrieved interconnecting signals w k identifiability of the modules will guarantee that all parameters can be found uniquely. Conversely, if a module is not identifiable with known signals w k it is clear that its parameters cannot be found when the signals are not known (or reconstructed). It is perhaps somewhat less obvious to realize that w k can be uniquely retrieved for a globally identifiably model structure. However, the argument is as follows: Suppose the model structure is well defined, so that the model can be simulated for any set of parameter values. Then with the globally identified parameters inserted and the (input part of the) external signals z(t) well defined, all interconnecting signals w k will be generated in a unique way by such a simulation.
A Simple Example of Interconnected Modules
To illustrate the role of the interconnecting signals, let us consider an almost trivial example. Take a module as an integrator with unknown gain. The input to the integrator is w 1 and its output is w 2 :
Clearly this module is globally identifiable with known external signals w 1 , w 2 . Let us now cascade two such modules:
For the cascaded system, we have input z 1 (t) = w 1 (t) and output z 2 (t) = w 4 (t) so the interconnecting equations are
The model structure obtained by cascading these two identifiable modules is however not identifiable: From measuring only z(t) we can find out the product θ 1 ·θ 2 but not the individual values. In view of Result 1 in the previous section, this must mean that the interconnecting signal w 3 = w 2 cannot be uniquely retrieved from z(t), even knowing that the signals relate via integrators. In fact, we will know that w 2 is proportional toż 2 (t) but have no way to find the coefficient of proportionality. Now, if, say θ 1 is known to be θ 1 = 1, the global structure should be identifiable. That means that w 2 (t) can be uniquely retrieved, but it is instructive to realize that it has to be done with care. Knowing the double integrator structure and the input z 1 (t) we can only conclude that
where the constant is due to initial conditions. So w 2 cannot be uniquely retrieved. However, knowing also z 2 (t) gives the relation
From this we may obtain (differentiate (4), useẇ 2 = z 1 and eliminate θ 2 from the obtained two equations):
so, as long asz 2 (t) is nonzero we can find w 2 (t) uniquely. Here are no unknown constants nor initial conditions involved. The simple example also shows that some care must be exercised when examining the retrieval of the interconnecting signals. The condition thatz 2 is nonzero means that z 1 and θ 1θ2 must be nonzero. This is an example of an excitation condition on the (input) signals, and particular parameter values that typically is required to assure identifiability.
Preliminary Considerations and Tools
Our goal is to use Result 1 to study identifiability of complex model structures (1) in terms of identifiability of the modules M k . In many applications these modules will be standardized in model libraries so the identifiability of these can be examined once and for all. The crux then is to establish condition a) in the Result, that the interconnecting signals can be uniquely retrieved from the external signals z(t), and the model equations without knowledge of the parameter values. An obvious way is to find a parameter-free relation, such as (5) from which w can be determined from z. How can that be done? For that we will use the tools of differential algebra, [6] as applied to identifiability in [4] . In short, the idea is that the original set of model equations can be transformed to a new set by differentiating, and performing simple algebraic operations. Under certain conditions the solutions to the new equation set will be identical to the solutions of the original one. So the identifiability analysis can be applied to the new set instead. It is then a matter to let the new set be as well suited as possible for such analysis.
Remark: Strictly speaking the formal result is limited to the case that the f k are polynomial expressions. However, more general cases can also be handled. Such a case is given in Example 3 below.
More specifically, consider a module (1a):
where f k is a vector, so that the expression covers several model equations.
By manipulating these equations with differential algebraic tools, they can be transformed to the following set
The A-equations are then just relationships between (derivatives of) the interconnecting signals w k , not involving the internal variables k nor the parameters. The B-equations will reveal whether the parameters θ k are identifiable. The main result in [4] is that the module M k is globally identifiable if and only if the B-equations have a linear regression form:
The excitation condition (see the end of Section 3) on w k is then that P k is invertible.
Example 1. Capacitor: Consider a capacitor described by the voltage drop w 1 , current w 2 and capacitance θ 1 . It is then described by (1a) with
If we consider only situations whereẇ 1 = 0 we get the following series of equivalences.
With the notation (7) we thus have
The capacitor is thus globally identifiable, providedẇ 1 = 0.
This gives an idea of how to handle condition a) in Result 1: If we work with previously analyzed modules M k in a model library, we have already their A-equations, (7a). We can dispense with the remaining B and C-equations. For global identifiability of the whole model we need to consider the total collection of A-equations together with the connecting equations (1b) and check whether all the interconnecting signals w can be retrieved from this set of equations,
knowing the external variables z(t). Here (12b) is a more compact way of writing (1b).
Identifiability Analysis
In this section we shall illustrate how to use Result 1 for identifiability analysis based on submodels in a model libraray. We will use a minimal model library consisting of a resistor model, an inductor model, and a capacitor model. Note that these components have corresponding components for example within mechanics and fluid systems. Bond graphs make full use of such analogies: it follows that our simple model library is quite representative of more general cases. A capacitor model was described in Example 1. Similarly, we have Example 2. Inductor: Next consider an inductor where w 2 is the current, w 1 the voltage and θ 1 the inductance. It is described by
Calculations similar to those of the previous example show that this is equivalent to
providedẇ 2 = 0.
As discussed earlier, the transformation to (7) can always be performed for polynomial DAE. To show that calculations of this type in some cases also can be done for non-polynomial models, we consider a nonlinear resistor where the voltage drop is given by an arbitrary function.
Example 3. Nonlinear Resistor: Consider a nonlinear resistor with the equation
where it is assumed that the parameter θ 1 can be uniquely solved from (15) if the voltage w 1 and the current w 2 are known, so that
Differentiating (15) once with respect to time and inserting (16) giveṡ
which is a relation between the external variables w 1 and w 2 . We use the notation R x for the partial derivative of R with respect to the variables x. In the special case with a linear resistor, where R = θ 1 · w 2 , this reduces tȯ
(assuming w 2 = 0).
We shall here examine the identifiability of different connections of the components. Example 4. Consider a nonlinear resistor and an inductor connected in series where the current w 2 = f and total voltage u are measured as shown in Fig. 2 . Denote the voltage over the resistor with w 1 and the voltage over the inductor with w 3 . Using Examples 2 and 3 we get the equationṡ
for the components and the equation
for the connections. Differentiating the last equation once giveṡ
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The system of equations (19) (with w 1 ,ẇ 1 , w 3 , andẇ 3 as unknowns) has the Jacobian 
where
The Jacobian has the determinant −R w2,w1 ·ẇ 2 2 +ẅ 2 , so the system of equations is solvable for most values of the external variables. This means that the system is identifiable. Example 5. Now consider two capacitors connected in series where the current w 2 = f and total voltage u are measured as shown in Fig. 3 . Denote the voltages over the capacitors with w 1 and w 3 respectively. Using Example 1 we get the equations
for the components. The connection is described by the equation
These equations directly give that if
is a solution, then so are all functions of the form
for scalar λ. Since (11b) implies that the capacitance is an injective function (i.e. no two arguments give the same function value) of the derivative of the voltage, this shows that the system is not identifiable.
A Formal Theorem on Identifiability from Sub-models
We shall in this section prove a formal version of Result 1. Consider a model structure consisting of m interconnected modules M k , (1a). Assume that the different modules do not have common parameters, and that the differential algebraic equations (1) are polynomial in their arguments. Assume also that all modules are identifiable if their connecting variables w i are measured. This means, that given measurements of
the unknown parameters θ can be computed uniquely from the B-polynomials in (7b). When examining identifiability of the connected system it is not a big restriction to assume that the individual components are identifiable since information is removed when not all w i are measured. When the components have been connected, the only knowledge available about the w i is the A-polynomials in (7a) and the equation g z(t), w(t) = 0.The connected system is thus identifiable if the w i can be computed from (12):
Note that this means that all w(t) are algebraic variables (not differential), so that no initial conditions can be specified for any component of w(t). If, on the other hand, there are several solutions to the equations (27) then these different solutions can be inserted into the B polynomials, so there are also several possible parameter values. In this case the connected system is therefore not identifiable. Note again that measured inputs and outputs lead to equations of the form w i (t) = u(t), where the function u is included in the time-variability of g. The result is formalized in the following theorems. Note that the distinction between global and local identifiability was not discussed above, but this will be done below.
Global Identifiability
Global identifiability means that there is a unique solution to the identification problem, given that the measurements are informative enough. For a subsystem (1a) that can be rewritten in the form (7) global identifiability means that the B i,j can be solved uniquely to give the θ i,j . In other words there exist functions ψ, that can in principle be calculated from the B i,j , such that
We then have the following formal result on identifiability.
Theorem 1 Consider a modular model structure where the modules (1a) are globally identifiable and thus can be described in the form (28). A sufficient condition for the total model structure to be globally identifiable is that (27) can be solved uniquely for the w i . If all the functions ψ i of (28) are injective then this condition is also necessary.
Proof: If (27) gives a global solution for w(t), then this solution can be inserted into the B polynomials to give a global solution for θ since the components are globally identifiable. The connected system is thus globally identifiable. If there are several solutions for w i and the functions ψ i of (28) are injective, then there are also several solutions for θ, so the system is not globally identifiable since the identification problem has more than one solution.
Local Identifiability
Local identifiability of a model structure means that locally there is a unique solutions to the identification problem, but globally there may be more than one solution. This means that the description (28) is valid only locally. We get the following result on local identifiability.
Theorem 2 Consider a modular model structure where the modules (1a) are locally identifiable and thus can be locally described in the form (28). A sufficient condition for the total model to be locally identifiable is that (27) can be solved locally uniquely for the w i . If all the functions ψ i of (28) are locally injective then this condition is also necessary.
Proof: If (27) gives a locally unique solution for w(t), then this solution can be inserted into the B polynomials to give a local solution for θ since the components are locally identifiable. The connected system is thus locally identifiable. If there locally are several solutions for w i and the functions ψ i of (28) are injective, then there are also several local solutions for θ, so the system is not locally identifiable since the identification problem locally has more than one solution.
Conclusions
This paper has shown how a modular structure of a large model can be used to simplify examination of identifiability. For modules in model libraries, the transformation to the form (7) is computed once and for all and stored with the module. This makes it possible to only consider a smaller number of equations when examining identifiability for a model composed of such modules. Although the method described in this paper may suffer from high computational complexity (depending, among other things, on the method selected for deciding the number of solutions for (12)), it can make the situation much better than when trying to use to use the differential-algebra approach described in [4] on a complete model.
The technique could be included in tools for object-oriented modeling such as Dymola and Openmodelica. Preferably, this could be part of a complete set of system identification routines linked to the modeling software. The identification routines could either be included directly in the modeling software, or as external software that interacts with the modeling software.
Future work could include to examine if it is possible to make the method fully automatic, so that it can be included in modeling tools and to examine if other system analysis or design methods can benefit from the modularized structure in object-oriented models. It could also be interesting to examine the case when several components share the same parameter. This could occur for example if the different parts of the system are affected by environmental parameters such as temperature and fluid constants.
