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Abstract
We give a necessary and sufficient condition for a representation of the
fundamental group of a closed surface of genus at least 2 to C to be the
holonomy of a translation surface with a prescribed list of conical singular-
ities. Equivalently, we determine the period maps of abelian differentials
with prescribed list of multiplicities of zeros. Our main result was also
obtained, independently, by Bainbridge, Johnson, Judge and Park.
1 Introduction
Let S be a closed oriented surface of genus g > 2. Denote by Γ a fundamental
group of S.
If X is a complex structure on S, an abelian differential on X is a holo-
morphic 1-form on X. Let us denote by Ω the space of (X,α) where X is a
complex structure on S and α an abelian differential on X and by Ω′ the subset
of Ω where α is not the zero form. The period of α ∈ Ω is the homomorphism
χ ∈ Hom(Γ,C) defined by χ(γ) = ∫
γ
α. We thus define a map
Per : Ω→ Hom(Γ,C).
We define the volume of χ ∈ Hom(Γ,C) to be ∑=(χ(ai)χ(bi)), where
(a1, b1, . . . , ag, bg) is a standard symplectic basis of Γ. In [4], Haupt computed
the image of Per by Ω′.
Haupt’s theorem. The image of Ω′ by Per is the set of χ ∈ Hom(Γ,C) such
that
1. Vol(χ) > 0
2. if Λ = χ(Γ) is a lattice in C, then Vol(χ) > 2Area(C/Λ).
Let us recall that the sum of the degrees of zeros of an abelian differen-
tial is 2g − 2. Therefore, the space Ω′ is naturally stratified by the subsets
H(n1, . . . , nk) consisting of α ∈ Ω′ with zeros of multiplicity n1, . . . nk, where∑
ni = 2g − 2. As a refinement of Haupt’s theorem, we characterise the pe-
riod maps of abelian differentials in a given stratum, thus answering a question
raised by Calsamiglia, Deroin and Francaviglia in [2].
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Theorem 1.1. Let 1 6 n1 6 n2, . . . 6 nk be such that
∑
ni = 2g − 2. The
image of H(n1, . . . , nk) by Per is the set of χ ∈ Hom(Γ,C) satisfying:
1. Vol(χ) > 0
2. if Λ = χ(Γ) is a lattice in C, then Vol(χ) > (nk + 1)Area(C/Λ).
These obstructions where already observed in [2]. The fact that every χ ∈
Hom(Γ,C) of positive volume and non-discrete image is in the image of Per
by every stratum is a consequence of their work. Our proof will nevertheless
include this case.
In order to explain the origins of these obstructions on the volume, it is
convenient to introduce a more geometric point of view on this problem. A
translation surface, or flat surface structure on S is the datum of an atlas of
chart in the euclidean plane E2, with transition maps that are translations. We
allow the charts to have conical points, that is to have the local form z 7→ zk.
More precisely, a translation surface structure is a branched (G,X) structure
on S where G = C is the group of translations of X = E2. The local charts
globalize into a developing map f : S˜ → C, where S˜ is the universal cover
of S, that satisfies f(γ · z) = χ(γ) + f(z) for some χ ∈ Hom(Γ,C) called the
holonomy of the translation surface (see [9, Chapter 3] for more information on
(G,X) structures). If α ∈ Ω′, then one can define local charts on S by ∫ z
z0
α. In
this manner, we get a one-to-one correspondence between translation surfaces
and abelian differentials, see [10, Section 3.3]. The period map of an abelian
differential corresponds to the holonomy of the associated flat surface, and the
stratum H(n1, . . . , nk) corresponds to the flat surfaces with k conical points of
angles 2pi(n1 + 1), . . . , 2pi(nk + 1). Hence the question adressed in this article is
to characterise the χ ∈ Hom(Γ,C) which are holonomies of flat surfaces with a
prescribed list of conical angles.
Suppose that χ ∈ Hom(Γ,C) is the period map of α ∈ Ω′. The Riemann
bilinear relations (see [6, Section 14]) give:
i
2
∫
S
α ∧ α = i
2
g∑
i=1
∫
ai
α
∫
bi
α−
∫
ai
α
∫
bi
α =
g∑
i=1
=(χ(ai)χ(bi)).
Let z = x + iy be a local coordinate on U ⊂ S, and write α = f(z)dz. We
have
∫
U
|f |2dxdy = i2
∫
U
α ∧ α > 0. A first obstruction to being the holonomy
of a flat structure is thus to have positive volume.
Suppose now moreover that Λ = χ(Γ) is a lattice in C. Then the developing
map of the translation surface induces a holomorphic map S → C/Λ. If α has
a zero of degree n, then the degree d of this branched cover is at least n + 1.
The volume of χ is d ·Area(C/Λ). Therefore a second obstruction to being the
holonomy of α ∈ H(n1, . . . , nk) is to have Vol(χ) > (nk + 1)Area(C/Λ) when
Λ = χ(Γ) is a lattice in C.
Theorem 1.1 implies the existence of branched cover of elliptic curves with
prescribed induced map on homology.
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Corollary 1.2. Let Λ be a lattice in C and 1 6 n1 6 . . . 6 nk. There exists a
branched cover S → C/Λ of degree d with branching points of order n1, . . . , nk
if and only if
∑
ni = 2g − 2 and d > nk + 1. Moreover, if χ ∈ Hom(Γ,Λ), then
χ is induced by one of these covering maps if and only if
1. Vol(χ) = d ·Area(C/Λ)
2. Vol(χ) > (nk + 1)Area(C/Λ′), where Λ′ = χ(Λ).
Proof. Let us consider a covering map S → C/Λ of degree d with branching
points of order n1, . . . , nk. Its degree is at least nk + 1. The pullback α of dz
by this branched cover is in H(n1, . . . , nk) and thus
∑
ni = 2g − 2. The period
map of α is the map induced on homology by this covering, and has volume
d · Area(C/Λ) by the computation of ∫ α ∧ α above. Observe that Λ′ = χ(Γ)
is a lattice since it is a subgroup of Λ and Vol(χ) > 0. The developing map of
the translation surface associated to α gives a branched cover S → C/Λ′, whose
degree is at least nk + 1 and equals Vol(χ)/Area(C/Λ′).
Conversely, given χ that satisfies those two conditions, then by Theorem 1.1
there exists a translation surface with conical angle 2pi(n1+1), . . . , 2pi(nk+1) and
holonomy χ. Its developing map gives a branched cover S → C/Λ with induced
map on homology χ. The degree of this covering map is Vol(χ)/Area(C/Λ) = d,
and the orders of its branching points are n1, . . . , nk.
Note that these conditions on the existence of branched covers are not new,
see for example [7]. Therefore Corollary 1.2 is actually a characterisation of the
induced maps on homology of the branched covers of elliptic curves.
Let us now explain the strategy of the proof. We denote by Mod(S) the
mapping class group of S. Our proof relies on the study of the Mod(S) action
on Hom(Γ,C), that was carried out by Kapovich in [5], using Ratner’s theory.
Starting from an arbitrary χ ∈ Hom(Γ,C), Kapovich finds χ′ ∈ Mod(S) ·χ with
special properties that allows him to put a translation surface structure on S
with holonomy χ′. This strategy is the same as Haupt’s original one, except for
the use of Ratner’s theory. We will adapt the discussion of the classification of
Mod(S) orbits by Kapovich for our purpose in Section 2. Then we will use this
classification to construct translation surface structures with given holonomy
and given list of conical angles in Section 3. In [5], the classification of the
orbits holds only for g > 3, hence we will study the genus 2 case without
Ratner’s theory in the spirit of Haupt’s proof in Section 4.
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2 Action of the mapping class group
We will often identify Hom(Γ,C) and C2g with the map χ 7→ (χ(a1), . . . , χ(bg)).
The group GL+2 (R) acts diagonally on (R2)2g ' C2g ' Hom(Γ,C). A theorem
of Dehn, Nielsen, and Baer, see [3, Chapter 8], states that the natural map from
Mod(S) to the positive outer automorphisms Out+(Γ) of Γ is an isomorphism.
This latter group acts naturally on Hom(Γ,C) by precomposition and thus yields
a Mod(S) action on Hom(Γ,C) that commutes with the GL+2 (R) action. Recall
that Out+(Γ) acts as Sp2g(Z) on Γab ' H1(S,Z) ' Z2g and hence on C2g, see
[3, Chapter 6]. Let us state results obtained by Kapovich in [5] using Ratner’s
theory.
Theorem 2.1 (Kapovich). Let χ ∈ Hom(Γ,C) be such that Vol(χ) > 0. After
replacing χ by A · χ with A ∈ GL+2 (R) if necessary, then
1. If χ(Γ) is not a lattice, there exists γ ∈ Mod(S) such that χ′ = γ · χ
satisfies =(χ′(ai)χ′(bi)) > 0 for all 1 6 i 6 g.
2. If Λ = χ(Γ) is a lattice and Vol(χ) > 2Area(C/Λ), then there exists
γ ∈ Mod(S) such that χ′ = γ · χ satisfies:
(a) χ′(Γ) = Z2.
(b) χ′(a1) is a positive integer and χ′(b1) = i.
(c) 0 < χ′(ai) < χ′(a1) is an integer and χ′(bi) = 0 for all i > 2.
We will need the following improvement of the lattice case.
Proposition 2.2. In the second case of Theorem 2.1, we can moreover assume
that χ′(ai) = mi for all 2 6 i 6 g, where mi ∈ {1, 2}, and m2 = 1.
We will give an alternative proof of the second part Theorem 2.1 as well,
based on the following known result.
Lemma 2.3. The group Sp2g(Z) acts transitively on the vectors primitive vec-
tors of Z2g.
We refer to [3, Proposition 6.2] for a proof of Lemma 2.3. We infer the
classification of the orbits of the Sp2g(Z) action on Z2g.
Corollary 2.4. Let u, v ∈ Z2g\{0}. There exists A ∈ Sp2g(Z) such that Au = v
if and only if gcd(u) = gcd(v).
We now prove Proposition 2.2. Let χ ∈ Hom(Γ,C) be such that Λ = χ(Γ)
is a lattice and such that Vol(χ) > 2Area(C/Λ).
Proof. Wemay assume that χ(Γ) = Z⊕iZ, changing χ by A·χ with A ∈ GL+2 (R)
if necessary. Let u = (<(χ(a1)), . . . ,<(χ(bg)) and v = (=(χ(a1)), . . . ,=(χ(bg)).
Since gcd(u) = 1, there exists A ∈ Sp2g(Z) such that Av = (0, 1, 0, . . . , 0).
Moreover, this does not change if we multiply A by B = Id2 ⊕ C, with C ∈
Sp2g−2(Z). We can choose C such that BAu = (p, q, 0, l, 0, 0, . . . , 0, 0) with
4
l, p, q ∈ Z. Therefore there exists γ ∈ Mod(S) such that after replacing χ with
γ ·χ, we have χ(a1) = p, χ(b1) = q+ i, χ(ai) = χ(bi) = 0 for i > 2 unless i = 2,
where χ(bi) = l. Since i ∈ χ(Γ), there exists λ, µ ∈ Z such that q+λp+µl = 0.
We apply the matrix 
1 0 −µ 0
0 1 0 0
0 0 1 0
0 µ 0 1
⊕ Id2g−4
that replaces (a1, b1, a2, b2) with (a1, b1 + µb2, a2 − µa1, b2). After this, replace
(a1, b1) by (a1, b1 + λa1) with the matrix
(
1 λ
0 1
)
⊕ Id2g−2. We now have χ =
(p, i,−µp, l, 0, . . . , 0),. Changing (a2, b2) to (a2, b2 ± a2) or to (a2 ± b2, b2), one
can make max(|χ(a2)|, |χ(b2)|) decrease until one of χ(a2) and χ(b2) is 0, since
χ(Γ) is discrete. Therefore we may assume that χ(a2) = 0, and that χ(b2) = l
for some l ∈ Z. We replace (a1, b1, a2, b2) with (a1, b1 − b2, a2 + a1, b2) so that
χ(a2) = p. Since χ(Γ) = Z⊕iZ, we have gcd(p, l) = 1. We perform the euclidean
algorithm as above in the handle (a2, b2) : replace (a2, b2) with (a2, b2 ± a2) or
(a2 ± b2, b2) so that max(|χ(a2)|, |χ(b2)|) decreases until χ(a2) = 0 or χ(b2) =
0. We can assume that χ(a2) = 0, and χ(b2) = 1, since gcd(χ(a2), χ(b2)) is
preserved at each step. Indeed, one can change the signs of χ(a2) and χ(b2) if
necessary by applying the matrix Id2⊕−Id2⊕Id2g−4. Now replace (a1, b1, a2, b2)
by (a1, b1 + kb2, a2 − ka1, b2), where k is such that we get χ(b1) = i. We finally
replace (a2, b2) with (b2,−a2−kpb2), so that χ(a2) = 1 and χ(b2) = 0. Therefore
we have χ = (p, i, 1, 0, 0, . . . , 0). For each 3 6 i 6 g, we perform the symplectic
transformations (a2, b2, ai, bi)→ (a2, b2−mibi, ai+mia2, bi), so that χ(ai) = mi
and χ(bi) = 0.
From now on until Section 4, we assume that g > 3. We also adapt the first
case of Theorem 2.1.
Proposition 2.5. In the first case of the above theorem, we also can assume
the following.
1. The parallelogram formed by the vectors χ′(a1) and χ′(b1) contains in its
interior a translate of a rectangle R = I × J ⊂ R2 ' C that contains all
the points Mχ′(ai) for i > 2, where M > 0 is fixed.
2. arg(χ(ai)) 6= arg(χ(aj)) for every 2 6 i < j 6 g.
Proof. Reviewing the arguments of Kapovich in [5], Calsamiglia, Deroin and
Francaviglia showed that when we are not in the second case of Theorem 2.1,
applying A ∈ GL+2 (R) if necessary, the orbit closure Mod(S) · χ contains all
χ′ ∈ C2g such that Vol(χ′) = Vol(χ) and such that =(χ′) is in Z2g and is
primitive (see [2, Proposition 8.1]). Take χ′ ∈ Hom(Γ,C) such that =(χ′) ∈ Z2g
is primitive, such that =(χ′(ai)χ(bi)) > 0 for all i and such that χ′ satisfies
the two conditions of Proposition 2.5. Rescale <(χ′) by a positive constant
so that Vol(χ′) = Vol(χ). Then χ′ ∈ Mod(S) · χ, and χ′ still satisfies the
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required properties. Since these conditions are open, we may assume that χ′ ∈
Mod(S) · χ.
3 Construction of translation surfaces
Let us fix a partition 1 6 n1 6 n2 6 . . . 6 nk of 2g − 2 and χ ∈ Hom(Γ,C)
such that Vol(χ) > 0 and Vol(χ) > (nk + 1)Area(C/Λ) if χ(Γ) = Λ is a lattice
in C. We observe that both the actions of Mod(S) and GL+2 (R) on Hom(Γ,C)
preserve the property of being in the image by Per of a given stratum.
Lemma 3.1. Let γ ∈ Mod(S) and A ∈ GL+2 (R). We have:
1. χ ∈ Per(H(n1, . . . , nk)) ⇐⇒ A · χ ∈ Per(H(n1, . . . , nk))
2. χ ∈ Per(H(n1, . . . , nk)) ⇐⇒ γ · χ ∈ Per(H(n1, . . . , nk)).
Proof. Suppose χ is the holonomy of a translation surface structure. If z is some
local coordinate then define a new chart by Az. This gives a new translation sur-
face structure with holonomy A ·χ and the same combinatoric of conical points.
If γ is represented by a homeomorphism f , then the pullback of the translation
surface structure by f gives a new translation structure with holonomy γ ·χ.
Note that the action of GL+2 (R) changes the volume, but does not change its
sign, nor the ratio Vol(χ)/Area(C/Λ) in the case where χ(Γ) = Λ is a lattice.
Therefore it suffices to consider the χ which have the form of Proposi-
tion 2.5 or of Proposition 2.2 to prove Theorem 1.1. Our goal is to con-
struct a translation surface with holonomy χ and with conical points of angles
2pi(n1 + 1), . . . , 2pi(nk + 1).
3.1 The generic case
In this section we suppose that χ has the form of the first case of Proposition 2.5.
Consider the parallelogram Pi ⊂ C associated to χ(ai) and χ(bi) i.e. whose
vertices are 0, χ(ai), χ(bi), χ(ai)+χ(bi). This gives complex coordinates on the
torus T1 obtained by gluing the opposite sides of P1 by translations.
Before going on to the general construction, let us explain how to glue a
torus to T1 by adding a single conical point of angle 8pi. Make a slit in P1, on a
segment of the form p+χ(a2). Identify the boundary components of these slits
with the edges of P2 corresponding to χ(a2), see Figure 1. We also identify the
other edges of P2 by the translation z 7→ z + χ(a2).
The two end points of the slit on P1 are identified, and yield a conical point
of angle 8pi on the resulting genus 2 surface. Observe that its holonomy is given
by the vector (χ(a1), χ(b1), χ(a2), χ(b2)), see Figure 2.
Let us return to the general case. We want to have conical singularities
corresponding to n1, . . . , nk. For each 1 6 i 6 k, we glue li tori as above on
a point pi ∈ P , where 2li = ni or 2li = ni − 1, see the black starfish formed
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+ +
+
+
+ +
− −
− −
− −
− −
− −
− −
+ +
+
+
+ +
Figure 1: Gluing a handle.
Figure 2: Topological result.
by the slits meeting at pi in Figure 3. We make sure that these starfish do not
intersect i.e. that the slits do not overlap outside of the points pi.
We now explain how to introduce odd conical points by gluing tori. We can
glue the torus obtained by identifying the opposite sides of Pi by translations
to T1, by making a slit in both of them and gluing the boundary components
as indicated in purple in Figure 3. This adds a 2pi angle at each end of the
slit, and allows us to have the desired conical angles. We may assume that the
starfish are sufficently close to make these slits, translating them if necessary.
By construction, the resulting translation surface has holonomy χ, and the
corresponding abelian differential is in H(n1, . . . , nk). Note that we have room
in P1 to make these gluings if we take M sufficently large in Proposition 2.5.
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Figure 3: Construction of α ∈ H(5, 6, 9).
3.2 The lattice case
We now suppose that χ has the form of Proposition 2.2. Note that Vol(χ) =
χ(a1).
3.2.1 Multiple singularities
We assume here that k > 2. Let us first explain how to build a translation
surface with corresponding abelian differential in H(g − 1, g − 1). Consider the
parallelogram P in C associated to χ(a1) and χ(b1). Consider a segment on P
such that its translates by z 7→ z + k, with 1 6 k 6 g − 1 are also contained
in P . Cutting P along those segments yields 2g boundaries δ+1 , δ
−
1 , . . . , δ
+
g , δ
−
g .
Identify δ+i with δ
−
i+1 for all 1 6 i 6 g, in cyclic notation, as in Figure 4.
−
−
−
−
−
−
−
−
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
+
=
=
=
=
=
=
=
=
=
=
=
=
=
=
−
−
−
−
−
−
−
−
Figure 4: Construction of α ∈ H(2, 2).
Identifying the edges of P by translations, we get a flat surface with two con-
ical points of angle 2gpi. The holonomy of this surface is (Vol(χ), i, 1, 0, . . . , 1, 0),
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see Figure 5, and is in Mod(S) ·χ by Proposition 2.2. Note that is was possible
to put these segments in P because of the assumption that Vol(χ) > g − 1.
b2
a2
a3
b3
Figure 5: Topological result.
Let us return to the general case. We start as before, by adding n1 handles
to the parallelogram P associated to χ(a1), χ(b1) and thus constructing a flat
surface of genus n1 + 1, with two conical points of angle 2pi(n1 + 1). We then
make n2 − n1 other parallel slits below, such that one of them touches one end
of the rightmost preceding slit, that we glue in a cyclic way (see the top of
Figure 6). In doing so, we obtain a flat surface with conical angles 2pi(n1 + 1)
and 2pi(n2 + 1) and 2pi(n2−n1 + 1). Iterating this process, we get a flat surface
with angles 2pi(n1 + 1), . . . , 2pi(nk−1 + 1) and 2pi(l+ 1), with l 6 nk. If needed,
make a slit of length one joining the rightmost two ends of the last slits as in
the bottom of Figure 6, and some other slits that are translations by multiples
of 2 of this one, that we glue in a cyclic way to adjust the last conical angle.
Figure 6: Construction of α ∈ H(3, 5, 5, 5).
Each horizontal line has length at most nk, hence we have room to make
the slits, since Vol(χ) = χ(a1) > nk + 1. We check that the holonomy of the
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resulting flat surface is given by (Vol(χ), i, 1, 0, . . . , 1, 0, 2, 0, . . . , 2, 0) and thus
is in Mod(S) · χ by Proposition 2.2.
3.2.2 The minimal stratum
We now suppose that k = 1. Thanks to Proposition 2.2 we can assume that
χ(a2) = 1 and that χ(ai) = 2 for i > 3. We start as before by considering
the parallelogram P associated to χ(a1) and χ(b1) in C, that gives complex
charts on the associated torus. We make a horizontal slit of length one in P .
We make other slits along segments which are translates of the first one by
n = 1, 3, 5, 7 . . . , 2g−3, see Figure 7. We identify the boundaries in a cyclic way
as before.
+ + − −
− − = =
= =
∗ ∗
∗ ∗
+ +
Figure 7: Construction of α ∈ H(6).
We obtain a flat surface, with a single conical point of angle 2pi(2g−1). The
total length of this construction is 2g − 2. Therefore, we have room to make
it in P , since Vol(χ) > 2g − 1. We thus get a genus g translation surface with
holonomy χ and a single conical point.
4 The genus 2 case
The aim of this section is to prove Theorem 1.1 when g = 2. Let χ =
(a1, b1, a2, b2) ∈ C4 ' Hom(Γ,C) be such that Vol(χ) > 0. We assume that
χ(Γ) is not a lattice in C, since otherwise the above constructions, together
with Proposition 2.2, show that Theorem 1.1 holds.
Let us observe that by definition, Vol(χ) = det(a1, b1)+det(a2, b2). We may
assume that det(a1, b1) > det(a2, b2), applying [f ] ∈ Mod(S) that interchanges
the two handles if necessary. Since Vol(χ) > 0, we have det(a1, b1) > 0. Let us
show that it suffices to have det(a1, b1) and det(a2, b2) positive, with the ratio
det(a2, b2)/det(a1, b1) small enough, to prove Theorem 1.1.
Lemma 4.1. If v1 and v2 generate a lattice in C, then there exists A ∈ SL2(Z)
such that (v′1, v′2) = A(v1, v2) satisfies ‖v′1‖ 6 C
√|det(v1, v2)| where C = √ 2√3 .
Proof. We may assume that det(v1, v2) < 0, replacing v1 with −v1 if necessary.
It suffices to show that after applying A ∈ SL2(Z), we can assume that the angle
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between v1 and v2 is θ ∈ [pi3 , 2pi3 ], since then
√
3
2
(min(‖v1‖, ‖v2‖)2 6 ‖v1‖‖v2‖ sin θ = |det(v1, v2)|.
Applying (v1, v2)→ (v2,−v1) if necessary, we have the desired inequality.
Since the action of C∗ on the pairs (v1, v2) preserves the angles between
the two vectors, we are reduced to the study of the SL2(Z) action on H2 by
renormalizing (v1, v2) so that v2 = 1. It is well known that D = {z ∈ H2 | |z| >
1,−1/2 6 <(z) 6 1/2} is a fundamental domain for this action, see for example
[8, Chapter 7]. Therefore, we may assume that the angle between v1 and v2 is
in [pi3 ,
2pi
3 ].
Proposition 4.2. If 0 < det(a2, b2) <  det(a1, b1), then χ ∈ Per(H(2)) and
χ ∈ Per(H(1, 1)), where  = 1C2 .
Proof. Applying A ∈ GL+2 (R) does not change the ratio det(a2, b2)/ det(a1, b1),
hence we may assume that (a1, b1) = (1, i). We thus have det(a2, b2) < , and
it follows from Lemma 4.1 that we can assume that ‖a2‖ < C
√
 6 1. Now
we can glue the parallelograms associated to a1, b1 and a2, b2 as in Figure 1
since we have room to make the slit. Hence χ ∈ Per(H(2)). We can also
glue these parallelograms with a slit as shown in purple in Figure 3, hence
χ ∈ Per(H(1, 1)).
It is now enough to prove the following proposition.
Proposition 4.3. There exists A ∈ GL+2 (R) and γ ∈ Mod(S) such that χ′ =
A · (γ · χ) satisfies the condition of Proposition 4.2.
We may assume that det(a1, b1) > 0 and, applying A ∈ GL+2 (R), that a1 = 1
and b1 = i.
Lemma 4.4. If the projection of the group generated by a2 and b2 on the real
line is dense, then Proposition 4.3 holds.
Proof. There exists n,m ∈ Z such that x = <(na2 +mb2) satisfies
Vol(χ)
1 + 
< x+ 1 < Vol(χ).
Let k = gcd(n,m) and n′ = n/k,m′ = m/k. We may replace a2 with n′a2+m′b2
by applying A ∈ Sp4(Z) of the form A = Id2 ⊕ B where B ∈ SL2(Z). We
now apply the following transformation of Sp4(Z) : (a1, b1, a2, b2) → (a1 +
ka2, b1, a2, b2 − kb1). Thus det(a1, b1) = x+ 1, and
0 < det(a2, b2) = Vol(χ)− det(a1, b1) < det(a1, b1).
We can now suppose that a2 = x + iy and b2 = x′ + iy′ are such that
the group generated by x and x′ is discrete. We also assume that the group
generated by y and y′ is dense, otherwise we could return to the previous case
by applying the transformation (1, i, a2, b2)→ (−i, 1, a2, b2).
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Lemma 4.5. We can assume that x′ = 0.
Proof. Apply the transformation (a2, b2)→ (a2 ± b2, b2) or (a2, b2)→ (a2, b2 ±
a2) so that max(|<(a2)|, |<(b2)|) decreases. Since the group generated by x and
x′ is discrete, iterating this process will end up with x or x′ = 0. Note that we
have already used this Euclidean algorithm’s argument in Proposition 2.2.
Lemma 4.6. If both det(a1, b1) > det(a2, b2) are not 0, there exists γ ∈ Mod(S)
such that χ′ = γ · χ = (a′1, b′1, a′2, b′2) satisfies
0 6 det(a′1, b′1) 6
det(a1, b1)
2
.
Moreover, if det(a1, b1) 6= det(a2, b2), we may assume that 0 < det(a′1, b′1).
Proof. Let us assume again that (a1, b1) = (1, i). We have 0 < |xy′| = |det(a2, b2)| 6
det(a1, b1) = 1 since det(a1, b1) + det(a2, b2) = Vol(χ), thus 0 < |y′| 6 1 or
0 < |x| 6 1, and |x| < 1 or |y′| < 1 if det(a1, b1) 6= det(a2, b2). In the former
case, replace (a1, b1, a2, b2) with (a1, b1 + kb2, a2 − kb1, b2), where k is such that
0 6 (1+ky′) 6 12 . Such an integer exists: it is equivalent to
1
2 6 −ky′ 6 1 which
is possible with k an appropriate power of 2. Note that if |y′| < 1, we may assume
that 0 < 1 + ky′. In the second case, replace χ with (a1 + ka2, b1, a2, b2 − kb1)
where 0 6 1 + kx 6 12 . In both cases the new det(a1, b1) is less than half the
old one.
It might happen that det(a2, b2) = 0. Let us explain how to proceed in this
case.
Lemma 4.7. If det(a2, b2) = 0, then there exists γ ∈ Mod(S) such that replac-
ing χ with γ · χ, we have det(a1, b1) > 0 and det(a2, b2) > 0 and det(a1, b1) 6=
det(a2, b2).
Proof. We can suppose that χ = (1, i, z, λz) for some z = x + iy ∈ C, λ ∈ R.
Note that z 6= 0, otherwise χ(Γ) would be a lattice. Moreover, λ ∈ Q, because
otherwise the group generated by x, λx or y, λy would be dense. Thus we can
assume that λ = 0 by the argument of Lemma 4.5. We thus have χ = (1, i, z, 0).
Either x /∈ Q or y /∈ Q since Vol(χ) > 0 and χ(Γ) is not a lattice. If x /∈ Q,
apply the transformation (a1, b1−kb2, a2+ka1, b2) so that 0 < x < 1. We apply
(a1 − a2, b1, a2, b2 + b1), that replaces det(a1, b1) with 0 < det(a1, b1) − x < 1.
Moreover, det(a1, b1) − x = 1 − x 6= 12 since x /∈ Q. If y /∈ Q, we can proceed
in the same way after applying (a1, b1) → (b1,−a1). The result follows since
det(a1, b1) + det(a2, b2) = 1.
We are now able to prove Proposition 4.3. Let us normalize the volume:
Vol(χ) = 1.
Proof. Iterating Lemma 4.6, and using Lemma 4.7 when necessary, we can as-
sume that x = det(a1, b1) > 0 and det(a2, b2) > 0, i.e. that 12 6 x < 1. We can
moreover assume that x 6= 12 . Indeed if x = 12 , use one more time Lemma 4.6,
and then Lemma 4.7 if necessary.
12
It suffices to show that we can have 23 6 x < 1. Indeed, in this case,
det(a2,b2)
det(a1,b1)
6 1−xx 6
1
2 < , and we conclude with Proposition 4.2. If x <
2
3 , then
applying Lemma 4.6, we replace x with x′ that satisfies 23 < 1− x2 6 x′ < 1.
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