Previous work has shown that modeling relationships between articles of a regulation as vertices of a graph network works twice as better than traditional information retrieval systems for returning articles relevant to the question. In this work we experiment by using natural language techniques such as lemmatizing and using manual and automatic thesauri for improving question based document retrieval. For the construction of the graph, we follow the approach of representing the set of all the articles as a graph; the question is split in two parts, and each of them is added as part of the graph. Then several paths are constructed from part A of the question to part B, so that the shortest path contains the relevant articles to the question. We evaluate our method comparing the answers given by a traditional information retrieval systemvector space model adjusted for article retrieval, instead of document retrieval-and the answers to 21 questions given manually by the general lawyer of the National Polytechnic Institute, based on 25 different regulations (academy regulation, scholarships regulation, postgraduate studies regulation, etc.); with the answer of our system based on the same set of regulations. We found that lemmatizing increases performance in around 10%, while the use of thesaurus has a low impact.
Introduction
Previous work [ 20] has shown that modelling relationships between articles of a regulation as vertices of a graph network works twice as better than traditional information retrieval systems for returning articles relevant to the question. Despite being that approach language independent, in this work we experiment by using natural language techniques such as lemmatizing and using manual and automatic thesauri for improving question based document retrieval. We focus in Spanish language. For automatic thesaurus we used a distributional thesaurus [ 19] , and for the manual thesaurus we used a human oriented dictionary (Anaya) [ 21] . The advantage of using a distributional thesaurus is that the approach remains language independent-not being the case with the human oriented dictionary. On the other hand, using a lemmatizer would make this approach language dependent, as for a particular a lemmatizer is needed. In particular, we want to measure the advantage of using these resources and we want to measure the possible benefit from adding this kind of information. Our system gives answers which consist of set of articles related to the question and also the relevant articles related with them to complement the answer. This is called shallow QA, because its operation lies in the middle of snippet retrieval and giving the exact answer.
We test our system with regard to a traditional vector space model information retrieval system to answer questions particularly for the Spanish language given a set of 25 regulation documents from the National Polytechnic Institute. For details of the rest of the System, see sections 2 and 3. The addition of NLP techniques is explained with further detail in Section 4. Evaluation and experiments are shown in Sections 5 and 6.
Related Work
There are not many works particularly devoted to the legal domain, despite of its wide use and application. Particularly for the legal domain, the workshop Question Answering for interrogating legal documents took place in 2003, in the framework of the JURIX Forum (The foundation for Legal Knowledge Based Systems). Several works showed that a common problem is that traditional Information Retrieval Methods are not adequate to find the relevant fragments which answer legal questions because they do not consider the logic relationships between articles. In addition, many questions require an answer which cannot be found explicitly in a single article, or fragments of them, but intrinsically in the relationship between articles [ 9, 10] . Some works use logic inference mechanisms such as COGEX System [ 14] and the system by Quaresma et al. [ 7] . However, these systems need expensive resources such as ontologies, axioms, and are language dependent. To avoid such requirements, we use a graph for capturing the relationships between articles in regulations as proposed in [ 20] .
System Design
The architecture of this SQAS is based on the work shown in [ 20] . It was designed considering common characteristics posed by regulation documents, as well as the kind of questions and answers expected by the user. It is important to mention that regulation texts have a defined structure, they are composed of chapters, and these, in turn, are subdivided in articles. This makes possible to use different techniques which with other kind of texts would not be possible. Articles from a single regulation text are related between them, and also there are links between different regulations.
We focus in questions where the answer can be given as a set of articles from a regulation. From those articles, it can be concluded that Graduating by qualification does not require presenting the professional exam, so that it cannot be included within the article 43 fraction II of the mentioned Regulation; when this option is chosen, the candidate cannot obtain honorific mention.
This system does not return a completely logically evaluated answer such as 'yes' or 'no', which would need a more complex machinery; because of this, it is considered as part of the Shallow Question Answering Systems.
The fundamental parts of the system are shown in the graph in Figure 1 . Question pre-processing consists on constructing the query based on the question, and Answer Extraction consists on adding the generated query as two new nodes (A and B). Then the shortest path between A and B is sought. We will show that this path contains articles highly related to the question, and they share certain degree of similarity between them. The following picture depicts this. A1, A2, ... A5 are articles, while A and B are parts of the question. 
Graph Description
The documents (articles of regulations) were represented as vectors, following the Vector Space Model [ 12, 13] . Each term was weighted by the TF·IDF measure (Term Frequency Inverse Document Frequency). See equations (1), (2) 
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Where n i,j corresponds to the number of occurrences for each term from the article a j and the denominator represents the occurrence of all terms in the article a j
Where |A| is the total number of articles in the document collection and { }
is the number of articles where the term t i appears.
Finally, a graph was constructed for each document collection, see Figure 2 . Each node represents an article of a regulation text, and the associated values to the vertices V i,j between each pair of nodes represents the inverse value of the standard similarity cosine measure.
Question Processing
The question is pre-processed and then integrated into the graph in the same way that the regulation collection. Each question is converted to lowercase, punctuation symbols are eliminated (parenthesis, hyphens, numbers, etc.). Stopwords are kept (QK) or removed (QR) and finally, words that do not exist in the document collection are removed-this is equivalent to finding a similarity measure of 0 for them. The weighting values are calculated with regard to the document collection (See eq. (2)).
From the query of the previous module, two new articles are added to the graphs. The answer extraction consists on finding the paths of minimal weight using the Dijkstra algorithm: Once the first minimal path is found, the nodes which constitute it are eliminated, and the Dijkstra algorithm is run again until the graph becomes disconnected for the pair of nodes which constitute the query. The answer paths are ordered from less to more weight, and are returned to the user with the text of each article corresponding to the node in the regulation collection.
NLP Techniques for Shallow QA
Generally speaking, a thesaurus can be considered as a list of words with other words related to them. For example 1 car has the following synonyms: auto, automobile, machine, motor, motorcar, motor vehicle; and its related words are: bus, coach, minibus; beach buggy, brougham, compact, convertible, coupe, dune buggy, fastback, gasguzzler, hardtop, hatchback, hot rod, jeep, limousine, roadster, sedan, sports car, station wagon, stock car, subcompact, van; flivver, jalopy.
Related words can be found generally in two ways:
• Manually built-Made by humans who collect the set of related words which they consider that can be associated to a specific word.
• Automatically built (distributional thesaurus)-Built automatically from a selected corpus. They obtain related words usually by comparing contexts on which the word is used [ 19] . For example, for the phrases drink juice, drink lemonade, make juice, make lemonade, delicious juice, delicious lemonade, then it might have enough evidence to conclude that juice and lemonade are related words.
On the other hand, thesaurus can be classified by their domain:
• Specific domain-Thesauri (manual or distributional) built based on a particular subject, v. gr. medicine.
• General domain-They have words from different areas, covering a general vocabulary.
Thesauri have been extensively used for query expansion [ 15, 16] , so we expected that our system would benefit from their usage. We used mainly two tools: (1) A distributional thesaurus built from the Encarta Encyclopedia [ 17, 18] ; and (2) A manual thesaurus based on the Anaya dictionary [ 21] .
We expand the query (with already omitted words): go procedure representative election alumni council scholar to, for example: go transport take guide drive use procedure representative alumni student council meeting scholar educational. Some words have a greater number of related words than others; some words are not present in the thesaurus, so they are not expanded.
We used two thesauri for these experiments:
1. A distributional thesaurus created from the Encyclopedia Encarta [ 17, 18] 2. A thesaurus based on the Anaya dictionary [ 21] using the synonyms from that dictionary.
Another NLP technique used in this work was lemmatizing. Although this is a language-dependent resource, many languages have a lemmatizer; moreover, it is possible to lemmatize unsupervisedly.
Evaluation
The evaluation of the QAS is based on the following criteria:
i Relevance: The output of the QAS should answer to the questions of the kind "yes or no"; this is measured by determining if the articles that the general lawyer considers to produce an answers were returned by the system. ii Noise degree in the answer: Alien and irrelevant information that the system returns is quantified.
To implement the measure of these both criteria, we use the following procedure: Initially, the answer is limited to 100 articles. It is unlikely that the answer is found after such number of articles. The returned articles were divided in groups of 5 (the maximum number of articles that can be found in a single answer of the lawyer). Each group was given the value V i , following equation (4
Where n is the group number (the first 5 articles constitute the group 1, the next 5, group 2, etc) . N is the maximum number of packages that can be found (N=20, as 5·20=100 articles).
Finally, each article returned for a determined answer is graded using the following expression:
Where CR i is the grade assigned to the answer of the i-th question, n is the package number where the answer-article was found, and n AR is the number of answer-articles found.
The final mark of the system is the average of the grades CR i , i.e.:
np CR CS Grade
Where np is the total number of questions for evaluation.
Experiments and Results
For this report, our system was tested with 21 questions. We tested against a basic Information Retrieval System (IRS) based on the vector space model. This IRS uses the same set of vectors used for the construction of the graph, but this time they were directly compared with the cosine measure with the query. The vectors which are more similar to the query are returned, so that the output of this system is the set of articles relevant to the query. The results were then compared with the results of our QAS.
As we mentioned in Section 3.2, we tested with keeping and removing stopwords. This yields two derived regulation document collections: DCK (Document collection keeping stopwords) and DCR (Document collection removing stopwords), and two kinds of queries, which correspond to keeping or removing stopwords in the query.
Additionally, we performed four experiments with regard to the automatic division of the query in part A and part B. After the procedure described in sections 3.2, the query is divided in two new articles (nodes) A and B with the following contents, according to one of the four followings types of division:
Half Division (H): Node A will contain the left half of the question, and Node B will contain the rest. If the number of words in the query is odd, the Node A will contain one word more than Node B.
Mixed Division (M):
In this type of division, terms are mixed: odd words are in Node A and even words are in Node B. Table 3 . Results using lemmatization and distributional Thesaurus 
Reversed Half Division (H'): As in Half Division

Conclusions and Future Work
According to the reported values, the best result was found for the experiment where the list of articles and query keep non-content words, use division by the half, and walking from node B to node A. This is not significantly changed when walking from node A to node B. Table 2 shows the results for the experiments where the article list was lemmatized. The best result was obtained for the experiment where the list of articles and query had stopwords removed. Precision is 0.6230 for this case. The precision when modifying the division type are very close, so that it has almost the same impact to traverse the nodes from A to B than doing so the reverse way. We compare with the traditional information retrieval system which obtains a precision of 0.3055. Lemmatizing the list of articles produced a rise in precision.
In Table 3 , we show the results of adding a distributional thesaurus, in addition to lemmatizing the list of articles. The best result was found for the experiment where the article list and query keep stopwords. This value is 0.5461. The distributional thesaurus seems to have added noise, since the performance is inferior to previous experiments.
Finally, we experimented with using a manual thesaurus, which is based in the human oriented dictionary Anaya for Spanish (See Table 4 ). The best result was obtained when lemmatizing articles, keeping content words, but removing them from the query. The precision for this case was 0.5273.
From Table 1 to Table 4 , we observed that the results of the proposed system are better than the traditional IR system based on a Vector Space Model. The best results are summarized in Table 5 . Using a lemmatizer on the list of articles improves the performance by approximately 10% from the previous work.
The thesauri, in addition to the lemmatizer, were used with the purpose of improving the search results; however, we did not obtain significant improvement. Furthermore, combining both strategies led to a decrease of performance with regard to only lemmatizing. The thesaurus expands the terms of the query. Usually it augments it with 9 or more terms per content word. It is possible that 9 terms are so many, so that we should experiment by using only 2 or 3 of them. In addition, the thesauri we are using (both manual and distributional) are general, as they are based in Anaya Dictionary and Encarta Encyclopaedia, respectively. So is then, that the query is expanded with terms not necessarily related with the context, creating confusion.
In general, dividing the query in different ways, as well as traversing the nodes in one way or another does not affect very much the performance of the system. This is a good effect for the model, since it shows that finding answers within the information contained there is not highly sensible to a particular way of using the graph, i.e., the information is contained mainly in the way the structure is created, and not in the way it is traversed.
There is still room for improvement, as a future work we propose using a distributional thesaurus based on the same corpus of legal documents, as well as using different degrees of query expansion and using different similarity measures other than TF·IDF.
