Knowledge graph embedding methods learn continuous vector representations for entities in knowledge graphs and have been used successfully in a large number of applications. We present a novel and scalable paradigm for the computation of knowledge graph embeddings, which we dub PYKE. Our approach combines a physical model based on Hooke's law and its inverse with ideas from simulated annealing to compute embeddings for knowledge graphs efficiently. We prove that PYKE achieves a linear space complexity. While the time complexity for the initialization of our approach is quadratic, the time complexity of each of its iterations is linear in the size of the input knowledge graph. Hence, PYKE's overall runtime is close to linear. Consequently, our approach easily scales up to knowledge graphs containing millions of triples. We evaluate our approach against six state-of-the-art embedding approaches on the Drug-Bank and DBpedia datasets in two series of experiments. The first series shows that the cluster purity achieved by PYKE is up to 26% (absolute) better than that of the state of art. In addition, PYKE is more than 22 times faster than existing embedding solutions in the best case. The results of our second series of experiments show that PYKE is up to 23% (absolute) better than the state of art on the task of type prediction while maintaining its superior scalability. Our implementation and results are open-source and are available at http: //github.com/dice-group/PYKE.
Introduction
The number and size of knowledge graphs (KGs) available on the Web and in companies grows steadily. 1 For example, more than 150 billion facts describing more than 3 billion things are available in the more than 10,000 knowledge graphs published on the Web as Linked Data. 2 Knowledge graph embedding (KGE) approaches aim to map the entities contained in knowledge graphs to n-dimensional vectors [19, 13, 22] . Accordingly, they parallel word embeddings from the field of natural language processing [11, 14] and the improvement they brought about in various tasks (e.g., word analogy, question answering, named entity recognition and relation extraction). Applications of KGEs include collective machine learning, type prediction, link prediction, entity resolution, knowledge graph completion and question answering [13, 2, 12, 19, 22, 15] . In this work, we focus on type prediction. We present a novel approach for KGE based on a physical model, which goes beyond the state of the art (see [19] for a survey) w.r.t. both efficiency and effectiveness. Our approach, dubbed PYKE, combines a physical model (based on Hooke's law) with an optimization technique inspired by simulated annealing. PYKE scales to large KGs by achieving a linear space complexity while being close to linear in its time complexity on large KGs. We compare the performance of PYKE with that of six state-of-the-art approaches-Word2Vec [11] , ComplEx [18] , RESCAL [13] , TransE [2] , DistMult [22] and Canonical Polyadic (CP) decomposition [6] -on two tasks, i.e., clustering and type prediction w.r.t. both runtime and prediction accuracy. Our results corroborate our formal analysis of PYKE and suggest that our approach scales close to linearly with the size of the input graph w.r.t. its runtime. In addition to outperforming the state of the art w.r.t. runtime, PYKE also achieves better cluster purity and type prediction scores.
The rest of this paper is structured as follows: after providing a brief overview of related work in Section 2, we present the mathematical framework underlying PYKE in Section 3. Thereafter, we present PYKE in Section 4. Section 5 presents the space and time complexity of PYKE. We report on the results of our experimental evaluation in Section 6. Finally, we conclude with a discussion and an outlook on future work in Section 7.
Related Work
A large number of KGE approaches have been developed to address tasks such as link prediction, graph completion and question answering [7, 8, 12, 13, 18] in the recent past. In the following, we give a brief overview of some of these approaches. More details can be found in the survey at [19] . RESCAL [13] is based on computing a three-way factorization of an adjacency tensor representing the input KG. The adjacency tensor is decomposed into a product of a core tensor and embedding matrices.RESCAL captures rich interactions in the input KG but is limited in its scalability. HolE [12] uses circular correlation as its compositional operator. Holographic embeddings of knowledge graphs yield state-of-the-art results on link prediction task while keeping the memory complexity lower than RESCAL and TransR [8] . ComplEx [18] is a KGE model based on latent factorization, wherein complex valued embeddings are utilized to handle a large variety of binary relations including symmetric and antisymmetric relations.
Energy-based KGE models [1, 2, 3] yield competitive performances on link prediction, graph completion and entity resolution. SE [3] proposes to learn one lowdimensional vector (R k ) for each entity and two matrices (R 1 ∈ R k×k , R 2 ∈ R k×k ) for each relation. Hence, for a given triple (h, r, t), SE aims to minimize the L 1 distance, i.e., f r (h, t) = ||R 1 h − R 2 t||. The approach in [1] embeds entities and relations into the same embedding space and suggests to capture correlations between entities and relations by using multiple matrix products. TransE [2] is a scalable energy-based KGE model wherein a relation r between entities h and t corresponds to a translation of their embeddings, i.e., h + r ≈ t provided that (h, r, t) exists in the KG. TransE outperforms state-of-the-art models in the link prediction task on several benchmark KG datasets while being able to deal with KGs containing up to 17 million facts. DistMult [22] proposes to generalize neural-embedding models under an unified learning framework, wherein relations are bi-linear or linear mapping function between embeddings of entities.
With PYKE, we propose a different take to generating embeddings by combining a physical model with simulated annealing. Our evaluation suggests that this simulationbased approach to generating embeddings scales well (i.e., linearly in the size of the KG) while outperforming the state of the art in the type prediction and clustering quality tasks [21, 20] .
Preliminaries and Notation
In this section, we present the core notation and terminology used throughout this paper. The symbols we use and their meaning are summarized in Table 1 .
Knowledge Graph
In this work, we compute embeddings for RDF KGs. Let R be the set of all RDF resources, B be the set of all RDF blank nodes, P ⊆ R be the set of all properties and L denote the set of all RDF literals. An RDF KG G is a set of RDF triples (s, p, o) where s ∈ R ∪ B, p ∈ P and o ∈ R ∪ B ∪ L. We aim to compute embeddings for resources and blank nodes. Hence, we define the vocabulary of an RDF knowledge graph G as V = {x : x ∈ R ∪ P ∪ B ∧ ∃(s, p, o) ∈ G : x ∈ {s, p, o}}. Essentially, V stands for all the URIs and blank nodes found in G. Finally, we define the subjects with type information of G as S = {x : x ∈ R \ P ∧ (x, rdf:type, o) ∈ G}, where rdf:type stands for the instantiation relation in RDF.
Hooke's Law
Hooke's law describes the relation between a deforming force on a spring and the magnitude of the deformation within the elastic regime of said spring. The increase of a deforming force on the spring is linearly related to the increase of the magnitude of the corresponding deformation. In equation form, Hooke's law can be expressed as follows:
where F is the deforming force, ∆ is the magnitude of deformation and k is the spring constant. Let us assume two points of unit mass located at x and y respectively. We assume that the two points are connected by an ideal spring with a spring constant k, an infinite elastic regime and an initial length of 0. Then, the force they are subjected to has a magnitude of k||x − y||. Note that the magnitude of this force grows with the distance between the two mass points. 
has the opposite behavior. It becomes weaker with the distance between the two mass points it connects.
Positive Pointwise Mutual Information
The Positive Pointwise Mutual Information (PPMI) is a means to capture the strength of the association between two events (e.g., appearing in a triple of a KG). Let a and b be two events. Let P(a, b) stand for the joint probability of a and b, P(a) for the probability of a and P(b) for the probability of b. Then, P P M I(a, b) is defined as
The equation truncates all negative values to 0 as measuring the strength of dissociation between events accurately demands very large sample sizes, which are empirically seldom available.
PYKE
In this section, we introduce our novel KGE approach dubbed PYKE (a physical model for knowledge graph embeddings). Section 4.1 presents the intuition behind our model.
In Section 4.2, we give an overview of the PYKE framework, starting from processing the input KG to learning embeddings for the input in a vector space with a predefined number of dimensions. The workflow of our model is further elucidated using the running example shown in Figure 1 .
Intuition
PYKE is an iterative approach that aims to represent each element x of the vocabulary V of an input KG G as an embedding (i.e., a vector) in the n-dimensional space R n . Our approach begins by assuming that each element of V is mapped to a single point (i.e., its embedding) of unit mass whose location can be expressed via an n-dimensional vector in R n according to an initial (e.g., random) distribution at iteration t = 0. In the following, we will use − → x t to denote the embedding of x ∈ V at iteration t. We also assume a similarity function σ : V × V → [0, ∞) (e.g., a PPMI-based similarity) over V to be given. Simply put, our goal is to improve this initial distribution iteratively over a predefined maximal number of iterations (denoted T ) by ensuring that 1. the embeddings of similar elements of V are close to each other while 2. the embeddings of dissimilar elements of V are distant from each other.
Let d : R n × R n → R + be the distance (e.g., the Euclidean distance) between two embeddings in R n . According to our goal definition, a good iterative embedding approach should have the following characteristics:
. This means that the embeddings of similar terms should become more similar with the number of iterations. The same holds the other way around:
We translate C 1 into our model as follows: If x and y are similar (i.e., if σ(x, y) > 0), then a force F a ( − → x t , − → y t ) of attraction must exist between the masses which stand for x and y at any time t. F a ( − → x t , − → y t ) must be proportional to d( − → x t , − → y t ), i.e., the attraction between must grow with the distance between ( − → x t and − → y t ). These conditions are fulfilled by setting the following force of attraction between the two masses:
From the perspective of a physical model, this is equivalent to placing a spring with a spring constant of σ(x, y) between the unit masses which stand for x and y. At time t, these masses are hence accelerated towards each other with a total acceleration propor-
The translation of C 2 into a physical model is as follows: If x and y are not similar (i.e., if σ(x, y) = 0), we assume that they are dissimilar. Correspondingly, their embeddings should diverge with time. The magnitude of the repulsive force between the two masses representing x and y should be strong if the masses are close to each other and should diminish with the distance between the two masses. We can fulfill this condition by setting the following repulsive force between the two masses:
where ω > 0 denotes a constant, which we dub the repulsive constant. At iteration t, the embeddings of dissimilar terms are hence accelerated away from each other with a total acceleration proportional to ||F r ( − → x t , − → y t )||. This is the inverse of Hooke's law,
where the magnitude of the repulsive force between the mass points which stand for two dissimilar terms decreases with the distance between the two mass points. Based on these intuitions, we can now formulate the goal of PYKE formally: We aim to find embeddings for all elements of V which minimize the total distance between similar elements and maximize the total distance between dissimilar elements. Let P : V → 2 V be a function which maps each element of V to the subset of V it is similar to. Analogously, let N : V → 2 V map each element of V to the subset of V it is dissimilar to. PYKE aims to optimize the following objective function:
Approach
PYKE implements the intuition described above as follows: Given an input KG G, PYKE first constructs a symmetric similarity matrix A of dimensions |V| × |V|. We will use a x,y to denotes the similarity coefficient between x ∈ V and y ∈ V stored in A. PYKE truncates this matrix to (1) reduce the effect of oversampling and (2) accelerate subsequent computations. The initial embeddings of all x ∈ V in R n are then determined. Subsequently, PYKE uses the physical model described above to improve the embeddings iteratively. The iteration is ran at most T times or until the objective function J(V) stops decreasing. In the following, we explain each of the steps of the approach in detail. We use the RDF graph shown in Figure 1 as a running example. 3 Building the similarity matrix. For any two elements x, y ∈ V, we set a x,y = σ(x, y) = P P M I(x, y) in our current implementation. We compute the probabilities P(x), P(y) and P(x, y) as follows:
Similarly,
Finally,
For our running example (see Figure 1 ), PYKE constructs the similarity matrix shown in Figure 2 . Note that our framework can be combined with any similarity function σ. Exploring other similarity function is out the scope of this paper but will be at the center of future works. Computing P and N . To avoid oversampling positive or negative examples, we only use a portion of A for the subsequent optimization of our objective function. For each x ∈ V, we begin by computing P (x) by selecting K resources which are most similar to x. Note that if less than K resources have a non-zero similarity to x, then P (x) contains exactly the set of resources with a non-zero similarity to x. Thereafter, we sample K elements y of V with a x,y = 0 randomly. We call this set N (x). For all y ∈ N (x), we set a x,y to −ω, where ω is our repulsive constant. The values of a x,y for y ∈ P (x) are preserved. All other values are set to 0. After carrying out this process for all x ∈ V, each row of A now contains exactly 2K non-zero entries provided that each x ∈ V has at least K resources with non-zero similarity. Given that K << |V|, A is now sparse and can be stored accordingly. 4 The PPMI similarity matrix for our example graph is shown in Figure 2 .
Initializing the embeddings. Each x ∈ V is mapped to a single point − → x t of unit mass in R n at iteration t = 0. As exploring sophisticated initialization techniques is out of the scope of this paper, the initial vector is set randomly. 5 Figure 3 shows a 3D projection of the initial embeddings for our running example (with n = 50). Iteration. This is the crux of our approach. In each iteration t, our approach assumes that the elements of P (x) attract x with a total force
On the other hand, the elements of N (x) repulse x with a total force
We assume that exactly one unit of time elapses between two iterations. The embedding of x at iteration t + 1 can now be calculated by displacing − → x t proportionally to
).However, implementing this model directly leads to a chaotic (i.e., non-converging) behavior in most cases. We enforce the convergence using an approach borrowed from simulated annealing, i.e., we reduce the total energy of the system by a constant factor ∆e after each iteration. By these means, we can ensure that our approach always terminates, i.e., we can iterate until J(V) does not decrease significantly or until a maximal number of iterations T is reached.
Implementation. Algorithm 1 shows the pseudocode of our approach. PYKE updates the embeddings of vocabulary terms iteratively until one of the following two stopping criteria is satisfied: Either the upper bound on the iterations T is met or a lower bound on the total change in the embeddings (i.e., x∈V || − → x t − − → x t−1 ||) is reached. A gradual reduction in the system energy E inherently guarantees the termination of the process of learning embeddings. A 3D projection of the resulting embedding for our running example is shown in Figure 3 . 
Complexity Analysis

Space complexity
Let m = |V|. We would need at most m(m−1) 2 entries to store A, as the matrix is symmetric and we do not need to store its diagonal. However, there is actually no need to store A. We can implement P (x) as a priority queue of size K in which the indexes of K elements of V most similar to x as well as their similarity to x are stored. N (x) can be implemented as a buffer of size K which contains only indexes. Once N (x) reaches its maximal size K, then new entries (i.e., y with P P M I(x, y)) are added randomly. Hence, we need O(Kn) space to store both P and N . Note that K << m. The embeddings require exactly 2mn space as we store − → x t and − → x t−1 for each x ∈ V. The force vectors F a and F r each require a space of n. Hence, the space complexity of PYKE lies clearly in O(mn + Kn) and is hence linear w.r.t. the size of the input knowledge graph G when the number n of dimensions of the embeddings and the number K of positive and negative examples are fixed.
Time complexity
Initializing the embeddings requires mn operations. The initialization of P and N can also be carried out in linear time. Adding an element to P and N is carried out at most m times. For each x, the addition of an element to P (x) has a runtime of at most K. Adding elements to N (x) is carried out in constant time, given that the addition is random. Hence the computation of P (x) and N ( 
The goal of our evaluation was to compare the quality of the embeddings generated by PYKE with the state of the art. Given that there is no intrinsic measure for the quality of embeddings, we used two extrinsic evaluation scenarios. In the first scenario, we measured the type homogeneity of the embeddings generated by the KGE approaches we considered. We achieved this goal by using a scalable approximation of DBSCAN dubbed HDBSCAN [4] . In our second evaluation scenario, we compared the performance of PYKE on the type prediction task against that of 6 state-of-the-art algorithms.
In both scenarios, we only considered embeddings of the subset S of V as done in previous works [10, 17] . We set K = 45, ∆e = 0.0414 and ω = 1.45557 throughout our experiments. The values were computed using a Sobol Sequence optimizer [16] . All experiments were carried out on a single core of a server running Ubuntu 18.04 with 126 GB RAM with 16 Intel(R) Xeon(R) CPU E5-2620 v4 @ 2.10GHz processors. We used six datasets (2 real, 4 synthetic) throughout our experiments. An overview of the datasets used in our experiments is shown in Table 2 . Drugbank 6 is a small-scale KG, whilst the DBpedia (version 2016-10) dataset is a large cross-domain dataset. 7 The four synthetic datasets were generated using the LUBM generator [5] with 100, 200, 500 and 1000 universities. We evaluated the homogeneity of embeddings by measuring the purity [9] of the clusters generated by HDBSCAN [4] . The original cluster purity equation assumes that each element of a cluster is mapped to exactly one class [9] . Given that a single resource can have several types in a knowledge graph (e.g., BarackObama is a person, a politician, an author and a president in DBpedia), we extended the cluster purity equation as follows: Let C = {c 1 , c 2 , . . .} be the set of all classes found in G. Each x ∈ S was mapped to a binary type vector type(x) of length |C|. The ith entry of type(x) was 1 iff x was of type c i . In all other cases, c i was set to 0. Based on these premises, we computed the purity of a clustering as follows:
where ζ 1 . . . ζ L are the clusters computed by HDBSCAN. A high purity means that resources with similar type vectors (e.g., presidents who are also authors) are located close to each other in the embedding space, which is a wanted characteristic of a KGE. In our second evaluation, we performed a type prediction experiment in a manner akin to [10, 17] . For each resource x ∈ S, we used the µ closest embeddings of x to predict x's type vector. We then compared the average of the types predicted with x's known type vector using the cosine similarity:
where µnn(x) stands for the µ neareast neighbors of x. We employed µ ∈ {1, 3, 5, 10, 15, 30, 50, 100} in our experiments. Preliminary experiments showed that performing the cluster purity and type prediction evaluations on embeddings of large knowledge graphs is prohibited by the long runtimes of the clustering algorithm. For instance, HDBSCAN did not terminate in 20 hours of computation when |S| > 6 × 10 6 . Consequently, we had to apply HDB-SCAN on embeddings on the subset of S on DBpedia which contained resources of type Person or Settlement. The resulting subset of S on DBpedia consists of 428, 289 RDF resources. For the type prediction task, we sampled 10 5 resources from S according to a random distribution and fixed them across the type prediction experiments for all KGE models.
Results
Cluster Purity Results. Table 3 displays the cluster purity results for all competing approaches. PYKE achieves a cluster purity of 0.75 on Drugbank and clearly outperforms all other approaches. DBpedia turned out to be a more difficult dataset. Still, PYKE was able to outperform all state-of-the-art approaches by between 11% and 26% (absolute) on Drugbank and between 9% and 23% (absolute) on DBpedia. Note that in 3 cases, the implementations available were unable to complete the computation of embeddings within 24 hours. Type Prediction Results. Figure 4 and Figure 5 show our type prediction results on the Drugbank and DBpedia datasets. PYKE outperforms all state-of-the-art approaches across all experiments. In particular, it achieves a margin of up to 22% (absolute) on Drugbank and 23% (absolute) on DBpedia. Like in the previous experiment, all KGE approaches perform worse on DBpedia, with prediction scores varying between < 0.1 and 0.32. Runtime Results. Table 5 show runtime performances of all models on the two real benchmark datasets, while Figure 6 display the runtime of PYKE on the synthetic LUBM datasets. Our results support our original hypothesis. The low space and time complexities of PYKE mean that it runs efficiently: Our approach achieves runtimes of only 25 minutes on Drugbank and 309 minutes on DBpedia, while outperforming all other approaches by up to 14 hours in runtime.
In addition to evaluating the runtime of PYKE on synthetic data, we were interested in determining its behaviour on datasets of growing sizes. We used LUBM datasets and computed a linear regression of the runtime using ordinary least squares (OLS). The runtime results for this experiment are shown in Figure 6 . The linear fit shown in Table 4 achieves R 2 values beyond 0.99, which points to a clear linear fit between PYKE's runtime and the size of the input dataset. We believe that the good performance of PYKE stems from (1) its sampling procedure and (2) its being akin to a physical simulation. Employing PPMI to quantify the similarity between resources seems to yield better sampling results than generating negative examples using the local closed word assumption that underlies sampling procedures of all of competing state-of-the-art KG models. More importantly, positive and negative sampling occur in our approach per resource rather than per RDF triple. Therefore, PYKE is able to leverage more from negative and positive sampling. By virtue of being akin to a physical simulation, PYKE is able to run efficiently even when each Table 5 : Runtime performances (in minutes) of all competing approaches. All approaches were executed three times on each dataset. The reported results are the mean and standard deviation of the last two runs. The best results are marked in bold. Experiments marked with * did not terminate after 24 hours of computation. resource x is mapped to 45 attractive and 45 repulsive resources (see Table 5 ) whilst all state-of-the-art KGE required more computation time.
Approach Drugbank DBpedia
Conclusion
We presented PYKE, a novel approach for the computation of embeddings on knowledge graphs. By virtue of being akin to a physical simulation, PYKE retains a linear space complexity. This was proven through a complexity analysis of our approach. While the time complexity of the approach is quadratic due to the computation of P and N , all other steps are linear in their runtime complexity. Hence, we expected our approach to behave closes to linearly. Our evaluation on LUBM datasets suggests that this is indeed the case and the runtime of our approach grows close to linearly. This is an important result, as it means that our approach can be used on very large knowledge graphs and return results faster than popular algorithms such as Word2VEC and TransE. However, time efficiency is not all. Our results suggest that PYKE outperforms state-of-the-art approaches in the two tasks of type prediction and clustering. Still, there is clearly a lack of normalized evaluation scenarios for knowledge graph embedding approaches. We shall hence develop such benchmarks in future works. Our results open a plethora of other research avenues. First, the current approach to compute similarity between entities/relations on KGs is based on the local similarity. Exploring other similarity means will be at the center of future works. In addition, using a better initialization for the embeddings should lead to faster convergence. Finally, one could use a stochastic approach (in the same vein as stochastic gradient descent) to further improve the runtime of PYKE.
