Abstract
Introduction
Scheduling in cluster computing [2] [3] [4] 8, 9, 11, 18, 19] , where an aggregate of relatively cheap hardware is connected with some sort of network, is challenging due to several hard to manage problems. The cluster resources are shared, geographically distributed, heterogeneous, and may belong to several institutions. The complexity of scheduling must be masked from the user. Scheduling in a single parallel computer avoids managing the system boundaries and can cope with the given resources independently of external restrictions. Scheduling real time applications in cluster environment introduces more restrictions. Real time applications are composed of one or more tasks that are required to perform their functions under strict timing constraints. The goal of such applications is to meet their deadlines that are challenged by a contradicting goal, maximizing resource utilization.
Processing power reservations are made by tasks to ensure a minimum guaranteed execution rate and granularity [12] . Processing power reservation requests are of the form reserve α % processing power out of β % (β≤100) available processing power at processor P m . Improper power processing reservation cannot exploit the true potential of the Cluster recourses and can offset the gain from parallelization.
Giving these issues, this paper proposes a method that uses adequate knowledge of the state of the cluster resources and the current scheduled tasks to schedule new applications. These applications have a fork-join control flow graph (CTF) structure. A task is granted cluster resources based on its processing power requirements and its deadline. The scheduler searches for the best fit processing power among the cluster resources that satisfies the deadline. This allocation is finalized as a binding contract based on available processing power between the processor scheduler (local cluster resource scheduler) and the cluster scheduler.
Related Work
Although there are many scheduling algorithms developed in the literature [2] [3] [4] 8, 9, 11, 18, 19] , there has been little work on scheduling real-time tasks organized in a Fork-Join structure. The work described in [10] focuses in generating real-time schedules based upon a compact task graph representation. The algorithm in this work tries to meet tasks deadlines utilizing three levels scheduler. These levels are interleaving and overlapping tasks, rearranging tasks at certain processors, and selecting tasks to split. After each level the schedule is attempted. The main drawback of this work is that it increases the complexity of the scheduling. Consequently, under heavy load, the algorithm spends most of the CPU time trying to schedule tasks rather than executing the tasks. Further, it does not address minimizing the communication amongst tasks. Ramamritham et al [15] evaluated different heuristics for solving the problem of dynamically scheduling real-time tasks. They showed that distributed scheduling improves the performance of a real-hard time system. The notion of resource surplus is used to identify the required time for a task. Unfortunately, their technique did not consider scheduling dependent tasks such as the DAG as more precedence constraints exist. Thus, the communication among tasks is not addressed. Yang and Gerasoulis in [21] has presented a scheduling algorithm that allocates task to unbounded number of completely connected processors and then orders their execution to honor task dependencies. The algorithm repeatedly tries to merge appropriate tasks together, thus minimizing the communication costs. The algorithm does not address real time applications and accordingly handling the deadlines is out of the scope of their word. Ammar et al [1] introduced a mechanism to schedule real-time applications represented as tandem tasks Preceding Graphs on Grid Computing. The work of this paper employs the same concept in [1] .
The Proposed Strategy
The proposed allocating and scheduling strategy relies on three related components: the Cluster Reference Model, the Application Model, and the Computation and communication Model. In this section, our intent is to show the interrelation among these models. Fig. 1 illustrates the interrelation among the three models. A detailed description of each model is presented in the following subsections. While the cluster is assumed fixed (inter-node communications links), the local domains (clusters) are assumed to vary dynamically. Each cluster contains a certain number of homogenous hosts. These hosts are available to users that form the computing resources.
The cluster hosts are fully connected by heterogeneous communication links. The communication costs are depicted in section 3.c. It is assumed that more than one task can use any computing resources adapting the timesharing approach. The computation time of a given task, T j,i , of a certain application is available at compile time, see section 3.c. It is assumed that all the participating computing resources are maintaining a global clock. The global clock is used during the negotiation and biding process to insure mutual exclusion of computing resources.
Fig. 2. Description of processor utilization
Functioning of the cluster is made feasible by agreement amongst the nodes such that:
• Node computing resources availability and detail are posted (publicly available) through the reservation table. It is expected that this listing will change dynamically.
• Negotiation between a node and a scheduler for specific access of a computing resource will result in a contract binding upon the node.
• The node guarantees it will provide the resources as negotiated.
• The scheduler guarantees it will release the resource as soon as the job is completed. Processing power reservations are made by tasks to ensure a minimum guaranteed execution rate and granularity [12] . Processing power reservation requests are of the form reserve α% processing power out of β% (β≤100) available processing power at processor P m . Based on this proposition, each processor maintains a data structure, called reservation table, of a pre-computed repeating schedule such that all processing power reservations can be honored on a continuing basis.
The reservation table is utilized to find a potential processor for a scheduled task of a given application. Each entry in the table contains information such as task membership, required processing power for each task, T j,i , expected starting time and expected end time. Table 1 shows an example of the reservation table. Fig. 2 shows the execution profile of the tasks (T 3,2 , T 6,4 , T 4,2 and T 20,5 ) on a certain processor over a period of time {115-211}. Updating reservation table is performed atomically. When an application is submitted to a machine, the pool of participating processors are searched for processors that can run the tasks forming the application. The reservation table of the best-found processor is updated to host one or more of these tasks. Thus, the available processing power of a specific processor at a certain time, t, is less than or equal to 1 and calculated as follows:
In order to calculate the available processing power over a period of time, we need to find the minimum available processing power over this period. For this reason, we assume the expected start time and the end time for task T j,k are S j,k and f j,k respectively. The interval [S j,k -f j,k ] should be partitioned into v∆ subintervals. The sampling of the interval will cover every possible available processing power if the subinterval ∆ equals the required minimum execution interval of any task. The available processing power for the task T j,k over a period of time is:
It is important to note that a fraction of the available processing power is used for the system overhead, SYSoverhead, (Fig. 2) . The overhead is a function of the number of context switches between tasks and the time slot of the repeating schedule. The context switching has a cost associated with the operations performed by the kernel. Unnecessary context switches are avoided by scheduling tasks as close as possible to their desired periodicity and with a few tasks per time slot or period [12] . It is necessary to require a certain minimum of the requested processing power by a task in order to avoid wasting a substantial processing power in the overhead. Based on these observations, Equation 2 can be rewritten as follows:
b. The application model
In the Cluster environment, a set of N applications, A={A 1 ,A 2 ,…,A k }, compete for the Cluster resources. A submitted application A j ={T j,1 ,T j,2 ,…,T j,n }can be represented as a set of n mutually exclusive parallel tasks in the form of Fork-Join structure (tandem structure was considered in earlier work [1] ). These tasks are viewed as a control flow graph T G = ( A j , E) , where E is a set of e directed edges representing both precedence constraints and communication requirements. It is assumed that the whole set of application tasks are known a priori. Moreover, it is assumed that applications randomly arrive and are submitted to the cluster once they arrive. Fig. 3 shows an example of an application task graph that contains five parallel tasks along with their attributes. 
c. The computation and communication model
The computing resources of this model are assumed homogenous. We define the estimate of dedicated execution time of a task T j,i on computing resources P m to be τ j,i , given that unity processing power is provided [14, 19] .
Communication is often a primary performance bottleneck in large software system. Therefore, the problem of scheduling with communication is much harder than that without communication [16] . The communication overhead between two communicating tasks mapped to the same processor is assumed to be zero. In contrast, the communication overhead between two tasks assigned to different processor can be calculated [19] and included in the computational model. Accordingly, the processing power consumed by the communication is included with the required computing processing power if the same computing resources are used to handle the communication. It is assumed that the computing resources are fully connected. Thus, routing issues and aggregated delays are not considered in this work.
The clock time at which task T j,1 completes its execution is f j,1 . If a task T j,i is scheduled to processor P m , then S j,i denotes the expected clock time at which each path of (4) The expected finish time is denoted by f j,i and is calculated using the expect start time and the deadline, see equation (5) . The deadline for all tasks should be the same since the join node is a synchronization point.
The Scheduling Method
The scheduling processes consist of four steps: a) calculating the required processing power of all tasks of an application. b) Identifying the potential processors that can serve a specific task. c) Constructing a scheduling table that presents a set of possible schedules. d) Select the best schedule that yields a high performance output.
a. Calculating the required processing power
The required processing power for a specific task can be predetermined. For a single CPU, the value of the processing power is less or equal to one. However, a proportional fraction is taken away equivalent to the part consumed by the running task(s), the operating systems services, or handling the inter-tasks communication. In order to avoid complicated measurement of the requested processing power, a power weight, ω j,i , is defined to represent the demanded processing power for task ,T j,i . Equation 4 indicates that the required processing power for a task refers to its required time relative to its deadline. To allow acceptable performance tolerance, the safety factor σ may be added, where σ represents the execution time variance [19] and hence gives us a range of processing power. The difficulty for HPC applications is that a significant penalty can occur if processes or tasks are switched in and out regularly, since the cache benefits may be significantly degraded. The cache performance depends on locality of reference. When an operating system switches context, the assumption of locality may be violated. Thus, the required processing power for a task, T j,i , includes the ones necessary for performing the task and the overhead dedicated to the cache and interrupt/communication management. Let us assume that the overhead devoted to managing the cache and the communication/interrupt operations is spectively. The total required processing power is:
b. The available processors list
Once the required processing power for each task of an application is calculated, we consider all possible processors that can serve a task. The complexity of this procedure is Ο(n m log γ) where n is the number of tasks, m is the number of processors, and γ is the size of the reservation The reservation table must be updated upon scheduling tasks that takes place in each processor. Criteria used in the scheduling table construction include minimizing the number of context switches between tasks and maximizing the processing power utilization. The context switch time must be accounted for in the scheduling plan to have an accurate representation of the processing power. An example of the scheduling table is shown in table 2. Fig. 4 shows the steps for constructing the scheduling table. The computational cost of constructing the table is Ο(n.m)
where n is the number of tasks and m is the number of processors.
d. Finding a feasible solution
Given a scheduling table ζ that is generated from the previous step, we present an algorithm that finds a schedule that avoids unnecessary context switches. The schedule is represented in the form of processor allocation and execution order of tasks allocated to the same processor. The objective here is to avoid blocking other tasks, minimize the number of context switches, and maximize the processing power utilization. We define a task that could be mapped to only one processor as an essential task. Select the essential tasks and map them to their processors 6.
If there are two essential tasks mapped to the same processor, THEN look for the next processor that accepts the task while scarifying the deadline 7.
If more essential tasks are generated repeat steps 5 and 6. 8.
Select the first Task T f based on the size of the processor list 9.
Find P j that has the minimum no. of context switching and assign T f to P j 10. END WHILE
Fig. 4. The scheduling algorithm
Initially, all tasks are marked unscheduled. The algorithm identifies the essential tasks and maps them to their processors then updates the table. If more essential tasks are generated as a result of this step, they will be considered first. In some cases, we might have more than one task competing for the same processor P m . At this point, we select the task with the minimum required processing power and look for the next processor that accepts the task with a small deadline violation. The algorithm will adjust the deadlines for other tasks, and then the scheduling process will be performed with the new required processing power. The algorithm is shown in Fig. 4 . Let us assume that T i and T k are competing for the processor P m .
Let assume further that 
The adjusted deadline is considered as long as it does not exceed a pre-specified tolerance parameter, δ . When deadline adjustment is necessary, it is possible to have several tasks assigned to the same processor. In this case, the algorithm selects the task with the maximum required processing power among competing tasks and assigns it to this processor. This step helps in minimizing the changes of the original deadline.
Evaluation Example
In this section, we apply the processing power driven algorithm discussed above to schedule the tasks shown in Fig. 3 . The execution times for these tasks are derived from the HPMS as mentioned in section 3.c and the user supplies the deadlines for each task of the application tasks. If the deadlines are not provided, the deadline of each task in the CFG is assigned a value proportional to its dedication execution time. The submission moment for the first task is assumed to be 200 time units. The available processing power of each processor are shown in table 3. The results of each step of the four steps are given below: Step One's results: The required processing power for each task of Fig. 3 is calculated based on equation 8 . The third row of table 3 shows the required processing power for each task of Fig. 3 .
Step Two's results: In this step, the available processors list for each task is identified. Since each processor might host tasks from different applications, the available processing power varies from time to time. Tasks are mapped to a processor for a period of time equal to their deadline; subsequently they release the processors after the completion of their execution. The available processors lists, ψ j,i , are obtained from the reservation tables for each processor. The fourth row of table 4 shows the outcome of this step. Step Three's Results: The scheduling table for all the tasks that form an application is obtained using the data from step 2. The entries of the processors lists are filled in the corresponding cells of the scheduling table, ( Table 2) .
Step Four's Results: The scheduling algorithm identifies and selects the essential tasks and their processors from the table. Since T 5 is an essential task it will be mapped to P 3 and P 3 is removed from the table and the corresponding column is crossed out. Accordingly, the processor lists for T 2 ,T 3 ,T 4 and T 6 become <P 2 ,P 4 ,P 8 >, <P 2 ,P 4 ,P 6 ,P 7 ,P 8 ,P 9 >, <P 2 ,P 4 ,P 6 ,P 7 > and <P 4 > respectively. T 6 turns out to be an essential task. Thus, T 6 is mapped to P 4 and P 4 is removed from the table entries that correspond to the parallel time and T 6 's column is crossed out. T 2 is selected next since it has the minimum number of processors in its processors list. T 2 is assigned to P 8 as it minimizes the number of context switches between tasks. This process continues for T 4 and T 3 where they are mapped to P 7 and P 8 respectively.
Assume that T 6 has only P 3 in its processor list, and then T 5 and T 6 are competing for P 3 . Since T 5 requires 85% processing power and T 6 requires 75%, the algorithm assigns P 3 to T 5 that requires more processing power than T 6 . We look for the next processor that accepts T 6 while scarifying the deadline.
Conclusion
In this paper, we presented a new algorithm for scheduling parallel structures of a real-time application into a cluster of processors. The method achieves tasks' performance requirements while maximizing resource utilization. The concepts of the available processing power of a processor and the processing power required for a task and their relations to the performance were modeled. The available processing power utilization is maximized to accommodate as many tasks as possible while satisfying the required deadline of each task. In addition the algorithm minimizes the number of context switches among tasks and the possibility of processing power fragmentation. Currently, we are constructing a simulation study to show the merits of this algorithm.
