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Abstract
This thesis is devoted to ultrasound investigations of a family of rare-earth com-
pounds known as spin ice. The crystal structure of these compounds is com-
posed of tetrahedral units with magnetic ions in each corners. In the ground
state of these materials, two spins are directed inward on each tetrahedron and
two spins outward. There are a number of features that are common to the
spin-ice materials Ho2Ti2O7 (HTO), Yb2Ti2O7 (YbTO), and Dy2Ti2O7 (DTO).
In DTO, nonequilibrium processes have been probed by ultrasound waves at
low temperatures. The sound velocity and sound attenuation exhibit a number
of unusual anomalies as a function of applied magnetic field for temperatures
below the freezing temperature of 500 mK. These robust anomalies can be seen
for longitudinal and transverse acoustic modes for different field directions. The
anomalies show broad hystereses. Most notable are peaks in the sound velocity,
which exhibit two distinct regimes: an intrinsic (extrinsic) regime in which the
data collapse for different sweep rates when plotted as function of field strength
(time). Moreover, these quasi-periodic peaks are strongly affected by thermal-
coupling conditions. We discuss our observations in context of emergent quasi-
particles (magnetic monopoles) which govern the low-temperature dynamics of
spin ice.
I have studied spin-lattice and single-ion effects in the spin-ice materials
(DTO) and (HTO) in a wide range of temperatures and magnetic fields. The
sound velocity and sound attenuation of various acoustic modes experience a
renormalization due to phase transformations as well as interactions with low-
energy magnetic excitations (topological defects). In particular, a sharp dip
observed in the sound attenuation has been explained within the framework of
the spin-ice model. In addition, crystal-electric-field effects lead to a renormal-
ization of the sound velocity and sound attenuation at very high magnetic fields.
We analyze our observations using an approach based on exchange-striction cou-
plings and single-ion-type interactions.
Experiments on YbTO revealed evidence of a first-order transition known as
a transition from a magnetic Coulomb liquid (MCL) to Coulomb ferromagnet
state at T = 0.15 K. Coupling of the sound waves to quantum fluctuations cause
a sharp anomaly in the sound velocity and sound attenuation. An increase of
the quantum-fluctuation frequency when lowering the temperature down to the
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2phase transition, leads to a minimum in the sound velocity and a maximum in the
sound attenuation. This behavior can be explained in frame of resonating sound
waves in presence of quantum fluctuations. Below the transition temperature,
the quantum fluctuation effects are less pronounced. Measurements in applied
magnetic fields, revealed a transition from a fluctuating Coulomb-ferromagnet
state to a state with suppressed fluctuations.
The experimental data presented in this thesis, show the important role of
spin-strain interactions in spin-ice materials. In addition, theoretical consider-
ations based on exchange-striction couplings and single-ion strain interaction,
strongly support most of the experimental results.
1 Introduction
There is currently strong interest in the study of frustrated systems in solid-state
physics. In magnetic systems, frustrations manifest themselves in a number of
interesting properties. Due to their (thermodynamically) large ground–state de-
generacy, frustrated magnets often remain in a disordered state down to lowest
temperatures. In geometrically frustrated systems, phenomena arise which are
in large part due to the collective behavior of the system [1–3]. In these systems
topological excitations may exist which can be observed experimentally. Promi-
nent examples of the topological excitations or emergent quasiparticles are those
with fractionalized electric charge in the quantum Hall effect and fractionalized
magnetic dipoles in a class of geometrical frustrated magnets known as spin ice
[4].
The spin-ice materials belong to a family of compounds of rare-earth titan
oxides with pyrochlore lattice [5]. These materials show a variety of remarkable
phenomena such as (quantum) spin-ice [5, 6] states, as well as quantum spin-
liquid states [7]. In the spin-ice state, two spins are directed inward and two
spins outward (2 in–2 out state) on each tetrahedron which is the building unit
of the pyrochlore lattice. In spin-ice materials with quantum effects, there is
quantum tunneling between different configurations of 2 in – 2 out states. The
elementary excitations of spin ice can be achieved by an ice–rule breaking spin
flip in a tetrahedron to a so-called 3 in–1 out (or 3 out–1 in) state. These excita-
tions appear as sources or sinks of the magnetic-field flux and break topological
constraints. Indeed, these exotic states can be treated as magnetic monopoles.
Historically the theory of magnetic monopoles started with Dirac’s paper in
1931 [8]. Based on Dirac’s theory, magnetic monopoles can be created by stretch-
ing a magnetic dipole in a way to separate the north pole from the south pole.
These separated poles, which are connected via an unobservable so-called Dirac
string, can be regarded as point-like monopole-antimonopole particles. The
searches for such exotic particles from the 1970s through the 1990s were per-
formed mostly in condensed-matter and astrophysics. In February 1982, the
transit of a magnetic monopole through a SQUID detector was reported [9],
but the result of this experiment has never been reproduced. Therefore, there
is no firm evidence for the existence of Dirac monopoles until today. Magnetic
monopoles in spin-ice compounds are emergent quasiparticles which can exist
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independently in the material. At present, many aspects of these emergentquasi
particles are still not well understood. The experimental results and theoretical
analysis given in this thesis address some of these aspects.
Several experimental studies have been conducted to explore the properties of
spin-ice materials (see Refs. [10, 11] for review). We used ultrasound to inves-
tigate the behavior of different longitudinal and transverse acoustic modes in a
wide range of temperatures, from 0.02 to 300 K, and magnetic fields up to 62 T.
This thesis addresses the spin–lattice and crystal-electric-field effects in the spin-
ice materials Dy2Ti2O7 (DTO), Ho2Ti2O7 (HTO), and Yb2Ti2O7 (YbTO). In
our experiments, a phase–sensitive detection technique was employed to measure
the relative change of the sound velocity, ∆v(T,H)/v, and the sound attenua-
tion, ∆α, as a function of temperature and external magnetic fields. The sound
velocity and the sound attenuation are measured mainly for pure acoustic modes
(for which the wave vector is parallel or perpendicular to the displacement vec-
tor) to probe characteristic responses of spin ice to the induced strain at different
fields and temperatures.
At low temperatures, the sound characteristics exhibit a number of anomalies
as a function of applied magnetic field. In particular, non-equilibrium processes
are probed by ultrasound waves. These anomalies are related to avalanches of
emergent quasiparticles (magnetic monopoles). The non-stationary processes
observed in field sweeps in DTO have been argued to arise from inability of
the phonons to carry away the Zeeman energy released by the flipping spins.
As an additional proof, our results demonstrate that the thermal coupling of
the sample to the bath (environment) is important for the non–equilibrium re-
sponse of magnetic monopoles to the applied field. In HTO, however, we have
only observed rather smooth features in the same temperature and magnetic
field range. Apparently, in HTO the relaxation to equilibrium is too fast to
be detected in our experiments: such fast relaxation channels are presumably
provided by nuclear Ho spins in HTO.
Astonishingly, the sound attenuation of the acoustic cT mode exhibits a sharp
decrease at the first-order gas-liquid-type transition, evidencing negative relax-
ation processes. This relaxation happens to the some dynamical steady state
configuration of spins having higher energy than the lowest energy in the ab-
sence of sound waves. Such behavior is very unusual and rarely observed. We
analyze our observations using an approach based on exchange-striction cou-
plings and single-ion-type interactions. The temperature dependences of the
sound velocity and sound attenuation in DTO and HTO indicate a high sensi-
tivity of the spin-ice state to both the sweep rate and the sample history at low
temperatures. Moreover, we have shown that the single–ion magneto-elastic cou-
pling is responsible for high-temperature and high-magnetic-field anomalies of
5the sound characteristics. Crystal-electric-field effects lead to a renormalization
of the sound velocity and sound attenuation at very high magnetic fields.
Ultrasound experiments also have been performed on the quantum spin-ice
compound Yb2Ti2O7 (YbTO). Anomalies in the sound velocity and sound at-
tenuation evidence a first-order transition known as a transition from a magnetic
Coulomb liquid (MCL) to a Coulomb ferromagnet state. Our measurements in
applied magnetic fields revealed a transition from a fluctuating Coulomb ferro-
magnet state to a state with suppressed fluctuations. Reasons for the sound-
velocity and sound-attenuation renormalization are discussed.
This thesis is organized as follows: In chapter two, a brief introduction to
the elastic properties of solids is presented. In chapter three, the used experi-
mental technique is described. In chapter four, the spin-ice state and magnetic
monopoles are described. In chapters five, six, and seven, the results obtained
with ultrasound experiment on the sound velocity and sound attenuation in
(quantum) spin ice are discussed. In chapters five and six an analysis of the
results based on exchange-striction couplings and crystal electric field (CEF)
effects are presented.

2 Elastic properties of solids
This chapter gives an introduction to the theory of elasticity and its consequences
for the calculation of the sound velocity and sound attenuation in condensed
matter, focusing on the plane-wave limit. Elastic constants in cubic crystal
systems are considered. Then, the attenuation of the acoustic waves in solids
is discussed. Afterwards, the interaction of the acoustic waves with magnetic
ions by two mechanisms of magneto-elastic couplings are introduced: single–ion
strain interaction and exchange striction. Additionally, symmetry aspects are
discussed.
2.1 Hook’s law and elastic constants
In the 17th century Robert Hooke an English natural philosopher, discovered
that the extension of a spring is directly proportional to the load applied to it [12,
13]. From Hooke’s law, along with Newton’s second law, follows that the time a
particle needs to move and return to its equilibrium position is independent of
the force applied, within a given material.
For long acoustic wavelengths, (λ >> a, in which, a is the lattice constant)
local displacements of atoms and the internal structure of the unit cell is ir-
relevant from the viewpoint of vibrations, therefore, the solid can be regarded
as a continuous elastic medium [14]. The discontinuity of the lattice becomes
important only for vibrations of shorter wavelengths (λ ≈ a). In terms of fre-
quencies, the interpretation of lattice vibrations as elastic waves is justified for
frequencies up to the order of 1011 Hz [14]. Consideration of the solid bodies
as continuous media leads to the theory of elasticity. The basic equations of
elasticity were established in the 1820’s by Cauchy and by Poisson [15]. In the
elastic medium a relation between the stress and the strain is given by Hooke’s
law. A more general relationship between the stress tensor, σik, and the strain
tensor ǫjl can be expressed by σik =
∑
jl cikjlǫjl in which the elastic constants,
cikjl, are composed of a four-index tensor. The stress tensor, σik, represents the
components of force per unit area acting on an element in the solid; the first
subscript denotes the direction of the normal to the plane on which the stress
component acts, and the second subscript denotes the direction of the stress
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Figure 2.1: Displacement vectors, ~u, d~u of a volume element by shifting from site
r to r′ in an elastic deformation used for the description of strain.
component. Because of symmetry conditions arising from the assumed absence
of torques, the stress tensor is symmetric, σik = σki. The Cauchy relations are
symmetries that permit any permutation of the four tensor indices and give rise
to six reductions [15]. The symmetry of σik and cikjl in the first pair and last
pair of indices makes it possible to simplify the notation by going to matrix form
in which each pair of indices takes values as shown in table 2.1 [16].
Table 2.1: notations of elastic constants.
tensor notation 11 22 33 23, 32 13, 31 12, 21
matrix notation 1 2 3 4 5 6
The strain tensor interprets the coordinates of a point x before and after
deformation [17, 18]. The elastic constants are defined as the ratio of the applied
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stress to the strain (change in the shape of an elastic body). It is worth of note
that the elastic constants have the dimensions of energy per unit volume.
By considering elastic waves in an isotropic medium one can write, in plane-
wave approximation : ρu¨i = ∂σik/∂xk. Here, σik is a component of the stress
tensor and u the displacement vector introduced in Fig 2.1. With the stress–
strain relation, mentioned above which is the phenomenological Hooke’s law,
the vibrations of an elastic medium of density ρ are governed by the equation of
motion [19]: ρu¨i = ciklm
∂2um
∂xk∂xl
. For plane waves, ui = u0ie
i(k·r−ωt) the velocity
of propagation of the wave, v, can be obtained using this equation. Applying
the matrix notation, the elastic coefficients can be defined in terms of a mass
density and sound velocity:
cij = ρv
2. (2.1)
So far, we have discussed elasticity from a phenomenological or macroscopic
point of view. In principle, the motion of the atoms in a lattice can be determined
from a microscopic point of view by considering the interatomic potential energy,
V (u) [20, 21]. The potential can be expanded in powers of the displacement u,
V (u) = V0 +
1
2
(
∂2V
∂u2
)u2 +
1
3
(
∂3V
∂u3
)u3 + ... (2.2)
The approximation in which only second–order terms of the expanded poten-
tial are kept is called the harmonic approximation. By starting the description
of elastic waves using this potential in the long–wavelength limit of acoustic vi-
brations, the energy of the elastically deformed crystal can be derived in terms
of an elastic constant and strain.
2.2 Elastic constants in a cubic crystal system
The general relationship between the stress and strain by 36 independent elastic
constants can be represented in matrix format. Reductions in the number of
independent constants are possible by employing symmetry considerations. As
we mentioned above (Sec. 2.1), symmetry in the elastic-constant matrix requires
that cij = cji. There are 6 constants where i = j. Since cij = cji, only half of
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the remainning 30 constants with i 6= j are independent. Therefore, for the
lowest possible crystallographic symmetry (triclinic crystal systems) there are
21 independent elastic constants [18]

c11 c12 c13 c14 c15 c16
c12 c22 c23 c24 c25 c26
c13 c23 c33 c34 c35 c36
c14 c24 c34 c44 c45 c46
c15 c25 c35 c45 c55 c56
c16 c26 c36 c46 c56 c66


.
A further reduction in the number of elastic constants occurs because of the
symmetry in cubic systems. These symmetry considerations lead to c12 = c13 =
c23, c44 = c55 = c66, c11 = c22 = c33, and all of the other coefficients are zero.
Therefore, cubic systems require only three independent constants c11, c12, and
c44 [22] leading to 

c11 c12 c12 − − −
c12 c11 c12 − − −
c12 c12 c11 − − −
− − − c44 − −
− − − − c44 −
− − − − − c44


.
In an isotropic solid, there are two types of longitudinal and transverse sound
waves which can propagate through the material. For longitudinal sound waves
the propagation direction, k, is along the polarization direction, u, while, for
transverse sound waves the propagation is perpendicular to the polarization.
Using the equation of motion (mentioned in section 2.1) and sound waves with
propagation and polarization directions along the principal axes of cubic systems,
the sound velocities can be calculated from the independent elastic constants
(c11, c12 and c44) and mass density.
In Table 2.2 and Fig. 2.2 some elastic constants for different crystallographic
directions in a cubic crystal are shown [17, 18]. The elastic constants for other
crystal systems (tetragonal, orthorhombic and hexagonal) can be found in fol-
lowing references [17, 18].
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Figure 2.2: Various acoustic modes in a cubic crystal symmetry.
Table 2.2: Elastic constants and corresponding propagation and polarization di-
rection of sound waves.
k ‖ u ‖ [111] cL = c11+2c12+4c443
k ‖ [111]⊥u cT = c11+c44−c123
k ‖ u ‖ [112] c′L = 3cL+3c11−12cT6
k ‖ u ‖ [001] c44 = 6cT−3c11+3cL6
2.3 Attenuation of acoustic waves in solids
The basic properties of acoustic waves in solids can be determined by the mea-
surement of the attenuation and velocity of the sound waves [17, 18, 22]. The
elastic constants of a solid can be determined using the mass density and the
sound velocity, as mentioned in Sec. 2.2. In this section, the attenuation of
acoustic waves in solid is discussed.
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In real materials, the dissipation mechanisms of elastic waves can provide
additional information on their physical properties [18, 22]. These dissipation
mechanisms cause an attenuation of the elastic waves according to the distance
traveled. The term “attenuation” is usually used for energy losses (as measured
by an amplitude decay) arising from all causes when elastic waves are propagat-
ing through a solid medium. These total losses can be classified in broad sense
as scattering and absorption arising from the intrinsic physical character of the
solid under study. The sources for attenuation also can be classified in those in-
trinsic to the medium and those associated with the boundaries of the medium.
Losses in the medium can be further classified into three basic types: viscous
losses, heat-conduction losses, and losses due to internal molecular processes.
In order, to obtain the attenuation in terms of energy losses at a certain
distance the acoustic waves traveled in the medium, we consider the sound waves
in plane-wave approximation [18, 19]:
u(r, t) = u0e
i(ωt−k·r), (2.3)
where ω is the angular frequency and k is the propagation vector (see above).
An expression for an attenuated wave can be obtained by assuming that either
the propagation vector or that the frequency is complex.
In order to obtain the attenuation in terms of distance it is assumed that k is
real, and that v and ω are complex. Thus,
ω = ω1 + iα1,
which gives
u(r, t) = u0e
−α1tei(ωt−k·r), (2.4)
where α1 has the dimension of reciprocal time. A substitution in k
2v2 = ω2 of
the quantities defined by v = v1 + iv2 and ω = ω1 + iα1 yields, in this case,
α1 = kv2.
Since the attenuation is determined by the amplitude of the high–frequency
wave, one can use
u(r) = u0e
−αr.
Taking the logarithm, than can be written as
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logu(r) = logu0 − αr. (2.5)
Then, the difference of Eq. 2.5 for two points of r1 and r2, where r1 < r2,
results in
α =
1
|r2 − r1|
log u(r1)
log u(r2)
. (2.6)
Detailed treatments of the attenuation can be found in, Truell et al. [18] and
Tucker [22].
2.4 Symmetry approach to the elastic media
Molecules consist of finite numbers of atoms, and their symmetry is described
by so–called space-symmetry groups, point-group symmetries and local sym-
metries [23, 24]. For example, the point-group symmetry can be used for the
classification of the electronic states of a molecule [23]. The 32 crystallographic
point groups can be classified into seven systems: cubic, hexagonal, rhombohe-
dral, tetragonal, orthorhombic, monoclinic, and triclinic. The point groups in
Schoenflies notation are as follows [25]:
(1) Cubic: Oh, O, Td, Th, T ;
(2) Hexagonal and rhombohedral: D6h, D6, C6v, C6h, C6, D3h, C3h, D3d, D3,
C3v, S6, C3;
(3) Tetragonal: D4h, D4, C4V , C4h, C4, D2d, S4;
(4) Orthorhombic, monoclinic and triclinic: D2h, D2, C2v, C2h, C2, Cs, S2, C1.
The classification of electron and phonon states in crystals requires the knowl-
edge of the full symmetry group of a crystal (space group) [17, 26] and irreducible
representations of the space groups. In elastic media, the strain tensor, ǫ, can be
given in form of irreducible representations of strain of the corresponding point
group.
Using the linearized stress-strain relation, which is the phenomenological
Hooke’s law, one can calculate the elastic energy density from the work done
due to the deformation. The elastic energy density can be written as:
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F =
1
2
Cijklǫijǫkl =
1
2
Cmnǫmǫn. (2.7)
As an example, we consider the case of cubic symmetry. Using the equation
above, the elastic energy density for cubic symmetry can be written as
F =
1
2
C11(ǫ
2
x + ǫ
2
y + ǫ
2
z) + C12(ǫxǫy + ǫxǫz + ǫyǫz) +
1
2
C44(ǫ
2
yz + ǫ
2
zx + ǫ
2
xy). (2.8)
Here, the strains are dimensionless and the elastic constants can be expressed
in GPa. The elastic energy density is quadratic in the strains. This equation
can be rewritten as following:
F = 1
2
(C11+2C12)
3
(ǫxx + ǫyy + ǫzz)
2 + 1
2
{
1
2
(C11 − C12)
}
{
1
3
(2ǫzz − ǫxx − ǫyy)2 + (ǫxx − ǫyy)2
}
+ 1
2
C44(ǫ
2
yz + ǫ
2
zx + ǫ
2
xy).
(2.9)
Therefore, we have the desired symmetry strains and symmetry elastic con-
stants composed from ǫij and from c11, c12, and c44. In Eq. (2.9), ǫxx + ǫyy + ǫzz
is called volume strain, ǫB, which is associated with the bulk modulus CB =
(C11+2C12)/3. The symmetry strains ǫv = ǫxx−ǫyy and ǫu = (2ǫzz−ǫxx−ǫyy)/
√
3
are associated with the transverse (C11−C12)/2 mode. Also the symmetry strains
ǫxy, ǫzx, and ǫyz are linked to the transverse C44 mode.
Figure 2.3 shows the various symmetry strains and related elastic constants
for a cubic symmetry. One can see from Fig 2.3, that some of these symmetry
strains such as ǫxy, ǫzx, and ǫyz as well as the tetragonal distortions ǫu and ǫv are
volume conserving, while ǫB is not [17]. This property of the symmetry strains
is crucial for a number of phenomena. For example, the conservation of volume
is an essential parameter in structural transitions, while the absence of volume
conservation plays an important role in superconductivity.
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Figure 2.3: Symmetry strains for cubic symmetry and related elastic constants.
2.5 Sound-wave interaction with magnetic ions
There are various mechanisms by which sounds waves interact with magnetic ions
[17]. Spin-lattice interactions can be generally described by single-ion or two-ion
magneto-elastic coupling (exchange striction) [17, 26–30]. For example, systems
with diluted magnetic ions or some rare-earth compounds at high temperatures
can exhibit single-ion effects [17]. In some low-dimensional spin systems or
ferromagnetic materials the exchange-striction mechanism plays an important
role [17].
Both mechanisms of the spin–lattice interaction mentioned above can be used
in one approach for conduction and localized electrons. In the first case, the
sound velocity and attenuation can be strongly affected by the conduction elec-
trons. Manifestations of this coupling can be for example an anomalous tem-
perature dependence of certain elastic constants and magnetoacoustic quantum
oscillations.
For insulating magnetic materials in single-ion approximation, Van Vleck [31],
suggested that the interaction between the magnetic moment of an ion and lattice
vibrations is indirect. Based on this theory, lattice vibrations change the CEF
which can results in a change of the orbital state of the ion. The latter change
then can be transferred to the magnetic moment by means of spin-orbit coupling
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[31, 32]. In insulators, the spin-lattice coupling is responsible for a number of
effects such as: an anomalous temperature dependence of elastic constants and
the cooperative Jahn–Teller effect.
In this thesis, all compounds studied are insulators, and, therefore, spin–lattice
interactions for localized electrons is only relevant. In the next two subsections,
we will introduce two different mechanisms of spin–lattice interaction; single-
ion-strain interaction and exchange-striction couplings.
2.5.1 Single-ion-strain interaction
As we mentioned above, the coupling of the strain to a magnetic ion can be
considered as single ion–strain interaction. This interaction arises from the mod-
ulation of the crystal electric field by strain change.
Using symmetry strains of the irreducible representation of the crystal group
symmetry, Γ, combined with quadrupole (l = 2 for 3d ions) and higher order
multi–pole operators (l = 4 and 6 for 4f ions), the single-ion magneto–elastic
Hamiltonian is given by
Hme =
∑
Γ,n
gΓ,nǫΓOΓ,n. (2.10)
Here, gΓ is the magneto–elastic coupling constant, OΓ,n is the multipolar op-
erator with n = 2, 4, and 6 and ǫΓ is a symmetry strain. As an example, for
the symmetry strains ǫΓ for cubic symmetry the quadrupolar operator for the
same symmetry is OΓ. The quadropolar operators can be expressed in terms of
the Steven’s operators Oml [17]. The Steven’s operators in turn can be written
in terms of angular-momentum components Ji. The field and temperature de-
pendence of the elastic constants in rare–earth compounds can be explained by
single–ion-strain coupling mechanism [33]. Moreover, a softening of an elastic
constant indicates the coupling of the magnetic ion to the strain in that elastic
mode.
In this thesis, the results of some theoretical calculations based on the single-
ion-strain interactions will be presented in section 6.2.1.
2.5.2 Exchange Striction
Two-ion magnetoelastic coupling or exchange striction arises from the modula-
tion of exchange interactions by changes in the lattice configuration (see Fig.
2.4). This mechanism usually can be responsible for a number of elastic effects
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and interesting phenomena such as propagation of sound wave near some phase
transitions e. g. an anomalous behavior in thermal conductivity [34]. The
Hamiltonian describing exchange striction can be written as follows:
Hexs =
∑
i,j
[J(δ + ui − uj)− J(δ)]Si · Sj. (2.11)
Here δ = Ri − Rj measures the distance between two magnetic ions and
ui is the displacement vector for the ion Ri. With a sound wave given by
u = Ueqexp(i(q · r − ωt) with e is the polarization vector, U amplitude of the
wave and ω is the frequency of the sound wave, the exchange striction can be
written as follows:
Hexs =
∑
i,j
[
dJ
dr
(
δ
δ
).(ui − uj)
]
Si · SJ . (2.12)
There are various experimental methods, to determine the derivative of
the coupling constant. dJ/dr. Therefore, in special cases, such as for low-
dimensional spin systems, one can determine it from the temperature and field
dependence of the elastic constants [29, 35–41].
Another way to estimate dJ
dr
is from the pressure dependence of the Curie or
Ne´el temperatures or from thermal-expansion anomalies at these temperatures.
Using the magnetic Gru¨neisen parameter, i.e. the logarithmic volume deriva-
tive of the exchange interaction which can be written in terms of the critical
temperature (Tc), pressure, and bulk modulus [17] as
Γm =
∂ ln J
∂ lnV
= −cB ∂ lnTc
∂p
. (2.13)
With cB the bulk modulus, an average exchange-striction constant can be
determined from the pressure dependence of the magnetic transition temperature
[17]. When the nearest-neighbor exchange interaction, Jnn, is antiferromagnetic
(negative) and if the exchange interaction decreases with increasing separation
between the magnetic ions, the system (magnetic plus elastic) will lower its
energy by contracting. For positive ∂ ln J
∂r
an expansion is energetically more
favorable.
Magnetoacoustic studies of the spin-ice material DTO will be discussed in
section 5.3 using the exchange-striction mechanism.
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Figure 2.4: Schematic visualization of the exchange striction between two mag-
netic ions. The change of the distance between the two magnetic
ions is shown by displacement vectors, ui, uj, for the ions in the
positions Ri and Rj. The exchange interactions before and after the
displacement are J and J
′
= J + dJ
dr
(δ
δ
).(ui − uj) for the distances δ
and δ + ui − uj between the ions, respectively.
3 Technical details of ultrasound
studies
The ultrasound technique is an experimental method which can be favorably
used for the investigation of magnetoelastic interactions by probing the bulk
response of materials on sound-wave propagation. Typically, the sound velocity
and sound attenuation are measured as a function of external parameters. The
ultrasonic frequency range is normally regarded from about 20 kHz to 1000
MHz (although the upper limit of the ultrasound frequency in not very well
defined). In the last few decades, different methods have been used to measure
the sound velocity and sound attenuation [17, 18, 22]. In one approach, this
technique can be classified based on methods which use ultrasound transducers
and others which do not use it. For example, Raman scattering, vibrating reed,
and Brillouin scattering belong to the transducer-free class of methods [17, 22].
For transducer-based methods, phase sensitive detection is most widely used to
measure the sound velocity and attenuation. Another interesting method is the
resonant ultrasound spectroscopy, where a rectangular shaped sample is placed
between two piezoelectric plates [17, 18, 22].
In this thesis, I used the phase-sensitive detection method under static and
pulsed high magnetic fields at low temperatures. For the measurements, piezo-
electric transducers were bond to the sample under investigation. A pulsed
electromagnetic signal is applied across the piezoelectric transducer. Due to the
piezoelectric effect, an acoustic wave is excited and then propagates through the
specimen.
In the next section, we discuss in detail the measurement of the sound velocity
and sound attenuation. The basic elements of the pulse-echo method and the
sample preparation are treated in section 3.2. The measurements under static
and pulsed magnetic field will be addressed in sections 3.3 and 3.4.
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Figure 3.1: Sample–transducer arrangement for an ultrasound experiment. The
electrical contacts are gold wires bond to the transducer with silver
paste.
3.1 Measurement of sound velocity and sound
attenuation
As we mentioned above, there are several methods of sound-velocity and sound-
attenuation measurements using piezoelectric transducers. Here, one of these
techniques based on the phase-comparison method will be explained. In this
method, first an electric radio-frequency pulse generates acoustic waves in a
piezoelectric transducer bond to the sample (see Fig. 3.1). Then, the acoustic
wave passes through the sample experiencing multiple reflections. The time
delay for an ultrasound pulse to travel from one transducer to another or to
return to the same transducer as well as the ratio of the sound waves amplitude
after each reflection can be measured. The obtained data yield, for a known
path length, the absolute sound velocity and the sound attenuation.
Absolute measurements of the sound velocity can vary in accuracy as a func-
tion of several parameters, such as sample path length, acoustic impedance
match between the sample and the transducer, thickness of the transducer, and
thickness of the bond. The longer the sample path length, the better the reso-
lution in ultrasound echo patterns. In addition, often the presence of cross talk
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effecting the echo patterns is inevitable. To obtain a better signal, the cross talk
should be reduced. One of the advantages of this method is the low average
energy input to the crystal, therefore, low–temperature measurements are easily
possible.
3.2 Sample preparation
Single crystals used in this thesis were grown by G. Balakrishnan and A. Maljuk
under oxygen-gas flow by the floating-zone method in an infrared furnace (for
detailes of growing the pyrochlore rare–earth titanates refer to [42]). The samples
were cut and polished leading to two parallel surfaces perpendicular to the high-
symmetry crystallographic directions (this procedure is general for any kind of
samples). The high-symmetry directions in cubic crystals are along the [111],
[110] and [001] crystallographic axes. This orientations were controlled by X-ray
Laue diffraction. Resonance LiNbO3 or wide-band PVDF-film (polyvinylidene
fluoride film) piezoelectric transducers glued on the polished surfaces of the
sample were used to generate and detect ultrasound waves in the frequency
range of 30 - 200 MHz. The quality and number of observable echoes after
multiple reflections depends on a number of parameters, such as quality of the
crystal and parallelism of the surfaces. The sample was fixed in a sample holder
made out of brass in 3He, or 4He gas-flow cryostats or a dilution refrigerator.
Since the transducer is a very important part of the experiment, let us con-
sider briefly the properties of transducers used in this technique. For ultrasonic
applications, transducers constructed of piezoelectric materials are used most
commonly. Transducers can be used both as transmitters and receivers of me-
chanical vibrations for a wide range of frequencies. To determine the ultrasonic
properties of a specimen, the ultrasonic losses in the transducer should be small
compared to those in the specimen. An essential feature of piezoelectricity is
the validity of a linear relationship between applied electric field and mechanical
stress or strain. Although piezoelectricity is a bulk property, the conversion of
electrical to mechanical energy occurs principally at the surfaces of piezoelec-
tric devices. There exist a number of crystals which can be used as piezoelectric
transducers, such as quartz or LiNbO3. Natural crystals such as quartz are inher-
ently piezoelectric, with properties determined by their crystallographic features.
Quartz exhibits a low ultrasonic attenuation (high mechanical quality factor Q)
and a low electromechanical coupling coefficient. The electromechanical cou-
pling coefficient is a parameter which describes how efficient the conversion of
the electrical to the acoustic energy is.
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Figure 3.2: The response of a piezoelectric transducer to an alternating voltage
and the generation of a longitudinal (L) or transverse wave (T).
The piezoelectric transducers can resonate in a thickness expander mode for
the generation and detection of longitudinal waves or in a thickness shear mode
for the generation and detection of transverse waves (see Fig. 3.2). In contrast
to the transverse transducers, for longitudinal transducers the polarization and
propagation directions of the sound waves are the same. A particular transducer
must be chosen in accordance with the specific application. The longitudinal
transducers used in this work are LiNbO3 thin films and the transverse ones are
41 deg X-cut lithium niobate overtone transducers with 2.8 ± 0.08 mm diameter.
3.3 Measurements in static magnetic fields
In this section, the setup used for the ultrasonic measurements is described. The
phase-sensitive detection method, employed in this work, enables us to measure
simultaneously the ultrasonic velocity, ∆v/v, and the attenuation ∆α. These
measurements can be carried out as a function of temperature and magnetic
field.
Figure 3.3 shows a simplified electronic circuit of the setup. With the fre-
quency generator a frequency between 30 and 500 MHz is chosen, depending
on the signal quality monitored by an oscilloscope. The pulse generator sets all
time intervals and triggers the whole setup with a pulse duration of 50 - 200
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nsec and a typical repetition rate of 2 kHz. The pulses amplified by a power
amplifier are converted to ultrasonic pulses and vice versa by the transducers
on both sides of the sample. The transit time of a ultrasonic wave propagated
through the sample is denoted by τ0 (see Fig. 3.4a). Each following echo with
exponentially decaying intensity, is delayed by 2τ0. Each transit gives a phase
shift of the signal of φ = kL0. The n-th echo, therefore, has a phase shift of
Φn = kL0(2n+ 1) =
ω
v
L0(2n+ 1), (3.1)
with respect to the reference signal. Here, k is the wave number of the ultrasound
wave, L0 the length of the sample,
ω
2π
is the frequency f , and v is the sound
velocity.
In order to obtain the phase change, the received signal from the sample
(B = B0 cos(ωt+φn) is amplified and multiplied to the 90
0 phase shifted signals
received from a quadrature hybrid (A1 and A2) and then split into two channels
(channels In and Qn). The change of the phase shift can be related to the
relative change of the sound velocity in absence of any change in the sample
length and ultrasound frequency (see Eg. (3.2)). According to this equation, the
sound velocity can be measured by either locking the frequency or locking the
phase. In the method used, there is a feedback loop (see Fig. 3.3) to keep the
phase constant,
dv
v
=
dω
ω
− dΦn
Φn
+
dL
L0
. (3.2)
The sound attenuation can be measured by taking the 900 shifted Q channel.
The sound attenuation has been discussed in Sec. 2.3. The sound attenuation
in the unit db
cm
can be calculated for echo number n by:
α =
−20
(2n+ 1)L0
log
Q
Q0
, (3.3)
where Q0 is the signal Q at the beginning of the measurement.
In this technique, the frequency range of 30 − 500 MHz is covered and the
duration of the ultrasonic pulse can be tuned from 10−7 sec up to a few µsec.
The repetition rate may strongly affect the sample temperature and lies in or-
der of a few hundred Hz for measurements in the mK temperature range. At
higher temperatures, it can be increased up to 3 kHz or even up to 50 kHz for
measurements in pulsed field (see next section).
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Figure 3.3: Experimental setup for measuring the sound velocity and attenua-
tion. Here we show the apparatus with frequency feedback control.
3.4 Measurements in pulsed magnetic fields
For the measurements in pulsed magnetic fields the same setup as for static fields
can be used with small differences in the data-acquisition system. The feedback
loop described for the measurements in static magnetic fields is too slow to
follow the changes in pulsed magnetic fields. Therefore, the experiments have to
be performed at a locked-frequency mode. The signals In and Qn for a typical
echo pattern are shown in Fig. 3.4a. The phase and amplitude changes from
both channels can be extracted. The change in the sound velocity is inversely
proportional to the change [see Eq. 3.1] in the phase which must be determined
from the data of the two channels.
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Figure 3.4: (a)Sound-echo trains versus time for the channels I and Q with 900
phase shift between them. The 1st echo is denoted by an arrow.
Gate 1 and gate 2 determine the time for signal integration in both
channels. (b) Evolution of I with respect to Q under an applied field.
(c) Amplitude change of I and Q versus time. The applied field in
this case was up to 62 T .
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The change of sound the velocity leads to a rotation of a vector in the I −Q
plane. With increasing field the vector moves from the position for B = 0 to the
position with B = 62 T (Fig. 3.4b). From Eq. 3.1 one can write:
Φn =
ω
v
L0(2n+ 1) = 2Nπ + arctan(
Qn
In
), (3.4)
in which N is an integer number. From above, the relative change of the sound
velocity in pulsed-field measurements can be written as:
∆v
v
= −
[
arctan(Q
I
)− arctan(Q0
I0
)
2πf(2n+ 1)τ0
]
. (3.5)
The sound attenuation can be calculated from the length of the vector (An =√
I2n +Q
2
n shown in Fig. 3.4b), where the vector length is proportional to the
sound amplitude
∆α = −20
L0
log
√
|Q|2 + |I|2√
|Q0|2 + |I0|2
. (3.6)
The repetition rate of the ultrasonic pulses has to be higher in the pulsed-field
experiments. For a pulse duration of 100 ms a repetition frequency of the order
of 50 kHz is desirable. The resolution of the sound-velocity measurements for
the setup shown in Fig. 3.3 is of the order of 10−6 for static-field measurements.
For pulsed fields this reduces to about 10−5.
For the generation of pulsed magnetic fields at the Dresden High magnetic
Field Laboratory (HLD), there is an energy discharge of a capacitor bank
through a specially designed coil (see Fig. 3.5). The maximum stored energy
in the capacitor bank is about 50 MJ. The discharge is triggered by optically
driven switches. This coil is cooled by liquid nitrogen. The experiments have
been carried out using 4He cryostats down to 1.4 K. In Fig. 3.6 we show the
typical time dependence of a pulsed field used for ultrasound experiments. The
rise time to maximum magnetic field is about 25 ms and the complete pulse du-
ration is about 150 ms (see Fig. 3.6). Detailed information about the capacitor
bank, discharge processes, and coil design can be found in the references [43, 44].
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Figure 3.5: Simplified electric circuit of the pulsed field instrument. The coil is
energized by capacitor bank.
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Figure 3.6: Time dependence of a pulsed magnetic field used for ultrasound ex-
periment.

4 Spin ice and magnetic monopoles
In this chapter, I review some properties of spin-ice materials with particular at-
tention to magnetic monopoles occurring in spin-ice materials. In the history of
physics, the hypothesis about the possible existence of a magnetic monopole (as
a fundamental particle), has remained the focus of intensive research by genera-
tions of physicists. Investigations in solid state physics, have recently addressed
the presence of magnetic monopoles in some pyrochlore oxides. Materials with
the general formula R2Ti2O7 where R is a rare-earth ion, exhibit various prop-
erties ranging from spin liquid, spin ice, quantum spin liquid to quantum spin
ice. The magnetic monopoles in the pyrochlores arise from local fractionaliza-
tion of dipole moments [4]. This chapter reviews their properties, mainly from
an experimental perspective.
This chapter is organized in the following way. In the next two sections I
introduce some basic features of the theory of spin ice. The third section reports
on the properties of DTO and HTO. The forth section is a review on magnetic
monopoles. Finally, the magnetic monopoles in spin ice will be discussed.
4.1 Theory of spin ice
For more than a decade, the pyrochlore rare–earth titanates R2Ti2O7 have been
intensively studied experimentally and theoretically as model systems of spin ice
[5, 10, 11, 45]. These materials have a face-centered cubic structure and space
group FdN3m and there are eleven ions per unit cell. In the 1960s, Anderson
[46] considered the direct mapping of the pyrochlore lattice onto the water-ice
lattice. The spin-ice state in which two spins of a tetrahedron are directed inward
and two spins are directed outward , was mentioned in a paper on geometrical
frustration in the pyrochlore compound HTO by M. J. Harris et al. in 1997
[47]. In 1999, A. P. Ramirez et al. noticed that there is an analogy between the
properties of the geometrically frustrated Ising pyrochlore compounds HTO and
DTO [5, 10, 45].
According to an argument of Pauling [48], the residual entropy of water ice
at 0 K is S0 = kBlogΩ0 =
NkB
2
ln(3
2
). This entropy arises from the special
tetrahedron- shaped arrangement of the hydrogen and oxygen ions in water ice.
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Figure 4.1: Configuration of protons and oxygen in water ice (left) and magnetic
moments in spin ice (right). In water ice, each oxygen is bond to four
hydrogens in a tetrahedral structure by two covalent (r2) and two
hydrogen (r1) bonds in which r1 > r2. In spin ice the hydrogen atoms
are replaced by magnetic ions and the distances r1,r2 are mapped to
the direction of the magnetic moments.
In this arrangement, each oxygen ion is surrounded by four hydrogen ions, where
two hydrogen ions are located closer to the oxygen than the other two (see Fig.
4.1).
In spin-ice materials, six of the 24 = 16 possible spin configurations in each
tetrahedron satisfy the spin-ice condition (2 in - 2 out state) (see Fig. 4.2). The
calculated entropy from these spin configurations is similar to the entropy of
water ice. Experimentally, it has been found, using specific-heat measurements
that the entropy in spin-ice materials exhibits a residual entropy at 0 K similar to
the entropy in water ice. Figure 4.3 displays the typical temperature dependence
of the entropy of spin-ice materials. Over the past decade, it has been well
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Figure 4.2: All possible spin configurations in the tetrahedral structure of spin
ice. There are 6 equivalent configuration of 2 in - 2 out states, 8
configurations of 3 in - 1 out or 3 out - 1 in, and 2 configurations
with all spins in or all spins out.
established that spin-ice materials obey the Pauling entropy, although recent
investigations suggest that there exist some deviations [49].
The properties of spin ice are well described by a Hamiltonian with exchange,
Jnn, and dipolar, Dnn, interactions [50] (Mathematical details of this Hamilto-
nian can be found in [4]). The effective interaction, Jeff , can be written as
Jeff = Jnn +Dnn. (4.1)
The effective interaction in this kind of materials is dominanted by dipole-
dipole interaction [5]. Nearest-neighbor-exchange interaction, Jnn, for HTO and
DTO are –0.52 K and –1.24 K, respectively, and Dnn is 2.35 K for both com-
pounds [5]. Thus, Jeff is positive for both materials with Jeff (HTO) = 1.8 K
and Jeff (DTO) = 1.1 K. An Ising system can display spin-ice properties even
for antiferromagnetic nearest–neighbor exchange interactions, Jnn < 0, as long
as Jeff > 0. The theoretical phase diagram for spin ice, introduced by den
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Figure 4.3: Temperature dependence of the magnetic entropy of spin-ice DTO
obtained from specific-heat measurements exhibiting a Pauling resid-
ual entropy at 0 K [10]. If there would be no Pauling entropy, the
entropy change from 0 to 10 K should be Rln(2).
Hertog and Gingras [50], indicates that for Jnn
Dnn
> −0.91 a spin-ice state is sta-
ble. In HTO and DTO this ratio is –0.22 and –0.52, respectively. The magnetic
dipole–dipole interactions dominate the exchange interaction and, therefore, the
materials do not show long–range ordering even down to 50 mK [51, 52].
Spin-ice materials exhibit a number of peculiar low-temperature properties
related to excitations out of the spin-ice ground state, which will be discussed
in the next chapter.
4.2 Quantum effects in spin ice
In spin-ice materials with quantum fluctuations, there is a quantum–mechanical
tunneling between different spin configurations of the spin-ice state (see Fig. 4.4)
[6, 7, 53–55]. Such a state has a vanishing entropy at zero temperature, and
so satisfies the third law of thermodynamics. In quantum spin ice quantum
fluctuations are strong and, therefore, elementary excitations exhibit a different
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Figure 4.4: Quantum tunnelling of the system from one spin configuration to
another. The main tunnelling is the reversal of a set of Ising spins
with closed circulation on a 6–link hexagonal plaquette[6].
behavior than the ones in the spin ice. In the next section, we will discuss in
more detail these excitations.
In spin ice, it has been shown that a magnetic field along [001] can cause a
Kasteleyn transition from the Coulomb phase to an ordered phase where the
spins are aligned with the field and fluctuations are suppressed [56–58]. For the
corresponding quantum spin ice, this becomes a quantum phase transition from
a Bose condensate to a vacuum state. The Kasteleyn transition in the spin-ice
materials DTO and HTO will be discussed in the next section.
Neutron scattering and muon spectroscopy provide evidence that Tb2Ti2O7
and Yb2Ti2O7 are examples for quantum spin-ice materials [59]. Muon spin
rotation reveals spin fluctuations down to the lowest temperatures.
4.3 Dy2Ti2O7 and Ho2Ti2O7
In recent years, several experimental studies have been performed in order to
better understand the magnetic properties of HTO and DTO [60–72]. Concomi-
tantly, some theoretical models have been developed to describe the obtained
results. In this section, I briefly discuss on the reported experimental results
using different experiments to probe various properties of spin ice. The spin-ice
materials mostly have been studied using neutron scattering, specific-heat mea-
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surements, optical Raman spectroscopy, magnetization, ac susceptibility, ther-
mal conductivity, Muon spectroscopy and magnetostriction.
Among the experiments listed above, multiple experimental techniques have
been used to study relaxation processes in the spin ice. The spin-relaxation pro-
cess in DTO shows an anomaly between approximately 5 - 13 K [73, 74]. At these
temperatures, the magnetic-relaxation time is temperature independent (shows
a plateau behavior) and deviates from the Arrhenius law [75, 76]. Recent inves-
tigations on the spin-ice material DTO have revealed that this deviation arises
from diffusion of magnetic monopoles (the experimental data which have been
explained in the context of magnetic monopoles is discussed separately in sec-
tion 4.5) [74]. The relaxation of the magnetization at very low temperatures
below 1 K, shows some freezing process [77]. The relaxation properties of HTO
have been studied by use of AC-susceptibility measurements [78]. These mea-
surements show with varying frequency two different processes on different time
and energy scales.
The essential importance of dipolar interactions ( mentioned in the previous
section) beyond the nearest neighbors in DTO and HTO has been suggested by
susceptibility and neutron-scattering measurements [50, 51]. Moreover, magne-
tization and AC susceptibility of single crystals of the spin-ice compound DTO
for field applied along [111] confirm a spin freezing below 0.5 K [66].
Non-equilibrium conditions and dynamics in spin ice have been studied by
magnetization [79], ultrasound [80], and thermal-conductivity measurements
[81]. However, the role of the lattice degrees of freedom in spin–ice materi-
als has still to be thoroughly investigated. In the next chapter, non-equilibrium
processes will be discussed in more detail.
Figure 4.5 exhibits the phase diagram of DTO extracted from magnetocaloric-
effect measurements [60]. The zero-field state at low temperatures is 2 in-2 out
(spin ice), also called frozen state. At non-zero fields, a Kagome-ice state exists
up to 0.9 T for DTO and up to 1.5 T for HTO [57]. In this state, a conversion
from the three-dimensional spin-ice configuration to a two-dimensional Kagome
spin arrangement take place [82], where the applied field pins one spin per tetra-
hedron along the [111] direction, but since the field still is not strong enough,
the three other spins rearrange in a way not to violate the ice rule. Therefore,
in the Kagome-ice state the produced entropy by applying the magnetic field is
finite [57]. The solid line in Fig. 4.5 shows a first–order transition from a low
concentration of 3 in–1 out or 3 out–1 in states to a high concentration of 3
in-1 out or 3 out-1 in states in DTO. This ends at about 0.4 K. For HTO, a
metamagnetic transition was found at the first-order transitions [83]. According
to this experiment, a magnetization plateau is characteristic for Kagome ice.
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Figure 4.5: T − µ0H phase diagram of DTO for magnetic field along [111] [60].
As mentioned before, another transition occurring, when applying a magnetic
field along the [100] direction in spin-ice materials is the symmetry-preserving
Kasteleyn transition. This was concluded from analyzing magnetization data
[56]. This has also been evidenced by neutron-scattering measurements [57].
The HTO and DTO display different properties in some experiments, due to
strong hyperfine interactions in HTO. These interactions provide an additional
heat bath in HTO, which can be identified by specific-heat measurement. Fig-
ure 4.6 shows measured specific heat data for HTO (open square) together with
the estimated nuclear contribution (solid line) to the specific heat [52]. The
nuclear component of the measured specific heat is estimated from the nuclear
contribution obtained for Ho2GaSbO7 [52]. In this figure, open circles display
the electronic component of the specific heat which is in agreement with the-
ory (closed circle). The experimental data show that below 5 K the hyperfine
interactions play an important role. Compared to HTO, such interactions are
of importance in DTO only at much lower temperatures [84]. µSR results ob-
tained on a polycrystalline DTO sample evidence remanent spin fluctuations
at 20 mK, inside the spin–ice state. This phenomenon was attributed to the
hyperfine interaction with the 161Dy and 163Dy nuclear spins [84].
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Figure 4.6: Experimental results and numerical simulation of the electronic and
nuclear components of the specific heat in HTO [52].
In HTO and DTO the strong crystal electric field acting on the magnetic
ions gives rise to an almost ideal classical Ising spin [85]. In spin-ice materials
the spin–orbit coupling is dominant, so that free rare–earth ions are very well
described in the basis of |J,mJ〉. In the cubic compound HTO, the J = 8 mul-
tiplet of the Ho3+ (4f 8) ion splits into ten levels due to the D3d local symmetry
[86, 87]. The ground state is known to be a Eg doublet. Neutron scattering and
optical experiments show that the first excited state of the CEF multiplet is well
separated from the ground state. This separation from optical measurements
is 104 cm−1 or 150 K which is smaller than the 230 K obtained from neutron-
scattering measurements. For DTO, the first excited state is separated from the
ground state as observed for HTO. For this compound, the ground state is a
|15/2,±15/2〉 Kramers doublet [88, 89].
4.4 Magnetic monopoles
The theory of magnetic monopole started with a 1931 paper by Paul Dirac [8]. In
this paper, Dirac showed that the existence of magnetic monopoles is consistent
with Maxwell’s equations only if electric charges are quantized. Dirac demon-
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strated the consistency of magnetic monopoles with quantum electrodynamics
and some other physicists showed the necessity of monopoles in grand unified
gauge theories [90, 91]. In later theories, magnetic monopoles appear in sponta-
neously broken unified gauge theories. Almost all theories agree that, if magnetic
monopoles exist, they are too massive to have been produced in manmade radia-
tion. Potentially, the existence of magnetic monopoles as a fundamental particle
can be proved only by the detection of their signals from cosmic rays [90, 92–95]
After a few decades of searching for magnetic monoples in cosmic rays [8, 9, 90–
100] or in lunar materials [101, 102], physicists have turned their attention to the
search for monopoles in condensed matter. Magnetic monopoles in condensed
matter are mainly considered as emergent quasiparticles. Topological insulators
[103] and spin-ice materials were chosen as most promising candidates [4].
The monopoles in spin ice do not require a modification of Maxwell’s equa-
tions. They do interact similar to the electric charges through Coulomb’s law,
but with magnetic origin. Therefore, it is called magnetic Coulomb’s law [4].
4.5 Magnetic monopoles in spin ice
The most elementary excited state out of the spin–ice ground state can be
achieved by a spin flip in a tetrahedron which violates the ice rule by a transition
from a 2 in - 2 out state to 3 in - 1 out (or 3 out – 1 in) state (see Fig. 4.7).
This excitation can be well described by a stretched magnetic dipole resembling
solenoidal tubes (so called Dirac string) made of magnetic flux. At the ends of
these tubes the resulting defects look like magnetic monopoles (see Figs. 4.7
and 4.8). These emergent quasiparticles are located in tetrahedra with 3 in - 1
out or 3 out – 1 in state and are connected via a Dirac string. One of the most
prominent theoretical explanations of the Dirac string and this kind of mag-
netic monopoles (in spin-ice materials) is based on a dumbbell model. Figures
4.8 and 4.7 visualize magnetic monopoles and Dirac strings using the dumbbell
picture of magnetic moments from different views. In this model, the magnetic
dipoles located on a pyrochlore are replaced by dumbbells consisting of equal
and opposite magnetic charges that sit at the ends of the dumbbell (The dis-
tance between the ends of a dumbbell is ad =
√
3/2a, where a = 3.54 A˚ is the
lattice constant for DTO) [4]. The magnetic charge can be calculated using the
dumbbell model in spin-ice materials by qm = ±2µ/ad, where µ is the magnetic
moment[4]. Calculations based on the dumbblle model have revealed that the
energy cost of separating of monopoles from one another approaches zero when
the magnetic charges are separated by a few tetraheda in the crystal (see Fig.
4.9). Consequently, the magnetic monopoles in spin ice (in zero applied field)
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Figure 4.7: Cubic structure of spin ice and arrangement of magnetic monopoles
connected to a Dirac string in tetrahedra with three spins pointing
inward and one outward or vice versa. The intermediate tetrahedra
between two monopoles, where the Dirac strings passes, remain in
the spin-ice state (with two spins pointing inward and two spins
outward of the tetrahedra).
can act as free particles on a random walk and Dirac strings have no preferential
direction.
As mentioned above, a pair of magnetic monopoles in spin-ice materials, sep-
arated by the distance r, interact through a Coulomb law in the form of −µ0q
2
m
4πr
.
The Coulomb interaction in the dumbbell model for spin ice is comprised of the
magnetic Coloumb interaction and an entropic Coulomb interaction [4]. Entropic
Coulomb interactions or entropic forces are phenomenological rather than micro-
scopical forces which arise from the statistical tendency of the internal system to
increase the entropy. This interaction vanishes at low temperatures. Therefore,
the Coulombic interaction of magnetic monopoles has only a magnetic origin.
The Coulomb interaction of magnetic monopoles explains the results of heat-
capacity measurements [4, 104]. Theoretical studies propose that two types of
magnetic monopoles (free and bound magnetic monopoles) are created when the
spin-ice state is entered from high temperatures. The free magnetic monopoles
have a short lifetime as annihilation takes place when two monopoles meet each
other, whereas the bound magnetic monopoles have a longer lifetime due to their
confinement.
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Figure 4.8: Magnetic moments in a pyrochlore lattice before and after a spin
flip in two neighboring tetrahedra (a and b) replaced by dumbbells
with oppositely signed magnetic charges (c and d). The terahedra
before the spin flip in (a and c) are in the ice state, with two spins
pointing in and two out, giving zero net charge on each tetrahedron.
Inversion of the shared spin change the spin configurations to three
spins pointing in and one out (or three spins pointing out and one in)
generates a pair of magnetic monopoles (b and d). This configuration
has a net magnetic moment on each tetrahedron. (e)The Dirac string
and a pair of separated monopoles shown in a Kagome lattice (large
red and blue spheres). Mapping of the magnetic moment to the
dumbbell picture is shown in (f). a is the dumbbell length or lattice
constant [4].
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Figure 4.9: Numerical evaluation of the monopole-interaction energy in spin ice
as a function of monopole separation in units of the lattice constant
a [4].
Some experimental studies and numerical calculations show that in spin ice
the magnetic flux through the surface is nonzero [105]. Consequently, the di-
vergence of the magnetization is also nonzero, i.e., ∇ ·M 6= 0, which implies
that this region contains a positive or negative magnetic charge. The magnetic
field produced by the magnetic charges is determined by an equation similar to
Poisson’s equation in electrostatics: ∇ · H + 4π∇ ·M = 0 ⇒ ∇ · H = 4πqm,
where qm is a magnetic charge.
In addition, the presence of magnetic monopoles and Dirac strings in spin ice
has been verified, by polarized neutron scattering [64]. It is worth to note that,
Dirac strings are made out of magnetic flux and can interact with the magnetic
moment of neutrons. Effects of this interaction can be seen as broadening of
pinch-point features in the Brillouin zone at the points such as (0,0,2), (1,1,1)
and (2,2,2) and so on (see Fig. 4.10) [64]. In addition, the Coloumb interaction
of monopoles results in a dipolar-like decay of spin-spin correlations which can
be Fourier transformed into pinch points as shown in Fig. 4.10. This experiment
indicates that the mean free path of monopoles is restricted by proliferation
of bond monopoles at finite temperatures (above 1.7 K) and free monopoles
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Pinch points
Figure 4.10: Polarized neutron-scattering map of spin ice, Ho2Ti2O7. Arrows
indicate two pinch points at (0,0,1) and (-1,-1,1) [64].
dominate at lower temperatures [64]. In addition, it can be inferred that the
length of a Dirac string related to free monopoles can reach up to few hundred
A˚ at lower temperatures.
4.5.1 Magnetic monopoles in the presence of quantum
effects
The magnetic monopole behavior in quantum spin ice is puzzling, according
to the obtained results on some quantum-spin ice compounds. As we discussed
before, the effective interaction in spin ice is dominanted by dipolar interactions,
while in quantum spin ice, the dipolar interaction is comparable to the exchange
interaction. In quantum spin ice the phase transitions cannot be described by
the gas-liquid transition paradigm. Instead, some possible phases and transitions
may be explained by the Bose-Einstein condensation of magnetic monopoles.
Another characteristic suggested for magnetic monopoles in quantum spin ice
is the presence of an electric field and dynamical emergent photons due to the
fluctuation of magnetic monopoles in the quantum-spin liquid phase (QSL). A
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magnetic monopole in this state corresponds to a “spinon” (or anti–spinon)
excitation in the spin liquid [59].
Quantum strings in quantum spin ice, are reminiscent of Dirac strings in spin
ice, that is the manifestation of weak quantum spin fluctuations with monopoles
at their ends. In contrast to the Dirac strings in spin ice which are tension-
less, strong quantum fluctuations in quantum spin ice make the strings tension
negative and give rise to the deconfinement of monopoles [106]. In chapter 7
properties of magnetic monopoles in one of the quantum spin-ice compounds,
Yb2Ti2O7, will be discussed.
5 Low-field results
From this chapter to the end of the thesis, results of the ultrasound experiment
on the spin-ice materials and their analysis will be discussed. This chapter is
devoted to the investigation of low-energy field-induced properties of DTO and
HTO in the context of magnetic monopoles with particular attention to some
surprising phenomena such as non-stationary field-driven processes in DTO. In
addition, we have analyzed the effects of a dynamical steady state on the field
dependence of the sound attenuation in DTO.
I have studied the c11 (k ‖ u ‖ [001]), cL = (c11 + 2c12 + 4c44)/3 (k ‖ u ‖
[111]), and cT = (c11 + c44 − c12)/3 (k ‖ [111], u ⊥ k) acoustic modes. I have
also performed ultrasound measurements for the [112] direction (k‖u‖[112]).
The applied magnetic field was directed along the sound-propagation direction.
Most of the field dependences of the sound velocity and attenuation are reported
for zero–field–cooled (ZFC) conditions.
The non-stationary processes observed in field sweeps in spin ice have been
argued [79] to arise from the inability of the phonons to carry away the Zee-
man energy released by the flipping spins when thermal runaway is triggered
due to “supercooling”. The supercooling arises when the sparseness of defects
(monopoles) at low temperatures induces an exponentially slowdown of the dy-
namics [74, 79, 107]. I find that the sound velocity exhibits sets of well-defined
spikes as the field is swept. Analyzing the shape of these peaks, which are highly
asymmetric, taking into account the fundamentally distinct non-equilibrium
mechanisms involved shows an “intrinsic” rise followed by an “extrinsic” fall,
evidenced by a data collapse for various combinations of peak positions and
sweep rates. The former involves the release of (Zeeman) energy from the spin
system, the latter transfer of energy out of the sample.
In addition, for the case of an applied field in the [111] direction, we have found
a very clear signature of a first-order gas-liquid-type transition, including the
onset of hysteresis at the monopole “liquid-gas” transition [108]. Interestingly,
the sound attenuation of the acoustic cT mode exhibits a sharp dip at this
transition, manifesting a negative relaxation processes. This relaxation happens
to some dynamical steady-state configuration of spins having higher energy than
the lowest energy of the spins in the absence of sound waves. Such phenomena
resemble an inverted pendulum in classical mechanics.
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The chapter starts with a consideration of the field dependence of non–
stationary processes in DTO. The sweep–rate effect in non–stationary properties
of DTO is then discussed. A larger part of this chapter is devoted to the in-
trinsic and extrinsic processes in DTO. In the last section, anomalies of the
acoustic characteristics at the first-order gas-liquid transition will be analyzed
in the context of exchange-striction mechanism.
5.1 Results for Dy2Ti2O7
As we discussed in section 2.5 the sound waves interact with magnetic ions
mainly by two mechanisms, the exchange-striction and single-ion magnetoelas-
tic interaction. In this section, the field dependence of the magneto-elastic in-
teractions are explained by the exchange-striction mechanism. Non-stationary
field-driven processes and the dynamical steady state at the phase transition will
be described in the context of magnetic monopoles and exchange striction.
Figure 5.1 shows field-sweep data of the sound velocity and the sound attenu-
ation for the acoustic cT mode measured at various temperatures. Several peaks
appear in both acoustic characteristics below 0.5 T in the temperature range
between 0.29 and 0.45 K. (The acoustic c11 and cL modes show similar features).
In addition, there is an abrupt drop of the sound velocity and an anomaly in
the attenuation occurring at 1.25 T. It turns out that the attenuation of the
longitudinal mode cL (see the inset in the lower panel of Fig. 5.2) does not
reveal any feature at 1.25 T, while the low–field peaks are present. All features
disappear completely at higher temperatures, T ≥ 0.5 K.
In a next step, I measured the field dependence of the sound velocity using
sweep rates in the range from 0.015 to 0.15 T/min at T= 0.29 K (see Fig. 5.2).
This reveals a changeover from narrow peaks to broad peaks by increasing the
sweep rate. The maximal height of the peaks for various sweep rates was quite
comparable for all peaks. The number of peaks varies little for different sweep
rates (Fig. 5.2). With increasing sweep rate (and thus peak width), the sepa-
ration between the peaks decreases, so that peaks merge for large sweep rates;
also the positions of the maxima are shifted in field; a clear sign for their non-
equilibrium nature. A further indication that we are not probing equilibrium
spin configurations is provided by a thermometer installed on the sample which
shows a change of temperature at the values of the field where the peaks of the
sound velocity appear [80] (inset of Fig.5.2). Due to the nature of the ther-
mometer’s contact, the absolute scale of the temperature spikes is likely to be
understated. The change of sound velocity, thus, in large part arises from the
change in the temperature of the sample at these values of the magnetic field.
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Figure 5.1: Field dependence of the sound velocity, ∆v/v, (top) and the sound
attenuation, ∆α (bottom) of the transverse ultrasonic wave propa-
gating along the [111] (k‖H‖[111] and u⊥k) direction (acoustic cT
mode) at different temperatures measured for zero-field-cooled ZFC
condition. Results for up and down field sweeps (indicated by ar-
rows) are shown for the lowest temperature of 0.29 K. The data
for different temperatures are arbitrarily shifted along the y axis for
clarity. The upper inset shows some details for a single peak in the
sound velocity. The field dependence of the sound attenuation for
the longitudinal mode (acoustic cL mode) at 0.29 K is given for com-
parison in the lower inset. Only the cT mode demonstrates a sharp
attenuation anomaly at about 1.25 T.
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The phonons thus provide an in–situ thermometer. However, additional exper-
imental and theoretical work is required in order to convert the sound–velocity
change quantitatively into a temperature change.
In the previous chapter, some properties of magnetic monopoles in spin ice
have been described. Tetrahedra violating the ice rules appear as point-like
defects experiencing a mutual magnetic Coulomb interaction µ0q
2
m
4πr
, where qm ≈
4.6µB/A˚ is the effective magnetic charge of the monopoles. Single spin flips
are only possible at low temperature when they correspond to the motion of
monopoles - otherwise they are suppressed by an exponentially small Boltzmann
factor, exp[−∆/T ], with ∆ ≈ 4.3 K. This leads to a strong slowdown of the
dynamics below Tf ≈ 500− 600 mK [56, 64, 107].
As a result, at low T , field sweeps drive the system out of equilibrium: The
magnetization change demanded by the changing field cannot be established suf-
ficiently fast. Instead, “reequilibration” can occur in the form of avalanches with
the temperature rising up to Tf [79], which show up as the peaks in the mea-
surements of the sound velocity. Figure 5.3 depicts schematically the avalanche
process of the magnetic monopoles in two dimensions.
With this at hand, let us analyze these peaks in more detail. As a starting
point, note that when the peaks are well developed (e.g., for the slow sweep
rate, 0.015 T/min), their overall shape is almost independent of the field at
which the peak is triggered (Fig. 5.4, bottom). Although I have observed the
sound-velocity and the sound-attenuation peaks already at 0.015 T/min (the
magnetization jumps were detected only above 0.025 T/min [79]) stopping a
field sweep exactly at the sound-velocity peak position leads to a relaxation of
the sound velocity (and the temperature) to the value characteristic of the valleys
between the peaks (not shown), meaning that for much slower sweep rates the
peaks should disappear (in agreement with Ref. [79]). This can also explain
the broadening of the ultrasound features for the faster field sweeps when the
relaxation time approaches the sweep time between the adjacent peaks (see Fig.
5.4).
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Figure 5.2: The sound velocity (top) and the sound attenuation (bottom) of the
cT acoustic mode measured at 0.29 K and various field-sweep rates.
All data were obtained under ZFC condition. The data curves are
arbitrarily shifted along the y axis for clarity. The inset shows the
temperature change, measured during an up field sweep by a RuO2
thermometer directly attached to the sample.
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5.2 Intrinsic and extrinsic nature of the
non-stationary processes
Comparing different sweep rates unearths a surprising feature: there appear
to exist two qualitatively different regimes. To illustrate this statement the
left panels of Fig. 5.4 show the rising parts of the sound-velocity peaks with
different field-sweep rates (top) and for different peaks (bottom) as a function
of the applied field, while in the right panels the descending parts of peaks and
the temperature are plotted as a function of time. The rising parts for the cT
mode are plotted as well as the descending part for the cL mode for different
sweep rates, for which the collapse is most prominent; the peak shapes of the
two modes behave a little different from each other. Scaling is evident in both
panels.
The explanation of the scalings is as follows. The external magnetic field
drives the motion of a small number of thermally activated monopoles in DTO
(which leads to a small response rate). For the system’s state to keep up with the
changing field, more monopoles need to be created so that spins can be flipped
at a higher rate. However, energy barriers arise, from a competition between
the Zeeman energy gain and the cost of creating and separating monopoles, and
perhaps also from disorder. Hence, the response has mostly intrinsic character in
that it involves a distribution of magnetic energy barriers and not other degrees
of freedom such as phonons. The energy released due to the growing number of
monopoles moving along the field does not leave the sample quickly, leading to
local heating (cf. Fig. 5.2) resulting in an avalanche [79]: More monopoles get
thermally activated, more Zeeman energy is thus released etc.
On the other hand, the descending parts of the peaks in the sound velocity,
i.e., the release of the energy to the outside world, are different in nature: The
collapse of the curves as a function of time (regardless of field strength) is con-
sistent with the heat simply disappearing through a thermal contact. Indeed,
the tail of the peak fits well to an exponential fall-off with a timescale of roughly
a minute. Crucially, the shape of the temperature traced by the thermometer
follows this peak decay quite closely, much more so than on the rising side, where
the temperature notably lags behind the sound velocity’s rise.
Two final remarks on the low-field regime are in order. First, the ultrasound
results crisply complement neutron scattering [72] and the recent magnetization
[79] results on non–stationary field sweeps, particularly by providing a detailed
and time-resolved focus on the nature of the thermal runaway and subsequent
cool–down.
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(b)
(a)
Figure 5.3: Schematically shown monopoles in a Kagome plane (a) before and
(b) after triggering an avalanche of monopoles.
Second, recent studies [4, 109] of the monopole dynamics in DTO at low
temperature suggest that there exist several regimes of monopole relaxation in
spin ice, in particular, with slow dynamics below Tf . From Fig. 5.4, we observe
that the relaxation of the sound velocity to the value characteristic of the valleys
between peaks is about a minute, in the same ballpark but somewhat shorter
than the monopole lifetime extracted in Ref. [109], ∼ 150 s. Notice, however,
that relaxation times are observed to be field dependent
Next, I turn to the strong-field regime, where there is a monopole liquid-gas
transition in spin ice. This takes place between the Kagome-ice regime and the
saturated state, which have a low and high density of monopoles, respectively,
see Refs. [4, 67, 110] for details. For our purposes it is enough to note that
the magnetic field applied along the [111] direction acts as a staggered chemical
potential for the monopoles [4]. At low temperature, the monopole density
exhibits the discontinuous jump of a first-order transition, whereas there is a
continuous crossover at higher temperature. A critical endpoint separates the
two phases [60].
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Figure 5.4: Behavior of the rising parts (left) of the sound-velocity peaks of the
acoustic cT mode for different sweep rates (upper panel) and different
peaks (lower panel) as a function of magnetic field at T = 0.29 K.
The right panels show the descending parts of the velocity peaks for
the acoustic cL mode as a function of time. The blue solid lines are
uncalibrated temperature traces.
The values measured here values for the critical field, Hc, agree with the
value Hc ∼ 1.25 T, observed via neutron scattering [57], however, they disagree
with Hc ∼ 0.93 T, observed in magnetocaloric and magnetization experiments
[60, 108]. Anomalies are detected in specific-heat measurements at both ∼ 1 T
and ∼ 1.25 T for T < 0.3 K [51]. A careful estimation of the demagnetization
effect in my experiments leads to a corrected value of Hc = 0.96± 0.04 T which
is very close to that obtained in [60, 108]. We also see an onset of the hysteresis,
clearly visible at T = 0.29 K (Fig. 5.1) but not at T = 0.7 K. In between, at
T = 0.4 K, ∆v/v is very steep, suggesting proximity to the critical endpoint.
In passing, it is noted that our results indicate that the exchange interaction
in DTO is not direct. This is suggested by the fact that the sound attenuation
at Hc is stronger in the transverse mode than in the longitudinal one, given that
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Figure 5.5: Schematic picture of the experiment under weak and strong coupling
to the thermal bath for sample 1 and sample 2. These samples have
different demagnetization factors for different lengths of l and l/2.
In (a) and (b), both samples 1 and 2 were investigated in a weakly
coupled condition and in (c) the experiment has been carried out
with sample 2 under strongly coupled condition.
the leading contribution to the exchange-striction coupling is proportional to the
scalar product of exchange gradient and the sound polarization [111].
So far, I investigated the non-stationary processes in the spin-ice state in DTO
at various temperatures with sweeping the magnetic field at different rates. It is
known that the appearance of these processes strongly depends on the adiabatic
conditions during the experiment. To explore the influence of the heat exchange
between sample and environment, I performed experiments for two different
sample-bath coupling conditions (see Fig. 5.5). In one experiment, the sample
was located in the 3He-4He liquid of a dilution refrigerator as shown in Fig. 5.5c
(strong thermal coupling) and in the second experiment, the sample was attached
to a 3He chamber via a thermal link (Figs 5.5a and b). The latter case leads
to a weaker coupling to the bath, still providing a reliable temperature control
of the sample. I further took into account the demagnetization factors of the
samples to trace how they affect the obtained results.
In Fig. 5.6, the sound velocity and sound attenuation of the acoustic cT mode
in two DTO samples with different demagnetization factors and for the described
bath-coupling conditions are shown as a function of magnetic field. The data
were collected at 20 mK (strong-thermal coupling condition) and 0.29 K (both
strong and weak thermal coupling). In addition, at 0.29 K, data for two samples
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Figure 5.6: Field dependence of (a) the sound velocity, ∆v/v, and (b) the sound
attenuation of the cT mode. The upper two curves in (a) were ob-
tained in dilution refrigerator, whereas the lower two curves were
measured in a 3He cryostat (see text for details). Up and down
sweeps are indicated by arrows. The ultrasound frequencies were
108, 108, 183, and 170 MHz from the upper to lower curve, respec-
tively. The field sweep-rate was 0.015 T/min except for the sample
with D = 0.65 at 0.29 K, which was 0.03 T/min. The curves are
arbitrarily shifted along the y axis for clarity.
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Figure 5.7: Field dependence of the sound velocity, ∆v/v, for different field-
and sound-propagation directions at 0.29 K. The upper curve shows,
∆v/v, for a longitudinal ultrasonic wave propagating along [112] (c′L
mode). The magnetic field first was swept to 2 T, then to -2 T
and back to 0. The lower right panel shows demonstrates, ∆v/v,
for the c11 mode propagating along the [001] direction. The sound
frequencies in case of [001] and [112] were 64.5 and 86 MHz, respec-
tively. Inset: Various crystallographic directions mapped on a single
tetrahedron of the pyrochlore structure are shown.
with 2 different demagnetization factors, D = 0.42 (sample 1, also used in Ref.
[80]) and 0.65 (sample 2) are shown. The second sample was prepared from the
first one by cutting the crystal parallel to the (111) plane. The corresponding
demagnetization factors are estimated for the magnetic field applied along the
[111] axis.
For the weaker thermal coupling (lower two curves in Fig. 5.6a), a number of
quasi-periodic peaks in the sound velocity appear similar to the peaks presented
in Figs. 5.1 and 5.2 [80] which signal non-equilibrium processes in the spin-
ice state. For the different demagnetization factors, the peaks are somewhat
shifted in field and reduced in amplitude (mainly due to the different masses
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Figure 5.8: Field dependence of (a) the sound velocity, ∆v/v, and (b) sound
attenuation, ∆α, of the transverse cT mode propagating along the
[111] direction for 0.29 and 1.5 K. The ultrasound frequency was
181 MHz. Arrows indicate field-sweep directions.
and heat capacities), but the overall picture is unchanged. The main effect of
the increased demagnetization factor is the expected slight increase of the gas-
liquid-type transition in field from about 1.25 T for D = 0.42 to approximately
1.35 T for D = 0.65.
The non-equilibrium peaks disappear when sample 2 is strongly coupled to the
thermal bath (upper two curves in Fig. 5.6a). Obviously, here the heat release
caused by the field-induced monopole avalanches is thermalized much faster than
our sound-velocity measuring time.
At the lowest temperatures (0.02 K), we observe a pronounced hysteresis below
0.3 T, that is absent at 0.29 K (Fig. 5.6a). A strong hysteresis also appears in
the sound attenuation at 0.02 K (Fig. 5.6b). In addition, a sharp and quite
unique dip occurs at the gas-liquid transition at 1.35 T. This may be considered
as a kind of sound amplification and is discussed in section 5.3.
In order to explore the nature of the field induced phase transition and the
non-equilibrium features appearing in the spin-ice state further, I have measured
5.2. Intrinsic and extrinsic nature of the non-stationary processes 55
other acoustic modes in DTO. Figure 5.7 shows the field-dependent sound veloc-
ities at 0.29 K of the c11 and c
′
L modes for the magnetic field applied along [001]
and [112], respectively. For the latter case, the magnetic field was first swept up
to 2 T, then reversed to -2 T and back to 0. The experimental curves are very
symmetric with respect to H = 0 T. For both sound modes, large hystereses
are found. The gas-liquid transition is not so clearly resolved as for the H‖[111]
mode (Fig. 5.6). The non-equilibrium peaks, however, are nicely observed also
for these modes and field directions in the weak thermal-coupling condition (3He
cryostat). Indeed, the same number of peaks appear in the up sweeps for all field
directions.
For comparison, we investigated the field-dependent sound velocity and atten-
uation of the cT mode in HTO as well (Fig. 5.8). For 0.29 K and 1.5 K, the sound
velocity exhibits a maximum at 1 T and a minimum at higher fields. This mini-
mum shifts from about 2 T at 0.29 K to 1.8 T at 1.5 K. Concomitantly, the sound
attenuation shows a noticeable peak at about 2 T at 0.29 K associated with the
gas-liquid transition. The corresponding critical fields are in good agreement
with the transition obtained by Fennell et al. [64] from neutron-scattering and
magnetization measurements performed at 0.51 K. Sharp slope changes in the
magnetization are also observed at approximately the same magnetic field (see
below) [63, 65].
In HTO, however, we do not observe any non-equilibrium peaks due to
monopole avalanches. If present, relaxation to equilibrium is too fast to be
detected in our experiment; such fast relaxation channels maybe provided by
nuclear Ho spins in HTO [5].
The static-field measurements of the sound velocity and attenuation for the
acoustic cL mode were extended to higher fields up to 10 T (see Fig. 5.9). Com-
parison of the results reveals some additional anomalies for both compounds.
Between 2 and 7 T, only a weak oscillatory behavior in the sound velocity of
DTO is found. Above this field the sound velocity drastically shows hardening
resembling the hardening behavior of the sound velocity in HTO above 2 T.
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Figure 5.9: Field dependence of the sound velocity and the sound attenuation
up to 10 T in DTO (tight)and HTO (left) for cL mode.
5.3 Analysis based on the exchange-striction
coupling
The renormalization of phonon velocities and sound attenuations in magnetic
media for a stationary situation are caused mostly by two reasons [17]. First,
sound waves change the ligand positions, and, therefore, the crystalline electric
field of the ligands is affected. Due to strong spin-orbit interaction, the latter
produces changes of the single-ion magnetic anisotropy of the rare-earth ions
(detailed description can be found in Sec. 2.5.1). This should also change the
effective g-factors of the rare-earth ions and thus, due to magneto-elastic inter-
actions, the sound waves can change the directions of the magnetic anisotropy
slightly, and vice versa, the magnetic anisotropy modifies the sound-wave pa-
rameters, such as the sound velocity and attenuation. This interaction between
the sound wave and the magnetic properties exists at all temperatures lower
than the characteristic energy of the single-ion magnetic anisotropy.
On the other hand, sound waves change the magnetic-ion positions themselves
and/or the positions of nonmagnetic ions involved in the superexchange between
magnetic ones. In this case, the sound waves renormalizes the effective exchange
(as well as dipolar) interactions between magnetic ions. The manifestation of
this effect is more pronounced compared to the influence of the sound on the
single-ion magnetic properties, because the inter-ionic magnetic and exchange
interactions predominantly determine magnetic phase transitions.
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In DTO and HTO, the single-ion anisotropy is of the order of 300 K (The
results related to this effect will be discussed in the next chapter). This is
why we expect that the sound-mode changes at low temperatures are mostly
related to the renormalization of inter-ionic magnetic interactions due to the
spin-phonon coupling. To describe the features of the sound in DTO and HTO
the approach used in Refs. [112, 113] is adapted. It should be mentioned, that
the calculations in this section kindly have been done by A. A. Zvyagin. The
relative renormalization of the longitudinal sound velocity can be written as (in
this section the notations in which gJµB = kB = ~ = 1 are used)
∆v
v
= −(2|G0(k)|
2〈S0〉2χ0 + T
∑
q
∑
α=x,y,z |Gαq(k)|2(χαq)2
(Nωk)2
−H0(k)〈S0〉
2 + T
2
∑
q
∑
α=x,y,zH
α
q (k)χ
α
q)
(Nωk)2
. (5.1)
Here, N is the number of spins in the system, ωk = vk is the low-k dispersion
relation for the phonon with sound velocity v in the absence of spin-phonon
interactions, 〈S0〉 is the average spin moment (related to the magnetization)
along the direction of the magnetic field, H, χx,y,zq are non-uniform magnetic
susceptibilities, and the subscript 0 corresponds to q = 0. The renormaliza-
tion is proportional to the spin-phonon coupling constants (which have to be
determined independently),
Gαq =
1
m
∑
n
eiqRnm
(
eikRnm − 1) ek∂Jαmn
∂Rm
,
Hαq =
1
m
∑
n
e−iqRnm
(
eikRnm − 1) (e−ikRnm − 1)×
eke−k
∂2Jαmn
∂Rn∂Rm
. (5.2)
Here, m is the mass of the magnetic ion, Jαmn denote (generally anisotropic)
effective exchange integrals, ek is the polarization of the phonon with wave vector
k, Rn is the position vector of the n-th site, and Rnm = Rn −Rm. Following
Refs. [112, 113] we can calculate the attenuation coefficient
∆α(≡ ∆αk) = 1
Nv
[
2|G0(k)|2〈S0〉2χ0 γ
z
0
(γz0)
2 + ω2k
+T
∑
q
∑
α=x,y,z
|Gαq(k)|2(χαq)2
2γαq
(2γαq )
2 + ω2k
]
, (5.3)
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where γαq are the relaxation rates, which can be approximated by γ
α
q = B/Tχ
α
q,
where B is a material-dependent constant (see Ref. [111]). In the calculations
the approximation was used, in which the relaxation rates do not depend on the
direction and on the wave vector.
Hence, according to this approach, the renormalization of the sound velocities
and attenuation due to the magneto-elastic interaction, is related to the behav-
ior of the magnetization (total spin moment) and the magnetic susceptibility,
affected by the effective exchange interactions between the rare-earth magnetic
ions in DTO and HTO. One can calculate the temperature and magnetic-field
dependences of the total spin moment and magnetic susceptibility of DTO and
HTO using a recently developed approach, [114] in which the Bethe-Peierls ap-
proximation on a Bethe lattice was used.
Obviously, in this approximation one can use only homogeneous contributions
from the spin moment and susceptibility to the renormalization of the sound
velocity and attenuation.
Let us consider two directions of the magnetic field, related to the experiments,
namely [111] and [100] (the direction of the field along [112] has properties, very
similar to the one along [111]). It is important to note that for both field
directions the results depend [114] on the thermal history (“field cooling” or
“zero-field cooling”).
Let us start with the field direction along [111]. To find the temperature
dependence of the renormalization of the sound velocity and sound attenuation
in zero magnetic field (i.e., zero-field cooling), one can take into account that
under such condition 〈S0〉 = 0 and χ ≡ χ0 = 2/3T . Then, Eqs. (5.1)-(5.3) yield
∆v
v
≈ − 1
3(Nωk)2
(
4|G0(k)|2
3T
+H0(k)
)
,
∆α ≈ 48|G0(k)|
2B
9NvT (36B2 + 4ωk2)
, (5.4)
i.e., both the renormalization of the sound velocity and attenuation are in-
versely proportional to the temperature. Of course, Eqs. (5.2) imply that changes
in the velocity of the longitudinal sound have to be, generally speaking, larger
than for the transverse sound. Notice, that one has to take the numerator of the
second term in Eq. (5.1) as a negative value to describe the experiments.
A qualitative explanation of the “negative relaxation” can be the following.
For spin-ice systems in the absence of an external field the ground state is highly
degenerate. Under the influence of the sound the degeneracy can be locally
lifted. It is possible then that the relaxation is not to the configuration with
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Figure 5.10: Calculated magnetic-field dependence of the relative change of the
sound velocity, ∆v/v, at different temperatures for the field applied
along the [111] direction.
the lowest energy, which has to be positive, but to some dynamical steady-state
configuration of spins with energy higher than the lowest energy of spins in the
absence of sound (cf. Ref. [115], where the relaxation of parametrically excited
magnons in the spin system was to the dynamical steady-state configuration of
spins, which had higher energy in the absence of parametric pumping), which
can yield effective “negative relaxation”.
Figures 5.10 and 5.11 show the calculated magnetic-field dependences of the
sound velocity and attenuation at several temperatures. The sound velocity
shows a step-like feature at a critical magnetic field, while the attenuation shows
a deep minimum, in agreement with our experiment (Fig. 5.6).
At about 1.5 T, directed along [111], the magnetization jumps from 1/3 to
1/2 of the saturation value. As the temperature increases, these features smears
out and, their positions shift slightly to higher fields. The features near H = 0
are related to the step-like field-induced magnetization, observed in DTO and
HTO. This, in fact, is the manifestation of the transition between the spin-ice and
Kagome-ice phases for the magnetic field directed along [111]. In the absence of
field, all states are degenerate (with the lowest-energy configuration “two in - two
out”), which yields the large residual Pauling entropy S = (1/2) ln(3/2) per spin.
On the other hand, the small nonzero magnetic field fixes the “out” direction of
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Figure 5.11: Calculated magnetic-field dependence of the sound attenuation,
∆α, at different temperatures for the field applied along the [111]
direction.
one spin, while the three other spins in the tetrahedron are free to choose, which
of them is directed “out” to fulfill the spin-ice rule. In this case, the entropy of
the system becomes smaller than the Pauling value, S = (1/4) ln(4/3).
Now, let us consider a magnetic field applied along the [100] direction. At
H = 0, we have 〈S0〉 = 0 and χ = 2/3T , Eq. (5.4) as before. For H > 0 applied
along the [100] direction, however, the so-called Kasteleyn transition takes place
at H = HK =
√
3 ln(2)T/2. At this magnetic field a transition from the spin-ice
to a pseudo-ordered phase with zero entropy and 1/2 of the saturation magnetiza-
tion occurs. In this pseudo-ordered phase one of the six possible “2-in 2-out” spin
configurations becomes distinguishable lifting completely the ground-state de-
generacy. At HK or at the corresponding temperature, T = TK = 2H/
√
3 ln(2),
the magnetization jump leads to characteristic features in the sound velocity
(Fig. 5.12) and attenuation (Fig. 5.13)
Experimentally, we observed some anomalies in the acoustic properties at
very low magnetic field where the Kasteleyn transition should happen. These
anomalies are affected by sample-history effects and are irreversible. That is why
it is challenging to compare directly the model predictions with the experimental
observations.
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Figure 5.12: Calculated magnetic field and temperature dependence of the rela-
tive change of the sound velocity, ∆v/v, for the field applied along
the [100] direction.
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Figure 5.13: Calculated magnetic field and temperature dependence of the sound
attenuation, ∆α, for the field applied along the [100] direction.

6 Temperature dependent and
pulsed-field studies
In this chapter, I discuss some experimental results and theoretical considera-
tions of temperature-dependent and pulsed field magnetoacoustic properties of
HTO and DTO. First, the temperature dependence of the acoustic properties
of HTO and DTO is explained. Then, the field dependence properties of these
compounds in pulsed-field measurements will be considered. The simulation of
the sound characteristics in the framework of single-ion magnetoelastic couplings
will be discussed in the last section.
6.1 Temperature-dependentacoustic properties of
spin ice
With decreasing temperature, the sound velocities of DTO and HTO first in-
crease, due to the common anharmonicity of the ionic potential [89, 116] and
become nearly constant at lower temperatures (Fig. 6.1). There are some ir-
regular features (change of curvature) for most of the acoustic modes which
presumably are caused by crystal-electric-field (CEF) states partly populated
at these temperatures. The absolute values of the sound velocities and elastic
constants in DTO and HTO for some acoustic modes at 1.3 K are listed in
Table 6.1.
Table 6.1: Absolute values of the sound velocity (elastic constant) in m/s (GPa)
measured at T = 1.3 K.
Mode v(DTO) v(HTO) cij(DTO) cij(HTO)
c11 7190 6960 293 354
cL 6980 6705 326 312
cT 3670 4040 90 113
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Figure 6.1: (Color online) Temperature dependence of the sound-velocity
changes, ∆v/v, in HTO and DTO for transverse, cT , (lower two
curves) and longitudinal, c11, (upper two curves) acoustic modes.
The curves are offset along the y axis for clarity. For DTO, the ul-
trasound frequencies of 97.7 and 171 MHz were used for the c11 and
cT modes, respectively. For HTO, 50 and 109.5 MHz were used for
c11 and cT , respectively.
Figure 6.2 shows the temperature dependences of the sound velocity and sound
attenuation between 1.5 K and 40 K for the cL modes in HTO and DTO. The
sound attenuation, ∆α, exhibits a slight maximum at 20 K in HTO, whereas
∆α in DTO displays a smooth increase towards low temperatures. The total
attenuation change for DTO is an order of magnitude larger. Presumably, CEF
effects lead to the changes of the sound attenuation at these temperatures.
Data for the cL mode down to 0.29 K are shown in Fig. 6.3. In DTO, the sound
velocity first grows with increasing temperature up to Tf ≈ 0.5 K, followed by a
plateau and a maximum at approximately 1.7 K. A small hysteresis is observed
here. Above this temperature, the sound velocity starts to decrease. In HTO, the
sound velocity decreases rapidly from the lowest temperatures showing a drastic
change of the slope near 2 K, in which the spin-ice freezing regime terminates in
this compound. Various techniques revealed Tf slightly below 2 K in HTO and
below about 0.5 - 0.6 K in DTO. [5, 66, 75, 78, 117]
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Figure 6.2: (Color online) Temperature dependence of (a) the sound-velocity
change, ∆v/v, and (b) the sound attenuation, for the longitudinal
cL mode measured at 49 (HTO) and 96.5 MHz (DTO) between 1.5
and 40 K.
In both compounds, the sound attenuation increases first followed by an
anomaly at the freezing point (a kink in DTO and a maximum in HTO) and a
smooth change towards higher temperatures (Fig. 6.3b). In case of HTO, the
hysteresis in the vicinity of the freezing point is less pronounced (not shown).
Both the rapid change in the sound velocity and the decrease in the sound attenu-
ation below the freezing temperature shows the important role of magneto-elastic
interactions in these spin-ice materials.
Figure 6.4 shows the temperature dependence of the sound velocity and at-
tenuation for the cT mode in HTO below 7 K. Remarkably, the sound velocity
decreases with temperature reduction. At 2 K, that is slightly above Tf a clear
change of slope both in the sound velocity and in the sound attenuation occurs.
Presumably due to a stronger spin-lattice interaction and coupling to spin de-
grees of freedom, the cT mode begins to soften at temperatures much higher
than the cL mode (Fig. 6.3). The insets of Fig. 6.4 show the sound velocity and
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Figure 6.3: Temperature dependence of (a) the sound-velocity change, ∆v/v,
and (b) the sound attenuation measured at 52 MHz for HTO and
86 MHz for DTO between 0.29 and 6.5 K. The data at the lowest
temperatures were set to zero on the ordinates. Arrows indicate
temperature-sweep directions.
attenuation measured in a dilution refrigerator below 0.6 K. Well-pronounced
anomalies in both acoustic characteristics appear at about 0.15 K. The origin for
such behavior is not clear at present. Note, that possible ordered phases at very
low temperatures in spin-ice materials have been discussed previously [104, 118].
The elastic properties at high-temperatures are qualitatively similar for DTO
and HTO (see Figs. 6.1 and 6.2). Towards lower temperatures, however, they ex-
hibit remarkably different temperature dependences (Fig. 6.3). These differences
probably arise from details of the exchange-striction interactions (see section 5.3)
as well as an involvement of nuclear spins in the case of HTO.
Figure 6.5 shows the temperature dependence of the sound velocity and atten-
uation measured in different fields for the cL mode in DTO in the temperature
region where the spin freezing occurs. At 0.03 T, the anomaly around 0.5 K is
most pronounced, and becomes suppressed gradually with increasing magnetic
6.1. Temperature-dependentacoustic properties of spin ice 67
0
2
4
0 2 4 6
0.0
0.2
0.0 0.2 0.4
0
1
0.0 0.2 0.4
-0.2
0.0
0.2
 
 
Ho2Ti2O7
cT mode
k [111]
u k
 
10
5  
v/
v 
(a)
T (K)
 (d
B
/c
m
)
 
(b)
  
 
 
 
Figure 6.4: Temperature dependence of (a) the sound velocity, ∆v/v, and (b)
the sound attenuation of the transverse ultrasonic wave propagating
along the [111] direction (acoustic cT mode) in HTO. The ultrasound
frequency was 181 MHz. The insets show low-temperature data at
28 MHz obtained using the dilution refrigerator.
field. one may suggest that this behavior below 1 K, is due to the freezing
processes in spin ice, in which the dynamics are found to have a temperature-
activated behavior [66]. In the attenuation, a kink-like behavior at about 0.75 K,
shifts towards higher temperatures as the magnetic field increases.
Additionally, the influence of CEF effects were found in the temperature de-
pendence of the sound velocity and attenuation at different frequencies in the
acoustic c11 mode (see Fig. 6.6). The results obtained in the frequency range
from 38 to 182 MHz show that by increasing the frequency the slope of the sound
velocity decreases by lowering the temperature from 250 to around 50 K. The
sound attenuation exhibits, a number of anomalies above 150 K which is most
probably related to the first excited CEF state.
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Figure 6.5: Temperature dependence of (a) the sound velocity, ∆v/v, and (b)
the sound attenuation of the acoustic cL mode for different mag-
netic fields. The data were measured at an ultrasound frequency of
86.34 MHz under ZFC condition with increasing temperature. The
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6.2 Pulsed-field results
To study CEF effects in the spin-ice materials in more detail, we performed ul-
trasound and magnetization experiments in pulsed magnetic fields up to 60 T.
Figures. 6.7 and 6.8 show field dependences of the sound velocity and sound
attenuation of the cL modeas well as the magnetization in DTO and HTO mea-
sured at 1.5 and 1.4 K, respectively. The sound velocity decreases in both com-
pounds with increasing magnetic field. For HTO, pronounced anomalies appear
in the sound velocity and sound attenuation around 50 T. These anomalies can
be attributed to CEF energy-level crossings (see section 6.2.1). For DTO the
magnetization exhibits a plateau around 2 T in the up sweep accompanied by a
pronounced hysteresis. The high-field data show that the magnetization in these
compounds does not saturate even at 60 T (see the discussion in section 6.2.1).
In Fig. 6.9, the field dependence of the sound velocity and sound attenuation
of the c′L mode in DTO is shown. Strong field-dependent changes appear above
35 T. Both the sound velocity and attenuation show strong hystereses and pro-
nounced minima at about 53 T. Around 53 T these minima are sharper at the
lower temperature of 1.6 K compared to 4.2 K. These anomalies are discussed
later by a CEF model (compare with Fig. 6.13).
6.2.1 Single-ion magnetoelastic coupling
The purpose of this section is to provide an explanation for the pronounced
changes in the sound velocity at high fields applied along the [111] (Fig. 6.8)
and [112] (Fig. 6.9) directions. The fields attained in the experiments are on
the scale of µB〈J〉H/kB ∼ O(100) K which is much larger than the scale of the
interactions (which are of the order of 1 K) but comparable to the CEF splittings.
Therefore, in contrast to section 5.3, one may ignore the exchange couplings and
consider instead the coupling between the lattice degrees of freedom and the
single-ion anisotropy mediated by deformations of the crystal-field environment
surrounding the magnetic ions. It is worth to mention that the calculations in
this section and Figs. 6.10 to 6.13 were made kindly by Paul. Mc. Clarty.
The model studied is
H = Hel +HCF +HZ +Hmag−el.
The first term, Hel, is the energy cost of deforming the crystal. The second
part, HCF, is the single-ion crystal-field Hamiltonian on each site with Zeeman
term HZ. The magneto-elastic interaction is Hmag−el.
As described in Sec. 2.4 for cubic systems, there are three independent elastic
moduli by symmetry, so
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Figure 6.7: Field dependence of (a) the sound velocity, ∆v/v, and sound atten-
uation, ∆α, of the cL mode and (b) the magnetization measured in
DTO in pulsed magnetic fields up to 60 T at 1.5 K. The ultrasound
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Hel =
1
2
c11
(
ǫ2xx + ǫ
2
yy + ǫ
2
zz
)
+c12 (ǫxxǫyy + ǫxxǫzz + ǫzzǫyy)
+2c44
(
ǫ2xy + ǫ
2
xz + ǫ
2
yz
)
, (6.1)
where the strains ǫαβ are dimensionless and the elastic moduli cαβ expressed in
GPa.
The crystal-field and Zeeman terms are
HCF =
∑
i
B20O
2
0(i) + B
4
0O
4
0(i)
+B43O
4
3(i) + B
6
0O
6
0(i) +B
6
3O
6
3(i) + B
6
6O
6
6(i) ,
HZ = −gJµB
∑
i
Ji ·H . (6.2)
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Figure 6.8: Field dependence of (a) the sound velocity, ∆v/v, and sound at-
tenuation, ∆α, for the cL mode and (b) the magnetization in HTO
measured at 1.4 K. The ultrasound frequency was 70.9 MHz. Thin
arrows indicate field-sweep directions.
Here, Olm(i) are Stevens operators on site i. The crystal-field Hamiltonian is
written in local coordinate frames - one for each of the four sublattices in the
tetrahedral basis - in which the local z axes are aligned along the respective [111]
directions. The Stevens operators are restricted to l = 2, 4 and 6 because the
magnetic ions have orbital angular momentum L = 3. The further restriction to
the six operators given above comes about because the crystal-field environment
is symmetric under the operations of point group D3d. In the following, the
parameters Blm for HTO (JHo = 8) obtained by fitting the spectrum of Eq. (6.1)
to inelastic neutron data were taken [87].
The magneto-elastic coupling results from the crystal-field Hamiltonian by
expanding in small displacements arund the equilibrium ionic positions. It is
convenient to separate these displacements into macroscopic strain, macroscopic
rotations, and microscopic strains coming from displacements of the sublattices.
In the following, it (i) is considered the material to be completely homogeneous
and (ii) include only the effect of macroscopic strains from which the sound
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Figure 6.9: Field dependence of (a) the sound velocity, ∆v/v, and (b) sound
attenuation, ∆α, of the c′L mode in DTO at 1.6 and 4.2 K. The
ultrasound frequency was 53.4 MHz. Arrows indicate field-sweep
directions. The data for different temperatures are arbitrarily shifted
along the y axis for clarity.
velocities are to be computed. Even with these simplifications, the magneto-
elastic couplings are
Hmag−el =
∑
i
∑
l,m
[
glm
]
αβ
ǫ¯αβO
l
m
=
∑
i,Γ
∑
l,m
[
glm
]
ν
(Γ)ǫ¯ν(Γ)O
l
m , (6.3)
where Γ denotes an irreducible representation of the group of local crystal-field
symmetry, D3d, and ν runs over the basis states of the irreducible representation.
Since the number of parameters,
[
glm
]
αβ
, is large, they are computed from first
principles using a point-charge model including the distorted cube of oxygen ions
surrounding the magnetic ions. Then a handful of the parameters was varied in
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order to explore the typical behavior of the sound velocities as a function of field.
However, it is noted that while the point-charge approximation alone does not
very successfully reproduce the known single-ion anisotropies and crystal-field
gaps for the series of rare-earth pyrochlores the interest is in establishing which
features are only weakly dependent on the choice of parameters.
The calculation of the sound velocity proceeds by evaluating the change in the
strains produced by a given magnetic field and then computing the change in
energy brought about by these strains. Minimizing the free energy with respect
to the strain leads to
∆ǫ(G) = − 1
V
1
C(G)
∑
n
∑
l,m
∑
Γ,ν
[
glm
]
ν
(Γ)T ΓG,n
×{〈Olm〉n − 〈Olm〉n,B=0} . (6.4)
Here, V is the volume of the FCC unit cell and T is a matrix of derivatives
to convert from the frame of strains in some representation to the strains in
the global frame. The sum is taken over four sublattices labeled n. The self-
consistent strain is obtained iteratively.
The changes to the elastic moduli upon coupling the crystal field to the lattice
degrees of freedom may be computed by observing that the elastic moduli are
equivalent to susceptibilities to lattice distortions. In other words, one computes
the second derivative of the free energy with respect to the strain ensuring that
the moduli are evaluated about the self-consistent solution for the strain. The
second derivative is evaluated by computing the change to the magnetoelastic
energy under a small change in the strain.
∆C(G) =
1
V
1
δǫ(G)
∑
n
∑
l,m
∑
Γ,ν
[
glm
]
ν
(Γ)T ΓG,n
×{〈Olm〉n − 〈Olm〉n,δǫ=0} . (6.5)
Changes in the moduli as a function of field are obtained from this formula
by diagonalizing the single-ion Hamiltonian on each sublattice in the presence
of the self-consistent solution for the strain.
One can compute the change in the longitudinal sound velocity in a magnetic
field applied along the [112] direction for DTO. The temperature is set to 4.2 K.
Whereas in zero field all four sublattices of the pyrochlore lattice are equivalent,
the [112] magnetic field results in three inequivalent directions with the moments
on one of the sublattices (in our convention, sublattice 3) perpendicular to the
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Figure 6.10: Field dependence of the crystal-field spectra for DTO in a field
aligned along [112] for (a) sublattice 0 (b) sublattice 3, and (c)
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Figure 6.11: Plot of the crystal-field spectra for Ho2Ti2O7 in a field aligned along
the [111] direction for (a) sublattice 0 and (b) sublattices 1, 2, and
3. On the vertical axis the energy measured relative to the ground
state energy, Eg, is plot.
field. The inequivalent spectra are shown in Fig. 6.10. Also spectra for sets
of parameters computed from first principles using the point-charge approxima-
tion were examined. The generic features of the low-lying crystal-field levels are
as follows. The degeneracy of the lowest Ising doublet is split at the smallest
fields but only weakly on sublattice 3 as a result of admixing with excited levels.
There are level crossings of the first-excited levels above the low-lying doublet
at the fields probed by experiment and a ground state level crossing on sublat-
tice 3 between 80 and 90 T which is associated with a gradual upturn in the
magnetization.
The sound velocity as a function of field was studied for many choices of mag-
netoelastic couplings. Typically, one observes two principal features in ∆v/v.
The first is a peak or trough which is associated with the thermal depopula-
tion of the first excited level. This correspondence is based on the fact that the
temperature is set to a value between 1.6 and 4.2 K and, at these low temper-
atures, the feature is found to shift to lower fields at lower temperatures. In
contrast, the experimental data reveal an anomaly with a minimum at about
52 T at both 1.6 and 4.2 K (Fig. 6.9). The second main feature in the calcula-
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tion of ∆v/v is a large anomaly at the ground-state level crossing that occurs at
about 80 T in the spectrum computed from the parameters obtained (i) from the
point-charge approximation, (ii) by converting parameters from those obtained
in Ref. [87], and (iii) the parameters reported in Ref. [119]. However, these sets
of crystal-field parameters are not taken directly from experimental measure-
ments. One might consider the sound-velocity data reported here to indicate
a ground-state level crossing on sublattice 1 at around 60 T. If this is the case
then the available crystal-field parameters either overestimate the crystal field
gap or underestimate the moment of the first excited levels.
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Figure 6.12: The total moment as a function of field calculated for HTO using
crystal-field spectra shown in Fig. 6.11.
For a field aligned along the [111] direction in HTO the longitudinal sound
velocity decreases showing a minimum at about 47 T (Fig. 6.8). This field
direction has the characteristic of creating two inequivalent magnetic sites - one
with the field aligned along the direction of the zero-field anisotropy (sublattice 0
in our convention) and the second (belonging to tetrahedral sublattices 1, 2, and
3) at an angle of about 54.7 degrees to it. Looking at the crystal-field spectra for
these sublattices (and for various sets of crystal-field parameters) one observes
that the degeneracy of the ground-state Ising doublet is lifted in arbitrarily
weak fields as one expects - the moments are pinned, as far as possible given
the anisotropy, along the field direction (Fig. 6.11). For sublattice 0, there is a
succession of excited-state level crossings - the ground state being pinned along
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Figure 6.13: Calculated magnetic-field dependence of ∆v/v in DTO from field
parameters of Ref. [87]. The dip in the sound velocity is a typical
feature - only weakly dependent on the choice of magnetoelastic
couplings.
the field direction. For the other sublattices, there is a ground-state level crossing
(at about 62 T for the parameters of Ref. [87]) and a crossing of the first-excited
level at about half of this field. The ground-state level crossing is associated
with a step in the magnetization which is not present in the experimental data
up to 60 T although there is an upturn in the magnetization at the highest fields
(Fig. 6.8) which is also present in the calculated magnetization up to 60 T (Fig.
6.12). It is expected that an exploration of the magnetization at higher field
would reveal the predicted step in the magnetization within a few Tesla of 60 T.
∆v/v was calculated for DTO for the parameters obtained from the point-
charge approximation. For a large number of choices of magnetoelastic couplings,
the picture presented by these calculations is that a single feature dominates
∆v/v with a minimum at fields below the ground-state level crossing by up to
10 T (Fig. 6.13). It is, therefore, likely that the ground-state level crossing on
magnetic sites belonging to sublattices 1, 2, and 3 is responsible for the form of
the high-field sound-velocity data (Fig 6.9).
Theoretical explanation presented in this section bases on single ion-strain
interaction agrees well with the pulsed-field experimental data of the ultrasound
and magnetization measurements.
7 Magneto-acoustic studies of
Yb2Ti2O7 (YbTO)
Various fascinating physical phenomena have recently been identified in a class
of rare-earth titanates known as quantum spin ice [120–125]. In these materials,
there is a quantum tunneling between different configurations (2 spins in and
2 spins out) of the spin ice ground state (see Sec. 4.2). It seems to be now
well established that the quantum spin ice state occurs at low temperatures in
Yb2Ti2O7 (YbTO) [120, 121, 125]. There is no long-range magnetic ordering in
this state, due to the frustration and quantum fluctuations [126, 127]. In YbTO,
there are some short-range correlations at low temperatures which develop below
0.4 K. Moreover, various experimental measurements, such as neutron scattering
and specific heat, have indicated the entering to an exotic ground state below T
= 0.25 K [128]. The nature of this phase transition is not clear yet, while some
reports indicate a kind of deconfined to confined states of spinons at zero field
[129]. Other investigations claim a Bose-Einstein condensation of monopoles
via a Higgs mechanism during the transition [125]. In latter case, the resultant
phase would contain monopole carrying spinons and emergent photons.
It is generally known that quantum fluctuations allow the creation of particle-
antiparticle pairs. In case of YbTO, it has been reported that quantum fluctua-
tions lead to spin excitations consisting of spinon-antispinon pairs [120]. These
quasiparticles are created after mass acquisition of magnetic monopoles in a
Bose-Einstein condensation via a Higgs mechanism. Therefore, the resultant
phase containing deconfined mixtures of spinon-antispinon pairs has been inter-
preted as superconducting behavior of magnetic monopoles [125]. Here, I report
on the possible phases at low temperatures and low fields in YbTO.
7.1 Experimental results
The ultrasound experiments have been carried out for two acoustic modes: (i)
the longitudinal cL mode, cL = (c11 + 2c12 + 4c44)/3 (k‖u‖[111]), (ii) the trans-
verse cT mode, cT = (c11 + c44 − c12)/3 (k‖[111], u⊥k). The relative change of
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Figure 7.1: Temperature dependence of (a) the sound velocity, ∆v/v, and (b)
sound attenuation, ∆α, for the transverse acoustic cT mode, propa-
gating along the [111] direction. The magnetic field is applied along
the propagation direction.
the sound velocity, ∆v/v, and the sound attenuation, ∆α, were measured. All
measurements have been performed under zero-field-cooled (ZFC) conditions.
AS shown in Fig.7.1, the sound velocity of the cT mode exhibits a smooth de-
crease when lowering the temperature from 0.6 K down to approximately 0.3 K.
In this temperature range, the sound attenuation is temperature independent
with an almost constant value. Below about 0.3 K, the sound velocity decreases
rapidly down to a minimum at about 150 mK (Fig.7.1). At lower temperatures,
δv/v increases again and shows a hystereses.
The sound velocity at low temperatures in the absence of other factors, usu-
ally exhibits a temperature independent behavior. Quantum fluctuations can
cause a softening of the sound velocity. The observed behavior between 0.15
and 0.3 K can arise when entering the magnetic Coulomb-liquid phase (MCL)
with pronounced quantum fluctuations. In this temperature range, quantum
fluctuations may develop. The notable Hysteresis below 0.15 K accompanied by
the increase in the sound velocity and decrease in the sound attenuation may
be attributed to the Coulomb-ferromagnet state in which the fluctuations are
almost suppressed.
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Figure 7.2: Field dependence of (a) the sound velocity, ∆v/v, and (b) sound
attenuation, ∆α, for the transverse acoustic cT mode, propagating
along the [111] direction. The magnetic field is applied along the
same direction. The fields B1 and B2 indicate crossover lines. The
results for all temperatures except for 0.02 K are shown for up sweeps.
The curves are arbitrarily shifted along the y axis for clarity.
Indeed, the softening δv shown in Fig 7.1 may indicate the presence of quantum
fluctuations. The fluctuation frequency between equivalent configurations of the
ground state of YbTO is approximately 10 GHz [130] in the MCL phase. This
frequency is at the order of MHz in the Coloumb ferromagnetic phase.
Figure 7.2 shows the field dependence of the sound characteristics at different
temperatures for the cT mode. Pronounced anomalies appear at about 0.025 T
at the base temperature of 0.02 K. With increasing temperature, this anomaly
shifts to higher fields, i.e., up to about 0.11 T at 400 mK. Above these fields the
sound velocity saturates and shows an almost field-independent behavior up to
5 T (not shown here). Interestingly, the depth of the minimum in δv/v increases
when increasing the temperature from 0.02 to 0.12 K. Above these temperatures,
the minimum decreases and δv/v becomes almost flat at 0.4 k. The same trend
can be observed in the sound-attenuation peak. Above 0.12 K, the peak starts to
broaden and splits in two peaks. A µ0H−T phase diagram obtained from these
anomalies in the sound attenuation is shown in Fig. 7.3. The triangle in Fig.
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Figure 7.3: µ0H − T phase diagram based on the ultrasound data shown in
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Figure 7.5: (a) Monopole waves and quantum strings, (b) monopole waves, (c)
and (d) Spinon-antispinon, emergent photons in various phases with
different behaviors.
7.3 indicates the sound attenuation maximum in the temperature-dependent
measurement shown in Fig. 7.1. The origin of these phases are not clear yet,
but we speculate these are transitions from a highly fluctuating state to a state
with suppressed fluctuations.
Figure 7.4 displays the sound velocity change, δv, reflecting quantum fluctua-
tions, versus field and temperature. Black and yellow lines show the Coloumb-
ferromagnet and magnetic Coloumb-liquid phases, respectively with the pre-
sumed Higgs phase transition at approximately 0.15 K .
Bose-Einstein condensation of magnetic monopoles via a Higgs mechanism has
been discussed in Ref. [125]. The resultant phase after condensation contains
monopoles carrying spinons and emergent photons. Figure. 7.5 shows schemati-
cally such spinon-antispinon carrying magnetic monopoles, quantum strings, and
spin waves in different phases in terms of fields and temperatures. At tempera-
tures below 0.25 K and fields below Bc (Fig. 7.5a) there are spinon-antispinon
quasi-particles accompanied by monopole waves [125]. At the same field range
(B < Bc) but, above 0.25 K (Fig. 7.5b) fluctuating magnetic monopoles ex-
ist although spinon-antispinons and quantum strings are not well defined. At
T < 0.25 K and B > Bc, (Fig. 7.5c) fluctuating monopoles are connected with
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Figure 7.6: Field dependence of the sound velocity (a), ∆v/v, sound attenuation,
∆α, (b) for longitudinal acoustic cL-mode, propagating along the
[111] direction in Yb2Ti2O7. Magnetic field is applied along the
same direction. Inset shows anomalies of sound velocity at low field
region.
suppressed monopole waves, spinons, and gapless photons which arise from fluc-
tuations of the electric field. (This electric field is produced by the movement of
magnetic monopoles and described by Faraday’s law [129]). These effects are too
small to be detected by neutron-scattering measurements. In the temperature
and field range for T > 0.25 K and B > Bc (Fig. 7.5d), there are fluctuating
monopoles without quantum strings and monopole waves.
The field and temperature dependence of the sound characteristics were also
measured down to 20 mK for the longitudinal cL mode propagating along the
[111] direction. The sound velocity and sound attenuation exhibit a number of
anomalies in the low-field region (Fig. 7.6). Between 0.15 and 0.2 T, there is a
minimum in the sound velocity at all measured temperatures. It turns out that
the origin of this features is the same as the anomalies shown in Fig. 7.2. How-
ever, the low-field anomalies become sharper for the cL at higher temperatures,
whereas the anomalies decrease with temperature for the cT mode. The nature
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of the maximum in the sound velocity at 2 T is not clear. It may be related to
the suppression of quantum fluctuations.

Conclusions
In conclusion, we have studied nonequilibrium processes and the role of magneto–
acoustic interactions in the spin-ice materials DTO, HTO, and YbTO by means
of ultrasound measurements. Unusual anomalies have been detected in all acous-
tic modes studied. The correlation between a magnetization plateau and sound-
velocity anomalies (quasi-periodic peaks) in DTO shows that magneto-acoustic
interactions play an important role in this spin-ice compound. The ultrasound
technique is particularly sensitive to these effects, where the periodicity, shape,
width, number, and distance between the peaks can be crisply extracted. In-
terestingly, the temperature of the sample follows the sound-velocity change
at the peak positions, where the system has been driven out of equilibrium
and avalanches of magnetic monopoles occur to re-equilibrate the system. The
phonons eventually carry the released energy during the avalanche process out of
the system. We, thus, observe a quasi–periodic change between thermodynami-
cally unstable states through non–equilibrium processes, like in the “bottleneck”
effect. It will be interesting to contrast this in detail to the two–dimensional
magnetic arrays [131], where the role of monopoles and avalanche processes in a
non-thermal ensemble have been a recent focus of attention [132].
The ultrasound investigations performed on the spin-ice materials HTO and
DTO show a number of features that are common to both systems. However,
differences occur in the low-temperature region. At high temperatures (7–250 K)
the temperature dependent change of the sound velocity in DTO and HTO is
quite similar for different acoustic modes. At low temperatures, signatures of
spin freezing in DTO and HTO are observed at around 0.6 and 2 K as anomalies
in the sound velocity and sound attenuation. There are a number of peculiarities
in the field-dependent acoustic properties at low temperatures. Detailed infor-
mation of the field-induced non-equilibrium processes in the spin-ice state of
DTO show that they are independent of the demagnetization factor of the sam-
ple and appear for various sound-propagation directions, but vanish when there
is a strong thermal coupling to the bath. At the gas-liquid-type phase transition
in DTO, we have observed a sharp dip in the attenuation. The experimental
results agree reasonably well with theoretical modeling of the sound velocity and
the sound attenuation, based on exchange-striction coupling and single-ion-type
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interactions. The high-magnetic-field data are described reasonably well by a
CEF approach.
In YbTO, the coupling of the sound wave to quantum fluctuations was in-
vestigated by sound-velocity and sound-attenuation measurement. A number
of anomalies in temperature and field-dependent measurements of the sound
velocity and attenuation was observed. These anomalies are attributed to a
first-order phase transition, although the nature of these transitions are still
under investigation.
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