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Abstract
In this paper our aim is to characterize the set of extreme points of the set of all
n-dimensional copulas (n > 1). We have shown that a copula must induce a singular
measure with respect to Lebesgue measure in order to be an extreme point in the
set of n-dimensional copulas. We also have discovered some sufficient conditions for a
copula to be an extreme copula. We have presented a construction of a small subset
of n-dimensional extreme copulas such that any n-dimensional copula is a limit point
of that subset with respect to weak convergence. The applications of such a theory
are widespread, finding use in many facets of current mathematical research, such as
distribution theory, survival analysis, reliability theory and optimization purposes. To
illustrate the point further, examples of how such extremal representations can help in
optimization have also been included.
1 Introduction
Copula models are popular in high dimensional statistical applications due to their ability
to describe the dependence structure among random variables; see, e.g. [9], [10]. In a
situation where we need to study the influence of dependence structure on a statistical
problem with given marginals of some random vector, it would be helpful if we do not have
to study dependence structure over the class of all copulas- only a small class of copulas
would do the job. In [6], [7] a special case has been considered. For a bi-variate random
vector (X, Y ) with continuous and strictly increasing marginal distribution functions they
have found a copula under which the probability of the event {X = Y } is maximal. However,
our work is applicable in more general scenarios. Using Krein-Milman theorem (see e.g. [2])
we can see that study of dependence structure over only the convex hull of the extreme
copulas is enough. This motivates us to study and characterize the set of extreme copulas.
It is also interesting from mathematical point of view. In this paper we aim to provide some
properties such that any copula satisfying these properties will be an extreme copula. We
also have shown that the probability induced by any extreme copula has to be singular with
respect to Lebesgue measure. This shows how small the class of extreme copulas is. Finally,
we have shown a particularly strong result that says we do not need to consider even the
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convex hull of the extreme points, but only a small subset of these extreme points in order
to study the influence of dependence structure.
2 Preliminaries
First, we recall the definition of copula. see, e.g. [5].
Definition 2.1. An n-dimensional copula is an n-dimensional distribution function concen-
trated on [0, 1]n whose univariate marginals are uniformly distributed on [0, 1].
Clearly the set of all copulas is a convex set and it is closed (with respect to d∞ metric),
uniformly bounded by 1 and every copula is 1-Lipschitz continuous. Hence by Arzela`-Ascoli
theorem (see, e.g. [3]) the set of all copulas is compact. Again, as it is convex and compact
by Krein-Milman theorem (see, e.g. [4]) the set of all copulas is the closure (with respect
to d∞ metric) of the convex hull of its extreme points. So we will study the set of extreme
points.
3 Notations
For a Borel-measurable function f : [0, 1] 7→ [0, 1]n−1 denote the graph of f as
Gf =
{(
x, f(x)
) | x ∈ [0, 1]}
Write f as (g1, g2, . . . , gn−1). We denote
G(i)f =
{
(g1(x), . . . , gi−1(x), x, gi(x), . . . , gn−1(x)) | x ∈ [0, 1]
}
We denote the projection on ith co-ordinate by pii i.e. pii : [0, 1]
n 7→ [0, 1] such that
pii
(
(x1, x2, . . . , xn)
)
= xi. Now for any probability P on [0, 1]
n we denote P ◦ pi−1i , the
ith marginal of P by Pi. Also, we denote the Lebesgue measure by λ.
Define the n-dimensional square Sa˜,ε as∏ni=1 [ai, ai + ε]. Now denoteRa˜,b˜as the n-dimensionalrectangle formed by the two points a˜ and b˜ i.e. Ra˜,b˜= {x˜ ∈ Rn | a˜ ≤ x˜ ≤ b˜}.
We denote uj(t) = (x1, x2, . . . , xn) such that xj = t and xk = 1 for all k 6= j and vj(t) =
(y1, y2, . . . , yn) such that yj = t and yk = 0 for all k 6= j.
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4 Sufficient Conditions
In this section we provide certain sufficient conditions for a copula to be an extreme copula.
Theorem 4.1. Let f : [0, 1] 7→ [0, 1]n−1 be a Borel measurable function and µ be a probability
measure on
(
[0, 1] ,B([0, 1])). Then there exists a unique n-dimensional probability supported
on Gf whose first marginal is µ.
Proof. At first we will show that there exists an n-dimensional probability supported on Gf
whose first marginal is µ. It will be enough to get such an n-dimensional probability P on
{S1 × S2 | S1 ∈ B([0, 1]), S2 ∈ B([0, 1]n−1)} as it is a semi-field for B
(
[0, 1]n
)
. Define P on
this semi-field as
P (S1 × S2) = µ(S1 ∩ f−1(S2))
for all S1 ∈ B([0, 1]) and S2 ∈ B([0, 1]n−1). Clearly it is a probability and by Caratheodory
Extension Theorem P can be defined on B ([0, 1]n). Observe that P is supported on Gf and
its first marginal is µ.
Now it remains to show is that P is the unique probability with the required property. Let
P¯ be another n-dimensional probability supported on Gf whose first marginal is µ. Then for
all S1 ∈ B([0, 1]) and S2 ∈ B([0, 1]n−1) we have
P¯ (S1 × S2) = P¯
(
(S1 × S2) ∩ Gf
)
= P¯
({
(x, f(x)) | x ∈ S1, f(x) ∈ S2
})
= P¯
({
(x, f(x)) | x ∈ S1 ∩ f−1(S2)
})
= P¯
({
(x, y) | x ∈ S1 ∩ f−1(S2), y ∈ [0, 1]n−1
})
= µ(S1 ∩ f−1(S2))
= P (S1 × S2)
As {S1×S2 | S1 ∈ B([0, 1]), S2 ∈ B([0, 1]n−1)} is a semi-field for B
(
[0, 1]n
)
, by Caratheodory
extension theorem P¯ = P . Hence P is the unique probability supported on Gf whose first
marginal is µ.
Corollary. For any Borel measurable function f : [0, 1] 7→ [0, 1]n−1 any copula supported on
Gf is an extreme copula.
Proof. Let f : [0, 1] 7→ [0, 1]n−1 be a Borel measurable function. Suppose there exists a copula
C supported on Gf . As the first marginal of every copula is U [0, 1], by using Theorem 4.1
we can conclude that it is the unique copula supported on Gf . If there exist any two copulas
C1 and C2 such that C can be written as a convex combination of them, then both C1 and
3
C2 need to give zero measure on Gf c. Hence C1 = C2 = C, which implies C is an extreme
copula.
For an extreme copula C and for any permutation σ on {1, 2, . . . , n} the copula Cσ de-
fined as Cσ(x1, x2, . . . , xn) = C(xσ(1), xσ(2), . . . , xσ(n)) is also an extreme copula. Clearly
there exists a copula supported on G(i)f iff there exists a copula supported on G(j)f for any
i, j ∈ {1, 2, . . . , n}.
Corollary. There are uncountably many extreme copulas on [0, 1]n.
Proof. Fix t ∈ (0, 1). Let L1 be the line joining 0˜ and (t, 1, 1, . . . , 1) and L2 be the linejoining (t, 1, 1, . . . , 1) and (1, 0, 0, . . . , 0). See the figure for n = 2.
(0,0) (1,0)
(t, 1)
L 1
L
2
(0,1) (1,1)
Let U(Li) denote the uniform distribution on Li. Then c.d.f. of tU(L1) + (1− t)U(L2) is a
copula on L1 ∪ L2 and hence by previous corollary it is an extreme copula. Thus for every
distinct t ∈ (0, 1) we get a distinct extreme copula. And hence there are uncountably many
extreme copulas.
We can see the above theorem talks about a small class of copulas. For example it can not
say whether the following 2-dimensional curve can be a support of an extreme copula or not.
(0, 0) (1, 0)
(1, 1)(0, 1)
Therefore we need to have a more general theorem.
Theorem 4.2. Let D be a support of a copula such that there exist B1, B2, . . . , Bn ∈
B([0, 1]) and Borel measurable functions fi : [0, 1] 7→ [0, 1]n−1 for i ∈ {1, 2, . . . , n} such
4
that
⋃n
i=1 pi
−1
i (Bi) ⊇ D and pi−1i (Bi) ∩ D = pi−1i (Bi) ∩ G(i)fi . Then the copula will be an
extreme copula. In particular it will be the unique copula supported on D.
Proof. We only need to show that there exists at most one copula supported on D. Let C,
C¯ be two copulas supported on D. Let P , P¯ be the corresponding induced probabilities.
Observe for any Si ∈ B
(
[0, 1]n
)
, Si ⊆ pi−1i (Bi)
P (Si) = P (Si ∩D) = P
(
Si ∩ G(i)fi
)
= P
(
pi−1i
(
pii
(
Si ∩ G(i)fi
)))
= λ
(
pii
(
Si ∩ G(i)fi
))
Similarly
P¯ (Si) = P¯ (Si ∩D) = P¯
(
Si ∩ G(i)fi
)
= P¯
(
pi−1i
(
pii
(
Si ∩ G(i)fi
)))
= λ
(
pii
(
Si ∩ G(i)fi
))
Therefore for all i, P (Si) = P¯ (Si) whenever Si ∈ B
(
[0, 1]n
)
and Si ⊆ pi−1i (Bi). Now for any
A ∈ B ([0, 1]n) there exist Borel sets A0, A1, . . . , An disjoint such that A = ⋃ni=0Ai where
A0 ⊆ DC and for i ≥ 1, Ai ⊆ pi−1i (Bi). So we have
P¯ (A) =
n∑
i=0
P¯ (Ai) =
n∑
i=0
P (Ai) = P (A)
Which implies P = P¯ and hence C = C¯. So, we have proved that there exists at most one
copula supported on D and hence it is an extreme copula.
This theorem overcomes some of the drawbacks of the previous theorem. For example it
can say that if there exists a copula supported on the following 2-dimensional curve then it
has to be an extreme copula.
=⇒
(0, 0) (0, 0) (1, 0)
(1, 1)(0, 1)(1, 1)(0, 1)
(1, 0) B1
B2
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Now we will give some examples of extreme copulas.
Example 4.1. Let 0 = t1 < t2 < · · · < tm < tm+1 = 1. Let Li be any interior diagonal of
the n-dimensional rectangle Rv1(ti),u1(ti+1). See the figure for n = 2.
t1 t2 tm+1tm
(1, 0)(0, 0)
(1, 1)(0, 1)
Then c.d.f. of the probability measure P =
∑m
i=1(ti+1 − ti)U(Li) is an extreme copula. To
see this let
f(x) =
m∑
i=1
Li(x) · 1{x∈[ti,ti+1)}
Observe  m⋃
i=1
Li
∆Gf ⊆ {(ti+1, Li (ti+1)) | i ∈ N}
But P
({(
ti+1, Li (ti+1)
) | i ∈ N}) = 0. So P is supported on Gf , f measurable. Observe
P1 =
∑m
i=1(ti+1− ti)U [ti, ti+1] = U [0, 1] and for j 6= 1 we have Pj =
∑m
i=1(ti+1− ti)U [0, 1] =
U [0, 1]. Therefore c.d.f. of P is a copula and hence is an extreme copula.
Example 4.2. Let {tm} be any non-decreasing sequence of real numbers in [0, 1] with
t1 = 0 and t0 = limm→∞ tm. Let Li be any interior diagonal of the n-dimensional rect-
angle Rv1(ti),u1(ti+1) and L0 be any interior diagonal of the n-dimensional rectangle Rv1(t0),1˜.Then by similar approach one can get that the c.d.f. of the probability measure P =
(1− t0)U(L0) +
∑∞
i=1(ti+1 − ti)U(Li) is an extreme copula.
Example 4.3 (Permutation copula of order m). Draw grids of size 1
m
in [0, 1]n. Let σk
for k = 2, 3, . . . , n are permutations on {0, 1, . . . ,m− 1}. Define σ1 as the identity permuta-
tion.
Let Li be an interior diagonal of S(σ1(i)
m
,
σ2(i)
m
,...,
σn(i)
m
), 1
m
for all i = 0, 1, . . . ,m−1. See the figure
for n = 2.
6
(0, 0) (1, 0)
(1, 1)(0, 1)
Let us define a probability P as
P =
m−1∑
i=0
1
m
· U(Li)
Observe for all k, the kth marginal of S
(
σ1(i)
m
,
σ2(i)
m
,...,
σn(i)
m
), 1
m
with respect to P is
1
m
· U
([
σk(i)
m
, σk(i)+1
m
])
. Therefore for all k
Pk =
m−1∑
i=0
1
m
· U
([
σk(i)
m
,
σk(i) + 1
m
])
= U
(
[0, 1]
)
Hence c.d.f. of P is a copula. Such a copula will be called permutation copula. Let
f(x) =
m−1∑
i=0
Li(x) · 1{x∈[ im , i+1m )}
Clearly f is measurable. Observe
P

m−1⋃
i=0
Li
∆Gf
 ≤ P


(
i+ 1
m
,Li
(
i+ 1
m
)) ∣∣∣∣∣∣ i ∈ {0, 1, . . . ,m− 1}

 = 0
Therefore P is supported on Gf and hence c.d.f. of P is an extreme copula.
Example 4.4. Let C be a copula and P be the corresponding induced probability For any
α˜ ∈ Rn for any A ⊆ [0, 1]n define
A+ α˜ =
{({x1 + α1}, {x2 + α2}, . . . , {xn + αn}) | x˜ ∈ A
}
where {.} denotes the fractional part. See the figure for n = 2.
+(α1,0)−→ +(0,α2)−→
(0, 0)
(0, 0) (0, 0)
(0, 1) (0, 1) (0, 1)
(1, 0) (1, 0) (1, 0)
(1, 1) (1, 1) (1, 1)
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Define Pα˜ as Pα˜(B) = P (B +α˜) for all B ∈ B ([0, 1]n). Clearly Cα˜, the c.d.f. of Pα˜ is a cop-ula. If C is not an extreme copula i.e. ∃ copulas C1 6= C2 6= C such that C = 12 (C1 + C2).
This implies Cα˜ = 12
(
(C1)α˜+ (C2)α˜
)
. Hence Cα˜ is not an extreme copula. Again, as
C =
(
Cα˜
)
−α˜. In a similar vein we can say Cα˜ is not an extreme copula implies C is not anextreme copula. Hence C is an extreme copula iff Cα˜ is an extreme copula.
Example 4.5. Let C be a copula and P be the induced probability. Fix a co-ordinate i and
two disjoint intervals [a, a+ δ] , [b, b+ δ] ⊆ [0, 1]. Define a transformation T as
T (x˜) =

(x1, . . . , xi−1, xi − a+ b, xi+1, . . . , xn) , if x˜ ∈ pi−1i ([a, a+ δ])(x1, . . . , xi−1, xi − b+ a, xi+1, . . . , xn) , if x˜ ∈ pi−1i ([b, b+ δ])x˜ , otherwise
(0, 0) (1, 0)
(1, 1)(0, 1)
(0, 1)
(1, 0)
(0, 0)
(1, 1)
=⇒
b b+ δ
a a+ δ
Let P ′ be the probability induced by T . As T = T−1 we can say P ′ = P ◦ T . Let the C ′ be
c.d.f. of P ′. Clearly C ′ is a copula and it can be easily shown that C is an extreme copula
iff C ′ is an extreme copula.
Starting from the copula supported on any interior diagonal of [0, 1]n if one applies the
transformations mentioned in the above examples, he will always get a copula supported
on a graph of a Borel measurable function. Now we are going to show that if a copula is
supported on graph of a Borel measurable function then the function has to be measure
preserving in each co-ordinate with respect to Lebesgue measure. Conversely for any Borel
measurable function from [0, 1] to [0, 1]n−1, there exists a copula supported on its graph if it
is measure preserving in each co-ordinate with respect to Lebesgue measure.
Theorem 4.3. For any Borel measurable function f : [0, 1] 7→ [0, 1]n−1, ∃ a copula supported
on Gf iff f is measure preserving in each co-ordinate with respect to λ. In that case the copula
will be an extreme copula
Proof. Let f : [0, 1] 7→ [0, 1]n−1 be a Borel measurable function. Suppose there is a copula C
supported on Gf . Let P be the probability induced by C. write f as (f2, f3, . . . , fn). Then
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for all i, for all B ∈ B([0, 1])
λ
[
f−1i (B)
]
= P
[
pi−11
(
f−1i (B)
)]
= P
[
pi−11
(
f−1i (B)
) ∩ Gf]
= P
[{
(x, f(x)) | x ∈ f−1i (B)
}]
= P
[{
(x, f(x)) | fi(x) ∈ B
}]
= P
[
pi−1i (B) ∩ Gf
]
= P
[
pi−1i (B)
]
= λ [B]
Hence f is measure preserving in each co-ordinate with respect to λ.
(0, 0) (1, 0)
(1, 1)(0, 1)
B
f−1(B)
f
Now suppose f : [0, 1] 7→ [0, 1]n−1 be a Borel measurable function which is measure pre-
serving in each co-ordinate with respect to λ. Define a probability P as
P (B) = λ
[
pi1(B ∩ Gf )
]
for all B ∈ B([0, 1]). Clearly P is supported on Gf . Let Pi be its ith marginal. Observe
P1(B) = P
[
pi−11 (B)
]
= P
[
pi−11 (B) ∩ Gf
]
= λ
[
pi1
(
pi−11 (B) ∩ Gf
)]
= λ [B]
For all i 6= 1
Pi(B) = P
[
pi−1i (B)
]
= P
[
pi−1i (B) ∩ Gf
]
= P
[
pi−11
(
f−1i (B)
) ∩ Gf]
= P
[
pi−11
(
f−1i (B)
)]
= P1
[
f−1i (B)
]
= λ
[
f−1i (B)
]
= λ [B]
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Therefore c.d.f. of P is a copula.
Clearly as the copula is supported on a graph of a Borel measurable function it is an
extreme copula.
5 Necessary Conditions
A trivial necessary condition for a set D ⊆ [0, 1]n to be the support of a copula is that
for any B ∈ B ([0, 1]n) satisfying B ∩ D = pi−1i (pii(B)) ∩ D = pi−1j (pij(B)) ∩ D we must
have λ
(
pii(B)
)
= λ
(
pij(B)
)
. Here using Lebesgue decomposition theorem (see, e.g. [1]) we
are going to show that probability induced by any extreme copula has to be singular with
respect to Lebesgue measure. To prove this we need to prove the following lemma.
Lemma 5.1. Let F be a copula and PF be the induced probability. Let the Lebesgue decom-
position be
PF (A) =
∫
A
f dλn + µ(A)
Where f is non-negative, A ∈ B ([0, 1]n) and µ ⊥ λn. Suppose there exists a closed square
Sa˜,ε = ∏ni=1 [ai, ai + ε] ⊆ [0, 1]n such that
λn
[
f−1
({0}) ∩ Sa˜,ε
]
<
1
4
· λn
[
Sa˜,ε
]
=
εn
4
Then F can not be an extreme copula.
Proof. We will get a g :
[
0, ε
2
]× [0, ε
2
]× [0, ε]n−2 7→ R which is not 0 almost everywhere such
that h1 and h2 defined below are non-negative. Define for i = 1, 2
hi(x˜) =

f(x˜) if x˜ ∈ SCa˜,ε
f(x˜) + (−1)ig(x˜− a˜)
if x˜ ∈ [a1, a1 + ε2]× [a2, a2 + ε2]× n∏i=3 [ai, ai + ε]
f(x˜) + (−1)i+1g(x˜− (a1 + ε2 , a2, a3, . . . , an))
if x˜ ∈ [a1 + ε2 , a1 + ε]× [a2, a2 + ε2]× n∏i=3 [ai, ai + ε]
f(x˜) + (−1)i+1g(x˜− (a1, a2 + ε2 , a3, . . . , an))
if x˜ ∈ [a1, a1 + ε2]× [a2 + ε2 , a2 + ε]× n∏i=3 [ai, ai + ε]
f(x˜) + (−1)ig(x˜− (a1 + ε2 , a2 + ε2 , a3, . . . , an))
if x˜ ∈ [a1 + ε2 , a1 + ε]× [a2 + ε2 , a2 + ε]× n∏i=3 [ai, ai + ε]
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Then we will define the copulas H1 and H2 such that
PH1(A) =
∫
A
h1 dλ
n + µ(A) PH2(A) =
∫
A
h2 dλ
n + µ(A)
where PH1 and PH2 are probabilities induced by H1 and H2 respectively. Clearly H1 and H2
are copulas. As f = 1
2
(h1 +h2), hence PF =
1
2
(PH1 +PH2). Therefore F =
1
2
(H1 +H2). As g
in not 0 almost everywhere F 6= H1 6= H2. Hence F will not be an extreme copula. So it is
enough to get g which is not 0 almost everywhere such that both h1 and h2 are non-negative.
For this we will define functions f1, f2, f3, f4 on
[
0, ε
2
]× [0, ε
2
]× [0, ε]n−2 such that
f1(x˜) = f(x˜+ a˜)
f2(x˜) = f
(
x˜+
(
a1 +
ε
2
, a2, a3, . . . , an
))
f3(x˜) = f
(
x˜+
(
a1, a2 +
ε
2
, a3, . . . , an
))
f4(x˜) = f
(
x˜+
(
a1 +
ε
2
, a2 +
ε
2
, a3, . . . , an
))
Take g to be min{f1, f2, f3, f4}. This ensures that both h1 and h2 are non-negative almost
everywhere. Now we need to show g is not 0 almost everywhere. Observe g−1
({0}) =⋃4
i=1 f
−1
i
({0}). Therefore
λn
(
g−1
({0})) = λn
 4⋃
i=1
f−1i
({0})

≤ λn
(
f−1
({0}) ∩ Sa˜,ε
)
<
1
4
· λn
(
Sa˜,ε
)
(by assumption)
=
εn
4
= λn
([
0,
ε
2
]
×
[
0,
ε
2
]
× [0, ε]n−2
)
Therefore g is not 0 almost everywhere. Hence F can not be an extreme copula.
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Theorem 5.2. Probability induced by any extreme copula has to be singular with respect to
Lebesgue measure.
Proof. Let C be a copula and P be the probability induced by C. Suppose P is not singular
with respect to λn. Then there exists non-negative Borel measurable f which is not 0 almost
everywhere and a measure µ ⊥ λn such that the Lebesgue decomposition of P is given by:
P (A) =
∫
A
f dλn + µ(A)
So, there exists a, b with 0 < a < b such that
α = λn
(
f−1
(
[a, b]
))
> 0
Fix ε ∈ (0, α).
By Lusin’s theorem, there exists a compact set K with λn(K) > 1− ε such that f restricted
to K is continuous. Therefore the set f−1
(
[a, b]
) ∩ K is closed. Denote it by K0. So, we
have λn (K0) ≥ α− ε > 0
Now draw grids of size 1
m
. Let Sc1˜, 1m , Sc2˜, 1m , . . . , Scr˜, 1m be the minimum possible closedsquares in the grid required to cover K0.
Define Aξ =
{
x˜ | d(x˜, A) ≤ ξ
}
where d is the Euclidean distance. Then it can be easily
shown that K0√n
m
⊇ ⋃rp=1 Scp˜, 1m . Observe as m→∞, K0√nm ↓ K0 as K0 is closed. Therefore
lim
m→∞
λn
(
K0√n
m
∩ f−1 {0}
)
= λn
(
K0 ∩ f−1 {0}
)⇒ lim
m→∞
λn
 r⋃
p=1
Scp˜, 1m ∩ f−1 {0}
 = 0
So we can choose m large enough such that
λn
f−1 ({0}) ∩
 r⋃
p=1
Scp˜, 1m

 < α− ε
4
≤ 1
4
· λn (K0)
≤ 1
4
· λn
 r⋃
p=1
Scp˜, 1m

12
So, ∃ q ∈ {1, 2, . . . , r} such that
λn
[
f−1
({0}) ∩ Scq˜,ε
]
≥ 1
4
· λn
[
Scq˜,ε
]
And hence by Lemma 5.1, C can not be an extreme copula.
In the following 3-dimensional figure denote L1 to be the line joining (0, 0,
1
2
) and (1
2
, 1
2
, 1),
L2 to be the line joining (
1
2
, 1
2
, 1
2
) and (1, 1, 1), L3 to be the line joining (0,
1
2
, 0) and (1
2
, 1, 1
2
)
and L4 to be the line joining (
1
2
, 0, 0) and (1, 1
2
, 1
2
). Define a probability P as P =
∑4
i=1U(Li).
It can be easily shown that c.d.f. of P is an extreme copula. Clearly it satisfies the necessary
condition but there does not exist any i ∈ {1, 2, 3}, B ∈ B([0, 1]) and Borel measurable
functions f : [0, 1] 7→ [0, 1]2 such that pi−1i (B) ∩ (∪4i=1Li) = pi−1i (B) ∩ G(i)f . Hence it does not
satisfy the sufficient condition.
L1
L2
L3
L4
As it has been shown above, the necessary condition and sufficient condition that we have
postulated do not necessarily hold together and hence cannot be melded to give a complete
characterization of extreme copulas. The initiative to find such a result that combine both
might be undertaken as a future research problem.
6 A construction of dense set using extreme copulas
We are going to show that any copula can be uniformly approximated by extreme copulas.
In fact, any copula can be uniformly approximated by permutation copulas. For this we will
need the following definitions.
Definition 6.1. A n-dimensional matrix of order m1×m2×· · ·×mn is a real valued function
on {0, 1, . . . ,m1 − 1} × {0, 1, . . . ,m2 − 1} × · · · × {0, 1, . . . ,mn − 1}
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Definition 6.2. A n-dimensional m × m × · · · × m matrix M is called stochastic in kth
co-ordinate if for all ik ∈ {0, 1, . . . ,m− 1}∑
(r1,r2,...,rn)
rk=ik
M(r1, r2, . . . , rn) =
1
m
Let us denote by Mnm the set of all n-dimensional m × m × · · · × m matrices with non-
negative entries which are stochastic in every co-ordinate.
Theorem 6.1. Any copula can be uniformly approximated by permutation copulas.
Proof. Let C be any copula and P be the probability induced by C. Draw grids of size 1
m
in [0, 1]n. Define a n-dimensional m×m× · · · ×m matrix M as
M(i1, i2, . . . , in) = P
(
S( i1
m
,
i2
m
,..., in
m
)
, 1
m
)
Clearly M ∈Mnm. Define a metric ρ on Mnm as for all M1,M2 ∈Mnm
ρ (M1,M2) = sup
(i1,i2,...,in)
∣∣M1 (i1, i2, . . . , in)−M2 (i1, i2, . . . , in)∣∣
Now get N ∈ Mnm with all rational entries such that ρ (N,M) < ε = m−(n+1). We are
going to construct a permutation copula C¯m with induced probability P¯m such that
P¯m
(
S( i1
m
,
i2
m
,..., in
m
)
, 1
m
)
= N(i1, i2, . . . , in)
If we construct it then we will have∣∣∣∣∣C
(
i1
m
,
i2
m
, . . . ,
in
m
)
− C¯m
(
i1
m
,
i2
m
, . . . ,
in
m
)∣∣∣∣∣
≤
∑
(r1,r2,...,rn)
∣∣∣∣∣P
(
S( r1m ,
r2
m
,..., rn
m ),
1
m
)
− P¯m
(
S( r1m ,
r2
m
,..., rn
m ),
1
m
)∣∣∣∣∣
=
∑
(r1,r2,...,rn)
∣∣M(r1, r2, . . . , rn)−N(r1, r2, . . . , rn)∣∣
< mnε
=
1
m
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and therefore for all t˜∈ [0, 1]n∣∣∣C(t˜)− C¯m(t˜)
∣∣∣
≤
∣∣∣∣∣C(t˜)− C
(bmt1c
m
, . . . ,
bmtnc
m
)∣∣∣∣∣+
∣∣∣∣∣C¯m(t˜)− C¯m
(bmt1c
m
, . . . ,
bmtnc
m
)∣∣∣∣∣
+
∣∣∣∣∣C
(bmt1c
m
, . . . ,
bmtnc
m
)
− C¯m
(bmt1c
m
, . . . ,
bmtnc
m
)∣∣∣∣∣
≤ n
m
+
n
m
+
1
m
=
2n+ 1
m
This will imply C¯m converges to C uniformly as m→∞. Hence C can be uniformly approxi-
mated by permutation copulas. So, the only thing remains is to construct such a permutation
copula C¯m.
To do this, for all (i1, i2, . . . , in) we want to have an n-dimensional cube which is a subset of
S( i1
m
,
i2
m
,..., in
m
)
, 1
m
and length of whose edges is same as N(i1, i2, . . . , in) such that the co-ordinate
projections of those cubes will be disjoint. Then if we have a permutation copula which gives
probability N(i1, i2, . . . , in) to the cube that is subset of S( i1
m
,
i2
m
,..., in
m
)
, 1
m
we are done. See the
figure for n = 2
N
(1
, 1
)
N
(2
, 3
)
N
(3
, 2
)
N(1, 1)
N(2, 1)
N(3, 1)
N(1, 2)
N(2, 2)
N(3, 2)
N(1, 3)
N(2, 3)
N(3, 3)
N
(1
, 2
)
N
(1
, 3
)
N
(2
, 1
)
N
(2
, 2
)
N
(3
, 1
)
N
(3
, 3
)
N(1, 1) N(2, 1) N(3, 1)
N(1, 2) N(2, 2) N(3, 2)
N(3, 3)N(2, 3)N(1, 3)
=⇒
(0, 0) (1, 0)
(1, 1)(0, 1)
(0, 1)
(0, 1) (1, 1)
(0, 0) (1, 0)
Observe for all k
λ
([
j
m
,
j + 1
m
))
=
1
m
=
∑
(r1,r2,...,rn)
rk=j
N(r1, r2, . . . , rn)
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So we can divide
[
j
m
, j+1
m
)
into mn−1 disjoint intervals as[
j
m
,
j + 1
m
)
=
⋃
(r1,r2,...,rn)
rk=j
I
(k)
(r1,r2,...,rn)
such that
λ
(
I
(k)
(r1,r2,...,rn)
)
= N(r1, r2, . . . , rn)
Observe
S( i1
m
,
i2
m
,..., in
m
)
, 1
m
⊇
n∏
k=1
I
(k)
(i1,i2,...,in)
Let L(i1,i2,...,in) be any one of the interior diagonals of
(∏n
k=1 I
(k)
(i1,i2,...,in)
)
. Define P¯m as
P¯m =
∑
(i1,i2,...,in)
N(i1, i2, . . . , in) · U
(
L(i1,i2,...,in)
)
Clearly
P¯m
(
S( i1
m
,
i2
m
,..., in
m
)
, 1
m
)
= N(i1, i2, . . . , in)
and C¯m is a copula. As N(i1, i2, . . . , in) are rationals then ∃q ∈ N such that for all k for all
(i1, i2, . . . , in) ∈ {0, 1, . . . ,m− 1}n, λ
(
I
(k)
(r1,r2,...,rn)
)
is a integer multiple of 1
q
. Hence C¯m is a
permutation copula of order q.
So we obtain that permutation copulas are dense in the space of copulas. This is an example
of a convex set containing more than one point whose extreme points are dense in that set.
As a corollary we got that the set of extreme copulas are not closed under L∞ norm.
7 Application
In a situation where we need to study the influence of the dependence structure on a
statistical problem with given marginals of some random vector, we consider an optimization
problem over the Fre´chet class F(F1, F2, . . . , Fn) of all joint distributions with the marginals
F1, F2, . . . , Fn (see, e.g. [8]). For a given bounded continuous function g : Rn 7→ R, an
optimization problem over the Fre´chet class F(F1, F2, . . . , Fn) looks like
m(g) := sup
{∫
g dF : F ∈ F(F1, F2, . . . , Fn)
}
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Clearly we have
m(g) = sup
{
E
(
g(X˜ )
)
: X˜ ∼ F ∈ F(F1, F2, . . . , Fn)
}
= sup
{
E
(
g ◦ (F1, F2, . . . , Fn)−1(U˜)
)
: U˜ ∼ C, where C is a copula
}
= lim
k→∞
max
{
E
(
g ◦ (F1, F2, . . . , Fn)−1(U˜)
)
: U˜ ∼ Ck, a permutation copula of order k
}
where (F1, F2, . . . , Fn)
−1(U˜) = (F−11 (U1), F−12 (U2), . . . , F−1n (Un)).
In special cases in which we need to maximize probability of the event {X = Y } (i.e.,
g = 1{x=y}) where X, Y are random variables with distribution functions FX , FY , we can
construct a function gε as
gε(x, y) =

1 , if x = y
1− |x−y|
ε
, if |x− y| < ε
0 , otherwise
If PF is the probability induced by the joint distribution function F we have
m(g) = sup
{
PF (X = Y ) : F ∈ F(FX , FY )
}
= lim
ε→0
lim
k→∞
max
{
E
(
gε ◦ (FX , FY )−1(U˜)
)
: U˜ ∼ Ck, a permutation copula of order k
}
We can use these results to simulate in computer the approximate value of m(g) to solve
the optimization problem.
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