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Abstract In the context of autonomous airships, sev-
eral works in control and guidance use wind velocity to
design a control law. However, in general, this informa-
tion is not directly measured in robotic airships. This
paper presents three alternative versions for estimation
of wind velocity. Firstly, an Extended Kalman Filter
is designed as a model-based approach. Then a Neural
Network is designed as a data-driven approach. Finally,
a hybrid estimator is proposed by performing a fusion
between the previous designed estimators: model-based
and data-driven. All approaches consider only GPS,
IMU and Pitot tube as available sensors. Simulations in
a realistic nonlinear model of the airship suggest that
the cooperation between these two techniques increases
the estimation performance.
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1 Introduction
Recently, Unmanned Aerial Vehicles (UAVs) become
useful in several applications due to their economic ef-
ficiency and mobility. For outdoor applications, air re-
lated information such as: angle of attack, sideslip and
wind velocity, helps to improve the control performance.
Outdoor airships commonly have a guidance control
to track a trajectory. The first idea is that the attitude
reference shall be coincident with the reference trajec-
tory attitude. However, there are two situations when
this is not desirable: in the presence of wind distur-
bances (an almost certainty when flying outdoors) and
if the objective is ground-hover (since the desired atti-
tude is arbitrarily defined).
An aircraft of conventional shape must fly against
the apparent wind in order to have low drag. This is
also true for airships, specially because of the lateral un-
deractuation [6]. Therefore, whenever there is wind, the
airship must try to align itself with the relative airspeed,
thus reducing the sideslip angle. This implies that guid-
ance control also depends on information about wind
velocity and attitude. However, measuring such elements
is not a trivial task.
The most common solution is to estimate the wind
velocity in order to extract the necessary information
about the vehicle motion. The Model-based techniques
are the most popular strategies. As an example, in [7],
it is proposed an approach for estimate the angle of
attack and sideslip angle by the kinematic equations
of motion of an aerobatic UAV. Meanwhile, with the
same kinematic equations, in [3] an Extended Kalman
Filter (EKF) is proposed for estimating the wind head-
ing and velocity using an aircraft with a single GPS and
Pitot tube. In [5] a wind velocity observer also based
in the kinematics is proposed for small UAVs with ex-
perimental results. Similarly, in [11] is also proposed an
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EKF for wind velocity estimation, however applied to a
Stationary stratospheric airship in simulation environ-
ment. Then in [8] are presented four Model-based solu-
tions considering an aircraft with four different possible
configurations of sensors.
Recently, the Machine Learning approach has be-
come popular in the field of robotics. The impressive
growing of computational resources and increasing ac-
quired data over the years have increased the potential
of these Data-driven techniques. These strategies were
already introduced in applications such as control of air-
craft [2] and air data estimation for a Micro-UAV [10].
The wind estimation problem is addressed in [1] using a
quadrotor and with a Machine-learning approach. How-
ever, a Data-driven online estimation of wind velocity
for robotic airships is still a challenge.
This paper presents an alternative version of a Model-
based wind velocity estimator using the EKF technique
similar to the solution presented in [3], however tak-
ing an airship as a case study. Then, a Data-driven
approach of estimation using a Neural Network (NN)
is proposed. Finally, a hybrid version that uses both
Model-based and Data driven techniques is considered.
The main tool to validate the proposed solutions is a
realistic nonlinear model in Simulink/MATLAB devel-
oped since the AURORA project [4] and improved by
[6].
This paper is organized as follows: the airship non-
linear modeling is summarized in Sect. 2; then the kine-
matic equations of motion are analyzed in Sect. 3; an
EKF is designed for wind velocity estimation in Sect.
4; the NN approach of wind velocity estimation is pre-
sented in Sect. 5; the hybrid version of wind velocity
estimation is presented in Sect. 6; the training method
used for the Neural Network is described in Sect. 7; val-
idating simulations take place in Sect. 8 by establishing
a comparison between the proposed approaches and the
approach presented by [3]; finally some conclusions are
drawn in Sect. 9.
2 Airship modelling
This work is placed in the context of the DRONI project
[9]. The project aims to develop an Unmanned Au-
tonomous Airship to perform monitoring and surveil-
lance missions in the Amazon rainforest. The airship is
composed by a hull with 11m length and 2.48m diame-
ter equipped with: 4 vectored propellers with indepen-
dent thrusters (see Figure 1) and tail surfaces (rudder,
elevator and aileron).
This section presents a summary of the mathemat-
ical modeling of an airship. For a detailed description,
Fig. 1 Robotic airship performing its first flight.
please refer to [6]. The airship nonlinear model can be
expressed as a state-space model given by:
ξ˙ = g(ξ,x,d), (1a)
x˙ = f(x,u,d), (1b)
where:
– the kinematic states ξ = [PTNED Φ
T ]T include the
cartesian positions PNED = [PN PE PD]
T and
angular position Φ = [φ θ ψ]T in the North-East-
Down frame;
– the dynamic states x = [VTg Ω
T ]T include the
linear speed Vg = [u v w]
T and angular speed
Ω = [p q r]T in the body frame;
– the input vector u = [δe δa δr δ0 µ0]
T includes:
δe, δa and δr which are elevator, aileron and rudder
deflection (rad); δ0 as the normalized thrusters volt-
age (V/V); µ0 as the common vectoring angle of the
thrusters (rad);
– and, finally, the disturbance vector d that includes
wind velocities and gust parameters.
The dynamics are based on the Newton-Euler equa-
tions including five components of forces and moments,
namely: Fd containing the Coriolis and centrifugal force
terms, and also the wind-induced forces and moments;
Fa given by aerodynamic forces and moments; Fp given
by propulsion forces and moments; Fg given by gravity
forces and moments, which are function of the differ-
ence between the weight and buoyancy forces; and Fw
given by the wind forces and moments. Therefore, the
linear and angular accelerations are given by:
f(x,u,d) = M−1
(
Fd + Fa + Fp + Fg + Fw
)
, (2)
where M includes mass and inertial coefficients of the
airship. These equations are referenced in the body frame
centered in the Center of Buoyancy (CB) that is ap-
proximately equivalent to the Center of Volume (CV)
as shown in Figure 2. The linear and angular positions
are updated through kinematic equations (1a).
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Fig. 2 DRONI airship body diagram.
3 Kinematic Equations of motion
When the displaced fluid mass is not negligible, as is the
case for airships, the equations of motion are usually de-
rived using the Lagrangian approach [6]. Let the airship
motion be represented by its inertial velocity Vg. Sim-
ilarly, the wind is described by an inertial velocity Vw.
The airship relative air velocity is called airspeed (Va)
and it is given by:
Va = Vg −Vw, (3)
where Vw = [uw vw ww]
T and Va = [ua va wa]
T .
The Euclidean norm of the airspeed is called true
airspeed (Vt) and it is given by:
Vt = ||Va||2 =
√
u2a + v
2
a + w
2
a. (4)
Other important definitions are the sideslip angle β
and angle of attack α. The sideslip angle is a relative
orientation between the vertical plane of the vehicle and
the vector Va. Moreover, the angle of attack α is given
by the angle between the vector Va and the horizontal
plane of the vehicle, as shown in Figure 3.
X
Z
Y
Va
α
β
CB
Fig. 3 Sideslip angle (β) and angle of attack (α).
Threfore, we can define β and α by the following
statements:
β = sin−1
va
Vt
, (5)
α = tan−1
wa
ua
. (6)
Thus, an equivalent formula is given by:
wa = ua
sinα
cosα
and va = Vt sinβ. (7)
Finally, we obtain:
Vt =
ua
cosα cosβ
. (8)
The Pitot tube measures the longitudinal dynamic
pressure ∆P in the body frame. Also, it has a correla-
tion with the airspeed as shown below:
∆P = η
(
ua
)2
, (9)
where η is the calibrating factor that is correlated with
the air density and pitot efficiency. Since there are un-
certainties in the coefficient η, consider the following
variable transformation:
∆P = V 2pitot, (10)
Thus, Vpitot is correlated with the true airspeed as the
following statement:
Vt =
Vpitot√
η cosα cosβ
, (11)
Because there are uncertainties in η and the angles α
and β are unmeasurable, those values will be estimated
together as another scale factor cf given by:
cf =
√
η cosα cosβ, (12)
therefore (11) becomes:
Vt =
1
cf
Vpitot. (13)
Now, consider that the rotation of vector Vg from
the body frame to the NED frame is given by VNED =
[VN VE VD]
T . Also, consider that such rotation applied
to vector Vw is given by VNEDw. Thus, the airspeed
in NED frame is given by:
VNEDa = VNED −VNEDw = S(Φ)TVa. (14)
It is known that a rotational operation does not
change the vector module, thus the following statement
is valid, considering the wind strictly horizontal:
V 2pitot = c
2
f
(
(VN − VNw)2 + (VE − VEw)2 + (VD)2
)
. (15)
Supposing that, the airship starts from an initial
condition where α and β are negligible (α ≈ β ≈ 0) we
have ua = Vt and va = wa = 0. Therefore in the global
frame we have:
VNa = ua cosψ cos θ, (16)
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VEa = ua sinψ cos θ, (17)
where ψ and θ are the yaw and pitch angles, respec-
tively. Since we have (3), then:
VN =
Vpitot
cf
cosψ cos θ + VNw , (18)
VE =
Vpitot
cf
sinψ cos θ + VEw . (19)
The values of Vpitot, VN and VE are measurable by
the Pitot tube and GPS, therefore (15), (18) and (19)
were used as observation equations, while cf , VNw and
VEw are estimated states in the EKF. Note that, the
Euler angles (φ, θ and ψ) can be measured by the IMU.
4 Extended Kalman Filter
The Extended Kalman filter estimates desired states
through a feedback loop. The algorithm is divided in
two stages: the state predict and the measurement up-
date. The state predict equations are responsible for
projecting in time the current state and the error co-
variance estimates to obtain a first estimate for the next
step. In that stage, a dynamic model shall be given.
However, there is no given model to predict the wind.
Thus, the model used for that stage is constant with a
Gaussian input as follows:
χk+1 = Fχk + νk, (20)
where χk = [VˆNwk VˆEwk cˆfk]
T is the estimated state
vector in the instant k,
F =
1 0 00 1 0
0 0 1
 and νk ∼ N(0,Q).
Given the model (20), we can update the state and
covariance matrix (P) as follows:
χk|k−1 = Fχk−1, (21)
Pk|k−1 = FPk−1F
T + Q. (22)
The measurement update equations are responsi-
ble for incorporating the new measures to the first re-
sulting in a final estimate better than the first one.
For the accomplishment of this stage we define zk =
[V 2pitot VN VE ]
T , h(χk) = [(15), (18), (19)]
T and Hk =
[∂h(χk)∂VNw
, ∂h(χk)∂VEw
, ∂h(χk)∂cf ], where:
∂h(χ)
∂VNw
= [−2cˆ2f VˆNw(VN − VˆNw) 1 0]T ,
∂h(χ)
∂VEw
= [−2cˆ2f VˆEw(VE − VˆEw) 0 1]T and
∂h(χ)
∂cf
=

2cˆf
(
(VN − VˆNw)2 + (VE − VˆEw)2 + (VD)2
)
−Vpitot
cˆ2f
cosψ cos θ
−Vpitot
cˆ2f
sinψ cos θ
 .
Finally, the standard algorithm of EKF can be ap-
plied as follows:
y˜k = zk − h(χk|k−1),
Ck = HkPk|k−1H
T
k + R,
Kk = Pk|k−1H
T
kC
−1
k ,
χk = χk|k−1 + Kky˜k,
Pk = (I−KkHk)Pk|k−1,
where P is the covariance matrix, C is the covariance
error, y˜ is the measurement error, K is the Kalman
gain and I is the identity matrix with appropriate di-
mensions.
5 Neural Network
The implemented neural network (NN) is a three-layer
fitting NN, which has three nonlinear hidden layers con-
taining 24 neurons each and three linear outputs. The
activation function of the nonlinear neurons are sig-
moidal. The most important equations to choose the
NN inputs are (15), (18) and (19). However, some of
the measured values like Euler angles and velocities
have nonlinearities attached to them. Therefore the in-
put vector znn and output vector χnn of the neural
network are given by:
znn =

V 2pitot
V 2D
VN
VE
V 2E
V 2N
Vpitot cosψ cos θ
Vpitot sinψ cos θ

, χnn =
VNwVEw
cf
 . (23)
It is important to note that all these values are com-
puted with measures given by the GPS, IMU and Pitot
tube sensors. The Neural network was designed in the
Neural Network ToolboxTM from MATLAB. The re-
sulting flow chart is shown in Figure 4. The dataset
and method used for the training is explained in Sect.
7.
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Fig. 4 Neural Network flow chart.
6 Hybrid estimator
Here we propose a hybrid estimator that performs a fu-
sion between both estimators, namely: from the EKF
designed in Sect. 4 and NN designed in Sect. 5. This fu-
sion is performed by changing the measure update stage
of the EKF approach. The NN output χnn is added to
the measurement vector of the EKF as a redundant
measure. Thus, resulting in the new measurement vec-
tor zhk , updating function hhk(χk) and its respective
Jacobian Hhk shown below:
zhk =
[
zk
χnn
]
, hhk(χk) =
[
h(χk)
χk
]
and Hhk =
[
H
I3
]
,
where I3 is the identity matrix of third order. Then
the EKF standard algorithm is used by updating the
dimensions of the matrices Ck, Kk and R. The resulting
estimator has a cascaded form as illustrated in Figure
5.
NN EKF
Airship
Navigation Systemχnn χˆk
Sensors data
Fig. 5 Hybrid estimator with cascaded form.
It is important to highlight that the NN used here
is the same NN designed in Sect. 5 and trained in Sect.
7.
7 Neural Network Training Dataset
The training dataset is composed by simulations in 16
scenarios subject to 81 different wind conditions. In all
scenarios the airship is well controlled with ideal feed-
back. The dataset also consider sensor noise. In all sit-
uations the airship performs a typical cruise flight at
7m/s groundspeed. For each scenario were performed
simulations with wind speed at |Vw| = {0, 1, 2, 3, 4,
5}m/s and heading φw ={0, 22.5, 45, 67.5, 90, 112.5,
135, 157.5, 180, 202.5, 225, 247.5, 270, 292.5, 315, 337.5}
degrees, where φw = tan
−1 (VEw
VNw
)
. The airship starts
from origin and the paths are given by rotations of {0,
45, 90, 135, 180, 225, 270, 315} degrees around the ori-
gin of the paths given in Figure 6. Hence, a total of
1281 simulations were performed.
0 100 200 300 400 500
−100
0
100
200
East (m)
N
o
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h
(m
)
−500 −400 −300 −200 −100 0
−100
0
100
200
East (m)
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o
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h
(m
)
(a) (b)
Fig. 6 Training missions: (a) first path and (b) second path.
These scenarios includes curves and straight lines in
different directions assuring many different situations
for the training task. The learning algorithm used for
this work was Levenberg-Marquardt.
8 Simulation results
In this section, a different scenario was considered in
order to validate the designed estimators. Initially the
wind has absolute value |Vw| = 2m/s and heading
ψw =
pi
2 rad, then in the instant t = 160s the wind is in-
tensified to |Vw| = 3m/s and its heading is changed to
ψw = pi. During simulation the airship is well controlled
with ideal feedback, while the estimators evaluated are
receiving noisy and biased data from the modelled sen-
sors.
The simulation trajectory is shown in Figure 7. Also
in this figure, five instants are highlighted with gray
background in order to establish further comparisons
with the results in Figure 8. Also, the results using the
estimator proposed by [3] was introduced as “Cho2011”
in order to establish a comparison. The covariance ma-
trices used in the Model-based approaches can be found
in Appendix.
It is possible to note that, the “Cho2011” estimator
has to acquire information about the motion in all direc-
tions before it converges to the correct values. After the
instant (I), all estimators converges to values within of
an acceptable error. It is important to note that, the NN
has some instantly variations at the trajectory curves,
which deteriorate the performance. When the airship is
following a straight line the designed NN has a good
estimation, however biased from the real value.
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Fig. 7 Simulation trajectory.
Also in Figure 8, we can note that when the wind
velocity has a significant variation just before the in-
stant (III), the two Model-based approaches (“EKF”
and “Cho2011”) do not converge immediately because
both depend on information (given by the Pitot tube)
about the other directions to converge to the correct
wind velocity. Meanwhile the NN clearly has an in-
stantly reaction to these variations. Even though the
NN converges for a biased value, such information was
sufficient to correct the estimation of the Hybrid ap-
proach before the instants (IV) and (V). In these final
instants, the Model-based estimators finally converges
for values within a range of acceptable error.
In Table 1 are shown the RMS values of the estima-
tion errors V˜Nw = VˆNw − VNw and V˜Ew = VˆEw − VEw .
By the RMS values we can observe that the NN had a
better estimation of VEw in comparison to the Model-
based approaches. However, for the component VNw ,
the Model-based approaches presented a better perfor-
mance. Meanwhile the “Hybrid” which has the infor-
mation of both approaches had the best performance
in the estimation of VEw and acceptable estimation in
the VNw component.
Table 1 RMS value of the estimation error.
V˜Nw (m/s) V˜Ew (m/s)
EKF 0.58 1.42
NN 1.35 1.27
Cho2011 1.01 1.74
Hybrid 0.74 0.76
Fig. 8 Simulation in the airship nonlinear model with re-
alistic sensor noise: wind velocity estimation in North-East
frame.
9 Conclusions
In this paper we presented Model-based and Data-driven
approaches for estimation of wind velocity for a robotic
airship. The Model-based approach uses only kinematic
equations of motion of the airship for the design of an
EKF. The Data-driven proposed approach is composed
by a NN trained with a big data set with several simu-
lations in different conditions. Also, a novel Hybrid ap-
proach is proposed, by performing a fusion between the
Model-based approach and the designed Data-driven
approach with a cascaded structure.
The simulation results obtained showed that the
proposed EKF has a slightly better performance in com-
parison to proposed strategies found in the literature. It
occurs because of the two additional measurement up-
date equations that we proposed. Meanwhile, the NN
presented better sensibility to wind variations, however
with biased estimations. As a consequence the Hybrid
approach had the better performance, once it has the in-
formation of both approaches. These results show that
the cooperation between both approaches (Model-based
and Data-driven) can be highly effective for solving esti-
mation problems. Future efforts will be made to validate
these results outside of a simulation environment.
Appendix
The covariance matrices used for each Model-based ap-
proach are shown below:
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Cho2011 :
R =
[
163.84
]
,
Q = diag
( [
10−3 10−4 5 · 10−6] ).
EKF :
R = diag
( [
40.96 40.96 40.96
] )
,
Q = diag
( [
10−4 10−4 5 · 10−7] ).
Hybrid :
R = diag
( [
10.24 10.24 10.24 10.24 10.24 10.24
] )
,
Q = diag
( [
10−4 10−4 5 · 10−7] ).
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