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A CATEGORICAL CHARACTERIZATION OF QUANTUM
PROJECTIVE SPACES
IZURU MORI AND KENTA UEYAMA
Abstract. Let R be a finite dimensional algebra of finite global dimension over a field
k. In this paper, we will characterize a k-linear abelian category C such that C ∼= tailsA
for some graded right coherent AS-regular algebra A over R. As an application, we will
prove that if C is a smooth quadric surface in a quantum P3 in the sense of Smith and
Van den Bergh, then there exists a right noetherian AS-regular algebra A over kK2 of
dimension 3 and of Gorenstein parameter 2 such that C ∼= tailsA where kK2 is the path
algebra of the 2-Kronecker quiver K2.
Contents
1. Introduction 1
1.1. Motivations 1
1.2. Notations 3
2. Preliminaries 5
2.1. Ampleness 5
2.2. AS-regular Algebras over R 9
3. Regular Tilting Objects and Relative Helices 11
3.1. Canonical Bimodules 11
3.2. Regular Tilting Objects 13
3.3. Relative Helices 14
4. Main Result 17
5. Smooth Quadric Surfaces in a Quantum P3 22
6. Appendix 29
References 29
1. Introduction
1.1. Motivations. In 1955, J.-P. Serre [17] introduced and studied the cohomology
groups of coherent sheaves on projective schemes. In particular, he proved that the
category coh(ProjA) of coherent sheaves on the projective scheme ProjA is equivalent to
the category of finitely generated graded A-modules modulo finite dimensional modules.
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In 1994, motivated by this Serre’s work, M. Artin and J. J. Zhang [1] introduced the cat-
egorical notion of a noncommutative projective scheme, and established a fundamental
theory of noncommutative projective schemes. Since then, the study of noncommuta-
tive projective schemes has been one of the major projects in noncommutative algebraic
geometry.
The noncommutative projective scheme associated to an AS-regular algebra of dimen-
sion n + 1 is considered as a quantum projective space of dimension n. Since projective
spaces are the most basic and important class of projective schemes in commutative al-
gebraic geometry, quantum projective spaces have been studied deeply and extensively
in noncommutative algebraic geometry. It is known that quantum projective spaces have
many nice properties as cohPn has, but their structures vary widely. In this paper, we
consider the following question.
Question 1.1. Fix a field k. When is a given k-linear abelian category C equivalent to a
quantum projective space? That is, can we find a necessary and sufficient condition on a
k-linear abelian category C such that C is equivalent to the noncommutative projective
scheme associated to some AS-regular algebra?
If a k-linear abelian category C is equivalent to a quantum projective space, then we
can investigate C using rich techniques of noncommutative algebraic geometry. In this
sense, Question 1.1 is important. The following is the main result of this paper, which
gives a complete answer to Question 1.1.
Theorem 1.2 (Theorem 4.1). Let R be a finite dimensional algebra of finite global dimen-
sion over a field k. Then a k-linear abelian category C is equivalent to the noncommutative
projective scheme associated to some AS-regular algebra A over A0 ∼= R of Gorenstein
parameter ℓ if and only if
(AS1) C has a canonical bimodule ωC , and
(AS2) there exist an object O ∈ C and a k-linear autoequivalence s ∈ Autk C such that
(a) (O, s) is ample for C (in the sense of Artin and Zhang [1]),
(b) {siO}i∈Z is a full geometric relative helix of period ℓ for Db(C ), and
(c) EndC (O) ∼= R.
Roughly speaking, (AS1) requires that C has an autoequivalence which induces a Serre
functor for Db(C ) (Definition 3.4), and (AS2)(b) requires that Db(C ) has a “relaxed”
version of a full geometric helix, consisting of shifts of a single object in C (Definitions
3.12, 3.14).
In the last section, we will give an application of the main result. It is well-known
that if Q is a smooth quadric surface in P3, then there exists a noetherian AS-regular
algebra A = k〈x, y〉/(x2y − yx2, xy2 − y2x) of dimension 3 such that cohQ is equivalent
to the noncommutative projective scheme associated to A. Using our main result, we will
prove a noncommutative generalization of this result. Namely we will show that if C is a
smooth quadric surface in a quantum P3 in the sense of Smith and Van den Bergh [18],
then there exists a right noetherian AS-regular algebra A over kK2 of dimension 3 such
that C is equivalent to the noncommutative projective scheme associated to A where kK2
is the path algebra of the 2-Kronecker quiver K2 (Theorem 5.17).
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1.2. Notations. In this subsection, we introduce some notations and terminologies that
will be used in this paper. Throughout, let k be a field. We assume that all algebras are
over k. For an algebra R, we denote by ModR the category of right R-modules, and by
modR the full subcategory consisting of finitely presented right R-modules. Note that
if R is a finite dimensional algebra, then modR is simply the full subcategory consisting
of finite dimensional R-modules. We denote by Ro the opposite algebra of R and define
Re := Ro ⊗k R. For algebras R, S, ModRo is identified with the category of left R-
modules, and Mod(Ro ⊗k S) is identified with the category of R-S bimodules, so that
ModRe is identified with the category of R-R bimodules.
For a vector space V over k, we denote by DV = Homk(V, k) the vector space dual of
V over k. By abuse of notation, for a graded vector space V =
⊕
i∈Z Vi, we denote by
DV the graded vector space dual of V defined as (DV )i = D(V−i) for i ∈ Z. We say that
a graded vector space V is locally finite if dimk Vi < ∞ for all i ∈ Z. In this case, we
define the Hilbert series of V by HV (t) :=
∑
i∈Z(dimk Vi)t
i ∈ Z[[t, t−1]].
In this paper, a graded algebra means a Z-graded algebra over a field k, although we
mainly deal with N-graded algebras. For a graded algebra A, we denote by GrModA the
category of graded right A-modules, and by grmodA the full subcategory consisting of
finitely presented graded right A-modules. Morphisms in GrModA are A-module homo-
morphisms preserving degrees. For M ∈ GrModA and a graded algebra automorphism
σ of A, we define the twist Mσ ∈ GrModA by Mσ = M as a graded k-vector space with
the new right action m ∗ a = mσ(a).
Let A be a Z-graded algebra, and r ∈ N+. The r-th Veronese algebra of A is defined
by
A(r) :=
⊕
i∈Z
Ari,
and the r-th quasi-Veronese algebra of A is defined by
A[r] :=
⊕
i∈Z


Ari Ari+1 · · · Ari+r−1
Ari−1 Ari · · · Ari+r−2
...
...
. . .
...
Ari−r+1 Ari−r+2 · · · Ari


where the multiplication of A[r] is given by (aij)(bij) = (
∑
k akjbik) (see [11]). There exists
an equivalence functor Q : GrModA→ GrModA[r] defined by
Q(M) =
⊕
i∈Z


Mri
Mri−1
...
Mri−r+1


where the right action of A[r] on Q(M) is given by (mi)(aij) = (
∑
kmkaik) (see [11]).
Let A =
⊕
i∈NAi be an N-graded algebra. We say that A is connected graded if
A0 = k. For a graded module M ∈ GrModA and an integer n ∈ Z, we define the
truncation M≥n :=
⊕
i≥nMi ∈ GrModA and the shift M(n) ∈ GrModA by M(n)i :=
Mn+i for i ∈ Z. The rule M 7→ M(n) is a k-linear autoequivalence for GrModA, called
the shift functor. For M,N ∈ GrModA, we write the vector space ExtiA(M,N) :=
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ExtiGrModA(M,N) and the graded vector space
ExtiA(M,N) :=
⊕
n∈Z
ExtiA(M,N(n)).
Let A,C be N-graded algebras. We define the left exact functor Γ
m
: GrMod(Co⊗kA)→
GrMod(Co ⊗k A) by
Γ
m
(M) := lim
n→∞
HomA(A/A≥n,M)
where m = A≥1. The derived functor of Γm is denoted by RΓm, and its cohomologies are
denoted by Hi
m
(M) := hi(RΓ
m
(M)). For M ∈ GrModA, the depth of M is defined to be
depthM := inf{i | Hi
m
(M) 6= 0}. The local cohomological dimension of M is defined to
be lcdM := sup{i | Hi
m
(M) 6= 0}. The cohomological dimension of Γ
m
is defined by
cd(Γ
m
) := sup{lcd(M) |M ∈ GrModA}.
We say that A has finite cohomological dimension if cd(Γ
m
) < ∞. Note that if A has
finite global dimension, then it has finite cohomological dimension.
For an abelian category C , we denote by D(C ) the derived category of C and by Db(C )
the bounded derived category of C . ForM,N ∈ D(C ), we often write HomC (M,N ) :=
HomD(C )(M,N ) by abuse of notation. ForM,N ∈ D(C ) and i ∈ Z, we set Ext
i
C (M,N ) =
HomD(C )(M,N [i]).
Connected graded AS-regular algebras defined below are the most important class of
algebras in noncommutative algebraic geometry.
Definition 1.3. A locally finite connected graded algebra A is called AS-regular (resp.
AS-Gorenstein) of dimension d and of Gorenstein parameter ℓ if the following conditions
are satisfied:
(1) gldimA = d <∞ (resp. injdimAA = injdimAo A = d <∞), and
(2) RHomA(k, A)
∼= RHomAo(k, A)
∼= k(ℓ)[−d] in D(GrMod k).
It is well-known that if A is a noetherian AS-Gorenstein algebra of dimension d and of
Gorenstein parameter ℓ, then A has a balanced dualizing complex DRΓ
m
(A) ∼= Aν(−ℓ)[d]
in D(GrModAe) with some graded algebra automorphism ν of A (see [23]). This graded
algebra automorphism ν is called the (generalized) Nakayama automorphism of A. The
graded A-A bimodule ωA := Aν(−ℓ) ∈ GrModAe is called the canonical module over A.
Let us recall the definition of graded coherentness.
Definition 1.4. (1) A graded right A-module M is called graded right coherent if it
is finitely generated and every finitely generated graded submodule ofM is finitely
presented over A.
(2) A locally finite N-graded algebra A is called graded right coherent if A and A/A≥1
are graded right coherent modules.
Let A be a graded right coherent algebra. Then a graded right A-module is finitely
presented if and only if it is graded right coherent. In this case, grmodA is an abelian
category.
Proposition 1.5 (cf. [23, Proposition 1.9]). If A is a graded right coherent algebra, then
every finite dimensional graded right A-module is graded right coherent.
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Proof. If S is a graded simple right A-module, then there exists a surjection A/A≥1(j)→ S
for some j ∈ Z. Let K be the kernel of this map. Since it is finite dimensional, it is a
finitely generated submodule of A/A≥1(j). Since A/A≥1(j) is graded right coherent, K is
finitely presented. Since grmodA is an abelian category, S is graded right coherent. Since
every finite dimensional module is a finite extension of graded simple right A-modules,
the result follows. 
Let A be a graded right coherent algebra. We denote by torsA the full subcategory of
grmodA consisting of finite dimensional modules. By Proposition 1.5, torsA is a Serre
subcategory of grmodA, so the quotient category
tailsA := grmodA/ torsA
is an abelian category. If A is a commutative graded algebra finitely generated in degree
1 over k, then tailsA is equivalent to the category coh(ProjA) of coherent sheaves on the
projective scheme ProjA by Serre’s theorem [17]. For this reason, tailsA is called the
noncommutative projective scheme associated to A (see [1] for details).
The quotient functor is denoted by π : grmodA → tailsA. We usually denote by
M = πM ∈ tailsA the image of M ∈ grmodA. Note that the k-linear autoequivalence
M → M(n) preserves torsion modules, so it induces a k-linear autoequivalence M →
M(n) for tailsA, again called the shift functor. For M,N ∈ tailsA, we write the vector
space ExtiA(M,N ) := Ext
i
tailsA(M,N ) and the graded vector space
ExtiA(M,N ) :=
⊕
n∈Z
ExtiA(M,N (n))
as before.
For an abelian category C , we define the global dimension of C by
gldimC := sup{i | ExtiC (M,N ) 6= 0 for someM,N ∈ C }.
The notion of graded isolated singularity for a noncommutative connected graded algebra
A has been defined using the noncommutative projective scheme tailsA (see [19], [8]).
Definition 1.6. A graded right coherent connected graded algebra A is called a graded
isolated singularity if gldim(tailsA) <∞.
2. Preliminaries
2.1. Ampleness. The ampleness of a line bundle is essential to construct a homogeneous
coordinate ring of a projective scheme in commutative algebraic geometry. We will define
a notion of ampleness in noncommutative algebraic geometry.
Definition 2.1. (1) An algebraic triple consists of a k-linear category C , an object
O ∈ C , and a k-linear autoequivalence s ∈ Autk C . In this case, we also say that
(O, s) is an algebraic pair for C .
(2) A morphism of algebraic triples (F, θ, µ) : (C ,O, s) → (C ′,O′, s′) consists of a
k-linear functor F : C → C ′, an isomorphism θ : F (O) → O′ and a natural
transformation µ : F ◦ s→ s′ ◦ F .
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(3) Two algebraic triples (C ,O, s) and (C ′,O′, s′) are isomorphic, denoted by (C ,O, s) ∼=
(C ′,O′, s′) if there exists a morphism of algebraic triples (F, θ, µ) : (C ,O, s) →
(C ′,O′, s′) such that F is an equivalence functor and µ is a natural isomorphism.
(4) Two algebraic triples (C ,O, s) and (C ′,O′, s′) are equivalent, denoted by (C ,O, s) ∼
(C ′,O′, s′) if there exists an equivalence functor F : C → C ′ such that F (siO) ∼=
(s′)iO′ for all i ∈ Z.
(5) For an algebraic triple (C ,O, s), we define a graded algebra by
B(C ,O, s) :=
⊕
i∈Z
HomC (O, s
iO)
where the multiplication is given by the following rule: for α ∈ B(C ,O, s)i =
HomC (O, s
iO) and β ∈ B(C ,O, s)j = HomC (O, s
jO), we define αβ := sj(α)◦β ∈
HomC (O, si+jO) = B(C ,O, s)i+j.
(6) For an object M in C , we define a graded right B(C ,O, s)-module
Hq(M) :=
⊕
i∈Z
Extq
C
(O, siM) =
⊕
i∈Z
HomC (O, s
iM[q])
where the right action is given by the following rule: for α ∈ Hq(M)i = HomC (O, siM[q])
and β ∈ B(C ,O, s)j = HomC (O, sjO), we define αβ := sj(α)◦β ∈ HomC (O, si+jM[q]) =
Hq(M)i+j.
(7) We define a graded left B(C ,O, s)-module structure on
Hq(O) =
⊕
i∈Z
HomC (O, s
iO[q]) =
⊕
i∈Z
HomC (O[−q], s
iO)
by the following rule: for α ∈ B(C ,O, s)i = HomC (O, siO) and β ∈ H
q(O)j =
HomC (O[−q], sjO), we define αβ := sj(α)◦β ∈ HomC (O[−q], si+jO) = H
q(O)i+j.
Example 2.2. For an algebraic triple (C ,O, s) and r ∈ N+, if A = B(C ,O, s), then
A(r) ∼= B(C ,O, sr) and A[r] ∼= B(C ,
⊕r−1
i=1 s
iO, sr) (see [11]).
Remark 2.3. A morphism of algebraic triples (F, θ, µ) : (C ,O, s)→ (C ′,O′, s′) induces a
map
B(C ,O, s)i = HomC (O, s
iO)→ HomC ′(F (O), F (s
iO))→ HomC ′(O
′, (s′)iO′) = B(C ′,O′, s′)i
for every i ∈ Z, which induces a graded algebra homomorphism B(C ,O, s)→ B(C ′,O′, s′).
In particular, if (C ,O, s) ∼= (C ′,O′, s′), then B(C ,O, s) ∼= B(C ′,O′, s′) as graded alge-
bras.
Example 2.4. If A is a graded right coherent algebra, then π : grmodA→ tailsA induces
a morphism of algebraic triples (grmodA,A, (1)) → (tailsA,A, (1)), which induces a
graded algebra homomorphism
φA : A ∼= B(grmodA,A, (1))→ B(tailsA,A, (1)).
Moreover, for M ∈ grmodA, we have a graded right A-module homomorphism
φM :M ∼= H
0(M)→ H0(M)
where we view H0(M) as a graded right A-module via φA.
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The following notion of ampleness introduced in [1] is a key to noncommutative pro-
jective geometry.
Definition 2.5. We say that an algebraic pair (O, s) for a k-linear abelian category C is
ample if
(A1) for every M ∈ C , there exists a surjection
⊕p
j=1 s
−ijO → M in C for some
i1, . . . , ip ≥ 0, and
(A2) for every surjection φ :M→N in C , there exists m ∈ Z such that
HomC (s
−iO, φ) : HomC (s
−iO,M)→ HomC (s
−iO,N )
is surjective for every i ≥ m.
A k-linear category C is called Hom-finite if dimk HomC (M,N ) <∞ for everyM,N ∈
C .
Theorem 2.6. The following statements hold.
(1) Let A be a graded algebra. If
(a) A is graded right coherent, and
(b) for any M∈ tailsA and any n ∈ Z, H0(M)≥n is graded right coherent,
then tailsA is Hom-finite k-linear abelian category and (A, (1)) is an ample pair
for tailsA.
(2) Conversely, if (O, s) is an ample pair for a Hom-finite k-linear abelian category
C , then
(a) A := B(C ,O, s)≥0 is a graded right coherent algebra,
(b) for any M∈ C and any n ∈ Z, H0(M)≥n is graded right coherent, and
(c) the functor C → tailsA; M 7→ πH0(M)≥0 induces an isomorphism of alge-
braic triples (C ,O, s) ∼= (tailsA,A, (1)).
Proof. (1) First we check that tailsA is Hom-finite. It is enough to show that HomA(A,M) =
H0(M)0 is finite dimensional over k for any M ∈ grmodA. The condition (b) says that
H0(M)≥0 is graded right coherent, so we have a surjection F → H
0(M)≥0 in grmodA
where F is a finitely generated graded free right A-module. Since A is locally finite, we
have dimk H
0(M)0 <∞.
To prove that (A, (1)) satisfies (A1), it is enough to check that there exist positive
integers i1, . . . , ip ∈ N+ and a surjection
⊕p
j=1A(−ij) → A. Since A is graded right
coherent, we have an exact sequence
p⊕
j=1
A(−ij)→ A→ A/A≥1 → 0
in grmodA. Since A/A≥1 ∈ torsA, this induces a desired surjection, so (A1) follows.
We next show that (A, (1)) satisfies (A2). First, note that, for every M ∈ grmodA and
every n ∈ Z, since A is graded right coherent and M/M≥n is finite dimensional, M/M≥n
is graded right coherent by Proposition 1.5, so M≥n is also graded right coherent. Let
φ :M→N be a surjection in tailsA. Then there exists a homomorphism ψ :M ′ → N/N ′
in grmodA such that M/M ′, N ′, cokerψ ∈ torsA, and π(ψ) = φ. It follows that
M≥n
∼=
// M ′≥n
ψ≥n
// N/N ′≥n
∼=
// N≥n
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are surjective for all n≫ 0. Since πM≥n ∼= πM, πN≥n ∼= πN , we may assume that there
exists a surjection ψ :M → N such that π(ψ) = φ by replacing M,N by M≥n, N≥n.
An exact sequence 0→ A≥i → A→ A/A≥i → 0 induces the following exact sequence
0→ H0
m
(M)≥n →M≥n
(φM )≥n
−−−−→ H0(M)≥n → H
1
m
(M)≥n → 0
of graded right A-modules (see Example 2.4). Since the two middle terms in the above
sequence are graded right coherent, we see that H0
m
(M)≥n and H
1
m
(M)≥n are graded right
coherent. Moreover, since H0
m
(M) and H1
m
(M) are m-torsion modules, so are H0
m
(M)≥n
and H1
m
(M)≥n. These imply that H
0
m
(M)≥n and H
1
m
(M)≥n are finite dimensional over k.
Hence (φM)≥n : M≥n → H
0(M)≥n is an isomorphism in grmodA for every n ≫ 0. By
applying the same argument for N , there exists m ∈ Z such that both (φM)≥m :M≥m →
H0(M)≥m and (φN)≥m : N≥m → H
0(N )≥m are isomorphisms in grmodA. Since we have
the commutative diagram
H0(M)≥m H
0(M)≥m
(φM)≥m :M≥m
∼=
//
(ψ)≥m


HomA(A,M)≥m
∼=
//
HomA(A,ψ)≥m


HomA(A,M)≥m
HomA(A,φ)≥m


(φN)≥m : N≥m
∼=
// HomA(A,N)≥m
∼=
// HomA(A,N )≥m
H0(N)≥m H
0(N )≥m,
it follows that
HomA(A(−i), φ) : HomA(A(−i),M) ∼= H
0(M)i → H
0(N )i ∼= HomA(A(−i),N )
is surjective for every i ≥ m.
(2) This follows from [16, Proposition 2.3, Theorem 2.4] (see also [1, Theorem 4.5]). 
Definition 2.7. Let A be a graded alegebra. A twisting system on A is a sequence
θ = {θi}i∈Z of graded k-linear automorphisms of A such that θi(xθj(y)) = θi(x)θi+j(y) for
every i, j ∈ Z and every x ∈ Aj , y ∈ A. The twisted graded algebra of A by a twisting
system θ is a graded algebra Aθ where Aθ = A as a graded k-vector space with the new
multiplication x ∗ y = xθj(y) for x ∈ Aj , y ∈ A.
If σ ∈ GrAutA is a graded algebra automorphism of A, then {σi}i∈Z is a twisting
system of A. In this case, we simply write Aσ := A{σ
i}. If B is a twisted graded algebra
of A by a twisting system, then GrModA ∼= GrModB by [24].
Lemma 2.8. Let C and C ′ be k-linear abelian categories. If (C ,O, s) and (C ′,O′, s′) are
equivalent algebraic triples, then the following hold.
(1) B(C ′,O′, s′)≥0 is a twisted graded algebra of B(C ,O, s)≥0 by a twisting system so
that GrModB(C ,O, s)≥0 ∼= GrModB(C ′,O′, s′)≥0.
(2) (O, s) is ample for C if and only if (O′, s′) is ample for C ′.
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Proof. (1) This is [24, Theorem 3.3 and Theorem 3.1].
(2) (A1) For every M ∈ C , there exists a surjection
⊕p
j=1 s
−ijO → F−1(M) in C for
some i1, . . . , ip ≥ 0. Hence there exists a surjection
⊕p
j=1(s
′)−ijO′ ∼= F (
⊕p
j=1 s
−ijO) →
F (F−1(M)) ∼=M in C ′ for some i1, . . . , ip ≥ 0.
(A2) For every surjection φ :M→N in C ′, there exists m ∈ Z such that
HomC (s
−iO, F−1(φ)) : HomC (s
−iO, F−1(M))→ HomC (s
−iO, F−1(N ))
is surjective for every i ≥ m. If we fix an isomorphism θi : F (siO) → (s′)iO′ for each
i ∈ Z, then we have the following commutative diagram
HomC (s
−iO, F−1(M))
F
−−−→
∼=
HomC ′(F (s
−iO),M)
Hom
C ′(θ−i,M)←−−−−−−−−−
∼=
HomC ′((s
′)−iO′,M)
HomC (s
−iO,F−1(φ))
y HomC ′(F (s−iO),φ)y HomC ′((s′)−iO′,φ)y
HomC (s
−iO, F−1(N ))
F
−−−→
∼=
HomC ′(F (s
−iO),N )
Hom
C ′(θ−i,N )←−−−−−−−−
∼=
HomC ′((s
′)−iO′,N ),
so HomC ′((s
′)−iO′, φ) : HomC ′((s′)−iO′,M)→ HomC ′((s′)−iO′,N ) is surjective for every
i ≥ m. 
There is another notion of ampleness introduced in [9]. For a ring R, a two-sided tilting
complex L of R is a complex of R-R bimodules such that − ⊗LR L is an autoequivalence
of D(ModR).
Definition 2.9. Let R be a finite dimensional algebra and L a two-sided tilting complex
of R.
(1) We say that L is quasi-ample if hq(L⊗
L
Ri) = 0 for all q 6= 0 and all i ≥ 0.
(2) We say that L is ample if L is quasi-ample and (DL,≥0,DL,≤0) is a t-structure on
Db(modR) where
D
L,≥0 := {M ∈ Db(modR) | hq(M ⊗LR L
⊗LRi) = 0 for all q < 0, i≫ 0}
D
L,≤0 := {M ∈ Db(modR) | hq(M ⊗LR L
⊗LRi) = 0 for all q > 0, i≫ 0}.
The heart of this t-structure is denoted by H L := DL,≥0 ∩DL,≤0.
(3) If gldimR = n < ∞, then the canonical module of R is defined as the two-sided
tilting complex ωR := DR[−n].
(4) We say that R is (quasi-)Fano if ω−1R := RHomR(ωR, R) is (quasi-)ample.
Remark 2.10. The notions of ample and Fano in the above definition were called extremely
ample and extremely Fano in [9], [10], [11].
2.2. AS-regular Algebras over R. Two generalizations of a notion of AS-regularity
were introduced in [10].
Definition 2.11 ([10, Definition 3.1]). A locally finite N-graded algebra A with A0 = R
is called AS-regular over R of dimension d and of Gorenstein parameter ℓ if the following
conditions are satisfied:
(1) gldimR <∞,
(2) gldimA = d <∞, and
(3) RHomA(R,A)
∼= DR(ℓ)[−d] in D(GrModA) and in D(GrModAo).
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For an AS-regular algebra A over R of Gorenstein parameter ℓ, we define the Beilinson
algebra of A by
∇A := (A[ℓ])0 =


A0 A1 · · · Aℓ−1
0 A0 · · · Aℓ−2
...
...
. . .
...
0 0 · · · A0

 .
By [10, Corollary 3.7], a usual AS-regular algebra defined in Definition 1.3 is exactly
an AS-regular algebra over k in the above definition. A typical example of an AS-regular
algebra over R is given as follows. For a quasi-Fano algebra R of global dimension n, the
preprojective algebra of R is defined as the tensor algebra ΠR := TR(Ext
n
R(DR,R)).
Theorem 2.12 ([9, Corollary 3.12], [10, Theorem 4.2, Theorem 4.12, Theoerm 4.14]). If
R is a Fano algebra, then ΠR ∼= B(Db(modR), R,−⊗LR ω
−1
R )≥0 is a graded right coherent
AS-regular (Calabi-Yau) algebra of dimension gldimR + 1 and of Gorenstein parameter
1 such that Db(tails ΠR) ∼= Db(modR) as triangulated categories.
Conversely, if A is a graded right coherent AS-regular algebra over R of dimension
d ≥ 1, then ∇A is a Fano algebra of gldim∇A = d− 1 and grmodΠ∇A ∼= grmodA.
Definition 2.13 ([10, Definition 3.9]). A locally finite N-graded algebra A with A0 =
R is called ASF-regular of dimension d and of Gorenstein parameter ℓ if the following
conditions are satisfied:
(1) gldimR <∞,
(2) gldimA = d <∞, and
(3) RΓ
m
(A) ∼= DA(ℓ)[−d] in D(GrModA) and in D(GrModAo).
Remark 2.14. In the definition of an ASF-regular algebra given in [10, Definition 3.9], the
condition gldimR <∞ was not imposed. In this paper, we impose this condition to show
that AS-regularity over R and ASF-regularity are equivalent.
In [10], Minamoto and the first author showed the following.
Theorem 2.15 ([10, Theorem 3.12.]). If A is an AS-regular algebra over R of dimension
d and of Gorenstein parameter ℓ, then A is an ASF-regular algebra of dimension d and
of Gorenstein parameter ℓ.
It was proved that the converse of Theorem 2.15 is also true when A is noetherian (see
[21, Theorem 2.10]). For the purpose of this paper, we here show that a non-noetherian
version of the converse of Theorem 2.15.
Definition 2.16. For a locally finite N-graded algebra A, we say that the condition (EF)
holds if every finite dimensional graded right A-module is graded right coherent.
If A is graded right coherent (in particular, right noetherian), then A satisfies (EF) by
Proposition 1.5. If A is connected graded, then (EF) is equivalent to Ext-finiteness (that
is, ExtiA(k, k) is finite dimensional for every i).
Lemma 2.17. Let A be a locally finite N-graded algebra satisfying (EF). Then RΓ
m
(−)
commutes with direct limits.
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Proof. The proof is similar to that of [22, Lemma 4.3] by using (EF) instead of Ext-
finiteness. 
Theorem 2.18 (Local Duality). Let A be a locally finite N-graded algebra, and C another
N-graded algebra. Assume that A has finite cohomological dimension, and it satisfies (EF).
Then for any M ∈ Db(GrMod(Co ⊗k A)),
DRΓ
m
(M) ∼= RHomB(M,DRΓm(A))
in D(GrMod(Ao ⊗k C)).
Proof. Using Lemma 2.17, the proof works along the same lines as that of [22, Theorem
5.1]. 
If A is an ASF-regular algebra, then there exists a graded algebra automorphism ν of
A such that DRΓ
m
(A) ∼= Aν(−ℓ)[d] in D(GrModAe). Thus, similar to the connected
graded case, we call the graded algebra automorphism ν the (generalized) Nakayama
automorphism of A, and we call the graded A-A bimodule ωA := Aν(−ℓ) the canonical
module over A (see [10, Section 3.2]).
Theorem 2.19. If A is an ASF-regular algebra of dimension d and of Gorenstein pa-
rameter ℓ satisfying (EF), then A is an AS-regular algebra over R = A0 of dimension d
and of Gorenstein parameter ℓ.
Proof. Since A is ASF-regular, we have DRΓ
m
(A) ∼= Aν(−ℓ)[d] in D(GrModAe). It
follows from Theorem 2.18 that
RHomA(R,A)
∼= RHomA(R,Aν(−ℓ)[d])ν−1(ℓ)[−d]
∼= RHomA(R,DRΓm(A))ν−1(ℓ)[−d]
∼= DRΓ
m
(R)ν−1(ℓ)[−d]
∼= DRν−1(ℓ)[−d]
in D(GrModAe), so RHomA(R,A)
∼= DR(ℓ)[−d] in D(GrModA) and in D(GrModAo).
Hence the result follows. 
Remark 2.20. Let A be a graded right coherent algebra. Since A satisfies (EF) by Propo-
sition 1.5, A is an ASF-regular algebra of dimension d and of Gorenstein parameter ℓ if
and only if A is an AS-regular algebra over R = A0 of dimension d and of Gorenstein
parameter ℓ. Note that it is conjectured that every AS-regular algebra is graded right
coherent.
3. Regular Tilting Objects and Relative Helices
3.1. Canonical Bimodules. The canonical sheaf plays an essential role to study a pro-
jective scheme in commutative algebraic geometry. We will define a notion of canonical
bimodule for an abelian category.
Definition 3.1. Let C be a Hom-finite k-linear category. A Serre functor for C is a
k-linear autoequivalence S ∈ Autk C such that there exists a bifunctorial isomorphism
FX,Y : HomC (X, Y )→ DHomC (Y, S(X))
for X, Y ∈ C .
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Remark 3.2. We explain the functoriality of a Serre functor S in X in the above definition.
Define functorsG = HomC (−, Y ) andH = DHomC (S−1(Y ),−) = Homk(HomC (S−1(Y ),−), k).
Fix β ∈ HomC (X,X
′). Then
G(β) : HomC (X
′, Y )→ HomC (X, Y )
is given by (G(β))(α) = α ◦ β. On the other hand,
H(β) : Homk(HomC (S
−1(Y ), X ′), k)→ Homk(HomC (S
−1(Y ), X), k)
is given by ((H(β))(φ))(γ) = φ(β ◦ γ) for γ ∈ HomC (S−1(Y ), X). By functoriality, we
have a commutative diagram
HomC (X
′, Y )
G(β)
−−−→ HomC (X, Y )
FX′,Y
y yFX,Y
DHomC (S
−1(Y ), X ′)
H(β)
−−−→ DHomC (S−1(Y ), X),
so, for α ∈ HomC (X ′, Y ) and γ ∈ HomC (S−1(Y ), X), we have
FX,Y (α ◦ β)(γ) = (FX,Y (G(β)(α)))(γ) = (H(β)(FX′,Y (α)))(γ) = FX′,Y (α)(β ◦ γ).
Definition 3.3. Let C be an abelian category. A bimoduleM over C is an adjoint pair
of functors from C to itself with the suggestive notationM = (−⊗C M,HomC (M,−)).
A bimodule M over C is invertible if − ⊗C M is an autoequivalence of C . In this
case, the inverse bimodule of M is defined by M−1 = (− ⊗C M−1,HomC (M−1,−)) :=
(HomC (M,−),−⊗C M).
Definition 3.4. Let C be a k-linear abelian category. A canonical bimodule for C is an
invertible bimodule ωC over C such that, for some n ∈ Z, the autoequivalence −⊗LC ωC [n]
of Db(C ) induced by −⊗C ωC is a Serre functor for Db(C ).
Remark 3.5. Let C be a k-linear abelian category.
(1) Since the Serre functor for Db(C ) is unique, a canonical bimodule for C is unique
if it exists.
(2) If C has a canonical bimodule, then Db(C ) has a Serre functor by definition, so
Db(C ) is automatically Hom-finite.
(3) If C has a canonical bimodule ωC , and −⊗LC ωC [n] is the Serre functor for D
b(C ),
then it is easy to see that gldimC = n <∞.
Example 3.6. (1) If X is a smooth projective scheme, then the canonical sheaf ωX
over X is the canonical bimodule for cohX .
(2) Let A be a noetherian AS-Gorenstein algebra over k, and ωA the canonical module
of A. Then A is a graded isolated singularity if and only if ωA := πωA is the
canonical bimodule for tailsA ([19, Theorem 1.3]).
(3) If A is a graded right coherent AS-regular algebra over R, then ωA := πωA is
the canonical bimodule for tailsA where ωA is the canonical module over A ([10,
Theorem 4.12]).
(4) If R is a finite dimensional algebra of gldimR = n < ∞, then − ⊗LR ωR[n] is the
Serre functor for Db(modR), but ωR is not a canonical bimodule for modR in
our sense because −⊗R ωR is not an autoequivalence of modR. However, if R is
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Fano, then −⊗R ωR is an autoequivalence of H ω
−1
R and Db(H ω
−1
R ) = Db(modR)
(see [9, Corollary 3.6, Corollary 3.12]), so ωR is a canonical bimodule for H
ω−1R .
3.2. Regular Tilting Objects. Let T be a triangulated category. For a set of objects
{E0, . . . , Er−1} in T , we denote by 〈E0, . . . , Er−1〉 the smallest full triangulated subcate-
gory of T containing E0, . . . , Er−1 closed under isomorphisms and direct summands.
Definition 3.7. Let T be a triangulated category. An object T ∈ T is called tilting if
(1) T = 〈T 〉, and
(2) HomT (T, T [q]) = 0 for all q 6= 0.
Remark 3.8. If C is a k-linear abelian category such that Db(C ) is Hom-finite, then it is
known that Db(C ) is an algebraic triangulated category (see [5, Section 1.2 and Section
3.1]) and Krull-Schmidt (see [6, Corollary A.2] and [2, Corollary 2.10]). Hence, if T is a
tilting object for Db(C ) such that gldimEndC (T ) <∞, then the functor
RHomC (T,−) : D
b(C )→ Db(modEndC (T ))
gives an equivalence of triangulated categories by [7, Theorem 2.2].
Definition 3.9. Let C be a k-linear abelian category having the canonical bimodule ωC .
We say that an object T ∈ Db(C ) is regular tilting if
(RT1) gldimEndC (T ) <∞,
(RT2) Db(C ) = 〈T 〉, and
(RT3) HomC (T, T ⊗LC (ω
−1
C
)⊗
L
C
i[q]) = 0 for all q 6= 0 and all i ≥ 0.
Theorem 3.10. Let C be a k-linear abelian category with the canonical bimodule ωC ,
and T ∈ Db(C ) a tilting object. Then T is regular tilting if and only if R := EndC (T ) is
a quasi-Fano algebra of gldimR = gldimC .
Proof. Note that since C is assumed to have a canonical bimodule, Db(C ) is Hom-finite.
(⇒) Assume that T is a regular tilting object of Db(C ). Let − ⊗L
C
ωC [m] be the Serre
functor for Db(C ) and let gldimR = n. Then we have m = gldimC by Remark 3.5
(3). Using Remark 3.8 and the uniqueness of the Serre functor, we have the following
commutative diagram
Db(C )
RHomC (T,−)
−−−−−−−−→
∼=
Db(modR)
−⊗L
C
ωC [m]
y∼= ∼=y−⊗LRDR=−⊗LRωR[n]
Db(C )
∼=
−−−−−−−−→
RHomC (T,−)
Db(modR).
This induces the following commutative diagram
Db(C )
RHomC (T,−)
−−−−−−−−→
∼=
Db(modR)
−⊗L
C
ω−1
C
y∼= ∼=y−⊗LRL
Db(C )
∼=
−−−−−−−−→
RHomC (T,−)
Db(modR)
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where L = ω−1R [m− n]. Since
hq(L⊗
L
Ri) ∼= Ext
q
R(R,R⊗
L
R (L
⊗LRi)) ∼= Ext
q
C
(T, T ⊗LC (ω
−1
C
)⊗
L
C
i) = 0
for all q 6= 0 and all i ≥ 0, we see that L is a quasi-ample two-sided tilting complex
of R. Since L−1 = ωR[n − m] = DR[−m], it follows that R is a quasi-Fano algebra of
gldimR = m = gldimC by [10, Remark 1.3] (cf. [9, Remark 4.4]).
(⇐) If T ∈ C is a tilting object for Db(C ) and R = EndC (T ) is a quasi-Fano algebra
of gldimR = gldimC , then we have the following commutative diagram
Db(C )
RHomC (T,−)
−−−−−−−−→
∼=
Db(modR)
−⊗L
C
ω−1
C
y∼= ∼=y−⊗LRω−1R
Db(C )
∼=
−−−−−−−−→
RHomC (T,−)
Db(modR)
(3.1)
by Remark 3.8, Remark 3.5 (3), and the uniqueness of the Serre functor. Since ω−1R is
quasi-ample, we have
HomC (T, T ⊗
L
C (ω
−1
C
)⊗
L
C
i[q]) ∼= HomR(R,R⊗
L
R (ω
−1
R )
⊗LRi[q]) ∼= hq((ω−1R )
⊗LRi) = 0
for all q 6= 0 and all i ≥ 0, so T is a regular tilting object of Db(C ). 
Theorem 3.11. Let C be a k-linear abelian category with the canonical bimodule ωC . If
T ∈ C is regular tilting for Db(C ) and (T,−⊗C ω
−1
C
) is ample for C , then
(1) R := EndC (T ) is a Fano algebra of gldimR = gldimC , and
(2) A := B(C , T,− ⊗C ω
−1
C
)≥0 ∼= ΠR is a graded right coherent AS-regular (Calabi-
Yau) algebra over R := EndC (T ) of dimension gldimC + 1 and of Gorenstein
parameter 1.
Proof. Since T is regular tilting for Db(C ), R is a quasi-Fano algebra of gldimR = gldimC
by Theorem 3.10, so ω−1R is a quasi-ample two-sided tilting complex of R. The commuta-
tive diagram (3.1) induces the following isomorphisms of graded algebras
A = B(C , T,−⊗C ω
−1
C
)≥0 ∼= B(D
b(C ), T,−⊗LC ω
−1
C
)≥0 ∼= B(D
b(modR), R,−⊗LR ω
−1
R )≥0.
Since (T,−⊗C ω
−1
C
) is ample for C , B(Db(modR), R,−⊗LR ω
−1
R )≥0
∼= A is a graded right
coherent algebra by Theorem 2.6, so ω−1R is an ample two-sided tilting complex of R by
[9, Theorem 3.7], hence R is a Fano algebra of gldimR = gldimC . By Theorem 2.12,
A ∼= B(Db(modR), R,−⊗LR ω
−1
R )≥0
∼= ΠR
is a graded right coherent AS-regular (Calabi-Yau) algebra over R of dimension gldimR+
1 = gldimC + 1 and of Gorenstein parameter 1. 
3.3. Relative Helices. In this subsection, we will define a “relaxed” version of a helix.
Definition 3.12. Let T be a k-linear triangulated category.
(1) A sequence of objects {E0, . . . , Eℓ−1} in T is called an exceptional sequence (resp.
a relative exceptional sequence) if
(RE1) EndT (Ei) = k (resp. gldimEndT Ei <∞) for every i = 0, . . . , ℓ− 1,
(RE2) HomT (Ei, Ei[q]) = 0 for every q 6= 0 and every i = 0, . . . , ℓ− 1, and
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(RE3) HomT (Ei, Ej [q]) = 0 for every q and every 0 ≤ j < i ≤ ℓ− 1.
A (relative) exceptional sequence {E, F} consisting of two objects is called a (rel-
ative) exceptional pair.
(2) A sequence of objects {E0, . . . , Eℓ−1} in T is called full if 〈E0, . . . , Eℓ−1〉 = T .
Remark 3.13. If {E0, . . . , Eℓ−1} is a relative exceptional sequence for a k-linear triangu-
lated category T , then gldimEndT (
⊕ℓ−1
i=0 Ei) <∞.
Definition 3.14. Let C be a k-linear abelian category having the canonical bimodule
ωC .
(1) A sequence of objects {Ei}i∈Z in Db(C ) is called a (relative) helix of period ℓ if,
for each i ∈ Z,
(H1) {Ei, . . . , Ei+ℓ−1} is a (relative) exceptional sequence for Db(C ), and
(H2) Ei+ℓ ∼= Ei ⊗
L
C
ω−1
C
.
(2) A relative helix {Ei}i∈Z of period ℓ is called full if, for each i ∈ Z, 〈Ei, . . . , Ei+ℓ−1〉 =
Db(C ).
(3) A relative helix {Ei}i∈Z of period ℓ is called geometric if HomT (Ei, Ej[q]) = 0 for
every q 6= 0 and every i ≤ j.
Definition 3.15. Let T be a k-linear triangulated category. For a pair of objects {E, F}
in T , we define Hom•T (E, F ) ∈ D(Mod k) by (Hom
•
T (E, F ))
i = HomT (E, F [i])[−i] with
trivial differentials. Moreover we define objects LEF andRFE inT by using distinguished
triangles
LEF → Hom
•
T (E, F )⊗k E → F →,
E → DHom•T (E, F )⊗k F → RFE → .
We call LEF (resp. RFE) the left mutation of F by E (resp. the right mutation of E by
F ).
It is known that if {E, F} is an exceptional pair, then {LEF,E} and {F,RFE} are
both exceptional pairs, and RELEF ∼= F, LFRFE ∼= E. Mutations of exceptional pairs
can be extended to mutations of exceptional sequences. For a sequence of objects ǫ =
{E0, . . . , Eℓ−1}, we define
Liǫ = {E0, . . . , Ei−1, LEiEi+1, Ei, Ei+2, . . . Eℓ−1},
Riǫ = {E0, . . . , Ei−1, Ei+1, REi+1Ei, Ei+2, . . . Eℓ−1}
for each i = 0, . . . , ℓ− 2.
Lemma 3.16 ([3, Assertion 2.1, Lemma 2.2, Assertion 2.3.a]). Let ǫ = {E0, . . . , Eℓ−1}
be a sequence of objects in a k-linear triangulated category. For each i = 0, . . . , ℓ− 2, the
following are equivalent:
(1) ǫ is a (full) exceptional sequence.
(2) Liǫ is a (full) exceptional sequence.
(3) Riǫ is a (full) exceptional sequence.
We inductively define LiEj := LEj−i(L
i−1Ej) and R
iEj = REi+j (R
i−1Ej) for i ≥ 1.
Remark 3.17. Let C be a k-linear abelian category. There is another definition of a helix,
which requires the condition
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(H2)’ Ei+ℓ ∼= Rℓ−1Ei (or equivalently, Ei−ℓ ∼= Lℓ−1Ei)
in place of (H2) (see [11, Definition 4.3]). If C has the canonical bimodule ωC , then
Lℓ−1Ei ∼= Ei ⊗LC ωC [gldimC + 1 − ℓ] by [3, Assertion 4.2] and Remark 3.5 (3), so the
above definition of a helix agrees with the one given in [11, Definition 4.3] if and only if
ℓ = gldimC + 1.
Lemma 3.18. Let C be a k-linear abelian category having the canonical bimodule ωC ,
and {Ei}i∈Z a (full) geometric relative helix of period ℓ for Db(C ). For r ∈ N+ such that
r | ℓ, {
⊕
i∈Ij
Ei}j∈Z where Ij = {i ∈ Z | jr ≤ i ≤ (j+1)r−1} is a (full) geometric relative
helix of period ℓ/r for Db(C ). In particular, for an algebraic pair (O, s) for C , if {siO}i∈Z
is a (full) geometric relative helix of period ℓ for Db(C ), then {sjr(
⊕r−1
i=0 s
iO)}j∈Z is a
(full) geometric relative helix of period ℓ/r for Db(C ).
Proof. First, we show that (H1), that is, {
⊕
i∈Ij
Ei, . . . ,
⊕
i∈Ij+ℓ/r−1
Ei} is a relative ex-
ceptional sequence for Db(C ) for every j ∈ Z.
(RE1) For any j ∈ Z, {Ejr, . . . , E(j+1)r−1} is a relative exceptional sequence, so we have
gldimEndC (
⊕
i∈Ij
Ei) <∞ by Remark 3.13.
(RE2) Using the facts that {Ejr, . . . , E(j+1)r−1} is a relative exceptional sequence for
any j ∈ Z and {Ei}i∈Z is geometric, we have HomC (
⊕
i∈Ij
Ei,
⊕
i∈Ij
Ei[q]) = 0 for every
q 6= 0 and every j = 0, . . . , ℓ/r − 1.
(RE3) For any i ∈ Z and any i ≤ j1 < j2 ≤ i + ℓ/r − 1, if i1 ∈ Ij1 and i2 ∈
Ij2 , then HomC (Ei1, Ei2 [q]) = 0 for every q since 0 < i2 − i1 ≤ ℓ − 1, so we have
HomC (
⊕
i∈Ij1
Ei,
⊕
i∈Ij2
Ei[q]) = 0 for every q.
Secondly, since⊕
i∈Ij+ℓ/r
Ei =
⊕
i∈Ij
Ei+ℓ ∼=
⊕
i∈Ij
(Ei ⊗
L
C ω
−1
C
) ∼= (
⊕
i∈Ij
Ei)⊗
L
C ω
−1
C
,
(H2) is satisfied, so {
⊕
i∈Ij
Ei}j∈Z is a relative helix of period ℓ/r for Db(C ).
The full and geometric properties are straightforward. 
Lemma 3.19. Let C be a k-linear abelian category having the canonical bimodule ωC . If
{Ei}i∈Z is a full geometric relative helix of period 1 for Db(C ), then Ei is a regular tilting
object of Db(C ) for every i ∈ Z.
Proof. By definition, gldimEndC Ei <∞. Moreover we have HomC (Ei, Ei[q]) = 0 for all
q 6= 0. Since {Ei}i∈Z is a full relative helix of period 1, 〈Ei〉 = D
b(C ). These say that
Ei is a tilting object of D
b(C ). Since {Ei}i∈Z is a geometric relative helix of period 1, we
have
HomC (Ei, Ei ⊗
L
C (ω
−1
C
)⊗
L
C
j [q]) = HomC (Ei, Ei+j[q]) = 0
for all q 6= 0 and all j ≥ 0, so Ei is regular tilting. 
Lemma 3.20. Let C be a k-linear abelian category having the canonical bimodule ωC . If
E is a regular tilting object of Db(C ), then {E⊗L
C
(ω−1
C
)⊗
L
C
i}i∈Z is a full geometric relative
helix of period 1 for Db(C ).
Proof. Clearly, gldimEndC (E ⊗LC (ω
−1
C
)⊗
L
C
i) = gldimEndC (E) <∞. Moreover we have
HomC (E ⊗
L
C (ω
−1
C
)⊗
L
C
i, E ⊗LC (ω
−1
C
)⊗
L
C
i[q]) ∼= HomC (E,E[q]) = 0
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for every q 6= 0. These mean that {E ⊗L
C
(ω−1
C
)⊗
L
C
i}i∈Z is a relative helix of period 1 for
Db(C ). For every q 6= 0 and every i ≤ j,
HomC (E ⊗
L
C (ω
−1
C
)⊗
L
C
i, E ⊗LC (ω
−1
C
)⊗
L
C
j[q]) ∼= HomC (E,E ⊗
L
C (ω
−1
C
)⊗
L
C
(j−i)[q]) = 0
so {E ⊗L
C
(ω−1
C
)⊗
L
C
i} is geometric. Since 〈E ⊗L
C
(ω−1
C
)⊗
L
C
i〉 = 〈E〉 = Db(C ), it follows that
{E ⊗L
C
(ω−1
C
)⊗
L
C
i} is full. 
Lemma 3.21. Let (C ,O, s) be an algebraic triple. For r ∈ N+, (O, s) is ample for C if
and only if (
⊕r−1
i=0 s
iO, sr) is ample for C .
Proof. Let Ij = {i ∈ Z | jr ≤ i ≤ (j + 1)r − 1} so that (s
r)j(
⊕
i∈I0
siO) ∼=
⊕
i∈Ij
siO.
Clearly, (A1) for the pair (O, s) is equivalent to (A1) for the pair (
⊕
i∈I0
siO, sr).
For every surjection φ :M→N in C , we see that
HomC (
⊕
i∈Ij
siO, φ) : HomC (
⊕
i∈Ij
siO,M)→ HomC (
⊕
i∈Ij
siO,N )
is surjective if and only if HomC (s
iO, φ) : HomC (s
iO,M)→ HomC (s
iO,N ) is surjective
for every i ∈ Ij. This implies that (A2) for (O, s) is equivalent to (A2) for (
⊕
i∈I0
siO, sr).

Proposition 3.22. Let C be a k-linear abelian category having the canonical bimodule
ωC , and (O, s) an algebraic pair for C . If {siO}i∈Z is a full geometric relative helix of
period ℓ for Db(C ), then the following hold.
(1) T :=
⊕ℓ−1
i=0 s
iO ∈ C is a regular tilting object for Db(C ).
(2) (C , T,−⊗C ω
−1
C
) ∼ (C , T, sℓ).
(3) (O, s) is ample for C if and only if (T,−⊗C ω
−1
C
) is ample for C .
Proof. (1) If {siO}i∈Z is a full geometric relative helix of period ℓ, then {sjℓ(
⊕ℓ−1
i=0 s
iO)}j∈Z
is a full geometric relative helix of period 1 by Lemma 3.18, so T :=
⊕ℓ−1
i=0 s
iO ∈ C is a
regular tilting object for Db(C ) by Lemma 3.19.
(2) Since
(sℓ)jT = (sℓ)j(
ℓ−1⊕
i=0
siO) ∼=
ℓ−1⊕
i=0
si+jℓO ∼= (
ℓ−1⊕
i=0
siO)⊗LC (ω
−1
C
)⊗
L
C
j = T ⊗LC (ω
−1
C
)⊗
L
C
j
for every j ∈ Z, it follows that (C , T,−⊗C ω
−1
C
) ∼ (C , T, sℓ).
(3) By Lemma 2.8 (2), (T,−⊗C ω
−1
C
) is ample for C if and only if (T, sℓ) is ample for
C . By Lemma 3.21, (T, sℓ) = (
⊕ℓ−1
i=0 s
iO, sℓ) is ample for C if and only if (O, s) is ample
for C . 
4. Main Result
We are now ready to state and prove the main result of this paper, which gives a
complete answer to Question 1.1. Note that if A is an AS-regular algebra over A0 of
dimension 0, then A is finite dimensional over k, so tailsA is trivial.
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Theorem 4.1. Let C be a k-linear abelian category. Then C ∼= tailsA for some graded
right coherent AS-regular algebra over A0 of dimension at least 1 and of Gorenstein pa-
rameter ℓ if and only if
(AS1) C has a canonical bimodule ωC , and
(AS2) there exists an ample algebraic pair (O, s) for C such that {siO}i∈Z is a full geo-
metric relative helix of period ℓ for Db(C ).
In fact, if (AS1) and (AS2) are satisfied, then A = B(C ,O, s)≥0 is a graded right coher-
ent AS-regular algebra over A0 = EndC (O) of dimension gldimC + 1 and of Gorenstein
parameter ℓ such that C ∼= tailsA.
In this case, A is right noetherian if and only if O ∈ C is a noetherian object.
Proof. (⇒) Let A be a graded right coherent AS-regular algebra over A0 of dimension
d ≥ 1 and of Gorenstein parameter ℓ. Then tailsA has the canonical bimodule ωA by
Example 3.6. By Theorem 2.12, R := ∇A is a Fano algebra of gldimR = d−1, and B :=
ΠR is a graded right coherent AS-regular algebra over R of dimension d and of Gorenstein
parameter 1. Since B is a twisted graded algebra of A[ℓ] by a graded algebra automorphism
by [10, Theorem 4.12], there exists an equivalence functor grmodA → grmodB sending⊕ℓ−1
i=0 A(i) to B by [10, Remark 4.9]. Since we have A(i) ⊗A ω
−1
A
∼= A(i + ℓ) for every
i ∈ Z, it follows that
(tailsA,
ℓ−1⊕
i=0
A(i), (ℓ)) ∼(tailsA,
ℓ−1⊕
i=0
A(i),−⊗A ω
−1
A )
∼=(tailsB,B,−⊗B ω
−1
B )
∼=(H ω
−1
R , R,−⊗LR ω
−1
R )
by [9, Corollary 3.12]. Since (R,− ⊗L
C
ω−1R ) is ample for H
ω−1R by [9, Lemma 3.5],
(
⊕ℓ−1
i=0 A(i), (ℓ)) is ample for tailsA by Lemma 2.8 (2), so (A, (1)) is ample for tailsA
by Lemma 3.21.
We next show that {A(i)}i∈Z is a full geometric relative helix of period ℓ for Db(tailsA).
By [10, Proposition 4.4], EndA(A(i)) ∼= EndA(A) ∼= A0, so gldimEndA(A(i)) <∞. Since
A(i) ⊗A ω
−1
A
∼= A(i + ℓ), it follows from [10, Proposition 4.4] again that {A(i)}i∈Z is a
geometric relative helix of period ℓ. Furthermore, similar to the proof of [10, Proposition
4.3], we have 〈A(i), . . . ,A(i+ ℓ− 1)〉 = Db(tailsA) for every i ∈ Z, so {A(i)}i∈Z is a full
relative helix.
Since C ∼= tailsA, we see that C has an ample algebraic pair (O, s) such that {siO}i∈Z
is a full geometric relative helix of period ℓ for Db(C ).
(⇐) Suppose that C satisfies (AS1) and (AS2). Let n = gldimC . Since (O, s) is ample
for C , A := B(C ,O, s)≥0 is graded right coherent and (C ,O, s) ∼= (tailsA,A, (1)) by
Theorem 2.6. By Proposition 3.22, T :=
⊕ℓ−1
i=0 s
iO ∈ C is a regular tilting object for
Db(C ) and (T,− ⊗C ω
−1
C
) is ample for C , so it follows from Theorem 3.11 that ΠR ∼=
B(C , T,−⊗C ω
−1
C
)≥0 is a graded right coherent AS-regular algebra over R := EndC (T ) of
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dimension n+1. Moreover, since {s−ℓ+1O, . . . , s−1O,O} is a relative exceptional sequence,
A[ℓ] = (B(C ,O, s)≥0)
[ℓ] ∼= (B(C ,O, s)[ℓ])≥0 ∼= B(C ,
ℓ−1⊕
i=0
siO, sℓ)≥0 = B(C , T, s
ℓ)≥0
by [11, Lemma 3.8]. Since (C , T,− ⊗C ω
−1
C
) ∼ (C , T, sℓ) by Proposition 3.22, we see
that GrModA ∼= GrModA[ℓ] ∼= GrModΠR by Lemma 2.8 (1), so we have gldimA =
gldimΠR = n+ 1.
For the rest, we will show that A is AS-regular over A0 = EndC (O) of dimension n+1
and of Gorenstein parameter ℓ.
First assume n = 0. It follows from Theorem 3.11 that gldimR = gldimC = 0, so R
is semisimple. Since Db(C ) ∼= Db(modR), we have − ⊗C ωC = idC , so sjℓ+iO ∼= siO for
every i, j ∈ Z. It follows that (C ,O, sℓ) ∼ (C ,O, idC ), so A(ℓ) ∼= B(C ,O, sℓ)≥0 is a twisted
graded alegbra of B(C ,O, idC )≥0 ∼= A0[x] where deg x = 1 by Lemma 2.8 (1). Since
{O, . . . , sℓ−1O} is a relative exceptional sequence, HomC (O, siO) ∼= DHomC (siO,O) = 0
for every 0 < i < ℓ, so
HomC (O, s
iO) ∼=
{
EndC (O) = A0 if i ∈ ℓZ
0 if i 6∈ ℓZ.
It follows that A = B(C ,O, s)≥0 is a twisted graded algera of A0[x] where A0 is semisimple
and deg x = ℓ, so A is AS-regular over A0 of dimension 1 and of Gorenstein parameter ℓ.
We now assume n ≥ 1. Since A is graded right coherent, it satisfies the condition
(EF), so it is enough to show that A is ASF-regular of dimension n+1 and of Gorenstein
parameter ℓ by Theorem 2.19. Note that we have an exact sequence
0→ H0
m
(A)→ A
φA−−−→ H0(A)→ H1
m
(A)→ 0
and isomorphisms
Hq
m
(A) ∼= Hq−1(A), q ≥ 2
of graded A-A bimodules where φA : A → H
0(A) is the graded algebra homomorphism
defined in Example 2.4. Thus it is enough to check that φA above is an isomorphism and
Hq(A) ∼=
{
0 if q 6= 0, n
DA(ℓ) if q = n
as graded right and left A-modules.
If j ≥ 0, then Extq
C
(O, sjO) = 0 for all q 6= 0 since {sjO} is geometric. If −ℓ < j < 0,
then Extq
C
(O, sjO) = 0 since {s−ℓ+1O, . . . , s−1O,O} is a relative exceptional sequence.
If j ≤ −ℓ, then Extq
C
(O, sjO) ∼= DExtn−qC (s
jO, s−ℓO) ∼= D Extn−qC (O, s
−ℓ−jO) = 0 for
all q 6= n since {sjO} is geometric. It follows that Hq(A) ∼=
⊕
j∈ZExt
q
C
(O, sjO) = 0
for all q 6= 0, n. On the other hand, if −ℓ < j < 0, then HomC (O, sjO) = 0 since
{s−ℓ+1O, . . . , s−1O,O} is a relative exceptional sequence. If j ≤ −ℓ, then HomC (O, sjO) ∼=
D ExtnC (s
jO, s−ℓO) ∼= DExtnC (O, s
−ℓ−jO) = 0 since {sjO} is geometric. Thus A =
B(C ,O, s).
Recall that the functor π : grmodA → tailsA induces a morphism of algebraic triples
(grmodA,A, (1)) → (tailsA,A, (1)) by Example 2.4. Since C is Hom-finite and (O, s)
is ample for C , we have a functor H0(−)≥0 : C → grmodA by Theorem 2.6 (2). Since
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H0(−)≥0 ◦ s =
⊕∞
i=0HomC (O, s
i+1(−)) and (1) ◦ H0(−)≥0 =
⊕∞
i=−1HomC (O, s
i+1(−)),
there exists a natural transformation H0(−)≥0 ◦ s → (1) ◦ H
0(−)≥0. Since H
0(O)≥0 =
B(C ,O, s)≥0 = A, the functor H
0(−)≥0 : C → grmodA induces a morphism of algebraic
triples (C ,O, s) → (grmodA,A, (1)). By Theorem 2.6 (2), the composition of these
morphisms is an isomorphism of algebraic triples (C ,O, s) → (tailsA,A, (1)). In the
commutative diagram
ψ : B(C ,O, s)
H0(−)≥0
−−−−−→ B(grmodA,A, (1))
π
−−−→ B(tailsA,A, (1))
‖ ‖ ‖
φA : A −−−→ H
0(A) −−−→ H0(A),
ψ is an isomorphism of a graded algebras by Theorem 2.6 (2), so φA is also an isomorphism
of graded algebras.
Consider the diagram
Hn(A)i × Aj −−−→ H
n(A)i+j
∼=
y y∼=
HomC (s
jO, si+jO[n])× HomC (O, sjO)
Φ
−−−→ HomC (O, si+jO[n])
F×id
y yF
DHomC (s
i+j+ℓO, sjO)×HomC (O, sjO)
Ψ
−−−→ DHomC (si+j+ℓO,O)
∼=
y y∼=
DA(ℓ)i × Aj −−−→ DA(ℓ)i+j
where the top and the bottom squares are commutative and F is a map induced by the
Serre functor as in Remark 3.2. For (α, β) ∈ HomC (sjO, si+jO[n]) × HomC (O, sjO), we
have Φ(α, β) = α ◦β. Moreover, for (φ, β) ∈ DHomC (s
i+j+ℓO, sjO)×HomC (O, s
jO), we
have Ψ(φ, β)(γ) = φ(β ◦ γ) for every γ ∈ HomC (si+j+ℓO,O). Since
F (Φ(α, β))(γ) = F (α ◦ β)(γ) = F (α)(β ◦ γ) = Ψ(F (α), β)(γ) = Ψ((F × id)(α, β))(γ)
for every γ ∈ HomC (si+j+ℓO,O) by Remark 3.2, the above diagram commutes, so
Hn(A) ∼= DA(ℓ) as graded right A-modules. Similarly, we can show that Hn(A) ∼= DA(ℓ)
as graded left A-modules. Hence A is ASF-regular of dimension n+ 1 ≥ 2 and of Goren-
stein parameter ℓ.
For the last statement, since C is Hom-finite, H0(M) is finite dimensional for ev-
ery object M ∈ C . Since (O, s) is ample for C , if O ∈ C is a noetherian object,
then A = B(tailsA,O, s)≥0 is right noetherian by [1, Theorem 4.5]. Conversely, since
(C ,O, s) ∼= (tailsA,A, (1)), if A = B(tailsA,O, s)≥0 is right noetherian, then A ∈ tailsA
is a noetherian object, so O ∈ C is a noetherian object. 
Corollary 4.2. Let C be a k-linear abelian category. Then C ∼= tailsA for some graded
right coherent AS-regular algebra over k of dimension at least 1 and of Gorenstein param-
eter ℓ if and only if
(AS1) C has a canonical bimodule ωC , and
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(AS2) there exists an ample algebraic pair (O, s) such that {siO}i∈Z is a full geometric
helix of period ℓ for Db(C ).
In fact, if (AS1) and (AS2) are satisfied, then A = B(C ,O, s)≥0 is a graded right
coherent AS-regular algebra over k of dimension gldimC +1 and of Gorenstein parameter
ℓ such that C ∼= tailsA.
In this case, A is Koszul if and only if ℓ = dimC + 1 (cf. Remark 3.17).
Proof. The last statement follows from the fact that an AS-regular algebra A over k of
dimension d and of Gorenstein parameter ℓ is Koszul if and only if ℓ = d. 
Corollary 4.3. Let C be a k-linear abelian category. Then C ∼= tailsA for some graded
right coherent AS-regular algebra over A0 of dimension at least 1 if and only if
(AS1) C has a canonical bimodule ωC , and
(AS2)’ there exists a regular tilting object T ∈ C for Db(C ) such that (T,− ⊗C ω
−1
C
) is
ample for C .
Proof. If C ∼= tailsA for some graded right coherent AS-regular algebra over A0 of Goren-
stein parameter ℓ, then C has a canonical bimodule ωC , and there exists an ample al-
gebraic pair (O, s) for C such that {siO}i∈Z is a full geometric relative helix of period ℓ
for Db(C ) by Theorem 4.1. By Proposition 3.22, T :=
⊕ℓ−1
i=0 s
iO ∈ C is a regular tilting
object for Db(C ) and (T,−⊗C ω
−1
C
) is ample for C .
Conversely, if T ∈ C is a regular tilting object for Db(C ) such that (T,− ⊗C ω
−1
C
) is
ample for C , then {T ⊗C (ω
−1
C
)⊗C i}i∈Z = {T ⊗LC (ω
−1
C
)⊗
L
C
i}i∈Z is a full geometric relative
helix of period 1 for Db(C ) by Lemma 3.20, so the result follows from Theorem 4.1. 
Corollary 4.4. Let A be a graded right coherent (noetherian) AS-regular algebra over A0
of dimension d and of Gorenstein parameter ℓ. For r ∈ N+ such that r | ℓ, B := A[r]
is a graded right coherent (noetherian) AS-regular algebra over B0 of dimension d and of
Gorenstein parameter ℓ/r.
Proof. Since (A, (1)) is an ample algebraic pair for tailsA such that {A(i)}i∈Z is a
full geometric relative helix of period ℓ for Db(tailsA) by the proof of Theorem 4.1,
(
⊕r−1
i=0 A(i), (r)) is an ample algebraic pair for tailsA such that {(
⊕r−1
i=0 A(i))(rj)}j∈Z is
a full geometric relative helix of period ℓ/r for Db(tailsA) by Lemma 3.21 and Lemma
3.18. Since B = A[r] ∼= B(Db(tailsA),
⊕r−1
i=0 A(i), (r))≥0, we see that B is a graded right
coherent AS-regular algebra over B0 of dimension gldim(tailsA)+1 = d and of Gorenstein
parameter ℓ/r by Theorem 4.1. 
Example 4.5. In the above Corollary, the condition r | ℓ cannot be dropped. For
example, if A = k[x] with deg x = 3, then A is AS-regular over k of dimension 1 and of
Gorenstein parameter 3. If B := A[2] is AS-regular over B0, then gldimB = gldimA = 1,
so B = B0[x] as a graded vector space by the proof of Theorem 4.1 (see also [10, Theorem
4.15]). Since
B := A[2] =
(
k 0
0 k
)
⊕
(
0 kx
0 0
)
⊕
(
0 0
kx 0
)
⊕
(
kx2 0
0 kx2
)
⊕ · · ·
22 IZURU MORI AND KENTA UEYAMA
it is not the case, so B is not AS-regular over B0 = k × k. Since GrModA[r] ∼= GrModA
for every r ∈ N+, this example shows that AS-regularity is not a graded Morita invariant
if we do not require algebras to be connected graded (compare with [24, Theorem 1.3]).
5. Smooth Quadric Surfaces in a Quantum P3
It is well-known that, for a smooth quadric surface Q in P3, there exists a noetherian
AS-regular algebra B = k〈x, y〉/(x2y − yx2, xy2 − y2x) of dimension 3 and of Gorenstein
parameter 4 such that cohQ ∼= tailsB. In this section, we will prove a noncommutative
generalization of this result as an application of the main result of this paper.
Throughout this section, we assume that k is an algebraically closed field of character-
istic 0.
Definition 5.1 ([18]). We say that a k-linear abelian category C is a smooth quadric
surface in a quantum P3 if C ∼= tailsS/(f) where S is a 4-dimensional noetherian quadratic
AS-regular algebra over k and f ∈ S2 is a central regular element such that A = S/(f) is
a domain and a graded isolated singularity.
Let S be a 4-dimensional noetherian quadratic AS-regular algebra over k. Then the
Hilbert series of S is HS(t) = 1/(1 − t)
4, and S is a Koszul domain. Let f ∈ S2 be a
central regular element and A = S/(f). Then A is a noetherian AS-Gorenstein Koszul
algebra of dimension 3 and of Gorenstein parameter 2. There exists a central regular
element z ∈ A! of degree 2 such that A!/(z) ∼= S ! where A!, S ! are Koszul duals of A, S.
We define C(A) := A![z−1]0.
We call M ∈ grmodA graded maximal Cohen-Macaulay if depthM = ldimA (= 3)
or M = 0. It is well-known that M ∈ grmodA is graded maximal Cohen-Macaulay if
and only if ExtiA(M,A) = 0 for all i 6= 0. We write CM
Z(A) for the full subcategory of
grmodA consisting of graded maximal Cohen-Macaulay modules.
Proposition 5.2. Let S be a 4-dimensional noetherian quadratic AS-regular algebra over
k, and f ∈ S2 a central regular element. If A = S/(f) is a domain, then the following
are equivalent:
(1) A is a graded isolated singularity.
(2) A is of finite Cohen-Macaulay representation type (i.e, there exist only finitely
many indecomposable graded maximal Cohen-Macaulay modules up to isomor-
phisms and degree shifts).
(3) C(A) is a semisimple ring.
(4) C(A) ∼= M2(k)×M2(k).
Proof. (1) ⇒ (3) follows from [18, Theorem 5.6]. (3) ⇒ (2) follows from [20, Proposition
4.1]. (2) ⇒ (1) follows from [20, Theorem 3.4]. (3) ⇔ (4) follows from [18, Proposition
5.3]. 
For the rest, we assume that S is a 4-dimensional noetherian quadratic AS-regular
algebra over k, f ∈ S2 is a central regular element, and A = S/(f) is a domain and a
graded isolated singularity. In this case, gldim(tailsA) = 2 and tailsA has the canonical
bimodule ωA such that M⊗A ωA =Mν(−2) forM∈ tailsA by Example 3.6 where ν is
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the Nakayama automorphism of A. We define
M = {M ∈ CMZ(A) |M is indecomposable,M0 ∼= k
2,M =M0A}/∼=.
The stable category of graded maximal Cohen-Macaulay modules, denoted by CMZ(A),
has the same objects as CMZ(A) and the morphism set is given by
HomCMZ(A)(M,N) = HomA(M,N)/P (M,N)
for any M,N ∈ CMZ(A), where P (M,N) consists of degree zero A-module homomor-
phisms that factor through a projective module in GrModA. Since A is AS-Gorenstein,
CMZ(A) is a triangulated category with respect to the translation functor M [−1] = ΩM .
Proposition 5.3. The following hold.
(1) There exists a duality G : CMZ(A)
∼
−→ Db(modC(A)) such that G(M) is a simple
C(A)-module for every M ∈M.
(2) M consists of two non-isomorphic modules, say X and Y . Moreover every non-
projective indecomposable graded maximal Cohen-Macaulay module is isomorphic
to X(i) or Y (i) for some i ∈ Z.
Proof. (1) This follows from [18, Proposition 5.2 (1)] and [18, Proposition 5.4].
(2) By Proposition 5.2, C(A) has two non-isomorphic simple modules, so it follows from
[18, Proposition 5.4] that M consists of two non-isomorphic modules. The last statement
follows from the proof of [20, Proposition 4.1]. 
In [18], Smith and Van den Bergh developed the theory of smooth quadric surfaces in
a quantum P3. By [18, Lemma 5.5, Proposition 5.4 (1)], if M ∈M, then ΩM(1) ∈ M and
Ω2M(2) ∼= M , so, by Proposition 5.3 (2), the following two cases may occur.
(standard): ΩX(1) ∼= Y and ΩY (1) ∼= X .
(non-standard): ΩX(1) ∼= X and ΩY (1) ∼= Y .
In [18, Theorem 5.8], Smith and Van den Bergh claim that if A = S/(f) is a domain and
a graded isolated singularity, then A is standard. However, in the appendix, we will give
an example of a non-standard algebra A = S/(f) which is a domain and a graded isolated
singularity.
Definition 5.4. We say that a smooth quadric surface C in a quantum P3 is standard if
C ∼= tailsA where A = S/(f) is standard.
Note that a smooth quadric surface Q in P3 is standard (see the appendix). To give an
application of the main result of this paper, we focus on standard smooth quadric surfaces
in a quantum P3.
For the rest, we assume that A = S/(f) is a domain, a graded isolated singularity and
standard.
Proposition 5.5. The following hold.
(1) We have exact sequences
0→ Y (−1)→ A2 → X → 0 and 0→ X(−1)→ A2 → Y → 0.
(2) Ω2i+1X ∼= Y (−2i−1), Ω2iX ∼= X(−2i), Ω2i+1Y ∼= X(−2i−1), and Ω2iY ∼= Y (−2i)
for every i ∈ Z.
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(3) CMZ(A) ∼= 〈Y,X〉.
Proof. Since A is standard, (1) and (2) follows from [18, Proposition 5.4 (2)]. For (3), by
Proposition 5.3, Db(modC(A)) = 〈G(X), G(Y )〉, so CMZ(A) ∼= 〈Y,X〉. 
The Auslander-Reiten quiver of CMZ(A) is given as follows:
· · · X(−2)oo Y (−1)oo Xoo Y (1)oo X(2)oo · · ·oo
· · · Y (−2)oo X(−1)oo Yoo X(1)oo Y (2)oo · · ·oo
where dotted arrows show the Auslander-Reiten translation τ in CMZ(A). (There are no
arrows.)
Lemma 5.6. The following hold.
(1) HA(t) = (1 + t)(1− t)−3.
(2) HX(t) = 2(1− t)−3.
(3) HHomA(X,A)(t) = 2t(1− t)
−3.
(4) HHomA(X,X)(t) = (1 + t)(1− t)
−3.
(5) HHomA(X,Y )(t) = t(3− t)(1− t)
−3.
(6) HExt1A(X,A)(t) = 0.
(7) HExt1A(X,X)(t) = 0.
(8) HExt1A(X,Y )(t) = t
−1.
(These are also true if we exchange the roles of X and Y .)
Proof. (1) Since HS(t) = (1 − t)−4, the result follows from the exact sequence 0 →
S(−2)→ S → A→ 0.
(2) This is [18, Proposition 5.4 (4)].
(3) We have an exact sequence 0→ X(−2)→ A(−1)2 → A2 → X → 0 by Proposition
5.5 (1). Since X ∈ CMZ(A), we have an exact sequence 0 → HomA(X,A) → A
2 →
A(1)2 → HomA(X,A)(2)→ 0, so the result follows.
(6) Since X ∈ CMZ(A), this is clear.
(7) We have
Ext1A(X,X)i
∼= Ext1GrModA(X,X(i))
∼= HomCMZ(A)(X,X(i)[1])
∼= HomCMZ(A)(ΩX,X(i))
∼= HomCMZ(A)(Y (−1), X(i)).
By the structure of the Auslander-Reiten quiver of CMZ(A), this is zero for any i.
(8) We have
Ext1A(X, Y )i
∼= Ext1GrModA(X(1), Y (i+ 1))
∼= HomCMZ(A)(X(1), Y (i+ 1)[1])
∼= HomCMZ(A)(ΩX(1), Y (i+ 1))
∼= HomCMZ(A)(Y, Y (i+ 1)).
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If i = −1, then dimk HomCMZ(A)(Y, Y ) = dimk HomDb(modC(A))(G(Y ), G(Y )) = 1 because
C(A) is semisimple and G(Y ) is a simple C(A)-module by Proposition 5.3 (1). If i 6=
−1, then it follows from the structure of the Auslander-Reiten quiver of CMZ(A) that
HomCMZ(A)(Y (−1), Y (i)) = 0. Thus we get the result.
(4) Since we have exact sequences 0 → Y (−1) → A2 → X → 0 and 0 → X(−2) →
A(−1)2 → Y (−1)→ 0 by Proposition 5.5 (1), we obtain exact sequences
0→ HomA(X,X)→ HomA(A,X)
2 → HomA(Y (−1),X) → Ext
1
A(X,X) = 0 (by (7)),
0→ HomA(Y (−1),X) → HomA(A(−1),X)
2 → HomA(X(−2),X) → Ext
1
A(Y (−1),X)→ 0.
Combining these, we get
HHomA(X,X)(t)− 2HX(t) + 2t
−1HX(t)− t
−2HHomA(X,X)(t) + t
−1HExt1A(Y,X)(t) = 0,
so the result follows from (2), (8).
(5) Since we have an exact sequence 0 → Y (−1) → A2 → X → 0, we obtain an exact
sequence 0→ HomA(X, Y )→ HomA(A, Y )
2 → HomA(Y (−1), Y )→ Ext
1
A(X, Y )→ 0, so
it follows that
HHomA(X,Y )(t)− 2HY (t) + t
−1HHomA(Y,Y )(t)−HExt1A(X,Y )(t) = 0.
The result follows from (2), (4), (8). 
The graded singularity category of A is defined by the Verdier localization
D
gr
Sg(A) := D
b(grmodA)/Db(grprojA)
where grprojA is the full subcategory of grmodA consisting of projective modules. We
denote the localization functor by υ : Db(grmodA)→ DgrSg(A). Moreover there exists the
equivalence CMZ(A)
∼
−→ DgrSg(A) by Buchweitz [4]. Since Gorenstein parameter of A is
ℓ = 2 > 0, there exists the embedding Φ := Φ0 : D
gr
Sg(A)→ D
b(tailsA) by Orlov [15].
Lemma 5.7 ([13, Lemma 4.1]). Let M ∈ grmodA. If M = M≥0 and HomA(M,A(i)) = 0
for all i ≤ 0, then Φ(υM) ∼= πM =M.
Lemma 5.8. We have ΦDgrSg(A) = 〈Y ,X〉.
Proof. By Lemma 5.6 (2), (3) and Lemma 5.7, it follows that Φ(υX) ∼= X and Φ(υY ) ∼= Y .
Under the equivalence CMZ(A)
∼
−→ DgrSg(A), X, Y correspond to υX, υY , so D
gr
Sg(A) =
〈υY, υX〉 by Proposition 5.5 (3). Hence ΦDgrSg(A) = 〈Φ(υY ),Φ(υX)〉 = 〈Y ,X〉. 
Lemma 5.9. For M,N ∈ CMZ(A), the following hold.
(1) HomA(M,N )
∼= HomA(M,N).
(2) Ext1A(M,N )
∼= Ext1A(M,N).
(3) Ext2A(M,N )
∼= DHomA(N,Mν(−2)).
(4) ExtqA(M,N ) = 0 for q ≥ 3.
Proof. Since M/M≥n is a finite dimensional module and depthN = 3, we have
lim
n→∞
HomA(M/M≥n, N) = lim
n→∞
Ext1A(M/M≥n, N) = lim
n→∞
Ext2A(M/M≥n, N) = 0,
26 IZURU MORI AND KENTA UEYAMA
so it follows from [1, Proposition 7.2 (1)] that
HomA(M,N )
∼= lim
n→∞
HomA(M≥n, N)
∼= HomA(M,N),
Ext1A(M,N )
∼= lim
n→∞
Ext1A(M≥n, N)
∼= Ext1A(M,N).
This proves (1), (2). Moreover, since depthMν(−2) = depthM = 3,
Ext2A(M,N )
∼= DHomA(N ,M⊗A ωA)
∼= DHomA(N ,Mν(−2))
∼= DHomA(N,Mν(−2))
by the Serre duality and (1). This shows (3). Since gldim(tailsA) = 2, (4) holds. 
Lemma 5.10. The following hold.
(1) HomA(A(i),A(j)) =
{
k if j − i = 0
0 if j − i ≤ −1.
(2) HomA(A(i),X (j)) =
{
k2 if j − i = 0
0 if j − i ≤ −1.
(3) HomA(X (i),A(j)) = 0 if j − i ≤ 0.
(4) HomA(X (i),X (j)) =
{
k if j − i = 0
0 if j − i ≤ −1.
(5) HomA(X (i),Y(j)) = 0 if j − i ≤ 0.
(These are also true if we exchange the roles of X and Y.)
Proof. This follows from Lemma 5.9 (1) and Lemma 5.6. 
Lemma 5.11. The following hold.
(1) Ext1A(A(i),A(j)) = 0.
(2) Ext1A(A(i),X (j)) = 0.
(3) Ext1A(X (i),A(j)) = 0.
(4) Ext1A(X (i),X (j)) = 0.
(5) Ext1A(X (i),Y(j)) = 0 if j − i 6= −1.
(These are also true if we exchange the roles of X and Y.)
Proof. This follows from Lemma 5.9 (2) and Lemma 5.6. 
Lemma 5.12. We have Xν ∼= X and Yν ∼= Y .
Proof. Since C(A) is semisimple, Db(modC(A)) has the Serre functor idDb(modC(A)), so
CMZ(A) has the Serre functor idCMZ(A) by Proposition 5.3 (1). However, by [19, Corollary
4.5], CMZ(A) has the Serre functor−⊗AωA[2] ∼= Ω−2(−)ν(−2). Since (−)ν commutes with
shifts, we have X ∼= Ω2X(2) ∼= Ω−2(Ω2X(2))ν(−2) ∼= Xν in CM
Z(A) by Proposition 5.5.
Since X is indecomposable and non-projective, this means that X ∼= Xν in CM
Z(A). 
Lemma 5.13. The following hold.
(1) Ext2A(A(i),A(j)) = 0 if j − i ≥ −1.
(2) Ext2A(A(i),X (j)) = 0 if j − i ≥ −2.
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(3) Ext2A(X (i),A(j)) = 0 if j − i ≥ −1.
(4) Ext2A(X (i),X (j)) = 0 if j − i ≥ −1.
(5) Ext2A(X (i),Y(j)) = 0 if j − i ≥ −2.
(These are also true if we exchange the roles of X and Y.)
Proof. We only show (5). The rest are similar. It follows from Lemma 5.9 (3) and Lemma
5.12 that
Ext2A(X (i),Y(j))
∼= Ext2A(X (i),Y(j))0
∼= DHomA(Y (j), Xν(i− 2))0
∼= D(HomA(Y,X)i−j−2),
so the result follows by Lemma 5.6 (5). 
Lemma 5.14. The left mutation LA(i)Y(i) is X (i− 1) for any i.
Proof. By Proposition 5.5 (1), we have an exact sequence 0→ X(−1)→ Y0⊗kA→ Y → 0
in grmodA, so we have 0→ X(i−1)→ Y0⊗kA(i)→ Y (i)→ 0 in grmodA. This induces
an exact sequence 0 → X (i − 1) → Y0 ⊗k A(i) → Y(i) → 0 in tailsA. By Lemmas 5.9
(4), 5.10, 5.11 and 5.13, Y0 = HomA(A(i),Y(i)) and Ext
q
A(A(i),Y(i)) = 0 for q 6= 0, so
we obtain a distinguished triangle
X (i− 1)→ Hom•A(A(i),Y(i))⊗k A(i)→ Y(i)→
in Db(tailsA). This means that the left mutation of Y(i) by A(i) is given by X (i−1). 
Theorem 5.15. {A(−1),X (−1),A,X} is a full exceptional sequence for Db(tailsA).
Proof. By Lemmas 5.9 (4), 5.10, 5.11, and 5.13, for i = 0,−1 and any q ≥ 1, we have
HomA(A(i),A(i)) = k, HomA(X (i),X (i)) = k,
ExtqA(A(i),A(i)) = 0, Ext
q
A(X (i),X (i)) = 0,
HomA(X (−1),A(−1)) = 0, HomA(A,A(−1)) = 0, HomA(X ,A(−1)) = 0,
HomA(A,X (−1)) = 0, HomA(X ,X (−1)) = 0, HomA(X ,A) = 0,
ExtqA(X (−1),A(−1)) = 0, Ext
q
A(A,A(−1)) = 0, Ext
q
A(X ,A(−1)) = 0,
ExtqA(A,X (−1)) = 0, Ext
q
A(X ,X (−1)) = 0, Ext
q
A(X ,A) = 0,
so {A(−1),X (−1),A,X} is an exceptional sequence. To prove that it is full, we now
consider the sequence {A(−1),A,Y ,X}. By Lemma 5.14, we have
L2{A(−1),A,Y ,X} = {A(−1), LA(Y),A,X} = {A(−1),X (−1),A,X},
so {A(−1),A,Y ,X} is an exceptional sequence by Lemma 3.16. Moreover
〈A(−1),A,Y ,X〉 ∼= 〈A(−1),A,ΦD
gr
Sg(A)〉 by Lemma 5.8
∼= Db(tailsA) by [15, Theorem 2.5 (i)],
so {A(−1),A,Y ,X} is a full exceptional sequence. Hence {A(−1),X (−1),A,X} is also
a full exceptional sequence by Lemma 3.16 again. 
Theorem 5.16. Let E2i := A(i), E2i+1 := X (i). Then {Ei}i∈Z is a full geometric helix
of period 4 for Db(tailsA).
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Proof. Since (−)ν commutes with shifts, if M ∈ {A(i),X (i)}i∈Z, then M ⊗LA ω
−1
A
∼=
Mν−1(2) ∼=M(2) by Lemma 5.12, so Ei+4 ∼= Ei⊗
L
Aω
−1
A . To show that {Ei, Ei+1, Ei+2, Ei+3}
is a full exceptional sequence for every i ∈ Z, it is enough to show that {A,X ,A(1),X (1)}
and {X ,A(1),X (1),A(2)} are full exceptional sequences. By Theorem 5.15, {A,X ,A(1),X (1)}
is a full exceptional sequence. We now show that {X ,A(1),X (1),A(2)} is a full excep-
tional sequence. Similar to Theorem 5.15, we see that {A(1),Y(1),A(2),Y(2)} is a full
exceptional sequence. Since LA(1)(Y(1)) = X and LA(2)(Y(2)) = X (1) by Lemma 5.14, it
follows that
{X ,A(1),X (1),A(2)} = {LA(1)(Y(1)),A(1), LA(2)(Y(2)),A(2)}
= L3L1{A(1),Y(1),A(2),Y(2)}
is a full exceptional sequence by Lemma 3.16.
By Lemmas 5.9 (4), 5.11, 5.13, we have
ExtqA(A,X (i)) = 0 (q ≥ 1, i ≥ 0), Ext
q
A(A,A(i)) = 0 (q ≥ 1, i ≥ 1),
ExtqA(X ,A(i)) = 0 (q ≥ 1, i ≥ 1), Ext
q
A(X ,X (i)) = 0 (q ≥ 1, i ≥ 1),
so it follows that {Ei}i∈Z is geometric. 
The following is an application of the main result of this paper.
Theorem 5.17. For every standard smooth quadric surface C in a quantum P3, there
exists a right noetherian AS-regular algebra B over kK2 of dimension 3 and of Gorenstein
parameter 2 such that C ∼= tailsB where kK2 is the path algebra of the 2-Kronecker quiver
K2.
Proof. Suppose that C = tailsS/(f) where S is a noetherian 4-dimensional quadratic
AS-regular algebra over k and f ∈ S2 is a central regular element such that A = S/(f)
is a domain and a graded isolated singularity. If O := A ⊕ X ∈ tailsA and s := (1) ∈
Autk(tailsA), then {siO}i∈Z is a full geometric relative helix of period 2 for Db(tailsA) by
Theorem 5.16 and Lemma 3.18. Since A is a noetherian AS-Gorenstein graded isolated
singularity of dimension 3 and A⊕X ∈ CMZ(A) such that O = π(A⊕X), it follows that
(O, s) is an ample algebraic pair for tailsA by the proof of [12, Theorem 2.5]. Since
EndA(O) =
(
EndA(A) HomA(A,X )
HomA(X ,A) EndA(X )
)
=
(
k k2
0 k
)
= kK2,
we see that tailsA is equivalent to tailsB for an AS-regular algebra B = B(tailsA,O, s)
over kK2 of dimension gldim(tailsA) + 1 = 3 and of Gorenstein parameter 2 by Theorem
4.1. Since O = A⊕X is a noetherian object in tailsA as a direct sum of two noetherian
objects, B = B(tailsA,O, s) is right noetherian by Theorem 4.1. 
Example 5.18. Let Q be a smooth quadric surface in P3. If B = k〈x, y〉/(x2y−yx2, xy2−
y2x), then B is a right noetherian AS-regular algebra over k of dimension 3 and of Goren-
stein parameter 4 such that cohQ ∼= tailsB, so
B[2] =
⊕
i∈N
(
B2i B2i+1
B2i−1 B2i
)
is a right noetherian AS-regular algebra over kK2 of dimension 3 and of Gorenstein
parameter 2 by Corollary 4.4 such that cohQ ∼= tailsB ∼= tailsB[2].
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6. Appendix
In this appendix, we will give an example of a non-standard algebra. We will study
such an algebra in a subsequent paper [14].
Example 6.1. Let A = S/(f) where S = k[x, y, z, w] such that deg x = deg y = deg z =
degw = 1 and f = xw − yz ∈ S2 so that A is the homogeneous coordinate ring of a
smooth quadric surface in P3. It is easy to see that A is standard. In fact, if
M =
(
x y
z w
)
and N =
(
w −y
−z x
)
,
then M = {Coker(M ·),Coker(N ·)}. Here we view M as a matrix whose entries are in S1
and M as a matrix whose entries are in A1. Since MN = NM = fE in S,
· · ·
N ·
−−−→ A(−3)2
M ·
−−−→ A(−2)2
N ·
−−−→ A(−1)2
M ·
−−−→ A2 → Coker(M ·)→ 0,
· · ·
M ·
−−−→ A(−3)2
N ·
−−−→ A(−2)2
M ·
−−−→ A(−1)2
N ·
−−−→ A2 → Coker(N ·)→ 0
are the minimal free resolutions of Coker(M ·),Coker(N ·) over A, so A is standard.
If σ ∈ GrAutS is a graded algebra automorphism of S defined by σ(x) = w, σ(y) =
−y, σ(z) = −z, σ(w) = x, then σ(f) = f , so σ induces a graded algebra automorphism of
A such that Aσ = Sσ/(fσ) where
Sσ = k〈x, y, z, w〉/(xy + yw, xz + zw, x2 − w2, yz − zy, yx+ wy, zx+ wz)
is a noetherian quadratic AS-regular algebra over k of dimension 4 and fσ = x2+yz ∈ Sσ
is a central regular element. Since A is a domain and a graded isolated singularity, so is
Aσ. Since M2 = N2 = fσE in Sσ, it follows that M = {Coker(M ·),Coker(N ·)}, and
· · ·
M ·
−−−→ Aσ(−3)2
M ·
−−−→ Aσ(−2)2
M ·
−−−→ Aσ(−1)2
M ·
−−−→ (Aσ)2 → Coker(M ·)→ 0
· · ·
N ·
−−−→ Aσ(−3)2
N ·
−−−→ Aσ(−2)2
N ·
−−−→ Aσ(−1)2
N ·
−−−→ (Aσ)2 → Coker(N ·)→ 0
are the minimal free resolutions of Coker(M ·),Coker(N ·) over Aσ, so Aσ is non-standard.
However, since tailsAσ ∼= tailsA, Theorem 5.17 applies to this case.
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