Abstract. We prove that several breather solutions of integrable equations satisfy suitable elliptic equations, which implies that the stability problem reduces to the study of the spectrum of explicit linear systems. We exemplify this idea in the case of the modified KdV and sineGordon equations, among several other cases.
Introduction
The purpose of this paper is to put in evidence that breathers, which are nontrivial solutions of integrable dispersive equations different to solitons and multi-solitons, may satisfy intricate systems of elliptic equations, a fact that reveals a deep variational structure underlying the existence and stability of those particular solutions. These elliptic equations imply that breathers can be understood as critical points of a suitable Lyapunov functional. However, it is important to note that this functional must be defined in a proper subspace of the so-called energy space, namely the space where the standard variational structure of solitons is placed. Instead, we must look for functionals described at the leading order by an additional conservation law. Thanks to the integrability of the equation, such a quantity is always available. However, the addition of a new conservation law carries together a rigidity structure, in the sense that breathers should not exist in nonintegrable models. In other words, a dynamical model without an additional conservation law other than mass (or momentum) and energy should not have breather solutions, since breathers have to satisfy a more restrictive variational characterization than standard solitons and multisolitons.
Since these particular solutions satisfy a well-defined variational characterization, their dynamical stability reduces to the study of the spectrum of a suitable linear operator defined in a subspace of the energy space, see e.g. our recent papers [7, 8] . However, the extension of this stability result to a bigger class of initial perturbations cannot be obtained via the aforementioned variational structure. Indeed, one needs a sort of rigidity or dynamical structure that gives a new kind of stability result for more general Sobolev spaces [9] .
In this paper we exemplify these ideas with some solutions of the non-periodic and periodic modified Korteweg-de Vries (mKdV) equation
3 ) x = 0, u(t, x) ∈ R, t ∈ R, x ∈ R or T x := R/LZ; (1.1) the Gardner equation w t + (w xx + µw 2 + w 3 ) x = 0, µ > 0, w(t, x) ∈ R, (t, x) ∈ R 2 ; (1.2) and the sine-Gordon (SG) equation u tt − u xx + sin u = 0, (u, u t )(t, x) ∈ R 2 , (t, x) ∈ R 2 .
(1.
3)
The above equations are well-known completely integrable models [22, 1, 33] , with infinitely many conserved quantities, and a suitable Lax-pair formulation. The Inverse Scattering Theory (IST) has been applied by many authors in order to describe the behavior of solutions in generality, see e.g. [46, 1, 33, 43] and references therein. In particular, the evolution of rapidly decaying initial data can be described by purely algebraic methods. Moreover, solutions of these equations can be obtained explicitly using this theory [1, 33] . Some of them are shown to decompose into a very particular set of solutions, as we describe in detail below (see e.g. Schuur [46] and references therein).
Solutions of (1.1), (1.2) and (1.3) are invariant under space and time translations. Indeed, for any t 0 , x 0 ∈ R, u(t − t 0 , x − x 0 ) is also a solution. Furthermore, an additional feature of the SG equation is the invariance under Lorentz transformations: given any v ∈ (−1, 1), then u(γ(t − vx), γ(x − vt)), γ :
is a new solution of (1.3).
The mKdV and Gardner equations (1.1),(1.2) are also relevant due to the existence of solitary wave solutions called solitons. A soliton is a localized solution which maintains its form for all time. Similarly, a multi-soliton is an explicit solution describing the interaction of several solitons [25] .
More interesting is the fact that these profiles are often regarded as global minimizers of a constrained functional in the H 1 -topology. For example, mKdV (1.1) has solitons of the form
In the case of the Gardner equation (1.2), the profile of the soliton solution is explicitly given by:
.
By replacing (1.5) in (1.1) and (1.6) in (1.2), one has that Q c > 0 and Q c,µ > 0 satisfy respectively the nonlinear elliptic equations
These second order elliptic equations are deeply related to the so-called variational structure of the soliton solution. More precisely, the standard conservation laws in the case of mKdV (1.1) at the H 1 -level are the mass 8) and energy
In the case of the Gardner equation (1.2), the mass has the same definition as in (1.8) and the energy is given by 10) which are H 1 -subcritical. (For mKdV and Gardner, the Cauchy problem is globally well-posed at such a level of regularity or even better, see e.g. Kenig-Ponce-Vega [28] .)
The variational structure can be characterized as follows: there exists a suitable Lyapunov functional, invariant in time and such that the soliton is a corresponding extremal point. Moreover, it is a global minimizer under fixed mass. For the mKdV case, this functional is given by [11] 
The zero order term above is independent of time, while the first order term in z is zero from (1.7), proving the critical character of Q c .
On the other hand, standard conservation laws for (1.3) at the H 1 × L 2 -level are the energy 13) and the momentum
It is well known that any suitable well-posedness theory must deal simultaneously with the pair (u, u t ) and not only u. Since the nonlinear term sin u is uniformly bounded independently of the size of u, one can find a satisfactory H 1 × L 2 global well-posedness theory, see e.g. Bourgain [15] .
If one studies perturbations of solitons in (1.1) and more general equations, the concepts of orbital, and asymptotic stability emerge naturally. In particular, since energy and mass are conserved quantities, it is natural to expect that solitons are stable in a suitable energy space. [36, 37] .
On the other hand, the SG equation (1.3) has soliton solutions usually referred as kinks. Indeed, given v ∈ (0, 1), x 0 ∈ R and γ defined as in (1.4), SG (1.3) has kinks of the form
It is not difficult to see that these solutions can be associated to a well known functional defined in the H 1 × L 2 topology.
Kinks solutions of (1.3) are orbitally stable in the energy space H 1 × L 2 . Indeed, the energy (1.13) is a conserved quantity and kinks can be viewed as relative minimizers of a suitable energy functional. For the proofs of this result for the SG case and more general equations, we refer to the works by Henry-Perez-Wreszinski [24] , Grillakis-Shatah-Strauss [23] and Soffer-Weinstein [47] .
In addition to the above mentioned special solutions of (1.1), (1.2) and (1.3), there exists another large family of explicit and oscillatory solutions, known in the physical and mathematical literature as the breather solution, and which is a periodic in time, spatially localized real function. For the mKdV equation, it was discovered by Wadati [48] and for the Gardner equation by some authors [43, 5] , using the IST. These solutions have become a canonical example of complexity in nonlinear integrable systems [33, 1] . Moreover, their surprising mixed behavior, combining oscillatory and soliton character, has focused the attention of many researchers since thirty years ago [46, 12, 18] . From the physical point of view, breather solutions seem to be relevant to localization-type phenomena in optics, condensed matter physics and biological processes [10] . They also play an important role in the modeling of freak and rogue waves events on surface gravity waves and also of internal waves in the stratified ocean, in Josephson junctions and even in nonlinear optics. See [19] for a representative set of these examples.
The following is the standard definition of the real breather of mKdV (1.1) (see [48, 33] and references therein): Definition 1.1. Let α, β > 0 and x 1 , x 2 ∈ R. The breather solution of mKdV (1.1) is explicitly given by
Note that breather solutions of the mKdV are periodic in time, but not in space. A simple but very important remark is that δ = γ, for all values of α and β different from zero. This means that the variables x + δt and x + γt are always independent. −γ will be for us the velocity of the breather solution, since it corresponds to the velocity of the carried hump in the breather profile. Note additionally that breathers have to be considered as bound states, since they do not decouple into simple solitons as time evolves.
From a mathematical point of view, breather solutions arise in different contexts. In a geometrical setting, mKdV breathers appear in the evolution of closed planar curves playing the role of smooth localized deformations traveling along the closed curve [5] . Moreover, it is interesting to point out that mKdV breather solutions have also been considered by Kenig, Ponce and Vega in their proof of the non-uniform continuity of the mKdV flow in the Sobolev spaces H s , s < 1 4 [32] . On the other hand, they should play an important role in the soliton-resolution conjecture for the mKdV equation, according to the analysis developed by Schuur in [46] .
The question that naturally arises is the following: is there any analogous elliptic equation satisfied by breather solutions, as solitons in (1.7)? For the mKdV breather the answer is positive.
Theorem 1.2 ([7]
). Let B = B α,β be any mKdV breather (1.16). Then, for any fixed t ∈ R, B satisfies the nonlinear stationary equation
This identity can be seen as the nonlinear elliptic equation satisfied by any mKdV breather profile, and therefore it is independent in time and translation parameters x 1 , x 2 ∈ R. One can compare with the soliton profile Q c (x − ct − x 0 ), which satisfies the standard elliptic equation (1.7), obtained as the first variation of the H 1 functional (1.11).
As a corollary of the previous identity, one can prove that mKdV breathers are critical points of the functional
where F is the additional mKdV conservation law: 20) well-defined for H 2 initial data. Note that this fact corroborates the initial statement announced in this paper.
We should also remark that the original seed of these ideas is certainty not new and it was introduced in a seminal paper by Lax [34] , in the particular case of the two-soliton solution of the Korteweg-de Vries equation. This method has been generalized to several equations with soliton solutions [35, 26, 27, 41] . However, no previous result was available in the case of breathers, apparently because of their dynamics, which do not resemble any type of simple 2-soliton solution. Compared with the previous results, proofs in [7] are more involved, since there is no mass splitting as t → +∞. See [44] for a recent application of this method to the case of the 1d Dirac equation.
The underlying question is then the study of the corresponding stability of these solutions. Numerical computations (see Gorria-Alejo-Vega [21] ) show that mKdV breathers are numerically stable. Schuur [46] , using IST methods, pointed out that breathers may appear from general but rapidly decaying initial data. However, a rigorous proof of orbital stability for breathers for initial data in Sobolev spaces was missing. In [7] (see also [8] ), the authors gave a positive answer to the question of breathers stability. The main result is stated in a simple version as follows.
Theorem 1.3 ([7]). mKdV breathers are H
2 orbitally stable.
The proof of this result uses the fact that H defined in (1.19) controls the dynamics of perturbations of breathers as is done in (1.12). Indeed, thanks to Theorem 1.2, the stability question is reduced to the study of spectral properties of a suitable linearized operator. The reader can consult [7] for a more detailed proof.
The purpose of this paper is to show that the previous ideas can be generalized to several integrable models.
We consider the case of the SG equation, where we have the following definition.
Any breather solution of sine Gordon (1.3) is given by the expression
with
The parameters β and v correspond to the scaling and velocity of the breather, and the case v = 0 represents a standing SG breather.
In what follows, we will make use of the notation B = B β,v , if no confusion arises.
Note that the previous definition takes into account the velocity v of the breather via a Lorentz boost, therefore it is slightly different to the one written in [33] . However, after redefinition of the parameters, it is not difficult to check that they represent the same solution. Additionally, note that in the SG case the two parameters α and β are not independent, unlike the mKdV case.
In order to make sense for a suitable Cauchy theory, our previous definition requires additionally a description of the time derivative of a breather solution. Since we are going to work with several time-dependent parameters, it is certainly necessary to give a precise definition of this second nonlinear mode. Definition 1.5. For any x 1 , x 2 ∈ R fixed, we define the time derivative of B, denoted by B t = (B β,v ) t , as follows
We introduce now some useful notation. Let v ∈ (−1, 1), γ = (1 − v 2 ) −1/2 ≥ 1, and β ∈ (0, γ). Define the parameters
Note that a + 1 4 > 0 and b ∈ R. The reader may observe that whenever v = 0 (the static breather), we have
In this paper we will prove the following generalization of Theorem 1.2 for the SG case. Theorem 1.6. Let (B, B t ) be any SG breather of parameters v ∈ (−1, 1), β ∈ (0, γ), and a, b as in (1.24) . Then, for any fixed t ∈ R, (B, B t ) satisfy the nonlinear equations 27) and define the functional H as the following linear combination of F , the energy E in (1.13) and the momentum P from (1.14):
where a and b are the constants previously introduced in (1.24).
Corollary 1.7. For initial data in H 2 × H 1 , the functional H is conserved along the flow. Moreover, breathers are critical points of H.
We expect that SG breathers are stable under small H 2 × H 1 perturbations, a result that could be proved after a good understanding of the associated linearized problem associated to (1.25)-(1.26). We find that this result is in fact a nice surprise since from Grillakis-Shatah-Strauss [23] , it was expected that real-valued, non topological solutions to scalar field equations were certainly unstable. However, the fact that breathers have no sign, do not satisfy a simple second order ODE, and the more important fact that the equation is completely integrable reveal deep obstructions to a more general behavior of solutions. We emphasize that our results above are independent of the velocity v: standing and highly relativistic breathers should be both stable.
Looking for previous contributions to the stability problem we have found the work by Ercolani, Forest and McLaughlin [20] , where a sketch of the stability proof is presented. To be more precise, their argument states that, by using the inverse scattering theory applied to a small perturbation of the breather, the corresponding solution to (1.3) must remain uniformly close in time to a modulated breather solution. However, it is important to stress that any rigorous argument involving the inverse scattering method requires a nontrivial amount of decay on the initial data, an assumption that is not need in our case.
We consider now the case of the periodic mKdV equation. Periodic breathers (or KKSH breathers) of the mKdV equation were found by Kevrekidis, Khare, Saxena and Herring [29, 30] by using elliptic functions and a matching of free parameters. More precisely, we consider the equation (1.1) where now u :
is periodic in space, and T x = T = R/LZ = (0, L) denotes a torus with period L to be fixed later. Given α, β > 0, x 1 , x 2 ∈ R and k, m ∈ [0, 1], KKSH breathers are given by the explicit formula [29] B = B(t, x; α, β, k, m,
with sn(·, k) and nd(·, m) the standard Jacobi elliptic functions of elliptic modulus k and m, respectively, but now y 1 := x + δt + x 1 , y 2 := x + γt + x 2 , and δ := α 2 (1 + k) + 3β 2 (m − 2), and γ := 3α
Additionally, in order to be a periodic solution of mKdV, the parameters m, k, α and β must satisfy the commensurability conditions on the spatial periods 31) where K denotes the Elliptic function K, which satisfies
Under these assumptions, the spatial period is given by
Note that conditions (1.31) formally imply that B has only four independent parameters. Additionally, if we assume that the ratio β/α stays bounded, we have that k approaches 0 as m is close to 1. Using this information, the standard non periodic mKdV breather (1.1) can be formally recovered as the limit of very large spatial period L → +∞, obtained e.g. if k → 0. In that sense, we can think of (1.29) as a nontrivial periodic bifurcation at infinity of the aperiodic mKdV breather.
Our next result is the following theorem.
Theorem 1.8. Assume (1.31). Let B be any KKSH breather. Define
32)
and
Then B satisfies the generalized nonlinear elliptic equation
We emphasize that the first condition in (1.31) is essential for the proof of (1.34). However, for the proof we do not need the second one. Note additionally that a 1 and a 2 converge to the corresponding constants for the aperiodic mKdV case when k → 0 and m → 1, see (1.18).
Now we introduce the conserved quantities
which are preserved in the space
is a solution of (1.1). The proof of this result is straightforward if we work by density in a space of smooth functions and we note that u(t, 0) = u(t, L) and u x (t, 0) = u x (t, L) for all time imply u t (t, 0) = u t (t, 0), u xt (t, 0) = u xt (t, L), and therefore using (1.1)
Corollary 1.9. KKSH breathers are critical points of the functional
defined in the space H 2 (T) and preserved along the mKdV periodic flow.
We emphasize that the existence of a suitable elliptic equation does not imply stability. Indeed, we believe that periodic mKdV breathers are unstable under a suitable type of periodic perturbations, at least for L not so large 1 , see the numerical results obtained by Kevrekidis et al [29] . In this case, the periodic character of the solution leads to nontrivial interactions between adjacent breathers, which probably play an important role in the instability character of this solution.
For the Gardner equation (1.2) , the breather solution B α,β,µ can be obtained by using different methods (e.g. Inverse Scattering, Hirota method, etc), and it is characterized by the introduction of the parameter µ.
> 0, and x 1 , x 2 ∈ R. The real breather solution of the Gardner equation (1.2) is given explicitly by the formula
with y 1 and y 2 defined in (1.17).
Gardner breather solutions have also been used [6] to prove the ill-posedness for the Gardner equation (1.2) in the line, showing that solutions cannot depend in an uniformly continuous form on their initial data in the Sobolev spaces H s (R) for s < 1/4.
Finally, we have the following result, that we state without proof. Theorem 1.11. Let B = B α,β,µ be any Gardner breather (1.10). Then, for any fixed t ∈ R, B satisfies the nonlinear stationary equation
In particular, B is a critical point of the functional
where E µ and M are defined in (1.8) and (1.10), and
(1.37) is the third conserved quantity for the Gardner equation.
Note that (1.36) reduces to (1.26) when µ = 0. Note additionally that the functionals H and H µ for the mKdV and Gardner equations are surprisingly the same.
The plan of this paper is as follows. First, in Section 2 we prove Theorem 1.6. Finally, in Section 3 we prove Theorem 1.8.
Proof of Theorem 1.6
In this section we prove that any SG breather profile satisfy the fourth-second order system of nonlinear ordinary differential equations (1.25)-(1.26). The proof of the latter is easy, provided we prove the equation for the former, which explicitly involves the structure of the breather.
Proof of (1.26), assuming (1.25) We compute now the term B txx . From (1.23) we have
where
Similarly, after a long computation,
On the other hand, using the well-known formulae
we have
Therefore, from (1.21) we obtain
and thus
Collecting the above identities, we get
In the following lines, we simplify the numerator in the previous expression. In order to carry out this computation, the key point will be the denominator, denoted by g:
First of all, note from (2.2) that h 3 obeys the unique decomposition
Therefore, from (2.3),
On the other hand,
Therefore, after some simplifications,
On the other hand, we consider the second term in (2.7). We have
Collecting the last two estimates, we obtain
We finally add the first term in (2.7), such that
Comparing with (1.23) and (2.1), in order to obtain (1.25) we have
provided a and b are chosen as in (1.24) . The proof is complete.
3. Proof of Theorem 1.8
Proof. Let B be a periodic KKSH breather. Without loss generality, we can assume x 1 = x 2 = 0, and after taking time derivative we assume t = 0, since (1.1) is invariant under space and time translations, as well as (1.8) . Recall that from (1.29)
whereB j := ∂ xjB . We also have
and cn(0, k) = dn(0, k) = 1, sn(0, k) = 0.
We start with some notation. Let sn 1 := sn(αy 1 , k), cn 1 := cn(αy 1 , k), dn 1 := dn(αy 1 , k); and sn 2 := sn(βy 2 , m), cn 2 := cn(βy 2 , m), dn 2 := dn(βy 2 , m).
so that
Similarly
It is not difficult to check that h x (x = 0) = g x (x = 0) = 0. In particular B x (x = 0) = 0. From this identity we see that
First of all, we have from (1.1) and (1.30)
This identity can be proved to hold for any t, x 1 , x 2 ∈ R. On the other hand, if
where for t = x 1 = x 2 = 0 we have that c 0 is explicitly given by
However, in the general case c 0 may depend on time.
Replacing in (1.34) we obtain
Now we prove that this last quantity is identically zero. We compute M t . Denote
where, with a slight abuse of notation we denote
and so on. We claim that
Proof of (3.9). From (1.29) we have
Note that
. Now we use the well-known identities
Replacing above we obtain Therefore, from (3.10),
(β 2 sn 2 1 +α 2 nd 
as desired.
From (3.9) we have 1 2
Since
we obtain
The second term above can be computed explicitly. We have
Let us calculate B tx . Using (3.6), we have
Now we compute the term −B tx − 2BM t . We have
We consider the termĥ + 2αβhh. We havê
The term 2αβh − g x reads now 
