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ABSTRACT 
In a d ig i t a l  comnica t ion  system, it i s  necessary t o  properly 
synchronize the  receiver time base so that the d ig i t a l  time symbols can be 
properly detected. This research is  concerned with opthum and suboptimum 
ways of providing se l f  synchronization for  binary anticorrelated signaling, 
Expected absolute error,  a s  determined from the probability density 
function of synchronizing error, i s  used as the performance measure when no 
detector i s  specified, 
used as the  performance measure fo r  operation with a correlation detector. 
Degradation of effective signal t o  noise r a t i o  i s  
A maximum likelihood synchronizer i s  derived and i t s  performance 
evaluated by Monte Carlo techniques, 
synchronizer i s  complex but it leads t o  a suboptimum system composed of 
a cascade of a low pass f i l t e r ,  square l a w  nonlinearity, and a band pass 
f i l t e r  centered at  the symbol ra te ,  
performance as function of i t s  parameters i s  presented and compared with 
the opthum synchronizer. Finally, a system for  tes t ing  prototype 
synchronizers i s  described and experimental resu l t s  fo r  the suboptimum 
synchronizer and several other prototype systems i s  presented. 
The following are  the  most significant resul ts .  
The structure of the optimum 
This system i s  analyzed and its 
Both the optimum 
and subopthum systems perform bet ter  when the  signaling symbol waveform 
i s  a half sine pulse or  a raised cosine pulse ra ther  than the  commonly 
X 
used square pulse, 
a fixed l eve l  of degradation of signal t o  noise r a t i o  as a measure of 
comparison, the  subopthum system with the  half sine o r  raised cosine 
pulses requires only twice as much memory time as the  optimWn system, 
Using the  amount of memory time necessary t o  achieve 
Signaling with square pulses requires 15 times more memory time with the 
subopt imwn system, 
If square pulses are not used, t h e  degradation i n  performance with 
a suboptimum system is  not great enough t o  warrant, potential  use of the  
optimum system. 
noise r a t i o  below .05 - ol db requires excessive increases i n  memory 
time and should not be attempted. 
The resu l t s  a l so  show that  the reduction of signal t o  
1 f 
I. INTRODUCTION 
I J 
i 
,i 
Le1 Smchronization 
A d i g i t a l  communication system may be described as a process in which 
a set of symbols of p r e d e t e h e d  duration and predetermined form, repre- 
senting some form of message are conveyed from one point in  space t o  a 
second, 
base my be lengthened or  shortened, and the  character of t h e  process 
further changed by various additive and multiplicative disturbancesa 
i s  the function of the receiver t o  process these distorted symbols in 
such a manner tha t  t h e  or iginal  set  of symbols may be recovered or detected, 
The problem of optimally detecting these d i g i t a l  symbols has been 
In t h i s  process, t h e  form of the  symbols may be altered, the time 
It 
investigated under many various conditions of disturbances , The problem 
of additive gaussian noise gives rise t o  the so-called matched f i l t e r  or  
correlat  Lon detector 
e f fec ts  have also been considered and opthum receivers have been derived 
for  cer ta in  cases of such d is turbaces ,  
a 
and duration of each symbol, 
Fadhg, multipat h, and intersymbol in te r f  erence 
2-1 a l l  of these studies it i s  
d thak the  receiver has a proper time base, Le, ,  5-t knows the epoch 
&-I a great many of t he  applications of d ig i t a l  communication systems 
the information t o  be transmitted appears aer ia l ly  i n  a time multiplexed 
fom,  The informa,tion content i s  arranged i n  groupings of individual 
symbols which m y  be cal led words; groupings of words which d g M  be called 
frames; and further groupings of frames which m5ght be called sequences, 
2 
The actual naming of these groupings i s  not par t icular ly  important and 
great variation of names exists in the  l i t e r a tu re ,  
properly process t h i s  received information it is necessary t h a t  the 
receiver be able t o  identjf  J tile beginning and duration of each symbol, 
For the  receiver t o  
word, fr-9 and sequence , 
cal led synchronization of the  receiver. 
This on-going identification is generally 
Synchronization techniques can roughly be divided in to  two types: 
(1) stable clocks, and (2) correlation, 
receiver, depending on t h e  level of synchronization (b i t ,  frames, e tc , ) .  
Briefly, clock techniques employ, both at the receiver and at t h e  trans- 
mitter, osc i l la tors  t h a t  operate at t he  same freqnency,. The receiver 
osc i l la tor  provides the  timing signals fo r  t h e  detection of t h e  individual 
symbols, 
inserted, 
t h e  loca l  clock and the  epoch of t h i s  special  symbol and resets t h e  clock 
phase t o  agree with t h e  epoch of t h e  special  symbol, 
Often, both are used i n  t h e  same 
Periodically in the sequence of symbols a special  symbol is 
The receiver recognizes t h f s  symbol and compares the phase of 
Correlation techniques r e l y  prjmarily on the choice of a code synbol 
which has high correlation with a stored repl ica  at  t h e  receiver when the 
two are iiin-.phasell and very low correlation when the  two are "out-of- 
phase", 
clock which is  usually coupled back t o  the  correlator i n  a closed loop 
system, 
The iTin-phaseil indication i s  used t o  provide timing t o  a receiver 
Consider t h e  c o n s t r a k t s  placed on the  designer of a d ig i t a l  system, 
H e  has power, bandwidth, and t o t a l  transmission time as independent parameters, 
H e  has a given quantity of information ( b i t s )  t o  be transmitted at a given 
er ror  rate or  probabili ty of error,  
factors  assocbted  with the  parmeters  of power, bandwidth and the9  t h e  
After assigning values t o  the  cost 
3 
, 
designer who wishes t o  design an ttoptimuTR1l system must in some way minMze 
the volume of the  power-bandwidth-the space3, 
component of the available space is due t o  synchronization, 
no message information, yet it takes up ei ther  time, power, or bandwidth, 
or some of each, 
One obvious undesirable 
It conveys 
Any technique which economically reduces the space 
required f o r  synchronization i s  obviously desirable, 
l02 The Problem 
This research investigates the process of self b i t  synchronization 
as it applies t o  anticorrelated d i g i t a l  low pass signals, 
synchronization is de fbed  as the process by which the  necessary t h i n g  
fo r  the detection of the binary data is extracted d i rec t ly  from the  
Self 
information bearing signals, 
are  used and the  information bearing signals are constrained t o  have no 
No separate channels f o r  synchronization 
added energy solely for synchronization purposes, The signal bandwidth 
is  kept t o  the  same order of magnitude as it would have if external 
synchronization methods were used, A s  a resu l t ,  l i t t l e  or  none of the 
the-power-bandwidth space i s  used for b i t  synchronization, 
L i t t l e  a t tent ion has been given t o  t h i s  problem in the  l i t e r a tu re ,  
Since the p robbn  reduces t o  estimating epoch of a received signal, there  
is a conceptual s h i l a r i t y  t o  the  problem of detect- t he  epoch of a 
radar echo, The vast s tore  of techniques available fo r  the solution of 
the radar problem does not carry over t o  the d i g i t a l  data problem, however, 
because symbols occur immediately before and a f t e r  the symbol fo r  which an 
estimate i s  being madeb Another area in which the estimation of the phase 
of an incoming signal is  carried out i s  in pulse systems on telephone and 
telegraph, Here, however, t h e  signal t o  noise r a t i o  i s  high and the 
techniques are based on detecting the  zero crossings of the  signal. 
problem as treated i n  t h i s  work considers the  low signal t o  noise r a t i o  
case where zero crossings a re  of no value i n  detecting epoch. 
The 
Wktz and Hancock(’) consider t h e  problem of determining the  gerform- 
ance of an epoch estimator-correlation detector system fo r  an M-ary 
alphabet, 
is given f o r  t h e  epoch estimator. 
compnted for  binary signalling w i t h  a prescribed signal autocorrelation 
function. 
synchronization which uses a bank of correlators similar t o  the  detection 
system used i n  some radars. No claims are  made about t h e  o p t h a l i t y  of 
t h i s  system or about its pract ical i ty .  Finally, St i f f le r (3)  proposes a 
maximum likelihood procedure f o r  estimation of synchronization position 
which requires the  knowledge of the infin5te past or a t  leas t  enough of 
the  past so t h a t  truncation errors  a re  negligible. 
The phase of the car r ie r  is assmed known and no specific form 
Probability of detection error i s  
Van Horn(2) presents a correlation strategy fo r  self  b i t  
The problem is closely related t o  the problem of obtaining the  
required reference signal for  coherent detection of PSK signals. 
Trees(4) proposed a zlsynchronizerzt which consisted of transmitted 
reference carrier and a squaring loop f o r  t he  self generation of a 
reference signal, 
carrier paver was decreased t o  zero and only the  self synchronizer was 
used. 
wi th  t h e  assumption tha t  t h e  necessary b i t  t h d n g  was  available fo r  the 
correlation detector 
Van 
He showed tha t  optimum performance occurred when the  
Lindsey(5) has evaluated the error  probabili ty fo r  such a system 
5 
1,3 Content and Contributions 
A synchronizer which is o p t h  in  the maxhxn likelihood sense is 
derived i n  Chapter XI, Unlike that of S t i f f l e r ,  t h i s  likelihood procedure 
Es good fo r  any menoxy t h e  which is a f ini te  integral  number of symbol 
periods, 
t h e  receiyed synbol sequence is assumedto be kmwn or  aacnrately estimated, 
The form of the  op t ima  synchronizer does not lend i t s e l f  t o  easy 
Its or&y lack of generality l ies in the fac t  t h a t  the period of 
implementation, 
can eas i ly  and economically be bui l t .  Chapter I I Ipresents  one such system 
which is composed of a lowpass f i l t e r  followed by a square law device and 
a bandpass f i l t e r ,  The solution for  the  periodic signal power and noise 
spectral  density at the input t o  the bandpass f i l ter  i s  derived f o r  low- 
pass signalling waveforms over a w5de range of input f i l t e r  cutoff 
frequencies . 
There a re  B number of possible subop thm solntions which 
I n  order t o  compare synchronizers, some common performance measure 
must be used, 
synchronizers without reference to the detector which they are  dr ivhg ,  
and f o r  comparing the  overall  system performance when the synchronizer i s  
driving a correlation detector. 
symbol waveshape on system performance, 
In ChapterIV,measpu'es are  proposed fo r  comparing 
These measwes clear ly  show the role  of 
The description of t h e  experimental system whfch was used t o  t e s t  
t h e  performance of several suboptimum synchronizers is presented in 
Chapter V, 
predicted by the analyt ical  solution, t o  ver i fy  the assumptions made 
concerning the probability density function of the phase of the output of 
the bandpass f i l ter ,  and, most importantly, t o  obtain and compare the 
performance of other suboptbmn systems which a re  not readily analyzied 
Ekperhental  work was desirable i n  order t o  verify the resu l t s  
6 
by the methods of Chapter IV. 
Chapter V I  presents the  resu l t s  of the Monte Carlo s h u l a t i o n  of the 
optimum synchronizer and of the analytical  and experimental performance 
of the  suboptimum systems. Assumptions mde 5.n t he  analy%ical solution 
a re  ver i f ied and an overall  model is completed, The optimum and suboptimum 
performances a re  compared for  the case of the synchronizer drivlng a 
correlation detector. 
1 
A resume of the eonclusions that a re  dram f romth i s  work is 
presented in Chapter VII, 
'i 'i 
t 
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11, OPTIMUM SOLUTION 
The basic problem i n  obtaining se l f  b i t  synchronization is  tha t  of 
Although it may not finding, a t  the receiver, the epoch of each symbol, 
always be eas i ly  put in to  a mathematical formulation of the received signals, 
t h i s  epoch is  one of the several parameters which describe the received 
random process. 
likelihood parameter estimation t o  derive an optimum self b i t  synchronizer. 
This chapter presents such a derivation and the result ing structure of the 
As  such, it i s  possible t o  use the techniques of maximum 
se l f  synchronizer. 
2.1 Basic Assumptions 
The signal tha t  i s  available a t  the synchronizer i s  a binary 
sequence of anticorrelated symbols, 
seconds and i s  defined by S ( t )  during t h i s  duration, 
both the functional form of S ( t )  and i t s  duration T are known a t  the 
synchronizer, 
fo r  the typical si tuation, 
The basic symbol has a duration of T 
It i s  assumed tha t  
This exact knowledge of T may not be a r e a l i s t i c  assumption 
However, T i s  usually known t o  within a 
narrow range of values and good estimates can be made by relat ively simple 
methods. 
d i f f i cu l t  problem than tha t  of estimating epoch alone, 
The joint  estimation of T and epoch i s  a considerably more 
It i s  fur ther  assumed tha t  exactly KT seconds of received signal 
are available t o  the self synchronizer for  processing. 
though it is  exactly K symbol durations long, contains parts of K 3. 1 
symbols since the l a s t  ET seconds of one symbol are included a t  the s t a r t  of the 
record and the first (1 - E)T seconds of a symbol are included a t  the end 
of the record- 
This record, even 
Fig- 2.1 summarizes the assumed form of the received signal. 
h r  a 
8 
I 
Fig,  2.1 Assumed Form of Typical Received Signal 
Here, the notation S .  i s  used t o  indicate the symbol received during the 
J 
j t h  interval  and does not implicit ly specify the functional form of the 
symbol. 
The received signal is  perturbed by an additive noise, n ( t ) ,  tha t  
is assumed to be a sample function from a zero-mean gaussian random 
process of known autocorrelation function. The t o t a l  input t o  the 
synchronizer i s  the sum of the signal and noise and i s  given by 
x ( t )  = s ( t )  + n ( t )  O < t < K T  - 2.1 
Now, it is assumed that a s e t  of weighted orthonormal basis 
functions can be chosen t o  represent the time functions s ( t )  and n ( t )  
during each of the K+l intervals.  If t h i s  i s  done, it i s  possible t o  
represent the t i m e  functions i n  each of the K+1 intervals  by a column 
vector made up of the weighting coefficients. Hence, during each interval  
j = 0, 1, *.. K 2.2 
where g.  and E. are  the column vectors representing the received signal 
and noise during the j-th interval. 
J J 
i 
i 
!' B 
Some comment concerning the structure of the noise vectors i s  
9 
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necessary. If the sam-,le function of noise during the j - th  interval i s  
gaussian, then the l inear  operations defined by the orthonormal expansion 
insure tha t  each of the components of N 
For the two cases of general iriterest, these components can be made t o  be 
i s  a gaussian random variable. 5 
uncorrelated. If the noise i s  white, any choice of basis functions 
produces uncorrelated components. It w i l l  be assumed tha t  the noise i s  
white so tha t  
components are gaussian and uncorrelated, they a re  also independent. 
P 02 I, where f i s  the ident i ty  matrix, Because the 
J J  
Finally, it is  apparent that ,  because the components of each vector are 
s t a t i s t i c a l l y  independent, the vectors %. and E. are also independent, 
Finally, it is  necessary t o  assume tha t  each binary symbol has an 
1 J 
a p r io r i  probability of occurance of 1/2. 
i s  assumed, t h i s  means tha t  
Since anticorrelated signaling 
Prob IS = + S ( t ) ]  = Prob {S = - S ( t ) ]  = 1/2 203 J j 
2.2 Derivation of Optimum Synchronizer 
As seen i n  Fig. 2.1, E is  tha t  f ract ional  part  of one symbol 
duration before the first complete symbol i s  processed by the synchronizer. 
This parameter w i l l  be used as the measure of the epoch of the received 
symbols, 
partitioned vector x = (To, 5 
The received data during the en t i re  interval  KT i s  given by the 
G). 
In  order t o  obtain the maximum likelihood solution, the a 
posteriori  probability density function p(E/f) i s  required. 
found by applying Bayes' rule t o  the joint  density function p(T,E). 
However, care m u s t  be taken i n  the formulation of p(X,E) since there 
It can be 
- -  
is ,  i n  rea l i ty ,  a t h i r d  random variable that is  operating in  t h i s  probleccl. 
10 
This random variable i s  the sequence of symbols tha t  is  transmitted 
during the observation interval  KT. Let a = (Q,, "1, "2 &K) 
be a vector whose components (.1 
determine which of the two symbols are transmitted during each interval 
are  the random variables which 
j. When a positive symbol i s  transmitted, Q = + 1 and when a negative 3 
symbol i s  transmittted, Q = - 1. The jo in t  density function Of z, €, 
But, 
Now, the epoch and the symbol sequence are  s t a t i s t i c a l l y  
independent, so  tha t  
so tha t  the desired a poster ior i  density function i s  
2.6 
2.7 
2.8 
2.9 
This may be considerably simplified because of the following conditions: 
The transmitted symbols are  assumed t o  be independent so tha t  the (1) 
random variables Q . (j=O,l,. a K)  are independent; (2) The noise vectors 
J 
11 
- 
N.(j=O,l,.-.K) are independent (See Sec, 2.1); ( 3 )  The signal and the 
noise random processes are  also independent. These conditions insure 
J 
tha t  the observations X .  are conditionally Lndependent so tha t  
J 
2 e  10 
The conditional density function i n  2,lO is  k variate gaussian 
2 -  with covariance matrix (9 = I and mean Q.EI (C)  and i s  written as  
j J J  
T 
P(zj  /E, Q j )  = - -  (ex.(- 2 (F.-Q.g.(€)) 3 J J  (T.-Q.g.(E))}) J J J  
( 2 R P  0 2 0  
For simplicity, the argument of Si 
equations 
Returning now t o  2.9, 
i s  reduced t o  summing over 
J 
be cause 
the two 
K 
2.11 
w i l l  be dropped i n  the following 
of independence, summing over a l l  Q 
values of Q .  f o r  each symbol so tha t  
J 
j ==O 0 
-T - 
X j S j  
+ WP [ - '2 ])j 
0 
- .._ __ .. . . .. ,._ __ . , . . .. . . ~ . . . . - .. . . . 
The factoring in  the l a s t  l i n e  i s  done th i s  way because the products 
T 
J J  
- -  
S .S , fo r  a l l  "interior" symbols are independent of e but those products 
produced by the first and l a s t  symbols depend on E. However, i f  it i s  
remembered tha t  so represents the " t a i l "  of a symbol and Ek represents 
&e corresponding "head", then it is seen tha t  So So + Sk Sk is  always 
equal to the energy of one complete symbol and hence i s  a constant. 
-T-- +I!- 
The f irst  two bracketed terns  may now be replaced by a constant C 
since they are not functions of 6 and w i l l  not enter into the maximizing 
process. 2.9 now becomes 
2.13 
It is reasonable t o  assume tha t  a l l  values of E between 0 and T 
are equally l i ke ly  s o  tha t  p(E) = 1/T. 
E, the maximum likelihood estimator of 6 i s  the value t h a t  maximizes 
Since p(?) does not depend on 
K cash ( i,zjct,) 
g ' ( d  = fl 
j =O (5 
2.14 
The E has been reinserted here t o  emphasize the dependence of E on f. 
Since L(E) = log g'(€) has extrema a t  the same values of E as g'(E) 
12 
2.12 
does, L(E) can also be used fo r  the maximum likelihood estimator. 
13 
2 . 3  Synchronizer Structure 
The following interpretation can be given t c  .15. To obtain the 
s t a t i s t i c  fo r  a given value of E i n  order t o  find the niaximum, the 
following procedure is  used. Correlate the first ET seconds of the 
received record of KT seconds duration with the last  ET seconds of the 
basic symbol waveform. 
store the result .  
t=Q t o  t=(C+L)T and correlate t h i s  with the symbol waveform, 
take the log hyperbolic cosine of the correlator output and add t h i s  
resu l t  t o  the one f o r  the f i r s t  ET seconds. 
Compute the log hyperbolic cosine of t h i s  and 
Next, take the portion of the received record from 
Again, 
Continue i n  t h i s  manner except tha t  the l a s t  (1-E)T seconds of the 
record i s  correlated with the f i r s t  (1-E)T seconds of the basic s-ynbol. 
A t  the end of KT seconds, the output s t a t i s t i c s  i n  each a c e m a a t o r  
are tes ted and the value of E associated with the largest  s t a t i s t i c  
i s  announced as the estimate of correct synchronizing position. 
111. SUBOPTIMUM SYNCHROPJIZER 
The optimum synchronizer tha t  was derived i n  Chapter I I i s  d i f -  
f i c u l t  t o  implement without the aid of a special purpose d ig i t a l  com- 
puter. Its essent ia l  features, however, are included i n  a suboptimum 
synchronizer t ha t  i s  extremely simple, 
ta i l ,  the analysis of the performance of the system shown i n  Fig, 3-1. 
This chapter prese&s, i n  de- 
Fig. 3 .I Block D&am of Suboptimum Synchronizer 
3 1 Introduction 
The input t o  ithe system, x ( t ) ,  i s  the sum of a random signal pro- 
cess s ( t )  and additive white gaussian noise, n ( t ) ,  
s ( t )  i s  a first order Markov process of anticorrelated symbols +S(t) 
and -S(t)  which have duration T, 
the symbol r a t e  frequency which i s  perturbed by additive narrowband 
noise, 
shifted t o  accomt for  the  phase sh i f t  i n  the low pass f i l t e r ,  i s  taken 
as the estimate of the epoch of each s p b o l .  
A s  i n  Chapter 11, 
The output, r ( t ) ,  i s  a sine wave a t  
The posit ive zero crossing of t h i s  sine wave, prQperly phase 
Two different approaches can be used a s  a guide t o  why t h i s  par- 
t i cu l a r  suboptimum system i s  chosen, 
s ider  the optimum synchronizer derived i n  Chapter 11, The first opera- 
t i on  there i s  one of correlating the received wave form with a stored 
A s  one possible approach, con- 
' I  repl ica  of the  basic symbol waveform. 
the output of the correlator i s  ident ical  t o  tha t  of' a matched f i l t e r  
and such a matched f i l t e r  could be substituted for  the  correlator,  
most low pass symbol waveshapes, the  low pass f i l t e r  ac t s  as a reason- 
able approximation t o  the  matched f i l t e r  for  these waveshapes. Hence, 
i n  a general way, the  low pass f i l t e r  i s  a suboptimuIp approximation t o  
A s  used i n  the  optimum synchronizer, 
For 
the  correlator i n  the  optimum solution. 
i n  the  suboptimum solution i s  a reasonable approximation t o  the log-cosh 
The square l a w  nonlinearity 
operation. 
square l a w .  
Finally, t he  band pass f i l t e r  performs the memory or summing function, 
I n  the  opt inm synchronizer, a l l  previous symbol periods a re  weighted 
A t  low input levels ,  the log-cosh function is  essent ia l ly  
Fig- 3.2 compares the  log-cosh and square l a w  functions. 
equally. However, the band pass f i l t e r  performs an exponential weight- 
ing in to  the  past. 
A second approach t o  the choice of the suboptimum synchronizer 
appeals t o  an ad hoc solution, 
ceived signal i s  a ser ies  of posit ive and negative symbol pulses occur- 
ing i n  a random sequence, 
function noa inea r  f i l t e r ,  the output w i U  be a periodic W e t i o n  with 
period T. The square l a w  device which has been chosen yields analytic 
simplifications. 
easier t o  impaement i n  practice,  
output of the  square l a w  device i s  a periodic function that has as i t s  
basic waveshape the square of the  waveform of the  input symbols, 
bandpass f i l t e r ,  tuned t o  the symbol rate, w i l l  extract  the fundamental 
component of t h i s  periodic function. 
The thinking i s  as follows: The re- 
If these pulses a re  f i l t e r ed  by an even 
An absolute value nonlinearitywould probably be 
With no f i l t e r i n g  a t  the  input, the 
A 
The phase of t h i s  fbndamental 
2 .o 
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Fig. 3.2 Graph of Log Cosh(X) and 1/;1 X2 
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component i s  the  required estimate of the start  of each symbol. 
C w  the. input signal included widebhd noise, it eeew re%m~,~?Jle 
t o  provide some low pass f i l t e r ing  a t  the input. 
Be- 
3.2 Outline of Analysis 
The analysis of t h e  suboptimum synchronizer performance i s  somc- 
what complex. I n  t h i s  section, an overview i s  given of the general 
problems involved i n  the  analysis and the particular section of the 
chapter i n  which their  solution i s  presented, 
"he input t o  the  system i s  the sum of two random processes, which 
afber low pass f i l t e r ing ,  are  passed throzlgh a square l a w  device and 
then band pass f i l t e red ,  
bandpass f i l t e r  cannot generally be found i n  an analytic form, since 
the  noise input t o  the  f i l t e r  is non-gaussian. 
and gain characterist ics of the  f i l t e r  contribute t o  the random phase 
process i n  an unknown way. 
two f i l t e r s  with different  gain-yhase characterist ics w i l l  have d i f -  
ferent random phase density fimctions. However, it i s  reasonable t o  
expect tha t  the probabili ty density function w i l l  be similar t o  t h a t  
which applies when narrow band gaussian noise i s  added to a sine wave. 
In  t h i s  density Rtnction the only parameter i s  a sine wave signal power 
t o  noise ra t io .  For the suboptimum system, such a L ~ t i o  can be com- 
puted. Experimental resu l t s  given i n  Appendix 13 and Chapter V I  show 
t h a t  such a density function does fit the observed random phase pro- 
The-s ta t i s t ics  of phase a t  the  output O f  the 
Furthermore, the phase 
For the same given noise equivalent-bandwidth 
cess. 
Hence, it i s  necessary 
is  evaluated by finding the  
to compute t h i s  signal t o  noise ra t io .  
discrete  oomponent of the power spectrum 
It 
at the  symbol repet i t ion frequency and by assuming tha t  the contin- 
uous portion i n  the range of the bandwidth of the bandpass f i l t e r  i s  
f la t  so tha t  i t s  value a t  the symbo1:repetition frequency may be used 
t o  calculate the noise power. The f i n a l  form of t h i s  signal t o  noise 
ra t io ,  i n  terms of the  inpu% signal t o  noise ratio, i s  presented i n  
Sec. 3-7. 
To compute the power spectrum at the  output of the square l a w  
device, the direct  method for  the  solution of non-linear devices i s  
used. If the  spectral  densit ies of the  input processes t o  the square 
l a w  device a re  known, then the contribution due t o  the signal-crbss- 
noise and the noise-cross-noise a re  computed by the  direct  convolution 
of the input spectral  densit ies,  The contribution due t o  the signal- 
cross-signal, however, must be computed by a special technique. These 
calculations a re  presented i n  Sec. 3.6, 
Finally, i n  order t o  complete these calculations, the  spectrum of 
the signal process must be known, The derivation necessary t o  compute 
the spectrum of the anticorrelated symbols used i n  the  system i s  pre- 
sented i n  Sec. 3*3. 
3-3 Spectrum of Pulse Trains 
I n  t h i s  section, the basic spectral  relationships f o r  d ig i t a l  
signals are  reviewed and the resu l t s  for  the special  case of ant i -  
correlated signaling a re  derived. 
process, i ,e .  the Markov process of advancing from one d i g i t a l  symbol 
t o  the next, i s  first order Wkov.  
enough for  some classes of coded signals with error  correction re- 
dundancy. However, t o  treat such a problem i s  very d i f f i cu l t ,  and 
It i s  assumed tha t  the d ig i t a l  
This assumption may not be good 
19 
i 
I J  
it is  doubtful. tha t  such a solution would be very different from t h a t  
obtained with a first order assumption. 
be argued that the first order assumption i s  too strong for a very 
simple d i g i t a l  system. 
that has been developed for  t h i s  case and it i s  easy t o  specialize 
these results t o  the case where each symbol i s  independent o f t h e  
last  a 
On the other hand, it could 
However, there i s  a useful se t  of theory 
The work of Huggins"), Z a d e I ~ ' ~ ) ,  and Barnard") i s  drawn upon 
heavily i n  the derivations tha t  f O l l O V 7 .  
i n i t i a l l y  t o  Huggins. 
spectral  density of a Markov pulse t r a i n  is  
The results given are  due 
Using the formla t ion  clue to Barnard? the power 
Fij(S) -? 
S (f) = Eim. z: G i ( S ) G j ( S ) i p i L m l  A d i j  1 -+- 
a40 1 J J J  ii xx 
(3.11 
- 
where S=a+jw i s  complex frequency, S=a- jws G.(s) i s  the Laplace trans- 
form of the  i - t h  pulse waveform, pi i s  the steady s t a t e  expectation 
of t he  i - t h  pulse waveform, and F, .(SI i s  the Laplace transformation 
1 J  
of the probabili ty o f t h e  f irst  occurance of s t a t e  j when s t a t e  i oc- 
1 
- curred a t  time - 0,  PiI(s) i s  the Laplace transformation of the  pro- 
bab i l i t y  of the  first re turn  t o  s t a t e  i. Cjiij i s  the  eoneker  Delta. 
Huggins defines the  factors  l i k e  
4- sij ( 3 4  
as the  expectation of the occumence of s t a t e  j following the  known oc- 
curenze of s t a t e  i, 
Signal flow graph methods for  the calculation of the  terms Fij(s) 
a re  presented by Huggins. Following h i s  methods, the signal random 
a 
20 
process i s  described by the flow graph of Fig. 3.3. 
Fig. 3 , 3  Signal Flow Graph for Assumed Signal Random Process 
State  (1) i s  the occuience of a posit ive symbol and s t a t e  ( 2 )  i s  the 
negative symbol. 
density function of a t r ans i t i on  form (1) to (2)  i s  ?12=1/2 8 ( t - T ) .  
This shows the fac t  t ha t  u n t i l  time T no t rans i t ion  can take place. 
For equiprobable symbols, t h e  conditional probabili ty 
I n  a similar manner 9 P11=P22=21=P12' 
p i j ( t )  i s  
The Laplace transformation of 
1 -ST - -  1 
$ { l / Z  6 ( t - T ) ]  = - 2  3.3 
These functions a re  shown i n  Fig. 3.3. 
To compute F12(s), s t a t e  ( 2 )  becomes a sink and the signal f l o w  
graph t h a t  results i s  shown i n  Fig. 3.4. 
Fig. 3.4 Signal Flow Graph f o r  Computation of Flz(S) 
By signal flow methods, the average transmission from node (1) to 
( 2 )  i s  
F12 = 
1 - 1 2 x  
For the  first return t o  s t a t e  (1) the graph i s  shown i n  Fig. 3.5. 
3.4 
---- 
Fig. 3.5  Signal Flow Graph f o r  Computation of Fll(S) 
and 
3.5 
By symmetry, F21=F12 and F22=F11. 
tuted in to  3.1. 
These expressions must now be substi- 
For anticorrelated slignaling, there are  Qnly two d i f -  
ferent symbols G1(s) and G 2 ( s ) *  G 2 ( ; )  i s  equal t o  the negative of G,(s). 
L 
Returning t o  3.1 and performing the indicated summation resu l t s  i n  
+ 1) + pl ( l-F11("> JS) >] 
A t  t h i s  point t he  assumption tha t  each symbol i s  equiprobable i s  
made. This means tha t  pl=p2=1/2. Furthermore, it i s  noted tha t  FlL(s)= 
F22(S) and tha t  F12(S)=F 21 (s). WMng these substi tutions i n  3.6 yields 
3.7 
Now, t he  f b s t  term in the  first set of braces is  
- 
As a approaches 0, s goes t o  -s and the f u l l  quantity i n  the  first set 
of braces becomes 
Similarly, t h e  term i n  t h e  second se t  of braces is  -(lh). 
resu l t  i s  
The final 
where 
S. .(f) Gi( jZrrf) Gj(-jZrrf) 
=J 
For the special  case of anticorrelated signaling, 
This interesting resu l t  shows tha t  t he  spectrum of an equiprobable 
anticorrelated pulse train is  ident ical  t o  the  spectrum of the  basic 
symbol pulse. 
22 
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3,4 Discrete Components of the Spectrwn 
The resul ts ,  due t o  Barnard, f o r  the  discrete spectrum are 
so0 
Sd ( f )  = (2 C pipjGi( j2nf)Gj(-jZnf)) C g(f-n/T) 
i j  n=--oD xx 
For the special  case being considered, t h i s  reduces t o  
Note tha t  when each symbol i s  equiprobable, there is  no power in 
the discrete frequency components of the pulse t ra in .  Some symbol 
shapes, such as the square pulse, have nulls in the i r  spectrum 
at  those frequencies €or which discrete components a re  possible. 
For such pulses, there i s  no power i n  the  discrete components fo r  
any probability of occurence of symbols. 
3.5 Low Pass Fi l t e r  Response 
It is assumed i n  the  derivations tha t  follow tha t  the input 
signal t o  the synchronizer i s  an anticorrelated binary signal 
tra5.n composed of a basic symbol waveform s ( t )  of duration T as  
i n  Fig, 3.6, 
3 e 1 3  
Fig, 3.6 Typical Symbol Waveform - - I  
Using the procedure of Sec. 3.3, the Laplace transform of s ( t )  i s  G(s) 
and the corresponding continuous spectral  density i s  
Sss( f )  = G ( j  2 n f )  G ( - j  2 n f) (3.15’ 
A t  the output of the single pole low pass f i l ter  the new power 
spectrum i s  
2 
S i s ( f )  = Sss(f)  H ( j  2 T[ f )  H ( - j  2 n f )  = Sss(f) / [ l+(f / fc)  3 
where H( j2nf )  i s  the  impulse response of the f i l t e r  and f c  i s  the ha l f  
power cutoff frequency of the low pass f i l t e r ,  
The noise component i s  computed with the assumption tha t  the 
noise spectral  density a t  the output of the f i l t e r  i s  
,3917 
I n  the time domain, the effect  of low pass f i l t e r ing  the signal random 
process i s  t o  produce a new random process i n  which the pulse that i s  
transmitted i n  one period i s  stretched out in to  the subsequent 
period. This stretching i s  usually called intersymbol interference. 
For l o w  pass f i l t e r  cutoff frequencies greater than 1/4 of the symbol 
ra te ,  it can be assmed w i t h  negligible error  that the intersymbol 
25 
4 
J- 
.i 
I 
interference lasts fo r  only one symbol duration. 
corresponds t o  the condition of the  impulse response o f t h e  f i l t e r  decay- 
ing t o  exp(-r) of i t s  or iginal  value i n  two symbol periods. 
assumption leads t o  the  formulation of t he  problem which i s  
summarized i n  Fig, 3*7. 
This assumption 
This 
Fig. 3*7 Typical Low Pass Fil,.ter Response 
- 1 "  
Here, The response of the  low pass f i l t e r  t o  the input pulse has 
been divided in to  the "head" response and the  "tail" response, When 
the input t o  the  low pass f i l t e r  i s  a pulse t r a i n  of posit ive 
and negative pulses, t he  response during any interval  i s  composed 
of four possible wave shapes. Let the response of the  f i l t e r  t o  a 
positive symbol be %(t) + R t ( t )  where %(t) describes the  output 
during 0 4 t e T and is 0 for  t Y J ,  
T < t  C 21s and i s  0 for  ta. 
during the  in te rva l  0 C t C T a re  
R t ( t )  i s  the  output during 
The four resul t ing possible pulses 
(1) +RJt> + R t ( t W  (3) - q t )  + Rt(tf l )  
26 
3.6 Square Law Device Response 
I n  order t o  calculate the signal t o  noise r a t i o  at the input 
t o  the bandpass f i l t e r ,  it i s  necessary t o  calculate both the 
"signal" power and the noise power spectrums at the output of the 
square l a w  device i n  the  frequency band of the  narrow band bandpass 
f i l t e r .  
computation of the output spectrum of a square l a w  device with 
random signal and noise input process, For reference, see for 
instance, Davenport and Root (9). 
i s  presented here, 
To do t h i s ,  we make use of the direct  method for the 
A br ie f  resum; of the resu l t s  
Let x ( t )  = s ( t )  + n ( t )  where both s ( t )  and n ( t )  are sample 
functions from independent random processes wi th  zero means and 
2 2 
S n variances Q and (T The square l a w  device i s  described by 
2 
y = a(.) . The autocorrelation function of the random process i s  
After making the assmption tha t  the noise process i s  gaussfan, 
the power spectral  density, w h i c h  i s  the  inverse Fourier transform 
of R ( t ) ,  can be reduced t o  Y 
+W 
+co 
S ( A )  S (f-A) dh + P(Q 2 2  Q ) + Q:] 6(f)} (3 .20 :  + 2 J  -co n n s n  
where Sn(x) and Ss(x) a re  the spectral  densit ies of the input signal 
and input noise processes. 
necessary i n  order t o  reduce the inverse Fourier transform of the 
The gaussian noise ass-tion i s  
' I _  i 
i 
J 
squared noise process t o  a convolution of spectral  densities. 
i . :. 
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The term FS1(Rs2(~) ) represents the spectral  density of the  square of the  
signal random process. Because the input signal i s  not gaslssian, the 
r e s d t  of the  squaring cannot be reduced t o  a convolution of the input 
process, 
A t  th is  point it i s  useful topause  t o  consider the  steps which 
must be taken t o  achieve a solution, 
t h e  s ignal  random process a t  the  input t o  the square l a w  device must be - 
computed and convolved w i t h  the  noise spectrum, Next, the noise spectrum 
must be convolved w i t h  i t s e l f .  
F i r s t ,  the spectral  density of 
Las t  of a l l ,  the discrete  and continuous 
portions of the  square of the signal process must be computed. 
U s i n g  the  results from Sec, 3.5, the convolution integrals  
t o  be evaluated a re  
and 
I n  general, these integrals  are not eas i ly  evaluated, But because 
only the value a t  one par t icular  frequency, the  symbol repe t i t ion  
frequency, i s  r ea l ly  needed, these integrals  can be evaluated by simple 
numerical integration, 
The discrete  and continuous portions of the spectrum due t o  the 
signal-cross-signal component are computed by squaring the random 
signal  process a t  the output of the  low pass f i l t e r  and using the results 
of Sec. 3.3 and 3* 4. On squaring the random syl-,bol sequence made up of the 
28 
four pulses i n  3.18 only two symbols w i l l  r esu l t .  These a re  
Now, l e t  
Using the  r e su l t s  of 3.10 the power spectrum i s  
s ( f )  = 1/4[2 Hl(j2flf) Hl(-j2nf) + 2 H2(j2nf) H2(-S2nf) ss 
= H2(j2nf) H2(-j2nf) 
This result indicates tha t  the continuous component of the 
spectral  density i s  given by the spectrum of a pulse which i s  
determined by the product of the "head" waveshape and the " ta i l "  
3.24 
3.25 
waveshape. Note how the continuous spectral  density goes t o  zero 
as the t a i l  i s  reduced t o  zero. This happens when the  input f i l t e r  
i s  removed and i s  t o  be expected, since squaring the  input signal, w i t h  
no f i l t e r ing ,  gives a completely periodic output. 
The discrete  component of the output of the f i l t e r  i s  now 
easi ly  handled using the  resu l t s  of 3.13. 
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This reduces, a f t e r  much manipulation, t o  
“4 I 
’-‘I ,.a# 
sco 
Sd (f) = b l ( j 2 n f )  €$(-j2nf)) 2 G(f-n/T) 
n=- 03 ss 
Inspection o f  the form of t h i s  solution as the input f i l t e r  is 
removed shows tha t  %(s) reduces t o  
(%(t))2 i s ident ical  t o  the square of the  basic symbol waveshape, 
This resu l t  i s  seen t o  be equivalent t o  the well known resul t  i n  
l inear  system theory tha t  the Fourier coefficients of a periodic 
pulse t r a i n  are  equal t o  the values of the Fourier transform of 
the pulse“ evaluated a t  the frequencies n/Te (10) 
3*7 Signal t o  Noise Ratio a t  the Eandpass F i l t e r  
The derivation of the preceding sections have been carried 
out i n  order tha t  the signal t o  noise ra t io ,  %, i n  the pass band 
of the bandpass f i l t e r  may be calculated, This discrete component 
of the s p e c t m  at  the symbol r a t e  i s  taken as the signal, The 
noise power i s  computed by taking the product of the sum of the 
continuous componentsofthe spectrum with the noise equivalent 
bandwidth of the f i l t e r .  
The assumed density Rnrzction for the phase at the f i l t e r  
output is  
3.28 
a I 
4 B 
This 
sine 
tha t  
dens 
density resul ts  when narrowband gaussian noise i s  added t o  a 
wave. 
i s  computed i s  l inear ly  related t o  the parameter Rd i n  the 
t y  f'unction. 
I n  order t o  bring together the work i n  t h i s  and previous 
It i s  assumed tha t  the signal t o  noise ra t io ,  RM, 
section in to  one expression useful for  the calculation of %, 
the following definit ions are made. 
functional form defining the symbol pulse. 
has amplitude A,  
Let s ( t )  be the elementary 
The received symbol 
The spectral  density of the symbol pulse i s  Tss(f) .  
density of t he  received symbol sequence i s  
The spectral  
The energy i n  the received pulse i s  
2 31 2 
E = J [ A S ( t ) ]  d t  = A  Es ' 
0 
The noise equivalent bandwidth of t h e  f i l t e r ,  normalized t o  the 
symbol ra te ,  i s  A f ,  
By l e t t i n g  f = l / T  (n=1) i n  3.26, the signal power i n  the 
pass band i s  computed. 
form i s  used t o  calculate Sss(l/T), the resultant power at  
the bandpass f i l t e r  i s  
If the low pass f i l t e red  symbol wave- 
d 
The contribution t o  the noise due t o  the signal-cross-signal term 
i s  found by evaluating 3.25 a t  f = l / T ,  Using the low pass f i l t e red  
3.30 
3.31 
39 32 
3.33 
31 
waveform again for the  calculation resul ts  i n  
The received single sided spectral  density a t  
i s  then 
2 4  2 a A s & ~  
30 34 I = s  
the center of the bandpass 
sxs 
For computation purposes, 3*21 i s  writ ten as 
+co S-(f-h) dh 
Similarly, 3.22 becomes 
The signal t o  noise r a t i o  at  the  bandpass f i l t e r  i s  then 
2 4 d  
2 a; A Sss(l/T) 
2 
+ 2 4  
% =  
P a a sixs 
3* 38 
A t  t h i s  point, the resul t  can be writ ten i n  terms of an input signal t o  
noise r a t i o  (S/N) = 2E/No where A =E/Es. 2 
3.39 
The factor Es and the spectral  densit ies must be evaluated for  each symbol 
waveshape and degree of low pass f i l t e r ing ,  
IV. MEASURES OF PERFORMANCE 
There are  no commonly accepted performance measures for  b i t  
synchronizing systems. 
re la t ive ly  precise and hence they have avoided asking the  question "How 
well does it work?" This chapter first presents a useful measure of b i t  
synchronizer performance f o r  the general case where no detector has been 
specified. 
detection error for  a correlation detector tha t  operates with non-perfect 
synchronization. 
Designers have tended t o  build systems which are  
It then concludes with a solution f o r  the  probability of 
4 , l  Performance Without Detector Specified 
The s i tuat ion tha t  exists i n  a b i t  synchronizer tha t  has been 
perturbed by noise i s  indicated in Fig. 4.1. Here, correct synchronizing 
pulses should occur every T seconds but noise in the synchronizing system 
causes the pulses t o  be displaced ahead and behind the correct position. 
Th i s  displacement i s  often called j i t t e r .  
by the  times €I' where E i s  the fract ional  synchronization e r ror .  
The j i t ter  i s  indicated here 
- L _  ~ .. _. 
Fig, kal Typical Sequence of Synchronizing Pulses 
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' 1  
There are two types of detection errors  which a re  caused by these 
j i t t e r y  timing pulses. If 
ttlookingtt at the detector output at the  wrong instant of t b e .  
example, in a PAM system, lflookingt! a t  the  wrong t h e  r e su l t s  in obtahfng  
a lower sampled value than the correct one, 
the output is sampled at some time other than the  t h e  that the signal 
component of the output is a nuximum and hence the equivalent signal t o  
noise r a t i o  is reduced, 
Here the number of decisions made by the  detector is more or  less than 
the number of symbols that  has been transmitted. 
deletions have a tendency t o  cause a whole word or frame i n  a telemetry 
format t o  be incorrectly interpreted, 
referred t o  as b i t  slippage, 
considered in t h i s  chapter, 
t o  be negligible , 
C 1/22, detection errors  are caused by 
For 
In a correlation detector, 
The second type of error occurs when I€I > 1/2* 
These insertions or  
This  type of error  is ~~rmaonly 
O n l y  emors of the first type are 
The probability of b i t  slippage is assumed 
If,- fo r  the case of < 1/2, the mechanism tha t  i s  causbg  the 
timing errors i s  random, then there ex is t s  a corresponding probability 
density function on E which is defined over the in te rva l  -1/2 < E %/%* 
If no particula.p detector i s  specified, t h i s  density function becomes the 
basis f o r  the most reasonable way t o  describe and specify the  synchronizer 
performance, 
ance in terms of t h e  fewest possible numbers-preferably one+ 
Generally, E t  i s  desirable t o  be able t o  describe perform- 
A t  first 
glance, the variance or RMS error seems t o  be a good choice, 
i n  the  work which follows, a l e s s  common parameter, the mean absolute 
error  I< 1, has been chosen, 
which it can be measured in a prototype system, 
However, 
This  has been done because of the ease with 
In Chapter 5, the de ta i l s  
of how t h i s  is eas i ly  done are given. 
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For unimodal density functions t h i s  moment is closely related t o  the 
RMS error or  standard deviation. 
for  the suboptimum system analyzed in Chapter 3, 
For the density function that was assumed 
is about .8 of the 
value of o over a very Wide range of the input signal t o  noise r a t i o  
parameter, 
moments for  typical  density functions. 
See Appendix B for  a more complete comparison of these two 
4.2 Synchronizing a Correlation Dtjtector 
The most meaningful measure of performance of a symbol synchronizer 
i s  the degradation which it causes in the  probability of detection error. 
To determine t h i s  performance, however, it Is necessary t o  specify a 
particular detector. 
signals, the performance of such a detector w i t h  j i t t e r y  synchronization 
i s  derived i n  t h i s  and t h e  following sections, 
Since correlation detection is optimum for known 
The situation tha t  i s  assumed at the correlation detector i s  as 
The input t o  the correlator i s  a signal Ss(t)  and additive follows, 
white gauasian noise n ( t ) .  
symbols of duration T and basic waveform S(t), 
and i s  zero elsewhere, 
Sa( t )  represents a sequence of anticorrelated 
S ( t )  = f ( t )  for 0 < t 5 T 
Ss( t )  may be writ ten as 
where j i s  a random variable tha t  takes on values of 21 during each 
symbol interval  
Ideally, during each in te rva l  nT < t 5 (n+l)T, the received signal 
i s  correlated with a stored replica, Sr(t-nT), of S( t ) ,  
ideal  synchronizes operation, an error E exis t s  during the desired 
Because of non- 
detection interval  and the  correlation operation begins at t = nT -f ET 
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. I  
instead of nT, 
components, 
The output of the  detector at (n+l)T + €T i s  made up of two 
I% is  the  resu l t  of the  correlation of the s i p l d t h  the 
reference and A results from the  correlation of the h p u t  noise with the 
reference, This i s  summarized i n  Fig, 4 2  
Fig, 4 * Z  Block Diagram of Correlation De?teector 
If the noise i s  gaussian9 X i s  a g.aussian random variable whose 
variance depends on the  s p e c t m  of the  input noise and the waveshape of 
S ( t )  but not on E or  the  received signal sequence, 
function of E and the signal sequence, 
The mean of X is a 
Let Q represent the particular sequence of symbols t h a t  occurs 
during the  detection interval  [(n-1)T9 (n+%')T]* This internal  is three 
synbols long and must be chosen because E may be positive or negative 
and hence correlation may begin -%ng the  (n-11th symbol or car ry  hto 
a 
"i 
36 
the (n+l)the symbol, The joint  density function f o r  the three random 
variables X, E, and Q is 
P(X/E,Q) = P(X/E,Q) p(E9Q) = p(x/€,Q) ~ ( € 1  p(Q) 4 *b 
The last statement i n  4,4 ia possible since E and Q a re  independent. The 
conditional density function for X is 
PCXkjQg = l e-[)=$ (X - m(€,Ql)2] &e5 
J% e LO 
_s_ 
2 =  2 where CT A and m( E9Q3 is the value computed by 4 e %  for a given E 
and Q o  
The detection pubhe that  i s  assumed fop the detector i s  the one tha t  
would be used i f  synchronizatfon were perfect, This rule  iss choose 
if X 2 Q and -S i f  X QC 0 ,  The events 
[x e o/ + S ]  
a r e  errors and the probability of these events detemdnes the result ing 
probability of detection error- This  probability of detection error  
0 et3 
4 0 
= P&+S) J p&x/+ s)dx + P(-s) J p(x/- s)dx 
where p(X/+ S) is the probabili ty density function fo r  the condition that 
+S was transmitted during the  intended detection interval  and p(X/- S )  
applies when -3 was  traazsmitted, 
The evaluation of the two integrals proceeds as ~ O ~ ~ O M T E S ~  When +S 
i 
I 
kJ 
j 
t 
i i 
is  t r anmi t l ed  during the  intended detection in te rva l  [nT, (n+l>T] 
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-a 
there are  four possible sequences tha t  can be involved in the correlation. 
Using the  notation of Fig, 4.3, these are  tabulated in Fig. 4.4, 
when -S is  transmitted, four other sequences are involved and these we 
S b i l a r l y  
also tabulated in F%ge 4,4 
Fig. 4*3 Notation for  Received Symbol Sequence 
Fig. 4-4 Eight Possible Symbol Sequervces 
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FOP these events when +S is  transmitted 
P(X/*) = f p(X/E,Q) ~ ( € 1  ~ ( Q ) d f d Q  407 
E Q  
where the  sumnation over Q i s  f o r  those sequences where Sn i s  posit ive,  
For p(X/-S) the  summation is  over those Q t h a t  have negative symbols 
for  Sne 
and sequence Qi. 
Let mi(€) be the  mean t h a t  is computed fo r  a given value of E 
Using t h i s  notation. 
i=5 Jzar 0 
If it is  assmed tha t  each symbol is  equally likeby, then P(+S) = 
P(-S) = 1,h and P(Qi) = I/b0 It is now possible t o  m i t e  4.6 as 
4*8  
4Q9 
After in-krchanging the  order of integration and using the  definition 
4*9 becomes 
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In order t o  continue further, the particular values of mi(t) need 
t o  be calculated so t h a t  further ‘simpUfication can be obtained, 
i s  recalled from 4.2 that 
It 
where Ssi(t) is used t o  indicate a received s ignal  t h a t  has the  seqczence 
Q. during the detection interval. 
i n  Fig,  405b  
What t h i s  integral  involves i s  shown 
I 
Fig, 4.5 Waveshapes Involved i n  Colppehtor Detector 
For E > 0, as shown in Figo &,5 
(n+l)T 
nT+€T 
S (t-nT) Sr(t-- [n+E]T)dt q r >  = s n 
(t-  (n+l )T ) Sr (t- (n+E)T ) dt ‘n+x 
, .  . 
4611 
40 
Now, if 
* T-E 
-08 0 
RssCE) = J s(x)s(x+€)dx = J S ( X ) S ( X + E ) a  4 e l 2  
s h e e  S(X) 
as 2 Res(€> and 2 RSs(T-€) with the  sign b e k g  determined by the  sign of 
the  symbols n and n+ls Due t o  the  fac t  tha t  RsS(t) i s  an even funation, 
f t  can be seen tha t ,  by symmetry, the  same re su l t s  apply f o r  E 
Referring now t o  Fig,, 4049 the  correct sign can be placed on each of the  
RSs(x) terns to o b t a h  Fig, b06 
Q fo r  X 3 T and X 6 0, then the two in tegra ls  are  recognized 
0 ,  
Fig, 4.6 Mean Values fo r  Eight Symbol Secpences 
It is  apparent t h a t  mi(€) depends on whether E is greater or less 
than Z B ~ Q ,  
mer -1/2 < E < 0 and the  other over 0 < E < Ik0 
values Of mi(€) fo r  each range ape mi- and mi+. 
Therefore, 4DlQ can be m i t t e n  as two h t e g r a l s ,  one r anghg  
The correspondhg 
From Fig, b06 t he  
41 
4 
..I 4 
fol lowbg equalit ies a re  noted, 
- - - -mW - -ms -... m1+ = y.- =az- 
m2+ = 5- - m4+ 
?+ - -m6+ = -y,, 
m4- - = -91- = -m - -m5+ - -m 5- - 6- - 
Using these eq,ualities, 4.10 can be m i t t e n  as 
0 
= 1/8 1 p(€)  [4n(-m'm) 0 + 49(>)]dE 
-1/2 d.e, 
P 
40% 
so tha t  i f  p(E) is Observe now that mf- = y+ and 3- - rn2+ - 
symmetrical about 0, then these two integrals  w e  equal. and the probability 
of detection error  becomes, for  t h i s  special  ease 
To put t h i s  b t o  terms of one of the standard signal t o  noise ra t ios ,  
2E/N0, re fe r  t o  k03 and note that f u r  the  white gaussian noise case, 
which, since R(0) = E, becomes 
If now, R(0)  is factored from R(TE) 2 R(T-€T) t o  obtain 
4-17' 
may be written as 
P 
Also, t o  put the resu l t  in terns  of erf(x) the  ident i ty  
A s  a verif icat ion of t h i s  equation, the timing becomes more precise 
E/.. 8 ( f )  and 7 
doe, P 
4.18 
4.19 
4*21 
4*%% 
This  5s the we%J_.-knswn expression f o r  the probability of error  f o r  a 
correlat  ion det ector 
The resu l t s  of the ~ ~ ~ T K ~ C I U S  section give the  new (higher) probability 
of detection emor when the  detector has noisy synchonhat ion* 
t h i s  number fa  furadzmental, the resu l t  may be put fn a sligh%ly more 
fnstmetive % o m  kt? the  probability of emor degradation is converted h t o  
its equivalent signal t o  noise r a t i o  degradation. 
While 
If it La assumed tha t  
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a d i g i t a l  system is t o  perform with a fixed probability of error, then 
any increase of this error  probability due t o  synckoniaation b e c u r a c y  
mst be made up by a corresponding increase h the received signal t o  
noise r a t io ,  In t h i s  section an approximate solution is  obtahed ' for  the 
necessaxy increase in the  signal t o  noise r a t io ,  
For binary anticorrelated 
given as 
signaling, the  probability of error is 
' 1  
4 
where R = %E/Noe 
in te res t  is of necessity limited t o  small increments around the operating 
signal t o  noise r a t i o  Roj it is reasonable t o  f ind the  s t ra ight  l i n e  
approximation t o  4.%3a 
Since the  per fomnce  degradation that is of primary 
To do th i s ,  the  Taylor ser ies  about the operathg 
ser ies  fo r  PdOe (R) are 
* 
value of Ro is found, The f k s t  two t e r n  of the 
42% 
Imperfect synchronilr;ation causes an increase 
error t o  PI which is  the  probability of detection 
i n  probability of 
error t ha t  would be .3 
obtained w5th a lower signal t o  noise r a t i o  R, and perfeot synchronization, - 
I 
degradation in signal t o  noise r a t i o  is  computed as The f r ae t  ional 
R1 - R 
o =  
RO 
d.e , 4.25 
Define 
and 
RI - Bo 
RO 
A R =  
and observe tha t  
4*25 i s  now m i t t e n  
a 
3, where AR 
b R 5.n earder t o  bring the  probability of detection error back t o  Po" 
i s  seen t o  be the result ing fract ional  be rease  tha t  i s  required 
4.4 Perfomnee  with Trspical Symbol Waveshapes 
Inspeetion of 4,21 shms tha t  t he  degradation b probability of 
detection error  i s  effected by the  shape of t h e  density function fo r  E 
and the shape of the  autocorrelation function of t he  symbol pulse. It As 
apparent tha t  the broader the density function becomes, the more signifi- 
cant the  degradation w i l l  be., 
most eas i ly  explained in terns of the fiidealtt shape fo r  R ( x ) ,  
an R(x) which is defined as 
The role  of R ( x )  fn t he  degradation is 
Consider 
R ( x )  = R ( 0 )  
R ( x )  =: 0 elsewhere 
0 5 x < T/% 
For such an autczorrelation function, the terms 
d E T ) 3  r(T - E T )  
fn 4 2 1  would effectively mduee t o  r ( E T )  since 0 c( E 
btegra1.  Thus h021 reduces t o  
1/22 in the  
which after integxwting ovcw E becomes 
4627 
This resul t  i s  the  probability of detection error for 
t ion,  The departure of R(x) from the  ideal  shape has 
45 
4a28 
perfect synchronfza- 
the effect  of 
reducing the  size of the  arguments i n  the te rns  erf(y) and hence increasing 
the magnitude of 
for  a given value of € o  
In order t o  ffnd out wha t  k f id  of perfomnance can be expected w i t h  
noisy synchronization, 4,2f has been evaluated fo r  the conditions of the  
suboptimum synchronizer of Chapter 111, 
for  E t h a t  was assumed there was given by 3 2 9  with the  change of variable 
rP = 2nEo 
specific symbol waveshapes tha t  are ei ther  used o r  could be easi ly  used, 
The probabili ty density function 
The choice of autocorrelation functions was  made by considerhg 
These pulses, a l l  de fhed  over the  interval  [O,T] are: 
1. Square Pulse S(t) = A  
2. Half S h e  Pulse S ( t )  = A s;fn((n/T)t) 
3, Raised Cosine Pulse S ( t )  = A  (I - cOs((%/T)t)) 
It is  possible t o  place a lower l i m i t  on degradation as a function of wave- 
shape by calculating t h e  degradation for .a special  autocorrelation function, 
According t o  Boas and Kae (I1) the  best upper bound on R( E T )  under the 
cons t r ah t s  t h a t  R ( E T )  = 0 f o r  E 3 1 and that the pulse is  physically 
realizable i s  
whepe [E/€] denotes the  greatest integer not exceeding 1/C0 The resu l t s  
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using t h i s  function a re  ident i f ied as the  lroptSmumll waveshape resu l t  
The results presented in Fig, 4-7 t o  Fig, 4*12 have been computed by 
numericaUy integrating 4,21 for  each of the  above waveshapes using a 
range of values of F1 f o r  va r i  s values of 2E/Hoe 
Pig, shorn the degradation in 2E/No for  various qual i t ies  of 
spckon ize r  performance as measured by 171 for  the ease of the L'opthmlt 
pulse wra;vefom, 
practical pulses w5X.L l i e  t o  the l e f t  of these curves, 
For each perfopmanee measure, the r e su l t s  for  all 
Qne of the more 
interesting r e s f i t s  as shown by these curves is the rather pronounced 
threshold tha t  occurs, Below the threshold the detection errors  are 
caused primarily by the noise at the detector. 
perfonname is badly degraded by synchronizing haccuracies,  
and L,,9 shaw the  performance for  the three waveshapes compared t o  the 
t70pthm11 for  two values of lzl. 
square ppnlss seriously degraders performance but both the half s h e  and 
the raised cosine cause performance t o  be near o p t h m ,  
Above the threshold, the  
Fig, h 0 8  
The significant resul ts  here are t h a t  the  
Fig, hO%O presents the  same data as the  previous figures, bu% in a 
s l igh t ly  different form, 
plot ted fo r  f k e d  values of %E/No for the  optimum pulse shape, 
i s  easy t o  see the  threshold effect  b e g b i n g  t o  take effect  in the  
r a g e  004 e 
should be se t  in t h i s  range, 
with the lioptimwnll, 
the  following way, 
The effect  of synchronizer per fomnee  is 
Here it 
e .06, This h d i e a t e s  tha t  t he  worst case p e r f o m c e  
Fige 4.11 and 4,f2 compare the  waveshapes 
These curves can be used t o  compare the  resu l t s  in 
It is typieab for parameter estimitors t o  have measures of 
performance such as tha t  vary inversely with the square root of the 
3 .s 
effective measurement t h e ,  
t h i s  i s  t rue  for the subopthum system derived in Chapter 111. 
of measurement times required t o  provide the  same amount of degradation i s  
thus equal t o  the inverse square of the respective values of lzle In  
Fig. 4.12 fo r  example, f o r  0,l db degradation the  value of 17 I fo r  t h e  
square wave is 0,009 and for  the  half sine it is 0,036, 
required measurement t h e s  to provide the same degradation is  thus 16. 
The r a t i o  is typ ica l  of t h e  difference i n  performance between these two 
waveshapes, T h i F  result ,  it should be noticed, assumes tha t  each wave- 
shape will cause equivalent synchronizer performnce--a si tuation tha t  
the resu l t s  i n  Chapter V I  will show i s  not the  case. 
For a11 but the  lowest s ignal  t o  noise ratios,  
The r a t i o  
The r a t i o  of 
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V. PROTOTYPE SYSTEM 
The solution presented in Chapter III for the  suboptimum synchronizer 
carried the  problem t o  the  point of computing a signal t o  noise r a t i o  a t  
the  narrowband f i l t e r ,  It was hypothesized there tha t  the  probability 
density function of synchronizing error  could be modeled by a single 
parameter function l fke  tha t  obtained with a s b e  wave and additive 
narrowband gaussian noise. 
was designed t o  ver i fy  t h i s  assumption and t o  f ind the  relationsMp 
The prototype system described in this chapter 
between the computed signal t o  noise r a t i o  and the  desired density 
function parameter, 
correctness of the model as far as  it describes the  other aspects of 
the synchronizer, Finally, the model describes performance with a 
square l a w  nonlinearity, 
be made between t h i s  and other possible synchronizers, including the 
infinite clipper--differentiator, or hard limiter, system commonly in use. 
In addition, the prototype i s  used t o  verify the  
The prototype system allows a comparison t o  
$,1 Obtaining an Error Signal 
To be able t o  measure the performance of a prototype synchronizer, 
it is necessary t o  have an error  signal which is in a convenient form fo r  
processing, 
such useful error  signal, 
I f m f r a @ t i o n a l  error, E> is considered t o  be l imited t o  the range 
This section describes a simple method for  generating one 
-1/2 E 5 +1/2!, then the t h i n g  error  can be given a magnitude such tha t  
_. i
i' 
i 
I 
i 
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a 
0 5 t€T 1 
pulse of duration 
lag of the  synchronizing error  i s  shown i n  Fig. 5.1. 
synchronizing t h e  is  represented by the  leading edge of B short 
pulse. 
described in Chapter 111, can be passedthrough a hard l imiter,  such 
as a Schrnitt t r igger ,  then differentiated,  and f i n a l l y  half-wave 
T/2 ,  and an algebraic sign. A system which generates a 
I with algebraic sign determined by the  lead or  
The correct 
The noisy sinusoidal output of the suboptimum synchronizer, 
r ec t i f i ed  t o  give a sequence of posi t ive pulses whose leading edges 
represent t he  synchronizer’s estimate of t he  correct synchronizing 
Lime. The time difference between the  occurrence of these two 
pulses i s  the  synchronization error ,  
In order t o  generate a new signal  which has t h i s  time difference 
as i t s  chief defining parameter, these two pulses are applied t o  
ident ical  bis table  c i rcu i t s ,  The output of one bis table  i s  then 
subtracted from the  other. This difference signal is a sequence 
of pulses whose duration is  the  same as the  synchronizing error.  
Fig, 5.2a-f shows the  various waveshapes fo r  cases where the  synchronizer 
t h e  both leads and lags  the correct time, 
In the  difference waveshape of 5.2e, where the  noisy square wave 
is  subtracted from the  reference, the  polar i ty  gives no indication of 
lead o r  laga 
lead o r  l ag  of t he  error ,  a simple switching system is  used. 
pulse of Fig. 5.2e i s  switched off during every other cycle; for  
example, during the  times 1/2T e t < 3/2T,  5/2T C t < 7/2T, 
To get a pulse train where polar i ty  can represent t he  
The 
Adder i- . . 
I ’ -  - 
Fig. 5.1 Block Diagram of Error Signal Generator 
A - 
B 
C *I - 
I- 
1 I I I I I I 
1 1 I 1 1 I I 
I 
I 
I I I I I 
k1nvert-l I 
I I I I I 
kInvert4 kInvert4 
I 
I I 
I I I I I I I I I I 
0 T 2T 31  4 T  5T 6T 7T 
TIME 
Fig. 5.2 Wave Shapes of Voltage at Various Points of Error Signal 
Generat or 
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9/2T t e ll/;?T, e tc ,  A t  t he  same time, the negative of the pulse 
t r a i n  i s  formed and switehed off d u r h g  the  t b s  -1/;LT 
3/2T e t 
produce the  result in Fig, 5.Zf,  
by positive pulses and the  l e a d b g  errors  by negative pulses. 
t 1/;?T, 
5/2T, e tc ,  The two r e s u l t h g  pulse t r a i n s  are added t o  
The lagging errors  are  now represented 
5 2  Method of Measuring the Desired S t a t i s t i c a l  Moments 
The timing errors  that  resu l t  from j i t t e ry  synchronizing signals are  
a sample function of a stationary time ser ies ,  The fract ional  e r r w ,  E, 
at the  beginning of each symbol period defines a set of random variables 
which have a joint  probability density function. &cause the time series 
1 - - is  stationary, < = = ., = j,b* Now the  mean M = ,(Et 4- 
1 2 n I 
2 n - . e e 
t h a t  i s  generated by the process described in Sec, 5.1e 
) = $nr) = Consider the  time average of the  error signal 
If a record 
n 
of NT seconds i s  a v a a b l e ,  the average value of t h a t  signal i s  
C EiT = C. Ei where Ei i s  the error at t h e  i - th  symbol 
i=l 
- A  _ -  
v~~~ NT i=l 
period, Thus, t h e  average value of t he  error  signal i s  an unbiased 
estimate of t h e  mean I J ~  of t h e  fractional t*g error-  
In  order t o  measure the  expected value of the absolute error, the  
This new signal is a sequence of e r ror  signal is full-wave rect i f ied,  
posit ive pulses whose durations are the  period-by-period measure of the 
absolute t h i n g  error ,  
time ser ies  of random variables Xt = 1% 1, 
t o  the  case of measuring the mean of E, the  es tkmte  of the  average 
value of I €  I is  obtained by measuring the  average value of the full-wave 
r ec t i f i ed  error  signal,  
These absolute values of timing error  define a 
In a way exactly analagous 
For both measurements, the variance of t h i s  estimate is quite 
large because of the high correlation from one symbol period t0  the next, 
From measurements of the  t h i n g  error  of the  suboptimum synchronizer, it 
was found tha t  measwement times of 10-20, 000 t5ne periods were necessary 
t o  reduce the  fluctuations about the mean value t o  2 
j o 3  The Test System 
The block diagram 02 the  t e s t  set-up which was used t o  evaluate the  
performance of the  self synchronizers is sham in Fig, To3. Briefly, the 
operation of the  system is  as follows: The master clock, which is  driven 
by an external variable frequency osci l la tor ,  provides the  necessary timing 
pulses for  t he  en t i re  system, 
a sequence of posit ive and negative square pulses which a re  used t o  drive 
a switch, The switch chooses e i ther  t he  positive o r  negative symbol tha t  
has been generated by the  periodic waveform synthesizer, 
pseudo-random symbol sequence is combined with additive gaussian noise 
The pseudo-random word generator produces 
The result ing 
fromthe Random Hoiae Generator and the  sum is applied t o  the  self  
synchronizer that is being tested,  
applied t o  the  phase meter and moment estimator system, 
of each of the blocks are deserfLbed below, 
The output of t he  synchronizer is 
The components 
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Master I Clock I n 
Periodic 
Synthesizer 
I 1 
Self 
Synchronizer 
Fig. 5.3 Block Diagram of T e ~ t  Set Up 
t Switch 
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5.3 1 External Oscil lator 
The exbernal osc i l la tor  was a General Radio 12104 unit osci l la tor .  
5 03 2 Pseudo-Random Word Generator 
Constructed by the  Purdue University Communication Sciences 
Laboratory, t h i s  generator produces a 127 b i t  pseudo-random word by means 
of a binary s h i f t  reg is te r ,  The output i s  square and has a separate 
timing pulse at  the start of the  word. 
5*3*3 Periodic Waveform Synthesizer 
The Exact Electronics, Model 1%00-B produces any periodic waveform 
desired by a ser ies  of s t ra ight  l ine  approximations with up t o  50 
segments, 
found t o  be suff ic ient ,  
For the  waveshapes generated fo r  t e s t s ,  20 segments were 
5 *3 e4 Noise Generator 
The noise generator used was a General Radio Model 1390-B Random 
Noise Generator 
5*3*5 Master Clock 
The master clock was designed specif ical ly  fo r  these experiments, 
It supplies the timing signals t o  operate the other un i t s  and is  
designed t o  supply a variable time-delayed pulse t o  the phase meter, 
This is  done so that the  reference phase, o r  time, w i U .  be h phase with 
the output of the self synchronizer, The phase of t he  se l f  synchronizer 
i s  variable with the  design parameters of the  system, 
diagram of Fig, 5.4, the  output of t he  signal generator i s  shaped by a 
S c M t t  t r igger  which drives the master clock bistable device, 
output i s  at the  frequency %f where f is the frequency of symbol 
In. the  block 
The 
- i 
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transmission. 
t he  Pseudo-Random Word Generator and t h e  Waveform Synthesizer. 
t o  develop a phase sh i f t e r  with good resolution and f ine  control, the  0' - 
180' output at 2f drives a monostable delay which delays the  input pulse 
over the  range (1/8)f < t, 4 (3/8)f. 
This output is delivered t o  a bistable whose output drives 
In order 
This delayed pulse is applied t o  
the  bistable which is u s e d t o  operate t h e  phase meter. By selectively 
choosing the  0' or 180' outputs at t h i s  poh%, a fill (l/f) seconds of 
delay, o r  360' phase shif t ,  is possible, 
chosen for the  phase meter drive is  chosen t o  drive a bistable whose 
outputs operate the  switches in the phase meter, Fig, Tolo 
The output opposite t o  the  one 
50306 Phase Meter 
The basic principle of t he  phase meter is described rEn Sec, 5.3. 
In order t o  To measure El, the  t-g error  i s  f u l l  wave rec t i f ied ,  
make an accurate measurement, the  r e c t i f i e r  output i s  applied t o  a 
Schmitt t r igger  which generates pulses of fixed amplitude. 
level i s  brought t o  the  zero base line and t h e  resul t ing signal measured 
by a HP P%del4lO-C0 
meter is only about I second, the longer t h e  needed fs obtahed by 
u s h g  t h e  one mKllh,~~p full scale output of the meter amplifier t o  drive 
The dc e 
S h c e  t h e  effective measurement t h e  of the  volt- 
a mic romete r  eireu5.t tha t  has a long t h e  constant f a t e r .  
measurements, the t h e  constant is set t o  a value near 30 seconds, 
microammeter fs calibrated against t h e  
switch f o r  quick return t o  zero, 
For good 
The 
de voltmeter and has a shorting 
5.3.7 Pkototype Synchronizer 
The block diagram of" t h e  prototype spehronizer  is shown in Fig. 5.5* 
The nonlinear devices are s h u l a t e d  by a piecewise l inear  approxhation 
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To Phase Meter To Phase Meter 
Switch 
Fig. 5.4 Block Diagram of Master Clock System 
I 
Fig. 5.5 Block D i a g r a m  of htai ls  
I 
u 
of the Prototype Synchronizer 
i 
i 
i 
produced by biased diode-resistor networks. The bandpass f i l ter  i s  a two 
stage f i l t e r  w i t h  a  de b a a d ~ d t h ,  single pole, f b s t  stage and a narrow 
bandwidth f inal  stage. 
2-4 Calibration and Operation of the System 
This section contains brief diseussions of the  methods used t o  
calibrate and operate t h e  various parots of t he  measurement system, 
also contains comments on how t h e  system, as constructed, did not measure 
up t o  the ideal as conceived i n  the  block diagramse 
It 
The first order of necessity in operating the system is  t h a t  of 
measuring the input s ignal  t o  noise r a t i o  %E/Noo 
spectral  density of t he  noise source, No is needed, 
the noise generator specifies that the spectrum leve l  is 2 1 db flat  
over a 20 Hz t o  20 kHz 
25 
pass f i l t e r h g  the output d t h  cutoff frequencies w e l l  d t h b  the  cut- 
off of t he  generator, 
f i l t e r  was used in conjunction with t h e  noise equivalent bandwidth t o  
calculake the? spectral  density, 
method was 1 9 2  IOw6 ~?/Hzi* To compute 2E/No, the  signal power and 
noise power were measured at t h e  input t o  the  mixer u s h g  an HP 3400A 
REiIS voltmeter, Signal. energy per period is Vs T ,  Noise spectral  
density i s  d k e c t l y  propofiional t o  the input noise power so tha t  
No (19*2 V2/Hz) V:. Hence, =/No = (2T/f9,% o 10-6)(%/Vn)'e 
Thus, only RMS inputs need be measured, 
in the  f b l  measwed value of the  signa9 t o  noise r a t i o  is in the 
ini t ia l  measurement of No" 
To do t h i s ,  t h e  
The manufacturer of 
frequency range and has a typical  value of 
10""' v2/Ha for  a 1 volt  RMS noise output. Th i s  was checked by l o w  
The result ing volts-square noise output w i t h  t h i s  
The average value obtained by t h i s  
2 
+ The greatest source of error 
The setup of t h e  Waveform Sptihesizer was accomplished by drawing the  
desired waveform on the face of an oscilloscope and then adjusting t h e  
synthesizer controls u n t U  the  t race  of t h e  waveform t h a t  i s  generated 
was coincident with t h e  one that was drawn. Exact coincidence was  not 
possible and some vakkiations occurred at points of abrupt change in t he  
waveform, These are nat r ea l ly  a problem though, since the deviations 
are the source of high harmonics and at no point were these deviations 
more than 5% of f u l l  scale, 
The setup and alignment of the self synchronizer required establishing 
t h e  nonlinear t ransfer  h e t i o n  and t h e  bandpass f i l t e r  bandwidth, 
half wave nonlinear devices were sa t  up by a process of initially comput- 
f i g  the desired set t ings and then making fine adjustments by s t a t i c a l l y  
t e s t ing  the input-output character is t icse  
%east 5 points on the  nonlinear input-output characterist ics,  but t he  
process was slow and was complicated by the  tendency of the sett ings t o  
have a long tsm drif t  a 
The 
It was possible t o  m t c h  a t  
The adjustment of the  bandpass f i l t e r  was done in the  fol..hdng 
manner. The desired symbol rate, and hence, the fundamental component 
of t he  signal at t h e  bandpass f i l t e r ,  was 2000 Ha, 
t o  fine tune t h e  f i l t e r  t o  exactly t h i s  value, it was brought t o  a 
value as close as was eas i ly  possible and t h e  total. system drive 
frequency was then adjusted so that the  input t o  t he  bandpass was  at  
i t s  center frequency, 
bandwidth t h a t  was obtained with the f i l ter  was 36 Hz, 
Instead of t w h g  
This turned out t o  be near 2005 Hz, The m i n b  
Wider band- 
widths were obtained by loading the second stage of the  f i l t e r  t o  
broaden its response bandwidth. The bandwidths of each stage in  the 
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f i l t e r  were measured by observing the frequency of the 3 db points d t h  
a d i g i t a l  frequency meter The result ing noise equivalent bandwidth of 
the  cascaded paraUe1 RLC bandpass f i l t e r s  was then computed, 
The alignment of the phase meter and calibration of the  measurhg 
system are  important t o  the  proper operation of the system, To obtain 
the correct error signal, the noise source t o  the  self  synchronizer was 
disconnected and the  phase s h i f t  system i n  the  master clock was adjusted 
u n t i l  there was no error signal, 
the indicating instrument. 
adjustment was made in the  moment e s t b t o r  c i r cu i t ,  
This  was eas i ly  observed as  a nu l l  on 
After the n u n  was  achieved, the zero leve l  
To cal ibrate  the meter t o  measure the desked  moment, the phase 
sh i f t  c i r cu i t s  i n  the master clock were switched t o  provide a 180' 
phase sh i f t .  
volts/degree conversion factor  for  the meter, 
The result ing meter inctfcation was used t o  calculate the  
A s  in any pract ical  problem, several compromises were necessary i n  
the design of the t e s t  system, One w r y  fundamental one was in the choice 
of 2000 symbols per second a s  the symbol r a t e  for  the  pseudo-random 
sequence. 
i s  easier  as the r a t e  is increased, 
d i f f i cu l t  t o  rea l l se  the  necessary high Q inductor as frequency is  
increased. 
The realization of t h e  bandpass f i l t e r  for  the self  synchronizer 
This is t rue  because it is l e s s  
However, a s  the  r a t e  i s  increased, more stringent demands a re  
made on the switching t b s  of the various measurement cfrcui ts ,  For 
example, t o  prodme a fair quali ty error signal pulse for  a 1% f ract ional  
error at 500 microseconds symbol duration (2000 Hz) requires overall  
system r i s e  time of 2-3 microseconds. 
overall time l e s s  than t h i s  requires a significant increase in c i rcu i t  
To achieve ciScuits w i t h  an . 
complexity. 
design e 
Hence, 2000 Hz is  near t he  upper lMt for  simple c i rcu i t  
Another factor in c i r cu i t  design t h a t  makes 2000 Hz near t he  lower 
l i m i t  i s  the  low frequency response tha t  i s  necessary t o  reasonably pass 
the pseudo-random symbol sequence, 
coupled, but pract ical ly  the &stortion due t o  low frequency cutoff can 
be held t o  a minimum wi th  good ac coupling, To prevent a sag of more 
than 10% over a run of 5 consecutive positive o r  negative pulses, an 
equivalent lower cutoff frequency of 20 Hz i s  requked, 
of stages of amplification and isolat ion t h a t  are necessary, t h i s  i s  a 
re la t ive ly  d i f f i cu l t  lower l i m i t  t o  exceed, 
r a t e  would require a l l  de amplificationo 
Ideally, the amplifiers should be D.C, 
For the  number 
Thus, t o  lower the  2000 H2r 
Dynaic range is a problem in any system in which precise noise 
measurements w e  t o  be made. 
amplitude of the noise peaks i s  eas i ly  10-20 times the amplitude of the 
signal, 
T h i s  was especially d i f f icu l t  in the drive stages t o  the f u l l  wave 
nonlinear f i l t e r s ,  
great enough t o  minimize the  effect  of reverse conduction in the  
r e c t i f i e r  and t h e  nu l l  zone i n  the forward dbee t ion ,  
A t  low signal t o  noise ra t ios ,  the  
It i s  d i f f icu l t  t o  maintain l inea r i ty  over such a wide range, 
Here t h e  signal leve l  must be maintahed at a leve l  
A peak signal 
' l e v e l  of 1 volt, fo r  instance, means t h a t  peak signal plus noise 
voltages of 10-20 vol ts  are common, 
output over such an input range i s  very d i f f i cu l t  t o  obtain and in 
these experiments some peak clippfng was unavoidable. 
A device t o  produce a square l a w  
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This chapter presents the results obtained using the  optimum and 
suboptimum synchronizers that were derived in the previous chapters, 
See. 6,1 gives the  r e su l t s  of a eomputer s b u l a t i o n  of t he  optimum 
synchronizer, 
and verification of the  suboptbum model and the conclusions tha t  can be 
drawn concerning i t s  perfopmanee. 
subopt h u m  resu l t  s 
See, 6,2 through 6,7 present the  experimental completion 
Seco 6,s compares the o p t a m  and 
6,1 Perfomnce of the  Optimum Smchrsnizer 
A Monte Carlo computer simulation was used t o  evaluate the  performance 
of the optimum synchronizer, 
as Appendix A,  
The complete computer program i s  included 
The basic concept of the  procedure is t o  use a discrete 
time -log of the  continuous time problem, 
at 50 equal t h e  bcrements f o r  each symbol dwation. The sign of 
successive symbols i s  randomly chosen with each sign equiprobable, 
each Ittime samplet1 of the  input9 a random, gaussianly distributed number 
is added t o  simulate the  additive tshite gaussian noise assumption, 
is  re la t ive ly  easy t o  r e l a t e  t he  variance of each of these random numbers 
and the  amplitude of the signal t o  the  raqubed signal t o  noise r a t i o  
2 E/No. 
The h p u t  signal is sampled 
To 
It 
In Chapter 11 it was shown t h a t  the  optimum receiver tes ted each 
possible synchronizbg position (measured =with respect t o  the receiver 
68 
reference) by finding the  sum of the  log  hyperbolic cosines of the  
correlation of the  properly shifled reference WB h t h e  received signal, 
T h a t  sh i f t  which produced the maxfTmzm was judged t o  be the proper 
synchronizing position, 
record s t d e d  unifomnly over %he duration of one symbol. 
tha t  the input reeopd wKU. c o n t a h  only a fract ional  past of the  first 
syrabol, 
was  s tar ted at each of EO equal fractions of the f k s t  symbol, 
other words, the first input symbol ranged from a f u l l  symbol t o  the  
last 1/10 of a symbol, 
In the  derivation it was assumed tha t  the input 
This means 
To simulate t h i s  condition, the  sequence of received symbols 
In 
A histogram of the probability of position error,  ~ ( € 1 ,  is bu i l t  
up by tes t ing  synchronizing positions around the known ( to  the  program) 
position, To save computation t h e  only 20 out of t he  50 possible 
positions were tes ted  with the  majority of these being near the correct 
synchronizing posit  ion 
For each signa9 t o  noise r a t i o  and wave shape, 500 complete runs 
Fromthe histograms of one through eight symbols 5f memory were made. 
that were obtained, %he performance measure I?f was computed and by 
means of t he  appropriate application of the theory of Chapter IT, the  
probability of detection error w i t h  noisy synchronization was obtained, 
Fig, 6 0 1 9  6029 and 603 show i?l plotted against 2 E/No for  each of 
the eight memory durations. 
cosine pPlnses the r e su l t s  e lear ly  show that for  2 E/No > 2, 
decreases: d t h  the h v e r s e  of Jwe 
asymptotically approaches 05 and hence cannot conthue t o  obey the  
hverse square root law, The r e su l t s  fo r  the  spare  pulse case ape 
For the ease of the h a l f  s k e  and raised 
For values less than 2, 121 
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Optimum Synchronizer 
1/2 Sine Pulses 
Fig. 6.1 E I vs. 2E/No for Half Sine Symbols 
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not so clear cut, but they appear t o  follow the  same trend. 
unexpected e f fec ts  at the high values of 2 E/No are due t o  the  
approximations i n  the  eomputer model. 
The 
It can a l so  be seen from these figures that / ? I  varies hva r se ly  
with the  square root of memory time as measured i n  symbol periods. 
Again, f o r  t h e  square pulse case, the r e su l t s  are not as conclusive over 
the complete range of s ignal  t o  noise ra t ios ,  but they do fit w e l l  i n  the  
range 4 Let Tm = memory time and Ri = 2 E/No. 
resu l t s  can be summarized by t h e  relationship I? I - l/,,/ TmRi. 
relationship seems t o  be typ ica l  fo r  adaptive systems 
2 E/No < 16. The 
Such a 
(12) 
Fig. 6.4 shows the  comparison of the three wave shapes used with 
t h e  optimum synchronizer. 
re la t ive ly  insensit ive t o  pulse waveform, 
They show that t he  opthum solution i s  
The synchronizer makes 
about t h e  same degree of error  for  each case. 
Fig. 6.5, 6.6, and 6,7 show the  r e su l t s  f o r  the  optipzum synchronizer 
when it is used t o  drive a correlation detector. The Monte Carlo 
simulation resu l t s  are obtained in terms of t he  probability of detection 
error. 
signal t o  noise r a t i o  i s  a more meaningful measure of the synchronizer 
performance than is IZI. For sxnall increases in probability of error, 
the resu l t s  of See, 4.3 are used t o  calculate the  degradation. 
large increases i n  error, degradation is computed i n  the  following way. 
For each value of detection error, there i s  a corresponding value of 
signal t o  noise r a t io  under the  condition of perfect synchronization. 
The difference i n  the r a t i o  corresponding t o  the detection error with 
no synchronizat ion error  and t h a t  e r ror  wi th  non-perfect synchronization 
As pointed out in Chapter IV, the  degradation in effective 
For 
i 
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m s  taken as the  degradation of signal t o  noise r a t io ,  
i s  a somewhat arbi t rary one which reduces the computational d i f f icu l t ies  
This definit ion 
The curves show that ,  for  the  range of memory times which were used, 
the degradation is very sensit ive t o  the amount of memory up u n t i l  a 
t ransi t ion point is reached. 
&re necessary t o  achieve even small hprovements in performance, 
Past t h i s  point, large increases b memory 
Comparison of the  curves fo r  the  three different pulse wave shapes shows 
that the square pulse performance for  a flixed degradation i s  poorer by 
a factor of 3 i n  memory time, 
6.% Completion of Suboptimum Model 
The suboptimum synchronizer was analyzed i n  Chapter 111, Its  
block diagram is  repeated here as Fig, 6,8, The analysis presented 
Fig, 6,8 Block Diagram of Subopthum Synchronizer 
there carried the  problem t o  the point of camputkg the signal t o  
noise r a t i o  % a t  the output of the bandpass f i l t e r ,  
there tha t  t h i s  r a t i o  was  l inear ly  related t o  the parameter Rd Fn t h e  
assumed density function for  phase., One of the primary objectives of 
the experhental  Work w a s  t o  determine i f  such a relationship could be 
verified and, as a result ,  a complete model of the system obtained., 
It was conjectured 
In  order t o  compute the  signal t o  noise ratio %, 3039 in 
78 
Chapter I11 must be evaluated. Th i s  equation was  
Here, the S '  
amplitude signals as given i n  3.27, 3.34, 3.36, and 3.37. 
form of 3.227 and 3.34 is deriGed i n  Appendix C, 
themselves t o  analytical  integration f o r  the types of signals tha t  a re  
a re  the  spectral  densit ies which are  computed from the  unit  
hxj 
The analytical  
3.36 and 3.37 do not lend 
used. 
integration, 
selected f i l t e r  cutoff frequencies i s  included i n  Appendix C. 
in the  same Appendix, 
t o  determine the  value of % for a given noise equivalent bandwidth, the  
tabulated. value is  divided by t h i s  noise equivalent bandwidth. 
They were evaluated at  the frequency 1/T by means of numerical 
A tabulation of the  resu l t s  of these integrations at 
Finally, 
i s  tabulated for  unit  values of Bf. In order 
The formulation of t h e  model fo r  the suboptimum system is  completed 
by determining the  relationship between %t and Rd. 
constant K = Rd/%. For a given set  of data of }?I vs. 2 E/N* f o r  t he  
desired prototype synchronizer, determine the  value of Rd that  corres- 
ponds t o  a measured value of lz1. 
venient t o  use. Using t h e  proper model of the  synchronizer, compute 
the  value of % t h a t  corresponds t o  the value of 2 E/No fo r  the 
measured lzl. 
To do t h i s ,  define a 
The curves i n  Appendix B are con- 
Use these t o  compute K. 
Because the  values of Rd are computed from experimental data and 
because it cannot be assumed tha t  the density function fo r  1z1 i s  the 
one tha t  precisely applies, the values of K a re  not necessarily the 
same for  a l l  values of 2 E/No. In order t o  achieve a simple model, the  
i 
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average value of K fo r  the  range of values of 2 E/No tha t  are of interest  
i s  computed, For the three wave shapes tha t  were studied, these averages 
are  : 
036 Half Sine -- K = 
Raised Cosine -- K = .38 
Square -- It = .67 
Fig, 6,9 and 6,io show the experimental resul ts ,  plotted as points, 
and the  curve predicted by the  model using the  average value of K as  
given above, The resu l t s  indicate tha t  the model f o r  the half sine and 
raised cosine symbols fit the experimental data very well. 
for  the square pulse are not as good, For the square pulse the data 
for  2 E/No greater than 210 was not used i n  computing a value f o r  Ke 
In  t h i s  region, the differences between the  theoret ical  and experimental 
curves become increasingly greater, This is because the las power leve l  
of the  discrete signal component at  the  bandpass f i l t e r  makes t h e  phase 
error measurements very d i f f i cu l t  t o  make accurately, 
The resu l t s  
6,3 Verification of the Model 
It was shown in the  last section tha t  it was  possible t o  compute 
a single Bignab t o  noise r a t i o  parameter, Rd, which will  predict the 
perfomnmce of the suboptbum synchronizer, 
remain t o  be experimentally verified. 
Two aspects of t he  model 
Firs t ,  it i s  assumed i n  the model tha t  the  noise power is direct ly  
proportional t o  the noise equivalent bandwidth of the bandpass f i l t e r  ., 
This means tha t  the  value of RIy is  inversely proportional t o  the  band- 
width of the bandpass f i l t e r ,  
were used were Bf = .028, bf = .039, and llf = .056, 
The three normalized bandwidths tha t  
Under the  
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- 
assumption tha t  1: 1 
proportional t o  ,+,/A f ,  the experhental ly  determined values of I? I for  
Ai' = .028 and Ai? = ,056 were adjusted t o  the values that  they would have 
at Af=.0390 Fig, 6,12, 6*12, and 6 ~ 3  show the resu l t s  of t h i s ,  The 
solid l i nes  indicate the upper and lower l h i t s  of the accuracy of the  
.09/d % (see Appendix B) so that  [711 is  direct ly  
- 
mean of the  three values. 
menter's observations of the  repeatabil i ty a t ta ined in the measurement 
system, 
given value of 2 E/No d l  be coincident 
These limits were determined fromthe experi- 
If the  bandwidth assumption i s  true, a l l  three points f o r  a 
These results,  as shown i n  
the figures, indicate t h a t  the  prototype system signal t o  noise r a t i o  
at the bandpass f i l t e r  output i s  inversely proportional t o  the bandwidth 
of the f i l t e r  as assumed fn the theoret ical  model, 
Second, the model as completed in 6,3 w a s  fo r  only one low pass 
f i l t e r  cutoff frequency,, 
for  other cutoff frequencies remains t o  be shown, 
do t h i s  i s  shown i n  the following way. 
the graph of F1 vso 2 E/No fo r  various values of f i l t e r  cutoff 
frequency fo r  the half sine, raised ~ o s i n e ,  and square pulses, 
performance i s  plotted over a greater range of 2 E/No than was attain- 
able by experiment in order t o  show the  asymptotic lbfLts of performance, 
In Fig, 6,17, 60I89 6,%9, and 6,2O, the experimental curves of the 
performance as  a function of 2 E/No a re  presented, 
of these two sets of curves indicates that ,  within the  l h i t s  of the  
Whether or  not the  model predicts the response 
T h a t  the  model does 
Fig, 6,14, 6,15, and 6,16 show 
The 
A close comparison 
experimental accuracy, there i s  nothing t o  indicate a disagreement 
between the  measured r e su l t s  and the results predicted by the  model. 
Some question might be raised concerning the  resu l t s  with the  square 
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pulse, since the  model shows all bandwidths producing the  same performance 
at high values of 2 E/No, while the experimental data does not show th i s .  
Again, it is pointed out tha t  there was  extreme d i f f icu l ty  i n  measuring 
the  performance with the square pulse at  high value of 2 E/No so tha t  the 
data i n  t h i s  range i s  somewhat suspect. 
Two of the sets of curves are for  m absolute value instead of 
square Law nonlinearity. It is  shown $.n t he  next section tha t  there is 
no significant difference i n  performance with these two nonlinearities. 
6,4 Effect of Nonlinearity 
The nonlinear operation tha t  i s  assumed in the  analytical  solution 
i s  a square l a w  operation, 
the noise power spectrum a t  the output of the  nonlinearity i s  t o  be made. 
The question remains, however, whether t he  square l a w  is  the best non- 
l inear i ty ,  
useable, 
used and the r e su l t s  are presented in Figo 6,21 - 6,25. 
tha t  there were s l igh t  differences with different wave shapes, the  best 
conclusion tha t  can be made is that the  type of nonlinearity does not 
make a significant difference, 
equal success with an absolute value of square root nonlinearity, 
resu l t  i s  useful since the  absolute value nonlinearity is much more 
eas i ly  implemented in practice. 
cal led f o r  a log cosh operation Which i s  sqzlare l a w  at  l o w  signal t o  
noise r a t io s  and absolute value at high ratYiose 
This i s  necessary i f  a direct  solution fo r  
Obviously any even function characterist ic,  eo = (ei)’ i s  
Values of a = 1/2 and 1 as w e l l  as the square law,  a = 2, were 
m i l e  it appears 
The model of Eq, 3-29 can be used with 
This 
Remember a lso that the  optimum solution 
h y  self synchronizers now i n  use are  bui l t  with a nonlinearity 
which is  constructed of a hard limiter, or i n f in i t e  clipper, followed 
i 
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by a different ia tor  and a f u l l  wave r ec t i f i e r ,  
the output of t he  differentiator w i l l  be a ser ies  of spikes which occur 
when symbol t ransi t ions take place, 
are  added. 
place of the  even function type nonlinearity, 
three wave shapes we plotted i n  Fig, 6,%6 and compared with the  r e su l t s  
f o r  an absolute value nonlinearity, A s  can be seen fromthe curves, f o r  
square pulses the in f in i t e  clipper or hard l imiter  performs somewhat 
bet ter  than the  absolute value c i rcu i t .  
low signal t o  noise r a t io s  the  absolute value c i r cu i t  performs be t te r  
than the hard l imiter  fo r  the other wave shapes, It appears t h a t  by 
extrapolating the  cmves t o  very low values of signal t o  noise ra t io ,  
t h e  performance f o r  the two nonlinearit ies is  about t he  same, 
significant conclusion tha t  can be drawn is tha t  even with t h i s  com- 
pletely different nonlinearity the performance is more heavily dependent 
on wave shape than on nonlinearity. 
Under zero noise conditions 
With additive noise, extraneous spikes 
Such a nonlinearity was used i n  the  experimental setup i n  
The r e su l t s  fo r  two of the  
However, f o r  a l l  but the  very 
The most 
6.5 Input F i l t e r  Bandwidth 
The roll of the input f i l t e r  in the  performance of the s u b o p t m  
synchronizer i s  graphically presented in Fig, 6.14, 6,15, and 6-16. 
these graphs, 
In  
vsc 2 E/No i s  plotted as function of cutoff frequency, 
Consider first Fig. 6.14 and 6,15 which show the resu l t s  for the  
half sine and raised cosine pulses. 
made. 
i s  not a large factor in the  operation. 
optimum value of cutoff frequency is  between .5 and 1.0. 
Two significant observations can be 
F i r s t ,  at  the  low values of 2 E/No the  f i l t e r  cutoff frequency 
For the half sine symbol, the 
Other choices 
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around these values cause only a few percent degradation in ! ? l e  
the raised cosine, it appears t ha t  a cutoff frequency of .2 is  best for  
very low values of 2. E/No. 
with f c  = .% and .5 i s  badly degraded compared t o  opera t im a t  higher 
cutoff frequencies. 
values of Z E/No, a compromise value of fc  = 1.0 appears t o  be more 
desirable 
For 
However, as % E/No is  raised, the performance 
For a system t h a t  may operate over a range of 
The second observation i s  tha t  these curves show a minimum value 
fo r  lzl as 2 E/No approaches inf in i ty ,  
generated by the f i l t e r i n g  of the random signal processl 
of f 
a re  not desirable for  systems that operate with high values of 2 E/No. 
This  is  due t o  the noise 
A s  the  value 
is reduced, t h i s  noise increases. Hence low cutoff frequencies 
C 
The resu l t s  fo r  the square pulse case, Fig. 6 ~ 6 ,  are  somewhat 
different,  
improved by reducing the  cutoff frequency, 
model predicts the same performance a t  high values of 2 E/No. There 
is, however, a practical, problem in reducing fc  t o  a very low value. 
A s  f c  i s  reduced, the  amplitude of the f i l t e r e d  signal component that 
is  t o  be applied t o  the nonlinear f i l t e r  is reduced t o  a very small 
value and it becomes very hard t o  maintain a workable D-C. system a t  
these very low levels.  
synchronizer t o  take advantage of the improvement offered by very 
hard f i l t e r ing ,  
Here performance at low values of 2 E/No fs progressively 
For a l l  values of fc, the 
It may be very d i f f i cu l t  t o  design a 
97 
606 The Function of Wave ShaDe 
The suboptimum model was solved f o r  three  pulse wave shapes; the  
half  sine, raised cosine, and square, 
prototype synchronizer was a l so  tested with a sawtooth pulse. 
resu l t s  fo r  comparing pulse wave shapes using an absolute value f o r  t h e  
nonlinearity and a low pass cutoff of 1.0 are shown in Fig, 6.27 and 
6,280 The obvious conclusion is that raised cosine pulses offer  the 
best performance, 
bet ter  if ,  i n  t h e  ligh'c of the  discussion of Sec, 6.5, the cutoff 
frequency of the input f i l t e r  is reduced t o  e 5 0  For t h e  square pulse, 
even the  improvement in IZI for  fc = ,2 t o  0 5  i s  not sufficient t o  put 
square pulses on a competitive leve l  with e i ther  half sine or  raised 
cosine pulses. 
In addition t o  these three, the 
The 
The preference for  the  raised cosine pulse i s  even 
Fig, 6,29 presents t he  data comparing pulse shapes with the  
i n f i n i t e  clipper nonlinearity, Here again, t he  raised cosine and half 
sine perform about equally well and the  square pulse somewhat worse a t  
low values of 2 E/Noo 
resu l t  i n  about t he  same performance. 
A t  higher values of 2 E/No a l l  three wave shapes 
In summal-y, it can be concluded tha t ,  using 121 as a measure of 
performance, the  best pulse shape to use is the  raised cosine, The 
half sine produces a s l igh t  degradation, and dependkg on the  input 
f i l t e r  cutoff frequency and nonlinearity, the  square pulse resu l t s  in 
a more serious degradation--zzp t o  a fac tor  of 3 in !zl. 
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6.7 Suboptimum Synchronizer Used with a Correlation Detector 
The performance of a correlation detector when it is synchronized 
with the suboptinrum system i s  shown i n  Figt 6.30 and 6.31. 
compute these curves, the  resu l t s  of Chapter IV were used, 
curves were derive'd for the  degradation of 2 E/No vs  
values of 2 E/No. 
curves supply the  corresponding maximum value of 131 f o r  each of t he  
wave shapes at several different values of 2 E/No. 
t he  resu l t s  of the experbents may be used t o  compute the  required value 
of bandwidth of the bandpass f i l t e r  necessary t o  produce t h i s  value of 
2-1 order t o  
There, 
12 I f o r  given 
For a given minimum value of degradation, these 
Either the model o r  
I I* 
The equivalent memory time is defined in the  following way, 
single pole bandpass f i l t e r  has an impulse response which decays 
exponentially with a time constant l/a = %/A@ = 1/2hfneb where Uneb 
has been normalized t o  a center frequency of 1. Hence, each successive 
cycle, i, of the response is  weighted by the  factor Ci = exp(-UAfneb). 
A 
For cases of varied weighting into the  past, a commonly used equivalent 
memory or measurement time, in symbol periods, i s  
Using thig fo r  a bandpass f i l t e r  r e su l t s  i n  
y = ( l + e q  t-2 haf neb 1 /( 1-e- r-2 Afneb 1 ) 6 2  
If 2Afneb 
error ,  
.5, t h i s  can be approximated by l/gneb w5th l e s s  than 1% 
Hence, memory t h e  is inversely proportional t o  bandwidth fo r  
f 
c 
i 
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a l l  but t he  shortest memory times. 
computed on t h e  basis t h a t  t h i s  relationship holds fo r  a l l  the banctnidths. 
The curves of Fig. 6,3O and 6.31 were 
Fig. 6,30 shows the resu l t s  for  the suboptimum system using the even 
function nonlinearity, 
measure of performance fo r  square pulses i s  much more severe than using 
Here, it i s  seen tha t  the  degradation using t h i s  
I I? I as the  performance measure. 
Chapter IVY tha t  correlation detectors a re  more sensit ive t o  errors  when 
signaling is with square pulses. Also, it is  seen tha t  the  apparent 
superiority of t h e  raised cosine pulse over the half sine is  reduced and 
even reversed at  low value of 2 E/No. 
This i s  due t o  t h e  fact ,  as shown i n  
Again, the reason i s  t h a t  the half 
sine pulse i s  less sensit ive t o  synchronizer error  at t h e  correlator. 
Fig. 6.31 shows t he  r e su l t s  for  the  i n f i n i t e  clipper nonlinearity. 
are very similar t o  .those of Fig. 6,3O. 
They 
Perhaps the most interest ing conclusion that can be drawn from these 
curves is  t h a t  the  price paid in equivalent memorytime becomes exceed- 
ingly high as degradation is  reduced toward zero. 
of the  curves i n  the  region of .O5 t o  ,1 db degradation. 
A efists i n  a l l  
lncreases in 
memory time in t h e  range of 0 t o  .O5 db buy very l i t t l e  in improved per- 
formance, 
increases in memory time bring great improvement i n  performance, 
On the other hand, f o r  degradation greater than * O r ,  small 
6.8 Comparison of O p t  h u m  and Suboptimum S.ynchronizers 
How good are  the suboptimum synchronizers? Pig. 6,32 and 6.33 
compare the optimum and even function nonlinearity subopt-bum synchronizer 
on t h e  basis of memory time vs. degradation of 2 E/No. 
off fo r  a l l  the  suboptimum systems i s  f c  = 1. 
The low pass cut- 
For half sine and raised 
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Fig. 6,30 Memory vs. Degradation for Suboptimum Synchronizer 
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cosine pulses, the suboptimum system is worse than the  optimum by a 
factor  of 2.5 i n  memory time. 
a factor  of 1.5. The optimum and suboptimum are far ther  apart f o r  the 
square pulse because the optimum synchronizer makes timing errors, as 
measured by Fly about t h e  same as f o r  other pulses, while the  suboptimum 
performance, as measured by IEI, is considerably worse f o r  square pulses, 
Considering t h e  simplicity of t he  suboptimum synchronizers, perform- 
For the  square pulse, the degradation i s  
ance as compared t o  the  o p t b  is quite favorable and no ef for t  i s  
warranted in trying t o  find a bet ter  self’ synchronizer, 
The series of curves Fig. 6.34 - 6.39 compare the  performance of t h e  
three synchronizers fo r  values of 2 E/No of 4 and 16, For half’ sine and 
raised cosine pulses, t he  even function nonlinearity is ahrays equal to, 
or  superior to,  t he  i n f i n i t e  clipper nonlinearity. 
there i s  a s l ight  advantage t o  the i n f i n i t e  clipper, 
For the  square pulse, 
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Raised Cosine Pulse - 2E / No = 4 
I I I I I I I 
1 .2 4 .6 .8 I .o 1.2 
Oegradation in db. 
Fig. 6.34 Three Synchronizers Compared for Raised Cosine Symbol and 
~ E / N ~  = 4
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Raised Cosine Pulse- 2E/No = 16 
Degradation in db 
Fig. 6.35 Three Synchronizers Compared for Raised Cosine Syrnbol and 
=/No = 16 
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I /2 Sine Pulse - 2E/ No= 4 
Degradation in db 
Fig. 6.36 Three Synchronizers for Half Sine Symbol and %/No = 4 
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Square Pulse - 2E/No=4 
Degradation in db 
Fig. 6.38 Three Synchronizers Compared for Square Symbol and %/No = 4 
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i 
Square Pulse - 2E /No = I6 
Optimum 
Degradation in db 
Fig. 6,39 Three Synchronizers Compared for Square Symbol and =/No = I6  
113 
V I I .  CONCLUSIONS 
p" 1 
3 
:i 
i 
J 
a 
3 
Most of the conclusions t h a t  can be made from t h i s  research have 
been reported in Chapter V I .  They are repeated here i n  the  in te res t  Of 
c l a r i t y  and emphasis. 
7 - 1  Review of Results 
This study is concerned with the performance of an optimum and a 
suboptimum synchronizer, 
the input signal t o  noise ra t io ,  the amount of memory time used i n  the 
estimation of synchronization position, and the  waveshape used f o r  the 
signaling pulse. 
role  of these variables- 
synchronieation time and the other i s  related t o  the  probability of 
detection error  for  a correlation detector that is  driven by the 
synchronizers tha t  were studied, 
conclusion which i s  not d i rec t ly  re la ted t o  the  form of the synchronizer, 
For the  three waveshapes tha t  were s t u ~ e d ,  it was  observed tha t  a 
The significant variables fo r  e i ther  case are 
Two measures of performance are used t o  measure the 
One i s  expected absolute error, 1711, h 
This second measure points up one 
correlation detector i s  s ignif icant ly  more sensit ive t o  the  synchroni- 
zation error  when the symbol i s  a square pulse than when it is  ei ther  
the raised cosine o r  half sine symbol, 
is  nearly equal t o  tha t  of the optimum physically realizable pulse. 
In fact ,  the  half sine performance 
The results f o r  the optimum synchronizer indicate the  following, 
Using IZI as a measure, performance is inversely proportional t o  the 
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square root of the product of signal t o  noise r a t i o  and duration of 
memory time f o r  a l l  three waveshapes. 
onlymarginal differences and i s  of no r e a l  significance, 
degradation of probabili ty of detection error  as a measure, two 
significant r e su l t s  a re  observed. F i r s t ,  performance for  the square 
The type of pulse shape makes 
Using 
pulse i s  significantly degraded fromthat  of t h e  other two  pulses by 
about a factor  of 4 i n  memory time. The second, and probably more 
interesting, resu l t  i s  tha t  there  i s  a knee in the performance curves 
for  memory time vs, degradation. Above the  knee, increases in memory 
time bring improvements i n  equivalent signal t o  noise r a t i o  of only a 
few hundredths of a dE, 
symbol periods of memory f o r  the range of input signal t o  noise r a t io s  
T h i s  knee occurs in the v ic in i ty  of 6 t o  8 
of in te res t .  
From the  resu l t s  fo r  t he  o p t k  case, some conclusions concerning 
correlation techniques can be inferred. One proposed approach t o  self  
synchronizers suggests t h a t  a bank of correlators be used t o  search fo r  
the correct position, 
one symbol period of memory f o r  the  optimum solution, 
This method is  somewhat similar t o  the  case of 
For low signal 
t o  noise ra t ios ,  the r e su l t s  there indicate t h a t  such a correlator 
solution w i l l  not yield acceptable operation. The degradation i n  
performance is  too severe. More than one period of measurement time 
is necessary fo r  such techniques. 
Two different suboptimum synchronizers were tested,  These differed 
i n  the  type of nonlinear operation which was used. 
function 
f u l l  wave r e c t i f i e r  (HGD-FWR) combination. 
One used an even 
nonlinearity and the  other a hard limiter-differentiator-- 
Concerning the  ro l e  of the 
‘I 
Y 
J 
nonlinearity, the following oonclusions are made. 
function nonlinearity is  not important. 
square nonlinearit ies were tes ted  and it was found that the  performaace 
The form of the  even 
Square root, absolute value, and 
for  all. three with a l l  other parameters held constant was not significantly 
different. Apparently t h e  nonlinearity makes no difference i n  performance. 
The r e su l t s  for  t h e  second type! of nonlinear operation show t h a t  fo r  half  
sine and raised cosine pulses, t he  even function system is bet ter  than 
the  HL-D-FWR system, 
by a s l igh t  mount. 
For square pulses t h e  advantage goes t o  the  HL-D-FWR 
The resu l t s  from t h e  suboptimum system show tha t ,  as i n  t h e  opthum 
case, the performance is  inversely proportional t o  t h e  square root of the  
product of t h e  signal t o  noise r a t i o  and t h e  memory time, However, 
contrary t o  the  optimum situation, waveshape does effect  t he  performance, 
Using 
pulses i s  about a factor  of 8 better in t h e  product of signal t o  noise 
r a t i o  and memorythan f o r  the case of square pulses. 
as t h e  measure, performance f o r  half sine or raised cosine 
Using degradation 
of signal t o  noise r a t i o  as the measure, the  r e su l t s  indicate even more 
the superiority of e i ther  the  half sine or t h e  ra ised eosine over t h e  
square pulse. 
memory required t o  achieve a fixed degradation of s ignal  t o  noise r a t i o  
i s  15 times greater f o r  the square pulse. The knee effect  a l so  applies 
t o  the  subopt h u m  re su l t s  
A t  s ignal t o  noise r a t i o s  of 4 and 16, the atnount of 
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7.  % Conclusions 
The conclusions that can be drawn from these resu l t s  are as follows. 
Compming the  suboptimum t o  the  optimUrn system shows that performance 
for  the  subopthum case i s  only a factor of % worse in memory time, This 
factor i s  small enough so that there i s  no r e a l  merit in trying t o  imple- 
ment and operate the  optimum system, 
For a pract ical  suboptimum system, there is a significant gain in 
synchronizer-detector performance when raised cosine or  half sine pulses 
are used instead of square pulses. 
If a degradation of -05 db in effect ive signal t o  noise r a t i o  can 
be tolerated, then a re la t ive ly  short memory or measurement time can be 
used. 
This indicates tha t  a system which uses a phase lock loop fo r  the narrow- 
band output f i l t e r  can operate i n  a nearly asynchronous mode. 
no great precautions are necessary fo r  maintaining a8stable r a t e  of 
symbol transmission. 
i s t i c s ,  the  fading r a t e  w i l l  always be very slow compared t o  t h e  required 
measurement time fo r  a l l  but t h e  very slowest symbol ra tes .  In summary, 
the short required measurement time allows fo r  considerable var iab i l i ty  
i n  the phase characterist ics i n  the  system, 
This tima may be typica l ly  as small as 10 or 15 symbol durations. 
Certainly 
Furthermore, i n  channels with fading character- 
'3.3 Recommendations for Further Studz 
The resu l t s  of t h i s  research indicate tha t  self synchronization is 
feasible  and can be implemented i n  a re la t ive ly  simple way for  anti- 
correlated signaling. 
alphabets has not, been solved, 
The performance fo r  orthogonal system and M-ary 
These systems could be attacked using 
117 
some of the  same techniques. The r e su l t s  w i l l  probably be much the  same, 
The most interest ing area fo r  fur ther  study l i e s  in t he  phase response of 
the bandpass f i l t e r  t o  random inputso 
synchronizer could be carr ied only t o  t he  point of computhg the  signal t o  
noise r a t i o  at t h e  f i l t e r .  
The model of t he  suboptimum 
Fmct ly  how the f i l t e r  a f fec ts  the  phase 
dis t r ibut ion a t  the  output of the narrowband f i l t e r  and what phase 
character is t ic  f o r  t he  f i l t e r  is desirable i s  not known. 
’I 
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APPENDIX A 
On the following pages i s  the  d i g i t a l  computer program tha t  
was used f o r  t he  simulation of t he  performance of the  optimum 
synchronizer using square pulse symbols, The programs f o r  half 
sine and raised cosine symbols d i f f e r  only  i n  the  equations for  
t he  waveshape. 
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RO 
6 6  
81 
b 
4n  
JTN = K A * ( L . S / L S H )  
K A V  = ( 5 U * K A )  - 5 0  
DO 79 I = l T J I N  
T A  = L S  - J I N  + T 
S S 4 I )  = S K ( I 4 )  
J I N Y  = JIPI + 1 
I F  ( J I N  .GE. L S  1 GO TO 66 
00 PO I = J I N Y , L S  
T A  = I - J I N  
S S ( I )  = S P ( I A )  
DP 8 1  1 = 1,LR 
N B ( 1 )  = N N B ( 1 )  t J I N  
I F  ( W R ( I )  . L e e  L S  1 GO T O  82 
NB(I1 = N P l  I )  - L S  
C f l N T I N U E  
Dfl 93 K R  = l r L R  
K H V  = K A Y  + K9 
on 6 I = l r L B  
f - ! I I )  = 0. 
Y ( I 1  = 0.  
X X X  = GAURN(XJ  
IF ( X X X  e G T e  n e  1 Gfl T f l  40 
SGV = - l o  
GO TO 41 
SGV T + l e  
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The probability 
used i n  t h i s  work i s  
APPENDIX B 
density function for  synchronizing error  tha t  i s  
the one derived by Rice(13) fo r  the case of additive 
narrowband gaussian noise and a sine wave. 
of t he  pertinent information about t h i s  density function and experimental 
This appendix presents some 
evidence that it may be used t o  represent the  random synchronizing error 
process that  is observed in the  suboptimum synchronizer. 
This density function i s  
where E i s  the  fract ional  error  defined over the  interval  
-112 e E 5 +1/2 and R is the  signal t o  noise ra t io .  
moments of t h i s  function a re  obviously not eas i ly  evaluated i n  closed 
form. 
r e su l t s  for  IZI and B a r e  presented i n  Fig. B . l .  
The low order 
They have been evaluated by numerical integration, and t h e  
These results for 171 can be compared with an asymptotic resul t  
fo r  large R. For large R, B.1 reduces t o  
2 -I2 - R cos 2nE 
p(E) = 2e ,,hR cos 2n€ e 
Let x = %n€ so that 
B.2 
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Ekpanding cos(x) & a power ser ies  resu l t s  i n  
For large R, only the  first integral need be retained. Because the 
value of‘ exp(R cos (x)) drops off very quickly with x, the  majority 2 
of t he  contribution t o  the integral  occurs when x is  small, Hence, 
2 cos (x) can be replaced by (1 - x‘/Z)~ = 1 - x2 f .*.. 
substitutions resu l t  in 
Making these 
This line i s  also drawn on Fig. B,1 t o  show the range over which t h i s  
approximation is  valid, 
never more than 10% i n  error  fo r  values of R down t o  .5. 
It is  v i r tua l ly  exact for  R > 10 and is 
The relationship of the sine wave plus additive gaussian noise 
density function t o  t h e  function tha t  resu l t s  from the analysis of 
the first order phase lock loop i s  interesting, For the first order 
where a is  a signal t o  noise r a t i o  parameter, For t h e  case of large CY 
t h i s  reduces t o  
-a( 1-cos 2n€> - p(6) = Jzna e 
In the  range of re la t ive ly  small values of E, I 
-a( 2 n d  
2 7 p ( ~ )  = J%na e 
Making the same assumptions on E, B.2 reduces t o  
- -R(~TT€) p(E) = &nR e 
Thus, i f  R = CY/%, the  functions a re  identical. 
functions over t h e i r  en t i re  range, the moments le f and .J;z were also 
numerically computed and are plotted in Fig. B.1. 
t he  complete range of signal t o  noise ra t ios ,  the value of a! fo r  a 
particular value of 
t rue  f o r  It can be concluded that as far as the lower order 
moments are concerned, the two density functions are equivalent. 
To compare the two 
Observe t h a t  over 
i s  twice the  value of R. The same resu l t  i s  
A second observation that can be made fromthese graphs is  t h a t  
the REJls error, are related by an approximate constant of 
1.25- 
Hence 121 can be d i rec t ly  related t o  the  more commonly used variance 
Since the  error, E, has zero mean, RMS error  and o are the s a e .  
measure. 
The r e su l t s  presented in Chapter V I  show tha t  t he  shapes of the  
curves as computed using theassumeddensity function matched very wall 
with those of the observed data. Further experimental evidence t h a t  
the sine wave plus narrowband gaussian noise dis t r ibut ion is  a reason- 
able approximation t o  the  actual dis t r ibut ion function was obtained by 
measuring the  distribution function of the synchronizer error made 
under several different  s e t s  of operating conditions. 
The measurements were made i n  t h e  following way, For positive 
errors, the  output of the  error  detector i s  a positive pulse of 
duration equal t o  the error. Th i s  pulse i s  applied t o  an AND c i r cu i t  
along with a short pulse t h a t  i s  delayed by a chosen amount from 
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the correct synchronizing time. 
f o r  errors  greater than, o r  equal to ,  the chosen delay, 
number of output pulses for  a fixed number of synchronizing pulses, an 
e s t h t e  F(€) can be obtained, 
A n  output occurs at the AND c i rcu i t  only 
By counting the  
This estZmate wa.s obtained by making 10 
runs w i t h  10,000 synchronizing pulses in each run for each delay. 
mem of these 10 run8 was used as t h e  estimate of F(€)o 
The 
Figo B,2 and B,3 present t he  r e su l t s  of such measurements for two 
representative cases, The f irst  graph i s  for  the synchronizer u s h g  
a half  sine pulse and t h e  second for  a square pulse. 
the  resu l t s  with t h e  distribution function fo r  t h e  assumed density two 
In order t o  compare 
curves of the assumed F(E) are plotted,  
r a t i o  which produces an 
The measured points are represented by the  c i rc les  and the  dashed l i nes  
One is fo r  a signal t o  noise 
of -0223 and the other fo r  lzl = .031. 
indicate the range of +-lo for  t he  measured points, 
1% is  seen i n  these graphs tha t  t h e  measured distribution has the 
same general shape as the assumed one. 
measured value of lz 1 with t h e  location of the  measured points shows 
Furthermore, comparing the  
that t h e  measured moment i s  consistent with the  moment tha t  i s  pre- 
dicted by the assumed density function. 
assumed density function is a r e a l i s t i c  approximation t o  the actual  
function 
It is concluded that t h e  
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APPENDIX C 
In  t h i s  Appendix, the  calculation fo r  t he  discrete and continuous 
components of the  low pass f i l t e r e d  random anticorrelated d i g i t a l  pulse 
t r a i n  is  presented., A detailed outline of the  calculations fo r  the scpare 
pulse case i s  given and t h e  resu l t s  for the half sine and raised cosine 
are  presented, 
fo r  t he  calculation of 3e39* 
Following th is ,  a tabulation is  made of the terms necessary 
In order t o  compute the  discrete and continuous components of the 
spectrum of the pulse train, as given in 3.25 and 3.27$ it i s  necessary 
t o  compute 
c.1 
C.2 
Rh(t) 5s the  "head" response of the l o w  pass f i l t e r  and Rt( t f l )  is the  
response, The following derivation is fo r  the  square pulse. The 
derivations for  t h e  raised cosine or  ha l f  sine are sMlar but considerably 
more involved, 
L e t  wc = 1/RC = 1 / ~  be the  radian cutoff frequency of the single 
pole low pass f i l t e r ,  The I1head" response t o  the square pulse i s  
-t /T Rh(t) E 1 - 8 
The response is, a f t e r  normalizing the  period t o  T = 1, 
c *4 
13 2 
NOW, 
Let 
-1/T 9 = e  
so t h a t  
Since only t h e  value of the  continuous spectral  density is  of interest  
only a t  t h e  fundamental frequency, f = 1, 3.25 becomes 
C 0 6  
where Z = 1 + ( 2 n ~ ) ~  = 1. + (1/fc)' 
For t h e  discrete components, it i s  necessary t o  evaluate 
From C.3 and C,4 
Taklng the  Laplace transform and surneing yields 
Evaluating t h i s  at  s = j2n gives 
c.7 
C08 
c.10 
': 
i 
"A .3 
c.11 
The corresponding resu l t s  for  t he  half sine case are 
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c.12 
.L 
and 
+ jTTT($ - 
For the raised cosine pulses 
C e 1 5  2 where x = l+(4nT) 
It i s  also necessary t o  evaluate the  signal-erossnoise and noise- 
cross-noise components o f . t h e  continuous spectral  density. 
value of these spectral  densit ies 5s desired a t  only one frequency, f = 1, 
Since the 
the quantity St- in 3037 i s  computed by 
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The SIsm i n  3.36 for  each of the  three waveshapes evaluated at f = 1 
is 
SQUARE PULSE 
HALF SINE 
WISED COSINE 
These integrals were evaluated by numerical integration wi th  the  in f in i t e  
interval  being a p p r o x h t e d  by stopping the integration when the argument 
of the integral  dropped t o  .OO1 of i t s  maxinaUn value. 
these integrations and the  evaluation of the equations (3.7 and C e l l  
through C,l5 are  tabulated below for  selected values of low pass cutoff 
frequencies. 
The resu l t s  of 
13 5 
Table Col 
1 . "2 
Spectral  Densities a t  Selected Low Pass Cutoffs 
For Square Symbol 
d I I sxs 
e 1  
.z 
15 
1.0 
2.0 
5 *O 
20.0 
00 
sxs SB %XN "NXN 
Table C,2 
% at Selected Low Pass Cutoffs for Square Symbol 
fc  = .2 fc = f c  = 1.0 fc = 2,o fc = 10.0 
Table C.3 
Spectral Densities at Selected Low Pass  Cutoffs fo r  Raised Cosine Symbol 
.1 
.2 
05 
1.0 
2.0 
5 00 
20.0 
W 
sxs Sd sxs SC s ' S x N  s'NXN 
5.979.10-3 
4.320 lom2 
3.924.*10-1 
1.256 
2.850 
6 I 849 
1.610.101 
2.000 * lo1 
Table C.4 
% at Selected Low Pass Cutoffs for  Raised Cosine Symbol 
1 
2 
5 
' 10 
20 
50 
100 
200 
500 
1000 
f c  = .2 f c  = .5 f c  = 1.0 f c  = 2-0 fc  = 10.0 
5 -46 10-1 
1 e42 
3.85 
6,67 
9.77 
1 031°101 
1 .&%*lo1 
1 . 57.10' 
1.64*101 
I. 65.10~ 
1. 17°10-1 
3.23"10-1 
1 e04 
2.26 
4.61 
1 .07*101 
1.86010' 
2-89 lo1 
4. .33 * lo1 
5.1%*101 
1.63 * 
5 .70*10"2 
2.58*10"1 
7.06 - 10-l 
1*73 
5 .OO 
1.06*101 
2.17 10' 
5.53e101 
1.11 lo2 
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Table C.5 
Spectral Densities at Selected Low Pass Cutoffs fo r  H a l f  Sine Symbols 
f c  
L 
.1 
.2 
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100 
200 
500 
2000 
OD 
sxs ' 'NXN SC sxs Sd 
Table C06 
% at Selected Low Pass Cutoffs f o r  Half Sine Symbol 
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10 
%O 
50 
100 
200 
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2 e 9 8 Q IOw2 
8,12010"~ 
2 560 IO-' 
5 54 o lo-' 
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1 e 080 10' 
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