The impact of capital structure on profitability. Evidence from the United States. by Pilas, Giorgos
  
 
 
 
Sector Analysis: 
The impact of capital structure 
on profitability. Evidence from 
the United States. 
 
 
Giorgos Pilas 
 
SCHOOL OF ECONOMICS, BUSINESS ADMINISTRATION & LEGAL STUDIES 
A thesis submitted for the degree of  
Master of Science (MSc) in Banking and Finance 
 
 
 
 
                                        December 2018 
                                   Thessaloniki – Greece 
 
 
 
  
 
 
 
Student Name:  Giorgos Pilas 
SID:  1103170016 
Supervisor: Prof. Athanasios Fassas 
 
 
 
 
 
 
 
 
 
 
 
I hereby declare that the work submitted is mine and that where I have made use of 
another’s work, I have attributed the source(s) according to the Regulations set in the 
Student’s Handbook. 
 
 
 
 
 
 
 
 
 
 
 
 
 
December 2018 
Thessaloniki - Greece 
 
  
Abstract 
This dissertation was written as part of the MSc in Banking and Finance at the 
International Hellenic University.  
 
This study addresses the effect of capital structure on profitability of listed non-
financial firms in United States. Similar to Abor’s (2005), and Gill, et al., (2011) 
investigation of industrial companies in Jordania. Although, it will be implemented a 
Sector Analysis though a 9year-period sampling the companies with the largest market 
capitalization. Research questions that are analyzed in this study: How capital structure 
decision affects the profitability of large cap firms? Does the Sector factor affect the 
sensitivity of profitability results?  
One preliminary point of this dissertation is that Sector dependence should 
impact the capital structure of a company. This study sample encompasses 364 
companies across ten sectors. Models are structured having as dependent variables 
the ROA, ROE and Gross Profit Margin. Applying panel data analysis for each sector 
and identifying the correlation matrixes and descriptive statistics, the results expose 
three levels of mixed negative and positive effects. Specifically, regarding the high level 
effects, the most negatively dependent Sector on leverage is Information Technology 
sector, indicating that profitable companies of this Sector choose primarily the equity 
financing. The inverse is objected for Industrials Sector. 
  In addition, limitations through the whole process are presented, suggesting 
topics for further research regarding medium and small cap firms or other explanatory 
variables. The paper suggests that profitability ratio sensitivities regarding the capital 
structure alter significantly between the ten sectors studied. 
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2. Introduction 
2.1 Purpose of this Study 
 
The capital structure decision is critical for all companies. This ratio refers to 
the mix of debt and equity. The large number of published papers regarding this issue, 
testifies how special and complex subject is. It is vital for every enterprise to find the 
proportion of leverage that minimizes its cost of capital. 
Its importance derives from the need of profit maximization as well as its ability 
to deal with the competitive environment. This gearing ratio can be a mixture of 
different securities. Generally, firms can issue convertible bonds, arrange lease 
financing, use warrants, use derivatives (forward contracts, bond swaps). As Abor 
(2005) stated “Firms can also issue dozens of distinct securities in countless 
combinations to maximize overall market value (p. 438). “ The connection between 
capital structure and profitability cannot be neglected as the profitability boost will 
affect considerably the long-term persistence of the company.  
There are some fundamental questions around optimal capital structure: Is 
profitability affected by capital structure decisions? And how? Does exist any target 
capital structure level per sector or per industry? What combination of debt financing 
is the most efficient? Is there any exception? What is the optimum combination of 
equity and debt, regarding the profit maximization in the short term? What is the 
difference (quantitative) between issuing long-term or short-term debt on profitability 
of the firm? 
It is clear that the complication of the aforementioned questions constitute 
capital structure a unique tool of highly concern for a company, and an interesting one 
for a research at a scientific level. However, there are considerable differences across 
sectors and industries as the business environment alters. This thesis illustrates the 
impact of capital structure decisions on profitability for the largest, regarding market 
capitalization, non-financial public US firms, examining all sectors though the time 
period 2009-2017.  The majority are listed companies on the New York Stock Exchange 
(NYSE), NASDAQ and American Stock Exchange (AMEX). It aims to identify any 
indication of correlation, the significance level between leverage and profitability and 
how vital is the sector classification between these results. 
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2.2 The Structure of this Study 
 
This paper begins with a review of the existing theories regarding the capital 
structure. The majority is used as theoretical approach in my analysis. Moreover, there 
are demonstrated the determinants of leverage and profitability according to empirical 
findings in the near past. Analytic results will be addressed. Then, it follows the 
analysis of my data sample, the explanation of the selected variables and the indicative 
sources. Before the model estimation, it will be presented any tests used to deal with 
any risk for statistical insignificant results. The consequent section illustrates the 
descriptive statistics and the correlation matrix of each sector combined with results 
for all the regression models. Analyzing the empirical part of this paper, the 
corresponding results ascended which are discussed in the next chapter. Finally, in the 
same section are included topics, which present any restrictions of my research, areas 
of future improvement and recommendation for further research. 
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3. Literature Review 
 
3.1 Theories of Capital Structure 
 
 
3.1.1. Traditional Theories of Capital Structure 
 
Capital structure refers to the mix of debt and equity issues to finance its 
operations. Several studies have tried to examine what are the main determinants of 
capital structure and the optimal mix which maximizes the firm’s value. Referring as 
optimal capital structure mix, Weston and Bringham et. al. (1992) stated that it is the 
one that maximizes the market value of the firm’s outstanding shares.  
However, despite the many efforts, this debate still holds on as there is no clear 
evidence of the optimal approach. The “Irrelevance proposition” of Modigliani and 
Miller (1958) is the broadly known theorem. They provided a significant boost in the 
capital structure theory as various theories arise in the near future. Despite the fact 
that their theorem was based in a non-realistic world without taxes, perfect capital 
markets, no transaction costs and homogenous expectations. 
Although, Modigliani and Miller (1963) adjusted their theorem by embodying 
the tax benefits in the firm’s capital structure decision. Given the fact that the option 
of debt would lead to less taxable income known as “tax-shield”, according to M&M 
(1963) “firms should use the as much debt capital as it possible in order to maximize its 
value.” Thus, the difference between the value of a levered firm and the value of the 
unlevered firm equals the value of tax shield, meaning that firms with higher tax 
benefits have higher leverage.  
Furthermore, regarding to tax legislation in the United States, according to 
Miller (1977) there are three tax rates that establish the total value of a firm:” the 
corporate tax rate, the tax rate imposed on the income of the dividends and the tax 
rate imposed on the income of interest inflows.” Miller (1977) was the first that 
introduced the personal taxes. In addition, he stated that net-after tax cost of debt 
should be increased until its peak level (where there is no more benefit). 
3.1.2 Pecking Order Theory 
 
Based on pecking order hypothesis, there is information asymmetry which is 
the real case according to market conditions and the main objective is to capture its 
costs. Having the same knowledge of the companies is unrealistic as managers and 
investors have different perspective. For example, managers will try to take into 
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consideration any expectations that investors may have for the level of leverage the 
company is used, and investors decisions are depending on the intentions that 
managers may have.  
Having said that, when there is a case of a project investment planning, the 
manager should decide between debt and equity financing. According to Myers (1984) 
this decision depends on what he believes about the future of the company; if the 
stock price is overvalued or undervalued. If it is expected that the firm is undervalued, 
the manager would choose the option of debt, as issuing equity there is considerable 
significant possibility to be mispriced by the market. The higher the investment 
project, the higher the mispricing likelihood. Generally, Myers and Majluf (1984) 
specified that firms can avoid this underpricing through the use of the safest and least 
costly source of financing first. Concerning this fact, companies may use internally 
generated funds at the beginning, followed by debt and finally by equity. This 
hierarchy in financing is known as “pecking order” (Myers 1984).  Specifically, firms are 
selling equity when they are considered as overvalued (Myers, 1984; Chittenden et al., 
1996).Moreover, Myers and Majluf (1984) illustrated that leverage is preferable than 
equity even if it is risky.  
To conclude with, Pecking Order Theory has some remarkable implications. 
Initially, there is neither optimal nor target debt to equity ratio. Secondly, profitable 
firms tend to use less debt because they can fund its operations through their profits, 
resulting in the low levels of leverage. Such firms have greater internal cash flows 
which implies less need for external financing. So it is expected that, the more 
profitable a firm, the less debt financing is used. 
 
 
3.1.3 Trade - Off Theory 
 
There are empirical papers advocating that firms could hold infinite level of 
debt. Although, several papers clarify that this claim is unrealistic, asserting that higher 
levels of leverage are connected with higher risks, as well. Bankruptcy costs are 
referred to the cost directly incurred when the probability of financial distress of the 
firm is greater than zero. This number have a positive correlation with the debt level, 
as it surges the uncertainty of repaying the loans and interest payments. Kraus and 
Litzenberger (1973) explained the incorporation of the term “bankruptcy cost” in the 
determination of capital structure. Hence, the presence of bankruptcy costs define a 
finite level in the leverage that a firm can use (Baxter, 1967).  
According to Titman (1984) these costs could be direct, such as administrative 
and legal expenses or indirect, such as the profit loss by the dissatisfaction of 
shareholders, loss of employees and customers and low levels of liquidity, which are 
difficult to be calculated (Baxter, 1967; Warner, 1977).  
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Picture 1: Static Trade-Off Theory (CFA LEVEL I, Corporate Finance Book) 
 
 
The benefit of the tax shield is being offset by the bankruptcy costs. 
Consequently, as leverage is increasing these costs will increase as well. Hence, cost of 
debt and generally weight average cost of capital will be going to rise, implying the 
theorem that there is an optimal point that maximizes firm value and minimizes the 
cost of capital. As showed in the Graph x.x.1, regarding the static Trade-Off Theory the 
optimal mix of debt and equity arises when financial distress costs surpass the 
marginal tax shield benefit from issuing more debt. 
There is a trade-off between tax savings and costs of debt of financial distress, 
indicating an inversely relationship between bankruptcy costs and leverage (Myers, 
1984). Nevertheless, there is a considerable different of these costs regarding their 
size. As economies of scale exist, large firms have lower bankruptcy costs and can take 
advantage by issuing more debt than small firms as having more tangible assets and 
receiving tax shield benefits (Barclay & Smith, 1999).Hence, their target debt to equity 
ratios are higher. Contrarily, small or unprofitable firms that deal with financial distress 
should choose as primary financing, the equity. 
On the other hand, this theory present some deficiencies, as well. The most 
discernible is that companies with high operating profits, refused to use debt as 
primary financing, ignoring tax-shield benefit and low risk of using debt. It may be the 
aforementioned case of Pecking Order Theory. 
 
 
 
  -6- 
 
 
  
3.1.4 Signaling Hypothesis 
 
According to Ross (1977), Signaling Hypothesis is an opposite theory from 
Pecking Order-Theory, as the information plays the most vital role. It combines Trade – 
Off Theory and Pecking-Order Theory. He stated that leverage and profitability are 
strongly positively correlated. Specifically, managers would take advantage of the 
better perspective of the firm’s value drives that exist against the investors and the 
market participants. For example, issuing stock would be translated as a week signal by 
investors, even if the growth opportunities are extremely promising, and will be 
underpriced. On the contrary, managers that deal with promising investment projects 
would prefer debt financing to provide a positive signal of undervaluing prosperity to 
market. As Chou et al. (2011) stated “Signal Factor Hypothesis incorporates 
information asymmetry levels within the trade-off theory.” 
3.1.5 Marketing Timing Theory 
 
According to Behavioral Finance Literature, it can be presented that there is a 
developed theory by Baker and Wurgler (2002) which challenges the implications of 
the Trade Off and Pecking Order Theory. Moreover, it indicates the adjustment of 
firms in the capital structure choice according to their stock market performance. It is 
assumed the existence of mispricing which can be detected easier by firms than from 
the market. 
One assumption is that there is not an optimal debt ratio, as well as, 
equivalently with Pecking Order Theory the preference of firms to issue equity when 
they are considered as overvalued. Regarding to Leary and Roberts (2005), market 
timing is a noticeable determinant of any changes in the short term leverage of the 
firm. Consequently, in the long run, maximum two years, (Alti, 2006) this effect is 
absorbed by the bankruptcy costs and the Trade-Off Theory. Last but not least, Baker 
and Wurgler (2002) assumed that there is an inverse relationship between leverage 
and past stock performance. 
 
3.1.6 Agency Cost Theory 
 
The Agency Cost Theory of capital structure indicates that the determination of 
the optimal capital structure will be accomplished by taking into consideration the 
bankruptcy costs and the indirect costs arising from any conflicts of interest between 
managers, shareholders, bondholders (Jensen & Meckling, 1976). According to the 
agency problem is known that there are different incentives between the involving 
parties. However, this could be equalized by choosing the optimal proportion of debt, 
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measuring the advantages of leverage against the indirect agency costs (Myers, 
1984).Focusing on the Agency Cost of Theory, there are three types of effects that are 
relevant to capital structure.  
Firstly, the asset substitution effect which illustrates the positive relation 
between the increase of debt and the manager’s incentive to undertake risky or non-
profitable (negative NPV) projects. That happens because they (managers) face less 
risk; if the project is profitable the shareholders would be happy or else the debtors 
will be unhappy. Correspondingly, if there is free cash flow, it should be distributed to 
the investors as there are high incentives of manipulative behavior from managers 
(Bolton et. al. 1996). 
Last but not least, the underinvestment problem which refers to the inability of 
a growth company to undertake positive NPV projects as the managers would not be 
compensated sufficiently, as the debt is risky and expensive; debtholders or 
shareholders would take the credibility, as Myers (1977) stated. 
 
3.2 Determinants of Capital Structure 
 
In this section, it will be illustrated the existing literature of the main variables 
which determine the decisions of capital structure. In the first place, Modigliani and 
Miller (1958) stated that even if markets were perfect, the capital structure strategy of 
a company would have been subject to its demand-side factors. Having as 
fundamental assumption the infinite borrowing amount at the same cost of capital, 
M&M decided that the capital structure of a firm is completely linked with firms’ 
specific characteristics, which based on the relevant literature review are presented 
below. 
 
3.2.1 Size 
 
From the theoretical point of view, the impact of firm’s size on leverage is 
questionable. As size is used in many papers the natural logarithm of net sales or less 
often the natural logarithm of total assets. The overwhelming majority of academia 
has reached similar conclusions between size and debt to equity-related ratios, but 
there is always the contradiction from a portion of researchers who argue that the 
findings in their studies do not offer clarifying enough or statistically important 
evidence that size matters on capital structure decisions, indicatively (Kim & Sorensen, 
1986; Toy et al., 1974). 
 It is proved that larger firms are more diversified and have a low possibility of 
distress (Rajan & Zingales, 1995). Accordingly, firm size could have an inverse 
relationship with firm’s insolvency and positive effect in the cost of debt. However, 
large cap companies are more often eyeballed by investors which indicate the basic 
preference that every investors have; the equity preference instead of debt. Although, 
the aforementioned fact is not clear detectable among studies. On the other hand, 
  -8- 
Huang and Song (2002), Rajan and Zingales (1995), Friend and Lang (1988) found a 
positive relation between size and leverage, where contrarily Kester (1986), Kim and 
Sorensen (1986), Titman and Wessels (1988) reported a negative one. Furthermore, 
the main concern is the strong level of statistical significance of the results, which is 
not often the case. Analyzing the static theory, it is concluded that according to 
(Warner, 1977) there is a direct correlation between firm’s size and bankruptcy costs, 
indicating an inverse relationship between them. Rajan and Zingales (1995) asserted 
that large companies have less information asymmetry, leading to issue more equity 
than debt and implying a negative impact of size on leverage. Alternatively, due to 
economies of scale it is more difficult for small firms to raise considerable amount of 
capital. Moreover, it is verified that the greater the firm, the more desirable loan terms 
would face, as they are more diversified, signifying a positive relationship of size and 
firm’s leverage (Ferri & Jones, 1979). 
There is an extensive literature that implies a positive relationship (Fama & 
French, 2002; Bevan & Danbolt, 2002; Wald, 1999; Bennett & Donnelly, 1993). Of 
course, there are studies based on US firms that verified the insignificant impact of size 
and capital structure (Kim & Sorensen, 1986). Finally, according to international 
researches there are mixed results regarding this opaque relationship (Jong, 2008; 
Barclay & Smit, 1995). 
 
3.2.2 Asset Tangibility 
 
Asset tangibility is another ratio that can be used as a proxy variable of capital 
structure. It refers to tangible assets over total assets. Based on theoretical point of 
view, tangible assets can be used as collateral. Collateral is a property or other asset 
that a borrower provides as a securitization to the lender for the repayment of the 
loan. It can be seized when the loan payments fail to be completed. 
Additionally, the higher the amount of tangible assets is the lower the risk the 
creditor would face. This implies a decreased cost of debt and an increase in the value 
of firm’s assets in the case of bankruptcy, in comparison with a low-asset tangibility 
firm which have less collateral value. Additionally, the higher the amount of tangible 
assets is the lower the risk the creditor would face. This implies a decreased cost of 
debt in comparison with a low-asset tangibility firm and an increase in the value of 
firm’s assets in the case of bankruptcy. Therefore, it is proved that there is positive 
linkage between tangibility and leverage, as firms with greater amount of fixed and 
current assets, issue more easily secured debt (Booth, 2001). This fact is confirmed also 
by Titman and Wessels (1988), Friend and Lang (1988), Rajan and Zingales (1995). 
In particular studies, tangibility of assets is incorporated in the empirical model 
as it is reflected as a determinant variable in the capital structure choice. Having assets 
and specific collaterals could increase firm’s value, leading to issue more debt as is 
cheaper (Scott, 1977). Otherwise, having low collateral value would lead to higher 
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borrowing costs and issuance of equity. However, based on (Titman & Wessels, 1988; 
Rajan & Zingales, 1995) there is a negative correlation between leverage and collateral 
assets. To conclude with, the leverage decisions are usually expected to be positively 
correlated by large amount of current and fixed assets based on (Rajan & Zingales, 
1995; Wald, 1999) 
 
3.2.3 Liquidity 
Following the asset tangibility, another similar variable of capital structure is 
liquidity. According to Shleifer and Vishny (1992) and the previous literature, liquid 
assets is one of the most valuable forms of collateral, hence, could lead to low-priced 
debt. Current ratio known as the working capital ratio is an indicative measure of 
liquidity in a company. High values of the ratio entail adequate amount of cash to meet 
short term obligations, which means a positive relationship with leverage. 
On the other hand, Ozkan (2001) and Deesomsak (2004) demonstrated a 
critical negative relationship of liquidity with leverage. In addition to, based on 
Pecking-order Theory there should be a negative correlation as liquid assets (cash, 
accounts receivable and other assets that are expected to turn into cash in less than a 
year) is considered as an internal source of funding, indicating a lower dependence on 
debt. Based on the previous theories, it is deliberated as a negative relationship with 
leverage. 
3.2.4 Profitability 
There is a significant debate regarding the effect of profitability on capital 
structure decision. According to Trade-Off Theory, companies with high operating 
profits should have higher levels of leverage as there is tax-shield protection. 
Specifically, M&M (1963), stated that there is a positive correlation between these two 
variables, due to higher marginal tax rates and lower default risk indicating again, the 
tax-shield benefit.  Myers and Mailuf (1984) verify that the profitability is an important 
factor for the capital structure strategy. Moreover, based on Pecking Order Theory, 
profitability seems to have a negative relationship with company’s leverage, as firms 
with high profits prefer more internal financing than debt issuance. This is the case for 
comparable empirical studies performed in the past. (Huang – Song, 2002; Booth, 
2001; Titman & Wessels, 1988; Friend & Lang, 1988; Rajan & Zingales, 1995). In 
addition to, according to free cash-flow theory and Jensen (1986) and Williamson 
(1988), debt is defined as a discipline device to ensure that managers distribute profits 
timely. High leverage by profitable firms with free cash flow could be used as a 
conservatism tool against management avidity on ineffective decisions. For my study, 
profitability is proxied by Return on Equity (ROE), Return on Assets (ROA) and Gross 
Profit Margin (GM). As my dataset is compiled by the highest market capitalized 
companies, it would be interesting to observe if there is a negative or positive effect 
and how statistical significant it is. 
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3.2.5 Volatility 
 
Volatility refers to business risk or otherwise the probability of bankruptcy. It is 
negatively correlated with leverage as proved by (Bradley et al., 1984) using operating 
cash flow variable scaled by total assets and (Titman &Wessels, 1988) using standard 
deviation of the percentage change in operating income.  
Despite that fact, Hsia (1981) presented a theory based the contingent claim nature of 
equity combing the OPM (Option Pricing Model), the CAPM (Capital Asset Pricing 
Model and the M&M theorem to prove that the increase in the variance of the firm’s 
assets value is negatively affected the decrease of systematic risk of equity. This leads 
to less business risk as volatility surges, implying a positive relation of leverage and 
volatility (Kim & Sorensen, 1986; Huang & Song, 2002). 
3.2.6 Tax 
 
Modigliani and Miller (1958) stated that firms with lower effective tax rate 
should use less debt, as the benefit of tax shield is comparatively lower. This theory, 
however, is opposite with Fama and French (1998) and MacKie-Mason (1990), as they 
advocated that debt has not tax-shield benefits. Specifically, it is highlighted the lack of 
empirical results that signify the significant effect of marginal tax rate on the capital 
structure decision. This occurs, as the levels of debt to equity ratios are aggregate 
result of various decisions through years. His study is concentrated on the effect of tax 
loss carryforwards upon the leverage choice of going public, and it is recognized that 
the effectiveness of debt financing is positively correlated with the effective marginal 
tax rate, which is coherent with Modigliani and Miller’s theorem. 
 
3.2.7 Non Debt Tax Shields 
 
Non Debt Tax Shields are referred items, except interest payments, that 
contribute to deteriorate the tax payments. An example of such items is the deduction 
of tax due to depreciation method. Non Debt Tax Shield can be a dependent variable 
of the capital structure decision. According to (Huang – Song, 2002) and (Titman – 
Wessels, 1988), the non-debt tax shields and issuance of debt are correlated 
negatively. This is also documented by (Huang – Song, 2002) and (Titman & Wessels, 
1988). However, for example Bradley et al. (1984) and Chaplinsky and Niehaus (1993) 
observed a positive relationship between non-debt tax shields and leverage. Lastly, 
(Angelo & Masulis, 1980) referred to an inverse relationship, as a firm which has lower 
investment tax shields will choose to issue more debt. 
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3.2.8 Growth Opportunities 
 
A proxy variable for measuring the growth opportunities of a firm is market to 
book ratio. As pinpointed by (Rajan & Zingales, 1995) and (Huang & Song, 2002), 
companies with higher growth opportunities is advisable to use more equity financing 
(Myers, 1977), as they face higher costs of financial distress, implying a negative 
relation between leverage and growth (Kim – Sorensen, 1986). On the other hand, 
Huang and Song (2002) using Price to Book (P/B) ratio as proxy variable, presented a 
positive relationship between growth and leverage. 
There is a vast majority of studies in the empirical literature that found 
inversely relationship between growth opportunities and leverage of firms. 
Specifically, doing a research in UK market (Rajan & Zingales, 1995; Ozkan, 2001; Fama 
& French 2002). It is remarkable that when in most studies is used as leverage the P/B 
ratio, while Fama and French (2002), using book debt ratio demonstrated a positive 
relationship. Additionally, Bevan and Danbolt (2002), examining UK firms, concluded 
that when book debt ratio is used, there is insignificant positive relationship between 
growth opportunities and firms’ leverage. Summarizing, a feasible evidence of the 
negative relationship could be the investment opportunities that are considered as 
assets, but with zero collateralized value which does not amplify issuing more debt 
(Scott, 1977; Titman & Wessels, 1988; Ozkan, 2001). Hence, these businesses will have 
lower leverage. 
 
3.2.9 Industry Factor 
 
Originally, the industry classification is a critical factor that can influence the 
firm’s capital structure strategy. There is a big variation in firms’ characteristics across 
different industries and sectors. The breakdown of assets, the sales, the asset structure 
and any other seasonality factors that may affect managers’ decisions. However, the 
vital discrepancy is observed in the market’s conditions and in different regulations. 
Balakrishnan and Fox (1993) argued that firms that use comparable technology and  
are specialized in the same production line there is a high possibility to face the same 
risks, as well as, any shock on the product demand. Consequently, it is expected that 
firms that exist in the same industry, will have identical leverage factors.  
 Moreover, according to industry level effects there is a lack of empirical results. 
However, Bevan and Danbolt (2002) and Ozkan (2001) asserted that searching for any 
relationship should be implemented by using industry dummies in order to deal with 
any biased results of possible unobserved heterogeneity. Furthermore, based on some 
empirical studies is identifiable the statistical significance between industry 
classification and leverage. With respect to (Bradley et al., 1984), (Long – Malitz, 1985), 
and (Kester, 1986) “Drugs, Instruments, Electronics, and Food have consistently low 
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leverage while Paper, Textile Mill Products, Steel, Airlines, and Cement have 
consistently large leverage.” Also, Titman & Wessels (1988) verifies that companies 
related to manufacturing and equipment should have lower leverage.  
 
3.3 Profitability and Recent Empirical Findings 
 
Profitability is one of four building blocks for the evaluation of the financial 
performance of a company, with efficiency, solvency, and market prospects. It refers 
to the ability of a company to generate earnings from revenues after paying all 
expenses to a given time-period. Profitability is often considered as important 
prerequisite for firm’s existence. Furthermore, the financial goals of the company are 
affected undoubtedly by this variable. Given the fact of the high levels of competition, 
price forces and the improved efficiency, firms are facing more complications to the 
required profitability. Consequently, there are several parties interested in the 
identification of the main factors which affect profitability, including managers, debt 
holders, investors, shareholders, researchers (Yazdanfar, 2013). Furthermore, Slater 
and Olson (2001) have proved for industrial companies that the major determinant of 
profitability is the market factor. 
Hence, as it is a hot topic, empirical studies for various types of sectors are 
plenty, indicating however a mixed outcome. Primarily, Grinyer and McKiernan (1991) 
analyzing the UK energy sector and more specifically, 45 electrical companies arose 
that the major explanatory variables of profitability are the sales growth, market 
share, capital intensity and working capital. Four years later, Keith (1998) utilized a 
model of 38 manufacturing companies in Scotland, and acknowledged that firm size, 
age, location and industry classification are not significant factors of profitability. 
Remarkably, at the same industry after one year McDonald (1999), proved that 
Australian companies significant relationship between industry classification and 
profitability.  
Moreover, Bennenbroek and Harris (1995) have showed the strong correlation 
of market power and efficiency in firms’ profitability that belong in New Zealand 
manufacturing industry. Contrarily, Goddard, Tavakoli, and Wilson (2005) verified that 
it is incorporated a negative relationship between leverage, firm’s size and 
profitability, as expected implementing a research in manufacturing firms in Europe. 
Moving to other sector in Pakistan, Amir Shah and Sana (2006) have done a research in 
oil and gas sector, demonstrating a negative effect between inventory days, sales 
growth, and number of accounts payable with profitability. 
   Furthermore, regarding India, Bhayani (2010) documented that inflation, 
interest rates, liquidity, age and operating ratio considerable factors of profitability for 
the cement industry. In addition, Nunes, Serrasqueiro and Sequeira (2009) concluded 
that lower gearing ratio and lower asset tangibility would increase the operating profit 
for Portuguese companies in the Service sub-sector. Identical results were presented 
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by Asimakopoulos, Samitas, and Papadogonas (2009), as they tested non-financial 
firms listed on Athens Stock Exchange (ASE). Their study implements a positive 
correlation of size, sales growth and investment with profitability, while a negative one 
with leverage and working capital.  
In 2011, Eriotis, Frangouli, and Ventoura-Neokosonides (2011) presented a 
statistical significant negative effect of leverage on profitability, as well as, with 
concentration ratio, indicating that high competition combined with increased gearing 
ratio would decrease the firm’s net profit. Nonetheless, Mistry (2012) presented a 
positive correlation of debt to equity ratio, size and profitability but negative with 
liquidity, investigating the automotive sector of India. Besides, Agiomirgianakis, 
Magoutas, and Sfakianakis (2013) provide evidence from tourism industry of Greece 
as they tested the major factors that affect profitability. They concluded that firm’s 
age, size, costless bank financing are influenced positively on profitability.  
To conclude, Pratheepan (2014) checking for Columbian manufacturing 
companies provided a negative effect of asset tangibility to profitability. Surprisingly, it 
was clarified no statistical significance of the gearing ratio and liquidity and 
profitability. The same was applied in Malaysian firms by Zaid, Ibrahim and Zulqernain 
(2014) who illustrated an insignificant effect with leverage but a positive one with size 
and liquidity. 
As it was observed by the recent empirical papers, there is no clear indication 
of the relationship between profitability and capital structure. The results clarify a 
controversial relationship between gearing ratio and profitability. However, it is 
assertive that the conclusions rely on the industry factor. Ultimately, size and liquidity 
sometimes have negative effects which is considered as a paradox. 
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4. Data 
For the implementation of this study have been used data from United States, 
as it is considered the largest market in the world. Moreover, according to Rostow’s 
Stages of Growth, United States have reached the high mass consumption stage which 
is the fifth stage and implies more reliable results (Rostow, 1990). Global Industry 
Classification Standard (GICS) is generated by MSCI and S&P to help the investment 
community by monitoring the financial performance through the classification system. 
Currently, there are more than 46,000 active listed companies that are classified based 
on the GICS methodology. It is consisted of 11 sectors which can be further delineated 
to 24 industry groups, 68 industries and 157 sub-industries (S&P Global). 
Basically, in my research have been used all Sectors (except Financial sector) of 
the United States (Consumer Staples, Consumer Discretionary, Utilities, Real Estate, 
Industrials, Materials, IT, Energy, Health Care, Communication Services). 
Although, as the aim of this study is to monitor the capital structure’s impact 
on profitability for large-cap non-financial companies, there were collected data for 
firms that exceed $10.000.000 in terms of market capitalization. Then, the top 40 of 
each sector were imported in the sample. Financial Sector uses high proportion of debt 
as consists its assets, so I decided to exclude it from my analysis as the results will be 
without any explanatory significance. Loans of customers are bank’s most valuable 
assets but at the same time the liabilities of bank to customers. Based on this fact, the 
ratio D/E would be always high and cannot be translated as capital structure strategy 
neither can be comparable to other sectors. 
My data entails 32,760 (364 x 9y x 10sectors) yearly observations for 364 non-
financial firms, between 2009 and 2017. All companies are listed companies in NYSE, 
NASDAQ and a very small proportion in AMEX and ASE, as illustrated below (Graph 
4.1). The following variables are being imported: Long Term Debt/ Total Equity , Total 
Debt/Total Equity , ROA(%) , ROE (%) , Gross Margin(%) ,Total Assets and Revenue 
growth. The periodicity of my data collection is yearly for conservatism reasons as the 
capital structure strategy cannot be captured quarterly or in a shorter period of time. 
Having a look into literature, there are many studies about capital structure and firm 
efficiency and profitability. However, regarding this topic there is no a relevant paper 
that make an analysis for ten different sectors regarding the same time period having 
three dependent profitability ratios.  
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Graph 4.1: Stock Markets 
 
 
 
Furthermore, this research will be implemented by panel data analysis using 
Gretl and STATA. Both software programs are statistical packages which are specialized 
in econometrics. Regarding the data, they are downloaded by S&P Capital IQ using 
Excel Add-on and Compustat Database. Personally, I decided to organize and treat my 
dataset as ten different sectors and implement six regressions for each one (due to 
independent and dependent variables), than using dummy variables in a master 
regression with all ten sectors. Nonetheless, using too many dummy variables 
(depending on the cross - sectional units) may occur lack of degrees of freedom. Also, 
it is verified that large models can affect the results interpretation, regarding the 
existence of multicollinearity or autocorrelation as it will be increases significantly the 
standard errors. Given the credibility of the data from the aforementioned databases, 
it is assumed that will be consistent and accurate. 
  -16- 
 
 
5. Research Methodology 
In this part it will be demonstrated the methodology of my empirical research. 
Based on previous studies regarding the capital structure, it would be used a more 
complex approach to examine the impact of long-term debt and total debt to total 
equity  on firm’s profitability (Return on Assets, Return on Equity and Gross Margin). In 
order to run my models and evaluate the findings, I used the statistical method of 
panel data analysis as it combines observations of different time periods and the same 
individuals creating a two dimension regression. Moreover, descriptive analysis, 
correlation variable matrix and regression results for each sector will be obtained in 
the next chapter. 
 
5.1 Panel Data Analysis 
 
Using panel data regression analysis, balanced or unbalanced, I would be able 
to define the relation between the selected variables, indexing observations by t (time) 
and i (company) to take a snapshot for each company at various points in time. There 
are various types of panel analysis data models, such as fixed effects, random effects 
and constant coefficients model. Panel data analysis is an increasingly popular form of 
longitudinal data analysis social and behavioral science researchers. According to 
(Brooks, 2008) panel data analysis is the superlative type of financial modelling for 
such datasets, offering more consistent results eliminating the possibility of collinearity 
between the variables. Some variable relations cannot be identified in time series or 
cross-sectional data, indicating that the panel data analysis is the most effective 
approach (Baltagi, 2008). 
 
5.2 Fixed Effects vs Random Effects vs OLS 
 
The most known and used estimation model in regression analysis is the 
ordinary least squares (OLS). In order, OLS to be a consistent estimation model in panel 
data, the errors have to be homoscedastic and independent which it is not the case 
often (Davidson and MacKinnon, 1993). However, there are two alternative methods 
that are more applicable in panel datasets. Baltagi et 2008 supports that Fixed Effect 
models and Random Effect models are the most appropriate according to statistical 
literature, followed by the relevant debate. The main difference is that using fixed 
effects model the slope estimates are constant the intercept is moving cross-sectional 
but not over time and the individual specific effects are correlated with the 
independent variables. However, the major drawback of using Fixed Effects in our 
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model is that our error term may be correlated with the individual effects (Yaffee, 
2013). Nevertheless, Random Effects model lets you estimate effects of time-invariant 
variables. Also, using Random Effects model the unobserved variables are expected to 
be more statistically independent (uncorrelated) with the observed variables.  
 
Fixed Effects Model for N observations and T time periods: 
 yit = ai + b1 Xit + uit , for t=1,…,T and i=1,…N 
Random Effects Model: 
 Yit = b0i + b1 Xit + uit, where b0i = bi + ei 
 
Regarding this analysis, in order to guarantee that my model results will be 
consistent, it should be used the appropriate method for each regression. Hereafter, 
there are three tests that should be taken into account to choose the most effective 
estimation model each time (please refer to 5.3). Initially, when number of cross 
section N is greater than number of period T, then Random Effects model is more 
appropriate. N > T (Gujarati, 1988) 
 
5.3 Panel Diagnostics Test 
 
Ultimately, I did panel diagnostics for each regression (6 regressions x 10 
sectors). According to F statistic which verifies the joint significance of differing group 
mean; ow p-value indicates that Fixed Effects model is more appropriate from 
Ordinary Least Squares, as the H0 is rejected. 
H0: OLS model is consistent and efficient.  
H1: OLS model is inconsistent and Fixed Effects model is appropriate. 
Similarly, using Breusch-Pagan test statistic, the null hypothesis denoting that 
pooled OLS model is more adequate against Random Effects model. The same is 
applied, that if the p-value is lower than 0.05 the chosen model should Random 
Effects. 
H0: OLS model is consistent and efficient.  
H1: OLS model is inconsistent and Random Effects model is appropriate. 
 
Finally, the third test is the Hausman test.  
H0: Random Effects model is consistent and efficient.  
H1: Random Effects model is inconsistent and Fixed Effects model is appropriate. 
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A low p-value (<0.05) indicates that the appropriate model estimation is not Random 
Effects but Fixed Effects model, as Ho is rejected. Based on the above analysis, the 
estimation model for each regression on my empirical research is not the same, and 
the relevant model selection will be mentioned accordingly. 
 
5.4 Balanced and unbalanced data  
 
A balanced data set is a set that consists of all elements observed in whole time 
frame. Alternatively, unbalanced data is a set of data where certain years, some 
variables are missing. 
1) Y = a + bX + u ,  
Where: a = intercept of Y, b = slope, and u = random error 
2) u = mu + v 
And: mu = mean of random error distribution, and v = random error. 
3) u = mu + v + e  
 
Equation 3 indicates the error term of unbalanced data and more specifically the 
“e”, which is the supplementary disturbance generated by the unbalanced random 
effect term. Having unbalanced data may lead to high inflation of the error term 
according to Baltagi (2008). My panel data set consists of 364 companies across 10 
sectors. Five of them (1,37%) have missing values on some explanatory variables (Total 
Assets and Revenue Growth), which are used as control variables but still my data is 
considered as unbalanced. 
 
5.5 Stationarity Test 
In order to proceed with the implementation of modelling and the results, the 
stationarity test of variables is essential. The usual tests of stationarity are Augmented 
Dickey-Fuller test and KPSS test. However, in panel data the most applicable is the 
Leven, Lin and Chu (LLC) test. 
Levin, Lin and Chu (2002) proposed the test in which homogeneity of the rho is 
assumed: 
H0: i = 0 (i = 1), 
H1: i < 0 (i < 1). 
 
The LLC test based on the pooled fixed-effects regression that allow to estimates t-
ratio of parameter. The LLC test is accomplished in the explanatory variables for each 
regression and where needed were taken the first differences to achieve stationarity. 
Indicative analysis will be presented in the next chapter.  
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5.6 Robust Standard Errors and Heteroscedasticity 
The topic of heteroscedasticity-consistent (HC) standard errors arise in 
econometrics in the context of linear regression as well as time series analysis. As it 
was already mentioned the most appropriate estimation model between OLS, Fixed 
Effects and Random effects should be clarified regarding the panel diagnostics test. 
Using OLS with presence heteroscedasticity, which is pretty common, there is a high 
possibility our coefficient estimations to be consistent and unbiased but with biased 
standard errors. Using robust standard errors, as I did in my models, will obtain 
impartial standard errors of OLS coefficients. Nevertheless, using HC robust standard 
errors which have higher values of the “normal” standard errors signifies the 
conservatism of my approach. 
The default robust estimator is that suggested by Arellano (2003), which is HAC 
provided the panel is of the “large n, small T" variety, which refers to the fact that 
many units are observed in relatively few periods. 
Finally, as Greene (2008) proved “A random effect model reduces the number 
of parameters to be estimated but will produce inconsistent estimates when individual 
specific random effect is correlated with regressors.”(pp. 200-201). For that reason 
heaving robust standard errors will assure the consistency of the models. 
 
5.7 Dealing with Multicollinearity  
There is a high possibility to exist a relationship between the main variables of 
my model. This will affect the model power and the interpretation of the results. It is 
possible to increase the variance of the coefficient estimates and make too sensitive in 
any possible future changes in the model, depleting its statistical power (Brooks 2013). 
To detect the multicollinearity on my models, Variance Inflation Factor (VIF) has been 
used. VIF is appropriate to estimate if the variance of a regression coefficient is inflated 
due to multicollinearity in the model. All my model’s VIF factors are close to 1 (please 
refer to Appendix), which is optimal and specify no multicollinearity problem (Fox, 
1991). If any of our variables have statistics higher than 5.0, it would be detected the 
multicollinearity problem and our model’s results interpretation would not be 
significant. 
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5.8 Dependent and Control variables 
 
As it was already quoted in the previous section, Return on Assets (ROA), 
Return on Equity (ROE) and Gross Margin (GM) are the dependent variables of the 
regression which are linked to profitability of the company and will be used in my 
model. 
ROA = Net Income / Total Assets 
Return on Assets (ROA) is an indicator of how profitable a company is relative to its 
total assets. It demonstrates the level of management efficiency to generate earnings 
using its assets.  
ROE = Net Income / Shareholder’s Equity 
Return on equity (ROE) is a measure of profitability that calculates how many dollars of 
profit a company generates with each dollar of shareholders' equity. It measures 
efficiency also, as this ratio suggests that a company is increasing its ability to generate 
profit using less capital. 
Gross Profit Margin (%): Revenue – Cost of Goods Sold / Revenue 
Gross Profit Margin is a key element as it reflects the core profitability of a company 
before overhead costs, and it exemplifies the financial success of the product/service. 
This number shows the portion of each dollar of revenue that the company retains as 
gross profit. Two control variables, firm size and revenue growth were included as 
standard determinants of profitability. Natural logarithm of Total Assets is used as a 
proxy for measuring the firm size. In addition to, Revenue growth of previous year is 
measured as current year’s revenue minus previous year’s revenue divided by previous 
year’s revenue. 
Relevant methodology of control variables has been used in several papers 
where it has been tested the effect of capital structure on profitability for Jordania, 
USA and Ghana respectively. (Shubita, (2012), Gill & Bigger & Mathur (2011), Abor, 
(2005). 
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6. Empirical Results and Analysis 
6.1 Modelling 
 
In this section, it will be illustrated the main industries for each sector as well as 
the top 10 companies based on their market capitalization (in $mn) having as last 
value the one of December 2017. Moreover, there will be presented the descriptive 
statistics and the correlation matrix for all variables demonstrating a first snapshot of 
each sector’s variables. For each regression analysis, separately, it was chosen the 
most appropriate method which is clarified in the results section (Note FE = Fixed 
Effects model, RE = Random Effects model). 
Graph 6.1: Number of Companies for each Sector 
 
 
All Sectors: 
The dependent variables of my models will be ROA, ROE and Gross Profit Margin. My 
first model will have as dependent variable ROA and independent variables LTD/E and 
D/E. The same applies for model 2 and model 3 with ROE and Gross Profit Margin as 
dependent variables, respectively. 
1st model: ROAit = a + b LTD/Eit + c SIZEit + d Revenuegit + uit       (1) 
    :  ROAit = a + b D/Eit + c SIZEit + d Revenuegit + uit              (2) 
 
2nd model: ROEit = a + b LTD/Eit + c SIZEit + d Revenuegit + uit        (3) 
                  : ROEit = a + b D/Eit + c SIZEit + d Revenuegit + uit              (4) 
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3rd model: GMit = a + b LTD/Eit + c SIZEit + d Revenuegit + uit          (5) 
     : GMit = a + b D/Eit + c SIZEit + d Revenuegit + uit                (6) 
  
Where,  
 LTD/E = Long term Debt / Total Equity 
 D/E = Total Debt / Total Equity 
 SIZE = log of Total Assets 
 Reveneueg = revenue growth of previous year 
  
6.2 Empirical Analysis and Results 
 
6.2.1 Consumer Staples Sector 
 
The Consumer Staples Sector constitutes of firms that are less sensitive to economic 
cycles. It includes industries as Beverage and Tobacco, Household and Personal 
Products, and Food and Staples Retailing. 
The indicative top-10 firms according to their market-capitalization ($ mn) are:  
Table 1.1 Top -10 firms 
Walmart Inc. (NYSE:WMT)         266.848,1 
The Procter & Gamble Company (NYSE:PG)         240.769,7 
The Coca-Cola Company (NYSE:KO)         210.016,4 
PepsiCo, Inc. (NasdaqGS:PEP)         160.848,2 
Philip Morris International Inc. (NYSE:PM)         128.248,2 
Altria Group, Inc. (NYSE:MO)           99.082,3 
Costco Wholesale Corporation (NasdaqGS:COST)           91.219,5 
Walgreens Boots Alliance, Inc. (NasdaqGS:WBA)           74.471,5 
Mondelez International, Inc. (NasdaqGS:MDLZ)           63.314,5 
The Kraft Heinz Company (NasdaqGS:KHC)           57.874,4 
 
 
Summary statistics in Table 1.2 point out a high long term debt combined with high 
fluctuations among firms (high standard deviation) and a substantial high average of 
Gross Margin. 
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Table 1.2 Descriptive Statistics 
Variab le Mean Median Min imum Maximum Std . Dev.
LTD/E 0,41 0,40 0,00 0,90 0,21
TotalD/E 0,73 0,59 0,00 0,84 0,73
ROA 0,09 0,08 0,01 0,30 0,05
ROE 0,24 0,19 -0,24 1,81 0,25
GrossM 0,36 0,37 0,03 0,81 0,18
RevenueG 0,09 0,05 0,00 1,33 0,16
logTA 9,48 9,39 6,21 12,23 1,33
Consumer Staples
 
 
The Table 1.3 illustrates a significant correlation between Long Term Debt and Total 
Debt to Equity, while there is a substantial positive relation between ROE and Total 
Debt. 
Table 1.3 Correlation Matrix 
LTD/E TotalD/E ROA ROE GrossM RevenueG logTA
1,00 0,63 -0,18 0,03 0,16 0,02 0,08 LTD/E
1,00 -0,20 0,39 0,18 -0,04 0,29 TotalD/E
1,00 0,43 0,12 -0,08 -0,33 ROA
1,00 0,33 -0,16 0,01 ROE
1,00 -0,05 -0,03 GrossM
1,00 -0,04 RevenueG
1,00 logTA
 
 
As analyzed above, if data is non-stationary then it should be checked at first 
difference or second difference accordingly, because non-stationary data can deliver 
spurious results that cause lack of statistical significance of the modeling. In order to 
achieve the stationarity of Total Assets, Levin Lin and Chi (LLC) test was used and I took 
the first differences. Ultimately, having done the panel diagnostics test for my model, 
it was concluded that the most appropriate model estimation for ROA and Gross 
Margin regressions is Random Effects model, while for ROE is Fixed Effects model. 
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Table 1.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const 24,441 <0,0001*** const 87,62 <0,0001*** const 15,42 <0,0001***
RevG 0,0001 0,9999 RevG -0,0367 0,4339 RevG -0,0518 <0,0001***
d_l_TA -1,629 <0,0001*** d_l_TA -6,9698 0,0011*** d_l_TA 2,2884 <0,0001***
LTD/E 0,00080 0,7069 LTD/E 0,0359 0,0111** LTD/E -0,0058 0,0638*
LSDV R^2 82,06%
Prob. (F) 0,00
const 24,93 <0,0001*** const 77,012 0,0001** const 17,45 <0,0013***
RevG −0,0014 0,8549 RevG -0,0523 0,262 RevG -0,048 <0,0001***
d_l_TA -1,6062 <0,0001*** d_l_TA -6,7980 0,0011*** d_l_TA 2,2890 <0,0001***
D/E -0,0188 0,1349 D/E 0,2843 0,0003*** D/E -0,061 0,004***
LSDV R^2 82,60%
Prob. (F) 0,00
Consumer Staples 
ROA(RE) ROE(FE) GrossM(RE)
Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
 
Analyzing the results, it is shown that exists a statistical significant positive relationship 
between ROE and Total D/E with an 82% explanatory power and a negative one of 
about -6% for Gross Margin. 
 
6.2.2 Consumer Discretionary Sector 
In contrast, the Consumer Discretionary Sector comprises companies that are sensitive 
to economic cycles. It includes Automobiles and Components, Consumer Durables, 
Consumer Services and Retailing.  
 
The indicative top-10 firms according to their market-capitalization ($ mn) are: 
 
Table 2.1 Top-10 firms 
Amazon.com, Inc. (NasdaqGS:AMZN)     778.394,0 
The Home Depot, Inc. (NYSE:HD)     194.606,3 
McDonald's Corporation (NYSE:MCD)     141.300,1 
NIKE, Inc. (NYSE:NKE)     115.185,5 
Booking Holdings Inc. (NasdaqGS:BKNG)       83.724,0 
Starbucks Corporation (NasdaqGS:SBUX)       81.060,8 
Lowe's Companies, Inc. (NYSE:LOW)       74.964,1 
Tesla, Inc. (NasdaqGS:TSLA)       62.804,4 
The TJX Companies, Inc. (NYSE:TJX)       55.762,8 
General Motors Company (NYSE:GM)       49.540,3 
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Summary statistics for Consumer Discretionary Sector pinpoint a medium level of 
leverage and substantial high figures for Gross Margin and ROE. 
 
 Table 2.2 Descriptive Statistics 
 
Variab le Mean Median Min imum Maximum Std . Dev.
LTD/E 0,46 0,41 0,00 2,83 0,38
TotalD/E 0,64 0,62 0,00 1,19 0,24
ROA 0,08 0,08 -0,36 0,25 0,08
ROE 0,27 0,19 -2,27 8,50 0,65
GrossM 0,40 0,35 -0,02 1,00 0,20
RevenueG 0,11 0,07 0,00 1,02 0,13
logTA 9,47 9,40 4,87 12,46 1,14
Consumer D.
 
 
As Table 2.3 illustrates, there is a 31% positive correlation between ROE and Long-term 
Debt, while the leverage ratios are correlated only be 12%. 
 
 
 Table 2.3 Correlation Matrix 
LTD/E TotalD/E RO A RO E GrossM RevenueG logTA
1,00 0,12 -0,04 0,31 0,10 0,00 -0,01 LTD/E
1,00 -0,09 0,09 0,06 -0,01 0,18 TotalD/E
1,00 0,27 0,14 -0,19 -0,07 ROA
1,00 0,17 -0,19 0,04 ROE
1,00 0,04 -0,07 GrossM
1,00 -0,20 RevenueG
1,00 logTA
 
 
 
 
As illustrated in Table 2.4 there is a positive relationship between Gross Profit Margin 
and Total D/E of 5,1% at 99% significance level and a minor 0,8% for ROA and LTD/E. 
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  Table 2.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const −11,952 0,0051*** const 28,903 0,3261 const 12,076 0,0971*
RevG 0,02 0,2203 RevG -0,9009 0,0005*** RevG −0,02293 0,4685
l_TA 2,128 <0,0001*** l_TA 0,5711 0,85 l_TA 2,971 <0,0001***
LTD/E −5,82818e-05 0,549 LTD/E 0,0083 <0,0001*** LTD/E -1,00E-04 0,4779
LSDV R^2 79,26%
Prob. (F) 0,00% Prob. (F) 0,00 Prob. (F) 0,00
const −11,124 0,0084*** const 1,703 0,9689 const 13,409 0,0628*
RevG 0,0231 0,2372 RevG -0,792 0,0035*** RevG −0,0257 0,4059
l_TA 1,9160 <0,0001*** l_TA 3,124 0,497 l_TA 2,581 0,0002***
D/E 0,0254 0,0065*** D/E 0,087 0,4507 D/E 0,051 0,0005***
LSDV R^2 79,74%
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
ROE(RE)
Consumer Discreptionary 
ROA(FE) GrossM(RE)
 
  Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
 
6.2.3 Utilities Sector 
This Sector contains utility companies such as gas, electric and water utilities. Its main 
industries are also Multi-Utilities, Independent Power and Renewable Electricity 
Producers. 
The indicative top-10 firms according to their market-capitalization ($ mn) are: 
 
 Table 3.1 Top – 10 firms 
 
NextEra Energy, Inc. (NYSE:NEE)    86.622,8 
Duke Energy Corporation (NYSE:DUK)    64.693,6 
Dominion Energy, Inc. (NYSE:D)    50.495,9 
The Southern Company (NYSE:SO)    48.697,3 
Exelon Corporation (NYSE:EXC)    45.507,5 
American Electric Power Company, Inc. (NYSE:AEP)    39.453,6 
Sempra Energy (NYSE:SRE)    32.426,0 
Public Service Enterprise Group Incorporated (NYSE:PEG)    28.148,5 
Xcel Energy Inc. (NasdaqGS:XEL)    27.315,2 
Consolidated Edison, Inc. (NYSE:ED)    26.111,1 
 
 
It is detected a considerably high leverage of 1,2. Moreover, Table 3.1 highlights the 
Gross Margin average of 38% and its relative low standard deviation. 
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   Table 3.2 Descriptive Statistics 
  
Variab le Mean Median Min imum Maximum Std . Dev.
LTD/E 0,54 0,53 0,00 1,59 0,14
TotalD/E 1,20 1,11 0,00 8,05 0,56
ROA 0,04 0,04 0,00 0,07 0,01
ROE 0,09 0,10 -0,71 0,27 0,08
GrossM 0,38 0,37 0,00 0,67 0,11
RevenueG 0,07 0,04 -0,01 0,54 0,10
logTA 9,91 10,02 8,02 11,83 0,91
Utilities
 
 
 
Table 3.3 illustrates the substantial negative correlation between ROE and gearing 
ratios. 
 
 
Table 3.3 Correlation Matrix 
LTD/E TotalD/E ROA ROE GrossM RevenueG logTA
1,00 0,46 -0,19 -0,32 0,03 -0,07 0,20 LTD/E
1,00 0,05 -0,37 -0,01 -0,06 0,17 TotalD/E
1,00 0,22 0,17 0,06 -0,21 ROA
1,00 0,13 0,02 -0,03 ROE
1,00 -0,04 -0,13 GrossM
1,00 0,13 RevenueG
1,00 logTA
 
 
 
Using Random Effects model estimation for ROE, is recognized a statistical significant 
negative relationship between LTD/E and D/E of -16,9% and -7,5%, respectively.  
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Table 3.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const 12,48 <0,0001*** const 18,82 0,0198 const −71,55 <0,0001***
RevG 0,13 0,01** RevG 0,0050 0,8863 RevG −0,122 0,0013***
l_TA −0,9019 <0,0001*** l_TA -0,1212 0,8826 l_TA 10,989 <0,0001***
LTD/E −0,0003 0,8297 LTD/E -0,1694 <0,0001*** LTD/E 0,0344 0,03425
LSDV R^2 62,02% LSDV R^2 80,65%
Prob (F.) 0,000 Prob (F.) 0,000 Prob (F.) 0,000
const 12,477 <0,0001*** const 23,761 0,0035*** const −73,803 <0,0001***
RevG 0,1312 0,0102** RevG -0,0051 0,885 RevG -0,1214 0,0006***
l_TA −0,9019 <0,0001*** l_TA -0,6260 0,4425 l_TA 11,282 <0,0001***
D/E -0,0003 0,737 D/E −0,0753 <0,0001*** D/E 0,0101 0,1579
LSDV R^2 62,03% LSDV R^2 80,72%
Prob (F.) 0,000 Prob (F.) 0,000 Prob (F.) 0,000
Uti l i ties 
ROA(FE) ROE(RE) GrossM(FE)
 
Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
 
6.2.4 Real Estate Sector 
This Sectors comprises firms that are committed in real estate development and 
operation. Also, it includes businesses that offer real estate related services and Equity 
Real Estate Investment Trusts (REITs). 
The indicative top-10 firms according to their market-capitalization ($ mn) are: 
 
Table 4.1 Top – 10 firms 
American Tower Corporation (REIT) (NYSE:AMT)    73.385,3 
Simon Property Group, Inc. (NYSE:SPG)    56.499,0 
Crown Castle International Corp. (REIT) (NYSE:CCI)    47.521,1 
Prologis, Inc. (NYSE:PLD)    42.032,5 
Public Storage (NYSE:PSA)    35.477,9 
Equinix, Inc. (REIT) (NasdaqGS:EQIX)    31.103,1 
Welltower Inc. (NYSE:WELL)    27.174,1 
Equity Residential (NYSE:EQR)    25.768,7 
AvalonBay Communities, Inc. (NYSE:AVB)    25.764,4 
Digital Realty Trust, Inc. (NYSE:DLR)    23.582,2 
 
 
 
The summary statistics of Real Estate sector confirm the extremely high figures of long 
term debt in our selected companies. Moreover, Gross Margin is also 62% on average 
while the ROA and ROE are comparatively low between of 3% to 5%. 
 
 
  -29- 
 
Table 4.2 Descriptive Statistics 
Variab le Mean Median Min imum Maximum Std . Dev.
LTD/E 0,57 0,54 0,01 1,39 0,19
TotalD/E 1,16 1,01 0,01 1,09 0,62
ROA 0,03 0,03 -0,01 0,09 0,02
ROE 0,05 0,06 -0,77 0,40 0,10
GrossM 0,62 0,64 0,08 1,00 0,17
RevenueG 0,13 0,09 0,00 1,64 0,16
logTA 9,05 9,09 4,75 10,41 0,81
Real Estate
 
 
 
It is remarkable that all three profitability ratios are negatively correlated with both 
leverage ratios. 
 
Table 4.3 Correlation Matrix 
LTD/E TotalD/E ROA ROE GrossM RevenueG logTA
1,00 0,53 -0,14 -0,16 -0,07 -0,07 -0,26 LTD/E
1,00 -0,03 -0,20 -0,07 -0,01 -0,26 TotalD/E
1,00 0,39 0,03 0,09 -0,13 ROA
1,00 -0,09 0,06 0,02 ROE
1,00 0,04 -0,08 GrossM
1,00 0,09 RevenueG
1,00 logTA
 
 
 
Running the regression analysis with Random Effects, it is observable in Table 4.4 the 
statistically significance in Models 1&2, indicating a negative dependence between 
profitability and leverage, ranging from -0,4% to -7,61% at 99% significance level. 
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Table 4.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const 5,520 <0,0001*** const 8,85 0,3654 const 71,21 <0,0001***
l_TA −0,217 0,0745* l_TA 0,38 0,7129 l_TA −0,7423 0,2869
RevG  −0,0012 0,5702 RevG 0,01 0,6492 RevG  −0,0017 0,9273
LTD/E −0,0040 0,0023*** LTD/E  −0,064 <0,001*** LTD/E 1,94E-04 0,9252
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
const 6,541 <0,0001*** const 6,8210 0,519 const 77,38 <0,0001***
l_TA −0,2794 0,0285** l_TA 0,7693 0,4944 l_TA -1,263 0,143
RevG  −0,0013 0,6709 RevG 0,0080 <0,7616 RevG -0,0017 0,9339
D/E -0,0167 0,0014*** D/E -0,0761 <0,0001*** D/E -0,057 0,1126
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
ROA(RE) ROE(RE) GrossM(RE)
Real  Estate 
 
Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
 
6.2.5 Industrials Sector 
The Industrials Sector encompasses businesses related mainly to human resource & 
employment services, manufacturers and distributors of capital goods such as 
aerospace & defence, building products, electrical equipment and machinery. Also, 
those that are related to research and consulting services. 
 
The indicative top -10 firms according to their market-capitalization ($ mn) are: 
 
Table 5.1 Top – 10 firms 
The Boeing Company (NYSE:BA)     181.013,5 
3M Company (NYSE:MMM)     114.186,5 
Union Pacific Corporation (NYSE:UNP)     105.044,2 
United Technologies Corporation (NYSE:UTX)     102.570,0 
Honeywell International Inc. (NYSE:HON)     101.004,9 
United Parcel Service, Inc. (NYSE:UPS)       84.750,3 
Lockheed Martin Corporation (NYSE:LMT)       81.829,3 
Caterpillar Inc. (NYSE:CAT)       74.807,8 
General Electric Company (NYSE:GE)       61.756,6 
CSX Corporation (NasdaqGS:CSX)       55.588,2 
 
 
Given the Table 5.2, it is identified the high standard deviation of ROE combined with 
high use of Total Debt relative to Long-term Debt. 
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Table 5.2 Descriptive Statistics 
Variab le Mean Median Min imum Maximum Std . Dev.
LTD/E 0,46 0,60 0,00 1,56 0,28
TotalD/E 0,89 0,41 0,00 1,34 0,22
ROA 0,08 0,07 0,00 0,25 0,04
ROE 0,27 0,20 -0,07 6,73 0,49
GrossM 0,35 0,36 0,08 0,65 0,13
RevenueG 0,10 0,07 0,00 1,25 0,13
logTA 9,79 9,91 6,90 13,57 1,17
Industrials
 
 
 
Table 5.3 demonstrates an identical positive correlation of 31% between ROE and 
Long-term Debt to Total Debt. 
 
Table 5.3 Correlation Matrix 
 
LTD/E TotalD/E ROA ROE GrossM RevenueG logTA
1,00 0,31 -0,04 0,65 -0,12 -0,04 0,17 LTD/E
1,00 -0,19 0,31 0,09 0,00 0,20 TotalD/E
1,00 0,23 0,48 -0,05 -0,57 ROA
1,00 0,09 -0,02 -0,04 ROE
1,00 0,11 -0,47 GrossM
1,00 -0,19 RevenueG
1,00 logTA
 
 
 
As expected from the correlation matrix and according to Table 5.4, it is noticeable the 
highest positive dependence (91%) between ROE and Total Debt, at 99% significance 
level with an explanatory power of 34%. 
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Table 5.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const 19,98 0,0002*** const -74,2588 0,63951 const -13,4700 0,0379*
RevG -0,012 0,2327* RevG -0,0065 0,9711 RevG 0,0273 0,0419**
l_TA -1,21090 0,0114** l_TA 9,0518 0,3088 l_TA 4,8910 <0,0001***
LTD/E 0,0015 0,1687 LTD/E
0,1405
<0,0001*** LTD/E −0,0003
0,0697*
LSDV R^2 81,21% LSDV R^2 54,41% LSDV R^2 96,29%
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
const 21,47 <0,0001*** const -124,15 0,2349 const -13,207 0,0989*
RevG -0,0082 0,3787 RevG 0,0930 0,6644 RevG 0,0270 0,3912
l_TA -1,5830 0,008*** l_TA 10,940 0,3099 l_TA 4,8317 <0,0001***
D/E 0,0470 <0,001*** D/E 0,937 0,0005*** D/E 0,0066 0,6883
LSDV R^2 82,36% LSDV R^2 34,79% LSDV R^2 90,04%
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
Industr ials 
ROA(FE) ROE(FE) GrossM(FE)
 
Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
 
6.2.6 Materials Sector 
In this sector belong firms that are related to chemicals manufacturing and materials 
construction. 
The indicative top -10 firms according to their market-capitalization ($ mn) are: 
 
Table 6.1 Top – 10 firms 
DowDuPont Inc. (NYSE:DWDP)     121.090,2 
Ecolab Inc. (NYSE:ECL)       44.622,2 
The Sherwin-Williams Company 
(NYSE:SHW)
      35.952,3 
Air Products and Chemicals, Inc. 
(NYSE:APD)
      34.120,1 
Southern Copper Corporation 
(NYSE:SCCO)
      24.505,5 
PPG Industries, Inc. (NYSE:PPG)       24.022,1 
Newmont Mining Corporation 
(NYSE:NEM)
      17.742,9 
Nucor Corporation (NYSE:NUE)       17.702,7 
International Paper Company 
(NYSE:IP)
      17.594,4 
Ball Corporation (NYSE:BLL)       16.284,6 
 
 
Also, it can be noticed the lowest mean of Long-term Debt to Equity among all 
previous sectors examined. 
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Table 6.2 Descriptive Statistics 
Variab le Mean Median Min imum Maximum Std. Dev.
LTD/E 0,42 0,43 0,00 0,80 0,14
TotalD/E 0,78 0,75 0,00 2,11 0,38
ROA 0,08 0,07 -0,25 0,33 0,06
ROE 0,17 0,15 -0,68 1,13 0,16
GrossM 0,32 0,28 0,01 1,00 0,17
RevenueG 0,11 0,08 0,00 0,85 0,13
logTA 8,97 8,90 6,70 12,17 0,92
Materials
 
 
Surprisingly, there is significant positive correlation of 88% between Long-term Debt 
and Total Debt/Equity in Materials Sector. Also, Gross Margin is negatively related with 
both gearing ratios by 22%-30%. 
 
Table 6.3 Correlation Matrix 
LTD/E TotalD/E ROA ROE GrossM RevenueG logTA
1,00 0,88 0,02 0,09 -0,22 -0,03 0,14 LTD/E
1,00 0,01 0,19 -0,30 -0,05 0,15 TotalD/E
1,00 0,17 0,14 0,02 -0,13 ROA
1,00 0,15 0,06 -0,22 ROE
1,00 -0,04 -0,12 GrossM
1,00 -0,01 RevenueG
1,00 logTA
 
 
 
 
It can be easily said that there is statistical significance in model 2b and 3b indicating a 
negative impact of leverage on Gross Margin and ROE of -4% and -6,8%. 
 
 
  -34- 
Table 6.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const 17,47 0,0008*** const 72,51 0,0004*** const 28,92
0,0000712*
**
RevG 0,01 0,7087 RevG 0,0622 0,0153** RevG 0,0423 0,0511*
l_TA -1,201 0,044** l_TA -5,7819 0,3174 l_TA 0,1527 0,8495
LTD/E 0,0234 0,7087 LTD/E -0,1111 0,2223 LTD/E 0,0001 0,9546
LSDV R^2 50,94%
P-value(F) 0,00 P-value(F) 0,00 P-value(F) 0,00
const 17,69 <0,0008*** const 67,21 0,001*** const 29,62 0,0002***
RevG 0,0070 0,7246 RevG 0,0535 0,385 RevG 0,020 0,3923
l_TA -1,1730 <0,044** l_TA -5,1149 0,0287** l_TA 0,5520 0,5233
D/E 0,0067 0,3879 D/E -0,0680 <0,0189** D/E -0,0400 0,0001***
LSDV R^2 51,72%
Prob (F) 0,00 Prob (F) 0,00 Prob (F) 0,00
Materials 
ROA(RE) ROE(FE) GrossM(RE)
 
Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
 
6.2.7 Information Technology Sector 
 
This Sector entails mainly companies that offer software and information technology 
services, manufacturers and distributors of technology hardware and equipment and 
semiconductors. 
The indicative top-10 firms according to their market-capitalization ($ mn) are: 
  
Table 7.1 Top – 10 firms 
Microsoft Corporation (NasdaqGS:MSFT)     814.046,6 
Apple Inc. (NasdaqGS:AAPL)     785.268,5 
Visa Inc. (NYSE:V)     297.766,1 
Intel Corporation (NasdaqGS:INTC)     218.433,0 
Cisco Systems, Inc. (NasdaqGS:CSCO)     206.005,0 
Mastercard Incorporated (NYSE:MA)     201.735,7 
Oracle Corporation (NYSE:ORCL)     176.550,5 
Adobe Inc. (NasdaqGS:ADBE)     112.270,7 
International Business Machines Corporation (NYSE:IBM)     108.964,4 
Broadcom Inc. (NasdaqGS:AVGO)     105.358,6 
 
 
Given the Table 7.2, IT sector has relatively to the previous sectors less debt and a 
considerable negative average ROE of -48,7%, while Gross Margin is considerably 
higher with less variance. 
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Table 7.2 Descriptive Statistics 
Variab le Mean Median Min imum Maximum Std . Dev.
LTD/E 0,72 0,36 0,00 1,38 1,39
TotalD/E 0,81 0,41 0,00 1,38 1,43
ROA 0,07 0,07 -0,07 0,24 0,06
ROE -0,49 0,17 -248,50 3,99 12,81
GrossM 0,57 0,58 -0,09 1,00 0,21
RevenueG 0,15 0,08 0,00 1,14 0,18
logTA 9,37 9,26 3,91 12,84 1,44
IT
 
 
There is a negative correlation of profitability ratios with debt, while there is a perfect 
positive correlation (99%) between Long Term Debt and Total Debt. 
 
Table 7.3 Correlation Matrix 
LTD/E TotalD/E ROA ROE GrossM RevenueG logTA
1,00 0,99 -0,24 -0,10 -0,10 -0,08 -0,01 LTD/E
1,00 -0,24 -0,10 -0,11 -0,08 -0,01 TotalD/E
1,00 0,15 0,26 0,00 0,26 ROA
1,00 0,09 0,02 0,05 ROE
1,00 0,04 0,03 GrossM
1,00 -0,24 RevenueG
1,00 logTA
 
  
As Table 7.4 exhibits, there is extremely high dependence of ROE by the capital 
structure decisions. At 90% significance level, ROE is affected by -92% and -83% by 
Long-term Debt and Total Debt, respectively. 
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Table 7.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const 17,46 <0,0001*** const −448,86 0,33 const 45,99 <0,0001***
RevG 0,0155031 <0,0001*** RevG 1,850 0,6199 RevG 0,0841 <0,0001***
l_TA -1,17882 <0,0001*** l_TA 46,8735 0,3195 l_TA 1,0861 0,0089***
LTD/E -0,009 0,06 LTD/E −0,9185 0,0528* LTD/E −0,00039 0,922
R-squared 78,16%
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
const 17,46 <0,0001*** const −447,345 0,3363 const 46,02 <0,0001***
RevG -0,0079 <0,0001*** RevG 1,864 0,6198 RevG 0,084 <0,0001***
l_TA -1,1778 <0,0001*** l_TA 46,843 0,3194 l_TA 1 0,0098***
D/E −0,00797 0,624 D/E −0,8339 0,0699* D/E 0,0005 0,9872
R-squared 78,16%
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
IT
ROA(FE) ROE(RE) GrossM(RE)
 
Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
 
6.2.8 Energy Sector 
 
The Energy Sector includes firms that are offering services such as storage and 
transportation of oil and gas or other consumable fuels, exploration and production. 
The indicative top-10 firms according to their market-capitalization ($ mn) are: 
 
Table 8.1 Top-10 firms 
Exxon Mobil Corporation (NYSE:XOM)               319.991,1 
Chevron Corporation (NYSE:CVX)               217.503,4 
ConocoPhillips (NYSE:COP)                 74.312,7 
EOG Resources, Inc. (NYSE:EOG)                 58.036,7 
Enterprise Products Partners L.P. 
(NYSE:EPD)
                56.421,8 
Schlumberger Limited (NYSE:SLB)                 54.145,8 
Occidental Petroleum Corporation 
(NYSE:OXY)
                49.152,2 
Marathon Petroleum Corporation 
(NYSE:MPC)
                41.361,4 
Phillips 66 (NYSE:PSX)                 40.039,5 
Energy Transfer LP (NYSE:ET)                 36.822,6 
 
 
As Table 8.2 demonstrates, the lowest leverage is applied on Energy Sector combined 
with considerable high average of Gross Profit Margin. 
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Table 8.2 Descriptive Statistics 
Variab le Mean Median Min imum Maximum Std . Dev.
LTD/E 0,37 0,33 0,00 1,33 0,23
TotalD/E 0,39 0,35 0,00 1,33 0,23
ROA 0,04 0,04 -0,28 0,23 0,05
ROE 0,07 0,10 -0,74 0,91 0,17
GrossM 0,47 0,49 -0,63 0,92 0,27
RevenueG 0,32 0,09 -0,88 32,89 2,31
logTA 9,75 9,87 4,61 12,76 1,38
Energy
 
 
 
Checking out the correlation matrix of Energy sector, it is identified the negative 
correlation of profitability ratios with Long-term Debt and Total Debt to Equity. 
Moreover, the debt ratios have a 58% correlation coefficient. 
 
Table 8.3 Correlation Matrix 
LDEquity TotalD/E ROA ROE GrossM ReveneuG logTA
1,00 0,58 -0,10 -0,05 -0,04 0,31 -0,18 LDEquity
1,00 -0,10 -0,11 0,04 0,15 -0,20 TotalD/E
1,00 0,54 -0,01 0,07 -0,11 ROA
1,00 -0,18 0,07 0,04 ROE
1,00 0,01 -0,21 GrossM
1,00 -0,09 ReveneuG
1,00 logTA
 
 
 
Analysing the regressions results, it is noticeable the negative impact (-20,4%) of Long-
term Debt/E to ROE. However, there is an opposite and identical impact of D/E to 
Gross Margin, at 99% significance level. 
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Table 8.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const 9,972 <0,0001*** const -0,013 0,999 const 19,367 0,0693*
RevG 0,002 0,0255** RevG 0,008 0,0279** RevG 0,005 0,0867*
l_TA −0,4954 0,0282** l_TA 1,441 0,328 l_TA 3,072 0,0041***
LTD/E -0,032 0,0168** LTD/E -0,204 0,0026*** LTD/E -0,0768 0,1268
LSDV R^2 31,68% LSDV R^2 84,25%
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
const 10,425 <0,001*** const -7,222 0,625 const 4,543 0,6746
RevG 0,0020 0,051* RevG 0,0065 0,0848* RevG 0,004 0,1755
l_TA -0,5288 0,0219** l_TA 1,6090 0,2802 l_TA 3,4020 0,002
D/E -0,0330 0,0102** D/E -0,0508 0,442 D/E 0,2186 <0,001***
LSDV R^2 29,99% LSDV R^2 84,33%
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
Energy 
GrossM(FE)ROA(RE) ROE(FE)
 
 
6.2.9 Communication Services Sector 
In this sector are affiliated telecom, media & entertainment companies. Furthermore, 
it entails producers of interactive gaming products and companies that are engaged in 
information creation. 
The indicative top-10 firms according to their market-capitalization ($ mn) are: 
 
Table 9.1 Top – 10 firms 
Alphabet Inc. (NasdaqGS:GOOG.L)           728.068,7 
Facebook, Inc. (NasdaqGS:FB)           413.997,8 
Verizon Communications Inc. (NYSE:VZ)           235.855,4 
AT&T Inc. (NYSE:T)           219.941,2 
The Walt Disney Company (NYSE:DIS)           167.028,9 
Comcast Corporation (NasdaqGS:CMCS.A)           165.329,0 
Netflix, Inc. (NasdaqGS:NFLX)           116.364,9 
Twenty-First Century Fox, Inc. 
(NasdaqGS:FOXA)
            90.822,9 
Charter Communications, Inc. 
(NasdaqGS:CHTR)
            70.831,7 
T-Mobile US, Inc. (NasdaqGS:TMUS)             55.696,2 
 
 
Analyzing the summary statistics results for Communication Services sector, it is 
verified an identical level of long term and total leverage. Nevertheless, Gross Margin 
ratio is also significantly high. 
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Table 9.2 Descriptive Statistics 
Variab le Mean Median Min imum Maximum Std . Dev.
LTD/E 0,67 0,59 0,00 4,13 0,58
TotalD/E 0,66 0,61 0,00 5,14 0,54
ROA 0,04 0,04 -0,84 0,24 0,07
ROE 0,13 0,09 -0,67 2,98 0,26
GrossM 0,54 0,58 -0,53 1,00 0,22
RevenueG 0,15 0,07 0,00 1,98 0,24
logTA 9,13 9,14 3,18 13,00 1,95
Communication Services
 
 
In table 9.3 is identified 52% positive correlation between debt ratios as it was the case 
also for Consumer Staples, Consumer Discretionary, Industrials and IT sectors. 
 
 
Table 9.3 Correlation Matrix 
 
LTD/E TotalD/E ROA ROE GrossM RevenueG logTA
1,00 0,52 0,09 0,05 -0,20 -0,08 0,16 LTD/E
1,00 0,10 0,16 -0,19 -0,10 0,27 TotalD/E
1,00 0,20 -0,03 -0,20 0,23 ROA
1,00 0,07 -0,06 0,13 ROE
1,00 0,04 -0,01 GrossM
1,00 0,01 RevenueG
1,00 logTA
 
 
Interpreting the regression analysis, despite the substantial R2 none of the models 
have statistical significant coefficients, indicating that no effect of capital structure on 
profitability can be identified within this data. 
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Table 9.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const 32,87 <0,0001*** const -14,57 0,5202 const 51,85 0,0002***
RevG 0,06 0,0008*** RevG -0,0304 0,6705 RevG -0,0162 0,7049
l_TA -3,128 <0,0001*** l_TA 2,8545 0,2536 l_TA 0,2456 0,8258
LTD/E 0,00840 0,265 LTD/E 0,0293 0,369 LTD/E 0,0031 0,8697
LSDV R^2 52,95% LSDV R^2 31,01%
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
const 32,84 <0,0001*** const -31,33 0,44 const 48,20 0,0006***
RevG -0,0552 0,0009*** RevG -0,0148 0,7073 RevG -0,024 0,5798
l_TA -3,0239 <0,0001*** l_TA 2,3723 0,3363 l_TA 0,7020 0,6479
D/E -0,0055 0,508 D/E 0,0744 0,3014 D/E -0,0029 0,893
LSDV R^2 52,80% LSDV R^2 31,94% LSDV R^2 63,77%
Prob. (F) 0,00 Prob. (F) 0,00 Prob. (F) 0,00
ROA(FE) ROE(FE) GrossM(RE)
Communication Services 
 
Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
6.2.10 Health Care Sector 
The Health Care Sector encompasses health care providers and services that offer 
health care equipment and supplies combining technology, also. 
The indicative top-10 firms according to their market-capitalization ($ mn) are: 
 
Table 10.1 Top – 10 firms 
Johnson & Johnson (NYSE:JNJ)     356.703,1 
UnitedHealth Group Incorporated (NYSE:UNH)     254.958,3 
Pfizer Inc. (NYSE:PFE)     253.184,8 
Merck & Co., Inc. (NYSE:MRK)     198.876,8 
AbbVie Inc. (NYSE:ABBV)     128.776,0 
Abbott Laboratories (NYSE:ABT)     124.278,1 
Amgen Inc. (NasdaqGS:AMGN)     122.390,7 
Eli Lilly and Company (NYSE:LLY)     110.008,5 
Thermo Fisher Scientific Inc. (NYSE:TMO)       94.279,4 
CVS Health Corporation (NYSE:CVS)       92.955,1 
 
 
Health Care sector has low debt ratios combined with a high Gross Profit Margin and a 
considerable high standard deviation of Total Debt to Equity. 
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Table 10.2 Descriptive Statistics 
Variab le Mean Median Min imum Maximum Std. Dev.
LTD/E 0,56 0,54 0,17 1,59 0,14
TotalD/E 0,58 0,47 0,00 4,09 0,50
ROA 0,08 0,08 -0,25 0,33 0,06
ROE 0,08 0,10 -0,71 0,44 0,09
GrossM 0,38 0,37 0,16 0,67 0,11
RevenueG 0,13 0,08 0,00 2,09 0,18
logTA 9,98 10,08 8,01 11,83 0,87
Health Care
 
 
 
The correlation matrix in Table 10.3 demonstrates a negative relationship between 
ROE, ROA and Total Debt to Equity, while there is documented the lowest correlation 
(-4%) between the two debt ratios. 
 
Table 10.3 Correlation Matrix 
LTD/E TotalD/E ROA ROE GrossM RevenueG logTA
1,00 -0,04 0,07 0,08 0,03 -0,06 -0,01 LTD/E
1,00 -0,26 -0,31 0,01 0,06 0,20 TotalD/E
1,00 0,06 0,06 0,13 0,02 ROA
1,00 0,00 -0,11 -0,07 ROE
1,00 -0,08 -0,11 GrossM
1,00 -0,03 RevenueG
1,00 logTA
 
 
Table 10.4 provides a statistical negative effect of -24% to ROE by D/E with R2 = 43% at 
99% significance level. Contrarily, Gross Margin is affected negatively only by 3,2% in 
model 3a. 
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Table 10.4 Regression Analysis 
coeff. p-value coeff. p-value coeff. p-value
const 13,515 0,0417** const 26,07 0,2136 const −58,113 <0,0001***
RevG 0,0562 <0,0001*** RevG 0,0429 0,1061 RevG −0,0095 0,5407
l_TA -0,6030 0,3614 l_TA -1,857 0,3772 l_TA 9,4503 <0,0001***
LTD/E −0,0056 0,2871 LTD/E 0,0048 0,6857 LTD/E 0,032 <0,0001***
LSDV R^2 39,55% LSDV R^2 85,27%
Prob.(F) 0.00 Prob.(F) 0,00 Prob.(F) 0,00
const 13,1123 0,04** const 27,9837 0,1619 const -70,4181 <0,0001***
RevG 0,0545 <0,0001*** RevG 0,0212 0,4158 RevG -0,0060 0,7158
l_TA -0,5242 0,4057 l_TA -0,6816 0,7327 l_TA 10,6313 <0,0001***
D/E -0,0125 0,5632 D/E -0,2378 <0,0001*** D/E 0,0403 0,1892
LSDV R^2 43,04% LSDV R^2 84,39%
Prob.(F) 0,00 Prob.(F) 0,00 Prob.(F) 0,00
ROA(RE) ROE(FE) GrossM(FE)
Health Care 
Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
 
  
 
7. Conclusions 
7.1 Summary results 
 
Initially, there was detected non-stationarity only in one sector (Consumer 
Staples), which was fixed by taking the first difference. Furthermore, for each 
regression was implemented the panel diagnostic tests to arrive at the most efficient 
estimation model for the results. It can be said also that the fit of our models is 
appropriate enough, as the lowest R2 was equal to 30% (Energy Sector) and the mean 
above 50%, signifying a good explanatory power of the regressions. 
Regarding the capital structure, it was quite unexpected the fact that the 
average leverage ratio was relative low for some cases, especially for Energy, 
Consumer Staples, Health Care and Consumer Discretionary Sectors. Considering that, 
this sample incorporates the largest companies (2017 latest data) of United States and 
according to the Trade – Off Theory the corresponding bankruptcy costs are extremely 
low, it is remarkable the capital structure choice.  
Moreover, considering the control variables the average logarithm of Total 
Assets it is identical for all sectors ranging from 8,97 (Materials) to 9,98 (Health Care), 
implying a homogeneous size for the selected firms. Also, in Revenue Growth is 
observed the same case, as the average figures are fluctuating between of 7% to 15%, 
except Energy Sector that has an extreme high mean of 32%. 
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Despite the aforementioned check of panel diagnostics for the determination 
of the most appropriate estimation model, all six regressions for each sector were 
accomplished using Ordinary Least Squares to identify any particular dissimilarities 
against the particular estimation model that was used each time, with regard to the 
statistical significance level and type of the effect on the dependent variables. In order 
to summarize all results, the table 7.1 illustrates the level of significance of the two 
independent variables for each of my three models. 
 
Table 7.1 Results with OLS vs FE vs RE 
OLS FIXED RANDOM OLS FIXED RANDOM OLS FIXED RANDOM
LTD/E ***/- - + **/+ ***/+ */-
D/E **/- - ***/+ ***/+ ***/+ ***/-
LTD/E - - ***/+ ***/+ */+ -
D/E - ***/+ */+ + + ***/+
LTD/E ***/- - ***/- ***/- + +
D/E */+ - ***/- ***/- + +
LTD/E + - + - + ***/+
D/E ***/- - ***/- ***/+ + +
LTD/E ***/- ***/- ***/- ***/- - **/-
D/E - ***/- ***/- - - -
LTD/E + + ***/+ ***/+ - -
D/E - ***/+ ***/+ ***/+ ***/- +
LTD/E + + ***/+ - ***/- ***/-
D/E + + **/+ **/- ***/- ***/-
LTD/E ***/- - */- */- */- -
D/E - - */- */- **/- +
LTD/E ***/- **/- - **/- - -
D/E **/- **/- **/- - + ***/+
LTD/E + + + + ***/- +
D/E + - **/- **/+ ***/- -
Utilities
ROA ROE GrossM
Consumer Staples
Consumer Discretionary
Communication Services
Health Care
Real Estate
Industrials
Materials
IT
Energy
 
Note. ***,** and * denote significance 1%,5% and 10% levels, respectively. 
+/- : Positive/Negative relationship statistically insignificant 
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Given the information on table 7.1, there are some elements to be emphasized. 
Principally, according to OLS estimation model it is remarkable that in all three cases, 
the existence and the frequency of results’ statistical significance is considerably higher 
than the Fixed Effects or Random Effects models. Consequently, this fact clarifies the 
risk of undertaking a wrong estimation model. It would have given “critical” results 
without any actual interpretation meaning.  
 Furthermore, according to appropriate estimation models and the dependent 
variables is documented a statistical significance between ROE and leverage at 75% of 
all cases. Although, regarding ROA and Gross Profit Margin it can be verified a low 
statistical interpretation by the model (33% - 40%, respectively). 
 
7.2 Key points 
 
 
Analyzing the regression results and the above Table 7.1, the key points are classified 
in three categories regarding the level of impact on profitability: 
 
 Low impact:  
This category includes sectors whose impact on profitability is less than 10%. 
Consumer Discretionary has a positive effect of 5,1% on Gross Profit Margin and 0,8% 
on ROE, while the second variable in Materials and Real Estate sectors is negatively 
related by 7%. Checking the Total D/E average for each sector it is identified that 
Consumer Discretionary has the lowest (0,64) while Real Estate the highest( 1,16). 
Taking into consideration the negligible negative effect on ROA (-1,67%), it can be 
stated that that the capital structure choice for firms in Real Estate sector cannot alter 
significantly  their operating profit. 
 
 
 Medium impact : 
This category comprises sectors, that their sensitivity to leverage is more than 10% and 
less than 50%. In Consumer Staples Sector, Return on Equity is explained positively by 
Total D/E at a 28% level. On the other hand, enterprises in Health Care Sector have a 
significant negative relationship between ROE and total leverage of 23,8%. That is 
recognized also by the 58% average debt, indicating that the companies prefer equity 
financing. On the contrary, the Total D/E ratio varies around 72% (refer to Table 1.2). 
 
In Energy Sector is observed something distinctive. Gross Margin is affected positively 
by 22%, while the contrary is the case for ROE. ROA has also negative impact, but 
considerably low. However, it should be mentioned that the R2 is 83% in the first case, 
while only 33% in the second. Moreover, this sector uses less debt on average than any 
other. Nevertheless, as it was published by Fareed, Z. et al. (2016), firm’s leverage 
affect negatively profitability. To conclude, in Utilities Sector is identified a -17% 
coefficient on Long-term Debt and -7,5% in Total Debt combined with the highest 
mean of  Debt/Equity (1,2). 
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 Large impact:  
This category encompasses sectors whose impact on profitability is more than 50%. 
Information Technology sector is the most vulnerable to capital structure strategy at a 
90% significance level presenting an over 81% negative effect. This happens as this 
sector is compiled with many high – growth opportunities companies, which prefer 
equity financing due to the Trade Off Theory (high bankruptcy costs) and the Signaling 
Hypothesis.  
Shifting to the other Sector that, its ROE is positively connected by 93,7% with 
total D/E while ROA only by 4,7%. The high proportion of debt (83%) specifies the 
above point. A statistic that is reverse with the findings of Abdullah et. al. (2000); firm 
profitability is adversely related with the firm’s leverage, taking evidence from 
Jordania. Although, a recent study sampling manufacturing companies in USA, 
provided robust positive relationship between gearing ratios and profitability (Gill 
et.al, 2011).  
Finally, it could not be documented any impact on Communication Services 
Sector as all coefficients estimators have high p-values (>0.1). 
 
 
7.3 Limitations and Further Research 
 
During this thesis, there were some limitations that should be testified. 
Originally, it could not be identified the variable Short Term Debt to Equity for all firms 
across all sectors. According to existing literature and my belief, it would be 
questioning to identify any possible changes to profitability according to Short term, 
Long term and Total Debt across sectors. Moreover, regarding my sample selection 
some companies have extremely high figures of profitability (refer to IT Sector) or 
leverage that may influence the total results of the descriptive statistics and regression 
analysis. These outliers can lead to evasive results and wrong interpretation. 
Also, variance in leverage is largely contributed by firm-specific factors, 
advocating financial decisions linked to strategic management. 
However, the optimum would be a 15year time-period in order to capture any 
correlation and the interpretation of the results to be more accurate. Last but not 
least, the major limitation for the comparison between my results is the different 
regulations and business environment that each company belongs.  
Ultimately, further studies on this subject could include to add stock 
performance variable. Capturing the stock price combining the capital structure 
decisions would be a research of the existing literature regarding Market Timing 
Theory, Trade Off Theory and Pecking Order Theory. Furthermore, I recommend a 
study between small, medium and large-cap firms of an emerging market including the 
asset structure variable to identify possible deficiencies on the profitability level. 
Similarly, it can be implemented a three-sector research including primary (raw 
materials), manufacturing (secondary) and services (tertiary). Through this study, it will 
be apprehended the sensitivity of each sector across and any possible changes across 
years. 
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9. Appendix 
Collinearity Test  
Variance Inflation Factor for each sector 
 
Consumer Staples 
 
RevG 1,01 RevG 1,009
logTA 1,012 logTA 1,092
LTD/E 1,005 D/E 1,083  
 
 
Consumer Discretionary 
 
RevG 1,04 RevG 1,041
logTA 1,04 logTA 1,073
LTD/E 1 D/E 1,032  
 
 
 
Utilities 
 
RevG 1,028 RevG 1,025
logTA 1,065 logTA 1,053
LTD/E 1,051 D/E 1,038  
 
Real Estate 
 
RevG 1,011 RevG 1,009
logTA 1,079 logTA 1,079
LTD/E 1,076 D/E 1,07  
 
Industrials  
 
RevG 1,036 RevG 1,038
logTA 1,065 logTA 1,083
LTD/E 1,029 D/E 1,045  
 
Materials 
 
RevG 1,021 RevG 1,001
logTA 1,019 logTA 1,016
LTD/E 1,021 D/E 1,017  
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Information Technology 
 
RevG 1,071 RevG 1,072
logTA 1,064 logTA 1,065
LTD/E 1,008 D/E 1,009  
 
Energy 
 
RevG 1,106 RevG 1,029
logTA 1,033 logTA 1,048
LTD/E 1,132 D/E 1,064  
 
 
 
 
Communication Services 
 
RevG 1,014 RevG 1,013
logTA 1,023 logTA 1,083
LTD/E 1,063 D/E 1,094  
 
 
Health Care 
 
RevG 1,005 RevG 1,006
logTA 1,005 logTA 1,025
LTD/E 1,002 D/E 1,028  
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