An approach addressing response surface approximation errors due to model inadequacy is presented. The approach seeks to determine locations in the design space where the accuracy of the approximation may be poor. A study of the mean squared error yields an eigenvalue problem where the maximum eigenvalue at each point provides a bound for the bias error. A polynomial example and optimization of wing structural weight is used to demonstrate the approach.
Introduction
Response Surface (RS) approximations [Myers and Montgomery (1995) , Khuri and Cornell (1996) ], which fit number of results from physical experiments or numerical simulations with simple functions, offer an attractive set of features that address some problems in design of complex engineering systems.
-They filter out the noise and help to identify significantly erroneous results (socalled outliers). -They may require large computational effort beforehand to construct, but this pays off during the design process since they are easy to compute.
-They afford the designer a view of the design space because their low computational cost allows coupling with visualization procedures. -They can act as interfaces between the different levels of the design, between different disciplines, and between analysis and optimization procedures. An important application of RS approximations is design for uncertainty. Design for uncertainty typically requires many more analyses than the corresponding deterministic design [Venter and Haftka (1998) ]. RS approximations can be used to reduce the high computational cost associated with design for uncertainty, especially with fuzzy set methods or probabilistic design via Monte Carlo simulations.
Venter and Haftka (1998) used RS approximations with fuzzy set models of uncertainty by for calculating the possibility of failure in dropped-ply composite laminate design. Papila and Haftka (1999) used a similar approach for sensitivity to uncertainty of wing bending material weight in HSCT designs. Xiao et al. (1999) performed a reliability-based multidisciplinary shape optimization of a transport aircraft wing using RS approximations and Monte Carlo simulation for calculating reliabilities. Qu et al. (2000) investigated the use of RS AIAA-2001 AIAA- -1680 2 American Institute of Aeronautics and Astronautics combined with Monte Carlo simulation techniques in reliability-based design optimization of angle-ply laminates subjected to mechanical loads at cryogenic temperatures.
Unfortunately, the RS approximation itself adds another source of uncertainty. The objective of the present work is to try to characterize the errors in RS predictions, so that the effect of RS on the uncertainty can be taken into account. In particular, we seek to identify regions in design space where the accuracy of the RS approximation may be poor. As the variation of noise error in design space is well known, we focus on bias error due to model inadequacy. A simple twovariable polynomial example and a twovariable optimization of wing structural weight are presented in order to demonstrate present approach.
2.Methodology 2.1 Response Surface Approximations
Response surface approximations fit numerical or physical experimental data with an analytical model that is usually a low-order polynomial. The error ε in the approximation is divided into bias (modeling) errors due to the differences between the model and the true response and into noise error. The noise errors are assumed to be uncorrelated and normally distributed random variables with zero mean and standard deviation σ , which is the same at all points. In other words the response y is given as
(1) where x is a design point and the RS approximation η is assumed of the form
The 1 p shape functions i ξ are usually monomials and i β are unknown coefficients, representing the best approximation to y when noise is absent.
With noise the fitted approximation is given as b can now be expressed as
When the model is exact (no bias error), unbiased estimates of the noise σ in the data is given as
If we fit the RS approximation to a very large number of points, and the true function is exactly modeled by Eq. (1), then s represents the error in the data that is corrected by the RS. That is, the RS will be more accurate than the data. However, with finite number of data, errors in the data cause errors in the coefficients, and that in turn causes a prediction error of the RS approximation that depends on location. Because Eq. (1) is only an approximation to ♣ The subscript "1" used for p 1 , b 1 and X 1 refers to the set of monomials included in the model. Later, a subscript "2" will be used for the set of monomials needed to complete the model in order to obtain the true response.
the true function, s will contain not only noise error, but also error due to the approximation. Besides s , the quality of the approximation is often measured by the adjusted coefficient of multiple determination 
where y is the average value of the response data.
Mean Squared Error Criterion
As a measure of the error, and hence the uncertainty in the approximation, we use the mean squared error, MSE
where ) (x η and ) ( x y are the true response and the prediction by the fitted model, respectively at x. Equation (9) may be rewritten as 
The cross-product term in the above squaring operation is
The first term in Eq. (12) represents the variance error due to noise and the second term bias error due to inadequate modeling. This error expression is usually integrated over the design space, and the integral is minimized by choosing experimental designs that control the effect of one or both types of error. Here instead we try to characterize the error in the predictions of an RS approximation already constructed and to determine the design regions where RS prediction may suffer due to either or both types of error. Therefore we use Eq. (12) to investigate the variation of MSE from point to point.
The expectation of the predicted response at a given design point x can be expressed as ) ( ) (
ξ is the vector of i ξ calculated at point x. The mean and the variation for the coefficient estimates are given as [see Eq. (6)]
where σ is the standard deviation of the noise error. The first part of the mean squared error in Eq. (12) is equal to the prediction variance at x.
The second part of Eq. (12) is the squared error due to the inadequacy of the model used.
(16) Therefore mean squared error in Eq. (12) can be rewritten as (5) and (7) we get
The accuracy of this estimate depends on factors such as the available data or number of points and also the adequacy of the fitting model. The last factor determines whether the estimate is unbiased or biased.
We can write the true response at x as 2 2 1 1
ξ are terms missing from the assumed model. Since we usually do not know the true response, we often assume it to be a higher order polynomial. We can then write the mean of the true response as
X is similar to 1 X , but due to the terms present in the true response that are not included in the fitting model. After substitution of Eq. (21) 
where
is called the alias matrix. Substitution of Eq. (22) into Eq. (13) yields
We can now estimate the MSE at a given point as
where 
since P) (I N − − − − is an idempotent matrix, that is a matrix whose inverse and transpose are equal to itself. It is also a positive semidefinite matrix, so
. Equation (26) 
We look for points where the bias error is large. We now assume that we know what terms are missing from our model, but we do not have enough data to calculate the corresponding coefficients, 2 β . If we can estimate size of 2 β we can formulate a constrained maximization problem for a bound on the magnitude of the mean squared error that may be experienced at any given design point for the worst possible 2 β of that magnitude. (31) for which the maximum eigenvalue characterizes the maximum possible bias error associated with the assumed form of the true model. The corresponding eigenvector defines the missing polynomial coefficients for a given design point that result in the largest bias error when fitted only with the assumed model. The polynomial may be different at each point although the magnitude of the missing coefficient vector is constrained. So the eigenvalue calculated does not reflect the true polynomial corresponding to the data (as the data is insufficient to calculate 2 β ), but instead different polynomials of the same order (with different 2 β ) with the largest error for all possible polynomials considered.
Examples 3.1 Cubic Polynomial in Two-variables -No Noise
To demonstrate the use of the eigenvalue estimate of bias error we studied first a cubic polynomial in two variables as the true model, and a quadratic polynomial as the fitted model with no noise in the data. Note that the eigenvalue problem in Eq. (31) does not depend on the response data. It depends only on the experimental design and the fitting and assumed true models. We first used a three-level design as shown in Figure 1 to form the design matrices X 1 and X 2 . Then we solved the eigenvalue problem, Eq. (31) with 1 = = = = 2 T 2 β β , at 21x21 mesh points over the design region. The maximum eigenvalues and corresponding eigenvectors were determined. Figure 2 shows a contour plot of the eigenvalues. It is seen that high error are expected at center of the boundaries of the design region: (-1,0), (1,0), (0,-1) and (0,1), and low values at (0,0), (-0.8,-0.8) , (-0.8,0.8), (0.8,-0.8) and (0.8,0.8) .
We now use a specific example
and study sets of 2 β that are the eigenvectors associated with the maximum eigenvalues obtained at nine data points in Figure 1 . We look at the absolute residual as the bias error. There are four eigenvectors to investigate since the other five are negative of either one of the four eigenvectors, and since the absolute residuals are identical when only the sign changes.
Since the eigenvalue contour consists of different third order polynomials instead of a single one, we cannot expect exact agreement for any single polynomial. Instead, a given polynomial is expected to have a positive correlation between the absolute residuals and the maximum eigenvalues. The coefficient of correlation, r between two variables z 1 and z 2 is calculated as When we used the maximum of the absolute residual among the four polynomials the correlation is 0.975. Figure 3 shows the absolute residual plot for the polynomials studied. Comparing Figure 2 and 3, we see that a specific polynomial achieves maximal errors in one of the regions predicted by Figure  2 . When we take the maximum of all four, we get contours that are very similar to those of Figure 2 .
The correlations in Table 1 show that even for a single polynomial the eigenvalue distribution can be used to identify locations of possible high bias error.
Cubic Polynomial in Two-variablesWith Noise
We repeated the example presented in the previous section, with random, normally distributed noise of zero average and standard deviation 3 . 0 = = = = σ in order to simulate more general problems with both noise and modeling error. Table 2 summarizes the coefficient of correlations four the four polynomials used also in Table 1 . The maximum of the four polynomials results in r=0.830. Figure 4 shows the absolute residual contours when noise is present in the data. Comparison of Figure 3 and Figure 4 shows that the effect of the noise is to shift slightly the location of high residual regions. With the maximum of the residuals from the four polynomials, the coefficient of correlation is still high as also seen by the qualitative agreement of Figure 2 and Figure 4 .e. The absolute residuals in Figure 4 are due also to noise, so they should also be compared to the prediction variance contours. The coefficient of correlation between the prediction variance and the maximum eigenvalues is only 0.097 for all polynomials in our example since both of their distributions is function of experimental design. The coefficient of correlation between the prediction variance and the absolute residuals for four polynomials in Table 1 and Table 3 . Figure 5 shows the square root of the prediction variance [Eq. (15) ] for the polynomial with 3 . 0 = = = = σ .
HSCT Wing-Structural Optimum Weight Problem
The application problem in this paper is a 250-passenger high speed civil transport (HSCT) design with a 5500 Nautical miles range and cruise Mach number of 2.4. A general HSCT model developed by the Multidisciplinary Analysis and Design (MAD) Center for Advanced Vehicles at Virginia Tech includes 29 configuration design variables. Of these, 26 describe the geometry; 2, the mission, and 1, the thrust. Load cases for HSCT design studies are given in Table 5 , where the first two reflect normal flight conditions and the others represent severe and critical limit cases. Here, following the fivevariable version of the problem in Knill et al. (1999) and Papila and Haftka (2000) , we use a more simplified version of the problem with two configuration variables, root chord c root , and in-board leading edge (LE) sweep angle Λ ILE . The other three variables were kept at the mid-values of their ranges. Figure 6 shows a typical wing planform and the configuration variables for the two-variable case, and Table 6 summarizes the configuration design variable ranges used for two-variable case and other wing-geometry, fuselage, vertical tail, mission and thrustrelated parameters.
We generated optimum wingstructural-weight data following Papila and Haftka (2000) for the design points shown in Figure 6 , where black-filled points are 9 threelevel factorial design points and the circled points are 24 supplementary points for obtaining a good approximation for the true model, which is not exactly known unlike the polynomial example.
A structural optimization procedure based on a finite element model developed by Balabanov et al. (1996 Balabanov et al. ( , 1999 with the GENESIS program (VMA, 1997) was used at the design points to determine the optimum wing structural weight. The HSCT codes (Balabanov et al., 1996 and Knill et al. 1999 calculate aerodynamic loads for the load cases given in Table 5 . A mesh generator due to Balabanov et al. (1996 Balabanov et al. ( , 1999 creates the finite element mesh, distributes the aerodynamic and inertia loads onto the structural nodal points, and generates input for GENESIS.
As reported by Haftka (2000), and Kim et.al. (2000) , the numerical noise in the optimization depends on convergence parameters in GENESIS. Two cases of convergence parameters are used in this study: default GENESIS parameters that provide results with lower computation cost, and default parameters, but with ITRMOP=5 instead of the default 2. This parameter controls the number of times the objective function of the approximate problem used in GENESIS must satisfy the convergence criteria. ITRMOP=5 gives more accurate results, but requires about twice as much computer time (Papila and Haftka, 2000) .
This more accurate setting is used in order to estimate the true function form since it generates less numerical noise. The default setting is used for demonstration of the present approach on RS approximations based on noisy data together with bias error.
As in the polynomial example, we assume that true function is a cubic polynomial, but we fit a quadratic approximation to the 9 data points. Since the experimental design and the model are the same as the polynomial example of the previous section, the maximum eigenvalue contours (Figure 1 ) are identical. We do not have the true values at the mesh points, but since the cubic approximation for W w (ITRMOP=5) on 33 points is an accurate approximation, we assume that this approximation is the true function. We then calculated the absolute residuals at all mesh points by subtracting the prediction by the quadratic RS constructed based on the nine points from the prediction of the assumed true function.
The coefficient of correlation between the maximum eigenvalues and the absolute residuals is r=0.282. The contours are shown in Figure 7 and Figure 8 . There are shifts of the locations of high bias error compared to locations determined via eigenvalues, but they occur on the boundaries of the design region as predicted. The shifts are larger than for the polynomial example, but positive correlation is still achieved. We note that unlike the previous example, the cubic true weight function is just an assumption.
Finally, the coefficient of correlation between the prediction variance and the absolute residual is r=0.164.
Concluding Remarks
We presented an approach for identifying regions where large errors are expected due the inadequacy of the fitting model. The approach leads to an eigenvalue problem with the largest eigenvalue indicating the worst error that may be experienced at a point.
The examples showed that the eigenvalues may be helpful for identifying regions of high bias error. In particular, we found positive correlation between the maximum eigenvalues and the absolute residuals. 
