We propose a polygonal snake segmentation technique adapted to objects that can be composed of several regions with gray-level fluctuations described by a priori unknown probability laws. This approach is based on a histogram equalization and on the minimization of a criterion without parameter to be tuned by the user. We demonstrate the efficiency of this approach, which has low computational cost, on synthetic and real images perturbed by different types of optical noise. © 2005 Optical Society of America OCIS codes: 100.5010, 110.2970, 110.4280. To automatically recover the shape of objects from various types of images is among the most challenging problems, particularly for new optical and microwave imagery systems. A classical approach consists of detecting edges and then linking them to determine the shape of the object present in the image. Snake techniques 1 have also been introduced to directly determine the shape of the object by deforming a closed curve driven by the minimization of a mathematical criterion. This criterion is generally defined to move the curve toward edges. This approach is well adapted to a certain class of problems but can fail in the presence of strong noise.
To automatically recover the shape of objects from various types of images is among the most challenging problems, particularly for new optical and microwave imagery systems. A classical approach consists of detecting edges and then linking them to determine the shape of the object present in the image. Snake techniques 1 have also been introduced to directly determine the shape of the object by deforming a closed curve driven by the minimization of a mathematical criterion. This criterion is generally defined to move the curve toward edges. This approach is well adapted to a certain class of problems but can fail in the presence of strong noise.
Other strategies based on the pixel values of the inner and outer regions defined by the snake have also been proposed. [2] [3] [4] [5] In Ref. 5 a statistical approach that presents clear optimal properties in the context of statistical estimation theory for a given image model was developed with a polygonal description for the snake. This method was generalized in Ref. 6 , where a fast algorithm was also proposed. Furthermore, it has been demonstrated 7, 8 that the number of control points of a B-splines representation 7 or of nodes of a polygonal description 8 can be estimated by minimizing the stochastic complexity 9,10 of the image. This technique has been generalized 11 to a grid model for which the number of regions and nodes of the polygonal grid are automatically estimated by minimizing the stochastic complexity. 9, 10 There exist many important applications, such as tracking or target recognition, for which the number of regions and their topological relations are known but their shapes are unknown. A multiregion snake is particularly well adapted to this problem since it allows one to introduce a priori knowledge of the relation between the different regions of the object without needing to specify its precise shape. We thus recently proposed a segmentation technique adapted to objects composed of several regions with gray-level fluctuations described by different probability laws. 12 This approach is optimal when the family of the probability laws (such as gamma, Gaussian, or Poisson) are known in each region defined by the polygonal grid, but it cannot be applied when such a priori knowledge is not available.
We propose in this Letter an efficient segmentation approach for multiregion snake techniques when the probability law of the noise is a priori unknown in each region and thus can belong to different families of noises. One obtains a segmentation method for objects with an arbitrary but known number of regions, with arbitrary unknown probability laws for each region, and based on the minimization of a criterion without free parameter to be tuned by the user. To our knowledge, this result has not been demonstrated before. In the following, we first present the proposed new technique based on the minimization of the stochastic complexity of a preprocessed version of the image. Then, after discussing algorithmic issues, some results are presented on both synthetic and real noisy images and the performance of this technique is compared with the parametric statistical approach introduced in Ref. 12 .
Let us consider a scene s = ͕s͑x , y͖͒ made of a tessellation of R regions ⍀ r . As mentioned above, the number R of regions and their topological relations are assumed to be known. In each region ⍀ r , we assume that the pixel intensities are realizations of independent and identically distributed random variables with probability density function (pdf) P r ͑x͒. Let w = ͕w͑x , y͖͒ be an R-valued function that denotes a partition of the image so that w͑x , y͒ = r if and only if ͑x , y͒ belongs to region ⍀ r .
We propose to estimate w by minimizing the stochastic complexity of a preprocessed version of the image. The preprocessing is introduced to obtain an image quantified on a finite number Q of values that allows us to develop a simple and fast snake technique. This quantification into Q values is based on two steps. A histogram equalization, defined by u͑s͒ = ͐ −ϱ s h͑͒d, where h͑s͒ is the histogram of the considered image, is applied first. The possible values of u thus belong to the interval [0,1] with uniform probability over the whole image (which is no longer the case if one considers parts of the image). Then, the image is quantified so that the value q is associated with u if u ͓͑q −1͒ / Q , q / Q͓ and q = Q if u = 1. This quantification scheme leads to a quantified image de-noted q͑x , y͒ in the following. We propose to use this simple quantification scheme since, as we will demonstrate, it not only allows one to obtain satisfactory results but also leads to a fast and robust algorithm. In particular it is not based on a parametric model of the probability laws of the noise.
The stochastic complexity ⌬͑w͒ of the quantified image q͑x , y͒ is the sum of two terms: the code length ⌬ Q ͑w͒ of the gray-level description of the quantified image on Q levels when w is given and the code length ⌬ G ͑w͒ of the description of w. For a given partition w, the number of bits necessary to encode the pixel's gray levels is ⌬ Q ͑w͒ = ͚ r=1 R ⌬ r ͑w͒, where ⌬ r ͑w͒ is the number of bits needed to describe the pixel gray levels in ⍀ r with an entropic code. 13 In each region ⍀ r , the probability P ͑x,y͒ ͑q͒ that the value of the quantified image at a pixel of coordinates ͑x , y͒ is equal to q can be written P r ͓q͑x , y͔͒ since the partition defines homogeneous regions ⍀ r of probability law P r ͑q͒. Using a base-2 logarithm, one obtains 9 ⌬ r ͑w͒ = − ͚ ͑x,y͒⍀ r log 2 P r ͓q͑x,y͔͒ . ͑1͒
To estimate the probability law P r of the quantified image in region ⍀ r , we consider its maximumlikelihood estimation P r ͑q͒. It is easy to show that P r ͑q͒ = N r ͑q͒ / N r , where N r is the number of pixels in ⍀ r and N r ͑q͒ is the number of pixels in ⍀ r with a quantified value equal to q. Replacing P r ͑q͒ by P r ͑q͒ in Eq. (1), one obtains the approximation of ⌬ Q ͑w͒:
with the convention 0 log 2 ͑0͒ =0.
To specify the partition w, we use a polygonal grid (i.e., a set of nodes linked by segments) that defines the boundaries of regions ⍀ r . The code length needed to describe w can be determined as in Ref.
11:
⌬ G ͑w͒ = n͑log 2 N + log 2 p͒ + log 2 p + p͓2 log 2 e + log 2 ͑2m x ͒ + log 2 ͑2m y ͔͒ , ͑3͒
with m x (m y ) the mean value of the horizontal (vertical) distances between adjacent nodes, n the number of Eulerian graphs, and p the number of segments. The minimization of ⌬͑w͒ is obtained by adding, moving, or removing nodes. In order not to modify the topological structure of the polygonal grid, and thus the number of regions, only nodes that are connected to only two other nodes are allowed to be removed. The optimal shape w opt is thus obtained by simultaneously determining the value k of the number of nodes of the polygonal grid and their locations. This double optimization is implemented with the two-step techniques described in Ref. 12 .
To decrease the computing time, it is possible to adapt the fast algorithm of Refs. 6 and 11 to transform 2D summations over a region ⍀ r into 1D summations along its contour. For that purpose, a vectorial image with Q binary components is created. The component number q of a given pixel of this vectorial image is equal to 1 if its gray-level value is equal to q and 0 otherwise. Since each component corresponds to a binary image, and since N r ͑q͒ is the sum of the pixel values of this component on a given region ⍀ r , it is then straightforward to generalize the technique proposed in Refs. 6 and 12. This technique was used to obtain the results presented below. It is interesting to emphasize that this technique can be applied since Q is finite and leads to an algorithm whose computational time decreases when Q decreases.
The segmentation results we now present were obtained on a PC with a 2.8 GHz Xeon processor. The Fig. 1(c) have been used. same quantification scheme and minimization technique were applied to all the images shown if not mentioned otherwise. In particular, the different images were quantified on Q = 10 levels.
In Fig. 1(c) , we show a synthetic image composed of two regions and corrupted with a gamma noise with an order L = 1. Let w true denote the true partition of the image (Fig. 1(a) ) and w opt denote the partition obtained after convergence. The number of misclassified pixels (NMP) is the sum of the number of pixels inside w true that lie outside w opt and those outside w true that lie inside w opt . In Fig. 1(e) , we show the NMP as a function of the ratio of the gray-level mean values of the two regions when using the proposed technique with Q = 10 or when the snake approaches optimal for Gaussian and gamma (L = 1) probability laws. 6 We can see that the loss of performance of the proposed technique compared to the optimal one is low. This behavior can probably be understood since the number of pixels used for the estimation of the probability laws is high (typically around 1000 pixels) and since the value of Q can be chosen to be small. Indeed, we show in Fig. 1(f) the NMP as a function of Q when segmenting noisy versions of Fig. 1(a) and in Fig. 1(g ) the NMP as a function of the object size when segmenting the square in noisy versions of Fig. 1(b) . It is seen that the performance of the proposed technique is equivalent to the optimal one even for low Q values, provided the object contains enough pixels.
We illustrate in Fig. 2 the robustness of the proposed technique when the noise pdf in the image is unknown. For that purpose, we consider different noisy versions of the same synthetic image, with gamma noise with L = 1 [ Fig. 2(a) ], considering the logarithm of Fig. 2(a) [Fig. 2(b) ], and with gamma noises whose orders are different in both regions [ Fig. 2(c) ]. We applied to these images the algorithm adapted to a gamma noise 8 with L = 1 (top row) and the proposed technique with Q = 10 (bottom row). All these results, obtained in less than 0.8 s, show that the proposed method is robust, whereas the approach optimal for a gamma noise with L = 1 leads to poor results as soon as the pdf of the gray levels are not gamma laws with L =1.
We show segmentation results obtained on real images in Fig. 3 . The top row corresponds to a sonar image with object and shadow regions. The video image shown in the bottom row has been segmented on the intensity and on the hue component of the hue saturation value (HSV) representation of color images. 14 In the latter case the pdf of the gray levels is a periodic function that leads to probability laws that cannot be satisfactorily represented with a standard pdf such as the Gaussian or gamma laws.
In conclusion, we have proposed a segmentation technique adapted to objects composed of several regions for which gray-level fluctuations can be described by different probability laws a priori unknown. We have demonstrated that a simple quantification scheme allows one to apply information theory techniques and thus to obtain a segmentation technique based on the minimization of a criterion without parameter to be tuned by the user. Probably the most challenging perspective is to automatically determine the optimal value of the number of quantization levels Q or to determine the optimal nonlinear scheme that has to be applied before quantification.
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