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Abstract- -Antonio,  Tsai, and Huang proposed a scheme in 1991 to parallelize the standard y- 
namic programming approach to solve combinatorial multistage problems. However, their dynamic 
programming approach is restricted to those multistage problems where the decision made at each 
stage depends only on decisions made in the stage immediately preceding it. For many interesting 
problems the decision at each stage depends on the decisions made at all the previous tages, and 
therefore their approach doesn't apply. The Matrix Chain Multiplication problem, Longest Com- 
mon Subsequence problem, and Optimal Polygon Triangulation problem are some examples of such 
problems. We also present echniques for parailelizing the dynamic programming solution to such 
problems. The parallel algorithm we develop for a PRAM has complexity O(n) employing O(n 2) 
processors. Since the traditional sequential algorithm for such problems is O(n3), our parallel al- 
gorithm is an optimal parallel algorithm based on this traditional algorithm. We also describe the 
results of our experiments that are in conformity with our theoretical complexity results. We also 
compare and contrast our result with results obtained by earlier esearchers and show that our par- 
allel algorithm has optimal efficiency of 100% with respect o the traditional Dynamic Programming 
Algorithm. 
Keywords- -Dynamic  programming, Parallel processing, Parallel algorithm, Implementation. 
I .  INTRODUCTION 
Dynamic programming [1,2] is a technique for solving combinatorial problems that is used in a 
wide variety of applications in mathematics, computer science, engineering and business. Dy- 
namic programming, like the divide-and-conquer method, solves a problem by decomposing it
into subproblems. While the divide-and-conquer method decomposes a problem into subproblems 
that can then be independently solved, dynamic programming decomposes a problem into stages 
of subproblems, where solution of a subproblem at a given stage depends on solutions of subprob- 
lems in earlier stages. Thus, in the dynamic approach, the subproblems are dependent on each 
other. It  is easy to parallelize the divide-and-conquer approach due to the independent nature of 
the subproblems. However, the same is not true for the dynamic programming approach. 
The nature of dependency among subproblems in the multistage dynamic programming ap- 
proach can be of two kinds: (i) solution of a subproblem at a given stage depends exclusively on 
solutions of subproblems in the stage immediately preceding it; and, (ii) solution of a subproblem 
at a given stage depends on the solutions of subproblems of more than one preceding stage. 
*This research is supported by NSF Grants CCR-9211732 and HR, D-9353271, and by Grant AE-1680 from Sandia 
National Laboratories. 
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Figure 1. Blocks of clusters approach. 
Since most Dynamic Programming problems involve a lot of computation, recently a number 
of researchers have considered the execution of these problems on parallel computers [3-6]. This 
paper is concerned with a new approach to parallel execution of dynamic programming problems. 
Our work is motivated by a desire to extend the parallel dynamic approach of Antonio, Tsai, 
and Huang [3] which is applicable only to dynamic programming problems of type (i) mentioned 
above. 
Antonio, Tsai, and Huang's approach consists of grouping 3 or more consecutive stages of 
dynamic programming into a cluster. Each clusters overlaps with the preceding and the following 
cluster with exactly one stage being common between the overlapping clusters (Figure 1). Clusters 
are constructed to be of equal sizes; i.e., all clusters have an equal number of stages in them, 
hence, the name Balanced Overlapping Cluster [3]. 
Computation is then done in parallel within each cluster to find the optimal (least cost) path 
between each node at the first stage of that cluster and each node of the last stage of that cluster. 
After this computation, all intermediate stages (i.e., those other than the first and the last stage) 
of a cluster are eliminated, and each cluster is replaced by its first and its last stage, where each 
pair of nodes between the first stage and the last stage of the cluster are connected by a virtual 
edge with the weight of the optimal path (computed in the parallel step) as the edge's weight. 
The resulting stages are again clustered, and the parallel step is recursively applied until we are 
left with only two stages, at which point the problem has been solved. If c is the size of each 
cluster, then, the computation will be finished in logc_ 1 n parallel steps. Figure 1 shows one 
parallel step. 
While this approach yields good speed-ups and is elegant, it does not apply to a large class 
of multistage dynamic programming problems, i.e., those in which the decision made at each 
stage depends on the decisions made at more than one preceding stages. The Matrix Chain 
Problem, the Largest Common Subsequence problem and the Optimal Triangulation Problem 
are some examples of problems in this class. In this paper, we present a parallel algorithm 
to parallelize this class of dynamic programming problems. The complexity of the traditional 
sequential algorithm for such dynamic programming problems is e(n3). The parallel PRAM 
algorithm developed in this paper has a complexity of O(n) on O(n 2) processors. Since the 
product of time-complexity and processor-complexity for our parallel algorithm equals equential 
time-complexity, our parallel algorithm is optimal w.r.t, the traditional sequential algorithm. 
We have simulated our parallel algorithm on the Sequent Symmetry Multiprocessor, and our 
experimental results agree with our theoretical results. Without loss of generality, we will use the 
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Matrix Chain Multiplication problem in the rest of the paper to present our parallel algorithms 
and techniques. All other problems in this class can be cast into the Matrix Chain Multiplication 
problem and a similar solution obtained. 
The Matrix Multiplication Problem is the problem of finding the optimal order in which a given 
series of matrices hould be multiplied, so as to minimize the number of arithmetic operations 
performed. It is well known that matrix multiplication Am,k × Bk,n traditionally needs O(m × 
k x n) arithmetic operations (in the rest of the paper we will write O(m x k x n) as O(mkn), 
omitting the x sign). Given the matrix multiplication Am,k x Bk,n x Cnj we can either do it using 
O(mkn + mnl) operations if we multiply the first two matrices first, or O(mkl + knl) operations 
if we multiply the last two matrices first. Depending on the values of m, k, n and l, one of them 
will be smaller than the other and will yield the optimal multiplication order. If the Matrix chain 
is longer, the number of possibilities to consider will increase. One way of solving this problem is 
to examine all possibilities and find the best one. Unfortunately, the number of all possible cases 
is the Catalan Number, namely, the number of all possible binary trees with n nodes (which is 
12(4n/n3/2)), which increases exponentially. Therefore, we have to find a practical way to solve 
this problem. 
2. THE TRADIT IONAL MATRIX-CHAIN-MULTIPL ICATION 
METHOD 
For convenience, let us use the notation A~ to denote the matrix that results from evaluating 
the product Ai × Ai+l x --. x Aj, where each Ak, i < k _< j is a two-dimensional matrix. 
Obviously, finding the optimal order of evaluation of the product of these matrices amounts to 
finding an optimal parenthesization f the matrix multiplication expression which explicitly tells 
us which matrix is to be multiplied with which other. Note that that the cost of A~ x Ajn+l is 
the cost of computing A~ plus the cost of computing Ajn+x plus the cost of multiplying together 
the two matrices that have been computed. 
The key observation for finding an optimal parenthesization forA1 x A2 x ...  x An is that the 
parenthesization f the sub-matrix-chain A1 x A2 x ...  x Ak must be an optimal parenthesization 
for computing Ak. Likewise, the parenthesization f the sub-matrix-chain Ak+l x Ak+2 x .-. x An 
must be an optimal parenthesization for computing A~+ x. Given that k can range from 1 to 
n - 1, we can find some k that yields a minimal arithmetic omputing cost (namely, an optimal 
parenthesization). 
Let re[i, j] be the minimum number of scalar multiplications eeded to compute the matrix A~. 
Thus, the optimal cost would be re[l, n]. Computing the matrix product A~ x A~+ 1 takes p~_ lPkPj 
scalar multiplications, where Ph I = 1, 2 , . . . ,  n denotes the second dimension of matrix Ah and Po 
is the first dimension of the matrix A1 (note that the second dimension of a matrix must equal 
the first dimension of the next matrix in the chain, thus A~ is a pi_ 1 x Pi sized matrix). Therefore, 
we obtain 
m[i,j] = m[i, k] + m[k + 1,j] + P~-lPkPj. (1) 
This recursive quation assumes that we already know the value k, which, of course, we do not 
know. So we need to find the optimal k that will give the minimum m[i,j] where k will vary 
between i and j (i <_ k < j). Thus, we obtain the following recursive definition: 
0 ~ = j ,  
m[i,j] = min~<k<j{m[i,k] + m[k + 1,j] +p~_lpkpj} i < j. (2) 
Before showing the dynamic programming algorithm, we define s[i,j] to be a value of k at 
which we can split the product A, × A~+I x ...  Aj to obtain an optimal parenthesization. That 
is, s[i, j] is the subscript k such that formula (1) holds. 
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Having formula (2), we can write the program for the dynamic programming solution using 
a bottom-up approach. We use the array p[0..,  n] for recording the information about dimen- 
sions of the matrices in the Matrix chain. Recall that the ith matrix in the matrix chain has 
dimensions p[i - 1] x p[i]. 
1. Mat r ix -Cha in -Parenthes izat ion  (p, n) 
2. fo r i= l ton  
3. do re[i, i] = 0 
4. fo r l=2ton  
5. do  fo r  i = l to  n - l + l 
6. j = i + l - 1/*find an element with subscripts ( i , j )  * /  
m[i , j ]  = 
8. for k=i to j -1  
9. do v = m[i,k] +re[k+ 1,j] ÷p[ i -  1] *p[k] *pLJ] 
10. if v < m[i,j] 
11. then  m[i,j] = v 
12. s[i,j] = k 
13. re turn  m and s 
Figure 2 illustrates the procedure on a chain of n = 6 matrices. Since we have defined m[i,j] 
only for i _< j ,  only the portion of the table m strictly above the main diagonal is used. Thus, 
we show the rotated table to make the main diagonal run horizontally. 
m 8 
875 J 5~3~2 
A1 A2 A3 A4 AS A6 
The m and • tables computed by Matrix-Chain-Parentheson for n=6 
and the following matrix dimensions: 
maVlx dimension 
A1 30x35 
A2 35x15 
A3 lSxS 
A4 5x10 
AS 10x20 
A6 20x25 
Only the main disgonal and upperb'isngis are used In the M table, and 
only the upper triangle Is used In S table. The mlnlmun umber of sca- 
isr multiplications to multiply the six matricee is m[1,6]-15,125. The co- 
mputoion of m[2~] is as following. 
( m[2,2]+m[3,S]+p1.p2.p5,~O+2500+30 .15.20 =13000 
m[2,5]-mln m[2,3]+m[4,5]+pl .p3.p,%2625+1000+35 • 5"20.7125 
m[2,4]+m[S,5]+pl.pl.pS,4375+0+35 • 10.20 =11375. 
m7125. 
Figure 2. An example matrix chain computation. 
Note that each row of numbers in Figure 2 constitutes a stage, and note that to compute ach 
value in a stage we make use of values in all stages that were created before it. 
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The matrix chain is displayed along the bottom. Using this layout, the minimum cost m[i, j] 
for multiplying a subchain AiA~+I...  Aj of matrices can be found at the interaction of lines 
running northeast from Ai and northwest from Aj. Each row in the table lists all matrix chains 
of the same length. The algorithm computes the rows from the bottom to top and from left to 
right within each row. An entry m[i,j] is computed using Pi-lPkPj, k = i, i  + 1, . . .  , j  - 1, and 
all entries southwest and southeast from m[i,j] (i.e., all numbers along the sides of the triangle 
whose tip is that m[i,j]). 
THEOREM 1. The time complexity of the traditional sequential algorithm is O(n3). 
PROOF. From lines 8 to 12 in the traditional sequential algorithm or in the discussion for for- 
mula (1), we can see that the number of computation steps needed for computing m[i,j] are 
j - i. Let j - i = l. We can see that the number of all m[i,j]'s with j - i = l is n - l. Since 
the computation steps for m[i,j] is j - i, thus, the computations for all m[i,j] with j - i = I is 
(n - l )  x I. Since I ranges from 1 to n -1 ,  thus, the total computations of the traditional sequential 
n--1 algorithm including the initial step is n + ~t=l  (n - l)l. That is, n(n 2 + 5)/6 (If we don't count 
n--1 the initialization step, the complexity is simply ~-~t=l (n - l)l, i.e., n(n 2 - 1)/6). Therefore, the 
time complexity of the traditional sequential algorithm is e(n3). | 
3. THE PARALLEL MATRIX-CHAIN-MULTIPL ICATION 
ALGORITHM 
A simple way to parallelize the sequential algorithm is to perform the operations in each 
iteration of the outermost loop (with loop-index l) in parallel. Essentially, in each iteration we 
compute O(n) values ofm[i,j] (shown between lines 8 and 12 of the program above), where n is the 
number of matrices in the matrix chain. The computation of each m[i, j] value in each iteration 
involves O(n) comparisons. We can assign n processors to compute each one of these m[i,j] 
value in each iteration. Thus, each iteration will use O(n 2) processors, and each m[i,j] will be 
computed in log(n) time (the fastest ime to do n comparisons with n processors i O(log(n))). 
Thus, given that each iteration will take time O(log(n)), and there are n - 1 iterations, the time 
complexity of the naive algorithm will be O(n log(n)) with n 2 processors. 
However, we can improve the naive parallel algorithm further, to obtain a faster parallel al- 
gorithm which has complexity e (n)  with O(n 2) processors. The improvement is based on the 
following basic observations in the traditional sequential algorithm. In the sequential algorithm, 
while computing s[i, j] between line 7 and 12, we need to compute the values of elements re[i, k] 
and m[k + 1,j] (k = i, i  + 1 , . . . , j  - 1). Since all pi's,i = 0 ,1 , . . . ,n  are known in advance, 
computing Pi-lPkPj is a O(1) operation. Note that re[i, k] and m[k + 1,j] get computed in the 
previous iterations of the outermost loop when the loop index is 1 = (k - i + 1) and l = (j - k), 
respectively. Therefore, one can assign a processor say Pi j  to compute re[i, j] as soon as the 
corresponding m[i, k] and m[k + 1, j] values appear. The central observation is that in the i th 
iteration of the outermost loop, the processors in diagonals (n - 2(i - 1)) and (n - 2(i - 1) - 1) 
can begin computation (Figure 3). That is, the values that are needed to compute the m values 
in these diagonals ((n - 2(i - 1)) and (n - 2(i - 1) - 1)) start appearing after the i th iteration is 
over. 
Or looking at it in another way, processor Pi,j can start computation as soon as the ( [(J - i + 
1)/2] )th iteration begins, i.e., as soon as l = ( r(J - i ÷ 1)/2] + 1). This will ensure that the re[i, k] 
and m[k ÷ 1, j] values are available at the earliest possible time (so that P i j  can start computing 
its value of m[i,j] as soon as possible). Of course, one thing we have to make sure is that 
all processors have to synchronize their computations in each step (namely at the end of every 
iteration of the outermost loop). In each iteration of the outermost loop, each processor computes 
m[i, i ÷ l  - 2] + m [i ÷l  - 1, j] ÷ p~_ lP~+I-2Pj and m [i, j - l + 1] ÷ m[j - l ÷ 1, j] ÷ p~_ lPj-l+ lpj (where 
l is the loop-index of the outermost loop) and compares the smaller one of these two values with 
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the current m[i,j]. If the smaller value is less than than the current m[i,j], then processor P~j 
sets m[i,j] to that smaller value, and s[i,j] to the value of k that corresponds to the smaller 
value (i.e., either i + l - 2 or j - l + 1). Note that processor P~,j would have computed its m[i,j] 
value at the end of the iteration of the outermost loop for which I = j - i + 1. 
The parallel algorithm is described next. 
1. Paral le l  Mat r ix -Cha in -Parenthes iza t ion  (p, n) 
2. for i = l to n 
for j = i to n/*a l l  processors Pi,j do in parallel*/ 
3. if i = j then  m[i,j] = 0; 
else m[i,j] = oo; 
4. for 1 = 2 to n /*each processor start each step simultaneously */
{ each processor Pi,j do the following: 
i f j - i+ l>=land [ ( j - i+ l ) /2 ]+ l<=l  
{ q = m[ i , i+ l -2 ]  +m[ i+ l -  1,j] +p[ i -  1] *p[ i+ l -  1] ,p~];  
if q < re[i, j] then 
{ m[i, j] = q; 
s[i,j] = i + l - 2} 
q -- m[ i , j  - l + 1] + mLj - l + 2,j] +p[i - 1] *p[j - l] * p[j]; 
if q < m[i,j] then  
{m[i,j] = q; 
s [ i , j ]  = j - t + 1} 
} else idle. 
} 
5. re turn  m and s 
The algorithm above is further illustrated through an example. Consider the Matrix Chain 
Multiplication Problem for 6 matrices, i.e., A1 x A2 × A3 x A4 x A5 × A6. Figure 3 illustrates the 
assignment of processors on each element. Parallel computation takes place through following 
steps. 
6// 'N'l  2%6~ diagonal n-5= 1 
diagonal n-4=2 j 5 /  i 
4//N~ '. 5/~Xl~ 6/NN i diagonal n-3=3 
3 /~1 ~ ~P25~x 4 diagonal n-2=4 
2 / /N~ 3/LX~ ~.4 /~ .~46/NN 5 diagonal n-l=5 
1 ~ ~  diagonal n= 6 
A1 A2 A3 A4 A5 A6 
Figure 3. Processor assignment for the matrix chain of Figure 2. 
At first, each processor Pi,j sets m[i,3] to 0 if i = j, or to oo if i ~ j. This is accomplished in 
the doubly nested for-loop between lines 2 and 3 in the parallel algorithm above. 
In the first iteration at line 4 (with I = 2), processors P1,2, P2,3, Pa,4, P4,5 and P5,6 respectively 
compute O+O+po.pl.p2, 0+0+pl . /~.pa,  O+O+pg..pa.p4, 0+0+pa.p4.ps,  and 0+0+p4.ps.ps,  
and set it as their respective m value. That is, m[i, i  + 1] = pi-l.pi.pi+l, 1 < i < 5. After the 
first iteration, all re[i, i + 1]'s, 1 < i < 5, have been found and thus all these processors can sit 
idle in later iterations. 
In the second iteration (with l = 3), all processors Pi,i+9., i = 1,2,3,4, start to compute 
their ra values (ra[i, i + 2]) which is the minimum of the following two values: re[i, i] + m[ i+ 1, 
i + 2] + Pi-l.Pi.Pi+9. and m[i, i  + 1] + m[i + 2, i + 2] + Pi-I.P~+I.P~+2; also in this iteration, all 
processors Pi,i+a, 1 < i < 3, start to compute their m value (m[i, i  + 3]) which currently equals 
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re[i, i + 1] 4- m[i + 2, i 4- 3] + P~-I.Pi+I.P~+3 and set their m[i, i + 3] value to the minimum of 
the computed value and the current value. Since m[i, i 4- 3] was initialized to oo, it will get set 
to the computed value (m[i,i 4- 1] 4- m[i 4- 2,i 4- 3] 4- p~-l.p~+l.pi+3). After this iteration, all 
m[i,i 4- 2], 1 < i < 4, have been computed and then all processors Pi,i+2, 1 < i < 4, will stop 
further computation. 
Note that basically our approach is that all processors try to keep track of the current minimum 
value of m computed from the m values of other processors as they become available. 
In the third iteration (with I -- 4), all processors Pi,i+3, 1 < i < 3, continue to update 
their m values. They compute m[i,i 4- 2] 4- m[i 4- 3,i + 3] 4- Pi-l.pi+2.pi+3 and m[i,i] + m[i 4- 1, 
i + 3] 4-Pi-I.Pi.Pi+3 from the m value that became available in the previous iteration and compare 
them with their current m value (m[i, i + 3]), updating it to smallest of the three. Also, in the 
mean time, all processors Pi,i+a, 1 < i < 2, start to compute their m values by computing 
m[i, i + 2] + m[i + 3, i + 4] + pi_ 1.Pi+2-Pi+4 and m[i, i + 1] + m[i + 2, i + 4] + Pi-1.P~+ 1.Pi+4 and then 
selecting the smallest of these two values and its current value, and assigning it to re[i, i + 4]. In 
addition, in this iteration, processor P1,6 starts to compute rn[1, 3] +m[4, 6] +Po.P3.P6 and assigns 
it to m[1,6] since the current m[1,6] = c~. After this iteration, all m[i,i + 3], 1 < i < 3, have 
been computed and thus all processors Pi,i+3, 1 < i < 3, will not do any further computation i
the later iterations. 
In the fourth iteration (with l = 5), similarly, m[1,5] and m[2,6] can be computed while 
processor Pl,a continues to compute re[l, 2] + m[3, 6] + Po.P2.P6 and re[l, 4] + m[5, 6] + Po.P4.P6 
and compares the smaller one of them with the current m[1,6]. The smallest of the two computed 
values and its current value is assigned to re[l, 6]. 
In the last iteration (with l = 6), processors P1,5 and P2,6 just idle, while the processor P1,6 
continues to compute re[l, 1] +m[2, 6] +P0.Pl.P6 and rail, 5] +m[6, 6] +Po.P5.P6. If the smaller one 
of them is less than the current re[l, 6], then P1,6 assigns the smaller one to m[1, 6]. Thus, after 
this iteration, we have computed re[l, 6]. Therefore, after five iterations, all m[i, j], 1 < i, j <_ 6, 
have been computed. Thus, including the initialization step, we finish all computations in six 
steps. The answer computed will be the same as computed in the sequential algorithm. 
THEOREM 2. The time complexity of the parallel algorithm is O(n). 
PROOF. From the parallel algorithm and the example above, since we assign one processor to 
compute ach element m[i,j], after the k th iteration, we can see that all m[i,j] and s[i,j] with 
j - i <= k have been computed. Thus, after (n - 1) iterations, all the computations of m[i,j] 
and s[i,j] are finished. Since the number ofm[i , j ]  with j - i  -- k is n -k  (1 < k < n -  1) 
and each m[i,j] is assigned one processor, therefore, the parallel algorithm needs no more than 
n + (n - 1) 4- ... 4- 2 4- 1 = n(n 4- 1)/2 processors and can finish all the computations in exactly 
n steps including the initialization step. That is, the time complexity of the parallel algorithm is 
O(n). I 
One thing we want to note in our parallel algorithm is that after each iteration, some processors 
become idle since they have finished all their computation. Actually, for processor efficiency, we 
should put all such idle processors to compute some other m values (corresponding to a node 
in a later stage) which has not been computed yet. However, this will not reduce the necessary 
number O(r~ 2) of the required processors in our problem. Because in the ith iteration (i > 1) of the 
outermost loop, the diagonals (n -2 ( i -1 ) )  and (n -2 ( i -1 ) -  1) can begin computation (Figure 3). 
These diagonals have (n - 2(i - 1)) and (n - 2(i - 1) - 1) nodes respectively, and therefore need 
that many processors respectively. Without loss of generality, we can assume that n > 3 and n is 
odd, then after the ith iteration, we have n 4- (n - 1) 4- ((n - 2) 4- (n - 3)) 4-... 4- ((n - 2(i - 1)) + 
(n -2 ( i -  1) - 1)) processors that are either active or have finished computing their m values. The 
number of processors that have finished computing their m values and are idle in the ith iteration 
is n + (n -- 1) 4-.-. 4- (n -- i) + (n -- i 4- 1). These idle processors can be utilized to compute values 
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in the ith iteration. Thus, the number of processors that are actually needed for computing in 
the ith iteration is the difference between these two numbers, i.e., (2m - 3i -{- 1)i/2. Computing 
the maximum of this function with respect o i, we get [(2n -I- 1)2/24]. This shows that we still 
can not reduce the required number O(n 2) of processors in our problem even if we make full use 
of the idling processors. On the other hand, on a PRAM, for Matrix Chain Multiplication of n 
matrices, we optimally need (2n % 1)2/24 processors. 
It is quite simple to extend the code for parallel algorithms hown above so that idle processors 
are used whenever possible, and therefore we do not show it here. Essentially, we need to keep a 
queue of idle processors that pick up an element o compute whenever they become idle. 
4. COMPARISON WITH EARLIER WORK 
Guibas, Kung and Thompson have obtained similar results for Systolic Arrays [8]; i.e., they 
get O(n) time-complexity on a systolic array consisting of n(n -I- 1)/2 processing elements (i.e., 
O(n 2) complexity). However, since our algorithm is designed for a PRAM, we can utilize the 
processors better, although our complexity result is also O(n2). In other words, the constant 
coefficient of processor-complexity is smaller for our parallel algorithm on the PRAM, because 
our algorithm needs a maximum of [(2n q-1)2/24] processors vs. n(n + I)/2 for the systolic array. 
Thus, our coefficient is 1/6, while that of the systolic algorithm is 1/2. 
Karypis and Kumar have also considered parallel Matrix Chain Multiplication on the PRAM 
model [9]. However, their algorithm does not exploit the symmetry properties of such problems, 
and therefore, his coefficient of time-complexity is 2, while ours is 1. Thus, our algorithm is 
more efficient. With respect o the traditional sequential O(n 3) algorithm, the parallel time- 
complexity multiplied by parallel processor complexity ields n * (2n + 1)2/24 ~ n3/6. The 
exact complexity of the traditional sequential algorithm that was computed earlier in the proof 
of Theorem 1 is n3/6 + 5n/6 ,~ n3/6. Thus, our parallel algorithm has 100% efficiency compared 
to the Karypis and Kumar's PRAM algorithm that has only 16.7% efficiency. 
We should also mention that the O(n 3) dynamic programming algorithm considered in this 
paper is not the optimal sequential algorithm for Matrix Chain Multiplication and similar prob- 
lems. For example, Hu and Shing [10,11] have proposed an O(nlogn) algorithm. Ramanan has 
proved that O(n logn) is a tight lower bound for these kinds of problems [6]; therefore, Hu and 
Shing's algorithm is an optimal algorithm. Based on this optimal sequential algorithm, many 
parallel algorithms have been proposed [4,5,12]. However, these parallel algorithms based on 
the O(n log n) sequential algorithm are significantly more complicated than the parallel algo- 
rithm we have proposed in this paper. Our parallel algorithm is based on traditional dynamical 
programming algorithms, hence is easier to understand and use. 
5. EXPERIMENTAL  RESULTS 
To verify our results, we also conducted experiments wherein we implemented our algorithm 
on a 20 processor Sequent Symmetry. However, since our algorithm requires O(n 2) processors 
for a matrix chain of size n, we had to simulate this O(n 2) PRAM on our Sequent symmetry. 
Thus, we really have simulated the algorithm rather than truly implemented it. Twelve successive 
matrix chains of random sizes were selected for our experiment. Each chain is represented by an 
(ordered) dimension list of all matrices in the matrix chain (the array p). Each successive matrix 
chain had 10 more matrices than the previous one. 
As we can see, from the proof of Theorem 1, the traditional sequential algorithm needs n + 
~,~---1 (n - l)l times computation. That is, the time complexity is Tseq = O((n 2 + 5).n/6). 
While, by Theorem 2, we can see that the complexity of the parallel algorithm is Tpar = O(n) 
as discussed above. Therefore, the speed-up compared to the traditional sequential algorithm 
should be O(n 2 + 5). The iso-efficiency curve shown in Figure 4 indeed confirms this theoretical 
speed-up figure. 
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Figure 4. The is~efficiency curve for matrix chain multiplication. 
6. CONCLUSIONS 
Many Combinatorial Problems are efficiently solved by using a multistage Dynamic Program- 
ming technique. There are two kinds of dynamic multistage problems--those in which the com- 
putation at each stage is dependent on only the immediately preceding stage, and those in which 
the computation is dependent on more than one preceding stages. The first class of dynamic 
problems have been efficiently solved in [3] by using a clustering technique. However, the cluster- 
ing approach is not suitable for solving the second class of problem. In this paper, we proposed a 
technique that yields an optimal parallel algorithm for this second class of dynamic problems with 
respect to the traditional sequential algorithm. The time complexity of our parallel algorithm is 
O(n) with O(n 2) processors. Although, these results are similar to those obtained by previous 
researchers for systolic arrays and PRAM [8,9], our complexity results have much smaller con- 
stants. As a result of smaller constants, our algorithm has an efficiency of 100% compared to only 
16.7% reported in other papers [7] (with respect to the traditional sequential algorithm). Our 
theoretical results are confirmed by our experimental implementation on a 20 processor Sequent 
Symmetry. 
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