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numerous methods that are effective when occlusion occurs. Second, tracking with depth cameras is an active research area. The three-dimensional (3D) position that depth cameras provide is essential information for handling the occlusion problem, as overlapping areas on a camera view can be divided using depth information. Moreover, the multiview approach is facilitated by depth information, since fusing depth information from multiple cameras becomes rather simple using the pre-measured position data of each depth camera. Assuming that people move on a level plane and never overlap vertically, tracking can be simplified using plan-view representation. An occupancy map [1] is a known plan-view representation of foreground depth pixels (described in Sect. 4.1). Finally, the multi-frame approach is known to yield stronger robustness against occlusion [2] . This approach utilizes multi-frame images to find optimal human trajectories, in order to handle the challenging situation where the room is very crowded and people are frequently in close proximity. Dynamic programming or iterative optimization is commonly used in optimization. However, its computational intensity, which impedes real-time operation, is a known problem that affects the multi-frame approach.
Our new algorithm ensures compatibility between occlusion-resistant tracking accuracy and computational efficiency. We propose a heuristic optimization technique that requires neither DP nor iterative optimization. Computation of the method is so efficient that our system operates in realtime. Moreover, the minimal information required for tracking, instead of full camera images, is communicated over a network. Hence, commonly used network devices are sufficient for constructing our tracking system. Our contributions include:
• Occlusion-robust tracking by analyzing multi-frame occupancy maps of multi-view video sequences.
• A heuristic optimization technique that is sufficiently computationally efficient to allow real-time operation.
• An efficient network communication design that allows our tracking system to be constructed using commonly available network devices.
Related Work

Multi-View Tracking
High-level use of color or texture information in videos has been well developed, mostly for application in the singleview approach [3] . For example, features robust to scale, rotation, or illumination changes, such as SIFT [4] and HoG [5] , have been proposed. For human tracking, face recognition and head detection are also informative cues that provide better occlusion robustness [6] , [7] . Multi-view tracking is also a potential solution for occlusion [8] - [11] . In addition, multiple cameras can offer coverage of a larger area than can a single camera [12] . Mittal et al. [9] developed a tracking system with four to sixteen cameras surrounding an area of approximately 3.5 m × 3.5 m. Segmentation is first applied to each camera view, and then, region-based stereo processing is performed to estimate the positions of people on the ground plane. The combination of the multi-view approach and Mittal et al.'s occlusion analysis technique allows cluttered scenes to be handled well; however, errors are observed when the people being tracked come too close to each other.
Muñoz-Salinas et al. [10] proposed the multiple evidential particle filter, where particle filters carry information about the degree of evidence of how particles represent targets in each camera view. The best tracking result is estimated by fusing the particles from all the cameras to take all the hypotheses into account. Experiments conducted in their laboratory using up to six people showed high occlusion robustness and efficient computation. Failure was reported when under-segmentation, which results from the color of a person being similar to the background color, occurred.
Zabulis et al. [11] developed an interactive display that is aware of visitors' walk-through path, which is computed by their proposed tracking method. They first conducted volume intersection with eight cameras in order to reconstruct the human volume, and then, projected the volume onto a ground plane. Next, people in a scene were localized and tracked by applying a blob tracker. They reported errors in volumetric reconstruction that resulted in false-positive detections. Low visibility in cluttered scenes can also cause tracking mismatches.
Tracking with Depth
Depth cameras have recently become popular due to the development of computers that are capable of operating stereo processing in realtime. Depth information is useful for resolving occlusion in an image,and thus, a number of methods have been proposed [1] , [13] - [19] .
Krumm et al. [14] utilized two stereo cameras. They first segmented person areas using both depth and color, and then, made human-shaped blobs in each camera view. In their system, a tracking program collects the centroids of every blob from both stereo cameras, and maintains identities (IDs) using a color histogram associated with the blobs. The drawback of this method is that, when the system fails to create human-shaped blobs due to occlusion, errors occur in the maintenance of IDs.
Beymer [1] proposed an occupancy map that is a twodimensional histogram created by the vertical projection of foreground depth pixels onto a ground plane. He applied Gaussian mixture models to occupancy maps and updated them frame-to-frame to perform tracking. There are some extensions of the occupancy map, for instance, Harville [16] proposed a plan-view height map and plan-view color map, which represent the height and color of the pixel having the largest depth value at a certain plan-view position. The combined use of depth and color allows efficient discrimination of people in close proximity to each other [15] , [18] , [19] . Moreover, the multi-view approach using occupancy maps was also exploited to enhance occlusion robustness, as in [2] , [17] .
Multi-Frame Tracking
In the studies reviewed above, the frame-to-frame approach, where features extracted from one frame are taken into account in every tracking process (e.g., KLT-tracker, Kalman Filter, Particle Filter, etc.), was used. This approach has merits such as computational efficiency and low latency. On the other hand, tracking failure at a certain time cannot be amended in subsequent tracking processes, because only the current frame is considered when updating the state of the trackers. To overcome this drawback, our method calculates the optimal trajectories by using the multi-frame occupancy maps of given video sequences.
Darrell et al. [2] proposed a similar approach to ours that finds optimal trajectories using multi-frame occupancy maps collected from multiple stereo cameras. Despite the fact that occupancy maps do not preserve any color or texture information, they successfully used their method to track three people in the laboratory. However, their experiment included no scenes that were more cluttered. They also reported that their iterative optimization approach is impractical for real-time, on-line use.
Fleuret et al. [20] demonstrated a multi-camera tracking system that can track up to six people with significant occlusions and lighting changes. Four synchronized monocular cameras are utilized to cover an area of 5.5 m × 5.5 m. Their algorithm consists of two major steps: estimating the probabilistic occupancy map (POM) and optimizing the trajectories via DP. The first step considers multi-view images acquired simultaneously. A proposed generative model explicitly handles occlusion and estimates the probabilities of occupancy at every location on the ground plane, which they call the POM. The second step finds the optimal trajectories by processing 100 frames of POMs. The system efficiently computes six frames per second (fps) for the first step and 2 fps for the second step. They reported that the computational expense of DP is mitigated by the fact that the POM is highly peaked. Their method is practical, but the need for camera synchronization limits its scalability and flexibility, because cameras that support synchronization and supplemental hardware and/or software are required. In contrast, our system can handle asynchronously acquired multi-view imagery, as described in Sect. 4.2.
Data Association
Data association is the process of searching for correspondences between known trackers and features extracted from images. The multiple hypothesis algorithm is capable of tracking multiple people by taking into account features extracted from multi-frame imagery [21] . The major problem is its exponential complexity. The joint-probabilistic data association filter is a suboptimal data association algorithm that assumes the number of people being tracked is known a priori. However, this is not usually the case in practical situations.
The hierarchical approach proposed by Hofmann et al. [22] formulates the multiple people tracking problem as a global MAP problem, and admits a feasible solution. In their approach, prior to tracking, single-frame human detection is executed to generate positions, sizes, and the time of detection. As their tracking algorithm relies on these features, it is difficult to apply to cluttered scenes in which individuals cannot be detected from a single frame, as is the case in this paper.
There are various extensions of data association filters. Gennari et al. [23] proposed an algorithm for tracking groups based on a modified version of the probabilistic data association estimator. Their method tracks people as groups by merging image regions that are similar at the pixel level, taking into account spatial location, cardinality, and velocity. The method is efficient in characterizing the dynamics of large numbers of people; however, group motion rather than individual motion is of particular interest in their study.
Instead of cameras, Schulz et al. [24] and Cui et al. [25] utilized laser scanners to measure range without any visual features. However, analogous to [22] , human positions need to be detected from a single frame. In [24] , the human positions are represented as the positions of local minima extracted from the profile of laser range-finder scan. In [25] , the positions of legs are extracted by searching the local maxima in an accumulated distribution of successive laser frames. Although they use multiple frames to calculate the accumulated distribution, the period of time is set to be short so that only subtle changes occurs. In contrast to these methods, the proposed system estimates human trajectories using multiple frames without prior single-frame human detection.
System Overview
The multi-view, depth camera, and multi-frame approaches are effective for handling the occlusion problem, however, they have not been implemented in a system that operates in realtime. Our approach takes advantage of these three techniques, and moreover, our optimization technique is computationally efficient and operates in realtime. The problem with multi-view approaches is the amount of the network load, especially when information such as full camera images is communicated over a network. In order to handle this problem, we design a distributed processing system with an efficient network communication, and perform a quantitative evaluation.
The system comprises multiple "camera units" and a host-server computer, connected with 1 Gbps Ethernet. A "camera unit" consists of a stereo camera (Bumblebee XB3, Pointgrey) and an associated client computer. It reconstructs a depth map by stereo matching, and then processes the depth map into an occupancy map, which is then sent to a host-server computer. The host-server computer is responsible for collecting the occupancy maps from all the camera units, and for the subsequent tracking processes. The system configuration is illustrated in Fig. 2 .
Stereo Camera Network
Stereo images are supplied from the stereo camera to an associated client computer (CPU: Core 2 Quad Q6600 2.4GHz, Memory: 2GB) at 10 fps. The connection between the stereo camera and the computer is an IEEE1394 interface. Four camera units are utilized to obtain multi-view observation in our implementation. They are mounted on the ceiling of the room at an approximate height of 2.5 m, as shown in Fig. 1 . To provide occlusion robustness, all the cameras are set to face the center of the room.
Hereafter, the term "camera" denotes stereo cameras, unless explicitly stated otherwise. In addition, we use the term "camera-view image" to refer to one of two images captured by a stereo camera that corresponds to a depth map. We assume all the clocks of the camera units are synchronized, so that time stamps can be sent to the host-server computer together with the occupancy maps. There are a number of solutions for clock synchronization, such as Network Time Protocol (NTP), Precision Time Protocol (PTP), radio clock or Global Positioning System (GPS). We use NTP, which does not require any additional device, because of its simplicity and satisfactory accuracy. Note that it is not necessary to synchronize the cameras' image acquisition.
An occupancy map is compressed using zlib before being submitted to a host-server computer. The communication between a host-server computer and a camera unit is established by Secure Shell (SSH). If no encryption is necessary, Remote Shell (RSH) can be used as an alternative, to reduce computation.
Camera Calibration
Our method converts depth maps captured from different viewpoints to occupancy maps represented using the common world-coordinate Σ W . Therefore, camera calibration is required to determine extrinsic parameters † for all the cameras. Extrinsic parameters for camera i refer to a rotation matrix W R i and a translational vector W t i . We first choose one of the cameras as a base camera (suppose camera 1 is the base camera). For the base camera, Zhang's calibration method [26] is applied. We use the 5 × 8 chessboard pattern for the calibration process. The calibration method computes the rotation matrix and the translational vector, which hold the equality
Let W x and i x denote the same 3D position represented in the world-coordinate Σ W and the camera i coordinate, respectively.
Next, we estimate the rotation matrix and the translational vector between the base camera and camera i, 1 R i and 1 t i . The procedure starts with placing the calibration pattern in the common view of camera 1 and camera i to capture the camera image I 1 and I i , and then, the depth maps DM 1 and DM i are computed. Next, we use the findChessboardCorners() function in OpenCV to detect the corners from I 1 and I i . The calibration pattern image provides 28 corners, thus, 28 pairs of corresponding corner positions are detected from I 1 and I i . Suppose n pairs of corner positions were obtained after repeating corner detection with the calibration pattern placed at different positions. In our experiments, we gathered 72 or 120 pairs (four or five iterations) of 3D positions of corresponding corners, (
After the procedure, 1 R i and 1 t i can be estimated using leastsquare methods.
Finally, W R i and W t i are calculated as † Usually, camera calibration includes determining intrinsic parameters, which is necessary for image-undistortion. We use the pre-measured intrinsic parameters that come with Bumblebee XB3.
Host-Server Computer
A host-server computer receives the occupancy maps from all the camera units. We apply our tracking method to each ten-sec length of the multi-view video sequence (we use the term "clip" to refer to this ten-sec video sequence). The host-server computer also manages the user interface (UI) of the system. Users can control the camera units remotely through the UI.
Proposed Method
Occupancy Map Creation
Camera-view stereo image acquisition, depth reconstruction, foreground extraction, and the creation of occupancy maps are performed for each camera unit (Fig. 3) . Stereo image acquisition and depth reconstruction are processed using Flycapture SDK and Triclops SDK, respectively. An occupancy map (OM) is created as a plan-view representation of the foreground depth map. In order to extract the foreground depth map, we perform background subtraction with a grayscale camera-view image (I) and a depth map (DM). Let I and DM denote a background grayscale image and a background depth map, which are captured beforehand with no people in the room. By applying a threshold to the subtraction of I and I (DM and DM), a binary mask F I (F DM ), in which over-threshold points are represented as 1 and the others as 0, is produced. We use F = F I ∩ F DM as a foreground mask. We set the thresholds at 10 for intensity difference, and 20 cm for depth difference. Finally, an occupancy map is created using the definition
GM maps the position of u onto a position on the ground plane (Fig. 4) . We divide the ground plane into 5 cm × 5 cm grids. h is a unique number that identifies each square region.
It should be noted that the data size of OM is much smaller than that of DM † . Since our tracking method utilizes only OMs, the data rate of network communication can be efficiently limited as compared to the methods that need the images from all the views to be transferred to a host-server.
Trajectory Estimation
The host-server receives the occupancy maps described above from all the camera units, and then, divides the stream of occupancy maps into overlapping clips in time. Suppose T B is the time length of each clip. Every two consecutive clips have overlapping time T A . We use the clip length T B = 10 sec and the overlapping time T A = 3 sec in our implementation. Trajectories are estimated in every clip individually, and thus it is necessary to match the trajectories included in the two consecutive clips in order to maintain consistent IDs over clips. The matching algorithm is described in Sect. 4.4. In the following, we first describe the estimation of the trajectories in each clip. Figure 5 shows an overview of the trajectory estimation process with two people in the room. First, the temporal duration T B of the OMs sent from all the camera units are placed (Fig. 5 (ii) ). Trajectories are then created so that they pass through the region where occupancy is obtained. The trajectory creation algorithm is described in Fig. 6 . A "flow-vector" is a line segment that connects two points along which occupancy exists (OM > 0), as depicted in Fig. 6 (ii) . We randomly create a number of flow-vectors. A flow-vector is validated by checking whether occupancy exists along the flow-vector at the interval Δt. In our system, cameras are arranged so that their views overlap (Fig. 1) . However, separate OMs are created for each camera view, according to the procedure described in the previous section. Therefore, we introduce a scheme to integrate OMs from multiple views. Moreover, the following scheme han- † A grayscale image of 640 pixels × 480 pixels is 300 KB. In our implementation, each pixel of DM and OM comprises two bytes. Given a DM 512 pixels × 384 pixels in size, one DM will be 384 KB. We set an OM to cover 4 m × 4 m area, which results in 13 KB. dles the difficulty caused by asynchronous image acquisition as well.
When we validate a flow vector at time t, we use the integrated occupancy values from OMs in the range t ± τ. The simplest definition uses OM t (h) as the integrated occupancy value at time t:
where OM t (h) is an occupancy map acquired at time t. However, (4) implicitly assumes that the objects within the view are stationary or sufficiently slow compared with the temporal duration τ. As we show in Fig. 7 , the walking speed may cause misalignment with (4), because the occupancy shifts spatially as people move, according to their speed of movement. Therefore, we introduce the modified OM t (h): 
Algorithm 1 Trajectory Creation
Input: A starting point x t = (x t , y t ) at the time t. Output: A trajectory X = {x t , x (t+Δt) , . . . , x (t+nΔt) } 1: X ← ∅ 2: while flow vectors are available around x t do 3:
choose a flow-vector v from the ones around x t randomly. 5:
t ← t + Δt 7: end while where v is the velocity of a flow vector, andĥ vk is the destination position of a point starting from h and moving uniformly at velocity v for a temporal duration of k. We use Δt = 0.1 sec, τ = 0.1 sec in our implementation. If image acquisition is synchronized, as in existing multi-view approaches [9] - [11] , [20] , then (4) is sufficient, because measurements from different views at time t originate from the same position. However, with asynchronous multiple cameras, the OMs need to be shifted according to the speed of movement, which is dependent on each individual. Flow vectors allow us to successfully handle this problem.
Next, we set the starting points of the trajectories we create at the following step. The starting points are uniformly placed in the XYT space, as shown in Fig. 6 (iii) . Δl is empirically determined as Δl = 7 cm. Trajectories are generated by repeatedly moving each starting point along flow-vectors, as illustrated in Fig. 6 (iv) and described in Algorithm 1.
This process is applied to each starting point separately, resulting in the generation of many more trajectories than the actual number of the people in the scene. Thus, it is necessary to group them based on their shape-similarity ( Fig. 5 (iv) ). The clustering algorithm is described in Algorithm 2. We first apply a connected component labeling (CCL) at each time individually (Algorithm 2, Steps 1-4). We assign a label L to a point x 
Algorithm 2 Trajectory Clustering
Repeating this procedure generates a label sequence L k for every trajectory X k (Algorithm 2, Step 5). We classify the trajectories that have the same label sequence into the same cluster (Algorithm 2, Steps 6-7).
Heuristic Optimization
In this section, we introduce a heuristic optimization technique that restructures the clusters produced as described in Sect. 4.2. The algorithm described so far is successful in generating clusters that fit a clip of occupancy maps. However, errors can still remain. First, incorrect clusters can be created which interfere with correct ones, especially when two or more people get very close. We first describe a method to remove these incorrect clusters, which we call the "Interference Resolution" technique. Second, a "Trajectory Disconnection" occurs if none of the cameras observes a person when a room is crowded. Regardless of its length, the disconnection causes ID fragmentation. To avoid ID fragmentation, we try to connect and recover disconnected trajectories.
The novelty of this heuristic optimization technique is that the optimal trajectories are chosen only by considering mutual exclusivity among clusters, as described in the next section. Compared to solving the multi-frame tracking problem, which is a spatio-temporal optimization problem, with DP or iterative methods, the procedure is further simplified and accelerated. Figure 8 shows the trajectory estimation process with three people (dataset D 3 ). Figure 8 (iii) indicates five clusters are produced from the clip, whereas there are actually only three people. This means the clustering results include incorrect clusters. In this case, clusters 4 and 5 are incorrect (Fig. 8 (v) ). Incorrect clusters tend to be generated when two or more people are in close proximity. Figure 8 (iv) shows the case where CCL assigned the same label to two people at time t 1 when they were crossing the area side-by-side, resulting in cluster 5 being generated; the same applies to cluster 4. However, generally speaking, it is not trivial to determine which clusters should be considered incorrect. Since clusters 4 and 5 fit the clip of OMs, we cannot make decision to delete them based on their shape. Our "Interference Resolution" technique gives the solution to this problem. We evaluate all the possible patterns and some of the clusters that do not "interfere" with each other, as described in the following discussion, are selected. An example of "interfering clusters" is depicted in Fig. 9 . The pattern in Fig. 9 includes clusters 1 and 5 coincidentally. In this pattern, two clusters correspond to one person at the time t. This is what we call "interference". Thus, by considering interference among clusters and selecting patterns with no interference, we can prevent clusters from overlapping. Algorithm 3 calculates all the possible patterns where no cluster interferes with another. The resultant patterns are shown in Fig. 10 . We consider the best pattern Φ best to be the one that accounts for the most space with clusters in it:
Interference Resolution
where S t (Φ k ) is the area, equivalent to the number of grid cells on the ground plane (described in Sect. 4.1), occupied by the clusters contained in the pattern Φ k at time t. Consequently, pattern 1, in which clusters 4 and 5 are successfully
Algorithm 3 Calculating Possible Patterns
Input:
Suppose clusters V 1 and V 2 are defined within [t 0 , t 0 + T B ]. V(t) := {x t | x t ∈ X V is the position of the trajectory X at time t}
: end function Fig. 10 Possible patterns of clusters that do not interfere with each other. We consider the best pattern accounts for the most space, which is Pattern 1 in this case.
deleted, is selected as Φ best . Interference resolution distinguishes our method from the previous frame-to-frame-matching methods because each cluster carries spatio-temporal hypotheses. Particle filter can carry multiple hypotheses spatially but not temporally. Moreover, our method takes into account mutual exclusivity among clusters in the optimization by checking interference. As the Kalman filter and particle filter track each target individually, multiple trackers are possibly assigned to the same person at a time.
Finally, we compute the averaged trajectories for each cluster, which pass through the center of the human regions.
Recovery of Disconnected Trajectories
The interference resolution technique handles the proximity problem. This section gives a solution to the "full occlusion" problem, where a person is not observable from any camera. Figure 11 (iii) is the best pattern chosen at the interferenceresolution stage with five people in the scene (Dataset D 5 ). We can see trajectory disconnection at two points. The reason is that there is little occupancy at the points, and thus trajectories are not created at the points. To prevent the trajectories from being disconnected in the final result, we try to connect trajectories that have temporal clearance of less than Δt c sec. If there are multiple patterns of connection, we choose the pattern whose trajectories are the smoothest on average. Larger Δt c allows less disconnection; however, it can cause more connection patterns resulting in higher computation and connection errors. We set Δt c = 3 sec empirically. Figure 11 (iv) is the final optimization result.
Matching Trajectories between Two Consecutive Clips
As the final step, we match the resultant trajectories with the trajectories in the previous clip, in order to maintain consistent IDs over clips. We compare the shape of every trajectories chosen from the current and previous clips. Shapesimilarity is defined as the average distance of two trajectories within overlapping time T A . We match two trajectories if the average distance is less than d match . If a trajectory in the current clip has no match, a new ID is assigned to it. We use d match = 5 cm in our implementation.
Results
In order to evaluate how cluttered a scene the proposed method can handle, we applied it to six datasets (D 1 -D 6 ) where one to six people walk randomly within an area of 2.4 m × 2.4 m on the floor. The datasets are captured with four stereo cameras mounted on the ceiling, as shown in Fig. 1 (left) . Each data set represents around four minutes. Figure 12 demonstrates the tracking results for the datasets D 3 -D 6 . Our system automatically detects the entrance of people, and assigns unique IDs. Our method exhibits no ID fragmentation throughout the video sequences of D 1 -D 5 . Use of multiple cameras allows robustness against severe occlusion, e.g., in D 3 (middle) no occupancy was obtained for the person at the opposite side of the room, but the system successfully assigned "green" to him. Moreover, high proximity-robustness is achieved by our optimization method, e.g., our method was able to distinguish correctly three people getting very close each other, as in D 5 (right).
On the other hand, cases of failure were observed in D 6 . We classify the observed errors into two categories: Falsenegative Count and ID Fragmentation Count. If tracking is successful, all the people in the tracking area are assigned their unique IDs, in addition, the IDs assigned to each person should be unchanged throughout the video sequences. False-negative count is how long the system failed to detect people in the tracking area, resulting in no IDs being assigned to them, as seen in D 6 (middle). We measure the length of time for which each person is missing, and use the summation of these values as a metric for false-negative. ID fragmentation count is how many times the IDs are fragmented. It should be noticed that some identities are different in D 6 (left) and D 6 (right). ID fragmentation is caused by detection failure, as mentioned above, or by the ID of two people in close proximity being swapped. One ID swap changes the IDs for two people at a time, and thus it will be counted as two fragmentations. Table 1 shows the error counts for the datasets. From the results, it can be seen that our method can handle up to 0.87 people/m 2 in terms of the degree of clutter. The main sources of the errors are (1) full occlusion and (2) people walking side-by-side. Although we designed our method so that it can recover trajectories that are disconnected due to full occlusion, it can handle a disconnection whose duration is less than t c = 3 sec. In dataset D 6 , people are sometimes occluded and cannot be observed from any cameras for longer than t c , causing false-negative errors. Additionally, even if subjects are instructed to walk randomly, they tend to walk side-by-side in D 6 due to the Table 1 Tracking error count (T B = 10 sec). Table 2 Tracking error count (T B = 7 sec).
False-negative 0 0 0 0 0 30.3 Table 3 Tracking error count (T B = 3 sec). (1) 18(1) False-negative 0 0 0 1.0 1.1 11.1 limited space. Since occupancy maps do not preserve any color or texture information, our method may confuse people who keep walking side-by-side, causing ID fragmentations and swaps. In order to evaluate how the length of a clip for tracking (T B ) affects tracking accuracy, we set T B = 7, 3 sec instead of 10 sec, and conducted tests using the same datasets for comparison. Tables 2 and 3 show that a shorter clip length tends to provide less tracking accuracy. We identified the main error source to be the side-by-side walk. Given a long enough clip (T B = 10 sec), even when walking side-byside, the people will be successfully distinguished. On the other hand, the problem of side-by-side walking cannot be resolved when a clip is too short, as seen in Tables 2 and 3 . From a different point of view, it can be said that the results indicate the trade-off between T B and tracking accuracy. Furthermore, as the clip-length T B will result in latency in on-line use, this trade-off can be restated as the trade-off between latency and accuracy in our method. Hence, in our We also measured the processing time and network load. Figure 13 shows the computational time for stereo matching, occupancy map creation, and compression, which are performed on a camera unit. The average processing time is 60 msec, 64 msec and 68 msec for D 4 , D 5 , and D 6 , respectively. The image acquisition rate of the Bumblebee XB3 stereo camera is 10 fps, and therefore, the camera units operate in realtime with no frame loss. Since the trajectory estimation and the heuristic optimization processes use only occupancy maps, full camera images do not need to be communicated over a network (See page 3185 for the comparison of the data size). The average data rate is 6.5 KB/sec, 7.3KB/sec, and 8.1KB/sec for D 4 , D 5 , and D 6 , respectively. This shows that the network load is so small that commonly used 1 Gbps (=125 MB/s) network devices are sufficient for constructing our tracking system. Figure 14 shows the tracking processing time for each clip in the host- server computer. The result shows every clip was processed in less than 5 sec. For real-time operation, a clip of occupancy maps needs to be processed in less than T B − T A . Since T B = 10 sec, T A = 3 sec in our implementation, it was found that our system is fast enough for real-time operation. Previous works of the multi-frame approach model the tracking problem as a cost function, and minimize it by the optimization techniques such as DP and iterative methods, whose computation tends not to be fast enough for realtime operation. The proposed method finds the optimal trajectories without these computationally-expensive optimization techniques, thus, the computational time is effectively reduced.
Conclusion
In this paper, we proposed a novel approach to tracking multiple people in a cluttered scene utilizing multiple stereo cameras. We developed the tracking system in our laboratory and tested our approach on videos with different numbers of people. Our system simultaneously achieves occlusion-resistant tracking accuracy, real-time operation, and efficient network communication. We confirmed that our method is effective with up to 0.87 people/m 2 in realtime. To our knowledge, tracking the scene of 0.87 people/m 2 without ID fragmentation or a false-negative has never been achieved in conventional CV-based tracking methods. Moreover, the network load is so small that commonly used network devices are sufficient.
Our "interference resolution" is the key technique that makes our tracking method unique. Our method holds 10-sec long information to determine mutual exclusivity among clusters, while conventional frame-to-frame approaches consider only one frame. This technique allows us to efficiently inhibit tracking errors that conventional methods have suffered from, such as tracker-overlapping and ID swap.
Depth cameras play an important role in our system. Some methods are known to calculate 3D information with multiple single-view cameras, instead of depth cameras, in disparate locations (e.g., region-based stereo). This method is actually used in [9] - [11] . However, measurement accuracy drops when occlusion occurs as mentioned in Sect. 2. Therefore, we utilize stereo cameras in order to successfully handle severely cluttered scenes since their measurement accuracy is not affected by occlusion. RGB-D cameras represent an alternative to stereo cameras. They have the capability to measure regions with no texture, as they project structured light patterns onto object surfaces. However, interference between overlapping structured light patterns when multiple RGB-D cameras point toward the same part of a physical scene degrades the measurement accuracy. To avoid this problem, the cameras must be carefully arranged to minimize overlap. Shake'n'Sense [27] mitigates the interference problem by attaching vibration motors to RGB-D cameras, although we selected stereo cameras to keep the experimental devices as simple as possible.
As a result, while our system performs a high-level occlusion robustness, we succeeded in keeping the same density of cameras, four stereo cameras to cover an area of 2.4 m × 2.4 m in our setup, as compared to related methods. In practice, Mittal et al. [9] used 16 cameras to cover an area of 3.5 m × 3.5 m; Muñoz-Salinas et al. [10] used five cameras to cover an area of 3 m × 3 m; Zabulis et al. [11] used eight cameras to cover an area of 4 m × 4.5 m, and Fleuret et al. [20] used four cameras to cover an area of 5.5 m × 5.5 m.
Currently, a camera unit consists of a stereo camera and an associated client computer, which makes the camera system cumbersome. Since our program of camera units operates in single thread, multi-thread programming is a promising solution to reduce the number of computers required for camera units. As for the tracking process, most of the computation time is spent on random trajectory creation (Fig. 14) . Since trajectories are created individually, this process can also be accelerated very efficiently by using the multi-thread approach.
We should mention the scalability of our tracking system. As our method can deal with occupancy maps that have been acquired asynchronously, camera units can easily be added to the tracking system without any external devices. With regard to the computation of occupancy maps (Sect. 4.1), the computational delay is not caused by adding camera units, as the maps are processed individually at each camera unit. However, as the number of people in the area covered by the camera units increases, the computational load of trajectory estimation (Sect. 4.2) and heuristic optimization (Sect. 4.3) grows, as shown in Fig. 14 . For the trajectory estimation, a multi-thread approach would be effective, as discussed above. For the heuristic optimization, the number of possible patterns can be significantly reduced by partitioning spatially discrete clusters into disjoint † sets of clusters, and applying heuristic optimization to each individual set [21] . In summary, the growth in computational complexity as the number of camera units increases can be overcome. Thus, we believe that our tracking system is highly scalable.
Analyzing a 10-sec long clip of occupancy maps allows occlusion-robust tracking; on the other hand, it causes latency of the tracking result. However, this latency can be minimized using the trade-off between latency and accuracy. A limitation of the proposed method is that the method cannot distinguish multiple people walking side-by-side for longer than the length of a clip, since the occupancy maps † The definition of "disjoint" is that the distance between any two clusters in two arbitrary sets exceeds a certain threshold.
do not have cues for this purpose. We plan to use color or texture information as additional cues. Using only head regions in occupancy map creation, for example, is a potential strategy because a region of a head is smaller than that of a whole body, which would mitigate confusion of people in close proximity to each other. A limitation is that head regions are not necessarily visible under severe occlusion. However, the information provided by head detection, such as identifiable texture of faces, would be useful supplemental cues.
