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Key Points:
• Coastal convection exhibits characteristic behavior that is poorly captured in global
climate models.
• A trigger function is developed to decide if convection is supported by coastal effects.
• The application of this trigger function can improve the representation of tropical con-
vection near coasts considerably.
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Abstract
Recent research has suggested that the overall dependence of convection near coasts on large-
scale atmospheric conditions is weaker than over the open ocean or inland areas. This is due
to the fact that in coastal regions convection is often supported by meso-scale land-sea in-
teractions and the topography of coastal areas. As these effects are not resolved and not in-
cluded in standard cumulus parametrization schemes, coastal convection is among the most
poorly simulated phenomena in global models. To outline a possible parametrization frame-
work for coastal convection we develop an idealized modeling approach and test its ability
to capture the main characteristics of coastal convection. The new approach first develops
a decision algorithm, or trigger function, for the existence of coastal convection. The func-
tion is then applied in a stochastic cloud model to increase the occurrence probability of deep
convection when land-sea interactions are diagnosed to be important. The results suggest
that the combination of the trigger function with a stochastic model is able to capture the
occurrence of deep convection in atmospheric conditions often found for coastal convec-
tion. When coastal effects are deemed to be present the spatial and temporal organization of
clouds that has been documented form observations is well captured by the model. The pre-
sented modeling approach has therefore potential to improve the representation of clouds and
convection in global numerical weather forecasting and climate models.
1 Introduction
In coastal areas of the tropics precipitation variance is strongly influenced by diurnal
and sub-diurnal frequencies [Yang and Slingo, 2001]. The diurnal cycle of precipitation is
therefore a prominent mode in convective systems that are associated with tropical rainfall.
Hence observations of the diurnal precipitation cycle in coastal areas of the tropics have of-
ten been a subject of intensive studies [Kousky, 1980; Geotis and Houze, 1985; Skinner and
Tapper, 1994; Oliphant et al., 2001; Mapes et al., 2003a; Kondo et al., 2006; Zhuo et al.,
2013; Peatman et al., 2014, a.o.]. The vast majority of theses studies utilized spaceborne
observations to identify and understand the key-mechanisms of the structure and behavior
of the diurnal cycle of rainfall, clouds and convective systems. Studies using satellite rain-
fall estimates and focusing on the Maritime Continent showed that rainfall in this area ex-
hibit characteristic patterns [Williams and Houze, 1987; Ohsawa et al., 2001]. These pat-
terns are often organized by coastlines [Holland and Keenan, 1980] with rain between 2100
LT and 0900 LT concentrated over the oceans peaking in the early morning while the 0900
LT to 2100 LT precipitation is mainly located over land with maxima occurring in the early
evening. It has been argued that one of the important mechanisms that cause this characteris-
tic spatio- temporal organization are land-sea breeze effects [Mori et al., 2004; Qian, 2008].
Using an objective pattern recognition algorithm, Bergemann et al. [2015] showed that in
coastal areas of the tropics approximately one third of the total rainfall amount is associated
with these meso-scale circulation systems. The details of any land-sea breeze circulation are
dependent on multiple factors, where the most prominent ones are coastal arrangement, orog-
raphy, and variations due to the Coriolis effect [Haurwitz, 1947; Rotunno, 1983].
In coastal regions of the tropics, such as the Maritime Continent, global numerical
weather prediction and climate models show large errors in rainfall [Yang and Slingo, 2001;
Neale and Slingo, 2002; Nguyen et al., 2015]. Here rainfall is usually underestimated over
land and overestimated over the ocean, which indicates that the complex processes associ-
ated with coastal land-sea interaction are poorly captured [e.g Mapes et al., 2003b; Slingo
et al., 2004; Gianotti et al., 2011]. Hohenegger et al. [2015] investigated the coupling be-
tween convection and sea-breeze characteristics at different model resolutions and found that
not only the presence of sea-breeze can be influential for convection also the models repre-
sentation of convection can have significant impact on the sea-breeze propagation.
Recent studies have shown that rainfall that is affected by meso-scale land-sea inter-
actions is significantly less dependent on large-scale atmospheric conditions [Birch et al.,
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2016; Bergemann and Jakob, 2016]. This finding is of relevance to the modeling commu-
nity because the topography that influences coastal convection is not fully resolved in global
numerical models and hence tropical coastal convection remains poorly captured by them.
In global numerical weather prediction and climate models many important processes,
like coastal land-sea interactions, are not fully or not at all resolved. Designing models that
translate the resolved scales of the climate model into the unresolved processes and provid-
ing feedback from the unresolved to resolved scales are the two key task of parametrizations
[Arakawa, 2004]. Usually numerical weather prediction and climate models apply determin-
istic parametrizations of theses unresolved processes. Theses models are usually very ideal-
ized and conceptual [e.g Arakawa and Schubert, 1974; Tiedtke, 1989; Gregory and Rown-
tree, 1990] and hence neglecting various processes that are known to be important for the
presence and amplification of moist convection. Bergemann and Jakob [2016] argued that
"it is necessary to enhance current cumulus parametrizations to be able to model tropical
rainfall associated with coastlines". The aim of this study is therefore to propose a compu-
tationally simple modeling approach that is able to capture the key characteristics of coastal
convection which have been discussed by previous studies [e.g Holland and Keenan, 1980;
Mori et al., 2004; Bergemann et al., 2015; Bergemann and Jakob, 2016]. This study ad-
dresses this issue by developing a method to identify potential sea-breeze conditions solely
based on large-scale atmospheric conditions. The method will be then applied in the stochas-
tic multi cloud model [SMCM, Khouider et al., 2010] to test its ability to represent some of
the key characteristics of convection in coastal areas. We chose the SMCM because despite
it’s simplicity it has been successfully applied in various General Circulation models. For
instance coupled Peters et al. [2017] the SMCM to the state of the art general circulation
model ECHAM6 and demonstrated that the representation of the Madden-Julian-Oscillation
[MJO] is improved when compared to observations. Similarly, Goswami et al. [2017] suc-
cessfully applied the SMCM in NCEP’s Climate Forecasting model. Deng et al. [2015,
2016] and Ajayamohan et al. [2016] utilized the model as a cumulus parametrization in an
aquaplanet GCM to simulate the and monsoon-like intra-seasonal oscillations. Because the
SMCM has been confirmed to enhance the representation of tropical convection it has poten-
tial to help to improve the simulation of coastal convection.
This study is divided into three parts. The first part introduces the method that iden-
tifies conditions favorable for sea-breeze conditions [Section 2]. In Section 3 the modeling
approach to mimic coastal clouds is introduced. The main result, presented in Section 4,
demonstrates the capability of the new model to capture some of the key features of convec-
tion in the coastal tropics. This is followed by a summary and conclusion in Section 5.
2 A a new Trigger Function for Coastal Convection
2.1 Overview
The first step in modeling coastally affected convection is to decide whether or not the
convection at a specific location and time is influenced by coastal effects. One commonly
used approach in parametrizing atmospheric phenomena, especially those associated with
tropical convection, is the use of a trigger function [Suhas and Zhang, 2014; Hottovy and
Stechmann, 2015]. Any function that describes coastal effects such as land-sea breeze con-
vergence would take the shape of the coastline into account. When the coastline is irregular,
local regions of enhanced or weakened low-level convergence may develop [McPherson,
1970]. The evolution of the land-sea breeze is more complicated when the prevailing synop-
tic wind-regime is taken into account [Jiang, 2012]. The interaction of local wind systems
associated with land-sea breeze convergence and synoptic wind patterns can become very
complicated for more complex coastlines such as those found over the Maritime Continent.
A simpler method describing the strength of the land-sea breeze, independent of the shape
of the coastline is highly desirable, especially in global models that do not capture the full
complexity of most coastlines. Borne et al. [1998] developed a filtering method, that is in-
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Figure 1. The sea-breeze filter with the applied thresholds for wind direction [∆α], magnitude of wind
speed [|V |], the change of wind speed magnitude [|∆V |] and thermal heating contrast between land and
ocean [∆T = Tland − Tocean] are visualized in this flow chart. gx are the time series of the quantities that are
considered.
dependent of the shape of the coastline and objectively identifies potential sea-breeze days.
The simplicity of this approach makes it a good candidate for a trigger function of coastally
associated land-sea interaction. The filtering technique takes synoptic lower-tropospheric
and surface wind conditions as well as thermal heating contrast between land and ocean into
account and considers the following six conditions:
C.1 It is assumed that land-sea breeze systems can only develop under synoptically stable
conditions. Therefore the first condition considers the change in wind direction at 700
hPa level within 24 hours. Here it is assumed that the local land-sea-breeze can only
propagate on- or offshore if the change in large-scale wind direction [g∆α] within 24
hours is less then or equal to 90°.
C.2 In addition to the change of wind direction g∆α, the change of its magnitude g |∆V |
has to be taken into account. A threshold of |∆V | = 6 ms for the maximum change of
synoptic wind speed |V | within the last 24 hours is applied in this condition.
C.3 With the help of a nonlinear numerical model Arritt [1993] showed that sea-breeze
convergence can only exist in large-scale ambient wind-flows of up to |V |= 11 ms . This
wind speed was chosen by Borne et al. [1998] as the maximum synoptic wind speed
for sea-breeze conditions.
C.4 An important criteria for the development of sea-breeze conditions is the thermal
heating contrast between land and ocean g |∆T | . It is assumed that the mean thermal
heating contrast over a time period of 24 h should be greater or equal 3 K.
C.5 During the build up of the sea breeze the surface winds should at least change by 30°.
The build up period for the sea breeze is considered to be the time from sunrise +1 h
to sunset -5 h.
C.6 The last condition considers the surface winds after an abrupt sea-breeze induced
change of surface winds during sunrise +1 to sunset. Borne et al. [1998] assume that
if the sea-breeze induced surface wind change [g |δVs |] occurs at time t0 then the mean
wind change g |δVs | between t0 and t+5h is ≤ 16 · g |δVs | .
The application of conditions C.1 to C.4 is straight forward in a global modeling framework
because only large-scale properties are considered. Conditions C.5 and C.6 on the other
hand are problematic because they make use of surface wind properties which in a model are
the result of a boundary-layer parametrization that doesn’t take coastal effects into account.
Therefore the last two conditions C.5 and C.6 are neglected for building the trigger function
for coastal processes. The decision process adopted here is visualized in Figure 1.
2.2 Data
The coastal effect trigger function should identify potential sea-breeze conditions for
an area of a size that is roughly that of a climate model grid box. Therefore 33 different
coastal locations with a spatial scale of roughly 150 × 150 km2 in the tropics are chosen and
the above described filtering technique is applied in each of them using area averaged atmo-
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Figure 2. Location of the 33 150 × 150 km2 locations. For each box the sea-breeze filter is forced with the
area averaged atmospheric conditions from the ERA-I reanalysis data.
spheric conditions in each box [Figure 2]. The input data - large-scale wind g | ®V | at pressure
level p and thermal heating contrast g∆T - are calculated from the ERA-Interim reanalysis
[ERA-I] with a spatial resolution of 0.75° every 6 hours in time. The considered period is
1998 to 2016. The locations were chosen that half of the box [2 ERA-I grid points] is land
and the other half ocean. The thermal heating contrast between land and ocean is defined as
∆T = Θl · T − Θs · T. With Θl,s the land and sea points in the ERA-I land-sea mask that
corresponds to the chosen location.
2.3 Estimation of the Input Thresholds
Borne et al. [1998] developed the method for the middle latitudes and neither tested its
application in tropical areas nor did they evaluate the sensitivity of the applied thresholds. In
the tropics the large-scale pressure and temperature fields are usually much more homoge-
neous than in the middle and high latitudes and it is unclear if the limits Borne et al. [1998]
were using can be applied to tropical synoptic conditions. We wish to find a threshold setup
that captures sea breeze conditions in the tropics as much as possible while the false alarm
rate remains low. We are not aware of any existing global dataset that describes the presence
of sea-breeze conditions over land and ocean. Yet, Bergemann et al. [2015] presented for the
first time an algorithm that objectively finds precipitation features in spaceborne rainfall es-
timates that can be associated with coastal land-sea interaction. By definition this dataset is
closely related to sea-breeze conditions in the tropics; when coastally affected rainfall occurs
sea-breeze conditions should also be present. Sea-breeze conditions alone do not guarantee
the occurrence of coastal rainfall. To find a reasonable threshold setup for the coastal trigger
function we correlate the occurrence of coastal rain [> 0 mm/3h] with the trigger function
and find the maximum of the correlation. The coastal rainfall data is based on CMORPH
satellite based rainfall estimates [Joyce et al., 2004]. The dataset has a spatial resolution of
0.25°and 3 hours in time. The considered time period is 1998 to 2016. Finding the optimal
correlation with four independent trigger input variables is computationally expensive and
it is very hard to find a global maximum. To identify the most important variables and re-
duce the dimension of the optimization we first apply a variance based sensitivity analysis
after Saltelli et al. [2008]. Here we create an ensemble of input thresholds and the number of
sea-breeze days each ensemble member. The sea-breeze filter ensemble variance is then de-
composed into fractions of variances that are related to each input variable. A more detailed
description of the procedure is given in Appendix A: . We also consider the large-scale wind
conditions at all levels between 700 - 850 hPa in 50 hPa increments and vary the time period
considered for the change of wind speed and direction from 24 to 12 hours. Table 1 summa-
rizes the results of the variance based sensitivity test for all 33 tropical coastal locations.
The sensitivity test shows that there is little impact on the choice of pressure level and
time period. It can also be seen that most of variance is attributed to the thermal heating
contrast between land and ocean. The changes of wind speed and direction contribute only
very little to the total variance of the filtering method. This can be explained by the relatively
steady spatial and temporal conditions in the tropics. We therefore set thresholds for these
–5–
Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems
24.1
0.20
05 0
0 LT
27.1
0.20
05 0
0 LT
30.1
0.20
05 0
0 LT
02.1
1.20
05 0
0 LT
05.1
1.20
05 0
0 LT
08.1
1.20
05 0
0 LT
11.1
1.20
05 0
0 LT
14.1
1.20
05 0
0 LT
17.1
1.20
05 0
0 LT
Figure 3. Example of a one month time series of the coastal trigger function [green] the thermal heating
contrast between land and ocean ∆T [purple] and the wind speed at 700 hPa | ®V | over Darwin, Austrialia. The
solid horizontal lines indicates a wind speed threshold of 11 ms .
Table 1. a) Fractions of variance [in %] for each input threshold that contribute to the total sea-breeze filter
variance. The columns represent the application of the filter on different pressure levels. a) The time period
considered for changing conditions is 24 hours. b) As a) but for a time period of 12 hours.
700 hPa 750 hPa 800 hPa 850 hPa
a) ∆T 71.7 ± 24.6 70.4 ± 21.9 65.7 ± 15.1 66.1 ± 17.0
24 h| ®V | 6.04 ± 7.12 7.19 ± 6.21 8.53 ± 5.17 8.04 ± 7.82
∆| ®V | 0.59 ± 0.95 0.69 ± 1.05 0.97 ± 0.92 1.01 ± 1.00
∆α 0.14 ± 0.21 0.07 ± 0.13 0.24 ± 0.17 0.24 ± 0.18
b) ∆T 68.4 ± 23.2 69.3 ± 19.9 67.9 ± 13.5 69.2 ± 19.2
12 h| ®V | 7.06 ± 6.35 7.89 ± 5.29 7.98 ± 5.65 8.94 ± 8.33
∆| ®V | 0.59 ± 1.05 0.66 ± 0.89 0.93 ± 0.86 1.10 ± 0.91
∆α 0.21 ± 0.17 0.17 ± 0.19 0.34 ± 0.12 0.58 ± 0.36
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Table 2. Setup of the input variables for the optimization process that is applied in Figure 4-a
∆T | ®V | ∆| ®V | ∆α p-level t-period
varies varies 6ms 90° 800 hPa 12 h
two variables to be identical to the ones chosen by Borne et al. [1998]. Figure 3 serves as
an example to visualize the impact of the thermal heating contrast ∆T and the synoptic wind
speed | ®V |. During times when the wind speed is below the applied threshold [in the present
case 11 m/s] the trigger function is mainly modulated by variations in thermal heating con-
trast.
Both, the variance decomposition and Figure 3 show that the threshold choices of max-
imum wind speed and especially thermal heating contrast can have large impacts on the re-
sults of the sea-breeze filtering method and their thresholds must be carefully chosen. To
find a reasonable threshold setup we now try to optimize the two values using the data set for
coastally influenced rainfall [Bergemann et al., 2015]. The filtering method described above
finds only conditions that are likely to have a land-sea breeze convergence and applies yes/no
decisions but no information about the strength of the land-sea breeze circulation is derived
in the process. An optimization can only be applied if the output values of the filter are con-
tinuous. The simplest method to make the binary output continuous is scaling the output by
thermal heating contrast and wind speed. Thermal heating contrast and wind speed are cho-
sen because the two variables are most influential to the outcome of the filtering process. If
f (t) is the binary output of the sea-breeze filter method and ∆T and | ®V | are the thresholds
that are applied then the following scaling relationships can be implemented to produce con-
tinuous results:
f˜ (t) =

0 if f (t) = 0
|g∆T(t)|
∆T︸   ︷︷   ︸
>0
·
| ®V | − g | ®V |(t)
| ®V |︸          ︷︷          ︸
>0
if f (t) = 1 (1)
|g∆T(t)| and g | ®V |(t) are the time series of magnitudes of thermal heating contrast and wind
speed. Having made the output of the sea-breeze filtering process continuous an optimal
threshold setup for the thermal heating contrast and the wind speed can be found by find-
ing the maximum correlation of the f˜ in Equation 1 with coastally associated rainfall after
Bergemann et al. [2015]. To find an optimal threshold setup we first calculate the correla-
tion for days when coastally affected rainfall is present, on average approximately 52% of
the time. After choosing reasonable thresholds the output of the coastal trigger is then com-
pared with the total coastal rainfall data that contains rainy and non-rainy days [Figure 4-c].
The correlation of the scaled sea-breeze trigger f˜ as function of thermal heating contrast and
large-scale wind speed thresholds, |V | and ∆T , with coastally affected rainfall is presented
in Figure 4-a. Because they have been shown to have secondary impact, the change in wind
direction ∆α and wind speed ∆|V | as well as the time period are chosen to be fixed in this
analysis. Table 2 summarizes the parameters used in for the optimization process.
Figure 4-a shows correlation maxima for wind speed thresholds around ≈ 11ms and
thermal heating contrasts of ≈ 1.75K. Figure 4-b shows the trigger function plotted against
the coastally affected rainfall for this threshold setup. The shape of the scatter shows a clear
minimum value of the trigger function, at ≈ 0.55, below which there is almost no coastal
rain. This means when coastal rain is present the trigger function is almost always greater
than this value. The Figure also shows that the intensity of coastal rain scales to some ex-
tent with the magnitude of the trigger function. If the intensity of the sea-breeze convergence
increases the minimum coastal precipitation also increases. This behavior indicates skill in
the trigger function in determining whether or not convection is supported and enhanced by
coastal effects in a modeling framework. If the above trigger function is applied for coastally
–7–
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Figure 4. a) The correlation of coastally affected rainfall data after Bergemann et al. [2015] with the scaled
version of the sea-breeze trigger as a function of thresholds applied to thermal heating contrast and wind-
speed. b) The scaled sea-breeze trigger is plotted against the coastal rainfall for the thermal heating contrast of
1.75 K and a wind speed threshold of 11 ms [this threshold setup is marked in the box in a]. c) Percentages of
agreement of the filter function and the coastal rainfall [green] and no agreement of the two datasets [red].
associated convection one immediate question is then how much of the coastal rainfall is
missed by it. Figure 4-c shows the percentages of agreement and disagreement of the un-
scaled [binary] trigger function and the presence of coastal rain after Bergemann et al. [2015,
> 0 mm/3h]. In more than half of the cases the trigger function and coastally affected rain
dataset are in agreement. Yet there remains a high percentage of cases when the filter assigns
sea-breeze days without the presence of coastal precipitation. It might be tempting to label
these cases as false alarm but the reader is reminded here that the applied function serves as
a trigger that can initiate convection in principle rather than a strict predictor of its presence.
If the large-scale conditions are not favorable to generate deep convection then there might
be a sea-breeze without the presence of rainfall. The case when the filter doesn’t assign a
sea-breeze day when coastal rainfall is present should be labeled as a miss. With 11.9% the
fraction of missed cases is rather small.
The analysis shows that our method to detect sea-breeze days based solely on synoptic-
scale conditions can be applied for conditions in the tropics. The scaled version of the adopted
filter has potential to serve as a trigger function that can initiate convection which is associ-
ated with coastal land-sea interaction. The presented trigger function is only the first step for
building a conceptual model that describes clouds in coastal tropical areas. The next Section
will discuss a cloud modeling framework where this new trigger function is applied.
–8–
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Figure 5. a) Schematic of the continuous-time Markov process that is applied on a regular microscopic
grid [fine grid lines]. The heavy grid lines represent a climate model-gridbox. b) The process describes area
fractions of clear sky sites [0], cumulus congestus clouds [1] deep cumulus clouds [2] and stratiform clouds
[3]. c) the calculation of the transition rates between the different types is based on a Markov chain that
determines the allowed transitions between the types.
3 A Cloud Model for Coastal Convection
3.1 The Stochastic Multi Cloud Model [SMCM]
On the resolved scale climate models describe processes of ≈ O(50 km) to O(300 km).
Cloud processes, especially those associated with tropical convection, are usually acting
on scales of ≈ O(100 m) to O(10 km). The application of cloud modeling approaches in
parametrizations should meet several criteria. Different cloud types with various cloud top
heights distribute moisture and heat in the troposphere in different ways. For instance are
stratiform clouds important for the atmosphere’s radiation budget and Arakawa and Schubert
[1974] already identified detrained condensed water from ’hot cumulus towers’ as an impor-
tant source of this cloudtypes. As a consequence most parametrization schemes have focused
on cumulus detrainment to improve the representation of stratiform clouds [e.g Tiedtke,
1993; Randall and Fowler, 1999]. Yet conditions controlling entrainment and detrainment
of condensed water are poorly represented in traditional parametrization approaches [Randall
et al., 2003].
Khouider et al. [2010] followed a more holistic approach and presented a stochastic
process to represent the occurrence of different cloud types. Based on observations of the
cloud characteristics in the tropics [Johnson et al., 1999] the SMCM applies a continuous-
time Markov chain that describes the evolution of three different cloud types on a regular
microscopic grid of N cells within a climate model grid box. Each cell can either be in clear
sky [0] or occupied by a congestus cumulus [1], deep cumulus cloud [2] or a stratiform anvil
[3, see also Figure 5].
The model calculates transition rates Rkl from cloud type k to cloud type l. These
rates are functions of the state X [clear sky, congestus, deep, stratiform] of the stochastic
process and an external potential U that describes the large-scale state of the atmosphere
[Rkl = Rkl(X, k, l,U)]. The Markov property implies that the transition rate of state k to
any other state is balanced by the transition rate from any other state to k [Pollett, 1987]. Fig-
ure 5-c illustrates the transition rules and identifies transitions that are assumed not to occur,
which are:
R03 = R21 = R32 = R31 = R13 = 0.
–9–
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Following Khouider [2014] the cloud area fraction of one of the three cloud types is equal to
the conditional expected value [ρi] of all transition rates associated with each cloud type:
−−−→
CAF = ©­«
ρ1
ρ2
ρ3
ª®¬ = 1N
©­­­­«
R01
R12+R10(
R02 +
R01R12
R12+R10
)
·
(
R23 + R20
)−1
R23
R30
(
R02 +
R01R12
R12+R10
)
·
(
R23 + R20
)−1
ª®®®®¬
(2)
Khouider et al. [2010] formulated simple expressions for the transitions:
R01 = τ01−1Γ(C) · Γ(D) R02 = τ02−1Γ(C) ·
(
1 − Γ(D)
)
R12 = τ12−1Γ(C) ·
(
1 − Γ(D)
)
R10 = τ10−1 ·
(
1 − Γ(D)
)
R20 = τ20−1 ·
(
1 − Γ(C)
)
R23 = τ23−1 R30 = τ30−1
(3)
C and D are parameters for atmospheric instability and dryness, both take values between
[0, 2] and represents large-scale averages over the climate model grid-box. Γ serves as an
internal response function and has the following form:
Γ(x) = max(1 − e−x, 0) (4)
Peters et al. [2013] and De La Chevrotière et al. [2016] showed that the variability of simu-
lated tropical convection is significantly improved when the SMCM is tuned with observa-
tional data. Because of its simplicity the method described above can without complications
be adopted to represent the behavior of coastal tropical convection, which will be discussed
next.
3.2 New Transition Rates for Coastal Convection
Bergemann and Jakob [2016] found that rainfall is less dependent on mid-tropospheric
humidity when coastal processes are present. They hypothesized that this behavior can be
explained by meso-scale land-sea interactions, like sea-breeze circulations, that tend to moisten
the atmosphere on scales smaller than the typical resolution of a climate model grid box. The
above introduced SMCM simulates three different cloud types and calculates birth-death and
transition rates between them. A possible approach to make the SMCM suitable to simulate
coastal convection is to increase or decrease the rates of the relevant transitions according to
the strength of the local land-sea interactions.
The first step is to apply the trigger function, derived in Section 2, to decide on sea-
breeze conditions. The second step then is to modify the transition rates by applying an ad-
ditional function that changes the probability of any transitions if coastal effects are deemed
important.
The starting point of the derivation for the new transition rates of coastal convection
is the original version of the SMCM introduced by Khouider et al. [2010]. Taking previ-
ous studies about the organization of coastal convection into account [Simpson et al., 1980,
1993; Qian, 2008; Hill et al., 2010, a.o.] an adoption of the given transition rates that mimic
coastal convection should take the following considerations into account:
1. During a strong sea-breeze day clouds are organized along the associated sea-breeze
convergence.
2. In this rather small line of convergence clouds will grow deeper and more quickly
either because of merging, humidity advection or the sea-breeze convergence itself.
3. The deep clouds remain organized along the associated convergence line and the life-
time of the associated cloud ensemble is increased.
Within the framework of the SMCM consideration 1 implies that congestus clouds
are more likely to be "born" when sea-breezes are active. Consideration 2 implies that the
–10–
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transition rates from congestus to deep and the birth-rates of deep clouds are also increased.
The dissipation rate of congestus and deep clouds should at the same time be decreased [3].
We choose not to alter the transition rates for stratiform clouds, as those are directly related
to the presence of deep convective clouds, the existence of which our approach will enhance.
When coastal effects are strong the diurnal cycle of deep convective clouds over land is
opposite to that over the adjacent ocean. In the morning, clouds are usually focused over the
coastal ocean with clear sky conditions over coastal land. In the evening, clouds are usually
building up over land with suppressed conditions over the adjacent ocean. To incorporate this
behavior into the coastal trigger function the following equation can be applied:
f˜ j(t) = f (t) · Θj · g∆T(t)
∆T
·
| ®V | − g | ®V |(t)
| ®V |
(5)
With:
• f (t) = the binary value of the trigger function [yes/no] that indicates days with strong
coastal processes.
• g
∆T/ | ®V | the large-scale conditions for thermal heating contrast ∆T(t) = Tland(t) − Tocean(t)
and wind speed | ®V(t)|.
• Θj =
{
1 if j is a land point at the coast
−1 if j is an ocean point at the coast
The combination of g∆T(t) which is usually positive during the day and negative during
the night and the matrix Θj should reproduce the spatial and temporal occurrence of convec-
tive clouds in coastal areas. Because f˜ j(t) can be positive or negative and the final transition
probabilities have to be strictly positive an additional function is applied that maps f˜ j(t) into
a positive interval:
ζ( f˜ j) =
[(
arctan[ f˜ j + tan(1)] + pi
2
)
· 11
9pi
]2
(6)
ζ is designed to become 1 if coastal processes are weak or not existing and can be therefore
integrated into the SMCM transition rates as multiplication factors. The reader is reminded
that ζ serves as an additional function that is applied to alter the occurrence probability of
clouds within the SMCM and not as a predictor for cloud area fractions or coastal rainfall.
The influence of the magnitude of the ζ on the occurrence will be investigated in detail in
Section 4.2.
Taking the considerations 1 to 3 into account the new coastal version for the transition
rates become:
R01 = τ01−1Γ(C) · Γ(D) · ζ( f˜ j) R02 = τ02−1Γ(C) ·
(
1 − Γ(D)
)
·ζ( f˜ j)
R12 = τ12−1Γ(C) ·
(
1 − Γ(D)
)
·ζ( f˜ j) R10 = τ10−1 ·
(
1 − Γ(D)
)
·ζ(− f˜ j)
R20 = τ20−1 ·
(
1 − Γ(C)
)
·ζ(− f˜ j) R23 = τ23−1 ·
(
1 − Γ(C)
)
R30 = τ30−1
(7)
The multiplication of an additional factor ζ increases or decreases the presence of convective
clouds when coastal effects are present as expressed by the coastal trigger function f˜ . Yet
the application of this equation system has one disadvantage. When the atmosphere is rela-
tively dry and stable the associated Γ functions become small and hence the product of the
two would be even smaller. Since the product of the two Γ functions is small a multiplica-
tion of the function for the coastal effects [ζ] would have very little effect on transition rates.
Bergemann et al. [2015] suggested that coastal rainfall and convection are affected by meso-
scale moistening and destabilization from coastal effects. To address this issue an additional
parameter is added in the calculation of Γ:
Γ˜(X, f˜ j) = max(1 − e−max(X+ε · f˜ j,0), 0). (8)
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Table 3. Comparison of the modified transition rates for coastal clouds [coastal] and the rates developed by
Khouider et al. [2010] [original].
coastal version original version
R01 τ−101 Γ˜(C, f˜ j) · Γ˜(D,− f˜ j) · ζ( f˜ j) τ−101 Γ(C) · Γ(D)
R02 τ−102 Γ˜(C, f˜ j) ·
(
1 − Γ˜(D,− f˜ j)
)
·ζ( f˜ j) τ−102 Γ(C) ·
(
1 − Γ(D)
)
R12 τ−112 Γ˜(C, f˜ j) ·
(
1 − Γ˜(D,− f˜ j)
)
·ζ( f˜ j) τ−112 Γ(C) ·
(
1 − Γ(D)
)
R23 τ−123 ·
(
1 − Γ(D)
)
τ−123 ·
(
1 − Γ(D)
)
R10 τ−110 ·
(
1 − Γ(D)
)
·ζ(− f˜ j) τ−110 ·
(
1 − Γ(D)
)
R20 τ−120 ·
(
1 − Γ(C)
)
·ζ(− f˜ j) τ−120 ·
(
1 − Γ(C)
)
R30 τ−130 τ
−1
30
Γ˜(X, f˜ j) = max(1 − e−max(X+ε · f˜ j,0), 0) Γ(X) = max(1 − e−X, 0)
ζ( f˜ j) =
[(
arctan[ f˜ j + tan(1)] + pi
2
)
· 11
9pi
]2
ε is a constant that increases or decreases the exponent by only a small increment. It can
be considered as a parameter that describes meso-scale moistening and destabilization by
coastal processes. The final set of equations for the coastal version are compared to the ver-
sion of the SMCM by Khouider et al. [2010] in Table 3. It is evident that the coastal ver-
sion reduces to the original set of equations when coastal effects are deemed to be absent
[ζ( f˜ j = 0) = 1].
4 Simulation of Tropical Coastal Convection
The overall goal of this study is to introduce of a possible modeling approach that rep-
resents the behavior of clouds and convection in coastal tropical areas. It has been shown that
this behavior can vary strongly with the presence and strength of coastal effects like land-sea
breeze circulation systems. To investigate the influence of the strength of the coastal effects,
expressed by the magnitude of the coastal trigger function f˜ and the additive constant ε in
the stochastic cloud model introduced above, a sensitivity analysis of the two parameters is
presented here first. The results of the simulation with the coastal version of the SMCM,
abbreviated with SMCM-C will be contrasted with those obtained with the original version
which is labeled as SMCM-O.
4.1 Model Parameters
To test various aspects of coastal convection in the above described parametrization
framework we conduct several experiments. Before discussing this experiments we briefly
outline the setup and parameters which are the basis of this experiments.
4.1.1 Atmospheric Forcing Data
If not mentioned otherwise the model is forced with atmospheric data, taken from the
ERA Interim reanalysis project [ERA-I]. Recall that the ERA-I data has a resolution of 0.75◦
in space and 6 hours in time. One shortcoming of using reanalysis data is that feedback be-
tween simulated cloud cover and the strength of the coastal effects cannot be taken into ac-
count. This can only be done when the presented method is coupled to a GCM setup. We
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would like to remind the reader that the presented method should serve as one possible out-
line of how to tackle the problems associated with convection in the coastal tropics. It is not
the aim of this study to present an entire parametrization for coastal convection in a GCM.
The SMCM considers tropospheric dryness and instability. The former can be ex-
pressed by the vertically integrated saturation fraction r =
∫
qdp /
∫
qsdp. Here q and qs are
specific humidity and saturation specific humidity on pressure level [p]. r has been chosen as
a proxy for atmospheric moisture because Bretherton et al. [2004] showed an empirical expo-
nential relationship between the variable and precipitation in the tropics. Guided by the work
of Tan et al. [2013], the modified k-index ki = 12 · (Ts f c + T850) − T500 + 12 · (TDs f c + TD850 ) −(T700 − TD700 ) is used to describe the atmospheric instability. Here Tp and TDp are the air and
dew point temperatures at pressure level p. The k-index [Cherba, 1977; Peppler, 1988] is
frequently used in assessing the potential for the existence of thunderstorms in weather fore-
casting. It is chosen over the more commonly used convective potential energy [CAPE] as it
is simpler to calculate but still achieves forecast skills of thunderstorm activity that are com-
parable with CAPE [Haklander and Van Delden, 2003]. r and k-index haven’t been applied
as forcing variables in the SMCM before, yet we only wish to investigate the impact of the
coastal trigger function. Exploring the effects of the r and k-index as large-scale atmospheric
proxies is out of scope of this study.
In both versions of the SMCM the dryness and instability are dimensionless parame-
ters that take values between 0 and 2. When driving the model with ERA-I data, the scaling
of the two parameters becomes important. The dryness factor D can be most simply calcu-
lated from the vertically integrated saturation fraction r given by:
D = 2 · (1 − r) (9)
Unlike the saturation fraction, the k-index [ki] isn’t bounded and has to be scaled to be be-
tween 0 and 2 as required by the SMCM. The scaling parameter is chosen to be 50% of the
99th percentile of the global k-index climatology [ki99]:
C =
(
ki99
2
)−1
K−1 ·max (ki, 0) = 1
23.5
K−1 ·max (ki, 0) . (10)
4.1.2 Model Domain and Resolution
The model domains in the test cases are chosen to be the size of a global climate model
gridbox, ≈150 km. For simplicity the domain is divided by a straight vertical coastline into
land and ocean. The atmospheric forcing data is calculated from domain averages of tropo-
spheric dryness D, instability C and thermal heating contrast ∆T . The micro grid that ap-
plies the Markov chain contains 100 lattice points which corresponds, given the domain size
of 150 km, to a resolution of 1.5 km. The internal timestep of the model is chosen to be 10
minutes. If not mentioned otherwise the 6 hourly atmospheric conditions from ERA-I are
interpolated to match the 10 minute time stepping of the SMCM. Table 4 summarizes the
parameters of the optimized configuration setup.
4.1.3 Convective Time-Scales
The SMCM has several constants that have to be chosen to represent the behavior of
tropical convection. One important set of parameters that have been discussed in previous
studies are the transition time-scales τkl . In the past the choice of the time-scales was based
on ad hoc intuition [Khouider et al., 2010]. Peters et al. [2013] were the first to investigate
the influence of the time scales on the model’s representation of convection. They systemati-
cally tuned the time-scales to match statistics of simulated cloud area fractions with observa-
tions. De La Chevrotière et al. [2014] have developped a rigorous Bayesian inference tech-
nique to learn these parameters from data. Unfortunately, this method has been applied so far
to only large-eddy simulation data and not yet to actual observations. In the present work the
time-scales have been chosen according to Peters et al. [2013] and are given in Table 4.
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Table 4. The fixed model parameters of time stepping ∆t, domain size dZ , number of micro-grid
points/horizontal resolution for given domain size N/∆x and the convective time scales τkl for each transi-
tion; with 0 being clear sky , 1 congestus, 2 deep and 3 stratiform clouds.
∆t dZ N/∆x Transitions time scales (τ)
0→ 1 0→ 2 1→ 2 2→ 3 1→ 0 2→ 0 3→ 0
10 min 150 km 100/1.5 km 1 h 2.2 h 1.2 h 0.16 h 1.2 h 2.4 h 4 h
4.2 The Influence of Coastal Effects
As demonstrated by Bergemann and Jakob [2016] coastal rainfall and with it deep
coastal convection occur in drier environments than its open ocean or land counterparts. We
recall that in the SMCM-C, the impact of land-sea interactions is described by the trigger
function f˜ for coastal effects and the added parameter ε. To test the influence of these two
parameters the SMCM is driven with dryness and instability conditions using a wide range
of values for ε and f˜ and the results are compared to satellite based estimates [CMORPH
Joyce et al., 2004]. CMORPH has a spatial resolution of 0.25°with a time resolution of 3
hours. For this sensitivity test the large-scale atmosphere should be relatively dry and sta-
ble while still producing a considerable amount of rainfall. The conditions in the Sarawak
province on Borneo [3.5°N, 113.2°E] during September 2000 were found to meet those crite-
ria.
During the considered period the k-index and r remain below the 30th percentile of
the ERA-I climatology (1986-2016) while the rainfall is above the 70th percentile. It has
also been shown that strong coastal effects in this region contribute to the high precipita-
tion amount that is received throughout the year [Geotis and Houze, 1985; Ichikawa and Ya-
sunari, 2006; Qian et al., 2013; Bergemann et al., 2015].
The strength of the coastal effects f˜ [calculated by the trigger function introduced
above] is also estimated from ERA-I observations. To vary its magnitude and investigate the
influence on the simulation of coastal clouds, f˜ is multiplied by a factor that describes the
strength of coastal effects in each sensitivity run:
c˜(t) = A · f˜ (t). (11)
In the following sensitivity analysis, the three parameters C, D and f˜ are calculated from
ERA-I data whereas the magnitude of the coastal effects A in Equation 11 and the constant ε
in Equation 8 vary from simulation to simulation.
To determine optimal magnitudes of the two newly introduced variables the time series
of cloud area fractions over coastal land are correlated with CMORPH rainfall occurring
over the land parts marked in the purple box over Borneo in Figure 2. We use rainfall data as
it serves as a good surrogate for deep convection in the tropics [Davies et al., 2013].
The mean cloud area fraction for the simulated time period over Borneo from 1st to
30th of September 2000 as a function of the added constant ε and the strength of the coastal
effects A are shown in Figure 6-a. Like in Section 2 the test domain is chosen to be half land
and half ocean. The results for the SMCM-O are located at A = ε = 0. If both ε and the
magnitude of the coastal effects A are weak the conditions are more favorable for congestus
clouds while the area covered by deep and stratiform clouds is relatively small. The large-
scale forcing during the simulated time period is relatively stable and dry, as a consequence
the simulated cloud cover in the SMCM-O[(A = ε = 0] is mostly dominated by cumulus
congestus clouds. An increase of both ε and A leads to higher birth rates of deep convective
clouds and an increase of cloud area fraction of this cloud type. The growth of deep clouds is
accompanied by an increase of area that is covered by stratiform clouds. If A and ε are cho-
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Figure 6. a) Mean cloud area fraction as a function of amplitude of the coastal effects. b) The Pearson
correlation coefficient of the time series of area averaged cloud fraction over coastal land and observed
precipitation from satellite rainfall estimates over coastal land. c) Time series of precipitation [CMORPH
satellite based rainfall estimated - see text for details, cloud area fraction of deep clouds over coastal land in
the SMCM-O and SMCM-C [A = 0.8, ε = 0.45].
sen to be high, deep convective and stratiform clouds become the dominant cloud types and
fewer congestus clouds are present. For low ε values the build up and dissipation of clouds
happens very rapidly when the amplitude of coastal effects is increased. Consequently there
is a strong difference of cloud area fraction between land and adjacent ocean which leads
to an overall decrease of mean cloudiness in the region. This behavior is indicated by a de-
crease of mean cloud area fraction of deep and stratiform clouds when ε remains small and
the strength of coastal effects is increasing.
We now decide on optimal magnitudes of the two newly introduced variables by cor-
relating CMORPH precipitation with cloud area fractions of deep clouds. The correlation
coefficient rather then standard verification methods like critical success index or root mean
square error was chosen because the model predicts cloud area fractions and not precipi-
tation. During the simulation period the rainfall observations were mainly over land and
therefore only the conditions over coastal land rather than averages over land and ocean were
taken into account. Because congestus clouds peak about 3 to 5 hours earlier than the peak
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in rainfall and are relatively short lived they usually exhibit a minimum in area fraction when
the peak in rainfall occurs. As a consequence the rainfall correlation is less than zero through-
out the experiment. The correlations for deep and stratiform clouds have similar shapes with
maximum rainfall correlations of up to ≈ 0.5 for deep convective clouds. The local correla-
tion maximum that can be observed for deep clouds suggests an optimal range of the magni-
tudes for ε and A. The overall maximum of correlation occurs at A = 0.8 and ε = 0.45. De-
creasing the simulated time-period as well as varying the simulated location doesn’t change
these magnitudes significantly. The time series of observed precipitation and cloud area frac-
tion of deep clouds in SMCM-O and SMCM-C is displayed in Figure 6-c. Here, the optimal
values of A and the parameter ε have been used [A = 0.8, ε = 0.45]. The SMCM-C, unlike
SMCM-O, has a much more distinct rainfall pattern that is relatively close to the observed
rainfall. Most of the strong peaks in rainfall, up to 7 mm/3h, are accompanied by deep clouds
in the SMCM-C.
4.3 The Relationship of Coastal Convection and the Large-Scale Atmosphere
To test the influence of both, moisture and instability, the cloud area fractions of the
three different cloud types in SMCM-O and SMCM-C are presented as a function of the two
large-scale variables. Figure 7 displays the equilibrium cloud area fraction as a function of
scaled moisture [1 - dryness] and instability of the three different cloud types that are pre-
dicted by the SMCM-O and SMCM-C with the optimal parameter setting for A and ε de-
rived above.
If the conditions are drier and stabler [≤ 1] the SMCM-C produces more congestus
clouds [upper panel in Figure 7]. This leads to an increased transition rate of deep clouds
in slightly drier and more stable atmospheres. When the large-scale environment becomes
moister more deep clouds are directly ’born’ from clear sky in the SMCM-C. The increased
birth rate of deep cloud explains the decrease of the area that is covered by congestus clouds
[upper right panel in Figure 7]. The presence of deep clouds also leads to an increase of the
transition to stratiform clouds. With increasing instability and moisture both model versions
show an increase of area that is covered by deep and stratiform cloud types. The difference
between the two model versions decreases when the large-scale atmosphere becomes the
dominant factor to produce deep and stratiform clouds.
Bergemann and Jakob [2016] showed that when coastal effects are present convection
is less dependent on the large-scale state of the atmosphere. To test whether the SMCM-C is
able to capture this weaker atmospheric state to convection relationship we drive the model
with ERA-I data from all tropical coastal locations. The simulated time period is January
1998 to December 2016. To combine and compare conditions across different geographical
regions, cloud area fractions of deep clouds are grouped by their strength. This is done by
calculating quintiles of cloud area fractions over the simulated domains and analyzing the
distributions of instability, vertical velocity [ω] and atmospheric humidity as a function of
cloud area fraction quintile. Figure 8 compares the distributions of instability represented by
the modified k − index , large-scale vertical velocity ω at 600 hPa and atmospheric humidity
expressed by the saturation fraction r , as a function of deep convective cloud area fractions
in the SMCM-O [black] and in the SMCM-C [yellow]. Here, only events where the absolute
value of the coastal trigger function differs from 0 and the convection should be supported by
coastal effects are taken into account. Both distributions of the k-index and saturation frac-
tion in the SMCM-O exhibit a similar behavior. When only few clouds are present the proba-
bility density functions [PDFs] in Figure 8 tend to be long tailed with relatively low medians
of the atmospheric values. More clouds are associated with an increase in instability and
moisture as indicated by the medians. With increasing cloud area fraction the distributions
become more Gaussian. This is in contrast with the distributions of SMCM-C [yellow PDFs
in Figure 8]. Here the PDFs have longer tails and the increase of medians with increasing
cloud-cover is weaker than in the SMCM-O version. While less discernible, a signal similar
to humidity and instability exists for vertical motion [center in Figure 8]. The PDFs for the
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Figure 8. Distributions of the the atmospheric variables k − index, ω at 600 hPa and r within 5 quintiles of
cloud area fractions [CAF] of deep convective clouds. The Figure compares the distributions of the simulated
cloud cover in the SMCM-O [black] and in the SMCM-C [yellow]. Medians are indicated by white dots for
the left distributions and brown crosses for the right distributions.
coastally influenced clouds are shifted towards more subsidence/weaker ascent. The shape of
all coastal distributions and the comparisons of the medians for both SMCM-C and SMCM-
O suggests that atmospheric instability, vertical motion and humidity are distinctly different
when the convection is likely to be supported by coastal processes and hence modeled deep
convection can occur in more stable and drier atmospheres that have only weakly large-scale
ascending motion.
The analysis shows that the modified SMCM-C is able to increase the occurrence of
deep clouds in drier and more stable large-scale environmental conditions once land-sea in-
teractions are present. As it has been shown in Bergemann and Jakob [2016] this behavior
is one of the important differences of convection in the coastal tropics to that over the open
ocean and inland areas.
4.4 The Diurnal Cycle
The above analysis shows that the SMCM-C can capture some important features of
coastal convection in the tropics. We now turn our attention to the simulation of the diurnal
behavior of convection in the SMCM-C. The diurnal cycle of convection, especially that of
deep convective clouds, is one of the most prominent features of coastal convection. When
coastal effects are strong clouds usually form over the ocean during night and early morn-
ing. During the day convection is mainly focused over land, peaking in the late afternoon
to evening. Any modeling approach that is designed to capture the characteristics of coastal
convection should be able to represent this spatial and temporal behavior.
To study the diurnal cycle of clouds both versions of the SMCM are driven with atmo-
spheric conditions, derived from ERA-I, over Darwin, Australia [12.5°S,130.9°E]. The test
period is chosen to be the end of the wet season where the conditions often alternate between
those strongly influenced by meso-scale land-sea interactions and those dominated by the
large-scale environment [Keenan and Carbone, 2008; Pope et al., 2009]. For simplicity the
topography is assumed to be a straight coastline that divides the domain into ocean and land.
Figure 9-a shows a cross Section of the simulated cloud area fraction of deep clouds.
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Figure 9. a) The diurnal cycle of the mean cloud area fraction along the coastal cross Section the left hand
side represents the SMCM-C while the right hand side shows the SMCM-O. b) Domain average of deep con-
vective clouds over land [black], the value of the trigger function for coastal effects [orange], the CPOL dual
band radar observations of area fraction of convective pixels over land [light blue].
The beginning of the simulation period is characterized by easterly winds advecting
moisture from the Maritime Continent. These moist and unstable large-scale conditions are
associated with high cloud area fractions of deep clouds in both versions of the SMCM. The
cloud cover prevents the development of a strong thermal heating contrast between land and
ocean, consequently coastal effects are weak and the trigger function is zero. In the absence
of land-sea interaction the simulated cloud area fractions of both model versions do not dif-
fer. On the 23rd of March the wind regime shifts and slightly drier air is advected into the
region. The associated decrease of large-scale humidity and instability leads to a decrease of
area that is covered by deep clouds. The thermal heating contrast increases and coastal ef-
fects become stronger. Now the SMCM-C exhibits a very dominant diurnal cycle with deep
clouds occurring over land during the day and a moderate offshore propagation with peaks
over the adjacent ocean in the early morning [Figure 9-b]. This is in stark contrast to the
SMCM-O where the number of deep convective clouds shows neither a spatial nor a tem-
poral variation until the large-scale forcing increases slowly, which is accompanied by an
increase of the number of deep clouds. Comparing the simulated cloud area fractions over
land with observations of convective pixels over land from a dual band radar that operates
across the simulated domain shows that the strong diurnal cycle that is associated with the
east regime is better captured by the SMCM-C.
Although some cloud propagation can be seen between land and ocean when coastal
effects are present the main convection characteristics is dominated by a rather binary on
and off behavior over land and ocean [Figure 9-a]. This causes a rather artificial minimum
of convection in the transition phase from land to ocean when the model has little clouds
over the ocean while it hasn’t sufficient clouds over land yet. Taking the interaction between
neighboring grid cells into account can potentially improve this behavior [see Khouider,
2014, for details on local interaction]. Yet the influence of local interaction on the accuracy
of the representation of convection in the SMCM hasn’t been studied and is beyond the scope
of this very first investigation. Despite these issues and despite the relatively coarse 6 hourly
resolution of the ERA-I input data the SMCM-C reasonably simulates the diurnal cycle of
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Figure 10. a) Simulated area area fractions of deep clouds for the Darwin test case [see also Section 4.4].
The black line shows the reference run while the shading represents the ensemble that is created to test the
influence of randomness in the model. b) Signal to Noise Ratio [SNR] defined as the cloud area fraction of
deep clouds at timestep i (CAFi) divided by the ensemble standard deviation at timestep i (σi).
deep convection when coastal effects are strong in the Maritime Continent region [e.g Mori
et al., 2004; Rauniyar and Walsh, 2010].
4.5 The Influence of Randomness
In the SMCM random numbers play an important role to determine the transition time
[when does a cloud transition occur?], the micro-site [where on the microscopic grid does
the transition occur?] and the transition type. To test the influence of stochasticity on the
model results we create an ensemble of 30 members and vary the seeds of the generator that
creates the pseudo random numbers. Usually a random number generator applies some kind
of a periodic sequence with a given seed number as initial value [e.g Wolfram, 1983; Mat-
sumoto and Nishimura, 1998]. Fixing this seed makes the random number generator by def-
inition deterministic and can thus have profound impact on the simulation. We chose to in-
crease the seed numbers from 0 to 87 in increments of 3. The model setup is identical to the
Darwin test case described above in Section 4.4. The reference simulation was carried out
without fixation of the random number seeds. Here the seed numbers are automatically gen-
erated from various operating system events [gathered by /dev/urandom].
The reference simulation [black line in Figure 10-a] should not be considered as the
mean of the ensemble [blue shaded area in Figure 10-a] because the nature of how random
numbers are generated differ fundamentally. Therefore the reference simulation [with ran-
dom seeds] lies for some occasions outside the ensemble [with fixed random seeds].Although
there is a discernible spread among the ensemble members the overall signal is captured by
all members. This is also shown by the signal to noise ratio [SNR] in Figure 10-b. Here we
define SNR by the area fraction of simulated deep clouds, CAFi , at timestep i in the refer-
ence run divided by the ensemble standard deviation, σi , at timestep i. On average the fore-
casted cloud area fractions are 3.60 ± 1.90 times higher than the ensemble spread at a given
timestep. The intrinsic stochcasticity of the SMCM has only limited influence on the simula-
tion of cloud area fractions in the model. Yet studying the influence of stochasticity when the
SMCM is coupled to a state of the art GCM should be considered in future investigations.
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5 Summary and Conclusion
The aim of this study is to propose an idealized modeling approach and outline a parametriza-
tion framework that is able to represent coastal tropical convection in the context of global
weather forecasting and climate models. Simulating coastal convection is a challenging task
because it is strongly influenced by unresolved meso-scales. Additionally coastal effects are
not always present. To address theses issues a trigger function that only depends on large-
scale pre-cursors and identifies potential sea-breeze days was presented.
A sensitivity analysis has shown that thermal heating contrast and large-scale wind
speed have most impact on the results when the trigger function is applied to atmospheric
conditions in the tropics. The function was then scaled by the magnitude of wind speed and
thermal heating contrast to get continuous rather than binary yes/no values.
This continuous function has been applied in the stochastic multi cloud model that de-
scribes the dynamics of three different cloud types in the tropics: cumulus congestus, deep
cumulus and stratiform anvils. In its original form the model calculates birth, death and tran-
sition rates of the three cloud types based on the large-scale environmental conditions. The
transition rates were modified to mimic coastally influenced clouds by multiplying the con-
tinuous trigger function by the strength of the coastal effects. When the large-scale forcing is
weak but coastal effects are strong a multiplication of an additional factor would be insuffi-
cient. An additional additive parameter describing meso-scale moistening and destabilization
by land-sea interactions was introduced to change the large-scale conditions by only a small
increment and increase the likelihood of convection in drier and more stable large-scale at-
mospheres.
Applying the models to observations over Borneo showed that the coastal model ver-
sion [SMCM-C] simulates more clouds than the original version [SMCM-O] when coastal
effects are strong. A comparison with rainfall observations over a one month test period
indicated that the model can improve the simulated occurrence of deep convective clouds.
Testing the influence of large-scale atmospheric conditions on the dynamics of deep convec-
tive clouds suggested that the SMCM-C is able to capture the relationship of the large-scale
atmospheric environment and coastally associated rainfall that has been identified in observa-
tions [Birch et al., 2016; Bergemann and Jakob, 2016].
Analyzing the diurnal cycle showed that the model is capable of representing the spa-
tial and temporal behavior that is well known for clouds in the coastal tropics. It was also
shown that when the convection is not influenced by land-sea interactions the model shows
no difference to the SMCM-O. This is an important step forward in the simulation, by a sim-
ple stochastic model, of the behavior of clouds in coastal areas, yet several challenges re-
main.
The model does not correctly represent the propagation of clouds from land to the
adjacent ocean and vice versa. This leads to a rather artificial decrease of clouds for times
when there is little thermal heating contrast. This behavior could be improved by chang-
ing the influence of the neighboring clouds on convection [Khouider, 2014]. The influence
of nearest neighbor interaction hasn’t been studied extensively and should be subject to fu-
ture studies. Coastally associated rainfall is not only influenced by the presence of land-sea
breeze circulations. Especially the orography can have considerable impact on the formation
of coastal rainfall. Because the SMCM operates on microscopic lattice with a resolution of
few kilometers the influence of orographic effects in coastal areas can in principle be added
to alter the transition rates of clouds in coastal areas. Once again, this is a topic for future
research.
A question that remains unanswered is how to implement the adopted model version
into a global model to improve simulations in coastal areas. The simplest approach would
be defining an area that is affected by coastal effects and calculating the coastal trigger func-
tion in the associated climate model grid boxes. Studies have shown that coastal effects can
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Figure 11. A mask that defines coastal points and the strength of land-sea interactions by the magnitude of
the coastal trigger function on the defined coastal grid points.
occur roughly 150 to 250 km on- and offshore [e.g Mori et al., 2004; Keenan and Carbone,
2008; Hill et al., 2010]. This area could be defined as the region where coastal effects are
calculated in the model [Figure 11]. Spatial interpolation of the coastal trigger function can
be applied to increase the area that is affected by coastal effects and smooth the values of the
coastal trigger functions towards inland and open ocean areas. The application of the trigger
function is independent of the stochastic cloud model, and hence can also be implemented
in existing cumulus parametrization schemes. For example it could be applied to increase
the buoyancy of lifted parcels in mass flux based parametrization schemes. The stochastic
multi cloud model itself has already been successfully applied in the global GCM ECHAM-
6 by Peters et al. [2017]. Here the model serves as a closure term for cloud base mass-flux.
Goswami et al. [2017] followed a different approach and derived the convective heating rates
in the Climate Forecast System version 2 from cloud area fractions calculated by the SMCM.
Because the presented coastal version of the stochastic model differs only by a mul-
tiplicative factor it can without complications be extended to the existing model that has al-
ready been coupled to a GCM. While our results are encouraging we note that the framework
of an idealized model setup is only a first step intended to guide future work on how a possi-
ble parametrization of coastal convection and clouds could be designed. The results and the
simplicity of the SMCM-C shows that the stochastic multi cloud model offers potential for
further modification to parametrize and represent clouds and convection in coastal tropical
areas.
A: Variance Based Sensitivity Analysis
A sensitivity analysis should give an estimate of the sensitivity of the output of a model
with respect to changes in the input variables. Giving an estimate of the sensitivity of a model
can be useful for data assimilation, model tuning, calibration, and dimensionality reduction.
Formally the output Y can be seen as the direct result of the applied model, in the
present case the trigger function for coastal effects f ( ®X) , that takes the input ®X with d un-
certain input values ®X = {X1, .., Xd}. f ( ®X) can be decomposed by the following orthogonal
functions:
f ( ®X) = f0 +
d∑
i=1
fi(Xi) +
d∑
i< j
fi j(Xi, Xj) + · · · + f1,...,d(X1, . . . , Xd) (A.1)
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This decomposition states that the total output of a model f ( ®X) can be written as the sum
of terms measuring the dependence of the all independent input variables Xi and the condi-
tional changes of all input variables (X1, . . . , Xd). If the values of ®X are independently and
uniformly distributed on a unit hypercube Xi ∈ [0, 1]∀i = 1, 2, . . . , d then terms of higher
order in Equation A.1 vanish and the decomposition becomes orthogonal. The functional
decomposition can be defined as:
f0 = E(Y )
fi(Xi) = E(Y |Xi) − fi
fi j(Xi, Xj) = E(Y |Xi, Xj) − f0 − fi − fj
(A.2)
Therefore the terms fi describe effects from the variation of the input value Xj while fi j de-
scribes the effects of the variation of Xi and Xj at the same time. Square integration of Equa-
tion A.1 gives: ∫ 1
0
f 2( ®X)d ®X − f 20 =
d∑
i=1
∫ 1
0
f 2i (Xi) +
d∑
i< j
∫ 1
0
f 2i j(Xi, Xj)
Var(Y ) =
d∑
i=1
Vi +
d∑
i<i
Vi j
(A.3)
The Vi’s can be seen as the variances due to variation of input variable Xi . Therefore the
term: Si = ViVar(Y) is the contribution of the variance of input Xi to the total variance Var(Y ).
It is important that the random input variables are uniformly and independently distributed
in the d-dimensional input variable hypercube. This constraint is usually guaranteed by con-
structing a Sobol-sequence of length N with the d random input variables [Sobol, 1967].
Figure A.1. Illustration of the construction of the 4 A(i)
B
input matrices from two N × 4 dimensional input
data matrices A and B. The elements of the matrices are: ∆T thermal heating contrast, ∆α the change in
large-scale wind direction, | ®V | the large-scale wind speed and ∆| ®V | the change of large-scale wind speed.
–23–
Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems
The following quasi-Mote-Carlo method is applied to calculate the values Vi and Vji:
i Two Sobol-sequences [A and B] with four input variables are constructed. The input
variables are the change in large-scale wind direction ∆α, the large-scale wind speed
| ®V | the change in large-scale wind speed ∆| ®V | and the thermal heating contrast be-
tween land and ocean ∆T [see also Figure A.1]
ii 4 N × 4 matrices are build from periodic permutations of the rows in A and B [see
Figure A.1]
iii Run the filtering process f with each of the input sets [rows] A, B and the d A(i)B .
iv Calculate the sensitivity indices with the following relation [Saltelli et al., 2010]:
Si =
Vi
Var( f (A)) ≈
1
Var( f (A))
1
N
N∑
j=1
f (B)j · ( f (A(i)B )j − f (A)j) (A.4)
Acknowledgments
We would like to acknowledge Todd P. Lane for his valuable suggestions that helped to real-
ize develop the presented method. We are also very grateful to the two anonymous reviewers
that have helped to improve the quality of the submitted manuscript. This research was sup-
ported in part by the Monash University eResearch Centre and eSolutions-Research Support
Services through the use of the high-memory capability on the Monash University Campus
HPC Cluster. We also acknowledge the Australian Research Council’s Centre of Excellence
for Climate System Science (CE110001028) for funding this work. The CMORPH satellite
based rainfall estimates were obtained from the Climate Prediction Center (CPC) of the Na-
tional Oceanic and Atmosphere Administration (NOAA). The Era-interim reanalysis data
is supplied by the European Center for Medium Weather Forecast (ECMWF). The source
code and a documentation of the algorithm that detects coastline associated rainfall can be
retrieved from Zenodo (http://dx.doi.org/10.5281/zenodo.44405) or via GitHub
(https://github.com/antarcticrainforest/PatternRecog)
–24–
Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems
References
Ajayamohan, R. S., B. Khouider, A. J. Majda, and Q. Deng (2016), Role of stratiform heat-
ing on the organization of convection over the monsoon trough, Climate Dynamics,
47(12), 3641–3660.
Arakawa, A. (2004), The cumulus parameterization problem: Past, present, and future, J.
Climate, 17(13), 2493–2525.
Arakawa, A., and W. H. Schubert (1974), Interaction of a cumulus cloud ensemble with the
large-scale environment, part i, J. Atmos. Sci., 31(3), 674–701.
Arritt, R. W. (1993), Effects of the large-scale flow on characteristic features of the sea
breeze, Journal of Applied Meteorology, 32(1), 116–125.
Bergemann, M., and C. Jakob (2016), How important is tropospheric humidity for
coastal rainfall in the tropics?, Geophysical Research Letters, 43(19), 5860–5868,
2016GL069255.
Bergemann, M., C. Jakob, and T. P. Lane (2015), Global detection and analysis of coastline-
associated rainfall using an objective pattern recognition technique, Journal of Climate,
28(18), 7225–7236.
Birch, C. E., S. Webster, S. C. Peatman, D. J. Parker, A. J. Matthews, Y. Li, and M. E. E.
Hassim (2016), Scale interactions between the mjo and the western maritime continent,
Journal of Climate, 29(7), 2471–2492.
Borne, K., D. Chen, and M. Nunez (1998), A method for finding sea breeze days under stable
synoptic conditions and its application to the swedish west coast, International Journal of
Climatology, 18, 901–914.
Bretherton, C. S., M. E. Peters, and L. E. Back (2004), Relationships between water vapor
path and precipitation over the tropical oceans, J. Climate, 17(7), 1517–1528.
Cherba, J. P. (1977), Operational system for predicting thunderstorms two to six hours in
advance, Technical memorandum NWS TDL 64, NOAA.
Davies, L., C. Jakob, P. May, V. V. Kumar, and S. Xie (2013), Relationships between the
large-scale atmosphere and the small-scale convective state for darwin, australia, Journal
of Geophysical Research: Atmospheres, 118(20), 11,534–11,545.
De La Chevrotière, M., B. Khouider, and A. Majda (2014), Calibration of the stochastic mul-
ticloud model using bayesian inference, SIAM Journal on Scientific Computing, 36(3),
B538–B560.
De La Chevrotière, M., B. Khouider, and A. Majda (2016), Stochasticity of convection in
giga-les data, Climate Dynamics, 47(5), 1845–1861.
Deng, Q., B. Khouider, and A. J. Majda (2015), The mjo in a coarse-resolution gcm with a
stochastic multicloud parameterization, Journal of the Atmospheric Sciences, 72(1), 55–
74.
Deng, Q., B. Khouider, A. J. Majda, and R. S. Ajayamohan (2016), Effect of stratiform heat-
ing on the planetary-scale organization of tropical convection, Journal of the Atmospheric
Sciences, 73(1), 371–392.
Geotis, S. G., and R. A. Houze (1985), Rain amounts near and over north borneo during win-
ter monex, Mon. Wea. Rev., 113(10), 1824–1828.
Gianotti, R. L., D. Zhang, and E. A. B. Eltahir (2011), Assessment of the regional climate
model version 3 over the maritime continent using different cumulus parameterization and
land surface schemes, J. Climate, 25(2), 638–656.
Goswami, B. B., B. Khouider, R. Phani, P. Mukhopadhyay, and A. Majda (2017), Improving
synoptic and intraseasonal variability in cfsv2 via stochastic representation of organized
convection, Geophysical Research Letters, 44(2), 1104–1113, 2016GL071542.
Gregory, D., and P. R. Rowntree (1990), A mass flux convection scheme with representa-
tion of cloud ensemble characteristics and stability-dependent closure, Monthly Weather
Review, 118(7), 1483–1506.
Haklander, A. J., and A. Van Delden (2003), Thunderstorm predictors and their forecast skill
for the netherlands, Atmospheric Research, 67, 273–299.
–25–
Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems
Haurwitz, B. (1947), Comments on the sea-breeze circulation, Journal of Meteorology, 4(1),
1–8.
Hill, C. M., P. J. Fitzpatrick, J. H. Corbin, Y. H. Lau, and S. K. Bhate (2010), Summertime
precipitation regimes associated with the sea breeze and land breeze in southern missis-
sippi and eastern louisiana, Wea. Forecasting, 25(6), 1755–1779.
Hohenegger, C., L. Schlemmer, and L. Silvers (2015), Coupling of convection and circu-
lation at various resolutions, Tellus A: Dynamic Meteorology and Oceanography, 67(1),
26,678, doi:10.3402/tellusa.v67.26678.
Holland, G. J., and T. D. Keenan (1980), Diurnal variations of convection over the "maritime
continent", Mon. Wea. Rev., 108(2), 223–225.
Hottovy, S., and S. N. Stechmann (2015), Threshold models for rainfall and convection: De-
terministic versus stochastic triggers, SIAM Journal on Applied Mathematics, 75(2), 861–
884.
Ichikawa, H., and T. Yasunari (2006), Time-space characteristics of diurnal rainfall over bor-
neo and surrounding oceans as observed by trmm-pr, J. Climate, 19(7), 1238–1260.
Jiang, Q. (2012), A linear theory of three-dimensional land-sea breezes, Journal of the Atmo-
spheric Sciences, 69(6), 1890–1909.
Johnson, R. H., T. M. Rickenbach, S. A. Rutledge, P. E. Ciesielski, and W. H. Schubert
(1999), Trimodal characteristics of tropical convection, Journal of Climate, 12(8), 2397–
2418.
Joyce, R. J., J. E. Janowiak, P. A. Arkin, and P. Xie (2004), Cmorph: A method that produces
global precipitation estimates from passive microwave and infrared data at high spatial and
temporal resolution, J. Hydrometeor, 5(3), 487–503.
Keenan, T. D., and R. E. Carbone (2008), Propagation and diurnal evolution of warm season
cloudiness in the australian and maritime continent region, Mon. Wea. Rev., 136(3), 973–
994.
Khouider, B. (2014), A coarse grained stochastic multi-type particle interacting model for
tropical convection: Nearest neighbour interactions, Commun. Math. Sci, 12(8), 1379–
1407.
Khouider, B., J. A. Biello, and A. J. Majda (2010), A stochastic multicloud model for tropical
convection, Communications in Mathematical Science, 8, 187–216.
Kondo, Y., A. Higuchi, and K. Nakamura (2006), Small-scale cloud activity over the mar-
itime continent and the western pacific as revealed by satellite data, Monthly Weather Re-
view, 134(6), 1581–1599.
Kousky, V. E. (1980), Diurnal rainfall variation in northeast brazil, Mon. Wea. Rev., 108(4),
488–498.
Mapes, B. E., T. T. Warner, M. Xu, and A. J. Negri (2003a), Diurnal patterns of rainfall in
northwestern south america. part i: Observations and context, Mon. Weather Rev., 131(5),
799–812.
Mapes, B. E., T. T. Warner, M. Xu, and A. J. Negri (2003b), Diurnal patterns of rainfall in
northwestern south america. part ii: Model simulations, Mon. Weather Rev., 131, 813–
829.
Matsumoto, M. and T. Nishimura (1998), Mersenne Twister: A 623-dimensionally Equidis-
tributed Uniform Pseudo-random Number Generator, ACM Transactions on Modeling and
Computer Simulation, 8(1), 3–30.
McPherson, R. D. (1970), A numerical study of the effect of a coastal irregularity on the sea
breeze, Journal of Applied Meteorology, 9, 767–777.
Mori, S., H. Jun-Ichi, Y. I. Tauhid, M. D. Yamanaka, N. Okamoto, F. Murata, N. Sakurai,
H. Hashiguchi, and T. Sribimawati (2004), Diurnal land-sea rainfall peak migration over
sumatera island, indonesian maritime continent, observed by trmm satellite and intensive
rawinsonde soundings, Mon. Wea. Rev., 132(8), 2021–2039.
Neale, R., and J. Slingo (2002), The maritime continent and its role in the global climate: a
gcm study, Journal of Climate, 16, 834–848.
–26–
Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems
Nguyen, H., A. Protat, V. Kumar, S. Rauniyar, M. Whimpey, and L. Rikus (2015), A regional
forecast model evaluation of statistical rainfall properties using the cpol radar observations
in different precipitation regimes over darwin, australia, Q.J.R. Meteorol. Soc., 141(691),
2337–2349.
Ohsawa, T., H. Ueda, T. Hayashi, A. Watanabe, and J. Matsumoto (2001), Diurnal variations
of convective activity and rainfall in tropical asia, Journal of the Meteorological Society of
Japan. Ser. II, 79(1B), 333–352.
Oliphant, A. J., A. P. Sturman, and N. J. Tapper (2001), The evolution and structure of a
tropical island sea/land-breeze system, northern australia, Meteorology and Atmospheric
Physics, 78(1-2), 45–59.
Peatman, S. C., A. J. Matthews, and D. P. Stevens (2014), Propagation of the madden-julian
oscillation through the maritime continent and scale interaction with the diurnal cycle of
precipitation, Q.J.R. Meteorol. Soc., 140(680), 814–825.
Peppler, R. A. (1988), A review of static stability indices and related thermodynamic param-
eters, ISWS Miscellaneous Publication MP-1094, Illinois State Water Survey.
Peters, K., C. Jakob, L. Davies, B. Khouider, and A. J. Majda (2013), Stochastic behavior of
tropical convection in observations and a multicloud model, J. Atmos. Sci., 70(11), 3556–
3575.
Peters, K., T. Crueger, C. Jakob, and B. Möbis (2017), Improved mjo simulation in echam6.3
by coupling a stochastic multicloud model to the convection scheme, Journal of Advances
in Modeling Earth Systems, pp. n/a–n/a.
Pollett, P. K. (1987), Preserving partial balance in continuous-time markov chains, Advances
in Applied Probability, 19(2), 431–453.
Pope, M., C. Jakob, and M. J. Reeder (2009), Regimes of the north australian wet season,
Journal of Climate, 22(24), 6699–6715.
Qian, J.-H. (2008), Why precipitation is mostly concentrated over islands in the maritime
continent, J. Atmos. Sci., 65(4), 1428–1441.
Qian, J.-H., A. W. Robertson, and V. Moron (2013), Diurnal cycle in different weather
regimes and rainfall variability over borneo associated with enso, J. Climate, 26(5), 1772–
1790.
Randall, D., M. Khairoutdinov, A. Arakawa, and W. Grabowski (2003), Breaking the cloud
parameterization deadlock, Bulletin of the American Meteorological Society, 84(11),
1547–1564.
Randall, D. A., and L. D. Fowler (1999), Eauliq: The next generation, Technical Report 673,
Colorado State University.
Rauniyar, S. P., and K. J. E. Walsh (2010), Scale interaction of the diurnal cycle of rainfall
over the maritime continent and australia: Influence of the mjo, J. Climate, 24(2), 325–
348.
Rotunno, R. (1983), On the linear theory of the land and sea breeze, Journal of the Atmo-
spheric Sciences, 40(8), 1999–2009.
Saltelli, A., M. Ratto, T. Andres, F. Campolongo, J. Cariboni, D. Gatelli, M. Saisana, and
S. Tarantola (2008), Global Sensitivity Analysis: The Primer, John Wiley & Sons.
Saltelli, A., P. Annoni, I. Azzini, F. Campolongo, M. Ratto, and S. Tarantola (2010), Vari-
ance based sensitivity analysis of model output. design and estimator for the total sensitiv-
ity index, Computer Physics Communications, 181(2), 259 – 270.
Simpson, J., N. Westcott, R. Clerman, and R. Pielke (1980), On cumulus mergers, Archiv für
Meteorologie, Geophysik und Bioklimatologie, Serie A, 29(1-2), 1–40.
Simpson, J., T. Keenan, B. Ferrier, R. Simpson, and G. Holland (1993), Cumulus mergers in
the maritime continent region, Meteorology and Atmospheric Physics, 51(1-2), 73–99.
Skinner, T., and N. Tapper (1994), Preliminary sea breeze studies over bathurst and melville
islands, northern australia, as part of the island thunderstorm experiment (itex), Meteorol-
ogy and Atmospheric Physics, 53(1), 77–94.
Slingo, A., K. I. Hodges, and G. J. Robinson (2004), Simulation of the diurnal cycle in a cli-
mate model and its evaluation using data from meteosat 7, Quarterly Journal of the Royal
–27–
Confidential manuscript submitted to Journal of Advances in Modeling Earth Systems
Meteorological Society, 130(599), 1449–1467.
Sobol, I. (1967), On the distribution of points in a cube and the approximate evaluation of
integrals, USSR Computational Mathematics and Mathematical Physics, 7(4), 86 – 112.
Suhas, E., and G. J. Zhang (2014), Evaluation of trigger functions for convective parameteri-
zation schemes using observations, Journal of Climate, 27(20), 7647–7666.
Tan, J., C. Jakob, and T. P. Lane (2013), On the identification of the large-scale properties of
tropical convection using cloud regimes, J. Climate, 26(17), 6618–6632.
Tiedtke, M. (1989), A comprehensive mass flux scheme for cumulus parameterization in
large-scale models, Mon. Wea. Rev., 117(8), 1779–1800.
Tiedtke, M. (1993), Representation of clouds in large-scale models, Monthly Weather Re-
view, 121(11), 3040–3061.
Williams, M., and R. A. Houze (1987), Satellite-observed characteristics of winter monsoon
cloud clusters, Monthly Weather Review, 115(2), 505–519.
Wolfram, S. (1983), Statistical mechanics of cellular automata, Reviews of Modern Physics,
55(3), 601–644.
Yang, G.-Y., and J. Slingo (2001), The diurnal cycle in the tropics, Mon. Wea. Rev., 129(4),
784–801.
Zhuo, H., P. Zhao, and T. Zhou (2013), Diurnal cycle of summer rainfall in shandong of east-
ern china, International Journal of Climatology, pp. n/a–n/a.
–28–
