Introduction
properties of the internal noise that influences rivalry alternations. We interpret the results 122 with reference to an established computational model of rivalry proposed by Wilson (3, 4) 123 (see Figure 2 ), to which we add different types of internal noise. 124 125 126 
144
Results 145 146
External noise strongly modulates binocular rivalry alternations 147 148
In the absence of any noise modulations, binocular rivalry produced a typical histogram of 149 dominance durations with a positive skew (see grey curve in Figure 3ai ), and a mean of 2.7 150 seconds. A 5x5 repeated measures ANOVA indicated that the mean dominance duration 151 depended on both temporal frequency (F(4,16)=34.43, p<0.001, hp 2 =0.90) and modulation 152 contrast (F(4,16)=8.15, p<0.01, hp 2 =0.67), and also showed that the two variables interacted 153 (F(16,64)=18.01, p<0.001, hp 2 =0.82). The histograms in Figure 3a show that at low temporal 154 frequencies, strong contrast modulation resulted in slightly more long-duration percepts (an 155 increase in positive skew), whereas at high temporal frequencies the peak of the histogram 156 shifted leftwards. These patterns were reflected in both the change in means ( Figure 3b ) and 157 also the shift in the autocorrelation functions (Figure 3c ), such that high temporal frequencies 158 (e.g. the purple curve) had a shorter lag than long ones (e.g. the red curve). The functions in 159 Figure 3b begin to diverge at a contrast of around 4%. 160 161 We also cross-correlated the noise time course (difference between left and right eye 162 contrasts for the 16% contrast modulation conditions pooled across all temporal frequencies) 163 with the participants' responses ( Figure 3d ). This revealed a mean response lag of 583ms, 164 somewhat faster than estimates from previous studies (8). The mean cross-correlation 165 coefficient at this time point was 0.35, indicating that a substantial proportion of the variance 166 in participant percepts was predictable from the changes in stimulus contrast. Functions for 167 individual participants are shown by the thin traces in Figure 3d , and are similar to the mean. 
182
The thin grey lines denote individual participants and the thick black line is the average.
184
Next, we calculated the consistency of responses across pairs of presentations of identical 185 noise streams. In the absence of any noise modulation, the mean consistency was slightly 186 above the expected baseline of 0.5, having a value of 0.53 (horizontal grey lines in Figure 4 ). 187
The most likely explanation for this is that slight eye dominances or biases towards one or 188 Contrast SD (%) Mean dominance duration (s)
other stimulus will increase the consistency across repetitions, however the effect is very 189 small. For conditions where the stimulus contrast was modulated, a 5x5 repeated measures 190
ANOVA indicated that the response consistency depended on both temporal frequency 191 (F(4,16)=9.90, p<0.001, hp 2 =0.71) and modulation contrast (F(4,16)=28.81, p<0.001, 192 hp 2 =0.88), as well as the interaction between the two variables (F(16,64)=3.55, p<0.001, 193 hp 2 =0.47). These effects are shown in Figure 4 , which plots the same data twice as a function
194
of either modulation contrast (Fig 4a) or temporal frequency (Fig 4b) . The general trends are 195 that consistency increases with contrast, and at each contrast is strongest for the 1/8Hz 196 temporal frequency (shown in green). The maximum consistency was 0.72, for the 1/8Hz, 16% 197 contrast condition, which is particularly noteworthy given that this temporal frequency had 198 the weakest influence on dominance durations (see green points in Figure 3b ). Consistency 199 exceeded baseline for the 1/8Hz condition at around 4% modulation contrast (green 200 diamonds in Figure 4 ). 201 202 203 Figure 
210
A computational model with pink internal noise describes the human results 211 212
We first investigated how the amplitude of internal noise, and the spectral slope (ɑ), affected 213 model behaviour. We selected a single stimulus condition (stimulus noise frequency of 1/8Hz 214 and amplitude of 16%) and ran the model with a range of internal noise contrast levels (SD = 215 1 -64%) at five different spectral slopes (ɑ = 0 -2). The results of our simulations on 216 dominance duration and response consistency are shown in Figure 5a (i-v), with the 217 equivalent human data plotted in green for comparison. For all spectral slopes, as internal 218 noise contrast increased it more strongly affected rivalry alternations. This is shown by the 219 change in dominance duration ( Figure 5b ; increases for steep slopes and decreases for 220 shallow slopes), and response consistency (Figure 5c ), which decreased as responses became 221 increasingly dominated by internal noise. 222 
237
We can use the joint dominance durations and consistency scores to rule out several types of 238 internal noise. White internal noise (ɑ = 0) is not viable because there is no internal noise level 239 for which both durations and consistency are close to human levels. Internal noise with steep 240 amplitude slopes (ɑ > 1) produces sensible consistency scores, but dominance durations 241 become too long. This leaves slopes of ɑ = 0.5 and ɑ = 1, for which an internal noise contrast 242 of around 16% gives a good approximation to the human data. We performed full simulations 243 for all noise spectral slopes with this contrast. A slope of ɑ = 1 was the best predictor of the 244 human data, so these simulations are discussed in the main text, with simulations of other 245 spectral slopes are presented in Supplementary Figures S1 and S2. 246 247
The histograms of dominance durations, mean dominance duration and response consistency 248 of the model simulations for all 26 stimulus conditions are shown in Figure 6 Internal Noise SD (%) Mean Dominance Duration (s)
when stimulus noise contrast reached 4% and was highest for each contrast at a temporal 257 frequency of 1/8Hz. While human response consistency was quite bandpass (peaking at 1/8Hz 258 and dropping quickly for faster frequencies), the model exhibited slightly broader tuning at 259 high stimulus noise contrast. This may be due to the other parameters of the model that were 260 fixed prior to our simulations, or it could imply additional physiological constraints such as 261 bandpass temporal filters on the input, or response lag. 262 263 264 Figure 
277
The model predicts consistency with antiphase noise sequences 278 279
We next explored whether the model could predict performance in novel conditions. Inspired 280 by Kim et al. (1), we designed a further condition in which the noise modulations were in 281 antiphase across the eyes (i.e. a contrast increase in one eye matched with an equal contrast 282 decrease in the other). We chose a temporal frequency of 1/8Hz, and tested four of our 283 original participants. With no free parameters, the model described above made a strong 284 prediction about performance in this condition (see Figure 7a ), namely that double pass 285 consistency should be reliably increased for the antiphase noise (brown curve in Figure 7a ), 286 compared to the equivalent condition from the main experiment with two independent 287 streams of external noise (green curve in Figure 7a ). This prediction was borne out empirically, 288 as shown in Figure 7b . We note that dominance duration histograms from our human 289 participants (and therefore mean dominance durations) remained relatively unaffected by 290 Contrast SD (%) Mean Dominance Duration (s) 
this manipulation (see Figure 7c ), consistent with performance with independent noise 291 streams (Figure 3aii) 302 Panel (f) shows human dominance duration histograms for the 'monocular rivalry' condition. Error bars and 303 dotted lines show ±1SE across participants (N=4; for the conditions from the main experiment, we omitted 304 results from the participant who did not complete the additional conditions when constructing this figure) .
306
We also tested a condition in which we presented both stimuli to both eyes as a plaid, and 307 modulated the contrast of the components. Just as in the main experiment, we asked 308 participants to report which component appeared higher in contrast at each moment in time, 309 though there was no binocular rivalry. This 'monocular rivalry' condition also produced 310 greater consistency scores than the equivalent condition from the main experiment (see 311 Figure 7e ), and demonstrates that the technique can be used to dynamically monitor 312 perception even in the absence of interocular competition. The distributions of dominance 313 durations were rather broader for low contrast modulations, but narrowed at higher 314 contrasts (see Figure 7f ). 315 316 We reasoned that one way to model this condition might be to remove the rivalry mechanism 317 from the model, leaving only the combination of internal and external noise to determine 318 dominance at each moment. The predictions for this arrangement are shown by the cyan 319 symbols in Figure 7d , and involve markedly lower consistency scores than both the model and 320 empirical binocular rivalry conditions (green curves in Figures 7d,e) , and also the monocular 321 rivalry data itself (cyan data in Figure 7e ). Clearly then, monocular rivalry does still involve an 322 alternation process, but the increased empirical consistency scores in this condition suggest 323 that the alternating mechanism is more strongly driven by the external noise modulations 324 than during binocular rivalry. 325 326
Discussion 327 328
Using a combination of psychophysical experiments and computational modelling, we infer 329 that the source of internal noise relevant to perceptual alternations during binocular rivalry 330
has an amplitude spectrum of 1/f, and a standard deviation of around 16%. Our method 331 facilitates these inferences because it uses a double pass design, in which an external noise 332 sequence is repeated twice, under the assumption that internal noise will be different on each 333
pass. Although the double pass method has been used previously for briefly presented stimuli 334
(13, 15), this is the first time (to our knowledge) it has been used in a dynamic paradigm. We 335 now discuss details of the rivalry model, relevance to other work on noise in binocular vision, 336
and broader implications for our understanding of internal noise in the brain. 337 338
Model variants and alternative models of rivalry 339 340
In the course of developing the model, we also considered several variants using same 341 architecture that were either less successful or less plausible. One variant was a model in 342
which a single source of internal noise was added to both channels. In this arrangement, the 343 internal noise was less effective, because it increased or decreased the response in both 344 channels by the same amount, and so did not materially influence the competition between 345 channels. Another variant placed the internal noise sources outside of the gain control 346 equation (i.e. added after eqn 1 rather than appearing on the numerator and denominator). 347
Although moving internal noise later is consistent with the assumptions of a family of popular 348 computational models of early binocular vision (16, 17 see next section), this was less 349
successful than our main model because internal noise levels sufficient to influence 350 consistency had too large an effect on dominance durations. This rendered the dynamic 351 properties of the model moot, with rivalry percepts being largely determined by the internal 352 noise streams. 353 354 We also tested alternative values of the main parameters in the rivalry model. These altered 355 model behaviour in the unmodulated baseline condition much as described in previous work 356 (4), but had relatively minimal effects on dominance durations and consistency scores with 357 strongly noise-modulated stimuli, where rivalry alternations depend more on the interplay of 358
internal and external noise than on adaptation and inhibition. We anticipate that other rivalry 359 models with architectures related to that of Wilson (3, 4) could be modified in a similar way 360
as described here to achieve comparable effects, but have not tested this assumption. 361 362
Related work on rivalry 363 364
As mentioned above, Kim et al. (1) modulated the contrast of rivalling stimuli periodically in 365
antiphase at a range of temporal frequencies. They implement three computational models 366 to account for their results, each of which has random walk (i.e. brown) noise with a spectral 367 slope of 1/f 2 , but report obtaining similar results with white noise for their experimental 368
conditions. Furthermore, one of the models they implement is a version of the Wilson (3)  369 model considered here, but they report the best performance when the internal noise is 370 added to the adaptation differential equation (see Methods), rather than the rivalling units. 371
In our simulations, we found similar effects on the dominance duration distributions for 372
internal noise placed either in the main equation or adaptation equation (not shown here). 373
However, placing internal noise in the adaptation differential equation resulted in response 374 consistency that was not tuned to modulation frequency (i.e., flat). We suspect that Kim to offer meaningful constraints on the internal noise properties. As far as we are aware, this 384
is the first study that has compared internal noise of different amplitudes and spectral 385
properties with strong predictions from empirical results. 386 387
Baker & Graf (8) explored binocular rivalry using broadband pink noise stimuli that also varied 388 dynamically in time. By testing factorial combinations of temporal amplitude spectra across 389 the two eyes, they showed that stimuli with 1/f temporal amplitude spectra tended to 390 dominate over stimuli with different spectral slopes (the same was also true of static stimuli 391
with a 1/f spatial amplitude spectrum). Whilst these results do not directly imply anything 392 about the properties of internal noise, they are consistent with the idea that the visual system 393 is optimised for stimuli encountered in the natural world, which are typically 1/f in both space 394 and time (e.g. 20-24). Our findings here imply that as well as having a preference for external 395 stimuli with naturalistic properties, the internal structure of the visual system might itself 396 have evolved to emulate these temporal constraints (21, 25-27). 397 398
Internal noise in binocular vision and throughout the brain 399 400
Early models of binocular signal combination attributed the Ö2 improvement in contrast 401 sensitivity for fusible stimuli viewed binocularly vs monocularly to the pooling of independent 402 monocular noise sources (28). However this model assumes that during monocular 403 presentation, the noise in the unstimulated eye can be ignored, which is implausible in a well-404 designed experiment (16). Contemporary binocular models of contrast detection and 405 discrimination assume noise that is late and additive, occurring at a point beyond binocular 406 signal combination (17). It is generally assumed that this late source of noise is the 407 combination of multiple noise generators at successive stages of processing, though relatively 408
little is known about their precise characteristics. However a small number of studies have 409 investigated this issue, as we now summarise. 410 411
Pardhan & Rose (29) added binocular external noise during a monocular or binocular 412 detection task and found that binocular summation decreased at high levels of external noise, 413
and that equivalent input noise (the minimum external noise level required to influence 414 thresholds) was higher for monocular than binocular targets. One interpretation of these 415 results is that the effective internal noise is greater for monocularly presented stimuli (see 416 also 30). However, the type of external noise that they used was broadband white pixel noise, 417
which can also cause substantial gain control suppression (see 15), potentially confounding 418 the effects of increased variance. These results are therefore relatively inconclusive regarding 419 sources of internal noise in binocular vision. 420 421
Recently, Ding & Levi (31) have demonstrated that the inclusion of early (monocular) 422 multiplicative noise in gain control models can account for some subtle features of binocular 423 contrast discrimination performance. It has also been suggested that monocular noise might 424 be increased in the affected eye of individuals with amblyopia (32). Finally, we have recently 425 shown (33) using a contrast discrimination paradigm that EEG and MEG data are consistent 426
with both an early (~100ms post stimulus onset) noise source in low level visual areas, and a 427 later noise source in more frontal and parietal brain areas, both of which affect perceptual 428 decisions. All of these results are therefore consistent with an early monocular source of 429 internal noise, as included in our model, but do not preclude the addition of later sources of 430 noise which we do not consider here. 431 432
Regarding noise more generally, surprisingly few studies have addressed the spectral and 433 distribution properties of internal noise using psychophysical methods. The default 434 assumption is typically that internal noise is Gaussian (owing to Central Limit Theorem) and 435 white. However, Neri (34) concluded that internal noise had a Laplacian distribution, and 436
other psychophysical work has assumed Poisson processes for internal noise (35), based on 437 single cell recordings (36). Noise with a pink amplitude spectrum typically retains a Gaussian 438 distribution, though in principle non-Gaussian distributions (such as Laplacian or Poisson 439 distributions) could also be altered to have a pink spectrum. Although we are unaware of any 440 other psychophysical studies attempting to estimate the spectral characteristics of internal 441 noise, we note that measurements of spontaneous neural activity using ECoG and fMRI also 442 have fractal properties, and a slope of approximately 1/f in visual areas (37). 443 444
Conclusions 445 446
Using a novel dynamic double pass paradigm with binocular rivalry, we measured how 447 alternation rates and response consistency were affected by different types and amounts of 448 external noise. The results were consistent with a computational model of rivalry in which 449
internal noise was independent in each monocular channel. We conclude that internal noise 450 relevant to rivalry has an amplitude spectrum of 1/f, and a standard deviation of around 16%. 451 We anticipate that future studies might use temporally sensitive neuroimaging techniques 452 such as EEG and MEG to further investigate these sources of internal noise. 453 454
Methods 455 456
Participants 457 458
The main experiment was completed by five psychophysically experienced observers, who 459 provided written informed consent. A control experiment was completed by four of the same 460 observers. All observers had no known abnormalities of binocular vision, and wore their 461 standard optical correction if required. Procedures were approved by the Ethics Committee 462 of the Department of Psychology at the University of York. 463 464
Apparatus and stimuli 465 466
Stimuli were sinusoidal grating patches with a spatial frequency of 1c/deg, subtending two 467 degrees of visual angle, and ramped in contrast by a cosine function over a further ¼ degree. 468
The gratings shown to the left and right eyes had orthogonal orientations (±45 degrees) which 469
were assigned randomly on each trial (see Figure 1a for examples). The mean Michelson 470 contrast of the gratings was 50%, but this was modulated by dynamic noise streams of various 471 centre frequencies (1/16 Hz to 1Hz) and standard deviations (1% to 16% Michelson contrast). 472
The noise streams were constructed by bandpass filtering white noise at the required 473 frequency using a one octave bandpass filter (see Figure 1b ). In the main experiment, the 474 noise streams used to modulate the contrast of each eye were independent. 475 476
Stimuli were displayed on a ViewPixx 3D display (VPixx Ltd., Canada), driven by an Apple 477
Macintosh computer. The monitor operated with 16 bits of greyscale luminance resolution 478 (M16 mode) and was gamma corrected using a Minolta LS110 photometer. Independent 479 stimulation of the left and right eyes was achieved using stereo shutter glasses (NVidia 3D  480 Vision), synchronised with the monitor refresh rate of 120Hz via an infra-red signal. To 481 promote good vergence and binocular alignment, each stimulus was surrounded by a static 482 high contrast greyscale Voronoi texture (squares of 14 x 14 degrees, with a 7 degree diameter 483 disc in the centre set to mean luminance) that was identical in both eyes (see Figure 1a ). A 484 different texture was presented on each trial, selected at random from a set of 99 pre-485 generated textures. 486 487
Procedure 488 489
Participants sat in a darkened room and viewed the display from a distance of 57cm. Stimuli 490
were presented for 60 seconds per trial, with condition order determined at random. 491
Participants were instructed to indicate using a two-button mouse which of the two grating 492 stimuli they perceived at each moment in time by holding down one or other button. If both 493 stimuli were perceived, they were instructed to choose the stimulus that was most visible (i.e. 494 that took up the largest part of the image), or to hold down both buttons if they were equally 495 salient. At the end of each trial, there was a minimum blank interval of three seconds, with 496 the following trial initiated by the participant. 497 498
Each of the 26 conditions (5 contrasts * 5 temporal frequencies + 1 baseline) was repeated 5 499 times by each observer using unique noise sequences in each repetition, and then a further 5 500 times using the same noise sequences as in the first pass. There are multiple models that have been successful at capturing the oscillatory behaviour of 508 dominant percepts in binocular rivalry (1) (2) (3) (4) 38) . While they vary in complexity, all include 509
two key characteristics: inhibition between units responding to the left and right monocular 510 stimuli, and self-adaptation. These guarantee that only one unit will be active at a given 511 moment, and that over time, the active unit will decrease its firing rate sufficiently to allow 512 the suppressed unit to be released from inhibition. Apart from a few exceptions (1, 2, 18, 19, 513 39), most computational investigations of binocular rivalry have focused on deterministic 514
implementations of their models to investigate how suppression and self-adaptation 515 contribute to oscillations in perceptual dominance. It is, however, fairly straightforward to 516 adapt these models of rivalry to include an additive noise term and directly probe the 517 properties (i.e., amplitude and spectral qualities) of internal noise. Here, we probe the 518
properties of internal noise with the minimum rivalry model of Wilson (3, 4) . 519 520
The minimum rivalry model defines the response of a single unit by two differential equations 521
(equation 1 and equation 2), which incorporate stimulus excitation (L/R), self-excitation (e = 522 0.2), competitive inhibition (w = 3.5), self-adaptation (H), and here, an additive internal noise 523 term (N). For the unit responding to stimuli presented to the left eye (EL), the response term 524
is 525 526
and self-adaptation is 528 529
which is identical for activity in the right eye (ER), but with the subscripts switched. The 531
constants M and g serve to scale the response gain and adaptation strength and were set to 532 values of 1.0 and 3.0, respectively. The excitatory ( ) and hyperpolarizing ( " ) time constants 533 of equation 1 and equation 2 were set to 15ms and 4000ms respectively. All model 534 parameters were fixed in our simulations. Internal noise was additive and independently 535 generated for each eye. As previous studies have already investigated the locus of internal 536 noise with this particular model (1), we chose here to only conduct model simulations with 537 noise added to the unit response equation (equation 1). Note that as the stimulus input to 538 the model is identical to that of the psychophysical experiment (see Figure 2a ), we use a 539 contrast gain control variant of the Minimum rivalry model (4) to account for any differences 540 in contrast between eyes. This also means that the noise term is added to both the numerator 541 and denominator of equation 1. 542 543
We probed the spectral characteristics of internal noise by injecting the model with 544
broadband noise patterns (1/f ɑ ) generated at one of five different spectral slopes * , where ɑ = 545
[0, 0.5, 1.0, 1.5, 2.0] (see Figure 2b ). Noise patterns were generated in the Fourier domain by 546 first creating a flat (ɑ = 0) amplitude spectrum and then multiplying the amplitude coefficient 547
at each frequency by f -ɑ . The phase of each frequency component was assigned a random 548 value between -p and p. Two different phase spectra were generated in order to create two 549 independent noise streams (NL and NR) with the same amplitude spectrum. These were 550 rendered in the temporal domain by taking the inverse Fourier transform and adding them to 551 the left and right units separately. 552 553
Perceptual switches were implemented as a winner-take-all rule: the dominance of a percept 554 was defined by the magnitude of EL/R at any given moment in time (if EL > ER, EL is dominant; 555 see Figure 2c ) Finally, all model simulations were conducted in MATLAB (version R2017a) 556 using ODE45 to solve the 4 differential equations that define the response of each unit and 557 their self-adaptation over 60 seconds (i.e. the duration of a trial in the psychophysical 558 experiment * We also conducted simulations with bandpass filtered internal noise streams with the same frequency as that of the stimulus sequences, in addition to the broadband internal noise simulations. Response consistency was high for all stimulus conditions, which suggests that this type of internal noise is incapable of modulating model responses beyond that of the external noise sequences. As these results do not offer any additional insight to the characteristics of internal noise, we do not show them here. 
