Abstract-A kth-order polynomial can be evaluated by means of k additions and no multiplications when done in a recursive fashion at equispaced arguments. The evaluation of an exponential of a kth-order polynomial can be accomplished by k multiplications and no additions or exponentiations. Combinations of rational functions and expouentials can therefore be realized very efficiently by combining these properties.
I. EVALUATION OF POLYNOMIALS
The procedure is best introduced by way of example. Suppose where we want to evaluate a third-order polynomial P3(x) = a + px + "ix2 + #La3 at the set of equispaced arguments To this aim, define the difference Qdn) = Q3(n) -Q3(n -1)
Also define
Ql(n) = Q2(n) -Qz(n -1) = 2~ -6d + 6dn and observe that . Q,(n) -Q,(n -1) = 6d.
These last three recursions together read as NO. 10, OCTOBER 1987 U.S. Government work not protected by U.S. copyright,.
and require only three additions for each n, with nu multiplications whatsoever. The starting values for recursion (8) follow immediately from ( 6 ) , (5), and (3), respectively: at the arguments listed in (2). That is, we want the values
for n = 0, 1, 2, * * * where a , b, c , and d a r e given in (4).
To accomplish this goal, define the ratio
and observe that Q,(n)/Q,(n -1) = ~X P [ 6 d I . These last three recursions together read as
for n = 1, 2, Q3(n) = Q3(n -1) Qdn) and require only three multiplications for each n, with nu additions or exponentiations. The starting values for the recursions in (15) follow immediately from (13), (12), and (1 1), respectively:
Extension to an exponential of a kth-order polynomial is obvious, and requires k multiplications per stage: Initialization requires the evaluation of k + 1 exponentials.
OBSERVATIONS
All the results above apply to complex coefficients a, b, c, and d as well as complex arguments x . and A. Only integer n needs to be real. However, since a compIex multiply involves four real multiplications and two real additions, the time required for execution of the algorithm will naturally be larger.
The applicability of the above results to linear frequency modulation with Gaussian amplitude modulation follows readily by restricting the order of the polynomial in (10) and (1 1) to k = 2, i.e., set 1 = d = 0. This particular case has been treated in [l] ; in particular, the accuracy of the procedure has been investigated and found adequate for most applications. The evaluation of cosines and sines of real polynomials can be achieved by setting a, b, c , and d in (1 1) to purely imagin?ry values.
If the product of a rational function with an exponential of a kthorder polynomial must be calculated, it can be broken down into the evaluation of two polynomials and one exponential as indicated above. Then one additional multiply and divide realizes the desired combination. Extensions to sums and products of such combinations are obvious.
There is no need to set aside storage arrays for the recursive quantities in (8) or (15) if these numbers are used on the fly as they are generated. Then the computer coding for (8) is simply Q l =
I. INTRODUCTION The problem can be stated as follows. Given an ensemble of noisy measurements l i ( t ) = S ( t -Di) + ni(t)
where s( t ) is a deterministic signal, Dj is a random delay, and nj( t ) is the additive noise, the objective to determine the signal s( t ) from r i ( t ) and also the mean delay D of the signal where One of the methods to estimate the waveform of the signal in the presence of noise is by ensemble averaging. This ensemble averaging will give a consistent signal estimate in the presence of uncorrelated Gaussian noise if the signal is synchronized to a known time reference, i.e., Di is constant for i = 1, 2, In this correspondence, we present a time domain averaging method for estimating the signal delay and waveform using the differential cepstrum. The DC (one-dimensional) was introduced as a new tool for homomorphic deconvolution, with an advantage of discarding the need for phase unwrapping [6] . The concept of the DC has been extended to multidimensional signals [7] , [8] . The Fourier transform representation of (3) is IEEE TRANSACTIONS ON ACOUSTICS, SPEECH, AND SIGNAL PROCESSING, VOL. ASSP-35, NO. 10, OCTOBER 1987 0096-3518/87/1000-1487$01.00 0 1987 IEEE 1487 The DC can be computed using (4) with the help of the FFT. It possesses the shift invariant property, i.e., the delay in the time samples will manifest itself in the second sample of the DC [6] . In the proposed method, the DC of each set of samples in the ensemble are computed and averaged over the ensemble. The DC averaging is basically a time domain averaging procedure. The second sample in the ensemble averaged DC corresponds to mean signal delay. The time waveform will then be estimated at its mean delay from its ensemble averaged DC.
Equation (1) for sampled signals can be written as
( 5 ) Taking the Z-transform of (5),
Differentiating (7) with respect to z , To obtain the analytical expression for the differential cepstrum corresponding to (8) would be rather difficult. However, if we make the assumption that for the frequency range of interest I S( e j " ) I > I Ni (e'") I, then (8) can be approximated as
The third term on the right-hand side of (10) is the convolution of two random sequences uncorrelated from one sample function to another sample function. Hence, on ensemble averaging the differential cepstrum, we will obtain
The variance of the noise term in the differential cepstrum domain will be reduced by M, hence, a better reconstructed signal will be obtained through the proposed method.
DELAY ESTIMATION THROUGH PHASE GROUP DELAY
Fora.sequencen(n), n = 0, 1, --, N -1
