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Abstract
The way in which macroscopic transport results from microscopic dynamics is one of the
important questions in statistical physics. Dynamical systems theory play a key role in a
resent advance in this direction. Offering relatively simple models which are easy to study,
dynamical systems theory became a standard branch of modern nonequilibrium statistical
physics.
In the present work the deterministic diffusion generated by simple dynamical systems is
considered. The deterministic nature of these systems is more clearly expressed through
the dependencies of the transport quantities as functions of systems parameters. For fully
hyperbolic dynamical systems these dependencies were found to be highly irregular and, in
fact, fractal.
The main focus in this work is on nonhyperbolic and on intermittent dynamical systems.
First, the climbing sine map is considered which is a nonhyperbolic system with many
physical applications. Then we treat anomalous dynamics generated by a paradigmatic
subdiffusive map. In both cases these systems display deterministic transport which, under
variation of control parameters, is fractal. For both systems we give an explanation of the
observed phenomena.
The third part of the thesis is devoted to the relation between chaotic and transport proper-
ties of dynamical systems. This question lies at the heart of dynamical systems theory. For
closed hyperbolic dynamical systems the Pesin theorem links the sum of positive Lyapunov
exponents to the Kolmogorov-Sinai entropy. For open hyperbolic systems the escape rate
formula is valid. In this work we have formulated generalizations of these formulas for a
class of intermittent dynamical systems where the chaotic properties are weaker.
1 Introduction and overview
Transport theory is a traditional branch of nonequilibrium statistical physics. A main task
of this theory is to calculate transport coefficients such as viscosity, thermal conductivity or
diffusion coefficients. These quantities are used to describe the macroscopic behaviour of
physical systems such as gases or liquids with respect to the variation of certain parameters
like temperature, density of fluids, or intensity of applied external fields.
Diffusion, heat and electric conduction, and viscosity are essentially nonreversible processes.
On the other hand, the microscopic dynamics of a single particle is Hamiltonian and time-
reversible. Thus, the question arises of how the nonreversible nature of these processes
originates from the microscopic time-reversible equations of motion of the single particles.
For a long time Boltzmann’s assumption of molecular chaos played here a central role.
Boltzmann argued that, due to the tremendous number of degrees of freedom in a system,
molecular motion should be considered as random. However, with the development of the
nano technology, many physical systems appear which consist of moderate of even few
number of particles. In this case the assumption of molecular chaos could be hard to justify.
Progress in this direction was achieved with the development of the concept of deterministic
chaos. It was found that even in low-dimensional dynamical systems the uncertainty in
the initial conditions can be amplified exponentially in time by the nonlinearity of these
systems leading to unpredictable behaviour for large times. These trajectories are called
unstable and the rate of the exponential separation of such trajectories is known as the
Lyapunov exponent [1, 2, 3, 4]. It is important to note that deterministic chaos is possible
even in the absence of any external perturbations. Without any stochastic assumptions, the
deterministic chaos approach makes it possible to treat the full richness of the dynamics.
The consideration of nonlinear systems along with the dynamical correlations revealed some
new unexpected phenomena.
It was also realized that nonreversible processes such as diffusion can be generated by
microscopic deterministic chaos in the equations of motion [5, 6, 7, 8, 9, 10, 11].
A great advance in the field of deterministic chaos was due to computer simulations which
started to be widely used for the integration of the equations of motion. In combination
with the Poincare´ surface-of-section method which reduces the integration of N -dimensional
flows to the iteration of (N − 1)-dimensional discrete time maps, these numerical studies
give access to the long time evolution of non-linear systems.
Since then time-discrete maps became useful tools in deterministic transport theory as well
as in dynamical systems theory in general [1, 2, 3, 4]. They provide an excellent playground
for the investigation of different aspects of the theory both from numerical and analytical
sides. Furthermore, sometimes it is possible to derive the corresponding map from the full
equations of motion of a system. A famous example of such a map was given by Lorenz in
1963 who obtained his map from equations of the Rayleigh-Be´nard convection of a fluid by
a Fourier expansion of the flow [1].
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Figure 1.1: The phase space portrait of the standard map for the parameter value  = 1.
(The figure is from [12]).
In this thesis the primary focus is the deterministic diffusion in low-dimensional time discrete
maps. The deterministic nature of these systems, to a large extent, is represented by
the dynamical correlations and is more clearly expressed through the dependencies of the
transport quantities on system parameters. In the following sections we introduce some
standard Hamiltonian and dissipative systems which are important to motivate our study
or which are used as models in the next chapters. We also review some known results.
1.1 Transport in Hamiltonian and dissipative systems
An example of a system which became standard for the investigation of different aspects
of deterministic chaos in Hamiltonian systems is the Chirikov-Taylor map or the standard
map which was introduced by Chirikov [13]:{
pn+1 = pn +  sin(2pixn)
xn+1 = xn + pn+1 mod 1
(1.1)
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Figure 1.2: The ratio the numerically obtained diffusion coefficient (dots) to the quasilinear
value as a function of the parameter  of the standard map which is related to the electric-
field amplitude. An approximation to the diffusion coefficient is shown as solid line. (The
figure is from [14]).
Under certain assumptions the standard map can be derived from the differential equation
of the motion of charged particles in a field of electrostatic plane waves [14]. More generally,
this map arises in many physical problems where the equations of motion could be reduced
to the Hamiltonian of the periodically kicked rotator:
H =
p2
2
−  cos(x)
∞∑
−∞
δ(t−m). (1.2)
The standard map has a mixed phase space, which consists of chaotic areas and regular
resonance islands (see Fig. 1.1). Chaotic trajectories cannot enter these islands and, at a first
glance, they may be excluded from the consideration of the phase space inside the stochastic
layer. In fact, the phase space structure inside the stochastic layer is very complex itself
precisely at the boundary between chaotic and regular regions [15]. Close to resonances
the stochastic layer shows a hierarchical set of cantori, which form partial barriers for a
trajectory from the layer. Due to the presence of these barriers a chaotic trajectory can
be trapped for a long time near a regular island. This trapping or sticking effect leads to
the appearance of strongly nonergodic episodes during the overall chaotic motion. This
phenomenon known as intermittency leads to the anomalous diffusion (see section 1.3).
Deterministic diffusion generated by the standard map was studied in [13, 14, 15, 16, 17, 18].
The diffusion coefficient is defined as a rate of the linear increase in time of the mean squared
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displacement:
D = lim
t→∞
〈x2〉
2t
= const. (1.3)
For the standard map the diffusion coefficient calculated numerically in [14] is shown in Fig.
1.2. Two things should be noted here: The first one is the mixed phase space of the standard
map which leads to anomalous diffusion for certain parameters of the map [17]. The second
point is the irregular dependence of the diffusion coefficient on the system parameter. To
some extent these irregularities were described by the probabilistic approach of Refs. [14],[16]
as it is seen from Fig. 1.2. However, the fine structure of this dependence is not captured by
those methods. We will return to the discussion of this irregular dependence of the diffusion
coefficient in section 1.2.
Another important example of deterministic maps appears from the consideration of the
Hamiltonian of the periodically kicked oscillator:
H =
1
2
(x˙2 + ω2x2)−K0 cos(x)
∞∑
−∞
δ(t−mT ). (1.4)
Under certain conditions this Hamiltonian generates the so-called web map [12, 19]:{
vn+1 = −un −K sin(vn)
un+1 = vn
(1.5)
The phase space of this map has a complex structure and resembles that for the standard
map. It also includes an unbounded domain of chaotic trajectories for arbitrary value of the
control parameter K which makes it possible to study the unbounded transport of particles
and the transport dependence on the phase space structure.
In [19] the diffusion in this map was analyzed in relation to transport of periodically kicked
charges in a uniform perpendicular magnetic field. One of the dependences of the diffusion
coefficient on the control parameter which in this case is the intensity of the magnetic
field is shown in Fig. 1.3. Some similarity to the dependence of the diffusion coefficient in
the standard map (see Fig. 1.2) should be noted. The highly irregular dependence of the
diffusion coefficient which is due to the deterministic nature of motion is apparent. Near
the values of local maxima of K the accelerator islands are born and the chaotic diffusion
is anomalous (superdiffusion), and D =∞ [19].
In the context of chaotic Hamiltonian dynamical systems Sinai billiards play a special role
being strictly mechanical systems where mixing and ergodic properties were proven analyt-
ically [20], [21]. The modification of the Sinai billiard problem by considering a charged
particle and imposing a perpendicular magnetic field was considered in [22]. In such a way
the magnetotransport quantities like magnetoresistance and Hall resistance were studied in
dependence on the magnetic field. This model is supposed to be a good approximation to
the experimentally realized lattice of antidots [22]. In Fig. 1.4 the magnetoresistance and
the magnetoconductance are shown as functions of cyclotron radius which is inversely pro-
portional to the applied magnetic field. Again, the irregular dependence of these quantities
should be noted. Another version of the billiard system in a external field will be discussed
in section 1.2.
Finally, when studying transport in Hamiltonian systems one should note that the superdif-
fusion is caused by the intermittency around cantori. In turn, subdiffusive behaviour in
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Figure 1.3: The ration of the diffusion coefficient D to its quasilinear value K2/4 (solid line)
and the approximation to the diffusion coefficient (dashed line) as a function of K for the
system Eq. (1.5). (The figure is from [19]).
Hamiltonian systems could be attributed to the appearance of singularities such as fractal
quasi-traps in the phase space [15]. The more detailed discussion of anomalous diffusion is
given in section 1.3.
In contrast to purely Hamiltonian systems there is a huge class of systems where the phase
space volume is not conserved in time but, on the contrary, is contracting, the so-called
dissipative dynamical systems. The Lorenz map mentioned above is the example of such a
system.
The contraction of the phase space volume in time leads to the appearance of strange
attractors in the phase space of a dissipative systems. These are manifolds which eventually
attract almost all trajectories. The topology of strange attractors can be rather complex
and in particular possesses fractal properties.
For some class of dissipative systems driven by periodic forces such as Josephson junctions
in the presence of microwave radiation [23, 24, 25, 26, 27, 28], superionic conductors [29, 30],
and systems exhibiting charge-density waves [31] the equations of motion are typically of
the form of some excited damped pendulum equation:
αx¨+ βx˙+ γ sin(x) = A+B cos(ωt) (1.6)
where A and B are the amplitudes of the d.c. and a.c. microwave component respectively.
The possibility of chaotic behaviour and criteria for the transition to chaos for the respective
systems were studied in detail [32]. It was also shown that the Lyapunov exponent calcu-
lated for this systems demonstrates non-monotonic irregular behaviour as a function of the
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Figure 1.4: Magnetoresistance ρ11 (solid line), magnetoconductance σ11 (dashed line), and
Hall conductance σ12 (dotted line) for the system of charged particle in the Sinai billiard
with a perpendicular magnetic field. All quantities are plotted as functions of cyclotron
radius rc. (The figure is from [22]).
exciting parameter [32]. Phase diffusion in a driven damped pendulum was studied in [33]
as a function of the damping parameter. It was shown that the bifurcation diagram of this
system has a complex structure and consists of chaotic regions of motion and periodic win-
dows. The diffusion coefficient in a periodic window was determined to be D = 0 or D =∞
indicating anomalous diffusion [33]. For dissipative systems both sub- and superdiffusion
are possible.
In the limiting case of strong dissipation Eq. (1.6) can be reduced to nonhyperbolic one-
dimensional time-discrete maps sharing certain symmetries [34, 35]. The climbing sine map
is an example of this class of maps [5, 7, 10]. We use the climbing sine map in chapter 3 as
a paradigmatic example of non-hyperbolic systems.
1.2 Fractal transport coefficients
The relation of deterministic dynamics to transport properties was a subject of research for
a long time [1, 3, 4]. Recently a new feature of deterministic transport was discovered. For
simple one-dimensional hyperbolic maps it was shown that the diffusion coefficient is typi-
cally a fractal function of control parameters [36, 37, 38, 39] (see chapter 2). An analogous
behaviour was detected for other transport coefficients such as the chemical reaction rate
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Figure 1.5: Diffusion coefficient D (solid line) and Lyapunov exponent L (dashed line) vs
energy E for the system of particles bouncing on a one-dimensional periodically corrugated
floor. Inset: Zoom on the beginning of the curve of the diffusion coefficient, showing the
irregularity of this curve on smaller scales. (The figure is from [42]).
[40], the current and the conductance [41]. At the same time the question whether this
phenomenon will survive for higher dimensional systems or for more realistic systems which
are described by more complex equations could be posed.
Indeed, there are certain classes of more realistic models which share specific properties
of maps such as being low-dimensional and exhibiting certain periodicities. Theoretical
investigations of chaotic billiards subjected to external fields [42], of periodic Lorentz gases
[43, 44], and of pendulum-like differential equations [13, 33, 45, 46, 47, 48, 49] showed that
many properties of deterministic transport in maps carry over to these more complex chaotic
dynamical systems. Below we focus on those systems where the fractality of transport
coefficients was observed.
For the class of models consisting of periodic Lorentz gases the density dependent transport
was analyzed in [43, 44]. Later on, a modification of this model was considered consisting
of a point particle of mass m moving in a plane between flower-shaped obstacles in a two-
dimensional billiards table [50]. For both systems the fractality of the diffusion coefficients
was exemplified.
Another type of a strictly mechanical Hamiltonian model where a fractal diffusion was found
consists of particles in a vertical constant electric or gravitational field bouncing on a one-
dimensional periodically corrugated floor [42]. The dependence of the diffusion coefficient as
a function of energy for this model is shown in Fig. 1.5. If one now compares Fig. 1.5 with
Fig. 1.4, Fig. 1.3 and Fig. 1.2 one will see similar irregularities in the parameter dependencies
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Figure 1.6: (a) Energy dependent diffusion coefficient and the exponent α of the mean
squared displacement < x2 >∼ tα for the SQUID model. (b) Magnification of the small
region of (a) showing the irregularities on finer scales. (The figure is from [53]).
of transport coefficients for all these models.
A system similar to what was discussed in [42] but in addition with a vibrating floor and
friction was studied in [51]. In this case computer simulations also show that the diffusion
coefficient of this system is a highly irregular fractal-like function of the vibration frequency.
Interestingly, this model has a rather large number of applications to industry for example
for transporting grains [52].
To bring the fractal transport closer to applications, a SQUID model consisting of two
Josephson junctions was proposed [53]. This model turned out to be equivalent to that
of two coupled particles in a cosine potential. The damping effects were considered to be
weak so that the system was essentially Hamiltonian. Deterministic diffusion in this system
was shown to be normal and anomalous. For the normal diffusion range of parameters
the dependence of the diffusion coefficient as a function of energy is shown in Fig. 1.6.
The magnification of the initially small region shown in the inset of Fig. 1.6 displays the
1.3 Anomalous diffusion 15
irregularities on finer scales thus ensuring the fractality of the curve.
1.3 Anomalous diffusion
Deviations from linearity, such that the mean squared displacement is proportional to tγ ,
γ 6= 1, are hallmarks of what is termed anomalous diffusion [54, 55, 56, 57, 58, 59, 60,
61]. Anomalous diffusion is at the heart of many complex processes such as turbulence,
time evolution of the phase in Josephson junctions, and slow relaxation in glassy materials
[55, 60]. Diffusion faster then normal, γ > 1, is called superdiffusion while it is called
subdiffusion when the mean squared displacement grows slower then linearly in time, γ <
1. In general more complex dependencies of the mean squared displacement can appear,
〈∆x〉2 ∼ tγ logβ(t). The most well-known example of such a logarithmic, ultraslow diffusion,
is given by Sinai diffusion for which γ = 0 and β = 4 [54]. An even slower behaviour with
β = 4/3 is encountered in polymer physics. In chapter 4 we will show that this strong
anomaly can lead to interesting phenomena.
The anomalous nature of transport in such systems is closely related to intermittency, a
phenomenon when the chaotic motion of a trajectory is mixed with regular behaviour.
Such behaviour can appear due to the trapping of trajectories near the regular islands
in the Hamiltonian case or near the regions containing marginally stable periodic orbits
in dissipative systems. Intermittency is abundant in nature and can be found in both
dissipative [62] and in Hamiltonian systems [12].
There are many physical situations where intermittency and anomalous transport play a
crucial role. These are passive scalar dynamics in fluids, charged particle dynamics, particle
dynamics in two-dimensional periodic potentials, transport in convective cells or in capillary
waves [55, 60].
From the mathematical point of view anomalous diffusion processes have posed new ques-
tions requiring different descriptions than normal diffusion. It was realized that anomalous
processes do not belong to the domain of attraction of the Central Limit Theorem (CLT) but
rather to the generalized one which is due to Le´vy, Gnedenko, Khintchin and Kolmogorov
[54, 60]. From the physical side this also requires generalizations of respective equations.
Fractional calculus provides a good material for this. The respective fractional Fokker-
Planck equations were derived for both sub- and superdiffusion which takes into account
memory effects [57, 58]. To describe subdiffusive processes it is sufficient to replace the first
order time derivative in a usual Fokker-Planck equation as it will be shown in chapter 4.
Another powerful method to study anomalous dynamical process is the continuous time
random walk theory (CTRW) of Montroll, Weiss [63] and Montroll, Scher [64]. CTRW
has become a standard tool to model diffusion in anomalous dynamical systems [65, 66].
According to this approach diffusion is modeled by sequences of jumps interrupted by periods
of waiting.
It is interesting to note that for subdiffusion it is possible to map the corresponding con-
tinuous time random walk to a fractional Fokker-Planck equation [57] (see also chapter 4)
while for superdiffusion this remains an open problem.
Deterministic maps provide a suitable starting point for investigating intermittency and
anomalous diffusion [5, 6, 11, 12, 57, 61, 65, 67, 68, 69, 70]. One example of the anoma-
lous behaviour in the standard map was already mentioned when we discussed diffusion in
Hamiltonian systems (see Sec. 1.1).
16 1 Introduction and overview
The probability density functions (PDF) of a processes generated by these maps have a from
which is different from Gaussian and, in particular, exhibit stretched exponential decay in
case of subdiffusion and Le´vy decay for superdiffusion [65]. Different approaches were worked
out to explain anomalous diffusive behaviour. Periodic orbit theory [67], thermodynamic
formalism [71, 72, 73] and continuous time random walk theory (CTRW) are among the most
important. The CTRW approach was suitably applied for sub- [66] and super-diffusive maps
[65].
The microscopic theory of diffusion in such systems is not fully developed. As it was
discussed in section 1.2, for normal deterministic diffusion the diffusion coefficients display
self-similar dependence as functions of control parameters [36]. Thus the question arises
to which extent this phenomenon survives in anomalously diffusive systems and how to
understand it starting from the microscopic equations of the motion. The answer to this
question is given in chapter 4 for a class of one-dimensional subdiffusive maps.
1.4 Relation between chaos and transport
One of the tasks of dynamical systems theory is to find relations between chaos and trans-
port. For hyperbolic dynamical systems such a relation was established via the escape rate
formalism [3, 4]. The essence of this method consists of the calculation of the escape rate
γ out of the system which is determined by a transport equation such as a diffusive one.
This escape rate is then matched to the one resulting from solving the Liouville equation
of the dynamical system. The escape rate formalism in this way links characteristics of the
chaotic motion such as the Lyapunov exponent λ with the Kolmogorov-Sinai entropy hKS
of the dynamical process:
λ(FR)− hKS(FR) = γ (1.7)
Both quantities on the left hand side should be calculated on a fractal repeller, a set of
particles which stay in a system forever.
For closed systems the escape rate is equal to zero and the sum of positive Lyapunov
exponents is simply equal to the Kolmogorov-Sinai entropy by what is known as Pesin’s
theorem [3, 4].
The Lyapunov exponent measures the rate of the exponential separation of nearby trajecto-
ries [2]. Although the theory of hyperbolic dynamical systems is rather firmly established,
the evaluation of Lyapunov exponents and KS-entropies analytically or numerically may be
rather difficult [74].
It is getting even more difficult when there is a lack of hyperbolicity. This is a large class
of systems which possesses weaker chaotic properties. Being unpredictable on a large time
scale these systems have zero Lyapunov exponents and zero Kolmogorov-Sinai entropies. In
these cases the exponential instability of an individual trajectory is replaced by a weaker
power law sensivity. Thus, usual indicators of chaos such as the Lyapunov exponent and the
KS-entropy speak little to the properties of the systems themselves. For closed systems the
Pesin identity degenerates, 0 = 0. For open nonhyperbolic systems the escape of particles
in addition exhibit not an exponential but rather a power law decay. The rate of decay
defined in the usual way becomes zero. Thus, the escape rate formalism for these systems
gives also a degenerate result.
During last years there were many attempts to find appropriate new quantities to describe
such situations. Fluctuations of finite time Lyapunov exponents of Eckmann and Procaccia
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[75] are one of the ways to characterize the non exponential spreading of trajectories [76].
From the thermodynamic formalism point of view more involved entropies were considered.
One of them, so-called diffusion-related entropy function was proposed by Stoop, Steeb and
Radons in relation to the anomalous diffusion problem [77]. It was shown that this function
underwent a phase transition when the dynamics of a systems changed from normal to
anomalous diffusion.
On the other hand, the KS-entropy of a system measures the amount of information per unit
time necessary to record without ambiguity a generic trajectory of a system. By relaxing the
strict requirement of reproducing a trajectory with arbitrary accuracy, one can introduce
the -entropy which measures the amount of information for reproducing a trajectory with
accuracy  in phase-space [78].
Another approach in quantifying nonhyperbolic systems comes from information theory.
Starting from a single trajectory generated by a system and applying some coarse graining
procedure one is asking for the amount of useful information contained in it. This task
becomes non trivial when long range correlations are contained in the data. Often as a coarse
graining procedure data compression algorithms are used. A breakthrough in this field was
made by Lempel and Ziv in 1977 by providing the compression algorithm which efficiently
accounts for long memory [79, 80, 81]. Based on this method some modified version of these
compression algorithms appeared [82, 83, 84, 85]. In some cases the connection to the metric
entropy could be proven analytically [86].
Here we will explore the possibility of generalizing the Pesin theorem and the escape rate
formalism for anomalous dynamical systems where the chaotic properties are weaker than
in hyperbolic systems.
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1.5 Overview
In this thesis deterministic diffusion in low-dimensional discrete time maps is considered.
The deterministic nature of these systems is most clearly expressed through the dependencies
of the transport quantities as functions of systems parameters. A process can incorporate
dynamical correlations in a very complicated way resulting in a fractal structure of these
dependences. Here we mostly study the appearance of the fractal transport coefficients
and their properties for nonhyperbolic systems. This class of systems includes also systems
which possess anomalous diffusion.
After the general introduction, the second chapter serves to provide common background for
the phenomenon of fractal transport coefficients and to illustrate some methods which are
used in the subsequent discussion. Within this chapter we will describe the Taylor-Green-
Kubo approach to deterministic diffusion and several approximations which are based on this
method. We also discuss fractal Takagi functions and their generalizations which are derived
from the Taylor-Green-Kubo approach. Finally the relation for the diffusion coefficient and
the fractal generalized Takagi functions will be derived.
In chapter 3 deterministic diffusion in the nonhyperbolic climbing sine map will be consid-
ered. This map was motivated by physical systems in the introduction. First we describe
the coarse structure of the parameter-dependent diffusion coefficient which will be compared
with analogous dependences for approximately conjugate maps. Then we will present nu-
merical results for the diffusion coefficient in the climbing sine map. To understand our
numerical findings we will apply several approximations. Simple random walk approxima-
tions will be shown to capture the asymptotic functional form of the diffusion coefficient for
small and for large parameter values. Two correlated random walk approximations will be
applied to explain the fine structures of the diffusion coefficient. In section 3.4 of chapter 3
we will present the generalized Takagi function approach to the diffusion in nonhyperbolic
dynamical systems. Finally, the periodic windows of the climbing sine map will be studied.
The answer to the question about the existence and the properties of fractal transport
in anomalous dynamical systems is given in chapter 4. There we will consider only the
subdiffusive case. However, for the superdiffusive case which is more complex technically
and which is therefore left for the future, one can expect similar results. We will start with
the continuous time random walk approach for subdiffusion and will discuss modifications
which will be necessary in order to capture the coarse behaviour of the generalized diffusion
coefficient (GDC). The phenomenon of the suppression of the GDC will be presented in
section 4.2.2. The processes generated by subdiffusive maps are nonstationary. This will
require generalizations to the Taylor-Green-Kubo approach which will be discussed in section
4.3. The macroscopic theory of subdiffusion based on the time fractional Fokker-Planck
equation will be presented in 4.4. This equation will be naturally derived from the respective
continuous time random walk picture.
In chapter 5 the relation of chaotic characteristics of a dynamical system to transport
properties will be studied. First some known results such as the escape rate formalism and
the Pesin theorem for closed systems will be summarized in section 5.1. Then weakly chaotic
dynamical systems will be considered. The Manneville map will be studied in section 5.2.1
as a paradigmatic example. The aging phenomenon which is intrinsic for such systems will
be presented in section 5.2.2. The generalization of the Pesin theorem for such systems
will be given in section 5.2.3 where we will present numerical tests supporting our results.
To improve the estimation of the Kolmogorov-Sinai entropy production we will apply two
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versions of the Lempel-Ziv coding algorithm 5.2.4. Our conjectures for open weakly chaotic
systems will be summarized in section 5.3.
In the end we summarize and discuss the results of this thesis. Some open questions and
perspectives are also posed.
2 Normal deterministic diffusion
Time-discrete maps are among the most important models to study normal diffusion. These
systems display a very rich dynamical behaviour but are still very amenable to straightfor-
ward computer simulations. Even more, in some cases rigorous analytical solutions are
possible. The analysis of these simple models require to suitably combine nonequilibrium
statistical mechanics with dynamical systems theory leading to a more profound under-
standing of transport in nonequilibrium situations [1, 2, 3, 4].
As it was discussed in the Introduction, for simple one-dimensional hyperbolic maps it was
shown that the diffusion coefficient is typically a fractal function of control parameters
[36, 37, 38, 39].
Here we are not going into the details of the calculation of the fractal transport coefficients
based on solving the eigenvalue problem of the Liouville (Frobenius-Peron) equation of
the dynamical systems. For normal diffusion this was done, for example, by constructing
the Liouville operator in terms of topological transition matrices and by Markov partition
method [37].
In this chapter we review some results of the analysis of the fractal dependence of the dif-
fusion coefficient as a function of a control parameter of the system. These results contains
Taylor-Green-Kubo approach to deterministic diffusion which provides several approxima-
tion schemes [43]. As a second topic we review the generalized Takagi function approach
and it connection to transport. Both questions lead to a somewhat deeper understanding
of fractal structures appearing in deterministic transport processes. The results of section
2.1 were reported in [44]. Sections 2.2 and 2.3 are based on the Refs. [37] and [40] (except
Eq. (2.30)).
2.1 Taylor-Green-Kubo approach
In 1921 Taylor [87] when studying a flow of Lagrangian particles developed an elegant
method of expressing the mean squared displacement via the velocity autocorrelation func-
tion. For a particle which starts at t = 0 at the position X = 0 the velocity and the
coordinate are given by:
dX
dt
= v(t), X(t) =
∫ t
0
v(t′)dt′ (2.1)
Since dX
2
dt
= 2X dX
dt
and using the above expression for the coordinate one gets after ensemble
averaging
d 〈X2〉
dt
= 2 〈X(t)v(t)〉 = 2
∫ t
0
〈v(t)v(t′)〉 dt′. (2.2)
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Introducing the correlation function C(t, t′) = 〈v(t)v(t′)〉 and recalling the definition of the
normal diffusion coefficient 〈X2〉 ∼ 2Dt we arrive at
D =
∫ ∞
0
C(t)dt (2.3)
where we use the fact that for normal diffusion the velocity autocorrelation function is
stationary and thus depends only on the time difference C(t− t′). In statistical physics, this
expression is known as the Green-Kubo formula [88].
In dynamical systems theory the Taylor-Green-Kubo formula is widely used. It was suitably
applied to maps exhibiting normal diffusive processes [3, 4]:
D =
1
2
〈
v20
〉
+
∞∑
k=1
〈v0vk〉 (2.4)
where vn = Xn+1 −Xn is a time discrete velocity. The average in this formula is performed
over an equilibrium distribution function of the reduced (mod 1) map. In the derivation of
the above expression the stationarity of the velocity correlation function or, in other words,
the translation invariance of the equilibrium distribution function, was assumed.
For a time discrete map Ma the velocity vm can be approximated introducing the jump
velocity ja(Xn) = [Xn+1] − [Xn] = [Ma(xn)], where [..] is the integer part. 〈...〉 denotes
an ensemble average. Here we denote xn = Xn mod 1. For normal diffusion due to the
ergodicity of the system the ensemble average can be replaced by the average over the
equilibrium density ρa(x) of the associated reduced map:
〈...〉 =
∫ 1
0
dx ρa(x) ... (2.5)
Thus, we rewrite the Taylor-Green-Kubo formula as:
D(a) =
1
2
∫ 1
0
dx ρa(x) j
2
a(x0) +
∞∑
k=1
∫ 1
0
dx ρa(x) ja(x0) ja(xk) (2.6)
This formula leads to several approximations of the exact diffusion coefficient [44]. For
simplicity let us consider Ma as a chain of one-dimensional maps:
Xn+1 = Ma(Xn) = [Xn] +ma(xn), xn ≡ Xn mod 1, (2.7)
where the map ma defined on the unit cell (box) [0, 1) has one maximum for xn ∈ [0, 0.5)
and one minimum for xn ∈ [0.5, 1).
a) The first type of approximations is based on the reduction of the intra-cell dynamics,
that is, the dynamics whithin a single cell, assuming the invariant density ρa(x) = 1. This
is a rough approximation which nevertheless gives the access to the successive procedure
of approximating of the diffusion coefficient. Moreover, it will be shown to establish the
connection to generalized Takagi functions.
We rewrite Da Eq. (2.6) as:
D(a) = drw0a + d
rw1
a + d
rw2
a + ... (2.8)
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Figure 2.1: Numerically exact diffusion coefficient (thick solid line) for the piecewise linear
map calculated by the method from [36, 37, 39]. The first four steps of the successive
approximations according to Eq. (2.8) are shown as thin solid and dashed-dotted lines. The
invariant density of the reduced map is simplified to ρ(x) = 1.
This expansion has a simple physical interpretation in terms of random walks: drw0a is the
simple random walk approximation [37]:
drw0a =
∫ x2
x1
dx (2.9)
It accounts for the particles which escape from the box after the first time step. The points
x1, x2 defined by [Ma(xj)] = 1, xj ∈ [0, 0.5) are the bounds of the escape region (j = 1, 2).
The second term
drw1a = 2
∑
i
∫ xi+1
xi
dx (2.10)
accounts for the particles which escape from the box after the second time step, the set of
points {xi}: [Ma(M˜a(xi))] = 1, xi ∈ [0, 0.5) defines the region from which particles escape
in two iterations (i = 1, 2, 3, 4). Here M˜a = Ma mod 1.
b) The second kind of approximations contains the full intra-cell dynamics but with partial
reduction of the inter-cell dynamics which contains the history of the particles traveling
between the single boxes of the chain. In this case we get for the diffusion coefficient:
D(a) = d0a + d
1
a + d
2
a + ... (2.11)
where the single terms are defined as
d0a =
1
2
∫ 1
0
dx ρa(x)j
2
a(x0) (2.12)
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Figure 2.2: The same as in Fig. 2.1 but with approximations according to Eq. (2.11). The
actual invariant density of the map dynamics was used.
d1a =
1
2
∫ 1
0
dx ρa(x) ja(x0) ja(x1) (2.13)
Both schemes of the successive approximations demonstrate fast convergence for normal
diffusive maps. These approximations are defined such that the different dynamical contri-
butions to the diffusion process are properly filtered out thus elucidating the impact of each
single term to the fractality of the diffusion coefficient.
To illustrate this, we choose the piecewise linear map which on the unit interval is defied as
ma(x) =
{
ax, 0 < x ≤ 1
2
ax + 1− a, 1
2
< x ≤ 1 (2.14)
where a > 2 serves as a control parameter. Ma(X) is continued periodically beyond the
interval [0, 1) onto the real line by a lift of degree one, Ma(X + 1) = Ma(X) + 1. The
function Ma(X) is anti-symmetric with respect to X = 0, Ma(X) = −Ma(−X). The value
for Ma(0) follows from Ma(1) by translational invariance. The Lyapunov exponent of this
map is given by λ(a) = ln(a) implying that the dynamics is chaotic.
We start by looking at the first term in Eq.(2.8). For a < 4 the absolute value of the
jump velocity j(xn) is either zero or one. Assuming that ρa(x) ' 1 for a → 2 and cutting
off all higher order-terms in Eq. (2.8), the first term leads to the well-known random walk
approximation of the diffusion coefficient [37] which in case of the map Eq. (2.16) reads
drw0a = (a− 2)/(2a). (2.15)
This solution is asymptotically correct in the limit of a→ 2 [37]. More generally speaking,
the reduction of the Taylor-Green-Kubo formula to the first term only is an exact solution
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for arbitrary parameter values only if all higher-order contributions from the velocity auto-
correlation function C(n) := 〈j(x0)j(xn)〉 are strictly zero. This is only true for systems of
Bernoulli type [2, 3, 4]. Conversely, the series expansion in form of Eq. (2.8) systematically
gives access to higher-order corrections by including higher-order correlations, or memory
effects.
Similar to equation (2.15), equation (2.8) can easily be calculated analytically to first order
reading
drw1a =

(a− 2)/(2a), 2 < a ≤ 1 +√3 and 2 +√2 < a ≤ 4
3/2− 3/a− 2/a2, 1 +√3 < a ≤ 3
−1/2 + 3/a− 2/a2, 3 < a ≤ 2 +√2
(2.16)
For the piecewise linear map the parameter dependent diffusion coefficient Da was calculated
numerically exactly [36, 37, 39]. We compare these numerical results with our approxima-
tion. In Fig. 2.1 we plot the four first steps of the approximation Eq. (2.8) using the uniform
invariant density ρa(x) = 1. The convergence of the method is clear and the way of emer-
gence of the curve is similar to the Koch fractal: on every successive step a new triangle
emerges. This analogy reveals the one source of the fractality of the diffusion coefficient
which comes from intra-cell dynamics that is from strongly correlated jumps between dif-
ferent boxes. However, since we have completely neglected the internal dynamics, these
approximations do not converge to the exact Da.
On the opposite approximation (2.11) takes the full dynamics into account. Fig. 2.2 shows
three successive steps of the approximation Eq. (2.11) that involves an exact invariant
distribution function. The invariant distribution function was calculated by the histogram
method [1]. Compared to the first approximation, the convergence is even more fast. In
spite of the fact that the generation of fractality is smoothed out by the invariant density,
the advantage is the convergence of this method to the exact result.
The application of these approximations to non-hyperbolic dynamical systems and to sys-
tems with anomalous diffusion is given in chapters 3 and 4.
2.2 Generalized Takagi functions for normal diffusion
Bolzano seems to have been the first one to have constructed in the 1830’s a function which
is continuous but nowhere differentiable (see Ref. [89] and references therein). However
the derivation was not recognized. Later Weierstrass gave an example of a continuous
nowhere differentiable function in classroom lectures in 1861. Weierstrass himself stated
that Riemann was the first one to definitely assert that the infinite series
∑∞
n=1
sin(n2x)
n2
which is manifestly continuous, is not differentiable.
There is a much simpler example of a continuous nowhere differentiable function which is due
to Takagi (1903) [90]. This example was rediscovered by van der Waerden (1936). Functional
recursion relations for a large class of nowhere differentiable functions were studied by de
Rham (1957) [91].
In modern literature solutions of the following functional equation are known as Takagi
functions T (y):
T (y) =
{
1
2
T (2y) + y, 0 ≤ y < 1
2
1
2
T (2y − 1) + 1− y, 1
2
≤ y < 1 (2.17)
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Figure 2.3: The jump velocity function for the piecewise linear map with a = 2.8. The time
was fixed to n = 1, 2, 3, 4 for (a)-(d) respectively.
Nowadays Takagi functions also play an important role in dynamical systems theory.
In [37] the procedure of systematic approximation of the fractal parameter dependent dif-
fusion coefficient for the piecewise linear map by Takagi-type functions was proposed. For
this purpose generalized Takagi functions were constructed.
In this section we derive the generalized Takagi functions for normal diffusion which natu-
rally appears from the Taylor-Green-Kubo formula:
D(a) =
〈
ja(x0)
∞∑
n=0
ja(xn)
〉
− 1
2
〈
j2a(x0)
〉
(2.18)
The jump velocity function is defined as:
Jna (x) =
n∑
k=0
ja(xk) (2.19)
for which there exists the following recursion relation [4]:
Jna (x) = ja(x) + J
n−1
a (M˜a(x)), (2.20)
where M˜a = Ma mod 1. In Fig. 2.3 the example of the jump velocity function is shown for
several fixed times. It is seen that very quickly this function is getting very complicated.
Therefore, it is suitable to define a more well-behaved function T na (x) by the integration
over the jump velocity function:
Jna (x) =
d
dx
T na (x) (2.21)
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Figure 2.4: Example of generalized Takagi functions for the piecewise linear map. The map
parameter is a = 3 for the curve (a) and a = 4 for (b).
The function T na satisfies the following recursion relation which is derived from the recursion
relation for the jump velocity function:
T na (x) = ta(x) +
1
(M˜a(x))′
T n−1a (M˜a(x)) (2.22)
where
T 0a (x) = ta(x) =
∫
dx ja(x) = xja(x) + c(x) (2.23)
Coefficients c(x) are taken to be constants in each of the subintervals of the unit interval
where the jump velocity ja(x) has a given value. These constants are fixed by the condition
for Ta(x) be continuous on the unit interval and Ta(0) = Ta(1) = 0.
It should be noted that this formula is valid when the derivative of the map (M˜a(x))
′ is
constant (excluding a finite number of points) and thus works for piecewise linear maps.
In chapter 3 the generalized Takagi function approach will be modified for non-hyperbolic
systems and the recursion relation will be derived. It will be more complex then Eq. (2.22)
by including integral terms.
2.3 Diffusion coefficient via generalized Takagi functions
By analogy with the different types of approximations based on the Taylor-Green-Kubo
formula, we introduce two classes of approximations of the diffusion coefficient based on
successive reduction of either internal or external dynamics.
D(a) =
〈
ja(x0)
∞∑
n=0
ja(xn)
〉
− 1
2
〈
j2a(x0)
〉
= (2.24)
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=
∫ 1
0
dx ρa(x) ja(x0)Ja(x) − 1
2
∫ 1
0
dx ρa(x)j
2
a(x0)
where
Ja(x) =
∞∑
n=0
ja(xn) =
d
dx
Ta(x)
We approximate the invariant density as ρa(x) = 1. Then
D(a) =
∫ 1
0
dx ja(x0)
d
dx
Ta(x)− 1
2
∫ 1
0
dx j2a(x0) (2.25)
Using Eq. (2.9) for the simple random walk we get:
D(a) =
∫ x2
x1
dx
d
dx
Ta(x)−
∫ x4
x3
dx
d
dx
Ta(x)− 1
2
∫ x2
x1
dx− 1
2
∫ x4
x3
dx (2.26)
Using the symmetry of the map (x3 = 1−x2; x4 = 1−x1) and Eq. (2.9), the approximation
of the diffusion coefficient with generalized Takagi functions reads:
D(a) = 2 (Ta(x2)− Ta(x1))− (x2 − x1) = (2.27)
= 2 (Ta(x2)− Ta(x1))− drw0a
Now we express the exact diffusion coefficient via the generalized Takagi functions. For this
purpose we rewrite Eq. (2.26) including the invariant distribution function ρa:
D(a) =
∫ x2
x1
dx ρa(x)
d
dx
Ta(x)−
∫ x4
x3
dx ρa(x)
d
dx
Ta(x)− (2.28)
− 1
2
∫ x2
x1
dxρa(x)− 1
2
∫ x4
x3
dxρa(x)
Taking the integrals by parts we obtain:
D(a) = Ta(x) · ρa(x)|x2x1 −
∫ x2
x1
dx (ρa(x))
′ Ta(x)− (2.29)
−Ta(x) · ρa(x)|x4x3 +
∫ x4
x3
dx (ρa(x))
′ Ta(x)− d0a
It is easily seen that due to the symmetry of the Takagi function and due to the fact that the
derivative of the invariant distribution function is asymmetric with respect to the point 1
2
(the invariant distribution function itself is symmetric with respect to 1
2
) we cancel integrals.
Thus, the exact diffusion coefficient is expressed via the Takagi function as:
D(a) = 2 (Ta(x2)ρa(x2)− Ta(x1)ρa(x1))− d0a (2.30)
Note that since the generalized Takagi function is fractal in the sense of self-similarity (see
Fig. 2.4), the diffusion coefficient is also a fractal function of the control parameter of the
map. However, as it follows from Eq. (2.30) the D(a) curve is more complex because of the
invariant density function which itself is a complex function of the parameter.
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Another method of connecting the generalized fractal Takagi function with the diffusion
coefficient was given in [37]. This method is based on the approximation of some region the
D(a) curve via the two-parameter generalized Takagi function.
Here some remarks about the fractal dimension of the curve D(a) are in order. In a view of
the complex structure of the dependence of the diffusion coefficient and in particular because
of two sources of fractality discussed above, one can not expect that this dependence will be
strictly self-similar or self-affine. Thus, one also can not expect that the fractal dimension
of this curve will be constant or a simple function for all subsets of the curve. Indeed, in
[92] the fractal dimension of D(a) was shown to be itself an irregular fractal-like function of
the control parameter. This fact reflect the complexity of correlations in these systems and
the role of correlations for transport properties.
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2.4 Conclusion
In this chapter the Taylor-Green-Kubo approach to deterministic diffusion was presented.
The approximation schemes which were derived from this method provide understanding of
how the fractality of the deterministic transport and in particular of the diffusion coefficient
is forming. The first approximation scheme was shown to converge to some Koch-like
function whereas the second one convergence to the exact numerical fractal dependence of
the diffusion coefficient as a function of system parameter.
Secondly, it was shown how generalized Takagi functions appear from the Taylor-Green-
Kubo approach. The connection of the diffusion coefficient with the fractal generalized
Takagi functions was exemplified.
3 Transport in Nonhyperbolic
Dynamical Systems
In a generic dynamical system chaos and regular motion coexist side by side, in different
parts of the phase space. This is a broad class of so-called nonhyperbolic systems. Complete
hyperbolicity is indeed the exception rather than the rule. Almost any dynamical system of
interest exhibits a mixed phase space where regular regions coexist with hyperbolic regions.
Thus, studying nonhyperbolic dynamics appears to be more relevant in order to connect
fractal transport coefficients to some known experiments.
In Introduction several examples of nonhyperbolic systems were presented. In this chapter
we focus on the climbing sine map [5, 7, 10] which naturally appears in many physical
problems. In particular for of dissipative systems driven by periodic forces such as Josephson
junctions in the presence of microwave radiation [23, 24, 25, 26, 27, 28], superionic conductors
[29, 30], and systems exhibiting charge-density waves [31] For these systems the equations of
motion are typically of the form of some nonlinear pendulum equation. In the limiting case
of strong dissipation they can be reduced to nonhyperbolic one-dimensional time-discrete
maps sharing certain symmetries [34, 35]. The so-called climbing sine map is a well-known
example of this class of maps [5, 7, 10].
Here we pursue a detailed analysis of the diffusive and dynamical properties of the climbing
sine map. Particularly, we show that the nonhyperbolicity of this map does not destroy the
fractal characteristics of deterministic diffusive transport as they were found in hyperbolic
systems. On the contrary, fractal structures appear for normal diffusive parameters as well
as for anomalous diffusive regions. We argue that higher-order memory effects are crucial to
understand the origin of these fractal hierarchies in this nonhyperbolic system. By using a
Taylor-Green-Kubo formula for diffusion, the dynamical correlations are recovered in terms
of fractal Takagi-like functions. These functions appear as solutions of a generalized integro-
differential de Rham-type equation. We furthermore show that the distribution of periodic
windows exhibiting anomalous diffusion forms Devil’s staircase like structures as a function
of the parameter and that the complementary sets of chaotic dynamics have a positive
measure in parameter space that increases by increasing the parameter value.
The chapter is organized as follows. In Sec. II we introduce the model. In Sec. III we explore
the coarse functional form of the parameter-dependent diffusion coefficient and discuss it in
relation to previous results on hyperbolic maps. In Sec. IV our analysis is refined revealing
complex scenarios of anomalous diffusion, which are explained in terms of correlated random
walk approximations. In Sec. V generalized fractal Takagi functions are constructed for the
climbing sine map and the connection to the diffusion coefficient is worked out. Periodic
windows exhibiting anomalous diffusion are studied in detail in Sec. VI. We then draw
conclusions and discuss our results in the final section. For a concise summary of the main
results we refer to Ref.[93]. For the detailed discussion see Ref. [94].
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Figure 3.1: Illustration of the climbing sine map for the particular parameter value of
a = 1.189. The dashed line indicates the orbit of a moving particle starting from the initial
position x0.
3.1 Climbing sine map
The one-dimensional climbing sine map is defined as
Xn+1 = Ma(Xn) , Ma(X) = X + a sin(2piX) , (3.1)
where a ∈ R is a control parameter and Xn is the position of a point particle at discrete
time n. Obviously, Ma(X) possesses translation and reflection symmetry,
Ma(X + p) = Ma(X) + p , Ma(−X) = −Ma(X) . (3.2)
The periodicity of the map naturally splits the phase space into different boxes, (p, p + 1],
p ∈ Z, as shown in Fig. 5.6. Eq. (3.1) as restricted to one box, i.e., on a circle, we call the
reduced map,
ma(x) := Ma(X) mod 1 , x := X mod 1 . (3.3)
The probability ρn(x)dx to find a particle at a position between x and x + dx at time n
then evolves according to the continuity equation for the probability density ρn(x), which
is the Frobenius-Perron equation [95]:
ρn+1(x) =
∫
dy ρn(y)δ(x−ma(y)) . (3.4)
The stationary solution of this equation is called the invariant density, which we denote by
ρ∗(x).
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Due to its nonhyperbolicity, the climbing sine map possesses a rich dynamics consisting of
chaotic diffusive motion, ballistic dynamics, and localized orbits. Under parameter variation
these different types of dynamics are highly intertwined resulting in complicated scenarios
related to the appearance of periodic windows [7, 10]. For map parameters corresponding to
periodic windows the system dynamics is non-ergodic and a unique invariant density does
not exist, whereas for all other parameters the dynamics is ergodic and a unique invariant
density does exist.
In order to study diffusion we will be interested in parameters that are greater than a >
a0 = 0.732644... for which the extrema of the map exceed the boundaries of each box for
the first time indicating the onset of diffusive motion.
3.2 Coarse structure of the parameter-dependent
diffusion coefficient
In this section we explore the relationship between nonlinear maps like the climbing sine
map and simple piecewise linear maps for which, in contrast to the climbing sine map, the
diffusion coefficient can be calculated exactly. It is well-known that in special cases such
different types of maps are linked to each other via the concept of conjugacy. Indeed, we
show that maps which are approximately conjugate to each other exhibit a very similar
oscillatory behaviour in the diffusion coefficient on coarse scales. Our argument refers to
some existing methods for calculating the diffusion coefficient of piecewise linear maps, which
we briefly review. We then describe how we numerically calculated the complete parameter
dependence of the diffusion coefficient for the climbing sine map and discuss a first result.
3.2.1 Diffusion coefficients for approximately conjugate maps
One speaks of normal deterministic diffusion if the mean square displacement of an ensemble
of moving particles grows linearly in time. The diffusion coefficient is then given by the
Einstein relation
D(a) = lim
n→∞
〈X2n〉/(2n), (3.5)
where the brackets denote an ensemble average over the moving particles.
There exist various efficient numerical as well as, for some system parameters, analytical
methods to exactly compute diffusion coefficients for piecewise linear hyperbolic maps, such
as transition matrix methods based on Markov partitions [36, 37, 38, 39], cycle expansion
methods[67, 96, 97, 98], and more recently a very powerful method related to kneading
sequences [41].
We first restrict our analysis of diffusion in the climbing sine map to parameters for which
there are simple Markov partitions. For one-dimensional maps, a partition is a Markov
partition if and only if parts of the partition get mapped again onto parts of the partition, or
onto unions of parts of the partition, see Ref. [37] and further references therein. An example
of a Markov partition consisting of five parts is shown in the inset of Fig. 3.2. In case of
the climbing sine map Markov partitions can be constructed simply by forward iteration
of one of the critical points xc defined by the condition that m
′
a(xc) ≡ 0 in the reduced
map. If higher iterations of this point fall onto a periodic orbit a Markov partition exits.
Indeed, if a Markov partition is known, for piecewise linear maps the diffusion coefficient
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can often be calculated analytically via calculating the invariant measure of the map or via
computing the second largest eigenvalue of the Frobenius-Perron operator written in form
of a transition matrix.
One can now identify an infinite series of parameter values corresponding to a certain type
of Markov partition [36, 37, 38, 39]. For parameter values which belong to such a Markov
partition series the corresponding invariant densities ρ∗(x) have a very similar functional
form. Note that, in case of nonlinear maps, singularities in the invariant density exactly
correspond to the iteration of the critical point xc [99]. An example of ρ
∗(x) for one series
of parameter values (marked as filled circles) is shown in the inset of Fig. 3.2.
By using respective series of Markov partitions piecewise linear maps can be related to
nonlinear maps. For this purpose let us consider, along with the climbing sine map, (i) the
piecewise linear zig-zag map [8, 9, 96, 97]:
Ma(xn) =

m1xn, 0 ≤ xn < b1
−m2(xn − b1) + a, b1 ≤ xn < b2
m1(xn − 1) + 1, b2 ≤ xn < 1
(3.6)
with m1 = m2 = 4a−1, b1 + b2 = 1 and b1 = a/m1, and (ii) the nonlinear cubic map [7, 95]:
Ma(xn) = ax
3
n −
3
2
ax2n + xn(1 +
1
2
a). (3.7)
The definitions of both maps are given on the unit interval.
In order to compare the diffusion coefficient of these different maps, the parameters a were
chosen such that the maps all display the same height h, defined as the distance between
the first iteration of the leftmost critical point ma(xc) and the zero bound in the first box
(0, 1]. Thus, h = 1 corresponds to the onset of diffusion for all three maps.
For the two simple Markov partition series ma(xc) = 0 and ma(xc) = 0.5, corresponding to
integer and half-integer values of h, respectively, the diffusion coefficient of the zig-zag map
can be calculated analytically. For integer values of h the result reads [9, 96]
D(h) =
h(h− 1)(2h− 1)
3(4h− 1) . (3.8)
For half-integer values of h the diffusion coefficient is easily calculated analytically, e.g., by
transition matrix methods [37, 39], to
D(h) =
h(4h2 − 1)
6(4h− 1) . (3.9)
In case of the climbing sine map and of the cubic map the diffusion coefficient was obtained
from computer simulations by evaluating the mean square displacement Eq. (3.5) for the
same series of Markov partitions. Results are shown in Fig. 3.2. For the climbing sine map
some more Markov partition series points (altogether five different series) were included. For
all three maps there is a very analogous oscillatory behavior of the parameter-dependent
diffusion coefficient. These oscillations can be explained in terms of the changes of the mi-
croscopic dynamics under parameter variation, that is, whenever there is a local maximum
there is an onset of strong backscattering in the dynamics yielding a local decrease of the dif-
fusion coefficient in the parameter, and vice versa at local minima [36, 37, 38, 39]. However,
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the five Markov partition series for the climbing sine diffusion coefficient already indicate
that there are more irregularities on finer scales. For piecewise linear maps, the origin of
these irregularities was identified to be the topological instability of the dynamics under pa-
rameter variation [37, 39]. That is, a small deviation of the parameter changes the Markov
partition and the corresponding invariant density which, in turn, is reflected in a change of
the value of the diffusion coefficient. Note that the dependence of the diffusion coefficient
for a single Markov partition series appears to be a monotonously increasing function of the
parameter. Nevertheless, computing D(a) for more and more Markov partitions series will
reveal more and more irregularities in D(a) thus forming a fractal structure [36, 37, 38, 39].
Since the climbing sine map shares the same topological features as piecewise linear maps
in terms of these series of Markov partitions, one may wonder whether it is not possible
to straightforwardly calculate the diffusion coefficient for nonlinear maps from the one of
piecewise linear maps by using the concept of conjugacy [10, 95, 100], see also the definition
in Appendix A. In fact, it was stated by Grossmann and Thomae [10] that the diffusion
coefficient is invariant under conjugacy, however, without giving a proof. In Appendix
A such a proof is provided. Unfortunately, conjugacies are explicitly known only in very
specific cases and for maps acting on the unit interval [95, 100]. As soon as the map extrema
exceed the unit interval, which is reminiscent of the onset of diffusive behavior, only some
approximate, piecewise conjugacies could be constructed in a straightforward way, see Ref.
[10] for an example.
We now apply this reasoning along the lines of conjugacy in order to understand the sim-
ilarities between the diffusion coefficient of the three maps as displayed in Fig. 3.2. The
functional form of the cubic map can be obtained from a Taylor series expansion of sin(xn)
by keeping terms up to third order thus representing a low-order approximation of the climb-
ing sine map. This seems to be reflected in the fact that at any odd integer parameter value
of h the climbing sine map has an invariant density whose functional form is very close to
the one of the cubic map at parameter value h = 1, ρ∗(x) = pi−1(x(1 − x))−1/2. Hence,
one may expect that both diffusion coefficients are possibly trivially related to each other,
however, note the increasing deviations between the respective results at larger h.
For h = 1, the cubic map and the piecewise linear zig-zag map are now in turn conjugate
to each other [95, 100]. However, for h > 1 we are not aware of the existence of any exact
conjugacy between zig-zag and cubic map. Still, along the lines of Ref. [10] one can at
least approximately relate both maps to each other via using piecewise conjugacies. This
explains why the zig-zag map and the climbing sine map display qualitatively the very same
oscillatory behavior in the diffusion coefficient, somewhat linked by diffusion in the cubic
map.
In summary, by using Markov partitions and by arguing with the concept of conjugacy we
have shown that the structure of the diffusion coefficient for the nonlinear climbing sine
map has much in common with the one of respective piecewise linear maps, in the sense of
displaying a non-trivial oscillatory parameter dependence. However, to use conjugacies in
order to exactly calculate the diffusion coefficient for nonlinear maps does not appear to be
straightforward [99], hence in the following we restrict ourselves to alternative methods as
discussed in the next subsection.
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Figure 3.2: Diffusion coefficient at certain Markov partition parameter values for three
different maps, which are the zig-zag map Eq.(3.6) (squares), the climbing sine map (circles),
and the cubic map Eq. (3.7) (triangles). The values for the zig-zag map represent analytical
results, see Eqs.(3.8), (3.9), the remaining values are from computer simulations. The lines
are guides for the eyes. The inset shows an example of a Markov partition for the climbing
sine map on the unit interval and the corresponding invariant density.
3.2.2 Parameter dependence of the climbing sine diffusion coefficient
In the previous section the parameter h was employed for comparing the diffusive properties
of three different maps with each other. However, for the climbing sine map alone the
parameter a as it appears in Eq. (3.1) is a more convenient choice, since h must be calculated
as a function of a by solving the transcendental equation
h = xc + a sin(2pixc), xc =
1
2pi
arccos
(
− 1
2pia
)
. (3.10)
Hence, from now on we will stick to a as the control parameter of this map.
In order to obtain the full parameter dependence for the diffusion coefficient of the climbing
sine map we numerically evaluated the Taylor-Green-Kubo formula for diffusion in maps
[3, 4, 9, 44, 37, 40] reading
Dn(a) = 〈ja(x)Jna (x)〉 −
1
2
〈j2a(x)〉 . (3.11)
Here the angular brackets denote an average over the invariant density of the reduced map,
〈. . .〉 = ∫ dxρ∗(x) . . .. The jump velocity ja(x) is defined by
ja(xn) := [Xn+1]− [Xn] ≡ [Ma(xn)] , (3.12)
where the square brackets denote the largest integer less than the argument. The sum
Jna (x) =
n∑
k=0
ja(xk) (3.13)
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Figure 3.3: Diffusion coefficient for the climbing sine map over a large range of parameter
values. Note the oscillations on large and small scales. The small scale fluctuations represent
regions of anomalous diffusion where the diffusion coefficient either diverges or vanishes.
Some of the divergent regions are cut off after a certain number of iterations showing plateaus
instead of singularities. The data set consists of 265005 points.
gives the integer value of the displacement of a particle after n time steps that started at
some initial position x, and we call it jump velocity function. Eq. (4.9) defines a time-
dependent diffusion coefficient which, in case of normal diffusion, converges to
D(a) = lim
n→∞
Dn(a) (3.14)
In our simulations for this figure we truncated Jna (x) after 7 time steps. The invariant den-
sity was obtained by solving the continuity equation for ρ∗(x) Eq. (3.4) with the histogram
method of Ref. [1]. Note that both the integer displacement and the density are coupled
via Eq. (4.9). Results for D(a) are shown in Fig. 3.3 for a large range of parameters demon-
strating a highly non-trivial behavior of the diffusion coefficient. The large-scale oscillations
as predicted from the simple Markov partition series (see Fig. 3.2) are still clearly seen,
however, on top of this there exist further oscillations on finer scales. These are regions of
anomalous diffusion that manifest themselves in form of abrupt divergences, D(a)→∞, or
by a vanishing diffusion coefficient, D(a)→ 0.
3.3 Simple and correlated random walk approximations
In this section we study the parameter-dependent diffusion coefficient in more detail. Based
on the Taylor-Green-Kubo approach discussed in chapter 2 we derive a systematic hierarchy
of approximations for the diffusion coefficient and show how they can be used to understand
the complex behavior of this curve in more detail.
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3.3.1 Asymptotic functional form of the diffusion coefficient on large
scales
We are first interested in understanding the coarse functional form of the parameter-
dependent diffusion coefficient in the limit of very small and very large parameter values.
For this purpose we use simple random walk approximations that are based on the assump-
tion of a complete loss of memory between the single jumps. Such an analysis was already
performed for hyperbolic piecewise linear maps [37, 38]. Here we apply the same reasoning
to the nonlinear case of the climbing sine map.
We start in the limit of very small parameter values, i.e., near the onset of diffusion. Here
we assume that particles make either a step of length one to the left or to the right, or
just remain in the box. The transition probability is then given by integrating over the
respective invariant density in the escape region. Putting all this information into Eq. (5)
yields [7]
D(a) ' ρ(xc)(2/a0pi2)1/2, (3.15)
where  = a− a0. Making the additional approximation that ρ(x) ' 1 we get
D(a) ' 0.5251/2,  1. (3.16)
The other limiting case concerns values of a 1. Here the precise value of the width of the
escape region is much less important than the precise value of the step length which is very
large, hence by again assuming that ρ(x) ' 1 Eq. (5) can be approximated to [37, 38]
D(a) ≈ 1
2
∫ 1
0
dx (Ma(x)− x)2 ≈ a
2
4
, a 1. (3.17)
These two asymptotic random walk approximations are shown in Fig. 3.4 as bold lines.
One can clearly see that there is a dynamical crossover between the different functional
forms of these two asymptotic regimes. This crossover was first observed in piecewise linear
maps and appears to be typical for diffusive systems exhibiting some spatial periodicity
[37, 38]. It was lateron also verified for diffusion in the periodic Lorentz gas [43]. The coarse
functional form of the random walk approximations should be compared to a certain series
of higher-order approximations based on the Taylor-Green-Kubo formula Eq. (4.9), which is
also shown in the figure. These refined approximations are getting closer and closer to the
exact functional form, as explained below, and thus give a good indication for these exact
values.
3.3.2 Fine structure of the diffusion coeffcient
In the previous subsection we have outlined two simple random walk approximations for dif-
fusion that do not include any memory effects. However, one can do better by systematically
evaluating the single terms as contained in the series expansion of the Taylor-Green-Kubo
formula Eqs. (4.9,3.13). For a simple piecewise linear map and for the periodic Lorentz
gas this was done in Ref. [44] and provided a simple approach to understand the origin of
complex structures in the diffusion coefficient on fine scales.
The basic idea of this approach is as follows: The Taylor-Green-Kubo formula Eq. (4.9)
splits the dynamics into an inter-box dynamics, in terms of integer jumps, and into an
intra-box dynamics, as represented by the invariant density. We first approximate the
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Figure 3.4: Dynamical crossover in the climbing sine map. The two asymptotic regimes
at small and large parameter values are approximated by simple random walk arguments
yielding the functional forms shown as bold lines. The series of more irregular curves
corresponds to higher-order correlated random walk approximations with n = 0, 1, 2, 3,
which give an indication of the exact functional form. The magnification (inset in normal
scale) of a small region around a = 3 shows more irregularities on a finer scale pointing
towards a fractal structure of the diffusion coefficient.
invariant density in Eq. (4.9) to ρ(x˜) ' 1 irrespective of the fact that it is typically a very
complicated function of x and a [7, 37]. The resulting approximate diffusion coefficient we
label with a superscript in Eq. (4.9), D1n(a). The term for n = 0 obviously excludes any
higher-order correlations and was already worked out in form of the simple random walk
approximation Eqs. (3.15)-(3.17).
The generalization D1n(a) , n > 0, which systematically includes more and more dynamical
correlations, may consequently be denoted as correlated random walk approximation [44].
We now use this expansion to analyze the parameter dependence of the diffusion coeffi-
cient of the climbing sine map in terms of such higher-order correlations. Fig. 3.4 depicts
results for Dn(a) at n = 0, 1, 2, 3 over a large range of parameters, whereas Fig. 3.5 (a)
presents a respective detailed analysis for the region close to the onset of diffusion, i.e., for
parameters a ∈ (0.732644, 1.742726], showing results for Dn(a) at n = 1, . . . , 10. The series
of approximations in Fig. 3.4 clearly reveals finer and finer sequences of oscillations that
eventually converge to a fractal structure, as is particularly shown in the inset of this figure.
However, here the order of the expansion is not large enough to identify parameter regions
of anomalous diffusion. These regions can be better seen in Fig. 3.5, where three different
cases of parameter regions can be distinguished: (i) regions with quick convergence of this
approximation corresponding to normal diffusion (ii) divergence of D1n(a) corresponding to
ballistic motion, in agreement with D(a) → ∞, and (iii) localized dynamics where D1n(a)
alternates in n between two solutions, with D(a) → 0 for the exact diffusion coefficient.
This oscillation points to the dynamical origin of localization in terms of certain period-two
orbits. That these approximate solutions are non-zero is due to the fact that the invariant
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Figure 3.5: (a) Sequence of correlated random walks D1n(a), see Eq. (4.9) with uniform
invariant density ρ(x) ' 1, for n = 1, · · · , 10. Note the quick convergence for normal
diffusive parameters. The dashed lines define periodic windows, which are the same as in
Fig. 3.6. The insets (b) and (c) contain two magnifications of (a) in the region close to the
onset of diffusion for D110(a) only. They show self-similar behavior on smaller and smaller
scales.
density was set equal to one. The dashed lines in Fig. 3.5 indicate the largest regions of
anomalous diffusion.
The approximate diffusion coefficient D110(a) of this figure is compared to the numerically
exact one in Fig. 3.6. Here numerically exact we wish to be understood in the sense that
no further ad hoc-approximations are involved, i.e., we evaluated the Taylor-Green-Kubo
formula according to the numerical method described in Sec. III. by truncating it after 20
time steps. This comparison shows that in case of normal diffusion our approximation nicely
reproduces the irregularities in the non-approximated diffusion coefficient. Like the inset
of Fig. 3.4, the magnifications in Fig. 3.5 give clear evidence for a self-similar structure of
the diffusion coefficient. These results thus show that dealing with correlated jumps only
yields a qualitative and to quite some extent even quantitative understanding of the regions
of normal and anomalous diffusion in the climbing sine map.
The impact of specific features of the microscopic dynamics on the diffusion coefficient
is nicely elucidated by comparing the bifurcation diagram of the reduced climbing sine
map Eq. (3.3) with the numerically exact diffusion coefficient, see Fig. 3.6. As one can
see in the upper panel of Fig. 3.6, the bifurcation diagram consists of (infinitely) many
periodic windows. Whenever there is a window the dynamics of Eq. (3.1) is either ballistic
or localized [7, 9]. Fig. 3.6 demonstrates the strong impact of this bifurcation scenario
on the diffusion coefficient. For localized dynamics, orbits are confined within some finite
interval in phase space implying subdiffusive behavior for which the diffusion coefficient
vanishes, whereas for ballistic motion particles propagate superdiffusively with a diverging
diffusion coefficient. In these two different parameter regions the mean square displacement
of the map is proportional to either 〈X2n〉 ∼ n2 or ∼ n0 in the limit of n → ∞. Only for
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Figure 3.6: Upper panel: bifurcation diagram for the climbing sine map. Lower panel:
diffusion coefficient computed from simulations as a function of the control parameter a
in comparison with the correlated random walk approximation D110(a) (dots). The dashed
vertical lines connect regions of anomalous diffusion, D(a)→∞ or D(a)→ 0, with ’ballistic’
and ’localized’ windows, respectively, of the bifurcation diagram.
parameters outside periodic windows the climbing sine map exhibits normal diffusion, with
the mean square displacement being proportional to 〈X2n〉 ∼ n, that is, here D(a) is nonzero,
finite, and the limit in Eq. (3.14) exists. At the boundaries of each periodic window this
normal diffusive behaviour is related to intermittent-like transient dynamics that enhances
or suppresses diffusion. This transient behaviour yields a parameter dependence of the
diffusion coefficient of D(a) ∼ a(± 12 ) [5, 7, 10, 101].
3.4 Diffusion coefficient in terms of fractal generalized
Takagi functions
In this section we further analyze the dynamical origin of the different structures in the
parameter-dependent diffusion coefficient by constructing objects called fractal generalized
Takagi functions which were presented for the normal diffusive case in chapter 1. These
functions somewhat resemble usual Takagi functions but, as will be shown, they fulfill a more
complicated type of functional recursion relations than standard de Rham-type equations.
Interestingly, Takagi functions were known to mathematicians since about a hundred years
[90, 91, 102] or even earlier (see the Introduction to capter 1), however, in the field of chaotic
transport they were appreciated by physicists only very recently [3, 4, 37, 103, 104].
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Figure 3.7: Generalized fractal Takagi functions for the diffusive climbing sine map with
parameters a = 1.2397 (upper curve) and a = 1.7427 (lower curve).
We first show how to construct fractal generalized Takagi functions and study their prop-
erties with respect to the three different types of dynamics in the climbing sine map. We
then relate these objects directly to the diffusion coefficient.
From the definition of the time-dependent jump velocity function there follows the recursion
relation [36, 37]
Jna (x) = ja(x) + J
n−1
a (ma(x)). (3.18)
Since the time-dependent jump velocity function Jna is getting extremely complicated after
some time steps, we introduce the more well-behaved function
T na (x) :=
∫ x
0
Jna (z) dz, T
n
a (0) ≡ T na (1) ≡ 0. (3.19)
Integration of Eq. (3.18) yields the recursive functional equation
T na (x) = ta(x) +
1
m′a(x)
T n−1a (ma(x))− I(x) (3.20)
with the integral term
I(x) =
∫ ma(x)
0
dzg′′a(z)T
n−1
a (z) , (3.21)
where g′′a(z) is the second derivative of the inverse function of ma(x). The function ta(x) is
given by
ta(x) =
∫
dzja(z) = xja(x) + c(x) , (3.22)
where c(x) is defined to be constant on each subinterval where the jump velocity ja(x) has
a given value. This constant is fixed by the condition for ta(x) to be continuous on the unit
interval supplemented by
ta(0) = ta(1) ≡ 0. (3.23)
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Figure 3.8: (a), (b): An example of nonconverging iterations of the generalized fractal Takagi
functions for the climbing sine map with parameters corresponding to (a) ballistic dynamics
at a = 1.0 and to (b) localized dynamics at a = 1.5, both for the time steps n = 5, 6, 7.
Note the divergence of the iterations in (a) and the alternation between two states in (b).
The curves for n = 5 and n = 7 in (b) overlap.
The generalized Takagi function is now defined in the long-time limit of Eq. (3.20),
Ta(x) = lim
n→∞
T na (x) . (3.24)
For piecewise linear hyperbolic maps I(x) in Eq. (3.21) simply disappears, and the derivative
in front of the second term of Eq. (3.20) reduces to the local slope of the map thus recovering
ordinary de Rham-type equations [3, 4, 37, 40, 41]. It should be noted that for smooth
nonlinear maps like the climbing sine map the reduced map ma(x) is generally not invertible.
In order to define a local inverse of ma(x), we split the unit interval into subintervals on
which this function is piecewise invertible. Thus Eq. (3.20) should be understood as a series
of equations where each part is defined for a respective piecewise invertible part of ma(x).
The detailed derivation of Eq. (3.20) is given in Appendix B.
It is not known to us how to directly solve this generalized de Rham-type integro-differential
equation for the climbing sine map, however, solutions can alternatively be constructed
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Figure 3.9: The total measure T pj of all period p-windows (lines with symbols) for the first
three parameter intervals (from top to bottom) as defined in the text. The dotted lines
represent exponential fits; for the parameters see Table 3.1. The measures corresponding to
windows with localized orbits are shown as pluses.
from Eqs. (3.19), (3.22), (3.23) starting from simulations. Results are shown in Fig. 3.7.
For normal diffusive parameters the limit of Eq. (3.24) exists and the respective curves are
fractal on the whole unit interval somewhat resembling standard Takagi functions [3, 4, 37,
103, 104]. However, in case of periodic windows T na (x) either diverges due to ballistic flights,
or it oscillates indicating localization. Interestingly, in these functions the corresponding
attracting sets appear in form of smooth, non-fractal regions on fine scales as marked by
the dashed lines in Fig. 3.7.
The diffusion coefficient can now be formulated in terms of these fractal functions by carrying
out the integrations contained in Eq. (4.9). For simplicity we restrict ourselves to the
parameter region of a ∈ (0.732644, 1.742726] in which the respective solution reads
D(a) = 2 [Ta(x2)ρ(x2)− Ta(x1)ρ(x1)]−Dρ0(a), (3.25)
where xi, i = 1, 2, is defined by [Ma(xi)] := 1, and D
ρ
0(a) :=
∫ x2
x1
dxρ(x). Our previous
approximation D1n(a) with ρ(x) ' 1 is recovered from this equation in form of
D1n(a) = 2 [Ta(x2)− Ta(x1)]−D10(a) . (3.26)
Hence, Eqs. (3.25), (3.26) explicitly relate the generalized fractal Takagi functions shown in
Fig. 3.7 to the fractals of Fig. 3.6.
3.5 Periodic windows
One of the most important problems regarding periodic windows in maps remains the ques-
tion of their total measure. Much understanding has been achieved for one-dimensional
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Figure 3.10: The partial sum Spj for all periodic windows at a certain period p. The dashed
curves represent approximations as calculated from Eq. (3.28), the straight lines are their
limiting values at p→∞.
unimodal maps [105, 106, 107, 108, 109, 110, 111, 112, 113]. Based on the Sharkovskii
theorem about the ordering of periodic orbits [105], Metropolis, Stein and Stein organized
periodic windows in universal symbolic sequences (U-sequences) such that the sequence of
next order is uniquely determined by the previous one [106]. Later Jacobson came up with
theproof that chaotic parameter values in one-dimensional unimodal maps with a single
maximum do have positive measure [107]. Related numericalstudies were made by Farmer
[112]. Furthermore, it was shown that periodic windows in such a map form so-called fat
fractal Cantor-like sets with positive measure.
However, for diffusive maps on a line, apart from the preliminary studies of Refs. [7, 9],
nothing appears to be known. On the other hand, as was exemplified in Sec. IV there
is an intimate relation between the irregular structures of the diffusion coefficient and the
occurrence of periodic windows. Hence, in this section we investigate the periodic windows
for the climbing sine map in full detail.
Due to the spatial extension of our model a new type of periodic motion, which is not present
in unimodal maps, exists, which is that particles move on average in one direction. These
ballistic solutions are born through tangent bifurcations, further undergo a Feigenbaum-type
scenario and die at crises points [7, 9]. Localized solutions occur at even periods only and
start with tangent bifurcations followed by a symmetry breaking at slope-type bifurcation
points [7, 9]. In this case the bifurcation scenario is much more complex. Obviously, periodic
windows are related to certain periodic orbits, thus there are infinitely many of them, and
they are believed to be dense in the parameter space [2].
By dividing the parameter line into subsets labeled by the integer value of the map maximum
on the unit interval, [Ma(Xcr)] = j, j ∈ Z, we computed all windows of a certain period
p in a certain subset. The numerical procedure which was used for these computations is
outlined in Appendix C. Let T pj denote the total measure of all period p-windows in a subset
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Figure 3.11: Total measure T 1j for period one-windows as a function of the control parameter
interval labeled by j. The slope of the line appears to be −1.
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Figure 3.12: The same as in Fig. 3.12 for different window periodicities p, and for smaller
j. The labels at the single graphs give the value of p.
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Figure 3.13: Devil’s staircase like structure formed by the distribution of periodic windows
as a function of the control parameter. N is the integrated number of period six-windows.
The inset shows a blowup of the initial region.
j and let Spj be the partial sum of T
p
j defined by S
p
j =
∑p
i=1 T
i
j . In Fig. 3.10 logT
p
j is plotted
as a function of the period for the three first subsets j = 0, 1, 2. The measures corresponding
to windows with localized orbits are shown in Fig. 3.10 as pluses. Is it clear that they make
the major contribution to the total measure for even periods hence explaining the origin of
the pronounced oscillatory behavior of T jp .
For odd periods all windows are due to ballistic orbits. Thus, we more carefully distin-
guish between even and odd periods. The dotted lines in Fig. 3.10 represent exponential
fits to the functional dependence of the measure at even and odd periods according to
aevenj exp(−bevenj p) andaoddj exp(−boddj p), where j stands for the box number j = 0, 1, 2, as
defined above. The fit parameters aj, bj are given in Table 3.1. From Fig. 3.10 and Table
3.1 one can conclude that the total measures at even and odd periods at a certain label j
decrease approximately with the same rate, bevenj ∼ boddj ' bj. The exponential decrease of
T pj suggests that the measure of chaotic solutions in each box, which is complementary to
the measure of periodic windows, is indeed positive. Based on the information of T pj , it is
straightforward to approximate the total measure of all the periodic windows in the jth box
by
Sj = T
1
j +
∞∑
i=2
′
T ij +
∞∑
i=3
′′
T ij ' T 1j +
aevenj + a
odd
j e
−bj
e2bj − 1 (3.27)
and to approximate the parameter dependence of the partial sum Spj to
Spj ' T 1j e−bj(p−
1
2
) + Sj(1− e−bj(p− 12 )) . (3.28)
Sums with one or two primes go only over even or odd terms, respectively. In the lower
panel of Fig. 3.10 results for Sj are shown as horizontal lines, the dashed lines in the upper
panel (without symbols) are the approximations for Spj according to Eq. (3.28).
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Figure 3.14: Difference δµ = µ(ε) − µ(0), where µ(ε) is the total measure of windows
that are smaller than ε. Results are plotted for the first subset j = 0 of the map control
parameter. The slope of the solid line is approximately 0.45. The dashed lines represent
the corresponding coarse-grained window distribution functions.
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Figure 3.15: The same as in Fig. 3.14 but for the second subset of the map parameter j = 1.
Again, the slope of the solid line is approximately 0.45.
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Figure 3.16: Difference δµ = µ(ε)−µ(0), where µ(ε) is the total measure of windows that are
smaller than ε. Results are plotted for the subset j = 2 of the mapcontrol parameter. The
slope of the solid lines is approximately 0.45. The dashed lines represent the corresponding
coarse-grained window distribution functions. In the inset the measure of any single period
five-window in the subset j = 2 is shown with respect to an integer label that accounts for
the ordering according to the map control parameter.
Table 3.1: Fit parameters for the exponential decrease of the measure at even and odd
periods forthe first three subsets of the map control parameter labeled by j.
j aevenj b
even
j a
odd
j b
odd
j
0 0.284 0.61± 0.01 0.012 0.62
1 0.224 0.87± 0.01 0.007 0.89
2 0.242 1.01± 0.02 0.006 0.98
The values for the measure of all periodic windows in the jth box, Sj, and the measure of
the chaotic solutions Cj = ∆j − Sj, where ∆j is the total measure of the j box, are listed
in Table 3.2 for the first three subsets of the control parameter.
The main message of Table 3.2 is that the measure of periodic windows is different for a
different subset j and obviously decreases by increasing the control parameter. Correspond-
ingly, the measure of chaotic solutions increases as the parameter of the system is getting
larger. In order to make this more quantitative we consider the dependence of the measure
of period p-windows as a function of the box index j. First we check period one-windows.
Since in each box there exists only one window of this period, we are able to go to up to
j = 20. In the upper panel of Fig. 3.12 the logarithm of T 1j is plotted against log j. We find
that the slope of this function almost exactly equal to −1. The behavior of T pj for different
p is shown in the lower panel of Fig. 3.12. The slope of the line for period two is also −1,
for period three and four it is −2, and for period five it is −3. Fig. 3.12 shows that even
and odd periods decrease with respectively different laws, where the decay rate appears to
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Table 3.2: The Lebesque measure ∆j, the total measure of periodic windows Sj, and the
complementary measure of chaotic solutions Cj for the first three subsets of the map control
parameter labeled by j.
j ∆j Sj Cj
0 1.01008 0.226± 0.002 0.783± 0.002
1 1.00265 0.103± 0.002 0.898± 0.002
2 1.00123 0.068± 0.002 0.932± 0.002
be precisely given by the periodicity of the windows according to 1/jp/2 for even periods
and 1/j(p+1)/2 for odd periods.
In order to analyze the structure of the regions of anomalous diffusion in the parameter space,
we sum up the number of period six-windows as a function of the parameter, that is, the
total number is increased by one for any parameter value at which a new period six-window
appears. This sum forms a Devil’s staircase like structure in parameter space indicating
an underlying Cantor set like distribution for the corresponding anomalous diffusive region,
see Fig. 3.13. Since the Lebesque measure of periodic windows is positive, this set must be
a fat fractal [111]. Its self-similar structure can quantitatively be assessed by computing
the so-called fatness exponent. Following [112], let h(ε) be the total measure of all periodic
windows whose width is greater than or equal to ε. Define the coarse-grained measure as
µ(ε) = ∆− h(ε), where ∆ is the total measure of a box related to the control parameter.
For quadratic maps on the interval, it was conjectured and confirmed numerically that µ(ε)
asymptotically scales as a power law in the limit of ε→ 0,
µ(ε) ≈ µ(0) + Aεβ , (3.29)
where µ(0) is the measure of chaotic parameters. β was called the fatness exponent. For
quadratic maps it was found to be β ' 0.45. Since our map belongs to the same universality
class as considered in Farmer’s case, namely the map has a single quadratic maximum, one
may expect that β will have the same value. For the climbing sine map a double-logarithmic
plot of δµ(ε) = µ(ε)−µ(0) is shown in Figs. 3.14-3.16 for the first three boxes, j = 0, 1, 2. In
all cases the bold lines have the slope 0.45 with errors of 0.03, 0.04, 0.05, respectively, which
seems to be in agreement with Farmer’s conjecture about the universality of β. However,
apart from this coarse linear behavior one can see an interesting oscillatory behavior in
δµ with respect to ε. This fine structure can be explained with respect to the histogram
distribution functions f of the window sizes d, which are plotted in Figs. 3.14-3.16 in form
of dashed lines.
Somewhat surprisingly, the periodic windows are not distributed uniformly or smoothly
with respect to their size but form certain peaks, in which preferably windows of certain
periods are grouped together. This non-uniformity is clearly reflected in the oscillations of
δµ(ε). Moreover, we find that the size distributions of periodic windows have a fine structure
that appears to resemble a fractal function. Some evidence for this property is given in the
inset of Fig. 3.16, which shows the size of every window of period five in the subset j = 2
as a function of its appearance with respect to the map control parameter a, i.e., not the
parameter itself is plotted but just an integer running index N is given instead. Particularly
the height of the peaks is important, and one can clearly see a complicated hierarchy of
different peaks which are reminiscent of the fine structure in the corresponding distribution
function shown in Fig. 3.16.
3.6 Conclusion 51
3.6 Conclusion
We have performed a detailed analysis of the parameter dependence of the diffusion coef-
ficient in a nonhyperbolic dynamical system. The climbing sine map has been chosen as
a paradigmatic example of such a system. We have shown that, on a coarse scale, there
are certain analogies between the parameter-dependent diffusion coefficient of this map and
the ones in simple hyperbolic piecewise linear maps, such as the existence of an oscillatory
structure, and the existence of asymptotic functional forms as derived from simple random
walk models. However, in contrast to hyperbolic maps showing normal diffusion only, in the
nonhyperbolic climbing sine map fractal structures appear for both normal and anomalous
diffusive regions of the diffusion coefficient. An understanding of the origin of these fractal
structures was given in terms of dynamical correlations starting from the Taylor-Green-Kubo
formula for diffusion. We furthermore related these irregularities in the diffusion coefficient
more microscopically to different characteristics in corresponding fractal generalized Tak-
agi functions. For this purpose we derived a new functional recursion relation that defines
these fractal forms and generalizes ordinary de Rham-type equations. Our analysis was
completed by extensive numerical studies of the periodic windows of the climbing sine map
showing that both the periodic and the chaotic parameter regions have positive measures
in the parameter space. However, these measures are themselves parameter-dependent, and
by increasing the parameter we found that the chaotic regions occupy larger and larger
measures. We finally provided evidence that these different sets form fat fractals on the
parameter axis.
An interesting problem is to possibly further exploit the concept of conjugacy between
nonlinear and piecewise linear maps, as explained in Sec. III, in order to exactly calculate
diffusion coefficients for nonlinear maps. A very promising approach in this direction was
presented in Ref. [99]. Based on these techniques one can perform a spectral analysis of the
Frobenius-Perron operator governing the probability density of the diffusive climbing sine
map. Combining such an analysis with the Takagi function approach outlined here may
lead to a general theory of nonhyperbolic transport.
It would furthermore be important to check out the applicability of periodic orbit theory for
computing the parameter-dependent diffusion coefficient of the climbing sine map, which
may provide an alternative method [67].
Another direction of establishing crosslinks between our work and the realm of strange
kinetics and stochastic modeling as described in Refs. [57, 69, 70, 65], e.g., by trying to apply
continuous time random walk techniques to more complicated chaotic models exhibiting
fractal diffusion coefficients will be discussed in the next chapter.
4 Fractal forms in anomalous diffusion
In this chapter we study the dependence of the (generalized) diffusion coefficient as a function
of a control parameter for a class of systems exhibiting subdiffusion.
As a rate of diffusivity we choose the so-called generalized diffusion coefficient (GDC) which
is analogies to the diffusion constant in case of normal diffusion. It is shown that GDC
has a non-monotonic, irregular dependence on control parameters of the map on all scales.
We give the qualitative explanation of the observed phenomenon. Continuous time random
walk (CTRW) theory is suitably modified to capture the coarse behaviour of GDC. The
phase transition from normal to anomalous diffusion is shown to be accompanied with the
suppression of the generalized diffusion coefficient. The probability density function (PDF)
for such processes has a complex structure while on a coarse scale is governed by a time
fractional diffusion equation. This fractional equation serves as an analogue of the ordinary
diffusion equation and is derived exactly starting from the CTRW theory. We find a good
quantitative agreement between analytical coarse grained PDF with numerically obtained
value of the GDC and experimental PDF. The Taylor-Green-Kubo approach suitably mod-
ified for anomalous dynamics leads to the connection of transport with an infinite set of
fractal functions.
This chapter is organized as follows: In section 4.1 the subdiffusive map is described and
numerical results on the parameter dependence of the generalized diffusion coefficient are
reported. In section 4.2 the CTRW theory approach to anomalous diffusion is reviewed
and necessary modifications (section 4.2.1) are performed in order to fit numerical results.
Suppression of the GDC near the dynamical phase transition is studied in section 4.2.2. In
section 4.3 we describe the Taylor-Green-Kubo approach and generalized Takagi functions
for subdiffusion. Time-fractional diffusion equation and its solution (PDF) are derived in
section 4.4.
For a summary of the main results of this chapter we refer to Ref. [114].
4.1 Sub-diffusive maps: numerical results
In this section we focus on the subdiffusive map which, restrected to the unit interval, was
introduced by Pomeau and Manneville to describe intermittency [62]:
xn+1 ≡ Mz,a(xn) = xn + axzn, 0 < xn <
1
2
(4.1)
where parameter z stands for the degree of non-linearity and a is a controll parameter,
a > 1. For 1
2
≤ xn < 1 the map is defined by the point symmetry. The translation
symmetry, Mz,a(x+m) = Mz,a(x)+m, where m ∈ Z, complete the definition of the map on
the whole line. A sketch of the map is shown in Fig. 4.1. It is known from [65, 66] that for
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Figure 4.1: Illustration of the map Eq. (4.1) for the particular parameters values of z = 3,
a = 8. Thick lines indicate the unit box. The thin dashed line represent the orbit of a
moving particle starting from the initial position x0.
1 < z < 2 the diffusion generated by the map is normal, whereas for z > 2 it is anomalous.
The anomalous nature of diffusion is connected to the existence of marginal fixed points
located at all integer xn. Thus, a typical trajectory of the map (4.1) consists of long laminar
regions interrupted by short chaotic bursts as shown in Fig. 4.2. In contrast to the previous
works of Geisel [66], Klafter and Zumofen [65] where the main attention was paid to the
time dependence of the MSD for particular value of parameter a, here we do not fix it and
mostly focus on the dependence of GDC as a function of system parameters.
The GDC is defined as [57]:
D = lim
n→∞
Γ(1 + α)
2
〈x2〉
nα
(4.2)
where Γ is the gamma-function and 〈...〉 denotes an ensemble average. The exponent α > 0
will be specified below. Note that for α = 1 the definition of the normal diffusion constant
is recovered. For convenience we introduce a quantity related to the GDC:
K = lim
n→∞
〈x2〉
nα
=
2D
Γ(1 + α)
, (4.3)
which appears to be more natural for our purpose.
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Figure 4.2: An example of intermittent trajectory generated by the map Eq. (4.1) with the
parametersvalues of z = 3, a = 8.
For numerical simulations of the map Eq. (4.1) we have used an ensemble of 106 particles
uniformely distributed initially on the interval (0, 1). Each single trajectory was calculated
up to 104 time steps. We have found that the power law dependence of the MSD is in good
agreement with the CTRW theory [65]:
α =
{
1, 1 ≤ z < 2
1
z−1 , z ≥ 2
(4.4)
Therefore, this definition of α is used throughout the chapter.
We firstly focus on the dependence of K on the parameter a with the parameter of non-
linearity z kept fixed and on the K(z) dependence when a is fixed. Because for different
z diffusion starts at different values of a we rescale this parameter such that all curves for
K appear on the same scale in the figure. In Fig. 4.3 the behaviour of K as a function
of s = a/2z is shown for different values of z. Although all curves look similar it seems
that there is no simple scaling. Obviously, the dependence of K on the map parameter is
not monotonic. It should be noted that for z = 1 the map (4.1) is precisely the piecewise
linear map used in chapter 2. Diffusion generated by this map is normal and the diffu-
sion coefficient is a fractal function [36]. In Fig. 4.3 it is the upper curve. The intuitive
explanation of the self-similar irregularities observed in Fig. 4.3 could be given in terms of
so-called turnstile dynamics developed in [37]. The key ingredient of this method consists
in inspecting of the critical orbit which in our case is the iteration of the maximum of the
map Mz,a(
1
2
). This critical orbit determines the probability for a particle to jump out of
the unit box in forward or backward direction. Since the critical orbit sensitively depends
of both parameters of the map, this results in a fractal behavior of K.
The large scale simulations of K(a) performed for z = 3 are presented in Fig. 4.4. Magni-
fication of the initial region (see the inset) shows the self-similar behaviour on finer scales
giving an indication of its fractal nature.
From normal diffusive maps we know that the dependence of the diffusion coefficient as
a function of slope of the map is nowheredifferentiable [37]. One unexpected detail of the
fractal behaviour of the generalized diffusion coefficient in anomalous diffusive map is shown
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Figure 4.3: K as a function of parameter s = a/a0 for different z, a0 = 2
z. From top
to bottom z = 1, 2.5, 3, 3.5, 4. Curves are shifted vertically for clarity. The upper curve
corresponds to piecewise linear map.
in the inset of Fig. 4.9. Numerical results suggest that the dependence of K on system
parameters could be discontinuous. We magnify a small region of K(a) around a = 20.
This parameter value corresponds to the situation when particles acquire a possibility to
jump from the first box immediately to the third one. By increasing the computation time
one observe that K(a) near a = 20 more and more approaches a step function. Thus, a
discontinuity develops. Since the observed discontinuity is related to a specific periodic orbit
(and higher iterations of this type) and since the map (4.1) possess infinitely many periodic
orbits (possibly everywhere dense in the range of parameters), one may suspect that the
dependence of K(a) is everywhere discontinuous.
The second possibility to assess the fractality of K is to fix the parameter a and to study the
dependence of the generalized diffusion coefficient as a function of the degree of nonlinearity
z. Respective numerical results are presented in Fig. 4.5. Again, K as a function of the
degree of nonlinearity appears to be fractal. Calculations were performed for both normal
and anomalous regimes. The transition from one regime to another occurs at z = 2. K
at this point exhibits local minimum. However, further numerical and analytical investi-
gations suggest total suppression K = 0 for z = 2. The origin of this suppression follows
from logarithmic corrections in the time dependence of 〈x2〉. These corrections appear for
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Figure 4.4: (a) K for large range of parameter a, z = 3. Data consists of 1198 points. The
dashed line is the CTRW approximation according to Eq. (4.29). The dashed-dotted curve
is the modified CTRW Eqs. (4.32), (4.35). In the inset the magnification of smaller region is
shown demonstrating irregularities on finer scales. The dashed line is the modified CTRW
Eqs. (4.33), (4.35).
finite times but slow down the convergence of numerical results. In the inset of Fig. 4.5
the magnification of the transition region is shown. Two curves corresponds to different
computation time: t = 3 104 for the uppercurve and t = 5 104 for the lower one. Although
for t = 5 104 we get smaller values of K these results are far from the CTRW prediction.
The detailed discussion of this effect is given in section 4.2.2.
The magnification of the anomalous diffusive regime in K(z) dependence is shown in Fig.
4.6. We chose the semi-logarithmic scale for this figure to magnify the fractal structures.
Parameter a was fixed to a = 2.78, 3.14, 4, 5, 9.8.
To filter out one source of fractality, we finally fix the hight of the map h = [Mz,a(
1
2
)] =
1
2
+ a(1
2
)z and study the dependence of K(z). Now the critical orbit changes very slowly
with the change of the map parameters, so one may expect more smooth dependence of the
generalized diffusion coefficient on the map parameters. The results of numerical simulations
are shown in Fig. 4.7 for three different values of h, h =
√
2,
√
3, 3. As expected, these
dependences are more smooth compared to Fig. 4.4 and Fig. 4.5 and the transition from
normal to anomalous diffusive regimes is more clear. However, some irregularities, in Fig.
4.7 marked by circles, are still visible.
We now proceed with analytical understanding of the obtained numerical results. In the
next section we review basic steps of one of existing approaches to anomalous diffusion,
namely, the continuous time random walk theory.
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Figure 4.5: K as a function of parameter z for different a. From top to bottom a = 3.14, 4, 5.
The dashed line corresponds to the modified CTRW approximation Eqs. (4.32), (4.35). The
red thin line displays the first term of the TGK formula Eq. (4.49). The blue thinline is
the approximation based on the size of escape region. All approximations corresponds to
a = 5. The inset shows a small region of K for a = 5. Two lines corresponds to different
computation time: t = 3 104 for the uppercurve and t = 5 104 for the lower one.
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Figure 4.6: logK vs. z with the fixed values of a for anomalous diffusive region. Half-
logarithmic scale is chosen to magnify the fractal structure. Parameter a from bottom to
top is a = 2.78, 3.14, 4, 5, 9.8.
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Figure 4.7: K as a function of parameter z for fixed h. From bottom to top h =
√
2,
√
3, 3.
4.2 CTRW theory for maps
The continuous time random walk theory (CTRW) of Montroll, Weiss [63] and Montroll,
Scher [64] has become a standard tool to model diffusion in systems like Eq. (4.1) [66, 65].
According to this approach diffusion is modeled by sequences of jumps interrupted by periods
of waiting. The general description is based on the joint probability density function (PDF)
ψ(x, t) which defines the probability ψ(x, t)dxdt to make a jump of length (x, x+dx) during
the time (t, t + dt). The probability density functions of jumps and of waiting times are
given by:
λ(x) =
∫ ∞
0
dt′ψ(x, dt′), w(t) =
∫ ∞
−∞
dx′ψ(x′, t) (4.5)
Thus, λ(x)dx defines the probability to make a jump of the length (x, x+ dx) and w(t)dt is
the probability that the step is taken at the time instance (ti+1 + t, ti+1 + t + dt) after the
previous one that happened at the instance ti+1. These PDF’s are normalized:∫ ∞
−∞
λ(x)dx = 1,
∫ ∞
0
w(t)dt = 1 (4.6)
The probability that at least one jump is taken at some time interval [0, τ) is
∫ τ
0
w(t)dt.
The probability to make no jump during the time lag (0, t) is Ψ(t) = 1 − ∫ t
0
dt′w(t′). The
equation for the probability density function P (x, t) to find a particle at position x and time
t, assuming usual initial condition P (x, t = 0) = δ(x), reads:
P (x, t) =
∫ ∞
−∞
dx′
∫ t
0
dt′ P (x′, t′) ψ(x− x′, t− t′) + Ψ(t)δ(x) (4.7)
It has the following probabilistic meaning: the PDF to find the particle at point x at instant
t is equal to the PDF to find it at point x′ at some previous instant t′, multiplied by the
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transition probability from the point (x′, t′) to (x, t) integrated over all possible values of x′
and t′. The second term accounts for the probability to remain at the initial position x = 0.
The normalization is easy to check. The most convenient representation of this equation is
obtained by introducing the Fourier-Laplace transform of the PDF:
˜ˆ
P (k, s) =
∫ ∞
−∞
dx eikx
∫ ∞
0
dt e−st P (x, t), (4.8)
Taking into account the decoupled ansatz 1 for the joint PDF: ψ(x, t) = λ(x)w(t), one
arrives at the Montroll-Weiss equation:
˜ˆ
P (k, s) =
1− λˆ(k = 0)w˜(s)
s
1
1− λˆ(k)w˜(s) . (4.9)
The Laplace transform of the mean squared displacement is readily obtained by differenti-
ating the Fourier-Laplace transform of the PDF:
˜〈x2〉 =
∫ ∞
−∞
dx x2P (x, t) = −∂
˜ˆ
P (k, s)
∂k2
|k=0 (4.10)
For small xn one can use the continuous-time approximation of the map (4.1)
xn+1 − xn ' dx
dt
= axz, x 1 (4.11)
Solving this equation with the initial condition x(t = 0) = x0 one gets:
xt =
[
1
xz−10
− a(z − 1)t
]− 1
z−1
(4.12)
A particle leaves the unit box when xt ≥ 1 2. From Eq. (4.12) we obtain the waiting time
t which particle spends in a box using the condition xt = 1. From this equation we get the
waiting time as a function of the injection point x0:
t(x0) =
1
a(z − 1)
(
1
xz−10
− 1
)
(4.13)
The PDF w(t) of the waiting times is thus related to the unknown distribution of the
injection points, w(t)dt ∼ Pin(x0)dx0, implying:
w(t) ∼ Pin(x0)
∣∣∣∣dx0dt
∣∣∣∣ (4.14)
Making the assumption of the uniform probability of injection points Pin = 1, the long time
limit of the waiting time PDF is calculated yielding the power law:
w(t) = a [1 + a(z − 1)t]− zz−1 (4.15)
1It is interesting to note that for superdiffisive case the decoupled ansatz should be relaxed [65].
2The unit box [0, 1] in our case is different from [− 12 , 12 ] used in [66]
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If only jumps between adjacent cells are taken into account, the jump PDF and its Fourier
transform are given by [65]:
λ(x) = δ(|x| − 1), λˆ(k) = cos(k) (4.16)
From Eqs. (4.10) and using Eq. (4.16), one obtains the expression for the Laplace transform
of the mean squared displacement
˜〈x2〉 = w˜(s)
s(1− w˜(s)) (4.17)
If γ 6= 1, the Laplace transform of Eq. (4.15) reads:
w˜(s) = γ(bs)γebsΓ(−γ, bs) = 1− (bs)γebsΓ(1− γ, bs) (4.18)
where b = γ
a
and Γ is an incomplete Gamma function: Γ(a, x) =
∫∞
x
dt e−tta−1. Here γ is
defined as: γ = 1
z−1 .
3 For z = 2 (γ = 1) we obtain the following Laplace transform of the
waiting time distribution:
w˜(s) = 1− 2s
a
e
2s
a E1(
2s
a
), (4.19)
where E1(x) is an exponential integral: E1(x) = −ei(−x) = −
∫∞
−x dt
e−t
t
. Since we are
interested in the long time (small s) behaviour of the MSD, we expand the exponent and
the Γ-function for s→ 0:
Γ(1− γ, bs) ∼ Γ(1− γ)− 1
1− γ (bs)
1−γ −
∞∑
j=1
(−1)j(bs)j+1−γ
(j + 1− γ)j! (4.20)
Taking the lowest order of the expansion, for 0 < γ < 1 (z > 2) we get:
w˜(s) = 1− (bs)γΓ(1− γ) (4.21)
From Eq. (4.22) we get
˜〈x2〉 = 1
Γ(1− γ)bγ s
−1−γ (4.22)
The inverse Laplace transform is easily obtained〈
x2
〉
=
aγ sin(piγ)
2piγ1+γ
tγ , 0 < γ < 1 (4.23)
For normal diffusive case, γ > 1 (z < 2), the leading term of the Gamma-function expansion
Eq. (4.20) is − (bs)1−γ
1−γ . Thus, the long time asymptotics of the Laplace transform of the
waiting time distribution Eq. (4.18) reads:
w˜(s) = 1− bs
γ − 1 (4.24)
and for the mean squared displacement we get〈
x2
〉
=
γ − 1
b
t, γ > 1 (4.25)
3Note that for z > 2 the definition of γ coincides with α (see Eq. (4.4)).
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In the remaining case γ = 1 the expansion of the exponential integral is ei(−x) = ln(x) + γ˜
where γ˜ ∼ 0.5772... is an Euler constant. In the lowest order, the small s asymptotics of
the Eq. (4.19) and Eq. (4.22) reads
w˜(s) = 1 + bs ln(bs) (4.26)
˜〈x2〉 = b
−1s−2
ln(1/bs)
(4.27)
In this case the inverse Laplace transform is not straightforward and one should apply
Karamata’s Tauberian theorem [115] which states: if the Laplace transform of a function is
of the form f(s) ∼ AΓ(1+α)
sα+1
L(1/s) fors→ 0 (α > −1), then F (t) ∼ AtαL(t) for t→∞. The
function L meeting a requirement of been slowly varying L(ux)
L(x)
→ 1 for u > 0 as x → ∞.
In our case α = 1, Γ(2) = 1 and the function L(1/s) = 1
ln(1/bs)
satisfy the above condition.
Thus, for the mean squared displacement we obtain〈
x2
〉
=
at
ln(t/a)
, γ = 1 (4.28)
Summing up all results, we write the expression for K Eq. (4.3)
K =

aγ sin(piγ)
piγ1+γ
, 0 < γ < 1
0, γ = 1
γ−1
b
, 1 < γ ≤ 2
(4.29)
where b = γ
a
and γ = 1
z−1 . For γ = 1 we get K = 0 because of the logarithmic term in the
Eq. (4.28).
Now we compare these results with our numerical simulations. The dependence of K Eq.
(4.3) as function of a is shown in Fig. 4.4 (dashed line) for z = 3 (0 < γ < 1). Obviously, it
does not capture the a dependence of K and modifications are necessary.
4.2.1 Modified CTRW’s
One can modify the standard CTRW in different ways by suitably varying the waiting time
and the jump PDFs. The waiting time distribution in our case is dictated by the model
and is a power law for all values of parameter z. Thus, we focus on modifications of jump
PDFs only. We start to modify it as follows:
λ(x) =
p
2
δ(|x| − 1) + (1− p)δ(x) (4.30)
where the second term reflects the fact that the particle stay in the box with some probability
(1 − p). Not taking into account its dependence on the density of particles in this region,
this probability is determined by the size of the escape region, p(a) = 2∆, with ∆ = 1
2
− xc,
where xc is a solution of the equation xc + ax
z
c = 1.
The size of the escape region is closely related to the random walk approximation of the
diffusion coefficient in case of normal diffusion. Thus, one can try this approximation for
anomalous diffusion also. In Fig. 4.5 Krw = 2∆ is shown as the blue thin line for a = 5. It
indeed reproduces some tendency in K(z) dependence.
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However, proceeding with the CTRW we observe that Eq. (4.30) is not sufficient. So we
furthermore introduce the typical jump length l as:
λ(x) =
p
2
δ(|x| − l) + (1− p)δ(x) (4.31)
Its Fourier transform reads λˆ(k) = p cos(lk) + 1− p. The typical jump length l is defined in
two ways:
l1 = 〈|Mz,a(x)− x|〉 (4.32)
or, making the assumption of integer jumps
l2 = 〈|[Mz,a(x)]|〉 (4.33)
where the average is performed over the uniform initial distribution of the escaped walker’s
positions and over time. Repeating the calculations from the previous section we get the
corrected expression for the mean squared displacement:
〈
x2
〉
= pl2i

aγ sin(piγ)
piγ1+γ
tγ , 0 < γ < 1
a t
ln(t/a)
, γ = 1
γ−1
b
t, γ > 1
(4.34)
were i = 1, 2 and the typical jump length li is given by (4.32) or (4.33). Thus, the modified
expression for the GDC is given by
K = pl2i

aγ sin(piγ)
piγ1+γ
, 0 < γ < 1
0, γ = 1
γ−1
b
, γ > 1
(4.35)
In Fig. 4.4 (a) the CTRW approximation (4.35) with the jump length Eqs. (4.32) is shown
as the dashed-dotted line. Now it describes the coarse dependence of the GDC very well
especially for large values of a. The CTRW with integer jump length, Eqs. (4.33) and
(4.35), shown in the Fig. 4.4 (insert) gives a good approximation of K for small values of
a. Moreover, there are some indications that Eqs. (4.33) and (4.35) give a result which
exactly corresponds to our numerical findings for the GDC (within our numerical accuracy)
for all integer values of h = [Mz,a(
1
2
)]. For z = 3 h corresponds to a = 12, 20, ..., see Fig.
4.4. Although the agreement is rather good, one should worry about the discrepancy near
the transition from normal to anomalous diffusion z = 2. The explanation of the apparent
deviations is given in section 4.2.2.
4.2.2 Suppression of the GDC around the dynamical phase transition
A transition from one type of dynamics to another under a parameter variation is known
as a dynamical phase transition (DPT) [71, 72, 73]. At this particular value of a parameter
the system’s properties change drastically.
Here we study the impact of the DPT on the diffusive properties of the map. The CTRW
result Eq. (4.35) predicts that K vanishes at the phase transition point z = 2. However, in
our numerical results we found nonvanishing values of K. Also we note a large discrepancy
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Figure 4.8: Dependence of n
α
〈x2〉 for a = 3.14 and different z. The dashed lines correspond
to z = 1.5, 1.9, 1.95 from bottom to top. The dashed lines with dots correspond to z =
2.5, 2.1, 2.05. from top to bottom. The thick solid line correspond to z = 2. The thin solid
line (red) is a guide for the eyes and is proportional to ln(n).
between the CTRW predictions and the numerics in the neighbourhood of this value (see Fig.
4.5). By increasing the computation time we observed some improvement of the numerical
data although we were not able to achieve agreement with theoretical CTRW results.
We argue that this happens because of two reasons: the first one is that the computation time
in numerical simulations is obviously finite and secondly because of very slow logarithmic
corrections which appear in the finite time dependence of the mean squared displacement
for parameter values close to z = 2. These corrections are responsible for the suppression
of K near the phase transition point.
At z = 2 the dynamics of the map changes from the normal to the anomalous type. For
z ≥ 2 the invariant measure becomes non normalizable and the process generated by the
map Eq. (4.1) becomes a process with non stationary increments xm − xm−1 [116]. Note
that since we have a time discrete system, the definition of the increment coincide with
the velocity definition. We recall the exact expression for the Laplace transform of the
waiting-time distribution:
w˜(s) = 1− (bs)γΓ(1− γ, bs) (4.36)
From Eqs. (4.10),(4.15) take into account the jump PDF Eq. (4.31) we obtain the Laplace
transform of the MSD
˜〈x2〉 = pl2b−γs−1−γΓ−1(1− γ, bs)− pl
2
s
(4.37)
We immediately drop the second term since its inverse Laplace transform is a constant. Let
us focus on both the small γ and the small s limit.
Following series expansions will be usefull:
Γ(1− γ, bs) = Γ(1− γ)− (bs)
1−γ
1− γ −
∞∑
j=1
(−1)j(bs)j+1−γ
(j + 1− γ)j! (4.38)
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(bs)1−γ
1− γ =
e(1−γ) ln(bs)
1− γ =
1
1− γ + ln(bs) +
∞∑
j=2
(1− γ)j−1
j!
(ln(bs))j (4.39)
Γ(1− γ) = 1
1− γ − γ˜ +
∞∑
j=2
(1− γ)j
j!
∫ ∞
0
dt e−t(ln t)j, γ → 1− (4.40)
where γ˜ is an Euler constant γ˜ = − ∫∞
0
dte−t ln t ' 0.5772. From Eq. (4.38) it follows that
as γ approaches 1− (0 < γ < 1) one should consider not only the first term but also the
second one. These terms are both divergent for γ → 1. All other terms are non-singular in
γ and could be safely neglected.
We further simplify the second term of Eq. (4.38) by considering only the two first term of
Eq. (4.39):
(bs)1−γ
1− γ ∼
1
1− γ + ln(bs) (4.41)
However, we should impose restrictions on the validity of this operation, namely it is true for
those s which fulfill the condition | ln(bs)| < 1/(1− γ). Here we take the modulus since we
are interested in small s behaviour and thus the logarithm is negative. In the time domain
this corresponds to the condition t < tcr ' be1/(1−γ). Because we are interested in the small
γ limit, we take only the first term of the expansion Eq. (4.40).
In that way we obtain the Laplace transform of the MSD:
˜〈x2〉 = pl2b−γs−1−γ
(
Γ(1− γ)− (bs)
1−γ
1− γ
)−1
= (4.42)
= pl2b−γs−1−γ
1
1
1−γ − (bs)
1−γ
1−γ
Using Eq. (4.41) we arrive at:
˜〈x2〉 = pl2b−γs−1−γ 1
ln( 1
bs
)
Inverting the Laplace transform one get in the limit of γ → 1 and for t ≤ tcr:〈
x2
〉
=
pl2tγ
bγΓ(1 + γ) ln(t/b)
, t ≤ tcr (4.43)
For t ≥ tcr that is for very small s one can safely drop the second termin the Γ-function
expansion Eq. (4.38). Thus, one immediately recovers the asymptotic CTRW result Eq.
(4.34) 〈
x2
〉
=
pl2 aγ sin(piγ)
piγ1+γ
tγ, t ≥ tcr (4.44)
When γ → 1, tcr diverges and at γ = 1 one arrives to asymptotic t/ ln(t) dependence (see
Eq. (4.34)).
For 1 < γ < 2 and γ → 1+, applying the same arguments presented above, we obtain similar
corrections near the phase transition point:〈
x2
〉
=
pl2t
bγΓ(1 + γ) ln(t/b)
, t ≤ t˜cr (4.45)
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〈
x2
〉
=
pl2(γ − 1)
b
t, t ≥ t˜cr (4.46)
where t˜cr ' be1/(γ−1). Again, in the long time limit we recover CTRW asymptotics Eq.
(4.34).
We now compare these results with the numerical simulations. In Fig.4.8 the function
nα/ 〈x2〉 is shown in semi-logarithmic scale for a = 3.14 and different values of z. Note
that α = 1 for z ≤ 2 and α = γ for z > 2. Parameters z were chosen such that the phase
transition point z = 2 is approached from above and from below. Dashed lines from bottom
to top correspond to z = 1.5, 1.9, 1.95, dashed-dotted lines from top to bottom correspond
to z = 2.5, 2.1, 2.05. The thick solid line corresponds to z = 2. It is seen that far from
the phase transition point z = 2, nα/ 〈x2〉 converge to the constant 1/K as for example for
z = 1.5, 1.9 or z = 2.5, 2.1. For these values of the parameter z the logarithmic correction
may be less seen. However, the region of logarithmic 1/ ln(t) corrections is getting large
when z approaches the phase transition value. All this indicates that K is suppressed near
z = 2. We note that Eqs. (4.43) and (4.45) were obtained for z → 2 and thus for rather
large values of |z − 2| one may expect the appearance of other corrections with different
powers of logarithm.
We suspect that observed suppresion of the generalized diffusion coefficient could be typical
for dynamical phase transitions in anomalous dynamics altogether. For superdiffusion one
may expect not only suppressions but also enhancements of the GDC [117].
4.3 Taylor-Green-Kubo approach to anomalous diffusion
From Fig. 4.4 it is evident that Eq. (4.35) describes only the coarse dependence of the GDC
whereas the actual value is not captured by CTRW theory. This is not so surprising in a view
of approximations employed there. Here we go beyond CTRW approximations by including
correlations. Starting from the definition of the GDC one can derive the Taylor-Green-Kubo
formula for anomalous dynamical systems.
In the theory of dynamical systems Taylor-Green-Kubo formula is widely used and is also
suitably applied to time discrete maps exhibiting normal diffusive process [3, 4] (see chapter
2):
D =
1
2
〈
v20
〉
+
∞∑
k=1
〈v0vk〉 (4.47)
where vm = xm+1 − xm is a time discrete velocity. The average in this formula is performed
over an equilibrium distribution function of the reduced (mod 1) map. Note, that in the
derivation of the above expression the stationarity of the velocity correlation function was
assumed.
In contrast to normal diffusive maps, the invariant measure of the associated to the map
Eq. (4.1) reduced map does not possess a probability density for all z > 2 [116]. In this case
the velocity correlation function generated by the map is not stationary. Nevertheless, one
can rewrite the expression for the mean squared displacement:
〈
(xn − x0)2
〉 ≡ 〈n−1∑
k=0
v2k
〉
+ 2 〈v0v1 + v1v2 + v2v3 + ...〉+ 2 〈v0v2 + v1v3 + v2v4 + ...〉+ ... ≡
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Figure 4.9: Comparison of the first term approximation of the anomalous Green-Kubo
formula Eq. (4.50) with the numerical result for z = 3. The inset shows the development
of a discontinuity in the GDC. Lines correspond to different iteration time from bottom to
top n = 2 104, 3 104, 5 104, 7 104.
≡
〈
n−1∑
k=0
v2k
〉
+ 2
〈
n−1∑
k=0
vkvk+1
〉
+ 2
〈
n−1∑
k=0
vkvk+2
〉
+ ... ≡
〈
n−1∑
k=0
v2k
〉
+ 2
〈
n−1∑
k=0
n−1∑
l=1
vkvk+l
〉
(4.48)
where 〈...〉 is understood as an ensemble average. Inserting the MSD in the definition of K,
we get:
K = lim
n→∞
〈(xn − x0)2〉
nγ
= lim
n→∞
1
nγ
[〈
n−1∑
k=0
v2k
〉
+ 2
〈
n−1∑
k=0
n−1∑
l=1
vkvk+l
〉]
(4.49)
This formula replaces the usual Taylor-Green-Kubo expression Eq. 4.47 for systems with
anomalous transport.
In numerical simulations we observe that the first term of the Eq. (4.49) is proportional to
nγ , we consider it as a simple approximation beyond CTRW:
K = lim
n→∞
1
nγ
〈
n−1∑
k=0
v2k
〉
. (4.50)
In Fig. 4.9 this approximation is compared with the numerical results. From this figure one
observes that already the first term of the Taylor-Green-Kubo formula Eq. (4.49) produces
non monotonic dependence of K. Including next terms of the Eq. (4.49) one will observe
more and more irregularities in K.
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4.4 Time-fractional Fokker-Planck equation for
sub-diffusion
The great success of the CTRW approach is connected with the fact that it not only pre-
dicts the power α for the time dependence of the mean squared displacement but also the
form of the coarse grained PDF P (x, t) of displacements [65]. Thus, the diffusion process
generated by (4.1) is not described by an ordinary diffusion equation, but by its fractional
generalization.
We start from the Montroll-Weiss equation (4.8):
˜ˆ
P (k, s) =
1− λˆ(k = 0)w˜(s)
s
1
1− λˆ(k)w˜(s) . (4.51)
where λˆ(k) = p cos(lk) + 1 − p, w˜(s) ' 1 − c(bs)γwith the constants c = Γ(1 − γ), b =
γ/a. Making use of these expressions for the jump and waiting time PDFs, we rewrite the
Montroll-Weiss equation in the long-time and space asymptotic form:
˜ˆ
P (k, s) =
cbγsγ−1
p(kl)2
2
+ c(bs)γ
(4.52)
or
sγ
˜ˆ
P − sγ−1 = − pl
2
2cbγ
k2
˜ˆ
P (4.53)
Since the initial condition for the PDF is P (x, 0) = δ(x− x0), x0  1, we have ˜ˆP (k, 0) ' 1.
Now, we recall the definition of the Caputo fractional derivative of a function G and its
Laplace transform [118, 119]:
∂γG
∂tγ
≡ 1
Γ(1− γ)
∫ t
0
dt
′
(t− t′)−γ ∂G
∂t′
(4.54)
∫ ∞
0
dt e−st
∂γG
∂tγ
= sγG˜(s)− sγ−1G(0) (4.55)
Noticing that the left part of Eq. (4.52) precisely coincides with the Laplace transform of
the Caputo derivative and turning back to a real space, we arrive at time-fractional diffusion
equation:
∂γP (x, t)
∂tγ
= D
∂2P
∂x2
(4.56)
with the D given by the modified CTRW theory Eqs. (4.3), (4.35). Time-fractional diffusion
equations of such a form are known to mathematicians and are extensively studied [120].
Note that in application to our model another version of such an equation was proposed in
[129] which uses the Riemann-Liouville fractional derivative. It can be easily shown that
in the limit of aging time ta = 0, which is just our case here, both forms of time-fractional
diffusion equations are equivalent. The solution of Eq. (4.56) is expressed in terms of the
M-function of Wrighttype [119],
P (x, t) =
1
2
√
Dtγ/2
M
(
ξ,
γ
2
)
, (4.57)
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Figure 4.10: Comparison of numerically obtained probability distribution function at fixed
time n = 103 and coarse grained PDF (x) with the analytical solution of fractional diffusion
equation (4.57) (smooth line). Two curves which envelope numerical PDF were obtained
by a fit to a Gaussian (below) and to a stretched exponential distribution (above), see text
for details. The unit box density is shown on the inset.
where ξ = |x|/√Dtγ/2. We use the following representation of the M-function:
M(z, ν) =
1
pi
∞∑
i=1
(−z)i−1
(i− 1)! Γ(γi) sin(νipi) (4.58)
where ν = γ
2
. Eq. (4.57) gives exactly the same asymptotics, which were obtained in Ref.
[65] for small and large values of ξ.
Due to the relation:
Γ(νn)Γ(1− νn) = pi
sin(νnpi)
(4.59)
one obtains an equivalent form of the M-function:
M(z, ν) =
∞∑
i=0
(−z)i
i!Γ(−νi + 1− ν) (4.60)
Note that for γ = 1 (ν = 1
2
) the M-function is simply a Gaussian:
M(z,
1
2
) =
1√
pi
e−z
2/4 (4.61)
Eq.(4.56) describes only the coarse grained PDF. Due to the periodicity of the map each
elementary cell has domains where particles are trapped for long time. This produces sin-
gularities in the unit box density shown in the insert of Fig. 4.10 and in the refined PDF.
In Fig. 4.10 the solution Eq. (4.57) (smooth solid line) is compared with the numerically
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Figure 4.11: Time evolution of the PDF for z = 3 and a = 8. (a) n = 102, (b) n = 7 102,(c)
n = 103, (d) n = 2.5 103. Red lines represent solutions of the time-fractional equation.
obtained PDF. The value of K used in (4.57) was taken from our computer simulations.
Parameters of the map were z = 3, a = 8. Numerical PDFs were obtained from 107 tra-
jectories by the histogram method. Fig. 4.10 demonstrates an excellent agreement between
the analytical solution Eq. (4.57) and the PDF obtained from simulations for the map Eq.
(4.1) if the PDF is coarse grained over unit intervals. However, it also shows that the coarse
graining eliminates a periodic fine structure that is not captured by Eq. (4.57) [37]. This fine
structure derives from the ‘microscopic’ PDF of an elementary cell (with periodic bound-
aries) as represented in the inset of Fig. 4.10. The singularities are due to the marginal
fixed points of the map, where particles are trapped for long times. Remarkably, that way
the microscopic origin of the intermittent dynamics is reflected in the shape of the PDF on
the whole real line: From Fig. 4.10 it is seen that the oscillations in the PDF are bounded
by two functions, the upper curve being of a stretched exponential type while the lower is
Gaussian. These two envelopes correspond to the laminar and chaotic parts of the motion,
respectively. Two envelope curves for numerical PDF shown in Fig. 4.10 were obtained from
Gaussian and stretched exponential fits according to a0 exp(−x2/a1) and b0 M(|x| /b1, γ2 ).
Parameters of fits were found to be a0 = 0.0036, a1 = 55.0183 and b0 = 3.05, b1 = 0.37.
The time evolution of the PDF is shown in Fig. 4.11 together with the solutions of the
time-fractional diffusion equation. Since for longer times particles stay longer and longer in
laminar phases, the peaks in the numerical PDF’s are getting larger eventually developing
singularities.
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4.5 Conclusion
We have shown that the anomalous dynamics generated by a paradigmatic subdiffusive
one-dimensional map exhibits a fractal GDC under variation of control parameters. The
coarse dependence of this GDC and a non-trivial phase transition from normal to anomalous
diffusion are captured by a modified CTRW theory. Near the phase transition point the GDC
is strongly suppressed by logarithmic corrections in time. A more detailed understanding of
the GDC is provided by an anomalous TGK formula suggesting intimate relations to aging,
fractal functions and ergodic theory. The relation to aging is expressed in the fact that
now the GDC is related to the two-times correlation function. The coarse-grained PDF of
this anomalous dynamics is in excellent agreement with the solution of a suitable fractional
diffusion equation while on fine scales it reflects the microscopic details of the intermittent
dynamics. Here we have only treated a subdiffusive map, however, we expect these findings
to be typical for spatially extended, low-dimensional, anomalous deterministic dynamical
systems altogether. Further studies will focus on a more detailed analysis of the anomalous
TGK-formula, on a spectral analysis of this map and on treating superdiffusive dynamics
along the same lines.
5 Relation between weak chaos and
transport for anomalous dynamics
In this chapter we explore a possibility of generalizing the Pesin theorem and the escape
rate formalism to nonhyperbolic dynamical systems exhibiting anomalous dynamics. Simple
intermittent maps as studied in chapter 4 are the most prominent models to start with.
Analyzing the Lyapunov stretching function, the Kolmogorov-Sinai entropy production and
the decay of escaping particles we investigate numerically the functional relation between
these different quantities. We show that deterministic aging is an intimate property of such
systems that plays an important role. For simplicity we restrict ourselves to one-dimensional
maps.
The chapter is organized as follows: In section 5.1 we review standard definitions of chaotic
quantities and relations between them for closed and open systems. In section 5.2 we
consider the Manneville map as a simple example of a system with weak chaotic properties.
We formulate the problem of generalization of chaotic quantities and review some properties
of intermittent systems such as aging (section 5.2.2). The use of the Lempel-Ziv compression
algorithm for estimating the KS-entropy production for such systems is formulated in section
5.2.4. Then we consider closed Manneville map and numerically verify the generalized
Pesin theorem for the Lyapunov stretching function and for the Kolmogorov-Sinai entropy
production. In section 5.3 results for open intermittent maps are presented. In section 5.3.1
a transient generalized escape rate formula will be established which is valid for short times.
The essential part of this chapter was reported in the talk Anomalous dynamics, aging, and
chaos in simple deterministic dynamical systems, INTAS03 Meeting and Mini-Symposium
on Anomalous Dynamical Processes, Copenhagen, May 1-4, 2003.
5.1 Chaos quantities
For a one dimensional map xn+1 = F (xn), the Lyapunov exponent measures the mean
separation rate of nearby trajectories [2]:
λ = lim
n→∞
1
n
Ln (5.1)
where with Ln we denote the so-called Lyapunov stretching function:
Ln =
〈
ln
∣∣∣∣∣
n−1∏
i=0
F ′(xi)
∣∣∣∣∣
〉
=
n−1∑
i=0
〈
ln
∣∣F ′(xi)∣∣〉 , (5.2)
here the averaging is over all initial conditions.
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Figure 5.1: An illustration of the picewise linear map for the particular value of the pa-
rameter a = 2. The evolution of two initially nearby trajectories which start from x0 and
x0 + δx0 is shown by lines with arrows.
For ergodic systems a time average is equal to an ensemble average and for the Lyapunov
exponent one get [2]:
λ =
∫
dxρ(x) ln
∣∣F ′(xi)∣∣, (5.3)
where ρ corresponds to an ergodic invariant probability measure of the dynamical system.
If λ > 0 the system is called chaotic, unstable, respectively the system is called non-chaotic,
stable if λ < 0. If λ = 0 the system is called marginally stable.
An example of the evolution of two initially nearby trajectories which start from x0 and
x0 + δx0 is shown in Fig. 5.1. The distance between these trajectories grows exponentially
in time. For illustrative purpose we chose the piecewise linear chaotic map defined in chapter
1.
Dynamical systems with positive Lyapunov exponents can be thought as producing infor-
mation [2, 4, 121]. If µ is an ergodic probability measure, then one can introduce the mean
rate of creation of information known as the Kolmogorov-Sinai entropy hKS or as the metric
entropy [2]. This entropy is related to Shannon’s degree of uncertainty as follows. Let W
be a bounded region containing the probability measure which is invariant under a map F .
Let W be partitioned into r disjoint components:
W = W1 ∪W2 ∪ · · · ∪Wr. (5.4)
Kolmogorov and Sinai define the entropy of the partition {Wi} in terms of the normalized
invariant measure as
Hn({Wi}) = −
r∑
i=1
µ(Wi) ln(µ(Wi)). (5.5)
where n refers to the refinement of the partition. For the trivial partition (the whole interval)
µ = 1 and H(W ) = 0. One can construct finer and finer partitions by examining the pre-
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Figure 5.2: A sketch of the constraction of the generation partition of the map and associated
symbolic representation.
images of a partition and taking the intersections of the original partition and its pre-images.
To get a number that indicates how much information is gained per step, define:
h = lim
n→∞
1
n
Hn or h = lim
n→∞
[Hn+1 −Hn] (5.6)
The Kolmogorov-Sinai entropy, hKS, is defined as the supremum of the above expression
over all possible finite partitions:
hKS = sup
Wi
h. (5.7)
A partition that gives the KS entropy directly from (5.6) is called a generating partition.
When hKS > 0 the system is chaotic. The KS entropy vanishes when the system is periodic
or multiperiodic.
Alternatively, one can quantify the growth of information produced by a system from a
symbolic dynamics of trajectories [4]. An example of the symbolic dynamics for a closed
piecewise linear map is shown in Fig. 5.2. When a particle hits the left branch of the map
we associate the symbol 0 and the symbol 1 when it hits the right branch. Thus, five first
steps of symbolic dynamics of two initially nearby trajectories shown in Fig. 5.2 are:{
00010 · · · , x0
00011 · · · , x0 + dx0
(5.8)
Taking an ensemble of particles, define the entropy as
Hn = −
∑
i
µi lnµi, (5.9)
where µi is the probability to find a specific symbol sequence of length n.
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5.1.1 Closed systems: Pesin’s Theorem
For a closed system 1 the Kolmogorov-Sinai entropy is equal to the sum of the positive
Lyapunov exponents [2, 4, 121],
hKS =
∑
i
λ+i , (5.10)
where the KS entropy and the Lyapunov exponents are calculated using the invariant Sinai-
Ruelle-Bowen (SRB) measure of a system. For a closed 1D chaotic system Pesin’s theorem
implies that the Lyapunov stretching function Ln Eq. (5.2) and the Kolmogorov-Sinai en-
tropy production Hn Eq. (5.5) both growth linearly in time and in the limit t → ∞ with
the same speed given by the Lyapunov exponents and the KS entropy:
Ln ∼ n, Hn ∼ n, hKS = λ. (5.11)
As it was mentioned in Introduction, there are very few analytical results for Lyapunov
exponents and in particular for KS entropies since for both quantities the knowledge of
an invariant density is required, which is hard to calculate. Nevertheless, there are some
systems where the invariant density is known exactly. One of them is the piecewise linear
map discussed previously. Another example is the logistic map:
xn+1 = M(xn) = 4xn(1− xn) (5.12)
for which the invariant density is known analytically [2]:
ρ(x) =
1
pi
1√
x(1− x) (5.13)
The Lyapunov exponent Eq. (5.3) for the logistic map is calculated to be:
M ′(xn) = 4(1− 2xn); λ =
∫ 1
0
dyρ(y) ln(|M ′(y)|) = ln(2). (5.14)
The KS entropy could also be obtained reading hKS = ln(2) and, as was expected, the Pesin
theorem holds, hKS = λ.
5.1.2 Open systems: escape rate formula
For open systems with an escape of trajectories the Pesin theorem is no longer true. Instead,
it was shown that the escape rate formula for open systems holds [122, 123, 124]:
λ(FR)− hKS(FR) = γ, (5.15)
where the escape rate γ is defined as follows: consider an ensemble ofN0 particles uniformely
distributed on some region Γ. Nn is the number of particles that survive inside some region
Γ after n iterations:
Nn = N0e
−γn. (5.16)
Then the escape rate is:
γ = lim
n→∞
1
n
ln(E−1n ), (5.17)
1A system is closed when the phase space is mapped onto itself.
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Figure 5.3: Illustration of the formation of the fractal repeller for the piecewise linear map
with a = 3.
where En =
Nn
N0
. Note that the set of particles which survive forever inside Γ is in this case of
measure zero and is forming the repeller. Typically the repeller forms the so-called Cantor
set.
As an illustration we consider the piecewise linear map with a = 3. In Fig. 5.3 an example
of the formation of the fractal repeller for the piecewise linear map with the slope a = 3 is
shown. In this case the fractal repeller forms a middle-third Cantor set. The escape rate is
easily calculated to [4]:
Nn = N0e
−n ln 3
2 , γ = ln
3
2
(5.18)
For the calculation of the Lyapunov exponent and of the KS-entropy one should note that
the number of particles is changing, so the measure is no longer conserved. In this case
one should renormalize the invariant measure on each step. Thus, the measure on the
fractal repeller is obtained. In the literature this is known as the conditionally invariant
measure [125]. For open hyperbolic systems the Kolmogorov-Sinai entropy and the Lyapunov
exponent should be calculated with respect to the normalized invariant measure living on
the fractal repeller. Detailed calculations leads to [4]:
λ = ln 3, hks = ln 2. (5.19)
Combining all together, one observe that the escape rate formula Eq. (5.15) is satisfied.
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For dynamical systems exhibiting diffusion the escape rate formula for diffusion was derived
[126]. This formula connects the transport coefficient with the difference between the sum of
positive Lyapunov exponents and the Kolmogorov-Sinai entropy. For a spatially extended
systems of size L the diffusion coefficient is then given by:
D = lim
L→∞
(
L
pi
)2(∑
λi>0
λi(FR)− hks(FR)
)
, (5.20)
where the limit of L→∞ is imposed to eliminate possible finite size effects. All quantities
on the right hand side of the expression are calculated on the fractal repeller.
5.2 Weak chaos: Generalized Pesin Formula
In [116] Gaspard and Wang defined a class of dynamical systems where the rate of the
entropy production Hn Eq. (5.5) and the rate of separation of trajectories Ln Eq. (5.2)
behave as:
Hn, Ln ∝ nν0(lnn)ν1 with 0 < ν0 < 1 or ν0 = 1 and ν1 < 0. (5.21)
These relations looks more general in the sense that they include usual exponential chaos,
ν0 = 1 and ν1 = 0. Gaspard and Wang also define the exponent of sporadicity ν0 as the
asymptotic of lnLn/ lnn. In case of Eq. (5.21) one speak about a stretched exponential
instability. We will denote dynamical systems which possess such properties as weakly
chaotic systems.
Let us define the generalized Lyapunov index and the generalized KS entropy in the following
way:
λ˜ = lim
n→∞
Ln
nν0(lnn)ν1
, h˜KS = lim
n→∞
Hn
nν0(lnn)ν1
(5.22)
Conjecture: Our goal is to show that a generalized Pesin theorem exists,
λ˜ = h˜KS. (5.23)
For ν0 = 1 and ν1 = 0 the ordinary Pesin theorem is recovered.
Note that another version of the generalized Pesin theorem for closed weakly chaotic dy-
namical systems was proposed in [127] which was based on the Tsallis entropy.
5.2.1 The Manneville map
Let us consider the simple intermittent Pomeau-Manneville map which is defined as:
xn+1 = Ma(xn) , Ma(x) = x+ x
z mod 1, (5.24)
here z is a parameter which controls the degree of non-linearity of the map and xn is
the position of a point particle at discrete time n. This map was introduced by Pomeau
and Manneville to describe the transition to turbulence [62]. For z = 1 the Manneville
map becomes identical to the piecewise linear map studied in chapter 2. This map is closely
related to the diffusive intermittent map studied in chapter 4. An example of the Manneville
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Figure 5.4: Illustration of the Manneville map for the particular parameter value of z = 3.
Note the marginal fixed point at x = 0.
map is shown in Fig. 5.4. Due to the marginal fixed point 2 a typical trajectory of the map
consists of long laminar phases interrupted by chaotic bursts as it is seen from Fig. 5.5.
From the work Ref. [116] it is known that the map Eq. (5.24) displays three dynamical
regimes depending on the parameter z: for 1 ≤ z < 3
2
dynamics is normal in the sense
that the fluctuations of some random observable are Gaussian. For 3
2
< z < 2 dynamics
is transiently anomalous and for z > 2 the dynamics is (Le´vy) anomalous with the Le´vy
index α = 1
z−1 . These dynamical regimes are connected with the properties of the invariant
measure. It is known that near the origin x = 0 the invariant density of the Manneville
map behaves as ρ(x) ' x1−z [116]. For z > 2 it is not normalizable.
Depending on the map parameter z the average Lyapunov stretching function Ln behaves
differently because of different dynamical regimes of the map [116]:
For 1 ≤ z < 3/2 the average Lyapunov stretching function grows linearly in time,
Ln ∼ n. (5.25)
In this case as it was discussed above the fluctuations of some random observable are Gaus-
sian.
For 3/2 ≤ z < 2 the growth is again linear in time but the fluctuations are non-Gaussian.
At z = 2 a dynamical phase transition occurs and a logarithmic dependence, similar to the
phase transition occurring for the mean squared displacement in the intermittent maps of
chapter 4, appears:
Ln ∼∼ n/ lnn. (5.26)
2For a one-dimensional map, a fixed point x0 is called marginal if the derivative of the map calculated
at this point is equal to one, M ′(x0) = 1 [2].
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Figure 5.5: A typical trajectory generated by the Manneville map for the particular param-
etervalue of z = 3.
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Figure 5.6: Illustration of Ln behaviour for a single particle for z=3. Thick solid line is
proportional to nα, α = 1/2.
Finally, for z > 2
Ln ∼ n 1z−1 . (5.27)
In this case the fluctuations are of Le´vy type. It was predicted [116] that the Kolmogorov-
Sinai entropy production Hn has the same asymptotics as the average Lyapunov stretching
function:
Hn ∼ Ln, n→∞ (5.28)
This is the first indication that the analog of Pesin’s theorem for anomalous dynamical
system exists. In the next section we present numerical results on the generalized Pesin
theorem for the Manneville map.
However, before we start with the generalized Pesin formula, we discuss an important point
which will be used in the following namely an aging phenomenon in dynamical systems.
5.2.2 Aging in dynamical systems
An aging behaviour is usually associated with disordered dynamical systems [128]. Recently
aging was observed in deterministic maps [129] where the intermittent map of chapter 3 was
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considered. These are intermittent systems or as in Ref. [129] demonstrate anomalous
diffusion in addition.
One way to investigate aging is to measure the correlation function between physical quan-
tities A and B at time ta and some time t, CAB(ta, t) = 〈A(ta)B(t+ ta)〉, after aging the
system in the time interval (0, ta) where ta is called an aging time. A system exhibit aging
if its properties depend on both t and ta even in the limit when both are long [128].
In Ref. [129] the mean squared displacement was invetigated for the intermittent map which
is closely related to the Manneville map. Two regimes were found namely for t/ta  1,
〈x2〉 ∝ t/t1−αa but for t/ta  1 〈x2〉 recover its asymptotics 〈x2〉 ∝ tα, α = (z − 1)−1 where
z is a map parameter.
For an intermittent system one will observe such a phenomenon for all t, so in such a case it
is called asymptotic aging. The reason for the asymptotic aging is that for these systems (for
some system parameters) there exists no equilibrium invariant density, or more correctly,
this invariant density is extremely sharply peaked. Thus, it takes an infinitely long time
for a system to develop this density. In the case when the invariant density exists (but
still it takes long time to reach this invariant density) one find transient aging only in the
pre-asymptotic regime and no aging in the limit t → ∞. In the next section we will use
aging for the numerical verification of the generalized Pesin theorem.
5.2.3 Numerical test of the generalized Pesin Formula
In our simulations of the Manneville map we have used an ensemble of 106 particles which
were initially uniformely distributed on the interval (0, 1) to calculate Lyapunov stretch-
ing functions. To calculate Kolmogorov-Sinai entropy production the method described in
section 5.1 was used.
As it follows from the previous section, for 1 ≤ z < 3/2 the Kolmogorov-Sinai entropy
production and the Lyapunov stretching function grow linearly in time Hn ∼ n, Ln ∼ n, so
the standard Pesin theorem Eq. (5.10) is expected to hold. In Fig. 5.7 the time dependence
of Ln and Hn are shown for the particular value of the parameter z = 1.2. The inset shows
the same dependence in double logarithmic scale. The slope of the lines is proportional to
n. The dashed lines correspond to aged quantities with the aging time na = 10
2. Since the
invariant density of the map is normalizable there is no aging phenomenon and Ln and Hn
overlap in this case.
For 3/2 ≤ z < 2 the Kolmogorov-Sinai entropy production and the Lyapunov stretching
function still grow linear in time Hn ∼ n, Ln ∼ n but the fluctuations are non-Gaussian,
so Pesin’s theorem is expected to hold after some transient time. In Fig. 5.8 the time
dependence of Ln and Hn are shown for the parameter value z = 1.7. The convergence to
the invariant density in this region of parameter z is slower. We also plot these quantities
for two aging times na = 10
2 and na = 10
3. The convergence of curves to each other by
aging and to asymptotic form is clearly seen. Thus, we conclude that after some transient
time the Pesin theorem Eq. (5.10) is satisfied.
For z > 2 the Kolmogorov-Sinai entropy production rate and the Lyapunov stretching
function grow as Hn ∼ nα, Ln ∼ nα and the fluctuations are of Le`vy type, so we are looking
for a generalized Pesin theorem in the form of Eq. (5.23). In Fig. 5.9 we plot the time
dependence of Ln (solid lines) and Hn for the parameter value z = 3. Both quantities are
calculated starting from a uniform initial distribution. The inset shows the same dependence
in double logarithmic scale. The dashed and dashed-dotted lines correspond to the aged
82 5 Relation between weak chaos and transport for anomalous dynamics
4 8 12
n
4
8
12
L n
,
 
H
n
0.01 0.1 1 10
Log
0.01
0.1
1
10
Lo
g
~ n
Figure 5.7: The time dependence of Ln (solid lines) and Hn (lines with symbols) for the
Manneville map with z = 1.2. Both quantities are calculated starting from a uniform initial
distribution. The inset shows the same dependence in log-log plot. The slope of the lines
is proportional to n. The dashed lines correspond to aged quantities with the aging time
na = 10
2. Ln and Hn overlap in this case.
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Figure 5.8: The same as in Fig. 5.7 but for the parameter value z = 1.7. The slope of
the lines is proportional to n. The dashed and dashed-dotted curves corresponds to aged
quantities with the aging times na = 10
2 and na = 10
3 respectively.
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Figure 5.9: The time dependence of Ln (solid lines) and Hn (lines with symbols) for the
Manneville map with z = 3. Both quantities are calculated starting from the uniform
initial distribution. The inset shows the same dependence in logarithmic scale. The dashed
and dashed-dotted lines corresponds to aged quantities with the aging times na = 10
2 and
na = 10
3 respectively. The slope of the nonaged quantities is proportional to n
1
2 . The slope
of the aged quantities is proportional to n on this time scale (see the text).
quantities with the aging times na = 10
2 and na = 10
3 respectively. The slope of the
nonaged quantities (solid curves) is proportional to nα where α = 1/2. The slope of the
aged quantities (dashed and dashed-dotted curves) is proportional to n on this time scale.
However, for n  na the dependence of Ln and Hn crosses over to n 12 like for the time
dependence of the mean squared displacement in Ref. [129]. For the Lyapunov stretching
function it is easy to show [130]:
Ln ∼ (n+ na)α − nαa ∼
{
αnα−1a n, n na
nα, n na
(5.29)
Note the convergence of the aged curves to each other and to the power law in the limit
n na →∞ (see Fig. 5.9).
Due to numerical problems it was not possible to calculate Kolmogorov-Sinai entropy pro-
duction with the method from section 5.1 for a longer time. Thus, we have applied different
method. Namely, with the help of the Lempel-Ziv compression algorithm we were able to
calculate a quantity which converge to Hn for long time. The advantage of this method is
that now we can estimate the Kolmogorov-Sinai entropy production for a much more longer
time. In the next section we will describe the Lempel-Ziv algorithm and apply it to our
problem.
84 5 Relation between weak chaos and transport for anomalous dynamics
5.2.4 Lempel-Ziv algorithm for the estimation of the KS entropy
As it was discussed in section 5.1, the KS-entropy can be calculated from the generating
partition of a system. However, the knowledge of the invariant measure is required in this
case. Even relaxing this condition and starting from a uniform density for the numerical
calculation of Hn one exhausts the computer memory after 25− 30 partition levels.
One way to overcome these problems is to use some algorithm from the information theory
to extract the entropy of the system. The most well-known compression algorithm ZL78 is
due to Lempel and Ziv [79, 80, 81]. The source sequence S = s1s2... of length N in this
algorithm is decomposed into words w1w2 of variable length. The next word is constructed
such that it is the shortest word not seen in the past. The corresponding compressed code
consists then of pairs of numbers: an indicator being a pointer to the previous occurrence
of the prefix of the word and the last bit of the word. As an example consider the sequence
S which is decomposed into words as follows:
S = 01001101001... (5.30)
S = (0)(1)(00)(11)(01)(001)...
In such a way each word wk k > 1 is an extention of some word wl with l < k plus one
symbol s′. Each word is then encoded by the pair (l, s′). ZL78 is a simplification of a
previous version of the algorithm LZ77 in which the string is also decomposed into words
w1, w2, ..., but now a word wk is not necessarily an extension of a previous word wl. Instead
it can be an extension of any substring which starts earlier than wk. For the above string
we get the different decomposition:
S = (0)(1)(00)(11)(01001)... (5.31)
It is clear that LZ77 encodes the sequence more efficiently and is thus better suited for
sequences with long correlations.
The entropy of the sequence for both algorithms LZ77 and ZL78 is related to the length of
the associated encoding l(n) via [86]:
hs = lim
n→∞
Wn
n
(5.32)
The length of the encoding grows with the total number of words Nw(n) as:
Wn ∼ Nw(n)(logbNw(n) + 1) (5.33)
where b is the cardinality of the alphabet.
It is proven that the following rigorous bound holds: for a stationary dynamical system with
the Kolmogorov-Sinai entropy hKS and an invariant measure, the entropy of a string is [86]:
h ≤ hKS
ln b
, (5.34)
Thus, Eq. (5.33) in the long time limit converge to the Kolmogorov-Sinai entropy production.
Here we apply both LZ77 and ZL78 algorithms for the estimation of the KS-entropy pro-
duction in the Manneville map. In Fig. 5.10 the time dependence of Ln and Hn is shown for
the parameter value z = 1.7. Again, both quantities are calculated starting from a uniform
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Figure 5.10: The time dependence of Ln (solid line) and Hn (line with symbols) for the
Manneville map with z = 1.7. The upper curve corresponding to l(n) is calculated from the
ZL78 method (see Eq. (5.33)) and converges to the KS-entropy production for large times.
The dashed line is a guide for the eyes and is proportional to n.
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Figure 5.11: The same as in Fig. 5.10 for the parameter value z = 3. The upper solid
curve corresponds to l(n) Eq. (5.33) calculated from the LZ77 method. The dashed lines
are guides for the eyes and are proportional to n
1
2 and n, respectively.
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Figure 5.12: An illustration of map Eq. (5.35) for z = 3.
initial distribution. The upper curve corresponds to l(n) and is calculated from the ZL78
method (see Eq. (5.33)) averaged over 10 trajectories. It is seen that l(n) converges to the
KS-entropy production for large times.
In Fig. 5.11 the same is plotted for the map parameter z = 3. The length of the compressed
string was calculated from the LZ77 method and averaged over 10 trajectories. As in the
previous case Wn converges to the KS-entropy production for large times from above.
Thus, we complete the numerical verification of the generalized Pesin theorem for closed
anomalous systems showing the existence of the relation (5.23) for short time scales Figs.
5.7 - 5.9 and for long times Fig. 5.10 and Fig. 5.11.
In the next section we present our approach to the generalize escape rate formula to open
intermittent systems.
5.3 Open systems: generalized escape rate formula
As a model of an open intermittent system we take the map which was studied in chapter
4. Here we recall its definition:
xn+1 ≡Mz,a(xn) = xn + axzn, 0 < xn <
1
2
, (5.35)
where the parameter z stands for the degree of nonlinearity and a is a control parameter,
a > 1. For 1
2
≤ xn < 1 the map is defined by point symmetry. A sketch of the map is shown
in Fig. 5.12. Note that in contrast to the Manneville map there are two marginal fixed
points. We recall (see chapter 4) that the diffusive properties of the map strongly depend
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Figure 5.13: Thick lines: the time dependence of the Lyapunov stretching function Ln
(upper curve), Kolmogorov-Sinai entropy production Hn (middle curve) for the open double
Manneville map with z = 3 and a = 8. The lower curve represents En. The dashed lines
are the power law fits to the data (see the text).
on the parameter z. Namely, for 1 < z < 2 the diffusion generated by the map (5.35) is
normal whereas for z > 2 it is anomalous.
Since this map is closely related to the Manneville map, many results will be applicable also
for the map Eq. (5.35). First we analyse the escape of particles for the map (5.35). This
problem was also addressed by periodic orbit theory [131, 132, 133, 134].
For small times the escape of particles is still exponential, however, for large times it crosses
over to a power law behaviour [133]. The crossover time depends on the properties of the
system and may be considerably large such that the power law behaviour may be hard to
detect [133].
The escape of particles is related to the waiting time distribution which is calculated to be
3
w(n) = a[2z−1 + a(z − 1)n]− zz−1 (5.36)
The long time asymptotics of the ratio of particles which survive inside some region of the
phase space to the total number of particles is given by:
En = Nn/N0 = 1−
∫ n
0
dt′w(t′) = const. n−α, α =
1
z − 1 (5.37)
We define the generalized escape rate which replaces the usual escape rate γ (see Eq. 5.17)
as:
γ˜ = lim
n→∞
1
nα
E−1n . (5.38)
3For the calculation of the waiting time distribution see chapter 4.
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Note that the ratio of the number of particles which are not yet escaped to the total number
of particles is used instead of the logarithm of this ratio in Eq. (5.17). The generalized
escape rate has now the dimension [sec]−α instead of [sec]−1.
For the double Manneville map En is shown in Fig. 5.13 for parameters z = 3, a = 8. In
this case for the time dependence of En the theoretical value of α is 1/2 which is confirmed
by the numerical simulations. In our numerical simulations we have used an ensemble of
107 particles initially uniformely distributed on the interval [0, 1].
In this section we will explore the possibility of the extension of the validity of the escape
rate formula Eq. (5.15) to open weakly chaotic systems. By using the generalized quantities
Eq. (5.22) and Eq. (5.38) we will look for a relation between them in the form:
γ˜ = λ˜− h˜KS (5.39)
5.3.1 Transient generalized escape rate formula
In the initial exponential regime of the decay of particles one may expect that the usual
chaotic quantities and relations between them are still valid. We illustrate this for the
parameter regime where the dynamics of the system is not too anomalous, that is, for
parameters z < 2 where the invariant density of the reduced map exists.
As an example we consider z = 1.2. Since for short times n ≤ 40 the escape of particles is ex-
ponential, the escape rate γ was calculated from Eq. (5.17) and was found to be γ ' 0.3. The
exponential decay of particles corresponds to the linear increase of the Lyapunov stretching
function and of the Kolmogorov-Sinai entropy production. The Lyapunov stretching func-
tion Ln was calculated to Ln ' 0.95n+ const1. The linear regime was restrected by n ≤ 40.
The Kolmogorov-Sinai entropy production was estimated to Hn ' 0.65n + const2 for the
time n ≤ 15. It is easy to check that the usual escape rate formula Eq. (5.15) is satisfied.
In our case we denote this as a transient escape rate formula.
For z > 2 it was demonstrated for the closed Manneville map that the Lyapunov stretching
function and the Kolmogorov-Sinai entropy production grow as n
1
z−1 . For the open double
Manneville map both quantities are shown in Fig. 5.13 together with the ratio of the number
of particles, which are not yet escaped out of the unit interval, to the total number of particles
En = Nn/N0. In this case the linear regimes for the Lyapunov stretching function and the
Kolmogorov-Sinai entropy production are too short to be detected after initial transients.
Therefore, we apply the generalized definitions of the respective quantities. The generalized
escape rate Eq. (5.38) was estimated to γ˜ ' 0.9 for parameter values z = 3, a = 8. Fitting
the Lyapunov stretching function and the Kolmogorov-Sinai entropy production by the
power law with the exponent 1/2 (see Fig. 5.13), we have found the following values for
the generalized Lyapunov exponent and the generalized KS-entropy Eq. (5.22) λ˜ ' 2.1,
h˜KS ' 1.2. The Kolmogorov-Sinai entropy production was calculated by the generation
partition method described in section 5.1. 4 Inserting these values into Eq. (5.39) we
observe that it is satisfied. Since the time where this relation is valid is restricted we denote
it as a transient generalized escape rate formula.
4The cutoff at time n ∼ 30 in the numerical simulation of this quantity was due to the limited computer
memory.
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5.4 Conclusion
In this chapter relations between chaotic and transport properties of dynamical systems
were considered. For hyperbolic dynamical systems these are the Pesin theorem for closed
system and the escape rate formula for open systems. We have studied generalizations of
these quantities for a class of dynamical systems where the chaotic properties are weaker.
With the help of numerical simulations we have established a class of generalized relations
between these quantities. The Manneville map and the double Manneville map were chosen
as typical examples of weakly chaotic closed and open systems, respectively. The relation
of the generalized chaotic quantities with the diffusive properties of a system such as Eq.
(5.20) is left for the future.
Summary
Understanding of the macroscopic transport on the bases of microscopic dynamics is an
important task which is not only of theoretical interest but hopefully of value to experiment.
In the present work the deterministic diffusion in low-dimensional discrete time maps is
considered. For hyperbolic dynamical systems of a certain class the deterministic diffusion
is normal. The parameter dependence of the diffusion coefficient on control parameters for
such systems is known to be fractal function. Several analytical methods which were de-
veloped to treat transport in such systems fully confirm numerical results. To analyse the
fractality of the diffusion coefficient the Taylor-Green-Kubo (TGK) formula for diffusion
is employed. This formula combines the invariant propability densities of the associated
reduced to the unit interval system with fractal generalized Takagi functions. The TGK
formula provide also series expansions for deterministic diffusion coefficients. In these ex-
pansions the first term represents random walk approximations while other ones account
for higher-order dynamical corelations. By looking at the convergence of such a series one
identifies contributions to fractal coefficients in terms of higher-order dynamical correlations.
The main focus of this theses is nonhyperbolic and weakly chaotic intermittent dynamical
systems. The climbing sine map is an example of a system which has properties in-between
fully hyperbolic systems and intermittent ones. In contrast to hyperbolic dynamical systems
none of these analytical methods work in nonhyperbolic cases. The nonhyperbolisity of the
system leads to the appearance of nonchaotic behaviour for certain regions of the control
parameter values. In this case the Taylor-Green-Kubo formula provides an understanding of
the complex intersection of chaotic regions which are associated with normal deterministic
diffusion and non chaotic regions corresponding to anomalous diffusion. Due to the same
mechanism which produces the fractal diffusion coefficient in hyperbolic systems, diffusion
in the climbing sine map is found to be a fractal function. Moreover, the intersection of
chaotic and non chaotic regions appear to be also fractal.
We wish to remark that the climbing sine map is of the same functional form as the respec-
tive nonlinear equation in the two-dimensional standard map, which is considered to be a
standard model for many physical Hamiltonian dynamical systems. Indeed, both models are
motivated by the driven nonlinear pendulum, both are strongly nonhyperbolic, and though
the standard map is area-preserving it too exhibits a highly irregular parameter-dependent
diffusion coefficient. Understanding the origin of these irregularities was the subject of in-
tensive research, however, so far the complexity of this system did not enable to reveal
its possibly fractal nature. A suitably adapted version of our approach to nonhyperbolic
diffusive dynamics as presented in this work may enable to make some progress in this
direction.
There is a class of dynamical systems called intermittent where the dynamics consist of a
mixture of regular motion and chaotic behaviour. For periodically continued systems this
results in anomalous diffusion. In this thesis we treat the anomalous dynamics generated
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by a paradigmatic subdiffusive one-dimensional map. We have shown that this type of map
exhibits a fractal generalized diffusion coefficient (GDC) under variation of control param-
eters. We have modified the standard continuous time random walk theory to explain the
coarse dependence of the GDC and a non-trivial phase transition from normal to anomalous
diffusion. Near the phase transition point the GDC is found to be strongly suppressed by
logarithmic corrections in time. A more detailed understanding of the GDC is provided by
an anomalous TGK formula suggesting intimate relations to aging, fractal functions and er-
godic theory. The coarse-grained probability density function of these anomalous dynamics
is in excellent agreement with the solution of a suitable fractional diffusion equation while
on fine scales it reflects the microscopic details of the intermittent dynamics. Although we
have only treated a subdiffusive map, we expect these findings to be typical for an spatially
extended, low-dimensional, anomalous deterministic dynamical systems. Particularly, for
superdiffusive systems one may expect not only suppressions of the GDC but also enhance-
ments.
The relation between chaotic and transport properties of dynamical systems lies at the
heart of modern non-equilibrium statistical physics. While there are very few rigorous
analytical results it is known that for closed hyperbolic dynamical systems the Pesin theorem
holds which links the sum of positive Lyapunov exponents to the Kolmogorov-Sinai entropy.
For open hyperbolic systems, the so-called escape rate formula is valid. In this work we
have studied generalizations of these quantities for a class of dynamical systems where the
chaotic properties are weaker. With the help of numerical simulations we have established
generalized relations between these quantities for closed and for open systems. We believe
that it will be possible also to derive corresponding relations of generalized chaotic quantities
with the diffusive properties of a system along the same lines.
There are many open problems which remain unsolved. Below we list some of them.
As it was pointed out before there are very few analytical methods to calculate transport
coefficients even for fully hyperbolic dynamical systems. For nonhyperbolic systems com-
puter simulations and stochastic approximations seem to be the only available methods now.
Therefore, further development in this direction is very important.
Another important open equation is to incorporate quantum dynamics of a single particle
into the description. More precisely, to know to which extent the fractal properties of
macroscopic transport will survive in this case.
Finally, we believe that fractal properties could be also established for other transport coeffi-
cients such as viscosities and thermal conductivities. We also believe that this phenomenon
could be observed experimentlly. There are several candidates for measuring fractal trans-
port coefficients. These are antidot lattices where the quantities of interest are the electric
and the magneto-resistance, Josephson junctions displaying phase diffusion, and granular
systems consisting of a diffusing bouncing particle. A very promising candidate appears to
be the phase dynamics in superconducting quantum interference devices (SQUID’s), which
was very recently analyzed theoretically and studied experimentally.
Appendix A: Diffusion coefficients of two
conjugate maps
In this Appendix we give a proof of the statement of Grossmann and Thomae [10] that two
diffusive maps which are conjugate to each other have the same diffusion coefficient.
Two diffusive maps F : I → I and G : J → J are called conjugate [10, 95, 100] if there
exists a map H : I → J such that F (x) = H(G(H−1(x))). Let us assume in the following
that the conjugation function H is sufficiently smooth. Let the invariant densities of the
corresponding reduced (mod 1) maps be ρ˜(x) for F (x) mod 1 and ρ(y) for G(y) mod 1; then
it is, according to conservation of probability, ρ˜(x) = |(H−1(x))′| ρ(H−1(x)). The diffusion
coefficients of the maps F (x) and G(y) we denote by DF and DG, respectively. Without loss
of generality let us furthermore assume that the maxima of both maps are in the interval
[1, 2].
We now start with the Green-Kubo formula written in correlated random walk terms as
DF =
1
2
1∫
0
[F (x)]2 ρ˜(x)dx +
1∫
0
[F (x)] ·B(x) ρ˜(x)dx, (5.40)
where
B(x) = [F{F (x)}] + ...+ [F ({F ({... ({F (x)}) ...})})] + ... , (5.41)
or shortly
DF = dF0 + dF1 + dF2 + ... (5.42)
where
dF0 =
1
2
1∫
0
[F (x)]2 ρ˜(x) dx, (5.43)
dF1 =
1
2
1∫
0
[F (x)] [F{F (x)}] ρ˜(x) dx, (5.44)
and so on. Focusing on the first term, one can rewrite this expression using the symmetry
of the map to
dF0 =
1
2
1∫
0
[F (x)]2 ρ˜(x) dx =
x2∫
x1
ρ˜(x) dx, (5.45)
where x1, x2 defines an escape region. For the conjugate map G(y) the respective term reads
dG0 =
1
2
1∫
0
[G(y)]2 ρ(y) dy =
y2∫
y1
ρ(y) dy, (5.46)
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where y1, y2 is the corresponding escape region for G. Note that the escape regions (x1, x2)
and (y1, y2) are not the same, however, it is straightforward to show that H(xi) = yi, i = 1, 2,
that is, the topology of both maps is conserved such that the two escape regions are mapped
onto each other under conjugacy.
Taking into account the conservation of probability mentioned before one immediately gets
dF0 = dG0 . (5.47)
All other terms dF1, dF2, ... and dG1, dG2, ... have the form
d(F,G)i = A
∫
δesc
ν(z) dz, i = 1, 2, ... (5.48)
where A is a constant, δesc is the respective escape region and ν(z) dz is the corresponding
invariant measure. Thus, the same argument can be applied to show that dFi = dGi ,
(i = 1, 2, ...). Combining all results we arrive at
DF = DG . (5.49)
Appendix B: Recursion relation for
generalized Takagi functions
We start with the recursion relation for the jump velocity function Eq. (3.18),
Jna (x) = ja(x) + J
n−1
a (ma(x)), (5.50)
by recalling the definition of the generalized Takagi function Eq. (3.19),
T na (x) :=
∫ x
0
Jna (z) dz, T
n
a (0) ≡ T na (1) ≡ 0, (5.51)
or differently
Jna (x) =
d
dx
T na (x). (5.52)
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Figure 5.14: Illustration of the construction of the inverse function of the climbing sine map
for the parameter value a = 1.189. Piecewise invertible branches are labeled by the integer
numbers i = 1, · · · , 7.
We have to integrate Eq. (5.50),
x∫
0
dy Jna (y) =
x∫
0
dy ja(y) +
x∫
0
dy Jn−1a (ma(x)). (5.53)
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By using of Eq. (5.51) we get
T na (x) = ta(x) + I(x), x ∈ (0, 1], (5.54)
where
I(x) =
x∫
0
dy Jn−1a (ma(y)), x ∈ (0, 1]. (5.55)
Without loss of generality let us assume that the maximum of the map is in the interval
[1, 2].
Depending on x the integral in Eq. (5.55) can be decomposed into
I1(x) =
x∫
0
dy Jn−1a (ma(y)), x ∈ (0, x1]; (5.56)
I2(x) =
x1∫
0
dy Jn−1a (ma(y)) +
x∫
x1
dy Jn−1a (ma(y)), x ∈ (x1, x2];
I3(x) = ..., x ∈ (x2, x3]; ... I6(x) = ..., x ∈ (x5, x6];
I7(x) =
x1∫
0
dy Jn−1a (ma(y)) + · · ·+
x∫
x6
dy Jn−1a (ma(y)), x ∈ (x6, x7].
Each integral in Eq. (5.56) now contains only one piecewise invertible branch of the reduced
map mia(x) as shown in Fig. 5.14. Here, the piecewise invertible branches of the reduced
map are labeled by integers, and the corresponding branches of the inverse function gia(y)
have the same indices i = 1, · · · , 7. Since all integrals in Eq. (5.56) have the same form (only
the inverse parts of the reduced map are different), we restrict ourselves to the integral
I(x) =
x∫
0
dy Jn−1a (m
i
a(y)). (5.57)
Making the change of variables z = mia(y) and using the definition of the generalized Takagi
function Eq. (5.52) we get
I(x) =
mia(x)∫
0
dz (gia(z))
′ d
dz
T n−1a (z). (5.58)
Using integration by parts we arrive at
I(x) = (gia(z))
′ · T n−1a (z)|m
i
a(x)
0 −
mia(x)∫
0
dz (gia(z))
′′ · T n−1a (z). (5.59)
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Now recall that according to Eq. (5.51) it is T n−1a (m
i
a(xj)) ≡ 0, where the xj define the
boundaries of the piecewise invertible parts ofma(x), see Fig. 5.14, and that (g
i
a(z))
′ |z=mia(x) ≡
1/(mia(x))
′
. Thus, by formally defining the inverse function ga(x) as consisting of all
branches i = 1, . . . , 7, we can finally write Eq. (5.54) in the form
T na (x) = ta(x) +
1
m′a(x)
T n−1a (ma(x))− I(x) (5.60)
with the integral term
I(x) =
∫ ma(x)
0
dzg′′a(z)T
n−1
a (z). (5.61)
Appendix C: Calculating measure of
periodic windows
The parameter values atan which correspond to the tangent bifurcations of the p-periodic
windows were found by solving the two coupled transcendental equations
∂m(p)atan(x)/∂x = 1, m
(p)
atan(x)− x = 0, (5.62)
where m
(p)
a (x) denotes the p-times iterated reduced map. This corresponds to the situation
where m
(p)
a (x) touches the bisector. Somewhat after a tangent bifurcation one will unavoid-
ably find a situation where a critical point xc, which corresponds to an extremum of m
(p)
a (x),
crosses the bisector. When this critical point is exactly located on the diagonal, the reduced
map or its higher iterations have a fixed point and there exists a specific Markov partition
on the interval [36, 37]. The periodic orbit generated by the corresponding parameter value
ass is superstable,
m(p)ass(xc)− xc = 0. (5.63)
By further increasing the parameter value up to acr a crisis takes place, and this again
corresponds to the existence of a certain Markov partition.
Based on this scenario, the full numerical procedure which was used for calculating the
measure of periodic windows is as follows: The values of ass corresponding to superstable
solutions were first calculated by a combination of bisection with the Newton method. The
parameters for the tangent bifurcations could then usually be found by the modified two-
dimensional Newton method [112]. However, the highly discontinuous nature of m
(p)
a (x)
made its implementation very inefficient. Instead, starting in the vicinity of each ass we
again combined the one-dimensional Newton and bisection methods. This ensured that no
windows were missed. Finally, the parameter values corresponding to crisis points acr, which
are also defined by Markov partitions, can be found by solving respective equations that are
formally analogous to Eq. (5.63).
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