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Geleitwort
Die Serviceorientierung ist im Bereich der Entwicklung vonbetrieblichen Anwendungssyste-
men gegenwärtig der Ansatz, welcher als der tragfähigsteund bedeutendste angesehen wird.
Dies liegt einerseits daran, dass die Erwartungen an diesenAnsatz, die semantische Lücke
zwischen den fachlichen Anforderungen und der technischenRealisierung der Automation zu
schließen, sehr groß sind, andererseits versehen die großen Standardsystemanbieter heute ihre
Systeme mit dem Prädikat der Serviceorientierung. Bei derwissenschaftlichen Diskussion eines
aktuellen
”
Phänomens“ wie serviceorientierte Architekturen stelltsich automatisch die Frage
nach der Nachhaltigkeit des ihm zugrundeliegenden Konzepts. Die Arbeit von Herrn Juhrisch
bietet die wissenschaftliche Grundlage für eine weitere Diskussion der Fragestellung, wie die
semantische Lücke zwischen der fachkonzeptuellen Darstellung des Gegenstandsbereichs und
der technischen Implementierung geschlossen werden kann.Dies ist ein schon immer disku-
tiertes Thema im Bereich der Systementwicklung, welches, nach meinerÜberzeugung, auch
nie letztendlich gelöst werden kann. In diesem Buch wird ein t chnologisches Artefakt in Form
von Richtlinien entwickelt, welches die systematische Erstellung von serviceorientierten Syste-
men derart unterstützt, dass die entstehenden Systeme auch wirklich dem Anspruch genügen,
welcher mit der Serviceorientierung verknüpft ist.
Die Arbeit von Juhrisch umfasst zwei wesentliche innovative Schwerpunkte, die als ei-
genständige und wichtige Beiträge zur Wirtschaftsinformatik zu interpretieren sind. Ihm gelingt
es, durch die Strukturierung der Literatur zum Thema der servic orientierten Architekturen eine
Möglichkeit zu schaffen, die unterschiedlichen Facettend r Serviceorientierung gegeneinander
abzugrenzen und sich bei der Verwendung des Begriffs auf eine dieser Facetten zu beziehen.
Der zweite Beitrag ist die Erstellung des Description Kit-Ansatzes und seine erste Evaluie-
rung. DieÜberwindung der semantischen Lücke zwischen Fachkonzeptund Implementierung
wird von Juhrisch derart angegangen, dass sowohl Veränderu g n fachlicher Anforderungen
als auch die Restriktionen, welche sich durch realisierte Implementierungen ergeben, mit ein-
fließen. Insofern wird ein kontinuierlicher Systementwicklungsprozess beschrieben, der als ein
permanentes Management von Anwendungssystemen interpreti t werden kann, das bei seiner
strikten Auslegung dazu führen könnte, dass Anwendungssysteme nicht mehr als einmal im-
plementierte Ressource im Unternehmen, sondern eher als sich tändig mit dem Unternehmen
wandelnde Unterstützungssysteme interpretiert werden.Somit wird hier ein Beitrag zu Syste-
mentwicklung vorgestellt, der den berechtigten Anspruch auf theoretische Fundierung ebenso
wie auf praktische Verwertbarkeit stellt.
Prof. Dr. Werner Esswein
Vorwort
Die Untersuchung der Abbildung von Analyse- auf Implementirungsmodelle ist der Teil eines
kontrovers diskutierten Kernthemas der Wirtschaftsinformatik, der mich seit meinem Studium
fasziniert. Prinzipiell existieren hier zwei getrennte Welten – eine betriebliche, realweltliche
Domäne und eine maschinelle Domäne, die typischerweise beide in Modellen vorliegen und
nicht automatisiert aufeinander abgebildet werden können. Sie beschreiben völlig unterschied-
liche Gegenstandsbereiche und besitzen aufgrund ihres individuellen Modellzwecks einen ab-
weichenden Grad an Präzision.
Die Erwartungen zur Auflösung dieses Domänenkonflikts, die mit serviceorientierten Archi-
tekturen verknüpft werden, ergeben sich aus dem Anspruch,betriebliche Aufgaben deckungs-
gleich auf die IT-Ebene abzubilden. Eine Aufgabe führt direkt zum Aufruf eines Service, der
den Nutzer bei der Bewältigung einer Aufgabe unterstützt. Der Service kapselt dabei die kom-
plette Systemarchitektur. Als wissenschaftlicher Mitarbeiter habe ich mich mit dem Thema der
Serviceorientierung sowohl in der Theorie als auch in der Praxis beschäftigt. Die Ergebnisse
meiner Untersuchungen zeigen, dass die hohen Erwartungen bisher nicht erfüllt werden konn-
ten. Es existiert eine semantische Lücke, die als Grundproblem der Wirtschaftsinformatik bisher
nicht abschließend gelöst werden kann. Der in dieser Arbeit vorgestellte Description Kit-Ansatz
hat allerdings den Anspruch, die Handhabbarkeit des Problems, d. h. das Prozedere zur Lösung,
zu verbessern.
Die Idee der Forschungsarbeit war es, dass die Anforderungsmodellierung strukturierter als
bisher erfolgen muss, um den unvermeidlichen Konflikt der Domänen zum Teil auflösen zu
können. Die Intention ist, dass der Fachexperte bereits bei der Modellierung seiner Domäne Ent-
scheidungen berücksichtigt, die eigentlich erst im Entwurf gemacht werden müssen – er nimmt
sozusagen bereits bestimmte Entwurfsentscheidungen voraus. Genauso berücksichtigt auf IT-
Seite der Serviceentwickler bei der Beschreibung eines Service bereits Domänenspezifika. Bei-
des wird in zumutbarem Maße durch das Einhalten von Richtlinien im Modellierungsprozess
verlangt. Da bereits während der Modellerstellung die in de Modellen enthaltenen Informatio-
nen für die Aufgabe des Modellabgleichs präpariert werden, ist in diesem Fall die semantische
Lücke deutlich kleiner als im klassischen Systementwicklungsprozess. Beim State-of-the-Art
ist dieser Winkel wesentlich geringer – domänenneutrale Serviceentwurfskriterien reichen des-
halb nicht aus.
Diese Dissertation hat ihre Wurzeln in der Diplomarbeit, die ich 2005 an der Technischen
Universität Dresden geschrieben habe. Jens Weller, der Betreuer meiner Diplomarbeit und jetzt
ein guter Freund, ermutigte mich damals, über die modellgetriebene Konfiguration serviceori-
entierter Architekturen zu schreiben. Ihm gilt besondererDank. Von außerordentlicher Bedeu-
iii
tung war für mich auch die Unterstützung durch Dr. Gunnar Dietz, der mir seit vielen Jahren ein
treuer Begleiter und enger Freund ist. Ihm danke ich für eine Vielzahl an gemeinsamen Publika-
tionen, interessanten Forschungsreisen und wichtigen Diskussionen, ohne die eine Entstehung
des Description Kit-Ansatzes nicht möglich gewesen wäre.
Sowohl in Dresden als auch in Münster fand ich exzellente Bedingungen für die Vorbereitung
meiner Dissertation vor. Im Speziellen möchte ich mich beim nem akademischen Lehrer und
Doktorvater Prof. Dr. Werner Esswein für die Schaffung einer aufgeschlossenen und inspirie-
renden Arbeitsatmosphäre bedanken. Durch seine Unterst¨utzung bei der Systematisierung der
Arbeit, seine Diskussionsbereitschaft, viele klugen Hinweise und seine kontinuierliche Betreu-
ung hat er ganz wesentlich zur Entstehung dieser Arbeit beigetra en. Frau Prof. Dr. Strahringer
danke ich für dieÜbernahme des Zweitgutachtens und die zahlreichen Anregungen i der so
wichtigen letzten Phase meiner Promotionszeit.
Herrn Dr. Raimund Vogl vom Zentrum für Informationsverarbeitung der Westfälischen
Wilhelms-Universität Münster danke ich nicht nur dafür, mir die Möglichkeit gegeben zu haben,
mich meiner Passion der fachlichen Modellierung serviceorientierter Architekturen widmen zu
können, sondern auch dafür, mir einen großen Freiraum zurwissenschaftlich Entfaltung ein-
geräumt zu haben. Ohne dieses kreative Umfeld wäre meine Forschung nicht möglich gewesen.
Für wichtige Korrekturvorschläge zur ersten Fassung danke ich Dr. Gunnar Dietz, Dr. Jens
Weller, meiner Mutter Elke, meiner Freundin Pauline Gerhardt, Lisa Gerstenberger, Hannes
Schlieter und Jeannette Stark. Ein besonderer und schwer inWorte zu fassender Dank gebührt
meiner Familie und meiner Freundin Pauline. Durch ihre vorbehaltlose Unterstützung haben sie
das Umfeld geschaffen, das für die erfolgreiche Durchführung meiner Dissertation entscheidend
war.
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1 Einleitung
1.1 Gegenstand und Motivation der Arbeit
Geschäftsprozesse werden gegenwärtig mehr denn je durchInformations- und Kommunikati-
onstechnologie (IuK) unterstützt und gleichzeitig durchdiese festgelegt. Einerseits ermöglicht
IuK erst die Umsetzung von Geschäftsprozessen, andererseits determiniert ihre Flexibilität die
Fähigkeit des Unternehmens auf veränderte Prozessanforderungen zu reagieren. Eine Diskussi-
on über die Agilität eines Unternehmens ist deshalb vermeh t mit einer Diskussion über die Fle-
xibilität seiner IuK-Systeme verbunden (vgl. [ScWi08], S. 6; [Bas+05], S. 3; [StGl08], S. 80). In
diesem Zusammenhang wurde in den letzten Jahren das Konzeptder serviceorientierten Archi-
tektur (SOA) umfassend untersucht (vgl. [Offe08], S. 461ff; [StTi07]; [Bev+08], S. 222). Mit
serviceorientierten Architekturen sehen sich Unternehmen it einem Paradigmenwechsel kon-
frontiert: Services spielen in Zukunft eine Schlüsselrolle als Bausteine ihrer Unternehmensar-
chitekturen (vgl. [Brow00], S. 123ff; [ChDa01], S. 10ff; [KoLe04], S. 117; [Pap+06], S. 1). Der
Entwurf eines Anwendungssystems nach dem SOA Paradigma zielt auf die Schaffung einer
verteilt implementierten, technologischen Basis, die eine effiziente Reaktion auf Geschäftsan-
forderungen erlaubt. Services kapseln eine wiederverwendbare Menge an Anwendungssystem-
funktionalität. Ihre Kombination entwickelt sich zum zukünftigen Vorgehen zur Automatisie-
rung von Geschäftsprozessen innerhalb und über Unternehmensgrenzen hinweg (vgl. [Zen+03],
S. 141). Dabei gewährleistet die Einhaltung entsprechender Entwurfskriterien, dass Services
prozessorientiert zu sogenannten Servicekompositionen orchestriert werden können.
Um einen Geschäftsprozess servicebasiert umzusetzen, ist der vollständige Entwurf einer
Folge von Servicefunktionen in einem Prozessmodell erforderlich. Die Schaffung eines sol-
chen Entwurfsmodells ist ein komplizierter, zeitaufwändiger Prozess, der durch den Charakter
formaler Modellierungssprachen bestimmt ist (vgl. [Aal+03], S. 5). Typischerweise sind Ent-
wurfsmodelle das Ergebnis einer Analyse der Geschäftsanforderungen, die in konzeptuellen
Modellen semiformal beschrieben sind. Der Prozess derÜberführung von semiformalen Mo-
dellen in Entwurfsmodelle ist nicht trivial, iterativ und kann nicht vollständig automatisiert
erfolgen (vgl. [KaGe06], S. 8; [Kain05], S. 83f).
Prozessverantwortliche sehen sich nun mit der Notwendigkeit konfrontiert, Servicekom-
positionen jederzeit schnell auf geänderte Anforderungen hin zu adaptieren – sei es durch
Akquisitionen, Globalisierung, Outsourcing, neue Partnerschaften oderÄnderungen in den
Geschäftsprozessen. Die Komplexität der beschriebenenÜberführung in Verbindung mit der
Vielzahl an verfügbaren Services bereitet den Entscheidungsträgern Probleme, adäquate An-
wendungsbereiche für Services in ihrer Prozesslandschaft zu identifizieren und die Services ent-
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sprechend miteinander zu kombinieren. Eine Steigerung derEffizienz im Entwicklungsprozess
ließe sich erreichen, wenn das Problem der Entwicklung von Servicekompositionen vollständig
modellgestützt gelöst werden könnte (vgl. [Kuge00], S.99ff; [Well09], S. 172). Im Ergebnis
würden Algorithmen, basierend auf einer Menge von Regeln,die notwendigen Modelloperatio-
nen erbringen. Die dafür notwendigen Grundlagen werden indieser Arbeit geschaffen.
Es wird ein Ansatz vorgestellt, der zumindest eine semiautoma isierte Transformation durch
eine Abschwächung der strikten Separierung von Sprachbildung und Sprachnutzung erlaubt. So
werden Artefakte eingeführt, die eine Etablierung eines Konsens auf Sprachebene ermöglichen.
Gleichzeitig gestatten sie, problemspezifische Operationen auf den erstellten Modellen vorzu-
nehmen. Eine integrierte Modellierungsumgebung gibt einen Überblick über fachliche Anfor-
derungen und erlaubt gleichzeitig eine passende Zuordnungvo SOA-Services zu Prozessen,
Teilprozessen oder einzelnen Prozessaktivitäten. Im Gegensatz zu bisherigen Transformations-
versuchen werden insbesondere Erkenntnisse aus dem Bereich des semantischen Modellver-
gleichs und der Modellmigration in die Methode integriert.
In der Folge reduziert sich das für die Bewältigung der Aufgabe erforderliche technische
Wissen, was gleichzeitig die für die Lösung der Gesamtaufg be erforderliche Zeit und den
entsprechenden Aufwand verringert. Dies fördert die zielor ntierte Konfiguration einer SOA,
da sich ohne spezifisches technisches Wissen auf die Lösungder fachlichen Problemstellung
konzentriert werden kann. In folgenden Szenarien soll das Potential für eine modellgestützte
Methode verdeutlicht werden:
Szenario 1 Abbildung der Geschäftsanforderungen auf eine noch nichtvorliegende SOA,
d. h. Vorbereitung des Entwurfs eines servicebasierten Anwendungssystems.
Als Herausforderung hat sich dabei die Identifikation der potentiellen Services herausgestellt.
Zwar gibt es Methoden für die Identifikation von Services auModellen (vgl. [IvSt05], S. 60ff),
jedoch wird die Identifikation durch die große Anzahl an verteilt erstellten Prozessmodellen
sowie deren starker Verflechtung untereinander erheblich erschwert. Eine Modellintegration
setzt aber einen Vergleich dieser Modelle voraus. Dieser Vergleich decktÄhnlichkeiten und
Unterschiede zwischen Modellen auf und ist damit die Basis der Integrationsoperation.
Szenario 2 Abbildung der Geschäftsanforderungen auf eine im Diskursbereich vorliegende
SOA. Das Vorliegen einer SOA schließt den Fall ein, dass fachlichen Anforderungen nicht
entsprochen werden kann. So liegt beispielsweise eine inadäquate Servicegranularität vor,
oder notwendige Services sind noch nicht implementiert.
Die Überprüfung, ob sich bestimmte betriebliche Strukturen und Abläufe durch Service-
kompositionen realisieren lassen, ist das zentrale Anliegen der vorliegenden Arbeit. Ei-
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ne Überprüfung entspricht dabei einem Abgleich zwischen Analyse- und Entwurfsmodellen
(vgl. [Prie95], S. 123ff). Organisatorische Anforderungsmodelle müssen mit den verfügbaren
Services verglichen und anschließend für dieÜbersetzung in Servicekompositionen vorbereitet
werden. Dies impliziert eine Anhebung der Entwurfsebene inRichtung der Analyseebene. Vor-
aussetzung dafür ist die Etablierung einer Verbindung zwischen Analysemodellen und verteilt
beschriebenen Services. Das Szenario kann in zwei Teilprobleme zerlegt werden:2a) Abbil-
dung neuer, bislang noch nicht automatisiert ablaufender Geschäftsprozesse auf die SOA. Das
Anforderungsmodell beschreibt teilweise oder gänzlich neue Sachverhalte. Damit verbunden ist
die Suche nach Services zur Lösung eines bestimmten organisatorischen Problems.2b) Ände-
rungen der Anforderungen, welche bestehende, bereits abgeglichene Prozessabläufe betreffen.
Die betrachteten Prozessabläufe werden bereits durch SOAautomatisiert und ändern sich im
Zeitverlauf.Szenario 2bstreift durchaus wiederSzenario 1, falls bei derÄnderung der Anfor-
derungen neue Services notwendig werden, die noch implementiert werden müssen.
Szenario 3 Änderung der Implementierung von Services und Abgleich mitden vorliegen-
den Geschäftsprozessen. Modifikationen an der Implementieru g müssen̈Anderungen im
Anforderungsmodell nach sich ziehen. Dafür ist ein Nachweis notwendig, der erkennen
lässt, in welchen Prozessen welche Services benutzt werden.
Um die Effekte einerÄnderung am Service abschätzen zu können, muss ein Service mo-
dellgetrieben beschrieben sein. Nur dann kann durch Abgleich zwischen Anforderungs- und
Servicemodell geprüft werden, inwieweit diëAnderung Einfluss auf den zu unterstützenden
Geschäftsprozess nimmt und eine Anpassung des Prozesses notwendig wird. BeiÄnderungen
in der Service-Implementierung ist also stets ein neuer Abgleich notwendig. Gegebenenfalls
müssen Services in der Komposition ausgetauscht werden bzw. neue Services hinzukommen.
Wenn sich durcḧAnderungen an der Implementierung Geschäftsanforderungn icht mehr ab-
bilden lassen, dann liegtSzenario 1vor.
Die beschriebenen Szenarien sind nicht vollkommen voneinader zu trennen. Sobald beim
erwähnten Modellabgleich
”
Lücken“ in der unterliegenden SOA erkennbar sind, lässt sich ein
Wechsel zwischen den Szenarien feststellen. Letztlich sind damit alle genannten Szenarien mit-
einander zu verknüpfen. Die Identifikation von Servicekandidaten, bevor man sie implemen-
tiert, findet ihr Pendant in der Suche nach passenden, bereits implementierten Services für eine
fachliche Problemstellung.Szenario 1umfasst die Integration verteilt entwickelter konzeptuel-
ler Modelle zu einem Gesamtmodell, das als Grundlage zur Ableitung von Servicekandidaten
dienen soll. Dies wird notwendig, da der Entwurf von Services die vollständige Transparenz
über die vorliegende Geschäftsprozesslandschaft voraussetzt. Das Verständnis der Problem-
domäne wird für die Entwicklung einer serviceorientierten Architektur als wichtig angesehen,
da es wesentliche Anhaltspunkte für den Entwurf von Servics bietet. Um die manuelle Zusam-
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menführung der Modelle zu unterstützen, wird deren automa isierte Integration erforderlich.
Im Gegensatz zuSzenario 1handelt es sich beiSzenario 2nicht um eine Vorarbeit für den
Softwareentwurf, sondern um die Reformulierung fachkonzeptu ller Inhalte zum Abgleich be-
trieblicher Anforderungen mit der unterliegenden SOA. Verteilt entwickelte Services werden in
einer entwurfsnahen Sprache beschrieben und in ihrer Gesamtheit in einem Verzeichnis abge-
legt. Anschließend kann ein Vergleich zwischen Analysemodell und der SOA stattfinden und
eine Lösung in Form einer Servicekomposition ermittelt werden. InSzenario 3wird genau das
gegenteilige Szenario zu2 denotiert.Änderungen von Service-Implementierungen besitzen ggf.
Auswirkungen auf die durch eine SOA unterstützten Geschäftsprozesse und müssen demnach
frühzeitig erkannt werden. Als Reaktion darauf wäre der Austausch eines Service durch einen
anderen Service mit vergleichbarer Implementierung denkbar.
Die Ausschöpfung des vollen Potentials einer SOA hängt also von der Verwendbarkeit
von semiformalen Geschäftsprozessmodellen für eine Transformation in Servicekompositio-
nen ab (vgl. auch [StIv07a], S. 5). Allerdings stehen konzeptu lle Mängel der Tauglichkeit
semiformaler Modelle als Ressource für einen automatisierten Transformationsprozess im Weg
(vgl. [Juh+09b], S. 235f). Weiterentwicklungen zur Lösung dieser Defizite erfordern zweierlei:
systematische Aufbereitung der Modelle und einen methodischen Ansatz. Für alle beschriebe-
nen Szenarien wird ein planvolles, ingenieurmäßiges Vorgehen auf Basis einer modellbasierten
Methode gefordert (vgl. [FeSi01], S. 119). Sollen die Modellintegration und der Modellver-
gleich semiautomatisiert1 erfolgen, so wird eine Form der Modelle notwendig, welche eine
entsprechende Auswertung erlaubt. Dies bedingt zumindestpartiell dieÜbersetzung des real-
weltlichen Problems in eine formale Struktur. Eine methodische Unterstützung bei der Lösung
dieses Problems ist die eigentliche Herausforderung im Bereich serviceorientierter Architektu-
ren (vgl. [Min+02], S. 6ff; [YaPa04], S. 2f). Daneben ergibt sich eine wissen chaftstheoretische
Relevanz der Arbeit aus der Notwendigkeit, die bisher wissen chaftlich nicht ausreichend ver-
standenen Transformationsschritte zwischen fachkonzeptuellem Anforderungsmodell und for-
malem Entwurfsmodell zu betrachten (vgl. [StGl08], S. 86).
1.2 Forschungsziel
Ziel der vorliegenden Arbeit ist es, die Verwendung von fachkonzeptuellen Modellen für die
Konfiguration von serviceorientierten Architekturen effizienter zu gestalten. Dafür soll eine
Methode erstellt werden, die auf Erkenntnissen und Erfahrungen der Wirtschaftsinformatik auf
dem Gebiet der Modellierung basiert. Im Gegensatz zu bisherigen Transformationsansätzen
sollen insbesondere Erkenntnisse zum semantischen Modellvergleich und der modellgetriebe-
1Von einer Vollautomatisierung des Verfahrens wird Abstandgenommen (vgl. Kapitel 4).
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nen Softwareentwicklung (vgl. [OMG 03]) in die Methodenkonstruktion einfließen. Aus dieser
Ausgangslage leitet sich das Forschungsziel der Arbeit ab:
Forschungsziel:Ziel der Arbeit ist die Konstruktion einer modellgestützten Metho-
de für das Management von serviceorientierten Informationssystemarchitekturen.
Dies umfasst die Erstellung und Verwaltung von Servicekompsitionen. Vorausset-
zung dafür ist die automatisierte Auswertung und der Vergleich fachkonzeptueller
Modelle und deren Abgleich mit Entwurfsmodellen.
Mit dem Forschungsziel verknüpft sind zwei Basishypothesen der Arbeit:
Basishypothese 1:Die semiautomatisierte Auswertung von fachkonzeptuellen
Modellen erhöht die Effizienz der Adaption des betrieblichen Anwendungssystems
an veränderte Geschäftsanforderungen.
Basishypothese 2:Die semiautomatisierte Nutzung fachkonzeptueller Modelle
ermöglicht überhaupt erst eine fachliche Konfiguration vSOA.
Diese kann natürlich nur dann gelten, wenn angenommen wird, dass der Prozess des Ab-
gleichs von organisatorischen Anforderungsmodellen mit Servicekompositionen systematisch
geplant, gesteuert und kontrolliert werden kann. Aus diesem g nerellen Ziel der Arbeit können
die folgenden Teilfragen abgeleitet werden:
Forschungsfrage 1:Was ist eine serviceorientierte Architektur und wodurch grenzt
sie sich von anderen Informationssystemarchitekturen ab?
In Forschungsfrage 1 sind die Merkmale der zu adaptierendenArchitektur von Interesse.
Diese sollen unter dem Gesichtspunkt diskutiert werden, welche Voraussetzungen für eine mo-
dellgetriebene Adaption gegeben sein müssen. Dabei stehen weniger die Systeme als deren
Schnittstellen im Vordergrund. Relevant sind insbesondere ie Qualitätsanforderungen, denen
Services genügen müssen, um eine Verbindung zu fachkonzeptuellen Modellen herstellen zu
können. Gleichzeitig stellt sich die Frage nach dem Einfluss fachlicher Anforderungsmodelle
an die Entwicklung von Servicekompositionen.
Forschungsfrage 2:Welchen Einfluss haben die Eigenschaften von Anforderungs-
modellen in ihrer Rolle als Artefakt der Analysephase auf die I entifikation von
Servicekandidaten und den Abgleich mit Entwurfsmodellen?
Forschungsfrage 2 thematisiert das Problem des Auffindens vo Services und dem Bilden
von Servicekompositionen. Ausgelöst durch separierte Modellbildung sowie einen Wechsel im
Gegenstandsbereich ergibt sich eine semantische Lücke zwischen den Modellen. Damit stellt
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sich die Frage, wie eine Verbindung zwischen Analyse- und Entwurfsmodellen hergestellt wer-
den kann. Es geht nicht um diëUberführung zwischen Analyse- und Entwurfsmodellen im
Sinne der Erstellung von Entwurfsmodellen für die Implementierung von neuen Services. Eine
Überführung würde automatisch eine Verbindung herstellen, da die Entwurfsmodelle erst aus
dieserÜberführung entstehen. Vielmehr geht es um einen Abgleich, der wiederum bestehende
Entwurfsmodelle voraussetzt.
Forschungsfrage 3:Welche Rollen sind in den Transformationsprozess eingebun-
den und welchen Einfluss haben diese Rollen auf die Qualitätdes Ergebnisses der
Transformation?
Forschungsfrage 3 ergibt sich aus denÜberlegungen zur̈Uberbrückung der semantischen
Lücke zwischen Analyse- und Entwurfsmodellen. Es stellt sich die Frage, welche Personen bis-
her am Modellbildungsprozess teilgenommen haben und welche Anforderungen sich daraus für
die Entwicklung der Methode ergeben. Gegebenenfalls müssen neue Rollen in den Modellbil-
dungsprozess eingefügt werden.
Forschungsfrage 4: Welche Erkenntnisse können aus bestehenden Lösungen
bezüglich der Transformation von Geschäftsprozessmodellen in Servicekomposi-
tionen gewonnen werden?
Forschungsfrage 5:Wie muss eine Methode zum Management serviceorientierter
Architekturen ausgestaltet werden?
Die letzten beiden Forschungsfragen zielen darauf ab, die Krit rien für eine Evaluation und
Entwicklung einer entsprechenden Methode zu konsolidieren. Ausgehend von den beschriebe-
nen Szenarien kann die Zielgruppe des Ansatzes festgehalten werden: Die Arbeitet richtet sich
an Fachexperten, die beim Management ihrer durch serviceorientierte Architekturen implemen-
tierten Geschäftsprozesse unterstützt werden sollen. Si sollen in die Lage versetzt werden, ohne
vertiefte Kenntnisse der Technologie mit Modellierungswerkz ugen fachliche Prozessmodel-
le anzupassen und weitgehend automatisiert ausführbare Servicekompositionen zu generieren.
Damit rückt die Verantwortung für die Prozessentwicklung stärker von der IT-Abteilung zu den
Fachexperten in den Geschäftsbereichen (vgl. [Newc04], S. 222; [KaÖs06], S. 237).
1.3 Forschungsmethode
Die Explikation eines Forschungsdesigns ist motiviert durch die Etablierung internationaler
wissenschaftlicher Standards in der Wirtschaftsinformatik in den letzten Jahren. Der Vergleich
von Forschungsleistung ist vorzugsweise durch dieÜb rprüfbarkeit und Verständlichkeit ihrer
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Ergebnisse beeinflusst. Um die Ergebnisse nachvollziehen und deren Gültigkeit verifizieren zu
können, sollte daher ein eigenes Forschungsdesign abgegrenzt werden (vgl. [Schü98], S. 13;
[Bec+04b], S. 3).
Für die Systematisierung der eigenen, wissenschaftstheoretischen Position haben BRAUN
und ESSWEIN ein Vorgehen vorgeschlagen, dem an dieser Stelle gefolgt werden soll
(vgl. [BrEs06], S. 164). Demnach wird zuerst die wissenschaftstheoretische Positionierung vor-
genommen und anschließend der Rahmen der Erkenntnisgewinnung eingerichtet. Die zur wis-
senschaftlichen Positionierung notwendigen Elemente habn die Autoren für die Wirtschafts-
informatik aus einer Menge wissenschaftstheoretischer Bezugsrahmen entnommen und zusam-
mengefasst (vgl. [BrEs06], S. 160). Die eigene wissenschaftst eoretische Position konstituiert
sich demnach aus der Offenlegung des ontologischen und epistemologischen Standpunkts so-
wie der Festlegung hinsichtlich eines Wahrheitsverständnisses, an dem später gewonnene Er-
kenntnisse gemessen werden sollen. Die ontologische Position behandelt die Frage nach ei-
ner von einem Subjekt unabhängig oder abhängig erkennbare (wahrnehmbaren) Wirklichkeit
(vgl. [Bec+04b], S. 4). Wird eine vom menschlichen Bewusstsein unabhängige Realität un-
terstellt, so spricht man vom Standpunkt des ontologischenR alismus, werden dagegen alle
Wahrnehmungen der Realität als stets subjektgebunden untrstellt, nimmt man die Auffassung
des ontologischen Idealismus ein. Um sich dieser Frage zu entziehen, hat sich der Autor ent-
schieden, keine Aussage bezüglich der Existenz einer ontologischen Realität zu treffen. Die epi-
stemologische Position lässt Rückschlüsse auf die Erkenntnisbildung des Subjekts zu. Wird der
ontologische Realismus zugrunde gelegt, so unterstellt der Autor, ein Subjekt könne die Realität
grundsätzlich objektiv wahrnehmen (vgl. [Bec+03b], S. 7). In diesem Fall wird epistemologisch
die Auffassung des erkenntnistheoretischen Realismus eingenommen (vgl. [Bec+04b], S. 4).
Wird dies verneint, bezieht man mit dem erkenntnistheoretischen Idealismus eine konstruktivi-
stische Position (vgl. [Gehl06], S. 23; [HeBr01], S. 779; [Bec+04b], S. 4). Impliziert wird damit,
dass Erkenntnisse immer nur subjektabhängig gewonnen werden können, sie sich folglich einer
objektiven Beurteilung entziehen. Die Bestimmung der ontologischen Auffassung legt das Fun-
dament für die Bindung des Autors an eine epistemologischePosition. Zusammen ergeben bei-
de Aspekte die zu vertretendeSubjekt-Objekt Relation(vgl. [HeBr01], S. 777; [Bec+03b], S. 7f;
[Bec+04b], S. 4). In der vorliegenden Arbeit wird hinsichtlich der Subjekt-Objekt Relation ei-
ne konstruktivistische Position eingenommen, die auf einer off nen ontologischen Anschauung
basiert (vgl. [Bec+04b], S. 4). Eng verknüpft ist damit das eigene Verständnis von Wahrheit.
Bezüglich der Wahrheitstheorie wird der Konsenstheorie der Wahrheit gefolgt (vgl. [Bec+04b],
S. 7f). Eine Aussage ist genau dann als wahr anzunehmen, wennsie u ter idealen und optimalen
Bedingungen für alle rational akzeptierbar ist.
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Als nächstes soll der Rahmen der Erkenntnisgewinnung eingerichtet werden (vgl. [BrEs06],
S. 164). Dazu zählen zuerst die Explikation der Zielstellung der eigenen Forschung, das
Verfahren zur Erkenntnisbildung sowie der Nachweis der verwendeten Forschungsmethoden
(vgl. [Bec+04a], S. 336; [Hein05], S. 106; [BrEs06], S. 146). Das Ziel ist d e Erstellung einer
Methode zur Verwaltung/Konfiguration von Servicekompositi nen. Aus dem formulierten For-
schungsziel lässt sich ausschließlich ein methodischer Auft ag der WI-Forschung ableiten. Ein
inhaltlich-funktionaler Auftrag ist mit der vorliegendenArbeit nur insoweit verknüpft, als sich
die Erkenntnisbildung über die Nützlichkeit der Methodeauf universitäre Geschäftsprozesse


































einzelne Betriebe oder 
Branchen
Entwicklung von 
Methoden und Techniken 
der IS-Gestaltung
Abbildung 1: Einordnung des Forschungsziels (vgl. [Chmi94], S. 9; [Bec+03a], S. 314)
In Anbetracht der zu entwickelnden Methode wird der Arbeit primär ein Gestaltungsziel un-
terstellt (Technologieebene) (vgl. [Mert05], S. 12f; [Leh+95], S. 20; [BoDö06], S. 101): Im
Erkenntnisziel soll ein theoretisches Verständnis darübe erlangt werden, wie die Konfigurati-
on einer SOA auf Basis organisatorischer Anforderungsmodelle erfolgen kann (theoretisches
Forschungsziel). Die zu entwickelnde Methode implementiert diese theoretischen Erkenntnis-
se. Als Letztes soll zur Frage Stellung genommen werden, wiezu iner Erkenntnis gelangt
werden soll. Der Autor folgt dem konstruktionswissenschaftlichen Paradigma der Entwurfs-
forschung (engl. Design Science). Erkenntnisse werden durch das Schaffen und Evaluieren
von Artefakten in Form von Sprachen, Modellen, Methoden oder Systemen gewonnen. Ab-
weichend von der empirischen Forschung zielt die Entwurfsfo schung nicht auf die Beurteilung
von Forschungsergebnissen hinsichtlich ihres Wahrheitsgehalts ab, sondern auf die Nützlichkeit
des konstruierten Artefakts im Sinne der Problemlösung (vgl. [Hev+04], S. 82ff; [MaSm95],
S. 253). Die Entwurfsforschung kann dabei, sowohl theoriefre als auch theoriegeleitet erfol-
gen (vgl. [Schü99b], S. 232f; [Chmi94], S. 182f; [MaSm95],S. 254f; [BoDö06], S. 101). Im
ersten Fall besitzt die Evaluation des Artefakts hinsichtlder tatsächlichen Problemlösung
besondere Relevanz. Vereinfachend entfällt bei der theoriefreien Entwurfsforschung die Ent-
wicklung eines Theoriengebäudes als Grundlage des Entwurfs. In diesem Fall sollten allerdings
die Entwurfsentscheidungen offengelegt werden (Begründungsmanagement). Im Unterschied
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zur theoriegeleiteten Herangehensweisen müssen die Grundlagen des Entwurfs nicht als Hypo-
thesen formuliert werden. Aufgrund der höheren Präzision wird eine theoriegeleitete Gestaltung
in folgenden Schritten präferiert:
Entwickeln der Theorie Die Bildung der für die Gestaltung der Methode notwendigenHy-
pothesen erfolgt deduktiv. Ausgehend von bestehenden Theoriefragmenten (allg. Aus-
sagen) werden eigene Hypothesen für die konkrete zu erstell nd Methode exploriert,
zusammengestellt und miteinander integriert. Diese Möglichkeit der Hypothesenbildung
wird nach BORTZ und DÖRING als theoriebasierte Hypothesenexploration bezeichnet
(vgl. [BoDö06], S. 357f). Dabei wird kein Anspruch auf die Entwicklung einer eigenen
Theorie erhoben und infolgedessen an dieser Stelle vom Begriff de Theorie Abstand
genommen.
Bewerten bestehender Technologien Gewählt wird die Methode der merkmalsbasierten
Evaluation aus der Evaluationsforschung.
Konstruktion des Artefakts mit einer Methode der Entwurfsf orschung Gewählt
werden die Entwicklung und der Test von Prototypen.
Empirische Erprobung des Artefakts Exemplarische Anwendung der Methode in Form
eines Proof-of-Concepts (vgl. [AaKu03], S. 32ff).
Zum Rahmen der Erkenntnisgewinnung wird zusammenfassend festgehalten, dass eine Me-
thode entwickelt werden soll, mit der Servicekompositionen modellgestützt verwaltet werden
können. Dazu werden aus der Literatur Anforderungen erhoben respektive Hypothesen erzeugt;
die Methode wird konstruiert, implementiert und anschließend exemplarisch angewendet.
1.4 Aufbau der Arbeit
Die Arbeit ist wie folgt strukturiert: Teil I dient der Erarbeitung wesentlicher Begriffe der Ar-
beit, die sich aus dem Gegenstandsbereich serviceorientiet r Architekturen sowie der Zielstel-
lung der modellgestützten Problemlösung ableiten. Der wissenschaftstheoretischen Positionie-
rung folgend, lässt sich die vorliegende Forschungsarbeit demDesign Sciencezuordnen. An-
gelehnt an die Forschungsmethodik von VERSCHURENund HARTOG (vgl. [VeHa05], S. 735)
wird mit einer Anforderungsanalyse begonnen. Im Teil II) erfolgt eine Abgrenzung des Mo-
dellierungsproblems und die Exploration von Hypothesen über das Umfeld, indem das zu er-
stellende Artefakt eingesetzt werden soll. Im Anschluss erfolgt die Erarbeitung der sich daraus
ableitenden Anforderungen an eine Lösung. Darüber hinaus werden in diesem Teil bestehen-
de Ansätze für die Konfiguration von Servicekompositionen vorgestellt und in Bezug auf die
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Erfüllung der gestellten Anforderungen untersucht. Im Teil III wird eine eigene Methode vor-
gestellt, welche die Grundlage für die modellgetriebene Konfiguration darstellt.
Die Arbeit schließt mit einem Anwendungsbeispiel zur Konfiguration einer Servicekomposi-
tion. Die Methode wurde dafür in einem Modellierungswerkzug prototypisch umgesetzt, des-
sen Nutzung schließlich ein erstes Proof-of-Concept der L¨osung ermöglichte (Teil IV). Das
letzte Kapitel fasst wesentliche Ergebnisse zusammen und schließt mit einer kritischen Würdi-
gung sowie einer Diskussion über zukünftige Forschung.



























Was ist eine serviceorientierte Architektur und 
wodurch grenzt sie sich von anderen 
Informationssystemarchitekturen?
Welchen Einfluss haben die Eigenschaften von 
Anforderungsmodellen in ihrer Rolle als Artefakt der 
Analysephase auf die Identifikation von 
Servicekandidaten und den Abgleich mit 
Entwurfsmodellen?
Welche Rollen sind in den Transformationsprozess 
eingebunden und welchen Einfluss haben diese 





















Welche Erkenntnisse können aus bestehenden 
Lösungen bezüglich der Transformation von 
Geschäftsprozessmodellen in Servicekompositionen 
gewonnen werden?
Wie muss eine Methode zum Management 
serviceorientierter Architekturen ausgestaltet 
werden?
Forschungsfragen
Abbildung 2: Aufbau der vorliegenden Arbeit
Um das Lesen der vorliegenden Arbeit zu erleichtern, sind imFolgenden die verwendeten
Formatierungen und ihre Bedeutung aufgeführt:
• Fettdruck kennzeichnet die Definition des markierten Begriffes.
• Kursivdruckweist auf eine besondere Bedeutung einer Wortgruppe hin undzeichnet fach-
terminologische Ausdrücke sowie Eigennamen aus.
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• KAPITÄLCHEN beschreiben die Autoren der zitierten Literatur.
Sollten Abweichungen von den hier aufgeführten Formatierungen notwendig werden, so er-
folgt ein expliziter Hinweis im Text. Bei der Verwendung vonwörtlichen Zitaten erfolgt die
Übernahme der Originalhervorhebungen nur dann, wenn sie mit den hier getroffenen Verein-
barungen übereinstimmen. Wörtliche Zitate können von der neuen deutschen Rechtschreibung,
die der vorliegenden Arbeit zugrunde liegt, abweichen.
Sofern Modelle für die Visualisierung fachlicher Sachverhalte zum Einsatz kommen, wird
hierfür die Unified Modelling Language 2.1.2 (vgl. [OMG 07]) verwendet. Sofern abweichen-
de Modellierungssprachen genutzt werden, erfolgt ein entsprechender Hinweis im Text. Reine
Zeichnungen unterliegen keiner expliziten Modellierungssprache.
Teil I
Grundlagen
2 Grundlagen der Methodenentwicklung
Im Folgenden Kapitel werden grundlegende Begrifflichkeiten erläutert, welche sich aus dem
Gegenstandsbereich der vorliegenden Arbeit ergeben. Hierfür wird zunächst der Sprachbegriff
erläutert (Abschnitt 2.1). Die Notwendigkeit einer Diskusion des Sprachbegriffs ergibt sich aus
der Bedeutung von Sprache bei der Reformulierung fachkonzeptueller Inhalte als Vorarbeit für
den Entwurf der Servicekomposition. Anschließend wird derModellbegriff der vorliegenden
Arbeit erläutert (Abschnitt 2.2) und schließlich Modellirungsmethoden als Forschungsgegen-
stand eingeführt (Abschnitt 2.3).
2.1 Sprachbegriff
2.1.1 Sprachwissenschaftliche Grundlagen
Sprachwissenschaftlich betrachtet, findet Sprache in einem Kommunikationsprozess Anwen-
dung, um ein Verständnis über eine Problemdomäne zu erlangen (vgl. [Lore96a], S. 49f). Eine
erfolgreiche Kommunikation setzt die korrekte Verwendungvon Sprache voraus. Definiert man
Spracheals System von Zeichen (Vokabular) und Regeln für deren Nutzung in einem Kom-
munikationsprozess (vgl. [Carn31], S. 435), so hängt die erfolgreiche Kommunikation von der
Auswahl der Zeichen und ihrer regelbasierten Anwendung ab.Für den Zeichenbegriff existie-
ren wiederum zahlreiche unterschiedliche Definitionen undtheoretische Modelle innerhalb der
Semiotik, die sich teilweise widersprechen (vgl. [Nöth85], S. 87; [Eco91], S. 30).2 Der Begriff
der Semiosebezeichnet den Prozess der Bezugnahme eines Ausdrucks auf seinen Inhalt und
entfaltet damit gleichzeitig drei Dimensionen von Sprache: di Betrachtung der Syntax, der Se-
mantik und der Pragmatik (vgl. [Lyon00], S. 624ff; [Zema92]; [Morr72], S. 93; [Jani01], S. 769;
[Mess99], S. 100; [Gehl07], S. 40).
• Die syntaktische Dimensionumfasst allgemein die Regeln zur Kombination von Zeichen-
trägern untereinander (vgl. [Morr72], S. 93) bzw. – wenn man vom morphologischen
2Für PIERCE ist einZeichenals eine triadische Relation zwischen der Form eines Zeichens (Representamen oder
Zeichenträger (vgl. [Morr72]), dem Bezeichneten (Objekt) und einer Menge an Zeichennutzern (Interpretanten)
definiert (vgl. [Nöth85], S. 87). Für einen Kommunikationsprozess muss ein Zeichen in einer materialen Form
(z. B. Schrift oder Ton) vorliegen, um als Ausdruck für ein Objekt dienen zu können. Das Objekt ist ein reales
oder gedankliches Konstrukt, welches durch die Relation referenziert wird. Der Interpretant stellt die Wirkung
des Zeichens auf einen Interpreten dar und beschreibt damitdie Hilfskonstrukte, die zur Interpretation des
Zeichens herangezogen werden. Diese können wiederum die Rolle des Representamens in einem nachfolgen-
den Interpretationsschritt sein, sodass dieser Prozess potenziell infinit fortgeführt werden kann (vgl. [Nöth85],
S. 35f).
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Aspekt abstrahiert – wie mit Worten einer Sprache gültige Sätze gebildet werden können
(vgl. [Lin+04], S. 84).
Die Syntax einer Sprache – ihreGrammatik– wird stets mit Bezug auf die Konzepte der
Sprache festgelegt und ist damit Bestandteil der Metasprache(vgl. Abschnitt 2.1.5).
• Die semantische Dimensionbefasst sich mit der Zuordnung der Bedeutung eines sprach-
lichen Ausdrucks (Zeichens) und dem durch diesen Ausdruck denotierten Gegenstand.
Über diese Beziehung existieren zahlreiche unterschiedliche theoretische Modelle
(vgl. [Lyon00], S. 625ff). In dieser Arbeit soll der Argumentation von GEHLERT gefolgt wer-
den. Er gewährt der Gebrauchstheorie der Semantik gegenüber einfacheren Modellen den Vor-
rang (vgl. [Gehl07], S. 37). Nur durch Verwendung des sprachlichen Ausdrucks expliziert sich
dessen Bedeutung (vgl. [Witt00], S. 77). Sind die Verwendungsregeln hinreichend genau be-
schrieben, lässt sich die Bedeutung eines sprachlichen Ausdrucks bestimmen (vgl. [Lore73],
S. 248). Demnach sind zwei Ausdrücke semantisch deckungsgleich, wenn ihre Verwendungs-
regeln gleich sind. Die Bedeutung eines sprachlichen Ausdrucks wird definiert durch explizite
oder implizite Konventionen innerhalb einerSprachgemeinschaft(vgl. [Pfei08], S. 23; [Saus67],
S. 15; [KaLo73], S. 60; [Schü99b], S. 230). Die Konventionen sind Regeln zur Verwendung
eines sprachlichen Zeichens über die bei der Herausbildung er Sprachgemeinschaft Einig-
keit erzielt werden muss. Dies setzt einen Prozess derSprachbildungvoraus, indem mit ei-
nem Wechsel aus Vorschlag, Diskussion, Einigung oder Gegenvorschlag solange fortgefahren
wird, bis über die verwendbaren sprachlichen Ausdrücke und die Konventionen̈Ubereinkunft
erzielt wurde. In diesen Prozess müssen alle Mitglieder der zukünftigen Sprachgemeinschaft
eingebunden sein (vgl. [Gehl07], S. 43ff und dort zitierten[KaLo73], S. 71). Damit lässt die
Gebrauchstheorie der Semantik keine direkte Herleitung aus der Semiotik erkennen.
• In der zweckbezogenen Verwendung eines Zeichens entfaltet sich diepragmatische Di-
mensiondurch eine immer wiederkehrenden Art und Weise der Verbindung zwischen
Inhalts- und Ausdrucksebene.
Die Verwendung eines sprachlichen Ausdrucks ist abhängigvon der Intention der sprachli-
chen Handlung. Innerhalb einer Sprachgemeinschaft ist diepragmatische Dimension der ver-
wendeten Sprache invariant und tritt in ihrer Relevanz hinter die semantische Dimension zurück
(vgl. [Pfei08], S. 40; [Hol+04], S. 12). Der Sprechende verwendet die Sprachzeichen in der Wei-
se, in der sie auch vom Hörenden interpretiert werden (vgl.[KaLo73], S. 70). Da eine Einigung
über die verwendete Sprache wiederum nur mit Hilfe einer Sprache möglich ist, wird deutlich,
dass die Kommunikationspartner über Teile der Metasprache wiederum ein unterschiedliches
Verständnis haben können, welches nur durch Kommunikation über die Metasprache überwun-
den werden kann (vgl. [Bec+01], S. 6). Aus dem zwangsläufig infiniten Regress ergibt sich,
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dass eine vollständige Einigung über alle Sprachzeichenunmöglich ist. Dies schließt allerdings
nicht aus, dass man sich innerhalb einer Sprachgemeinschaft über ein für den Modellierungs-
zweck relevante Menge von Sprachzeichen einigen kann (vgl.[Gehl07], S. 43). Aufbauend auf
den Dimensionen einer Sprache werden im folgenden Abschnitt Klassen von Sprachen vorge-
stellt. Dabei wird kein Anspruch auf sprachwissenschaftliche Vollständigkeit erhoben, sondern
nur insoweit klassifiziert, wie es dem Verständnis der weiter n Untersuchungen dient.
2.1.2 Formale Sprachen
Liegt eine Sprache vor, die sich durch eine präzise Syntax,eine formale Semantik und eine
eindeutige Verwendung der sprachlichen Ausdrücke charakterisiert, wird von einerformalen
Sprache gesprochen (vgl. [Fran99a], S. 9f). Eine präzise Syntax erlaubt nur eine begrenzte
Menge an gültigen, wohlgeformten Ausdrücken. Semantisch formal bedeutet, dass jeder sprach-
liche Ausdruckeindeutiginterpretiert werden kann (vgl. [Fran99a], S. 9f). Damit ist gleichzei-
tig die Verwendung des Ausdrucks klar definiert. SämtlicheZeichen werden von allen Nutzern
immer in der gleichen Weise verwendet. In einer formalen Sprache ist damit nur
”
... eine inten-
dierte Menge an Interpretationen ...“ zulässig (vgl. [Mess99], S. 99, [Fran99a], S. 9f).
Eine formale Semantikbedingt deren Definition auf Basis von Konzepten der Mathematik
oder Logik (vgl. [Somm01], S. 193; [Fra+94], S. 79). Dabei werden einem Begriff eine Men-
ge von Prädikatoren zu- oder abgesprochen (vgl. [Holt03],S. 50f). Bei einer hohen Menge an
Begriffen wird demnach ebenfalls eine hohe Menge an Prädikatoren benötigt, um jedes Be-
griffspaar voneinander zu unterscheiden, was die Spezifikation der formalen Semantik komplex
und damit gleichzeitig fehleranfällig3 werden lässt (vgl. [Zema92]). Die Rückführung der Se-
mantik einer formalen Sprache auf syntaktische Regeln gestatt t den Einsatz von Automaten
bei derÜbersetzung und Validierung formal beschriebener Domänen (vgl. [Zema92]). Da for-
malen Domänen4 eine idealerweise widerspruchs- und redundanzfrei formalisierte Semantik
zugrunde liegt, kann der Wahrheitswert einer formalen Aussage allein aufgrund ihrer syntak-
tischen Form bestimmt werden. GEHLERT stellt fest, dass damit eine formale Semantik keine
Bedeutung im realweltlichen Sinne beschreiben kann (vgl. [Gehl07], S. 39). Sie ergibt sich erst
durch Interpretation der formalen Sprachprodukte (vgl. [Ortn95], S. 150).
3Widersprüchlichkeiten oder Redundanzen
4Jeder formalen Sprache ist ein bestimmter Zweck inhärent für den sie konstruiert wurde (vgl. [Lore96b], S. 54).
Liegt der Zweck in der Beschreibung einer Domäne, wird diese al formale Dom̈anebezeichnet.
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2.1.3 Natürliche Sprachen
Natürliche Sprachenbilden den Gegenpol zu formalen Sprachen, da weder ihre syntaktische,
semantische noch pragmatische Dimension eindeutig definiert ist. Ihre Sprachzeichen stammen
aus einerealweltlichen (materialen) Dom̈ane, ihre Syntax und Semantik sind im Rahmen einer
Sprachgemeinschaft historisch gewachsen (vgl. [Lore96c], S. 56f). Typisch ist die Bedeutungs-
vielfalt ihrer sprachlichen Ausdrücke, durch die sie semantische Mächtigkeit erlangen. Dabei
entsteht eine Reihe von sprachlichen Defekten aufgrund vonWidersprüchlichkeit durch lexika-
lische und strukturelle Mehrdeutigkeiten (vgl. Abschnitt4.2). Diemateriale (fachliche) Seman-
tik einer natürlichen Sprache kann durch Einschränkung des Geltungsbereichs an sprachlichen
Defekten verlieren. Beispiel dafür sind Fachsprachen einer A wendungsdomäne5, die von allen
am Kommunikationsprozess Beteiligten innerhalb eines abgegrenzten Themas eindeutig ver-
standen werden. Hält man eine Fachsprachen künstlich fest, b i pielsweise durch Rekonstruk-
tion6, so spricht man von einerNormsprache(bei LORENZEN Orthosprache) (vgl. [Ortn97],
S. 41ff; [Lehm98], S. 366).
Alle bisherigen Versuche, eine materiale Semantik im Sinnevon einer endlichen Menge
an syntaktischen Regeln vollständig formal zu beschreiben, waren erfolglos (vgl. [Sear69],
S. 97ff). Es bleibt eine gewaltige Herausforderung, eine materiale Domäne in einer ausrei-
chenden Genauigkeit formal so zu spezifizieren, sodass entspr chende Modelle für eine au-
tomatisierte Transformation eingesetzt werden können (vgl. [ScMe06], S. 6). Für eine Dis-
kussion der Ursachen wird an dieser Stelle auf GEHLERT, PFEIFFER und HOLTEN verwiesen
(vgl. [PfGe05], S. 112f; [Holt03], S. 50f). Unter den jetzigen Umständen wird die Möglichkeit
einer vollständigen formalen Beschreibung einer materialen Semantik verneint.
Annahme 1: Die Bedeutung fachsprachlicher Ausdrücke lässt sich nict auf syntakti-
sche Strukturen zurückführen.
2.1.4 Semiformale Sprachen
Angesichts der Untauglichkeit formaler Sprachen zur vollständigen Beschreibung einer ma-
terialen Semantik wird ihr Einsatz bei der Untersuchung sozialer Systeme angezweifelt
(vgl. [Fran99a], S. 10; [Ortn97], S. 26f). Um ein Verständnis einer materialen Domäne zu er-
langen, haben sich in der Systementwicklungsemiformale Sprachenzur Modellierung7 von
5Eine Anwendungsdomäne ist beispielsweise eine Branche wie die öffentliche Verwaltung, der Bankensektor,
aber auch ein einzelnes Unternehmen.
6ORTNER tut dies auf Basis eines Lexikon aller fachlichen Begriffe sowie durch Normierung der Syntax der
verwendbaren Grammatik (vgl. [Ortn97], S. 41ff).
7Unter dem Typ semiformaler Sprachen werden in dieser Arbeitin rster Linie diagrammatische Modellierungs-
sprachen verstanden. Beispiele sind dieEr ignisgesteuerte Prozesskette(EPK), dasEntity-Relationship-Modell
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Problemen etabliert, die nicht wohl strukturiert, nicht objektiv strukturierbar, aber subjekt- und
zielgebunden sind (vgl. [HaRu00], S. 7f; [Herr91], S. 125).Die Mächtigkeit ihrer Sprachmittel
muss informale Aspekte abdecken, die ein tiefes Verständnis der betrieblichen Domäne und de-
ren Reorganisationspotentiale durch Informations- und Kommunikationstechnologie erlauben.
Andererseits muss die Implementierung des zukünftigen Informationssystems durch formal-
sprachliche Aspekte vorbereitet werden8 (vgl. [Fran99b], S. 696). In diesem Zusammenhang
wird von konzeptuellen Modellierungssprachengesprochen. Markante Eigenschaft dieser
Sprachen ist eine Kombination von formal definierter Syntaxund weitgehend materialer Se-
mantik der verwendbaren Sprachelemente (vgl. [Remm97], S.44; [Gehl07], S. 34). Ihre Se-
mantik erlangen die Sprachkonstrukte durch Bezugnahme aufin Konzept der Fachsprache.
Dies geschieht durch die Auszeichnung der sprachlichen Ausdrücke mit natürlichsprachlichen
Begriffen. In der Regel sind die Begriffe der Anwendungsdomäne nicht Bestandteil der Sprache,
für die eine Grammatik mit Hilfe einer Metasprache formal beschrieben wird (vgl. [Lin+04],
S. 53) (vgl. Abschnitt 2.1.5). Eine konzeptuelle Modellierungssprache konstituiert sich erst aus
Modellierungsgrammatik und einer Menge an fachsprachlichen Ausdrücken9. Bedeutung erlan-
gen konzeptuelle Modellierungsgrammatiken im Kommunikationsprozess zwischen den in der
Analysephase der Systementwicklung beteiligten Individuen (vgl. [Wint00], S. 104f). Wendet
man eine Fachsprache auf die Modellierungsgrammatik an, entsteht daraus eine konzeptuel-
le Modellierungssprache, die in ihrer Anwendung zum konzeptu llen Modell, zum Satz einer









Legende: Konzepte der Linguistik
Konzepte der konzeptuellen 
Modellierung
Anwendung auf
Abbildung 3: Konzeptuelle Modellierung und Linguistik (inAnlehnung an [WaWe02], S. 364)
Im Folgenden wird davon ausgegangen, dass Modellierungsgrammatiken immer eine dia-
grammatische Notation zugrunde liegt, deren Anwendung in Graph basierten Darstellungen
(ERM), die Business Process Modeling Notation(BPMN), Datenflussdiagramme(Flow-Charts; DFD), die
Objektorientierte Analyse(OOA), dieUnified Modeling Language(UML) und dasSemantische Objektmodell
(SOM) (vgl. [Remm97], S. 44)
8Beispielsweise können auf den formalen Teilen Konsistenzchecks durchgeführt werden.
9GEHLERT definiert den Begriff der Modellierungssprache präzise und stellt fest, dass mit diesem Begriff meist
Modellierungsgrammatiken gemeint sind (vgl. [Gehl07], S.49)
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resultiert (vgl. [Stac73], S. 159ff; [GuTo00], S. 510f; [Fran99b], S. 696; [WaWe02], S. 363;
[Gehl07], S. 84).
2.1.5 Objekt- vs. Metasprache
Eine Klassifizierung von Sprache kann auch nach den Phasen Sprachbildung und Sprachnut-
zung vorgenommen werden.Sprachbildung referenziert die Beschreibung der Syntax und der
Semantik einer Sprache, z. B. einer Modellierungssprache,unt r Rückgriff auf eineMetaspra-
che. In diesem Fall spricht man vonObjektsprache, die als Sprache der Beschreibung des
Gegenstandsbereichs fungiert und der Metasprache, mit derAussagen über die Objektspra-
che getroffen werden (vgl. [Fran99b]). Ist die Metasprachewiederum als Modellierungsspra-
che ausgelegt, so spricht man von einerMetamodellierungssprache(vgl. [Fran99b], S. 696).
UnterSprachnutzung wird die Verwendung der Objektsprache zur Beschreibung desGegen-
standsbereichs bezeichnet. Ein Anwendungsgebiet der Wirtschaftsinformatik, das sich durch
die Unterscheidung zwischen Objekt- und Metasprache unterdem Gesichtspunkt von Model-
lierungssprachen ergibt, ist dieMethodenentwicklung(vgl. Abschnitt 2.3).
2.2 Modellbegriff
2.2.1 Allgemeiner Modellbegriff
Das Modell nimmt innerhalb der Wirtschaftsinformatik im Allgemeinen und in der System-
entwicklung im Besonderen eine zentrale Rolle ein (vgl. [FeSi01], S. 119).10 Gemeinhin wird
es als wichtigstes Werkzeug zur Analyse und Entwicklung betrieblicher Informationssysteme
anerkannt. Eine Auslegung des Begriffs des konzeptuellen Modells als Erkenntnisgegenstand
der Wirtschaftsinformatik ist in der Fachliteratur bereits erschöpfend vorgenommen worden
(vgl. [Schü98], S. 63; [Bec+95], S. 435; [Remm96], S. 37; [Gehl07], S. 56). Als Fazit aus
der allgemeinen Diskussion kann festgehalten werden, dasskonzeptuelle Modellein der Wirt-
schaftsinformatik als Beschreibungsmittel für Organisationen und Softwaresysteme fungieren
und der Dokumentation bzw. Kommunikation zwischen Menschen di nen.11
10Modelle werden als Sprachprodukte gesehen (vgl. [Guar98],S. 6; [Schü99a], S. 490; [FeLo02], S. 8; [WaWe02],
S. 364; [FeLo03], S. 2944).
11Vor dem Hintergrund des im Abschnitt 1.2 formulierten Forschungsziels liegt in der vorliegenden Arbeit beson-
deres Augenmerk auf konzeptuellen Prozessmodellen. Mit Hilfe einer Sequenz aus Zuständen undÜberführun-
gen wird das Verhalten von Systemen beschrieben. Insbesondre Geschäftsprozessmodelle, als eine Speziali-
sierung der Klasse der Prozessmodelle, weisen stets eine materiale Semantik auf.
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DAHME und RAEITHEL verdeutlichen in ihrem Transformationskonzept die Bedeutung von
konzeptuellen Modellen als einëUberführung gegenständlicher Objekte und Vorgänge in eine
symbolische Welt durch Abstraktion. DieseModellbildungist eine notwendige Vorstufe, um
eine Beschreibung des Problems in ein Lösungsmodell der Organisation oder einer Software
umzusetzen (vgl. Abbildung 4). Eine Konkretisierung setztdieses Modell schließlich in eine
































Abbildung 4: Modellbildung und Modellverwendung (in Anlehnung an [Essw93], S. 177)
Modelle haben stets einen Bezug zu ihrem Original innerhalbder Problemdomäne. Eben je-
ner Bezug zwischen Modell und Original wird in der Wirtschaftsinformatik primär abhängig
von der erkenntnistheoretischen Position der jeweiligen Vrtreter unterschiedlich ausgelegt
(vgl. [Bec+03b], S. 8; [Bec+04b], S. 4; [HeBr01], S. 277). Angesichts der dieser Arbeit zugrun-
deliegenden erkenntnistheoretischen Position wird eine ledig ich subjektgebunden erfahrbare
Realität angenommen. Man unterstellt den konstruktivistischen Modellbegriff der Wirtschafts-
informatik.12 Das Verständnis eines Modells als (partiell) isomorphe Abbildung (vgl. [Kosi68],
S. 258; [FeSi01], S. 18f) eines gegebenen Ausschnitts der Realität, ist zu verneinen. Außerdem
wird die Durchführbarkeit einer̈Uberprüfung auf Homomorphie zwischen Original und Modell
angezweifelt13. Stattdessen wird von einer Modellbildung durch eine subjektgebundene Kon-
12Auf die exakte Begründung dieser Annahme wird aus Gründender Vereinfachung verzichtet. An dieser Stelle
wird auf THOMAS verwiesen, der diëUbernahme des konstruktivistischen Modellverständnisses ausführlich
beschreibt (vgl. [Thom05], S. 20ff).
13SCHÜTTE stellt die Forderung nach Homomorphie (partieller Isomorphie) mangels ihrer generellen̈Uber-
prüfbarkeit in Zweifel (vgl. [Schü98], S. 56f). Strukturelle Ähnlichkeiten lassen sich nur zwischen formalen
Systemen feststellen, da eine materiale Domäne formalsprachlich nicht vollständig formal beschreibbar ist.
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struktionsleistung ausgegangen, die in der Regel mit zwei unterschiedlichen organisatorischen
Rollen14 assoziiert wird (vgl. hierzu [Schü98], S. 59; [Moli84], S.125ff).
2.2.2 Modellierung
Der Begriff derModellierung wird definiert als Rekonstruktion des spezifischen Problem-
empfindens des Fachexperten unter Verwendung einer konzeptuell n Modellierungssprache
(vgl. [FeSi01], S. 85; [Schü98], S. 60f; [Herr91], S. 196ff). Die Modellierung wird in der vor-
liegenden Arbeit als Synonym zum Begriff der Sprachnutzungverwendet. Die Auffassung über
das vorliegende Problem ist als implizites, gedankliches Modell vorstellbar. Es entsteht aus
der Kombination von Problemempfinden und der Domäne, in dersich der Fachexperte befin-
det (vgl. [Gehl07], S. 47; [Pfei08], S. 50). Die Modellierung repräsentiert nun den Prozess
der Explikation des internen Modells und hat als Ergebnis ein externes, konzeptuelles Modell.
Für dessen konsistente, an Qualitätsrichtlinien orientierte und zweckmäßige Erstellung ist der
Modellierungsexperte verantwortlich. Dafür muss er eineeigene interne Repräsentation des
Problems und der Domäne kreieren. Voraussetzung dafür ist,
• dass der Fachexperte in einem Kommunikationsprozess seine interne Repräsentation ex-
pliziert (vgl. [Schü98], S. 61; [Gehl07], S. 47) und
• dass beide über das gleiche Verständnis der materialen Semantik der Fachsprache
verfügen, mithin einer Sprachgemeinschaft angehören (vgl. [Gehl07], S. 47).
Ein Modell kann also nur gut zur Problemlösung geeignet sein, wenn es dem Fach- und
Modellierungsexperten gelungen ist, eine gemeinsame Sprachgemeinschaft auszubilden. Nur
dann kann es gelingen, dass alle internen Repräsentationen m Modell zusammenfallen. Ist
dieser Fall eingetreten, besteht schließlich Konsens über das Modell. Dies bedingt allerdings
die Nutzung einer passenden Modellierungssprache.
Die Modellierung mit semiformalen Modellierungssprachens tzt eine am Modellierungs-
zweck orientierte Wahl einer Modellierungsgrammatik und aschließend deren Kopplung an
eine materiale Domäne voraus. Dabei gilt, je differenzierter Zeichenklassen (Elementtypen) bei
der Spezifikation der Modellierungsgrammatik gebildet werden, desto stärker wird die Wahl
des Modellierers bei der Zuordnung eines fachsprachlichenAusdrucks beeinflusst. Davon aus-
genommen sind Ausdrücke, die aus methodischer Sicht dazu dienen, eine nutzbare Modellie-
rungssprache zu entwerfen wie Kanten oder logische Operator n etc.
14Sofern der Fachexperte über keine ausreichende Modellierungskenntnisse verfügt, ist an der Modellbildung ein
Modellierungsexperte beteiligt.
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Annahme 2: Eine Modellierungsgrammatik legt bereits die Kategorien für zuordenbare
fachsprachliche Ausdrücke fest.
Eine Modellierungssprache ist immer durch eine mit ihr assoziierbare Menge an fachsprach-
lichen Ausdrücken an eine Sprachgemeinschaft gebunden (vgl. [Schü98], S. 189; [Rose96a],
S. 197; [Gehl07], S. 50). Der Anteil an Sprachkonstrukten, die durch Beteiligte einer bestimm-
ten Domäne definiert werden, determiniert den Grad der Bindung der Modellierungsgramma-
tik an die Sprachgemeinschaft. DiePICTUREMethode ist ein Beispiel für den Fall, dass die
Fachsprache einer Domäne als Bestandteil in die Modellierungsgrammatik mit eingehen kann
(vgl. [Pfei08], S. 113ff; [Bec+07a], S. 267ff). Die meisten Sprachkonstrukte stammen aus dem
spezifischen Vokabular der öffentlichen Verwaltung. So ist bspw. der fachsprachliche Ausdruck
”
Ortswechsel durchführen“ Teil der Modellierungsgrammatik. In diesem Fall wird von einer
domänenspezifischen Modellierungssprachegesprochen (engl. Domain Specific Language;
DSL) (vgl. [Bec+07b], S. 68ff; [Pfei08], S. 114; [Alge07], S. 62). Die Bezugnahme der Anwen-
dungsdomäne auf die Modellierungssprache erhöht im Gegensatz zu Sprachen wie der EPK,
UML den Anteil an formal auswertbaren Elementen in den konzeptu llen Modellen (vgl. Ab-
schnitt 4.2.2). Nicht nur das konstruierte Modell, sondernbereits die Modellierungssprache
weist eine semantische Verbindung mit der Anwendungsdomäne auf (vgl. [Pfei07], S. 877).
Aus Anwendungssicht semantisch bedeutende Modelloperationen können mit Bezug auf die
Sprachebene definiert werden. Durch den gesteigerten Grad an Formalisierung bieten diese
Modelle also eher die Möglichkeit einer Operationalisierung.
2.3 Methoden in der Systementwicklung
2.3.1 Modellierungsmethoden
Primäre Aufgaben der Wirtschaftsinformatik sind die
”
...Analyse, Gestaltung und Nutzung
von Informationssystemen “ (vgl. [WKWI07], S. 2). EinI formationssystem (IS) ist ein Sy-
stem, das Informationen verarbeitet, d. h. erfasst, überträgt, transformiert, speichert und bereit-
stellt (vgl. [FeSi01], S. 65).15 Der Einsatz von Modellen als Instrument zur Beherrschung von
Komplexität durch Abstraktion ermöglicht ein planmäßiges Vorgehen bei der Informationssy-
stemgestaltung, sofern es gelingt, den analytischen bzw. schöpferisch-kreativen Charakter der
Modellierung zu systematisieren (vgl. [FeSi01], S. 119; [Balz82], S. 27ff; [Schü98], S. 63).
15Informationssysteme werden auch synonym als Informations- und Kommunikationssysteme bezeichnet
(vgl. [Hei+94], S. 5).
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Für diesen Zweck haben sich Methoden auf Basis von Modellentabliert (vgl. [Tolv98], S. 33;
[Zele96], S. 371; [Sinz98], S. 27) – sogenannteModellierungsmethoden.16
Im Kontext der Informationssystemgestaltung wird eine Methode allgemein als am Zweck
und den verfügbaren Mitteln ausgerichtete Vorschrift verstanden, die ein planmäßiges Verfah-
ren zur Lösung eines Typs von Problemen beschreibt (vgl. [Bec+01], S. 5; [Lore95], S. 876;
[Stah95], S. 239; [Zele99], S. 34; [Chmi94], S. 36; [Grei04], S. 32). Hinter dem Zweck stehen
die zur Erreichung festgelegten Ziele. Das Verfahren sollte intersubjektiv nachvollziehbar sein,
d. h. systematisch zur Lösung eines Problems führen (vgl.[Ze e99], S. 34). Methoden müssen
für die Problemlösung ausgestaltet werden (vgl. [Grei04], S. 33). Um aus ihnen konkrete Aufga-
ben und Aufgabenträger ableiten zu können, muss die Handlungsvorschrift bestimmte Elemente
als verbindlich deklarieren und den Nutzer an diesen Stellen in seinem Entscheidungsraum ein-
schränken, z. B. durch detaillierte Vorgaben (vgl. [Tolv98], S. 33; [Grei04], S. 34). Andererseits
kann sie ihm auch Gestaltungsspielräume bei der Ausgestaltung der Methode einräumen.
GUTZWILLER analysiert Ansätze aus der informatischen und wirtschaftsinformatischen For-
schung mit Bezug zur Methodenentwicklung sowie Standardisierungsbestrebungen auf die-
sem Gebiet und extrahiert Konzepte, die schwerpunktmäßigunterstützt werden (vgl. [Gutz94],
S. 15ff). Daraus leitet er fünf allgemeine Methodenbausteine ab (vgl. [Gutz94], S. 12): Das
Vorgehen bis zur Zielerreichung wird durch eine Reihe anAktivitäten bestimmt, deren Ab-
laufreihenfolge imVorgehensmodellbeschrieben wird. In einer Aktivität werden Methoden-
produkte(Ergebnis), z. B. Dokumente und Artefakte, generiert oder benutzt. Wie eine Aktivität
durchzuführen ist, wird durch dieTechnikspezifiziert.Rollenbeschreiben die Aufgabenträger,
welche die Techniken einsetzen, um zu Ergebnissen zu kommen. Ein Metamodellspezifiziert
als ein konzeptionelles Datenmodell alle Methodenprodukte. Abbildung 5 fasst die einzelnen
Bestandteile noch einmal zusammen. Eine Modellierungsmethod gibt Regeln vor, wie die
sprachlichen Konzepte einer Modellierungssprache angeordn t werden können und in welcher
Reihenfolge dies geschehen kann (vgl. [Sinz98], S. 27; ähnlich [Zele96], S. 371; [Tolv98],
S. 33). Gleichzeitig stellt sie Mindestanforderungen an die zu erstellenden Modelle.̈Uberträgt
man GUTZWILLERS Methodenbausteine auf den Gegenstand der Modellierungsmethoden, so
sind die wichtigsten Bestandteile: das Metamodell der Methode, die Aktivitäten im Model-
lierungsprozess und das Ergebnis der Modellerstellung. Der Schwerpunkt liegt dabei klar auf
dem Metamodell der Modellierungsgrammatik (vgl. [Kühn06], S. 377). Entwickelt man Model-
lierungsmethoden wiederum modellbasiert, entstehen Modelle r verwendeten sprachlichen
Konzepte und des Prozesses der Modellerstellung.
16Unter dem Begriff derMethodenentwicklung (Methoden-Engineering)wird die Teildisziplin der Wirtschafts-
informatik verstanden, die sich mit dem Entwurf, der Anpassung, der Analyse und dem Vergleich von
(Modellierungs-)Methoden beschäftigt (vgl. [Brin96], S. 276; [Heym93], S. 1; [Har+94], S. 169f; [Star94],
S. 163ff; [Gutz94], S. 12ff).


























Abbildung 5: Methodenbeschreibung nach Gutzwiller (in Anlehnung an [Gutz94], S. 13)
Sprachmodell Konzeptionelles Datenmodell der Methode (vgl. [Gutz94], S. 12-14).
Vorgehensmodell Modell der Aktivitäten der Modellerstellung (vgl. [Heym93], S. 116).
Zweck der Modelle ist die Kommunikation mit den Methodenanwe dern sowie die Dokumen-
tation der Methode (vgl. [Stra96], S. 91f); [Grei04], S. 35;[Brin96], S. 278)17. Mit der mo-
dellbasierten Entwicklung von Modellierungsmethoden istder Begriff der Metamodellierung
verbunden (vgl. [Grei04], S. 35; [Har+94], S. 169ff; [Nuse94], S. 22). Sprach- und Vorgehens-
modell nehmen gegenüber der Modellebene eine Meta-Rolle ein (vgl. [Bri+98], S. 382). Die
Problemdomäne umfasst die zu beschreibenden Informationen. Auf Modellebene (M0) liegen
die Modelle (M0M) der Problemdomänen (vgl. Abbildung 6). In dieser Arbeitwerden Meta-
modelle (M1M) immer am Objektmodell (M0M) verankert. Das Objektmodell wird als Modell
gemäß Abschnitt 2.2 definiert.
Das Modell der auf M0-Ebene verwendeten konzeptuellen Modellierungssprache (M0S) wird
alssprachbasiertes Metamodell(M1M) bezeichnet (vgl. [OMG 02], S. 2-2; [Ral+03], S. 107;
[Stra96], S. 24-28). Es umfasst die Beschreibung der abstrakten Syntax – der grammatikalischen
Regeln und verwendeten Konzepte – und die konkrete Syntax inForm von Notation und Be-
17Die Methodenbeschreibung kann in ihrer Gesamtheit auch alsein einziges Modell verstanden werden
(vgl. [Heym93], S. 117). Sprach- und Vorgehensbeschreibung si d dann als Sichten auf das Methodenmodell
interpretierbar. ESSWEINund WELLER betonen, dass die Methodenbeschreibung bei der Definition der grafi-
schen Darstellung von Sprachelementen sowie deren Bedeutung durch tabellarische oder natürlich-sprachliche
Beschreibungen unterstützt werden sollte (vgl. [EsWe07], S. 2006).
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Abbildung 6: Sprach- und prozessbasierte Metaisierung (inAnlehnung an [Stra96], S. 24ff)
zeichnung (Ausdruck) der Modellelemente (vgl. [Fran94], S. 171; [Gutz94], S. 14; [Heym93],
S. 116f)18
Das Vorgehensmodell wird auch alsprozessbasiertes Metamodell(M1M) bezeichnet. Es
beschreibt die Zerlegung des Gesamtprozesses der Modellerst llung in einzelne Teilaufga-
ben und bringt diese auf verschiedenen Abstraktionsniveaus in eine zeitliche und sachlogi-
sche Reihenfolge (vgl. [Grei04], S. 40). Auf oberster Ebenebeschreibt das Vorgehensmodell
idealisierte Phasen des Modellierungsprozesses, ist alsomit dem Begriff des Phasenmodells
gleichzusetzen. Die Regeln zur Verwendung der sprachlichen Mittel der Modellierungsmetho-
de sind im Vorgehensmodell als Prozess visualisiert. Der Prozess ist vom Ziel geprägt, ein
konsistentes, vollständiges sowie semantisch und syntaktisch richtiges Modell zu konstruie-
ren (vgl. [Kuge00], S. 107; [Tolv98], S. 33; [WaWe02], S. 364; [EsWe07], S. 2004). Es sol-
len die Mindestanforderungen an das zu erstellende Modell sichergestellt werden. Da diese
vom Verwendungszweck der Modelle abhängig sind, ist der Entwurf des Vorgehensmodells
typischerweise z. B. von Prinzipien der Softwareentwicklung (Objektorientierung, Modulari-
sierung, Hierarchisierung, Abstraktion) beeinflusst (vgl. [Balz82], S. 27ff).
In der Metamodellierung werden sprach- und prozessbasierte Metamodell unter Verwen-
dung einer Metamodellierungssprache (M1S) geschaffen.19 Da beide gemeinsam die Art und
Weise der Modellerstellung bestimmen, müssen sie bei ihrer Entwicklung aufeinander abge-
stimmt werden. Ein sprachbasiertes Metamodell wird immer aus einem Zweck heraus ge-
18Bei HOLTEN entspricht dies dem konzeptionellen und repräsentationellen Aspekt einer Modellierungssprache
(vgl. [Holt00], S. 4f).
19Metamodellierungssprachen können wiederum modellhaft in einem sprachbasierten Metametamodell (M2M)
auf Metametamodellebene M2 beschrieben werden. Typischerweise gilt die M2-Ebene als die letzte – weil letzt-
lich semantisch klar abgrenzbare – Ebene in einer Metamodellhierarchie (vgl. [Grei04], S. 112f; [OMG 02]).
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schaffen. Mit der Intention, etwas auf eine bestimmte Art und Weise zu beschreiben, ist es
zunächst möglich, die Sprachbeschreibung unabhängig von der Vorgehensbeschreibung zu er-
stellen (vgl. [OMG 07]). Im sprachbasierten Metamodell derModellierungssprache sollten kei-
ne Elemente definiert sein, die nicht vom prozessbasierten Mtamodell aufgegriffen werden
(vgl. [Bri+98], S. 390). Analog gilt, dass keine Konzepte im Vorgehensmodell referenziert wer-
den sollten, die nicht innerhalb der Sprachbeschreibung definiert wurden. Die Abhängigkeiten
zwischen beiden Modellen sind regelmäßig nicht ausgeglichen. Die Vorgehensbeschreibung er-
gibt sich häufig erst auf Basis der Sprachbeschreibung. DasVorgehensmodell ist abhängig vom
Grad der Formalisierung der Modellierungssprache und dem Typ der Modellierungsaufgabe
(Datenmodellierung, Prozessmodellierung, Interaktionsmodellierung etc.). Bei konzeptuellen
Modellierungsmethoden liegen Vorgehensmodelle zumeist als textuelle Beschreibung vor, die
durch die Verwendung von Grafik zur Illustration des Verwendu gskontexts von Sprachele-
menten unterstützt wird. Sprachen zur diagrammatischen Beschreibung von Vorgehensmodel-
len finden sich bei (vgl. [Grei04], S. 104ff).
2.3.2 Modellgestützte Methoden
Modellierungsmethoden können zu einemMethodenverbundhorizontal oder vertikal miteinan-
der kombiniert werden (vgl. [Bec+01], S. 10; [Grei04], S. 32). Erfolgt der Einsatz der Methoden
streng sequentiell, spricht man von einer horizontalen Kombination. Die Ergebnisse einer Me-
thode sind Input und Startereignis zugleich für weitere Methoden (vgl. [Cr̊Ag99], S. 3). Wird
eine Methode in eine andere Methode eingebettet, so liegt eine v rtikale Integration vor. Ein Teil
der Gesamtaufgabe einer Methode wird dann durch eine zweiteM thode übernommen. Sobald
Methoden innerhalb von Methoden angewendet werden, bedarfs deren Anpassung, da nicht
davon ausgegangen werden kann, dass die Methodenprodukte ohne zusätzlichen Eingriff für
andere Methoden im Verbund verwendbar sind (vgl. [Bec+01], S. 12). Die Integration von Me-
thoden ist Aufgabe der Methodenentwicklung (vgl. Abschnitt 2.3). Konzeptionell unterschei-
det sich ein Methodenverbund zu einer einzelnen Methode durch eine zusätzlicheRegelmenge,
die den Einsatz verschiedener Methoden untereinander koordiniert. Solange die Methoden iso-
liert voneinander betrachtet werden, sind keine Regeln notwendig, welche die Konsistenz der
Output-Artefakte mehrerer Methodenanwendungen sicherstellen.
Im Abschnitt 2.2 wurde die Eignung von Modellen zur Strukturierung, Beschreibung und
Analyse eines per Definition unstrukturierten Problems betont, die es erst gestattet, ein Pro-
blem innerhalb der Modellwelt zu lösen und anschließend diese Lösung in die Problemdomäne
zu übertragen (vgl. [Herr91], S. 133). Eine Modellierungsmethode befasst sich aber nur mit
der Modellerstellung, d. h. die Arbeit am Modell: z. B. Modifikationen, Vergleiche – insge-
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samt Operationen auf Modellen, um zu einer Lösung des Problems in der Modellwelt zu ge-
langen, werden nicht betrachtet. Leitet eine Methode nun nicht nur die Erstellung von Model-
len an, sondern auch deren Verwendung für die Lösung einesfachlichen Problems, so wird
von einer modellgestützten Methode gesprochen (vgl. [Well09], S. 39). Einemodellgestützte
Methode erfordert es, neben der Erstellung auch die Verwendung von Mdellen für die Pro-
blemlösung explizit methodisch zu berücksichtigen. DerB griff der modellgestützten Methode
betont insofern den Zweckbezug bei der Modellierung. Anders als bei einem Methodenverbund
müssen nicht nur die Methodenprodukte angepasst werden, die Methoden erhalten als weiteren
Bestandteil die Problemlösungstechnik. Unter einerProblemlösungstechnikwerdenRegeln,
besser gesagtAlgorithmen, zur systematischen Analyse, Auswertung und Transformation von
Output-Artefakten der beteiligten Modellierungssprachen v rstanden.
2.4 Zusammenfassung
Die vorangegangenen Ausführungen haben gezeigt, dass Modelle im Gegenstandsbereich der
Wirtschaftsinformatik eine bedeutende Rolle einnehmen (vgl. Abschnitt 2.2). Sie entstehen stets
subjektiv durch eine Konstruktionsleistung eines Modellierers und besitzen dabei einen messba-
ren Grad an Präzision, der sich unterteilen lässt in: formal, semiformal und natürlichsprach-
lich. Im Zentrum der Betrachtung standen semiformale Modelle, da sie für die Lösung der
Problemstellung in der vorliegenden Arbeit besondere Bedeutung besitzen. Im Abschnitt 2.3
wurde dargestellt wie Methoden den Prozess der Modellbildung nterstützen. Die Einrich-
tung des sprach- und prozessbasierten Metamodells in einerModellierungsmethode für eine
Modellverwendung zur Problemlösung wurde dagegen in der Lit atur bisher kaum behandelt
(vgl. [Well09], S. 171).
3 Serviceorientierte Anwendungssystementwicklung
Das folgende Kapitel charakterisiert SOA als Architekturstil für Informationssysteme. Hierfür
erfolgt zunächst die Definition des Begriffs SOA im Abschnitt 3.1. In diesem Abschnitt wer-
den Entwurfsprinzipien für SOA aus einem Literaturvergleich abgeleitet und die Behandlung
des Servicebegriffs im Abschnitt 3.2 vorbereitet. Der anschließende Abschnitt befasst sich
mit existierenden Technologien serviceorientierter Anwedungssystementwicklung. Dafür wer-
den grundlegende Standardisierungsvorhaben thematisiert, die den Systementwurf bestimmen.
Schließlich erläutert Abschnitt 3.4 Kriterien zur Identifikation von Servicekandidaten aus einer
Menge von Geschäftsprozessmodellen. Das Kapitel endet mit iner Zusammenfassung.
3.1 Serviceorientierte Informationssystemarchitektur
3.1.1 Informationssystemarchitektur
Modellbildung erfolgt in der vorliegenden Arbeit unter demAspekt des Managements des
Anwendungssystems als dem automatisierten Teil des betrielich n Informationssystems
(vgl. [FeSi01], S. 4ff; ähnlich [HaNe05], S. 84; [Schu01],S. 34; [Hei+04], S. 34). Ange-
lehnt an den allgemeinen Systembegriff (vgl. [Somm01], S. 21; [Hamm99], S. 42; [Beer59],
S. 24) kann ein Anwendungssystem als funktionale Einheit miteinander in Beziehung stehen-
der Teile verstanden werden, die der automatisierten Verarb itung betrieblicher Daten dienen.
Neben dem Anwendungssystem als Träger automatisierter Informationsverarbeitungsaufgaben
umfasst das IS auch nicht-automatisierte Aufgaben und die dazugehörigen menschlichen Res-
sourcen (vgl. [FeSi01], S. 1ff und S. 65).
In der Systementwicklung wird (Anwendungs-)Software synonym als Anwendungssystem
bezeichnet. Anwendungssoftware besitzt eine gewisse Fachlichkeit. Die durch das Anwen-
dungssystem bewältigten Aufgaben haben eine fachliche Bed utung bzw. einen Bezug zur be-
trieblichen Domäne, da sie die
”
. . . Anwender in Wirtschaft und Verwaltung bei der Bewälti-
gung ihrer Aufgaben unterstützen“ (vgl. [Dis+03], S. 21). Bei der Entwicklung eines Anwen-
dungssystems werden also Bezüge zu den betrieblichen Aufgaben hergestellt, die durch das Sy-
stem verrichtet werden. In einem weiten Sinne zählen nebender Anwendungssoftware auch die
eingesetzten Systemsoftware und Hardwaresysteme zu den Bestandteilen des Anwendungssy-
stems (vgl. [EsWe08], S. 8; [FeSi01], S. 3f). Bezieht man diese Bestandteile in die Betrachtung
mit ein, wird von einer Systemarchitektur gesprochen (vgl.[EsWe08], S. 8). Der Begriff derSy-
stemarchitektur wird definiert als die grundlegende Organisation eines Anwendungssystems,
bestehend aus seinen Komponenten, deren Beziehungen zueinand r sowie ihrer Beziehungen
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zur Umgebung und den Prinzipien, die den Entwurf und die Entwicklung des Systems bestim-
men (vgl. [Hass06], S. 48; [ShGa96], S. 15; [Dern06], S. 21).20 Abbildung 7 visualisiert diesen
Sachverhalt.






















































Abbildung 7: Systemarchitektur als Teil des Informationssystems
Im Zuge der Prozessorganisation in Unternehmen hat sich einParadigmenwechsel bei der
Entwicklung von Systemarchitektur vollzogen: Elemente des nicht-automatisierten Teils des
Informationssystems werden nun bei der Gestaltung der Systemarchitektur berücksichtigt, das
Informationssystem ganzheitlich in die Betrachtungen einb zogen. Man spricht von Informa-
tionssystemarchitekturen als Gestaltungsansatz einer Systemarchitektur in ihrem organisatori-
schen Kontext (vgl. [Krcm90], S. 396).21
3.1.2 Serviceorientierte Architektur (SOA)
Als Paradigma für die Entwicklung einer an den Geschäftsprozessen ausgerichteten Informa-
tionssystemarchitektur hat sich die Serviceorientierungetabliert.22 In der Literatur finden sich
20Die Vielfalt an Publikationen zum ThemaArchitekturim Bereich der Systementwicklung zeigt, dass sich bisher
über den Gegenstand und Wirkungsbereich einer Architektur kein einheitliches Verständnis herausgebildet hat
(vgl. [AiSc06]; [Baum06]; [DiGo05]; [Sch+02]).
21Als übergreifender Ansatz haben sichUnternehmensarchitekturenetabliert (vgl. [BuHe04], S. 311f; [Dern06],
S. 32; [AiSc06], S. 188; [SoZa92], S. 591f; [Dern03], S. 30; [Wint04], S. 318; [Sinz04], S. 315f; [Krcm05],
S. 43f). Der Gegenstand von Unternehmensarchitekturen unterscheidet sich durch den Einbezug von Gestal-
tungsaspekten der Organisation signifikant von Informationssystemarchitekturen (vgl. [Rohl08], S. 89). Der
Beschreibungsumfang in einer Unternehmensarchitektur geht typischerweise über technische Systeme hinaus
und kann sich auf das gesamte Unternehmen erstrecken (vgl. [Zach87], S. 285ff; [AdEs07]).
22Aufgrund des großen Umfangs an auswertbarer Literatur wurde eine systematische Erhebung des heutigen Wis-
sensstandes zu serviceorientierten Architekturen vorgenmmen. Die Untersuchung beschränkt sich auf Lite-
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vielfältige Varianten des SOA-Begriffs. Im Folgenden wird eine Auswahl an Klassifikationen
des Begriffes vorgestellt (vgl. Tabelle 1).
Quelle Definition
[Bas+05], S. 5 SOA promotes well defined, published, and discoverable interfac s that de-
liver reusable application functionality for distributedsystems.
[SpWi03], S. 5 [SOA]: The policies, practices, frameworks that enable application functio-
nality to be provided and consumed as sets of services published and disco-
vered, which are abstracted away from the implementation using a single,
standards based form of interface.
[Zyl02], S. 249 Service based architecture (SOA) is a layered architecturethat separates
the usage and definition of software components, from the imple entation
software architecture (. . . ).
[Bar+03], S. 69 Serviceorientierung stellt einen Stil zur Gestaltung von Systemarchitektu-
ren dar, der sich durch bestimmte Architekturkomponenten und Design-
prinzipien auszeichnet. Die zentrale Architekturkomponente sind Services.
[Arsa04a] A SOA is an enterprise-scale IT architecture for linking resources on de-
mand. (. . . ) It consists of a set of business-aligned IT servic s that collec-
tively fulfill organization’s business processes and goals.
[McNa03], S. 2 A SOA is a software architecture that builds a topology of interfaces, inter-
face implementations and interface calls. SOA is a relationsship of services
and service consumers, both software modules large enough trepresent a
complete business function.
[Gio+03], S. 12f Service-Oriented Architecture (SOA) refers to an application software to-
pology according to which business logic and encapsulated in one of mul-
tiple software components (services), exposed to programmatic access via
well defined formal interfaces.
[OASI05], S. 30f A SOA is a software architecture of services, policies, practices and frame-
works in which components can be reused and repurposed rapidly in order
to achieve shared and new functionality.
[W3C04c]; [W3C04d] A Service Oriented Architecture is a form of distributed systems architec-
ture. (A SOA is) a set of components which can be invoked, and whose
interface description can be published and discovered.
[Heut07], S. 22 Eine SOA ist eine mehrschichtige, verteilte Informationssystem (IS)-
Architektur, die Teile von Applikationen für eine vereinfachte Prozessin-
tegration als geschäftsorientierte Services kapselt unddabei bestimmte De-
signprinzipien berücksichtigt.
Tabelle 1: Definitionen des Begriffs SOA
Aus einem Vergleich der Definitionen kann festgehalten werden, dass eine SOA ein Syste-
marchitekturkonzept beschreibt, das die Erbringung von Dienstleistungen der Informationsver-
arbeitung mit der zugehörigen Anwendungssystemfunktional tät in Form von Services vorsieht
(vgl. [Erl05], S. 3 und S. 50). Die Serviceorientierung betont gegenüber der Komponentenori-
ratur zwischen den Jahren 2002 und 2009 in den ZeitschriftenMISQ, JSR sowie Proceedings der Tagungen
Wirtschaftsinformatik und der Tagungen der Association for Information Systems (AIS).
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entierung23 die hohe Autonomie eines Service und den Umfang der angebotenen Funktionalität
(vgl. [BaDo05], S. 634ff; [Matt05], S. 19). Die konzeptionelle Weiterentwicklung vonObjekten
bzw. Komponentenzu Serviceslässt sich an den fachlichen Anforderungen an einen Service,
seiner technischen Implementierung und ökonomischen Bedeutung erkennen. Eine Diskussion
der Unterschiede und Gemeinsamkeiten unterstützt die Explikation des Servicebegriffs in der
vorliegenden Arbeit.
Abstraktionsniveau Ein Service kapselt Funktionen, deren Umfang einem abgeschlossenen
Prozess(-schritt) in einem Geschäftsprozess entspricht. Ein Service bearbeitet Daten, die
kompletten Geschäftsobjekten gleichkommen.
In derObjektorientierungkapseln Klassen Daten und Funktionen (vgl. [Balz01], S. 156). Eine
Komponente beinhaltet den Funktionsumfang mehrerer Klassen und damit größere Mengen an
Funktionen und Daten (vgl. [Stoj05], S. 153). Die Funktionen sind immer noch feingranular.
Analog zur Objektorientierung dienen die Funktionen der Integration der Komponenten inner-
halb einer Anwendung (vgl. [Heut07], S. 50). Ein Beispiel dafür gebenGetter-Methoden(von
engl.get). Sie liefern lediglich einen Wert eines Attributs eines Objekts an ein anderes Objekt
zurück, das mit dem ersten assoziiert ist. Die fachliche Bedeutung dieser Art von Funktionalität
entspricht nicht dem Umfang eines Arbeitsschritts in einemProzessmodell, die ausgetauschten
Daten entsprechen nicht den Geschäftsobjekten, wie sie ind r fachkonzeptuellen Modellierung
anwendungsübergreifender Prozesse Verwendung finden (vgl. [Heut07], S. 50; [AiSc04], S. 24).
Services kapseln Funktionen, die fachlichen Aufgaben entsprechen (vgl. [Erl05], S. 280ff). In
einer Serviceschnittstelle werden komplette Geschäftsobjekte anstatt einzelner Attribute vor-
ausgesetzt (vgl. [McG+03], S. 50). Insofern passen Services die Granularität derSchnittstel-
len auf Ebene des Anwendungssystems den Prozessanforderungen a (vgl. [Stoj05], S. 153;
[AiSc04], S. 24).
Serviceentwicklung Service und Servicenutzer werden zeitversetzt und unabhängig vonein-
ander entwickelt. Die Komposition von Servicefunktionen erfolgt erst nach der Entwick-
lung des Service.
Services und Servicenutzer werden anders als Objekte oder Komponenten in organisatorisch
verteilten Teams, zu unterschiedlichen Zeitpunkten und inverschiedenen Technologien ent-
wickelt (vgl. [Sess04], S. 45; [Heut07], S. 50; [Very03], S.16).
Wiederverwendung durch Komposition Der Fokus liegt auf einer prozessorientierten
Komposition von Servicefunktionalität.
23DieKomponentenorientierungteilt wesentliche Entwurfsprinzipen mit derObjektorientierungund baut auf glei-
chen Technologien auf (vgl. [Stoj05], S. 20; [Grif98], S. 26ff).
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In der Objektorientierung findet eine Zerlegung des Systemsin Objekte statt, wobei diese
durch einfachesErkennender Realwelt zu entnehmen sind. Services dagegen werden durch ie
Zusammenfassung von Aufgaben gebildet, die zusammengehöri Sach- und Formalziele ver-
folgen und auf gemeinsamen Geschäftsobjekten operieren.Ein Beispiel dafür wäre der Service
Lager, der die Funktionen: Bestellung von Ersatzteilen, Prüfung auf Verfügbarkeit eines Teiles,
Reservierung etc. umfasst. Angestrebt werden eine hoheK äsionder Funktionen innerhalb
eines Services und eine schwacheKopplungzwischen den Services. Die Wiederverwendung
einer Servicefunktion sowie die Bildung komplexer Funktionen erfolgt durchKomposition
(vgl. [Kra+04], S. 327 und S. 74; [Zim+04]). Dies unterscheidet Services von Objekten, bei de-
nen die Wiederverwendung von Klassen auf Ebene des Quellcods durch Vererbung geschieht
(vgl. [Grif98], S. 32).
Entwurfsreichweite Der serviceorientierte Anwendungssystementwurf beziehtdie unter-
nehmensweite Systemarchitektur in die Betrachtung ein, bzw. die Systemarchitektur in-
nerhalb großer Organisationseinheiten (vgl. [Bas+05], S. 4f).
Kommunikation Im Gegensatz zu Objekten sind Servicesdeployed, d. h. extern installiert
und zur Verfügung gestellt. Ein Servicenutzer bindet einen Dienst zur Laufzeit ein
(vgl. [CeHa05], S. 10). Eine gemeinsame Kompilierung von Servic nutzer und Service
findet nicht statt.
Ein Anwendungssystem konstituiert sich zur Laufzeit aus einer Menge an Servicefunktionen
zu einer sogenanntenComposite Application(vgl. [Heut07], S. 191). Dies unterscheidet Ser-
vices sowohl von Komponenten als auch von Klassen, die typischerweise in einerProgramm-
bibliothekabgelegt sind. Diese muss vom Nutzer geladen, in die eigene Software eingebunden
und gemeinsam kompiliert werden. Die Kommunikation zwischen einem Service und einem
Servicenutzer muss dafür zustandslos erfolgen (vgl. [Erl05], S. 332; [Voge03], S. 62). Anders
als bei Objekt- oder Komponententechnologien gibt es keineMechanismen für ein automati-
siertesObjektlebenszyklus-und-statusmanagement(vgl. [Heut07], S. 51; [Voge03], S. 61f).
Vermarktung Services sind vermarktbare IT-Lösungen, die für sich selbst ein Gut darstellen
(vgl. [CeHa05], S. 10). Dies entspricht dem allgemeinen Verständnis eines Service als
vermarktbare Dienstleistung (vgl. [BuSc06], S. 53ff).
Diese Eigenschaft teilen Services mit Komponenten (vgl. [Tur+02], S. 1; [Szy+02], S. 487f).
Damit verbunden ist eine umfassende Servicespezifikation,die über semantische Inhalte wie
Vor- und Nachbedingungen sowie Invarianten hinausgeht. Voraussetzung für eine Vermarktung
ist eine an den Wertschöpfungsaktivitäten eines Unternehmens orientierte Leistungsdefinition
eines Service (vgl. [KäOs06], S. 188).
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3.1.3 Rollenmodell
Für die tiefergehende Diskussion derSzenarien 1bis 3 (vgl. Abschnitt 1.1) ist die Dis-
kussion der organisatorischen Aufgabenträger bei Einführung, Entwicklung und Betrieb ei-
ner SOA sinnvoll. Für eine personenunabhängige Beschreibung der Aufgabenträger wird das
Konzept derRolle verwendet (vgl. [KiKu92], S. 456). Das erarbeitete Rollenmodell basiert
auf Erkenntnissen aus der Literatur zur Rollenverteilung iIuK-Projekten im Allgemeinen
und SOA-Projekten im Speziellen sowie auf Erfahrungen aus der Praxis eines universitären
SOA-Entwicklungsprojektes (vgl. [Dern06], S. 32ff; [Math08], S. 253ff; [Heut07], S. 177ff;
[Böh+07], S. 142ff; [DiGo05], S. 1524f). Tabelle 2 zeigt das Ergebnis derÜberlegungen, wo-







Fachbereich Der Fachexperte ist verantwortlich für die Prozessentwick-
lung in den Geschäftsbereichen. Er muss entscheiden, wel-
cher Service entfernt oder welcher hinzugefügt werden soll,
um den Geschäftsprozess bestmöglich umzusetzen. Diese
prozessbezogene Tätigkeit erfordert einerseits fachspezifi-
sche Kenntnisse, andererseits auch die Fähigkeit zur forma-
lisierten Beschreibung der Geschäftsprozesse unter einem
technischen Blickwinkel (vgl. [Math08], S. 253).
Systementwickler IT-Abteilung Der Systementwickler entscheidet, welche (Teil-)Prozesse
bzw. Funktionen durch welche Services umzusetzen sind.
Um die passenden Services zu identifizieren, filtert er die
Menge an verfügbaren Services nach funktionalen und nicht-
funktionalen Anforderungen. Im Vorfeld der Zuordnung pas-
sender Services müssen die Services funktional gegeneinan-
der abgegrenzt werden. Zuletzt erstellt der Systementwickler




IT-Abteilung Der Serviceentwickler ist ein Programmierer. Er ist ver-
antwortlich für die Implementierung der Funktionalitätdes
Service und der semantischen Festlegung der Service-




CIO Der Architekturmanager ist der Auftraggeber eines Service-
Entwicklungsprojekts. Er kennt die Problemdomäne und
steuert die Projekte anhand der Zielstellung. Dafür erarbitet
er eine SOA-Grobspezifikation.
Tabelle 2: Rollen in einer SOA
Für dieSzenarien 1und2 ist die Rolle desFachexperten(Prozessverantwortlichen) von be-
sonderer Bedeutung. Er muss die Anforderungen an das servicebasierte Anwendungssystem
modellbasiert spezifizieren, ändern und neu definieren. Darüber hinaus bereitet er den Entwurf
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der Servicekomposition vor, indem er relevante Teile des Anforderungsmodells markiert oder
serviceorientiert umformt. An die Fachexperten wird die inhaltliche Forderung der Kenntnis
der Modellierungssprache gestellt. Bei einigen Autoren wird der Fachexperte durch einenSOA-
Architektenunterstützt (vgl. [Schw06], S. 235; [Math08], S. 253). DemFachexperten obliegt
dann ausschließlich die Erfassung der eigenen betrieblichen Domäne. Dies tut er unter Zuhilfe-
nahme von Modellierungswerkzeugen und – falls er über keine ausreichenden Modellierungs-
kenntnisse verfügt – in Zusammenarbeit mit einem Modellierungsexperten (vgl. Abschnitt 2.2).
Der SOA-Architekt nimmt die Anforderungen des Fachexperten entgegen und erarbeitet ge-
meinsam mit ihm den zu automatisierenden Teil des Organisationsmodells. Das Anforderungs-
modell wird serviceorientiert umstrukturiert und in eine technisch erfassbare Form gebracht.
Darüber hinaus erstellt der SOA-Architekt die konzeptuellen Datenmodelle, die sich aus den
umzusetzenden Prozessen ergeben. Diese dienen später alsBasis für den Entwurf der Schnitt-
stellen der integrierten Teilsysteme. Die Ergebnisse der Arbeit des Fachexperten respektive der
Gruppe aus Fachexperte und SOA-Architekt werden demSystementwickler̈ubergeben. Er ist
mit derÜbertragung des Modells auf die SOA befasst. Dazu gehört die Identifikation von Ser-
vicekandidaten, die Zuordnung der Servicefunktionen zum Anforderungsmodell und zuletzt
der Entwurf der Komposition.24 Die Interpretation des Quellmodells kann dabei nur gelingen,
wenn sich zwischen dem Fachexperten und dem Systementwickler eineSprachgemeinschaft
herausgebildet hat (vgl. Abschnitt 2.2). Nur dann kann auchdas Modell der Komposition gültig
verifiziert werden und ist, mit ggf. notwendigen Veränderungen, bedeutungsgleich mit dem
Quellmodell. Es entsteht wiederum ein expliziertes Modell, welches demServiceentwickler
die Implementierung der Komposition ermöglicht. Hauptaufg be der Gruppe der Serviceent-
wickler ist die Implementierung und Wartung von Services.25 Dies geschieht typischerweise
zeitversetzt und unabhängig voneinander. In der Praxis werden die Entwicklungsprozesse für
Services in den organisatorischen Strukturen verankert. Als zentrale Rolle ergibt sich die des
Architekturmanagers, der die Zusammenarbeit zwischen den Fachbereichen, zentralen und de-
zentralen IT-Abteilungen koordiniert und die Einhaltung von Architekturrichtlinien und Stan-
dards kontrolliert (vgl. [Ric+05], S. 415).Über Sitzungen in Lenkungsausschüssen, Gremi-
en und Arbeitsgruppen sind die Aufgaben des Architekturmanagers in die übergreifende IS-
Architekturentwicklung und -steuerung eingebunden.
24Der Systementwickler ist auch für die technische Infrastruktur der SOA zuständig, die in der Literatur unter dem
Begriff Enterprise Service Bus (ESB)zusammengefasst wird (vgl. [Kee+04], S. 71ff; [Chap04], S. 7ff).
25Eine Aufteilung der Rolle Serviceentwickler in spezialisierte Rollen wird an dieser Stelle abgesehen.
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3.2 Servicebegriff
Der Begriff des Service ist für die weitere Untersuchung von besonderer Relevanz. Eine Defi-
nition lässt sich auf Basis der Literatur nicht trennscharf formulieren. Services übernehmen in
einer SOA zwei wichtige Funktionen, deren Bedeutung in der Literatur unterschiedlich stark
betont wird. In diesem Abschnitt werden deshalb nach einer allgemeinen Definition zwei ab-
weichende Begriffsauslegungen vorgestellt und gegeneinader abgegrenzt.
3.2.1 Allgemeiner Servicebegriff
Die homonyme Verwendung des Servicebegriffes in der Literatur offenbart sich bei Betrachtung
der bestehenden Definitionen (vgl. Tabelle 3):
Quelle Definition
[Bro+02], S. 4 A service is generally implemented as a course-grained, discoverable soft-
ware entity that exists as a single instance and interacts with applications
and other services through a loosely coupled, message-based communica-
tion model.
[Nati03] Services are software modules that are accessed by name via an interface
typically in a request-reply mode.
[Arsa04a] A service is a software resource (discoverable) with an externalized service
description. This service description is available for searching, binding, and
invocation by a service consumer.
[Gio+03], S. 12f Each service provides its functionality to the rest of the system as a well-
defined interface described in a formal markup language and the communi-
cation between services is platform and language independent.
[OASI05], S. 30f A service is a behavior or set of behaviors offered by one entity for use by
another according to a policy and in line with a service description.
[W3C04c]; [W3C04d] A service is an abstract resource that represents a capability of performing
tasks that form a coherent functionality from the point of view of providers
entities and requesters entities.
Tabelle 3: Definitionen des Begriffs Service
Ein Servicebezeichnet ein eigenständig nutzbares Stück fachliche Lösung mit unterliegen-
der Implementierung in Software, dessen Schnittstelle in sta dardisierter Form vorliegt und
dessen Wiederverwendung auf andere Problemsituationen üb rtragbar ist. Ein Service setzt
dabei eine oder mehrere Aufgaben der betrieblichen Informationsverarbeitung innerhalb ei-
nes Geschäftsprozesses mit einem Vertrag über die Eigenschaften der Implementierung die-
ser Funktionalität in Bezug (vgl. [DiGo05], S. 1522; [Leym03], S. 4ff; [Datz04], S. 78ff). Ein
Service gruppiert eine Menge anServicefunktionenentsprechend den serviceorientierten Ent-
wurfsprinzipien (vgl. Abschnitt 3.4). Eine Servicefunktion wird als Funktion des Anwendungs-
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systems interpretiert, welche die Bewältigung einer bestimm en Menge an betrieblichen Aufga-
ben unterstützt (vgl. [Turo03], S. 19). Beinhaltet ein Service nur eine Servicefunktion können
beide Begriffe synonym verwendet werden. Die Leistung eines S rvice wird über ein Netzwerk
(z. B. Internet) angeboten. Die Entwurfsprinzipien eines Srvice sind darauf ausgerichtet, ihn
mit anderen Services verbinden zu können (vgl. [Szy+02], S. 192ff).
3.2.2 Fachlicher Servicebegriff
Die Entkopplung zwischen dem Service als Schnittstelle mitfachlichem Bezug und derService-
Implementierungist die fundamentale Eigenschaft einer SOA. Im Ergebnis wird d e Funktio-
nalität eines Service von dessen Implementierungs- und Infrastrukturdetails getrennt. Die mit
einem Vertrag vereinbarten, automatisierten Informationsverarbeitungsaufgaben eines Service
werden durch die Schnittstellen mehrerer Komponenten realisi rt.26 Die begriffliche Einord-
nung des Servicebegriffs in den Zusammenhang der Unternehmensarchitektur illustriert Abbil-
dung 8.
Die Servicefunktionen und Parameter stellen den Zugriffspunkt auf Funktionen und Daten
der darunter liegenden Komponenten dar. Um die notwendige Granularität der Servicefunk-
tionen zu erreichen, wird im Service die Funktionalität mehrerer Komponenten bzw. Klassen
aggregiert.27 Ein Service kann allerdings auch einfach die Funktionalit¨at einer einzelnen Kom-
ponente kapseln. In diesem Fall implementiert der Service keine eigene Fachlogik. Eine konzep-
tionelle Unterscheidung der beiden Fälle besitzt für dievorliegende Arbeit keine Relevanz. Die
Funktionalität eines Service wird alsBlack-Boxangenommen (vgl. [Parn72], S. 1056; [Balz99],
S. 137). Es bestehen keine Kenntnisse über die im Service impl mentierte Lösung und die in-
terne Datenstruktur.̈Uber die Angabe von Metadaten in seiner Schnittstelle kann zwar erkannt
werden, was ein Service leistet und wie er genutzt werden kan, nicht aber, wie der Service
intern implementiert ist (vgl. [Balz99], S. 342; [Newc04],S. 76). Ein Servicenutzer übergibt
einem Services Daten und keine Steuerungsinformationen (vgl. [Newc04], S. 75). Aktivitäten
in einem Geschäftsprozess werden in der vorliegenden Arbeit als komplementär zu Service-
funktionen angesehen. Eine Servicefunktion ist mit der Fachebene unmittelbar über die auszut-
auschenden Geschäftsobjekte verbunden.
26Der Bestand an Services im Anwendungssystem kann angelehntan den Begriff der Anwendungslandschaft als
Servicelandschaft bezeichnet werden. Ihr unterliegen fachlich-inhaltliche und technische Abhängigkeiten zwi-
schen den im Betrieb befindlichen Services. Ein Nachweis derServicelandschaft bildet die Grundlage für die
Entscheidung, welche Services welche Informationsverarbitungsaufgaben unterstützen und welche Services
miteinander interagieren, um Geschäftsprozesse abzubilden.
27Typischerweise ist dies mit zusätzlichem Programmieraufw nd für die Serviceentwickler verbunden. Die ver-
schiedenen Komponentenschnittstellen müssen zentral angesteuert und koordiniert werden. Gegebenenfalls ist






































Abbildung 8: Einordnung des Servicebegriffs in die Unternehm nsarchitektur
3.2.3 Technischer Servicebegriff
Da das Thema SOA in der Literatur von Anfang an von der Diskussion um Web Services ge-
prägt war, legen die frühen Definitionen einen eher technischen Servicebegriff zugrunde, dessen
Bedeutung primär in der̈Uberbrückung der technischenHeterogeniẗat zwischen verteilten An-
wendungssystemen liegt (vgl. [Erl05], S. 282; [OvTu07], S.3ff). Der technische Servicebegriff
betont die Funktion eines Service bei der Integration verteilter Anwendungssysteme. Als ausge-
reifte technologische Umsetzung des SOA Paradigmas geltendie Web Service-Standards nach
den Empfehlungen desW3C Konsortiums(vgl. [Erl05], S. 47ff; [VoWe07], S. 290f; [West06],
S. 77f). Häufig werden die Begriffe Service und Web Service deshalb synonym verwendet
(vgl. [Szy+02], S. 224; [Nati03]; [Aral03], S. 48ff; [McG+06], S. 17). Web Services sind eine
technologische Umsetzung des SOA Paradigmas auf Grundlagevon XML-Dokumenten und
deren Austausch unter Nutzung von standardisierten Internetprotokollen. Bei Web Services
bleiben die Service implementierenden Applikationen und die dafür verwendeten Technolo-
gien heterogen. Ihre Schnittstellen und Kollaborationspattern werden auf Basis von XML und
Internetprotokollen standardisiert. Dies schließt Interaktionsmodelle (Protokolle) und Beschrei-
bungsmittel (XML-Sprachen) von Web Services ein. Das Konzept d s Web Service kann auf
drei Elemente reduziert werden:
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Implementierung Der Web Service ist eine Software, die ein XML-Dokument verarbeitet,
das er durch eine Kombination von Transport- und Anwendungsprotokollen im Sinne des
OSI-Referenzmodells (vgl. [ISO94]) erhält.
Es ist irrelevant, wie der Service implementiert ist, ob dabei z. B. objektorientierte Techniken
zum Einsatz kamen oder eine andere Technologie. Die einzigeAnforderung ist, dass der Service
in der Lage ist, bestimmte wohlgeformte XML-Dokumente zu verarbeiten. Der Dokumenten-
austausch unter Web Services unterscheidet sich von der Anfo derung für einen Methodenauf-
ruf auf Basis einer Objektinstanz in der klassischen Objektorientierung. Der Lebenszyklus eines
Objekts beginnt im Normalfall, aufgrund einer Anforderung, mit der Instanziierung durch eine
Factory.28 Ein aufrufendes Objekt fordert zur Ausführung von Methoden auf der referenzierten
Objektinstanz auf und gibt das Objekt danach frei, respektiv überlässt es der Laufzeitumge-
bung. Ein Objekt muss also immer durch eine Referenz identifizierbar sein. Es gibt dem Aufru-
fenden die Gelegenheit, zu einer Objektinstanz mit bestimmen Zustand zurückzukehren. Web
Services hingegen kennen keine Objekte, Referenzen und besitzen auch keine Lebenszyklen
(vgl. [Voge03], S. 59f). Web Services behandeln nur XML-Dokumente und deren Kapselung.
Damit lässt sich der Hauptunterschied zwischen beiden Paradigmen bei der Betrachtung der
Informationsflüsse zwischenClientundServererkennen: Bei (verteilten) objektorientierten Sy-
stemen ist die Reichhaltigkeit des Informationsflusses gekapselt in den Schnittstellen, die ein
Objekt bereitstellt. In einem Web Service basierten Systemsteckt die Detailfülle im Entwurf
der XML-Dokumente, die übermittelt werden.
XML Dokument Das XML-Dokument beinhaltet alle für die Aufgabenverrichtung relevanten
Informationen, die dem Service für die Verarbeitung zur Verfügung stehen.
Im Gegensatz zur Schlichtheit der Web Service-Standards k¨onnen diese XML-Dokumente
außerordentlich komplex sein. Die Dokumente, die ein Web Service verarbeiten kann, sind
wiederum unter Zuhilfenahme von XML beschrieben. Zwei Servic s, die in einer Konversation
beschäftigt sind, müssen Zugriff auf die gleiche Schemabeschreibung haben, damit sie die Do-
kumente, die sie austauschen, validieren und interpretieren können. Das Schema kann z. B. als
XML-Schema-Definition (XSD) spezifiziert und in der WSDL Datei enthalten bzw. als externe
Ressource referenziert sein (vgl. [W3C04c]).
Adresse Die Adresse, auch die Portreferenz genannt, ist eine Protokollbindung, kombiniert
mit einer Netzwerkadresse, die ein nachfragender Service für den Zugriff auf den Service
nutzen kann (vgl. [Voge03], S. 60). Diese Referenz identifiziert normalerweise – unter
Nutzung eines Internetprotokolls (TCP oder HTTP) – wo der Servic gefunden werden
kann.
28Der Spezialfall des Singleton Objekts soll hier außen vor gelassen werden.
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Um die Verarbeitung des XML-Dokuments klar von anderen auszutauschenden Informatio-
nen der zwei kommunizierenden Services abzugrenzen, wird es von einer vierten Komponente
– dem Simple Object Access Protocol (SOAP) – gekapselt (vgl.[W3C04c]). Der Einsatz von
SOAP ist optional, separiert allerdings auf standardisiertem Weg Routing- und Sicherheitsin-
formation vom XML-Dokument (vgl. [W3C03], S. 23). Eine Extension des Servicebegriffs
umfasst zusätzlich Techniken zur Servicebeschreibung und Serviceregistrierung. Dies ist Be-
standteil des folgenden Abschnitts.
3.3 Web Service-Standards
Eine Umsetzung des SOA Paradigmas erfordert eine Normalisierung von Heterogenität zwi-
schen Services in den Bereichen Beschreibung, Veröffentlichung und Interaktion. Konkret wur-
den bzw. werden deshalb folgende Aspekte durch entsprechende Standardisierungsvorhaben
bearbeitet (vgl. Abbildung 9).
Typen von Heterogenität in einer SOA
Interaktionsprotokoll / Ebene der Ausführung (WS-BP EL, WSCI)
Unterschiede im Interaktionsprotokoll von Services / Ausnahmebehandlung 
Fähigkeiten. Transaktionssicherheit.
Nicht-funktionale
Heterogene Spezifikation der nicht-funktionalen Anforderungen zwischen 
Serviceanbieter und Servicenachfrager. Sicherheit, Verfügbarkeit.
Funktionale
Unterschiede in der Beschreibung der funktionalen Eigenschaften eines Web 
Service
Syntax / Struktur / Semantik
Unterschiede im Datenschema auf syntaktischer und semantischer Ebene
Plattform / System
Unterschiedliche Betriebssysteme, Plattformen, Netzwerktechnologie, Middleware 
Lösungen und Kommunikationsparadigmen, Programmiersprachen, 
Schnittstellenbeschreibung.
Lösungsansätze
Nutzung von Vorbedingungen und Auswirkungen zur 
Spezifizierung der Nutzungsbedingungen. 
Semantische Annotation von Ausnahmen.
Semantische Annotation mit WS-Policy und WS-
Agreement.
Annotation der Servicefunktionen und Hinzufügen 
von Vorbedingungen / Auswirkungen der 
Servicefunktion.
Annotation des Input und Output von 
Servicefunktionen mit ontologischen Konzepten. 
Ermöglicht syntaktische Interoperabilität.
Web Service Standards (SOAP und WSDL)
Abbildung 9: Typen von Heterogenität in einer SOA (vgl. [Cur+02], S. 86; [Wee+05], S. 21)
Web Service-Standards sind modular organisiert, weshalb auch allgemein vom WS-
Stack (WS-*) gesprochen wird (vgl. [Curb03], S. 30; [Musc04], S. 10ff; [Gall04], S. 203;
[Gud+02]).29 Als grundlegende Module gelten die Elemente des
• Wire-Stack (SOAP),
• Description-Stack (WSDL; BPEL),
29Die Modularität ermöglicht es, serviceorientierte Architekturen verschiedener Nutzenstufen zu unterstützen
(vgl. [DiGo05], S. 1526).
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• Discovery-Agency-Stack (UDDI, WS-Inspection).
Das Simple Object Access Protocol (SOAP), die Web Service Description Language (WSDL)
sowie die Universal Description, Discovery and Integration Language (UDDI) sind Standards
für den Bereich des Web Service-Nachrichtenaustauschs, der Schnittstellenbeschreibung, Re-
gistrierung und Suche (vgl. [Gud+04]; [Wals02], S. 3f, S. 175f und S. 241f). Mit ihnen bietet
die W3C eine standardbasierte Lösung für die Normalisierung von Plattform- und Systemhete-
rogenität an. Die Kommunikation auf XML basierenden Dokumenten ermöglicht syntaktische
Interoperabilität. Die Schnittstellenbeschreibung mitWSDL bildet die Grundlage für Plattfor-
munabhängigkeit. Beides schafft die Basis für Beschreibungsmittel zur Zusammensetzung von
Services. Im Folgenden soll ausschließlich auf den Description- und Discovery-Stack fokus-
siert werden. Von einer tiefergehenden Untersuchung des Wire-Stack wird abgesehen, da der
Aufbau der Protokolle für die in dieser Arbeit behandeltenAnwendungsfälle von Web Services
eine untergeordnete Rolle spielt.
3.3.1 Schnittstellenbeschreibung
Die Servicebeschreibung mit WSDL umfasst die Repräsentatio der Schnittstelle des Services,
d. h. die Signatur der Servicefunktionen mit Input- bzw. Output-Nachrichten. Neben den Funk-
tionen beschreibt die Schnittstelle die unterstützten Netzw rkprotokolle, verwendbaren Nach-
richtenformate und die Adresse des Service. Zunächst sindFu ktionen des Web Service und
damit verbundene Nachrichten abstrakt zu beschreiben. Eine Input-Nachricht enthält neben
Adressat und Empfänger Informationen darüber, welche Servicefunktion(en) auszuführen ist
und natürlich die zu verarbeitenden Daten (vgl. [Kra+04], S. 34). Eine Output-Nachricht um-
fasst die Ergebnisse der Verarbeitung. Erst danach erfolgteine Konkretisierung der Servicebe-
schreibung durch Anbindung an ein Netzwerkprotokoll und ein Format für die Nachrichten.
Für die formalisierte Spezifikation des Service in der vorliegenden Arbeit ist das Verständnis
der Sprachkonstrukte zur Explikation der Signatur der Servic funktionen von besonderer Be-
deutung. Dabei unterscheidet man folgende Arten:
Type Parameter, die in einer Nachricht verschickt werden, können nur mit Datentypen aus dem
ElementTypeausgezeichnet werden.
Message Nachrichten dienen der Definition der übertragenen Daten.Eine Nachricht besteht
aus mehrerenParts (Parameter), von denen jeder mit einem Datentypen aus dem Type-
Element verknüpft ist. Mit Nachrichten werden einzelne Parameter zu einer Gruppe zu-
sammengefasst, sodass diese für mehrere Funktionen des Service zur Verfügung stehen.
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Porttype In diesem Element sind die Signaturen der Servicefunktionen beschrieben. Teil einer
Signatur sind Parameter (Input) und Rückgabewert (Output). Die Reihenfolge der Input-
und Output-Elemente legen den Typ der ausgetauschten Nachricht fest. In diesem Sinne
werden imPorttypeNachrichten zu Servicefunktionen gruppiert.
Der konkrete Teil des WSDL-Dokuments umfasst folgende Sprachkonstrukte:
Binding Das Binding-Element koppelt den abstrakten mit dem konkreten Teil der Service-
beschreibung. Bestimmt werden dasÜbertragungsprotokoll und das Datenformat für die
Servicefunktionen und Nachrichten, die durch einenPorttypegegeben sind. Hier wird
festgelegt, ob die zu verarbeitenden Daten an den entsprechenden Service gesendet wer-
den sollen oder eine Servicefunktion entfernt aufzurufen ist. Des Weiteren bildenBin-
dingsdie Porttypen auf konkreten Protokollen ab.
Port Kennzeichnet die konkrete Adresse für die Kommunikation mit dem Service.
Service DasService-Element fasst eine Kollektion an Ports zusammen.
Bei einemServiceaufrufbezieht derServicenutzerdas WSDL-Dokument. Auf Basis der Spe-
zifikation implementiert der Servicenutzer die für die Interaktion mit dem Service notwendige
Client-Schnittstelle. Diese muss dazu in der Lage sein, zur Schnittstellenbeschribung konfor-
me Nachrichten an den Service zu senden und von diesem zu empfangen (Versendung des
XML-Dokuments). Im Falle einesRemote Procedure Call (RPC)generiert der Servicenutzer
einen clientseitigen Vertreter für die Servicefunktion (Versendung der Methode) und ruft diese
anschließend auf.
3.3.2 Servicebeschreibung
Aus Sicht des SOA Paradigmas ist die angemessene Dokumentation eines Service ein wesentli-
ches Kriterium für seine erfolgreiche Wiederverwendung.Um als Servicenutzer einen passen-
den Service identifizieren und in das eigene Anwendungssystem integrieren zu können, benötigt
man Informationen, die über die reine Spezifikation der Signaturen der Servicefunktionen hin-
ausgehen. Diese Informationen lassen sich analog zu Vorschlägen in der Komponentenorien-
tierung auf mehreren Ebenen beschreiben (vgl. [Tur+02], S. 4). Dazu gehören beispielsweise
eine natürlichsprachliche Beschreibung der Funktionalität, Inhalte wie Vor- und Nachbedin-
gungen und Invarianten. Die Beschreibung muss architekturweit einheitlich und an zentraler
Stelle erfolgen (vgl. [Heut07], S. 32). Die umfassende, um se antische Inhalte angereicherte
Schnittstellenbeschreibung soll im weiteren TextverlaufalsServicemodellbezeichnet werden.
Der Ort, an dem Servicenutzer Servicemodelle analysieren und Serviceanbieter ihre Services
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beschreiben und die Modelle ablegen, wird unter dem Begriffdes Serviceverzeichnisses subsu-
miert. EinServiceverzeichnis(engl. Service Repository) dient dem Management von Servics
(vgl. [Heut07], S. 29; [Dos+05], S. 15; [CeHa05], S. 5). Sie nehmen im Web Service Umfeld
eine zentrale Rolle ein (vgl. [VoWe03], S. 3; [Burg04], S. 61). Synonym wird bei einem Ser-
viceverzeichnis auch von einemServicekataloggesprochen.
Annahme 3: Basierend auf einem Servicekatalog charakterisieren die Identifikation,
Auswahl und Bindung von Services den Entwurf serviceorientierter Anwendungssyste-
me.
Im Rahmen der Entwicklung von Servicekatalogen haben sich verschiedene Ansätze für eine
einheitliche Spezifikation von Services etabliert. UDDI stellt den wohl bekanntesten Beschrei-
bungsrahmen für Unternehmen und die Spezifikation ihrer Web S rvices dar (vgl. [Kei+02],
S. 304ff). Jedes UDDI konforme Serviceverzeichnis bildet slb t einen Web Service. Der
Zugriff erfolgt dokumentbasiert und gekapselt durch SOAP ¨uber die UDDI SOAP API30
(vgl. [Newc04], S. 157ff).Über diese Schnittstelle kann das Verzeichnis durchsucht werden,
Daten über das Unternehmen bzw. Services abgefragt und WSDL-Dateien zu Services geladen
werden. Des Weiteren erlaubt sie Entwicklern, ihre Web Servic s zu registrieren (vgl. [West06],
S. 81ff). Informationen im Verzeichnis werden oft in drei Kategorien eingeteilt:White-, Yellow-
undGreen-Pages(vgl. [Cera02], S. 158ff; [ChJe03], S. 10; [Burg04], S. 62).
Die White-Pages enthalten allgemeine Informationen zum Service: Namensregister, den An-
bieter mit Detailangaben, Kontaktinformationen und eine textuelle Beschreibung. Die Yellow-
Pages repräsentieren Klassifizierungsinformationen, die Aufschluss darüber geben, zu welcher
fachlichen Domäne der Service zu zählen ist. Grundlage ist ine Kategorisierung der Anbieter
und der von ihnen angebotenen Services, z. B. nach Art der Geschäft tätigkeit, dem Geschäfts-
sitz, den Produkten etc. Verwendet werden Klassifikationssysteme, die sowohl standardisiert31
als auch anbieterspezifisch sein können (vgl. [West06], S.91) Zuletzt dienen die Green-
Pages der Registrierung der Serviceschnittstelle sowie der Speicherung des WSDL-Dokuments.
Darüber hinaus sind Informationen über das Geschäftsmodell sowie über Geschäftsprozesse
des Unternehmens enthalten. UDDI zielt darauf ab, Web Services zur Laufzeit auf Basis eines
standardisierten Datenmodells wiederverwenden zu können (vgl. [Kei+02], S. 308). Charakteri-
stisch ist die Entkopplung der auf einzelne Services bezogenen fachlichen Daten, d. h.Busines-
30Insgesamt werden sechs API Sets angeboten (vgl. [West06], S. 81): Inquiry für Anfragen an den Verzeichnis-
bestand,Publicationzum Einstellen von Verzeichnisdaten,CustodyandOwnership Transferzur Modifikation
von Einträgen und Datenaustausch,Replicationzur Synchronisation des Verzeichnisbestands,Subscriptionzur
Überwachung von Datenänderungen, Security zur Authentifizierung und Authorisierung von Nutzern.
31Beispiele für Taxonomien zur standardisierten (branchensp zifischen) Klassifikation von Informationen sind das
North American Industry Classification System (NAICS) oderie Universal Standard Products and Services
Classification (UNSPSC).
WEB SERVICE-STANDARDS 43
sEntityundBusinessService, und der Schnittstellenspezifikation zur dynamischen Einbindung
von Services mit Hilfe einesTechnical Models (tModel).
• Ein BusinessEntitydient der Speicherung von Daten zum Serviceanbieter, d. h. aller Da-
ten aus den White-Pages komplementiert um die aus der Klassifik tion der Anbieter re-
sultierenden Metadaten der Yellow-Pages.
• Der Name und die Beschreibung des zu registrierenden Service erfolgt alsBusinessSer-
vice. Die Beschreibung ist informell und erstreckt sich speziell auf die erforderlichen
Angaben in den Yellow-Pages. EinBusinessServicekann als fachliche Hülle für ein oder
mehrere Services eines Anbieters verstanden werden.
• BindingTemplatesimplementieren die Daten zum physikalischen Zugriff auf den r gi-
strierten Service. Abgelegt sind technische Details der Gren Pages zur Implementierung
des Service, d. h.̈Ubertragungstyp32, die Adresse für den Zugriff und eine Referenz auf
ein tModel. Es können mehrereBindingTemplatesfür eineBusinessServicer gistriert und
damit verschiedene Zugriffsmöglichkeiten auf diesenBusinessServicezugeordnet wer-
den.
• Ein tModel ist der Mechanismus zur Integration von Web Service-Implementierungen
in das Verzeichnis. In den meisten Fällen kapselt dastModel ein WSDL-Dokument.
Die Schnittstellenbeschreibung imtModelmuss nicht zwingend mit der WSDL erfolgen
(vgl. [Newc04], S. 163). Die Beschreibung des Service ist wei gehend beliebig und damit
gleichzeitig unabhängig von der konkreten Form der Implementierung des Service. Die
lose Kopplung zwischentModelund der Implementierung des konkreten Service erlaubt
die Zuordnung beliebig vieler Web Services zu einemtModel. Zur Laufzeit ermöglicht
dies eine dynamische Selektion und Bindung von Web Servicesals Implementierungen
des gleichentModels(vgl. [Leym03], S. 13f; [West06], S. 80f).
HAGEMANN ET AL . merken an, dass UDDI – wie auch andere Standardisierungsvorschläge
– insbesondere Schwächen bei der Suche nach Services aufweisen (vgl. [Hag+07], S. 117). Die
Beliebigkeit der semantischen Auszeichnung im Beschreibungsprozess führt zu Inkonsistenzen
im Datenbestand und im weiteren Verlauf dazu, die Zweckmäßigkeit eines Service aufgrund
der vorliegenden Datenbasis nicht automatisiert sicherstellen zu können (vgl. [Newc04], S. 165
und S. 176ff). Da die Einschätzung der Semantik des Serviceauf die informale, textuelle Be-
schreibung desBusinessServicebeschränkt ist, muss das Ziel einer automatisierten Auswahl
eines Service angezweifelt werden.
32DerÜbertragungstyp wie z. B. http, https, ftp, fac, phone etc. determiniert, ob die Formatierung der übertragenen
Information korrekt ist.
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Annahme 4: Die Suche und Auswahl von Services verbleibt als manuelle Aufgabe beim
Systementwickler.
Um diese Schwäche von UDDI zu beheben, wird in der Literaturdie Auszeichnung von
Web Services mit Metadaten diskutiert – allerdings eher austechnischem Blickwinkel. Es wird
darauf abgezielt, die Nutzbarkeit von Web Services in Anwendungssystemen sicherzustellen
(vgl. [VoWe05], S. 300ff). Der Literatur sind insofern lediglich Anforderungen zu entneh-
men, die auf eine automatisierte Auswahl von Services zur Lafzeit von Prozessen hinzielen
(vgl. [Dos+05], S. 121f). Betriebswirtschaftlich relevante Facettend s fachlichen Verhaltens
einzelner Services hingegen blieben bisher unberücksichtigt (vgl. [Broc06], S. 28).
Zum Zeitpunkt der Untersuchungen lagen neben UDDI – wobei hier nur der Bereich der
Yellow-Pages relevant ist – Standardisierungsvorschläge aus dem Bereich desSemantic Web
vor.33 Alle lassen Bezüge zuOntologienerkennen, die auf die Frage der semantischen Aus-
zeichnung von Web Services übertragen werden.34 Grundprinzip ist die Konstruktion eines Be-
zugssystems, demgegenüber ein Web Service konform beschri ben werden kann. Unklar bleibt,
inwieweit Ontologien bei der Beschreibung des Verhaltens ei es Service aus fachlicher Sicht
dienlich sein können. Die konstruierbaren Bezugssystemeberuhen lediglich auf dem Konzept
der Kategorisierung von Services. Die Beurteilung der Tauglichkeit eines Web Service bleibt
dabei auf die Partner beschränkt, die sich auf die Verwendung gemeinsamer Klassifikations-
systeme verständigt haben, was die Notwendigkeit der Bildung domänenspezifischer Klassifi-
kationssysteme impliziert (vgl. [Broc06], S. 34). Sowohl bei OWL-S als auch bei UDDI wird
diesbezüglich auf die Verwendung separat zu erstellenderKlassifikationssysteme verwiesen.
3.3.3 Servicekomposition
Die Plattformunabhängigkeit von Web Services durch SOAP und WSDL schafft die Möglich-
keit, zusammengesetzte Web Services durch die Kombinationm t existierenden elementaren
oder anderen zusammengesetzten Servicefunktionen zu bilden (vgl. [Yang03], S. 35). Die Ver-
bindung von Services nach einem Anordnungsmuster wird als Servicekomposition bezeichnet.
Die Abgrenzung des Begriffs der Servicekomposition ist für die vorliegende Arbeit von beson-
33Zu nennen sind die OWL-S – Web Ontology Language for Web Servic s (vgl. [Mar+04], S. 28), die SAWSDL
– Semantic Annotations for WSDL and XML Schema (vgl. [Kop+07], S. 61ff), die WSMO – Web Service
Modeling Ontology (vgl. [Bru+05]) und der RDF - Resource Description Framework (vgl. [W3C04b]).
34Der Erarbeitung einer Domänen bezogenen Ontologie liegt di Idee der Beschreibung einer materialen Domäne
mit Hilfe einer formalen Sprache zugrunde. Im Mittelpunkt steht das Mapping zwischen Domänen bezogenen
materialen Aussagen und einem Element der Ontologie, wobeidas Ontologieelement als Artefakt der formalen
Sprache gesehen wird, was im Umkehrschluss ein deduktives Schließen ermöglicht (vgl. [Mäd+01], S. 393ff;
[Stu+98], S. 10 und 28f). Der Begriff der Semantik erhält im Umfeld des Semantic Web Technologien eine
eher technische Bedeutung (vgl. [Ehr+07], S. 2f; [Bet+06], S. 4; [HeDu07], S. 438f; [Bro+06], S. 192ff).
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derer Bedeutung. Die modellhafte Beschreibung der Komposition stellt das Ziel der Transfor-
mation von Geschäftsprozessmodellen auf die SOA dar. Unter ein rServicekompositionwird
ein Mechanismus für eine an Geschäftsprozessen orientierte Anwendungssystementwicklung
verstanden (vgl. [Curb03], S. 30f). Der Anwendungssystementwurf erfolgt modellbasiert durch
Beschreibung einer Reihenfolge von Servicefunktionsaufrufen, ausgerichtet an der zu automa-
tisierenden Informationsverarbeitungsaufgabe. Services werden miteinander kombiniert, um
1. ein bestimmtes Geschäftsziel zu erreichen oder
2. komplexe Servicefunktionen bereitzustellen (vgl. [Curb03], S. 31; [Yang03], S. 36;
[Kreg03], S. 32).
Vision ist es, Veränderungen der fachlichen Anforderungen ohne Manipulation vomPro-
grammcodedurch Veränderungen an der Servicekomposition umzusetzen. Servicekompositio-
nen können selbst wieder zu Services gekapselt werden, wasdie Komposition zu einem rekursi-
ven Vorgang macht (vgl. [Kieh07], S. 829). Die Komposition von Services kann auf drei Wegen
erreicht werden:
• manuell, indem man den Output eines Web Service als Input ineinen anderen Web
Service einspeist,
• semiautomatisch35, indem man die Sequenz von Web Service Interaktionen in einer Kon-
figurationsdatei definiert,
• vollautomatisch, indem man Möglichkeiten schafft, dasssich ein (selbst-)organisierendes
Netz an Web Services von allein etabliert (vgl. [Kieh07], S.829).
Das Prinzip einer Komposition von Services entspricht dem aus der Systemtheorie stam-
menden hierarchischen Systemkonzept (vgl. [Ropo99], S. 71ff). Zusammengesetzte Services
entstehen aus der Komposition anderer ggf. bereits bestehend r Services. Sie lassen sich bis
hin zu elementaren Einheiten verfeinern, die nicht weiter in Services unterteilt werden. Bei der
Behandlung von Services wird zwischen beiden Typen keine Unt rscheidung gemacht. Wegen
der grundsätzlich verborgenen Innensicht von Services ist eine Dokumentation und explizite
Behandlung komplexer Services nicht notwendig. Genauso wenig wird in Bezug auf die Auf-
gaben, die ein Service bewältigt, eine Unterscheidung zwischen den Services vorgenommen
(vgl. [ChDa01], S. 67ff; [HeSi00], S. 172ff; [Erl05], S. 347ff).
35Gegenwärtig wird die semiautomatische Orchestration weitgehend von der Industrie unterstützt, so z. B. JBoss
jBPM (vgl. [Cumb07], S. 6ff), ActiveBPEL (vgl. [Endp07]), Oracle BPEL Process Manager (vgl. [ORAC07]).
Bei den Lösungen handelt es sich stets um eine zentrale Orchest ierungsmaschine, die teilnehmende Web Ser-
vices auswählt und koordiniert. Eine dynamische Bindung zur Laufzeit ist noch nicht realisiert (vgl. [Kreg03],
S. 33).
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Es gibt zwei Vorgehensweisen bei der Verkettung von Services: Orchestration und Cho-
reographie (vgl. [Dos+05], S. 202f). Darunter sind keine konkurrierenden Richtungen der
Standardisierung zu verstehen. Beide Kompositionsstile besitzen für die Unterstützung von
Geschäftsprozessen Relevanz und können bei der integriert n Gestaltung inner- und zwischen-














Service als Teil der 
Komposition
Legende:
Abbildung 10: Innerbetriebliche Komposition vs. überbetiebliche Choreographie
Abbildung 10 macht deutlich, dass sich Orchestrierung fürdie Steuerung innerbetrieblicher
Prozesse anbietet, während die Choreographie zur zwischenbetrieblichen Abstimmung von Pro-
zessen geeignet ist. Beide werden im Folgenden erläutert.
Web Service-Choreographie
In einerWeb Service-Choreographiestößt ein Service eine Prozessausführung ohne zentra-
le Steuerung an. Services rufen sich gegenseitig entsprechend der Prozessstruktur sequenziell
selbst auf. Dafür müssen sämtliche zur Abwicklung des Prozesses relevante Nutz- und Steue-
rungsdaten zwischen den Services weitergereicht und das Ergebnis schließlich an den Auslöser
der Prozessausführung übermittelt werden. Choreographie wird typischerweise gewählt, um in-
terorganisationale Geschäftsprozesse zwischen lose gekopp lten Partnern zu implementieren
(vgl. [Bus+05], S. 230). Im Gegensatz zur Orchestration bietet die Choreographie keinen ein-
deutigen Bezug zur konzeptuellen Modellierung im vorliegend n Problembereich.
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Web Service-Orchestration
Web Service-Orchestration ist ein Kompositionsmodell mit enger Kopplung der beteiligten
Services. Dieses Modell eignet sich weniger für kollaborative Geschäftsprozesse, da die Inter-
aktion der Services im Geschäftsprozess aus Sicht eines eizelnen Partners heraus geplant und
kontrolliert wird. Die Interaktion der Services wird zentral durch ein Modell koordiniert, wel-
ches die Ausführungsreihenfolge einer Menge von Servicefunktionen definiert (vgl. [Ouya07],
S. 162). Mit der Etablierung der semiautomatischen Orchestration als dem essentiellen Bau-
stein des Geschäftsprozessmanagements im Kontext von SOA(vgl. [Pelt03], S. 46ff) setzte
die Erarbeitung von Standardisierungsvorschlägen für XML basierte Beschreibungssprachen
ein. 2007 fand dies mit der Annahme der Web Service Business Process Execution Language
(WS-BPEL) in der Version 2.0 durch das OASIS Konsortium einen Abschluss (vgl. [OASI07]).
WS-BPEL bildet seitdem den Standard für eine an Geschäftsprozessen orientierte Servicein-
tegration auf Basis einer semiautomatischen Orchestrierung von Web Service (vgl. [Alo+04],
S. 283; [Andr03]). Die aktuelle Version 2.0 heißt WS-BPEL inA lehnung an weitere Web
Service-Standards (WS-* ), wohingegen die Vorgängerversion 1.1 den Namen BPEL4WS trägt.
Wesentlicher Aspekt eines BPEL-Dokuments ist die Definitioeiner Sequenz an Servicefunk-
tionen zur Behandlung einer eingehenden Serviceanforderung.
Annahme 5: Der Entwurf der Servicekomposition erfolgt in Form von Prozessmodellen
mit Prozessflüssen, -zuständen und -aktivitäten.
Der BPEL-Prozess interagiert mit zugeordneten Web Services durch den Aufruf von Ser-
vicefunktionen, die diese bereitstellen, und dem Empfang von Nachrichten über die eigene Pro-
zessschnittstelle (WSDL). Die verbundenen Services liegen außerhalb der Servicekomposition
(vgl. Abbildung 11).Über die SchnittstelleWSDL Cwird dieServicekomposition Caufgerufen.
Die Aktivitäten1 bzw.2 nehmen den Aufruf vonServicenutzer Aentgegen. Nacheinander wird
der BPEL Prozess ausgehend von Aktivität1 abgearbeitet. DieAktivitäten 3und5 rufen über
die SchnittstelleWSDL A Service Bauf und binden ihn in die Komposition ein. Das Ergebnis
der Verarbeitung wird vonAktivität 6 an den ursprünglichenServicenutzer Äubermittelt.Ak-
tivität 4 ist die einzige, die keine Funktion eines Web Service aufruft oder Daten von einem
Web Service empfängt, sondern proprietären Programmcode umfasst. Wesentliche Zielstellung
bei der Entwicklung einer neuen Servicekomposition solltejedoch sein, ein hohes Maß an Fle-
xibilität und Effizienz zu erreichen, indem man die Notwendigkeit anwendungsfallspezifischer
Programmcodegenerierung vermeidet (vgl. [Kaye03], S. 143).
Annahme 6: Ein Minimum an proprietär implementierten Aktivitäten ieiner Service-
komposition garantiert, Servicekompositionen vollständig durch Konfiguration statt durch
Programmierung bilden zu können.
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Abbildung 11: Kommunikation von Servicekomposition und Services (in Anlehnung an
[Curb03], S. 31)
Die Elemente bei der Spezifizierung von BPEL-Kompositionensind an Elemente aus Mo-
dellierungssprachen aus dem Bereich der Geschäftsprozessmodellierung angelehnt, besitzen je-
doch eine starke Verwandtschaft zum Prinzip der prozeduralen Programmierung (vgl. [Dis+03],
S. 284f; [Erl05], S. 566). Abbildung 12 zeigt ein stark vereinfachtes Beispiel eines BPEL-
Programmcodes. Die Kommunikation zwischen einer BPEL-Prozessinstanz und den beteilig-
tenWeb Services AundB wird mithilfe der KonstruktePartnerLinks, PartnerLinkTypeundRole
beschrieben. EinPartnerLinkbeschreibt dabei einen Interaktionspfad, dessen Enden entweder
durch den Prozess selbst (myRole) oder einen anderen Web Service (partnerRole) realisiert wer-
den. Wesentlicher Einsatzzweck vonPartnerLinksist die Definition des Nachrichtenaustauschs
zwischen Prozess und Web Services. Sie setzen sich aus den Enpunktreferenzen der beiden
Partner und dem Link zusammen. Zur Verdeutlichung des Beispiels wurde ein UML Sequenz-
diagramm modelliert, das die einzelnen Prozessschritte inn rhalb der jeweiligen PartnerLinks
illustriert. Ein Processist das Wurzelelement des BPEL-Dokuments. Es bezieht sich auf eine
Anzahl an Aktivitäten, die durch die Komposition ausgeführt werden. Aktivitäten werden in
BPEL in Basisaktivitäten und strukturierte Aktivitätenu terschieden.
Basisaktivit äten Basisaktivitäten definieren, wie Nachrichten mit jedem beteiligten Web
Service ausgetauscht werden. Sie werden auch als atomar bezeichnet, da sie sich nicht
aus anderen Aktivitäten zusammensetzen.
Die Aktivität invokedient dem synchronen bzw. asynchronen Aufruf der Servicefunktion
eines angebundenen Web Service;receiveveranlasst den Prozess, auf die Ausführung einer
Prozessaktivität zu warten, die von einem angebundenen Web Service aufgerufen wird. Der
Empfang einer Nachricht durchreceivekann auch eine neue Instanz des BPEL-Prozesses er-
zeugen. Die Antwort einer Request-Response Operation wirdm t reply an den Web Service
zurückgeschickt. Für eine detaillierte Darstellung aller Basisaktivitäten wird an dieser Stelle
auf die OASIS verwiesen (vgl. [OASI07]).
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<process name=“BPEL_Prozess_Beispiel_C“>
   <partnerLinks>
      partnerLinkType=“partner_A“
         myRole=“partner_A_Service“/>
      partnerLinkType=“partner_B“
         myRole=“partner_B_Service“/>
   </partnerLinks>
   <sequence>
      <receive partnerLink=“partner_A“
         operation=“servicefunktion_1“/>
      <flow>
      <sequence>
         <invoke partnerLink=“partner_B“
            operation=“servicefunktion_2“/>
         <receive partnerLink=“partner_B“
            operation=“servicefunktion_2“/>
      </sequence>
      </flow>
      <reply partnerLink=“partner_A“
         operation=“servicefunktion_1“/>






PartnerLink A PartnerLink Breveice_servicefunktion_1
Abbildung 12: Beispiel einer rudimentären Prozessdefinitio in BPEL und als Sequenz in UML
Strukturierte Aktivit äten Eine strukturierte Aktivität umfasst eine Menge an Basisakti-
vitäten und legt dieser Verhaltens- und Ausführungsbedingungen auf.
Die Aktivität sequencedefiniert eine Ausführungsreihenfolge für eine sequentielle Abarbei-
tung von Aktivitäten. Mitflow werden die Aktivitäten parallel und in beliebiger Reihenfolge
ausgeführt. Damit können bereits einfache Flussabhängigkeiten abgebildet werden. Die Defi-
nition komplexerer Ketten von Aktivitäten erfolgt mit demKontrollflusselementcontrol link,
das einer Kante entspricht. Kontrollflüsse sind nur innerhalb vonflow zulässig. Jedercontrol
link besitzt eine Ursprungsaktivitätsourceund eine Zielaktivitätarget. Einzelne Flüsse können
mit einer Bedingung zum̈Ubergang von der Quell- zur Zielaktivität versehen werden. Die-
se Bedingungen werden Transitionsbedingungen (Transition Conditions) genannt. Eincontrol
link zwischenAktivität A undB zeigt an, dassB nicht starten kann, bevorA abgeschlossen ist,
beziehungsweise übersprungen wurde.
Eine konditionelle Verzweigung von Aktivitäten wird mitswitchangegeben. Mitpick kann
der Prozess nicht-deterministisch, entweder nach Zeitablauf oder Nachrichtenempfang fortfah-
ren. Beim Eintreffen einer Nachricht wird diese dann von denim onMessage-Element defi-
nierten Aktivitäten verarbeitet. Zuletzt erlaubtwhile (bzw. repeatUntil, sequentiell foreach)
die Definition strukturierter Iterationen.Parallel foreacherlaubt multiple Instanzen für einen
gegebenen Gültigkeitsbereich (scope). Dabei werden Aktivitäten solange ausgeführt, bis eine
boolesche Bedingung erfüllt ist.Scopesgruppieren Aktivitäten in Blöcke – im Sinne lokaler
Umgebungen mit lokalen Variablen. Alle für den Prozess benötigten Daten werden in Variablen
gespeichert. Ihr Gültigkeitsbereich ist auf denscopebegrenzt, in welchem sie deklariert wurden.
Strukturierte Aktivitäten können verschachtelt und frei kombiniert werden, was die Abbildung
beliebig komplexer Strukturen erlaubt.
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Als letztes Konzept innerhalb einer Servicekomposition soll der Datenfluss angesprochen
werden. Er repräsentiert die Abhängigkeiten zwischen der Servicekomposition und allen ange-
bundenen Services, die durch die auszutauschenden Nachrichten entstehen. Einerseits werden
durch Nachrichtensynthese die Ausgangsnachrichten der angebu denen Services miteinander
kombiniert, um die Ausgangsnachrichten der Servicekomposition zu formen. Zum anderen wer-
den die Eingangsnachrichten einer Servicekomposition zerlegt, um die Eingangsnachrichten für
die angebundenen Services zu generieren. Dieses Mapping der Nachrichten wird über die An-
gabe des Datenflusses spezifiziert. In diesem Sinne repräsentieren Datenflüsse die Daten, die
zwischen Aktivitäten fließen. Abschließend kann festgehalt n werden, dass die Kombination
von Basisaktivitäten zu vollständigen Algorithmen durch den Einsatz von strukturierten Akti-
vitäten erfolgen kann. In diesem Zusammenhang wird auch von BPEL als blockstrukturierten
Sprache gesprochen (vgl. [Men+08], S. 97f).
3.4 Serviceentwurf
Prinzipiell gibt es für den Serviceentwurf zwei möglicheH rangehensweisen:Top-Down– von
der Ebene der Geschäftsprozessbeschreibung zum Serviceentwurf – undBottom-Up– von der
Ebene der existierenden Anwendungssysteme zur Service-Impl mentierung.36 Bottom-Up ist in
der Praxis stark vertreten, da eine SOA hier auf Grundlage ber its existierender Anwendungs-
systeme eingeführt wird (vgl. [Zim+03], S. 567ff; [Arsa04b]; [Zim+04]; [Erl05], S. 36 und
S. 366). Abbildung 13 veranschaulicht die Aufteilung bislang monolithischer Anwendungssy-
steme in unterschiedlich kombinierbare Funktionsbausteine.
Altsystem in Komponenten 











Abbildung 13: Serviceorientiertes Reengineering von Anwedungssystemen (vgl. [WiVe04],
S. 20)
36Der folgende Abschnitt basiert zu Teilen auf den Veröffentlichungen von ESSWEIN ET AL. (vgl. [Ess+08],
S. 221ff; [Ess+09], S. 513ff).
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Der Top-Down-Ansatz sieht vor, diejenigen Prozesse zu identifizieren, welche für die Imple-
mentierung als Service geeignet sind (vgl. [Erl05], S. 363;[Wink07], S. 258f). Service auf Basis
von Geschäftsprozessmodellen zu identifizieren, entspricht dem im Abschnitt 1.1 beschriebe-
nenSzenario 1. In Hinblick aufSzenario 2und3 spielt die Art der Entwicklung eines Service,
ob Top-Down oder Bottom-Up, eine untergeordnete Rolle.
Annahme 7: Es wird angenommen, dass in einer gegebenen SOA Services vorliegen,
deren Entwicklung durch beide Vorgehensweisen geprägt ist.
Allerdings sind die mit dem Top-Down Ansatz verbundenen Entwurfskriterien relevant,
um eine systematische Behandlung vonSzenario 1zu ermöglichen. Kernproblem beim Ent-
wurf von Services ist ein Defizit an eindeutigen Richtlinienüber den Funktionsumfang ei-
nes Service. Grundlage der Entscheidung sind die zu unterstützenden Geschäftsprozesse, die
daraus ableitbaren Geschäftsobjekte und die Wichtigkeiteinzelner verfolgter Gestaltungszie-
le. Harte Entwurfskriterien sind für eine systematische Id ntifikation von Servicekandida-
ten aus Geschäftsprozessmodellen unentbehrlich (vgl. [Arsa04a]; [Err+06], S. 152). Es exi-
stieren Methoden für die Identifikation von Servicekandidaten aus Geschäftsprozessmodellen
(vgl. [IvSt05], S. 2f; [AiSc07], S. 203ff), jedoch ist die Umsetzung derartiger Methoden bei
einer großen Anzahl an (verteilt erstellten) Prozessmodellen sowie bei starker Verflechtung un-
tereinander erheblich eingeschränkt. Services sollen sotworfen werden, dass sie als Bestand-
teile eines größeren Verarbeitungsablaufs verwendet werden können (vgl. [Ric+05], S. 414).
Schwerpunkt der Anforderungsmodellierung liegt auf der Frage nach der Kopplung der Services
in fachlicher Hinsicht. Der intendierte Verwendungszweckines Service steigert den Abstrakti-
onsgrad beim Serviceentwurf gegenüber der Objektorientierung (vgl. [FrJu01], S. 4). Services
sollen unabhängig voneinander auch in solchen Domänen einsetzbar sein, deren Besonderhei-
ten beim Entwurf nicht berücksichtigt wurden. Im Unterschied zu Entwurfsartefakten, wie z. B.
Objekten, wird Services eine Autonomie gegenüber dem konkreten Anwendungskontext unter-
stellt. Sie sind eigenständig austauschbar und können inu terschiedlichen Servicekompositio-
nen wiederverwendet werden. Gleichzeitig soll durch den Paradigmenwechsel von der objekt-
hin zur serviceorientierten Systementwicklung Rationalisierungspotential generiert und gleich-
zeitig ein positiver Effekt auf die Kriterien Wartungsaufwand und Anpassungsfähigkeit des
Anwendungssystems erreicht werden. Die sich daraus ergebend n Prinzipien beim Entwurf ei-
nes Services sollen im Folgenden erarbeitet und für die Evaluation existierender Ansätze zur
Serviceidentifikation bzw. für den Entwurf der Methode im Kapitel III konsolidiert werden.
SCHWEMM ET AL . leiten fünf Entwurfsprinzipien aus der Literatur ab:Bedarfsorientie-
rung, Autonomie, Modularität, Schnittstellenorientierungund Interoperabiliẗat (vgl. [Sch+06],
S. 31ff). Services sind bedarfsorientiert, wenn sich ihr Leistungsumfang an den benötigten Ob-
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jekten orientiert. Sie sind modular und autonom, wenn ihre Ressourcen mit großer Abhängig-
keit untereinander so zusammengefasst sind, dass sie gegenüber den anderen Subsystemen eine
möglichst geringe Abhängigkeit aufweisen. Die Entwurfsp inzipien Schnittstellenorientierung
und Interoperabilität basieren auf der Annahme, dass Services stabile Schnittstellen darstellen,
die über Metadaten technisch und fachlich vollständig spezifiziert sind (vgl. [Sch+06], S. 31f).
3.4.1 Bedarfsorientierung
Entwurfsrichtlinien der Bedarfsorientierung nehmen Bezug r Granularität der Servicefunktio-
nen. DieGranularit ät entspricht dem Bereich der Funktionalität, der durch eineServicefunk-
tion bereitgestellt wird (vgl. [Grif98], S. 43 und S. 48). Ein Service ist bedarfsorientiert, wenn
er die zur Erbringung einer spezifischen Leistung benötigten Objekte enthält (vgl. [Sch+06],
S. 32f). Um einen bedarfsgerechten Funktionsumfang zu gew¨ahrleisten, sind Abhängigkeiten
zwischen Services aus fachlicher Sicht heraus zu analysieren. Die durch Services verarbeite-
ten Objekte müssen eine für Fachexperten nachvollziehbar Bedeutung besitzen. Damit wird
gleichzeitig die Komplexität der Orchestrierung und der Vwaltungsaufwand der Services re-
duziert. Diese Objekte können in der Modellierung als Informationsobjekte dargestellt werden,
die im Datenmodell in Verbindung zueinander gesetzt und im Prozessmodell den Prozessen zu-
geordnet werden.Servicekandidatensind in diesem Fall ein Prozess bzw. eine Menge von Pro-
zessen, die eine gemeinsame Leistung erbringen und auf gleiche Geschäftsobjekte zugreifen.
Folglich müssen die Geschäftsobjekte der Prozesse, die einen Servicekandidaten bilden, einen
hohen Zusammenhang zueinander aufweisen. Ein Maß für den Zusammenhang von Systemen
ist dieKohäsion(vgl. [McCa76], S. 315). Bei einer hohenKohäsionweisen die Elemente eines
Service einen hohen und bei einer geringen Kohäsion nur einen geringen Zusammenhang auf.
3.4.2 Autonomie
Das Ausmaß, in dem ein Service autonom ist, bestimmt die Wartbarkeit eines Service. Gemäß
SIMON sind autonome Systeme gegenüber abhängigen Systemen bess r zu warten, däAnderun-
gen an ihnen nur geringëAnderungen an benachbarten Systemen hervorrufen (vgl. [Simo62],
S. 467; [WaWe90], S. 1282ff). SIMON operationalisiert Autonomie mit Hilfe der Kopplung
(vgl. [Simo62], S. 467).Kopplung ist ein Maß für den paarweisen Zusammenhang zwischen
mehreren Subsystemen (vgl. [WaWe90], S. 1282ff). Ein Prozess kann als Servicekandidat iden-
tifiziert werden, wenn dieser unabhängig von anderen Prozessen ist. Er ist unabhängig, wenn
seine Geschäftsobjekte erstens nicht von anderen Prozessen genutzt werden, und zweitens
die an anderen Prozessen transferierten Geschäftsobjekte w nig komplex sind (vgl. [Your79],
SERVICEENTWURF 53
S. 108ff). Der Prozess kann demzufolge als Service automatisiert werden, ohne dass die anderen
Prozesse gefährdet werden.
3.4.3 Modularit ät
Die Funktionalität eines Service ist so zu implementieren, dass sie als Bestandteil eines größe-
ren Verarbeitungsablaufs wiederverwendet werden kann (vgl. [Ric+05], S. 414ff). Durch das
Erfüllen der Anforderung der Modularität beim Entwurf von Services kann die Komple-
xität der Services reduziert und eine parallele Ausführung von Services realisiert werden
(vgl. [Bald00], S. 63ff). Grundlegende Arbeiten über Modularisierung gehen auf PARNAS
zurück (vgl. [Parn71], S. 339ff). Dabei werden abgeschlossene funktionale Einheiten zusam-
mengefasst und mit definierten Schnittstellen ausgestattet (vgl. [Balz98], S. 571ff). BALZERT
definiert einModul als Darstellung einer funktionalen Einheit oder einer semantisch zusam-
mengehörenden Funktionsgruppe, die abgeschlossen ist, definierte Schnittstellen für Extern-
bezüge besitzt und
”
. . . im qualitativen und quantitativen Umfang handlich, überschaubar und
verständlich. . . “ ist (vgl. [Balz98], S. 571ff). Zusammengehörige Servicefunktionen sind ei-
nem Service zuzuordnen, um die Abhängigkeit zwischen verschiedenen Services zu minimie-
ren (vgl. [Oey+05], S. 213f). Die Bündelung zusammengehöriger Funktionalität ist ein Op-
timierungsproblem. Algorithmisch muss geprüft werden, wie Informationsobjekte und darauf
arbeitende (Teil-) Prozesse oder Prozessaktivitäten in einem Service gruppiert werden müssen,
um die Kommunikation zwischen Services zu minimieren. Abh¨angigkeiten zwischen einzelnen
Funktionen und Informationsobjekten werden über dieFaltungvon Geschäftsprozessmodellen
ermittelt.Modularität wird ähnlich wie die Bedarfsorientierung durch die Kohäsion operatio-
nalisiert. Dabei wird versucht, Abstandsmaße für die verschiedenen Zerlegungen und Bezie-
hungen zu quantifizieren. Die aus der komponentenorientierten Anwendungssystementwick-
lung stammenden Identifikationskriterien für Module auf Basis von Geschäftsprozessmodel-
len sind entweder heuristischer Natur bzw. gehen nicht über allgemeine Ratschläge hinaus
(vgl. [Geo+02], S. 33ff; [Szyp98], S. 34; [FeSi97], S. 25). Eine algorithmische Prüfung der
Prozessmodelle zwingt zur Entwicklung von Kennzahlen, diein die Prozessmodelle integriert
werden (vgl. [Ess+09], S. 517f). Gemäß den Entwurfsprinzipien Bedarfsorientierung, Autono-
mie und Modularität können einzelne Prozesse, aber auch eine Menge über Geschäftsobjekte
verknüpfter Prozesse als ein Servicekandidat identifiziert w rden. Begrifflich wird dabei keine
Unterscheidung zwischen Prozess, Teilprozess bzw. Prozessaktivität vorgenommen. Stattdessen
werden alle diese Begriffe unter dem Terminus Prozess zusammengefasst. Einzelne Prozesse
werden als Servicekandidat identifiziert, wenn sie durch eine geringe Kopplung und eine hohe
Kohäsion gekennzeichnet sind. Eine Menge an Prozessen kann als Servicekandidat identifiziert
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werden, wenn diese eine hohe Kopplung und eine hohe Kohäsion zueinander und eine geringe
Kopplung zu anderen Prozessen aufweisen.
3.5 Zusammenfassung
Die Ausführungen im Abschnitt 3.1 haben gezeigt, dass die Möglichkeit der unmittelbaren
Verknüpfung betrieblicher Abläufe mit den sie unterstützenden Anwendungssystemen als die
entscheidende Stärke des SOA Paradigmas angesehen wird. We terhin wurde deutlich, dass im
Moment keine präzise Definition des Servicebegriffs möglich ist (vgl. Abschnitt 3.2). Ausge-
hend von einer rein technischen Deutung reichen die Definitionen bis in die Organisationsent-
wicklung hinein. Services werden mit einer Neuorientierung der Organisation verknüpft – hin
zu einem an den Geschäftsprozessen und den damit verbundenen Wertschöpfungszielen orien-
tierten IuK-Einsatz. Aufgrund dieser Unschärfe bilden die in der Literatur geschilderten Eigen-
schaften von SOA oft eine lose Sammlung unterschiedlichster Prinzipien. Besonders deutlich
wurde dies bei den Entwurfskriterien für Services (vgl. Abschnitt 3.4). Für den Serviceentwurf
liegt eine unstrukturierte Menge teilweise quantifizierbarer und damit auch messbarer und zum
Teil weicher Kriterien vor. Die Arbeit abstrahiert an dieser Stelle von Fragen eines adäqua-
ten Serviceentwurfs und fokussiert ausschließlich auf dieServicefunktion. Zusammengesetzte
Servicefunktionen bildenComposite Applications. Diese haben eine andere Lebensspanne und
Wartungszyklen als bisherige Anwendungssysteme. Die Folgen für den Systementwicklungs-
prozess sind ein wachsender Bedarf an Methoden für die Abbildung von Geschäftsanforderun-
gen auf Servicekompositionen. Die besondere Granularität einer Servicefunktion schafft dabei
die Voraussetzung, um eine Verbindung der Servicefunktionmit fachkonzeptuellen Modellen
etablieren zu können. Im Folgenden Kapitel wird diese Verbindung näher untersucht.
Teil II
Anforderungsanalyse
4 Herleitung der Anforderungen
Das folgende Kapitel befasst sich mit Anforderungen an das Management von service-
orientierten Architekturen. Dessen Geltungsbereich teilt sich in die Infrastruktur-, die
Anwendungssystem- und die fachliche Ebene (vgl. [Casa03],S. 56; [Cur+02], S. 30; [Shet06],
S. 55).37 Infrastruktur- und Anwendungssystemebene befassen sich zum einen mit Fragestel-
lungen der Performanz, andererseits mit dem Management vonService-Lebenszyklen – The-
men, die bereits aus dem traditionellen Anwendungs- und Netzwerkmanagement bekannt sind
(vgl. [Hewl03]; [IBM02]). Die vorliegende Arbeit ordnet sich an der Schnittstelle zwischen
fachlicher Ebene und Anwendungssystemebene ein. Es wird sich hier auf zwei Aspekte kon-
zentriert:
• Erstens die Anpassung und Optimierung der Servicekomposition entsprechend der
Geschäftsziele, d. h. die Abbildung von funktionalen Anforderungen und nicht-
funktionalen Anforderungen auf die vorhandene SOA.
• Das andere ist die Abschätzung der Effekte einer Serviceausführung (atomar und zusam-
mengesetzt).Quality of Service (QoS)Informationen und die Evaluation der Ergebnisse
einer Serviceausführung sind Teil dieses Prozesses (vgl.[Letz07], S. 12f).
Für beide Aspekte wird ein planvolles, ingenieurmäßigesVorgehen auf Basis einer modell-
basierte Methode gefordert (vgl. [FeSi01], S. 119). Im Abschnitt 4.1 werden Anforderungen
an eine solche Methode argumentativ-deduktiv abgeleitet (vgl. [WiHe07], S. 283). Grundlagen
bilden neben den im Teil I erarbeiteten Definitionen, qualitative Anforderungen an Modelle der
Analyse- bzw. Entwurfs- und Implementierungsphase des Systementwicklungsprozesses sowie
empirische Erkenntnisse. Abschnitt 4.1 schafft die Grundlage für eine Analyse von Konflikten,
die sich aus den Forderung nach einem modellgestützten Management ergeben. Entsprechende
Konflikte und Ansätze zu ihrer Vermeidung werden in den Abschnitten 4.2 bis 4.3 erörtert. Das
Kapitel schließt mit einer Konsolidierung der erhobenen Anforderungen (Abschnitt 4.4).
37Als eine zweite Möglichkeit lässt sich das Management vonserviceorientierten Architekturen in das Manage-
ment von Web Services und dem Management durch Web Services unt rgliedern (vgl. [Alo+04], S. 123ff).
Letzteres tangiert die Integration von verteilten Systemen infolge der Fähigkeit von Web Services, deren Hete-
rogenität durch standardisierte Sprachen und Protokollezu r duzieren. Dagegen referenziert das Management
von Web Services das̈Uberwachen und die Kontrolle der Web Services selber und ihrer Laufzeitumgebung,
um sicherzustellen, dass beides mit der vereinbarten Qualität korrespondiert (vgl. [Casa03], S. 56f). Diesem
Verständnis eines stark technisch geprägten SOA Managements wird in dieser Arbeit nicht gefolgt. Deshalb
werden auch die Anforderungen zur technischen Integrationverteilter Systeme, die im Abschnitt 3.3 kurz ein-
geführt wurden, nicht weiter behandelt werden.
MODELLGESTÜTZTES MANAGEMENT 57
4.1 Modellgestütztes Management
Dem im Abschnitt 1.2 beschriebenen Forschungsziel folgend, soll im Rahmen der Arbeit eine
methodische Lösung des Problems der fachlichen Konfiguration serviceorientierter Architek-
turen geschaffen werden. Mit diesem Problem korrespondieren die Implikationen einer mo-
dellbasierten Anpassung von Standardsoftware (vgl. [WePo98], S. 125; [CuKe99]; [KeTe98]).
Wichtiges Entscheidungskriterium ist der Grad der Abdeckung der jeweiligen Systeme mit dem
Geschäftsprozessmodell (vgl. [Sch+99]; S. 118ff). Aktivitäten in einem Geschäftsprozessmo-
dell werden in der vorliegenden Arbeit als komplementär zuServicefunktionen anzusehen. Die
für Szenario 1notwendige Gruppierung der identifizierten Servicefunktionen in Services erfolgt
erst nach der Transformation.
4.1.1 Grundlagen
Im modellbasierten Vorgehen wird der Vorteil der beschleunigten und qualitätsgesicherten
Lösung des Problems der Auswahl von Services und Adaption von Servicekompositionen gese-
hen (vgl. Abschnitt 1.1). Unter Nutzung einer entsprechenden Methode kann die systematische
Wiederverwendung von Services in verschiedenen Kompositionen modellbasiert und weitge-
hend auf Basis domänenspezifischen Wissens ohne zusätzliche Implementierungskenntnisse
erfolgen. Die Konzentration auf die fachliche Problemstellung erleichtert die zielorientierte Ge-
staltung der Servicekomposition. Damit ist die nötige Flexibilität erzielbar, aufÄnderungen von
Geschäftsprozessen dynamisch durch eine modellbasierteAnpassung einzelner Arbeitsschritte
in einem fachkonzeptuellen Prozessmodell reagieren zu können. Im klassischen Fall der modell-
getriebenen Softwareentwicklung werden Modelle eingesetzt, um die fachlichen Anforderun-
gen an ein Anwendungssystem innerhalb der Anforderungsanalyse bzubilden (vgl. [Teub99],
S. 100ff; [Kuge00], S. 99). Auf Basis von Analysemodellen erfolgt die weitere Entwicklung in
Entwurfsmodellen bzw. Implementierungsmodellen. DieserAnwendungsfall stellt nahezu die
gleichen Anforderungen an eine Problemlösung wie die modellbasierte Auswahl von Services.
Er bildet deshalb den Ausgangspunkt zur Abgrenzung der sichdaraus ergebenden Schwierig-
keiten.
Das Produkt einer Modellierungsmethode ist ein Modell, dasim Systementwicklungsprozess
entweder die Rolle der Problem- oder Lösungsbeschreibungeinnehmen kann. Die Problem-
Lösungsbeziehung ist abhängig vom jeweiligen Abstraktions- bzw. Transformationsschritt im
Systementwicklungsprozess (vgl. [Zele99], S. 44). Für eine Einordnung der Transformations-
aufgabe in den Gegenstandsbereich des Entwicklungsprozess der Systementwicklung soll eine
Zerlegung nach ESSWEIN unterstellt werden, der eine an der Systementwicklung orientierte
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Einteilung nach dem Aspekt der Transformation und dem Abstraktionsniveau der Analysen
vornimmt (vgl. [Essw93], S. 553). Ferner wird ein Bezug zwischen Transformationen der orga-
nisationalen Entwicklung und der Anwendungssystementwicklung hergestellt. Abhängig vom
Abstraktionsniveau und Transformationsgrad während derAnwendungssystementwicklung las-
sen sich hier die klassischen Phasen des WasserfallmodellsAna yse, EntwurfundImplementie-
rung erkennen (vgl. [Somm01], S. 55f; [StHa97], S. 253).
Den Anfang markiert die Erhebung der Problemstellung in einer realweltlichen Domäne
in Form eines organisatorischenIST-Modells, welches wegen seines analytischen Charakters
auch als Analysemodell bezeichnet wird. Mit dem sich anschließenden fachlichen Entwurf
wird dasAnalysemodellin ein organisatorischesSOLL-Modelltransformiert (vgl. [Gehl07],
S. 72). DasSOLL-Modelldient der Umsetzung von Prozessverbesserungen durch eine Nu-
strukturierung der Aufbau- und Ablauforganisation. Dieses Modell kann auch die funktionalen
Anforderungen an ein zu entwickelndes Anwendungssystem umfassen, sofern es dieses bereits
als Träger betrieblicher Aufgaben in die Betrachtungen mit einbezieht (vgl. [Balz01], S. 98;
[Somm01], S. 97ff).38 Die Beschreibung der softwaretechnischen Lösung in seiner Außensicht
entspricht der naturgemäßen Sicht der Fachexperten auf das zu entwickelnde Anwendungs-
system (vgl. [SuBl02], S. 351ff). An die Analysephase schließt sich der Softwareentwurf an,
d. h. die modellhafte Beschreibung der Struktur des Softwaresystems, welches sich aus Kompo-
nenten und deren Beziehungen untereinander ergibt (z. B. Klassen, Funktionen) (vgl. [Balz01],
S. 686; [Bas+03], S. 10; [Somm01], S. 57f).
Für eine Abgrenzung des Modellierungsproblems soll die Transformation aus Außen- und
Innensicht kurz beleuchtet werden. Betrachtet man zu Beginn die Transformation in ihrer Au-
ßensicht, so wird darunter allgemein dieÜberführung eines zustandsbehafteten Inputs in einen
zustandsbehafteten Output bezeichnet (vgl. [Diet02], S. 198 und S. 48f). Der Sollzustand ist
durch die verfolgten Sachziele der Transformation beschrieben, die den Zweck der Transfor-
mation bestimmen (vgl. [FeSi01], S. 91). Sachziele liegen in Gestalt der funktionalen Anfor-
derungen an das zu entwickelnde Anwendungssystem vor. Faktoren, die auf die Erreichung
der Sachziele Einfluss nehmen, werden von Formalzielen determini rt (vgl. [FeSi01], S. 59;
[Hamm99], S. 32; [HeLe05], S. 87). Formalziele finden sich inForm nicht-funktionaler An-
forderungen im Systementwicklungsprozess wieder. Die Innnsicht auf die Transformation be-
schreibt die Art und Weise der Transformation. Die innerhalb der Transformation benötigten
Komponenten sind Produkte der Modellierungsmethoden bzw.Objekte (zusätzliche Informatio-
nen, Lösungsverfahren), die durch eine Methode zur Modelltransformation in das Quellmodell
integriert werden (vgl. [Diet02], S. 51ff und S. 54).
38Die Zuordnung zu einer Funktion bedeutet, dass diese entweder bereits automatisiert bewältigt wird oder zu
automatisieren ist.
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4.1.2 Analyse der Transformation aus einer Außensicht
Von außen betrachtet erscheint eine Transformation von Anforderungsmodellen in Servicekom-
positionen als ein Verfahren, welches einkonzeptuelles Modell(Quellmodell) einerModellie-
rungsgrammatik G(Quellgrammatik) entgegennimmt und daraus einModell der Servicekom-
position(Zielmodell) derModellierungsgrammatik G’(Zielgrammatik) formt mitG ungleich
G’, wobeiG einer semiformalen Modellierungsgrammatik undG’ einer formalen Sprache ent-
sprechen. Ein Wechsel des Metamodells wird damit zwingend vorausgesetzt. Gleichzeitig liegt
ein Wechsel der Phase im Systementwicklungsprozess vor. Imnächsten Abschnitt wird deutlich
gemacht, dass der Wechsel der Systementwicklungsphase miteinem Wechsel des Gegenstands-
bereichs der Modelle verbunden ist. Bei der Transformationsoperation entfallen Modellaussa-
gen im Quellmodell und Aussagen werden dem Zielmodell neu hinzugefügt.
4.1.3 Analyse der Transformation aus einer Innensicht
Für eine Untersuchung der Innensicht der Transformation der Anforderungsmodelle in Service-
kompositionen geben die jeweiligen Ausgangs- und Zielzustände der Artefakte im Transforma-
tionsprozess Hinweise. Hierzu zählen organisatorische,semiformale Anforderungsmodelle und
formale Implementierungsmodelle.
Anforderungsmodelle
Innerhalb der Anforderungsanalyse werden Modelle eingesetzt, um fachliche Anforderungen
an ein Anwendungssystem abzubilden (vgl. [Teub99], S. 100ff). In der Fachliteratur wer-
den Geschäftsprozessmodellierungssprachen als Beschreibungsmittel für funktionale Anforde-
rungen an eine SOA diskutiert (vgl. [Men+08], S. 99f; [MeZi05], S. 42ff; [StIv07b], S. 2f;
[ZiMe05], S. 2f). Die besondere Eignung von Geschäftsprozessmodellierungssprachen für die
Aufnahme der Anforderungen an eine SOA ergibt sich zum einendurch die für Fachexperten
eingängige verhaltensorientierte Perspektive bei der Modellierung, die der Verrichtungsorientie-
rung betrieblicher Handlungen entgegenkommt (vgl. [Ste+08c], S. 443; [StIv07a], S. 2f). Zum
anderen lässt sich diese Auffassung damit erklären, dasssich in fachlichen Prozessmodellen
vorstrukturierte Sachverhalte feststellen lassen, die ein Transformation in ähnlich strukturierte
Kompositionsmodelle erleichtern. Ein Geschäftsprozessmodell visualisiert – sofern es auf der
Idee der Datenflussmodellierung (vgl. [Marc79], S. 51ff) basiert – Funktionsabläufe und die
dadurch konsumierten und entstehenden Daten. Auf der andere Seite kann eine große Anzahl
an Servicekompositionen ohne die Modellierung von Vorbedingungen und Effekten (Zustands-
beschreibung) modelliert werden. Jede Komposition, die das Ziel hat, eine Datentransformation
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zu realisieren, muss nur durch die Inputs und Outputs der Servicefunktionen beschrieben sein
(vgl. [ScMe06], S. 8). Der Begriff des Geschäftsprozessmodells wird deshalb als Synonym
zum Begriff desAnforderungsmodellsverwendet. Geschäftsprozessmodelle, die Anforderun-
gen an das zukünftige Anwendungssystem umfassen, liegen mit Beendigung des Fachentwurfs
vor, wobei funktionale Anforderungen in Form des automatisierbaren Teils des SOLL-Modells
herauszulösen sind und nicht-funktionale Anforderungensondert aus der Problemdomäne
erhoben werden müssen (vgl. [Part98], S. 26 und S. 213).
Nun bilden Anforderungsmodelle in ihrer Rolle als Problembschreibung den Input in den
nachfolgend zu schildernden Transformationsprozess. Soll dieser automatisiert erfolgen, stellt
dies inhaltliche und sprachliche Qualitätsanforderungen an die Form von Anforderungsmodel-
len (vgl. [KaGe06], S. 7f): Inhaltliche Qualitätsanfordeungen lassen sich aus KRÄMERS For-
derung nachInterpretationsfreiheitherleiten. Soll die Richtigkeit oder Falschheit der formalen
Ausdrücke unabhängig von der Bezugnahme auf ihre Interpretation entscheidbar sein, so be-
dingt dies dieVollständigkeitund Korrektheit fachkonzeptueller Modelle. Darüber hinaus ist
ein formaler Sprachgebrauch Grundvoraussetzung für eineAutomatisierung des Transformati-
onsverfahrens (vgl. [Kräm88], S. 1ff).
Vollst ändigkeit Soll ein Geschäftsprozessmodell als Input in einen Entwurfsa tomaten die-
nen, müssen alle Informationen, die für die Spezifikationdes Anwendungssystems erfor-
derlich sind, im Anforderungsmodell vorliegen.39
Werden Anforderungen nicht vollständig beschrieben, steigt die Zahl der möglichen Folge-
zustände der Transformation. Zunehmende Freiheitsgradeim Transformationsprozess führen
zu einer nicht-deterministischen Wahl des Folgezustands.Nimmt man an, dass nur ein Folge-
zustand die Anforderungen am sinnvollsten erfüllt, so erhöht sich mit jedem weiteren Folgezu-
stand die Wahrscheinlichkeit der Problem-Inadäquanz. Damit müssen alle durch das zukünf-
tige Anwendungssystem zu übernehmenden Aufgaben eindeutg bestimmbar sein. Eine ob-
jektive Feststellung, ob alle relevanten Informationen imAnforderungsmodell vollständig er-
fasst wurden, erscheint aus Sicht der hier zugrunde gelegten erkenntnistheoretischen Positi-
on schwierig. Anforderungsmodelle in ihrer Eigenschaft als konzeptuelle Modelle entstehen
wie im Abschnitt 2.2 ausgeführt durch Konsens zwischen Modellierern und Fachexperten. Ihre
Vollständigkeit wird daher subjektgebunden durch Konsensfindung ermittelt. Schwierig fest-
zustellen ist daneben die Vollständigkeit der nicht-funktionalen Anforderungen (vgl. [Part98],
S. 26). Sie referenzieren stets das Anwendungssystem in seiner Gänze, was den Einfluss auf
konkrete Entwurfsaktivitäten schwer operationalisierbar macht.
39Das Anforderungsmodell erfährt dabei gegebenenfalls eine Verfeinerung der Funktionen, die im SOLL-Modell
aus Gründen der̈Ubersicht nicht in der notwendigen Granularität vorgenommen wurde. Die Verfeinerung der
Funktionen endet, sobald eine weitere Zerlegung aus betriesw rtschaftlicher Sicht keinen Sinn mehr ergibt.
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Zweite inhaltliche Forderung betrifft die Korrektheit derAnforderungsmodelle. Die Frage,
ob ein Modell korrekt bzw. richtig ist, hängt von mehreren Faktoren ab. Einerseits bestimmt die
Entscheidung, welcher Teil des Organisationsentwurfsmodells zu automatisieren ist, den Grad
der Nützlichkeit des Anforderungsmodells relativ zum Modellierungsziel.
Korrektheit Die Korrektheit eines Modells in Bezug auf den modelliertenDiskursbereich
kann analog zum Kriterium der Vollständigkeit nur durch Konsens zwischen den betei-
ligten Akteuren festgestellt werden.
Andererseits ermittelt SCHÜTTE eine Kombination verschiedener Qualitätskriterien, welch
insbesondere zur Evaluierung der Eignung von Modellen in Bezug zum verfolgten Modellie-
rungszweck entwickelt wurde (vgl. [Schü98], S. 111; [Kuge00], S. 104f). DieGrunds̈atze ord-
nungsgem̈aßer Modellierung (GoM)legen nahe, dass eine Forderung nach Richtigkeit des Mo-
dells nur informal erhoben werden kann. So wird das Problem dr Unmöglichkeit der Prüfung
eines Modells an der Realität durch den Grundsatz derKonstruktionsad̈aquanzthematisiert
(vgl. [Schü98], S. 113).
Annahme 8: Die Feststellung der korrekten Automatisierungsentscheidung sowie der
vollständigen Erfassung des Problembereichs erfolgt intersubjektiv durch Konsensfin-
dung.
Als sprachliche Qualitätsanforderung ist die Notwendigke t der Verwendung formaler
Sprachmittel zu nennen. Dies ist auf KRÄMERS Forderung nach Schriftlichkeit und Schema-
tisierbarkeit zurückführen (vgl. [Kräm88], S. 1ff).
Interpretierbarkeit Die eindeutige Interpretierbarkeit der Modelle impliziert die Verwen-
dung einer formalen Sprache zur Beschreibung von Anforderungen.
Eine Formalisierung setzt einen schriftlichen Symbolgebrauch sowie die schematische Be-
schreibung der Modellbildung voraus (vgl. [Kräm88], S. 1f). Die Handlungen lassen selbst
keine eigene Semantik erkennen, sie verlieren ihre Bedeutung. Diese ergibt sich einzig aus
der Einhaltung des Schemas. Die einzige Sprachklasse, deren Modelle der Forderung genügen,
allein aufgrund ihrer syntaktischen Form interpretierbarzu sein, sind formale Sprachen. Techni-
ken, die den Einsatz formaler Beschreibungsmittel zur Anforderungsmodellierung propagieren,
übergehen den Grundsatz der Sprachadäquanz der GoM, der ein Beschreibungsmittel hinsicht-
lich seiner Eignung für das Modellierungsziel evaluiert (vgl. [Schü98], S. 125). Aus den inhalt-
lichen Qualitätsmerkmalen für Anforderungsmodelle lässt sich ableiten, dass die Konsensfin-
dung einen hohen Stellenwert bei der Modellbildung einnimmt (vgl. [Schü98], S. 122). Folgt
man der Gebrauchstheorie der Semantik (vgl. Abschnitt 2.1), geht einer Interpretierbarkeit von
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Geschäftsprozessmodellen ein Konsens über die Menge an fachsprachlichen Bezeichnern vor-
aus. Erst die Bildung einer Sprachgemeinschaft ermöglicht die Interpretierbarkeit der Modelle.
Die Notwendigkeit der Konsensfindung steht folglich einer Vwendung formaler Sprachen ent-
gegen.
Annahme 9: Werden Sprachmittel, die aus dem Kalkül heraus geschaffenwurden, ex-
klusiv für den Entwurf von Softwarelösungen einsetzbar zu sein, für die Anforderungsmo-
dellierung verwendet, so kann es zur semantischen Entstellung der Anforderungsmodelle
kommen.
Formale Sprachen üben durch den Anspruch auf Geltung ihrerFormalerfordernisse mit ho-
her Wahrscheinlichkeit einen Einfluss darauf aus, auf welche Art und Weise Anforderungen
modelliert werden (vgl. [Ortn97], S. 26f). Werden Anforderungen daraufhin anders modelliert
als es in semiformalen Modellierungssprachen der Fall gewes n wäre bzw. entfallen sie gar
im Modell, führt dies mit hoher Wahrscheinlichkeit zur Problem-Inadäquanz der entwickelten
Softwarelösung. Ferner müssen nicht-funktionale Anforderungen aufgrund ihres hohen Einflus-
ses auf die Entwurfsgestaltung berücksichtigt werden. Nicht-funktionale Anforderungen lassen
sich im Gegensatz zu funktionalen Anforderungen nicht einer bestimmten Form zuordnen. Ih-
re Beschreibung erfolgt meist informal auf Basis von Text, Listen oder Grafiken (vgl. [Part98],
S. 55). Ausgehend von einzelnen Funktionen des Anwendungssystems lassen sich mit ihnen bis
hin zum Gesamtsystem alle Aspekte des Anwendungssystems und des Entwicklungsprozesses
denotieren. Ihr Charakter läuft einer formalen Beschreibung zuwider, was sich auch daran er-
kennen lässt, dass weder objektorientierte noch strukturorientierte Modellierungsansätze eine
explizite Modellierung von nicht-funktionalen Anforderungen vorsehen (vgl. [Part98], S. 26
und S. 213). Der Forderung nach einer formalen Sprache zur Anforderungsmodellierung kann
folglich nicht entsprochen werden. Da Anforderungsmodelle in ihrer Rolle als Quellmodel-
le keine der genannten Voraussetzungen erfüllen, wird dieMöglichkeit der vollautomatisier-
ten Transformation in Servicekompositionen verneint. Einige Autoren kommen zum gleichen
Schluss (vgl. [Küh+05], S. 29ff; [MiMu03], S. 1; [Ste+08a], S. 314). Sie verweisen in ihrer
Argumentation aber ausschließlich auf den hohen Abstraktionsgrad von Geschäftsprozessmo-
dellen, der sie für eine automatisierte Transformation inImplementierungsmodelle unbrauch-
bar macht. Es wurde gezeigt, dass dies zu kurz gegriffen ist.Vielmehr scheitert dies an der
mangelnden Eignung fachkonzeptueller Modelle für eine eid utige Interpretation durch einen
Automaten. Da Anforderungen immer aus einer materialen Domäne erhobn werden, ist ihnen
eine materiale Semantik inhärent. Sie gelten stets als interpretationsbedürftige Artefakte.
Als Fazit lässt sich festhalten, dass es klassischen Anforderungsmodellen sowohl an einer
geeigneten inhaltlichen als auch sprachlichen Form mangelt (vgl. [JuWe08], S. 1473). Anfor-
derungsmodelle werden frei von implementierungsrelevanten Informationen entwickelt. Damit
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bieten diese Modelle auch keine Unterstützung bei der Transformationsaufgabe. Deutlich wird
dieser Sachverhalt am steilen Anstieg von realtweltlicherDomäne und Anforderungsmodell































Abbildung 14: Abstraktions-Transformationsmodell (in Anlehnung an [Essw93], S. 553)
Damit liegen bisher keine Voraussetzungen vor, die eine sinnvolle Quantifizierung und Ope-
rationalisierung erlauben. Abbildung 14 illustriert diesen Sachverhalt als semantische Lücke.
Implementierungsmodelle
Im klassischen Verständnis der Systementwicklung schließt sich an die Anforderungsana-
lyse derSystementwurfan. Maßgebliches Ziel ist die Konstruktion einer Systemarchitektur
(vgl. [Balz01], S. 686). Er mündet in einImplementierungsmodell, das die Lösung für das
analysierte Problem darstellt. Während des Systementwurfs sinkt der Abstraktionsgrad der Be-
schreibung. Auf oberster Ebene werden die Komponenten identifiziert, die das Anwendungssy-
stem umfasst, und ihre Beziehungen untereinander festgeleg . Die Allokation von Funktionen
zu Komponenten und deren abstrakte Spezifikation bilden denKomponentenentwurf. Dieser
schließt mit dem Entwurf von Komponentenschnittstellen, ¨uber die eine Komponente mit ande-
ren kommuniziert. Auf dem niedrigsten Abstraktionsgrad des Entwurfs werden die zu nutzende
Datenstruktur und die Algorithmen entworfen, welche die Funktionen realisieren. Dem Imple-
mentierungsmodell kann im Transformationsprozess ein Entwurfsmodell vorgelagert sein. Die
charakteristischen Merkmale der beiden Modellklassen sind allerdings nahezu identisch. An
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dieser Stelle wird deshalb auf eine explizite Differenzierung zwischen ihnen verzichtet. Ein
Entwurfsmodell wird damit als Synonym zum Implementierungsmodell betrachtet.
Schlussendlich findet durch die Implementierung der modellhaft beschriebenen Lösung der
Systementwicklungsprozess ein Ende. Die Menge der beschribenen Informationen in klas-
sischen Implementierungsmodellen ist primär von verwendeten Entwicklungsparadigma bzw.
entsprechenden Methoden abhängig (vgl. [Balz01], S. 686). Ihre Entwicklung erfolgt un-
abhängig von der Anwendungsdomäne. Damit verbunden ist ein iler Abstieg vom Implemen-
tierungsmodell zur Implementierung (vgl. wiederum Abbildung 14). Das beschriebene Vorge-
hen beschreibt ein streng sequenzielles Durchlaufen von Analyse- und Entwurfsphase, welches
i. d. R. einerNeuentwicklungeines Software-Artefakts gleichkommt.
Folgt man den im Abschnitt 3.1 dargelegten Prinzipien servic orientierter Architekturen
muss die Selbstverständlichkeit eines streng sequenzielles Vorgehen im Systementwicklungs-
prozess angezweifelt werden. In einer SOA bilden Services und die daraus bildbaren Kom-
positionen die Systemarchitektur. Im Zentrum der Entwurfsaktivitäten stehen das Anbieten,
die Suche und das Nutzen von Services, die jeweils eine bestimmte Funktionalität anbieten
(vgl. [Dos+05], S. 9). Statt ein System im Ganzen neu zu entwerfen, werden im Systementwurf
einzelne Services prozessorientiert und bedarfsgerecht zusammengefügt. Wie im Abschnitt 3.1
dargelegt wurde, setzt sich das Anwendungssystem zum Ausf¨uhrungszeitpunkt auf Basis des
Anforderungsmodells zusammen. Services kommt erstens dieRoll des zu integrierenden Teil-
systems und zweitens desAnalyseobjektszu. In Hinblick auf die im Abschnitt 1.1 betrachteten
Szenarien des Managements serviceorientierter Architektur n bedeutet dies Folgendes:
Szenario 1 Das Vorgehen inSzenario 1entspricht dem klassischen Systementwurf, bei dem
auf Basis von Anforderungsmodellen Servicekandidaten idet fiziert und Services imple-
mentiert werden.
Szenario 2 Speziell inSzenario 2geht es im Systementwurf nicht mehr um die Transformati-
on von Analyse- in Implementierungsmodelle im Sinne der Erstellung von Modellen für
die Implementierung neuer Services, sondern um die Nutzungder Servicespezifikation
für einen Abgleich mit Anforderungsmodellen. Eine Transformation würde automatisch
eine Verbindung herstellen, da die Implementierungsmodelle erst aus dieser Transforma-
tion entstehen. Ein Abgleich dagegen bedingt wiederum die Ex stenz von Implementie-
rungsmodellen.
Durch denAbgleichzwischen dem Anforderungsmodell und einer Reihe von Implementie-
rungsmodellen sollen existierende Services gefunden werden, welche Teilprozesse in den An-
forderungsmodellen abbilden können. Kann das Anforderungsmodell durch die zur Verfügung
stehende Menge an Services abgedeckt werden, so erfolgt dieTransformation in ein Komposi-
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tionsmodell. Die Entwicklung der Servicekompositionen entspricht nun wiederum einer klassi-
schenÜberführung im Sinne einer Transformation, da diese erst durch denÜberführungspro-
zess erstellt werden. Letzte Entwurfsaktivität ist die Konkretisierung des Modells der Service-
komposition in eine ausführbare BPEL-Datei. Die BPEL-Datei steht schlussendlich ebenfalls
als Service für den Modellabgleich zur Verfügung. Kann eie bestimmte Funktionalität nicht
durch existierende Services realisiert werden, bilden dieAnforderungen den Input in den Ent-
wicklungsprozess neuer Services (vgl.Szenario 1). Dieser Entwicklungsprozess entspricht nun
wieder dem klassischen sequentiellen Durchlauf der Entwurfsphasen.
DerModellabgleichkann als Zuordnung von Problemlösungen verstanden werden. Das Ziel-
system repräsentiert eine Menge von alternativen Lösungen für das vorliegende fachliche Pro-
blem. Unter Lösungen fallen dabei neue Entwürfe für Servic s oder existierende Entwurfsar-
tefakte aus einem Servicekatalog. Implementierungsmodelle sind Produkt formaler Sprachen
(vgl. Abschnitt 2.1.2). Insoweit kann dem Implementierungsmodell eines Service keine mate-
riale Semantik zugrundeliegen. Der Abgleich ist somit nur dch einen menschlichen Aufga-
benträger lösbar. Der Systementwickler prüft Servicesb treffend ihrer Tauglichkeit für die exi-
stierende Problemstellung und setzt diese ein. Dafür musser ich eine interne Repräsentation
der Problemstellung herleiten, für die der jeweilige Service eine Lösung darstellt. Ein Vergleich
zwischen dem aktuellen Problem und der spezifischen Problemstellung, die durch den Service
gelöst werden kann, führt schlussendlich zur Entscheidung f¨ r oder gegen das Artefakt.
Um die fachliche Problemstellung automatisiert aus dem Servic ableiten zu können, müsste
das Implementierungsmodell mit materialer Semantik angereichert werden (ähnlich [Prie95],
S. 125; [Diet02], S. 157f). Der Entwickler kann dafür seinei t rne Repräsentation der Problem-
stellung, die durch den Service gelöst wird, externalisieren. Für die dabei entstehende Beschrei-
bung des Service wird der Begriff desServicemodellseingeführt.40 Dieses Modell gilt als Fach-
konzept des Service, da es den fachlichen Kontext zum Service m t Hilfe einer semiformalen
oder natürlichen Sprache beschreibt. Eine willkürlichefachliche Auszeichnung der Implemen-
tierungsmodelle geht allerdings beim Formalisierungsversuch verloren (vgl. Abschnitt 2.1.2).
Ein solches Servicemodell kann wiederum nur für menschliche Entscheidungsträger hilfreich
sein. Servicemodelle sind insoweit eine Spezialisierung der Klasse der Implementierungsmo-
delle.
40Es wird auch von einem Servicemodell gesprochen, wenn die Servicebeschreibung nicht-diagrammatisch, son-
dern in textuell Form in einem Servicekatalog vorliegt.
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4.1.4 Implikationen serviceorientierter Anwendungssyst ementwicklung
Die Ausführungen zu Implementierungsmodellen lassen dieSchlussfolgerung zu, dass der Be-
griff Transformation allein für das vorliegende Modellierungsproblem nicht ausreicht. Vielmehr
handelt es sich um eineTransformation, die einenAbgleichzwischen Modellen beinhaltet.
Transformation
Der aufgespannte Begriffsraum des Anforderungs- und Impleentierungsmodells soll in Hin-
blick das Transformationsproblem präzisiert werden. Eine überschneidungsfreie Definition for-
mal disjunkter Extensionen der Modellbegriffe ist allerdings schwierig, da zwischen Analyse
und Systementwurf kontinuierlich ein Wechsel des Gegenstand bereichs bei der Modellierung
(Domänenwechsel) vollzogen wird. Damit einhergeht insbesondere in der Analysephase eine
Reihe an Zustandsänderungen eines Anforderungsmodells.
Innerhalb der Analysephase verändert sich der Charakter der Modelle von anfangs analytisch
zu kreativ (vgl. [KaGe06], S. 2). Das IST-Modell der Organisat on besitzt analytischen Cha-
rakter, da es der Erkenntnisgewinnung über eine existierend Domäne dient. Ein Modell mit
kreativem Charakter repräsentiert ein erdachtes, konstruiertes Original (SOLL-Modell). Die im
Abschnitt 1.1 beschriebenen Szenarien machen deutlich, dass für eine Transformation sowohl
IST-Modelle mit analytischem als auch SOLL-Modelle mit kreativem Charakter als Quellm-
odelle in Frage kommen. Bei SOLL-Modellen kann abhängig von der semantischen Bezug-
nahme zwischen Beschreibungsmitteln mit Referenz zur Realwelt und mit Referenz zum An-
wendungssystem unterschieden werden (vgl. [Gén+05], S. 1). Die Referenz ergibt sich aus den
Beschreibungsmittel der verwendeten Modellierungssprachen. Die verwendete Modellierungs-
sprache kann bereits vom jeweiligen Entwicklungsparadigma des Systementwurfs geprägt sein.
Als Beispiel soll hier die objektorientierte Modellierungmit der UML genannt werden. Da
prozessorientierte, semiformale Modellierungssprachenden Schwerpunkt der Anforderungs-
modellierung für serviceorientierte Architekturen bilden (vgl. Abschnitt 4.1.3), wird einer Un-
terscheidung zwischen SOLL-Modellen nach Referenz der Beschr ibungsmittel keine Bedeu-
tung beigemessen. Vielmehr werden Anforderungsmodelle, unabhängig von der Referenz ih-
rer Beschreibungsmittel, mit einem auf das Anwendungssystem als Aufgabenträger bezogenen
Ausschnitt des Organisationsmodells gleichgesetzt bzw. –sofern dieser Ausschnitt des SOLL-
Modells aus Gründen der̈Ubersichtlichkeit nicht die notwendige Granularität in Bezug auf die
Verantwortlichkeiten des Anwendungssystems aufweist – als Verfeinerung von organisatori-
schen SOLL-Modellen gesehen. Maßgeblich ist, dass in Anforderungsmodellen kein Wechsel
von einer materialen zu einer formalen Domäne stattfindet.
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Annahme 10: Es wird definiert, dass Modellierungssprachen zur Anforderungsmodel-
lierung stets auf eine realweltliche Domäne referenzieren.
Die Analysephase endet mit der Beschreibung des zu entwickelnden Anwendungssystems
in dessen Außensicht. Daran anknüpfend wird im Implementierungsmodell die Frage beant-
wortet, wie das Anwendungssystem diese Aufgaben bewältigt. Sprachen zur Modellierung von
Implementierungsmodellen besitzen stets den Charakter formaler Sprachen.
Annahme 11: Implementierungsmodelle beschreiben eine formale Domäne.41
Neben ihrer Zugehörigkeit zu einer formalen Domäne besitz n Implementierungsmodelle die
Eigenschaft, strukturelle und dynamische Aspekte einer Servicekomposition zu beschreiben.
Die Entsprechung von Geschäftsprozessmodellen in der formalen Domäne sind dieKompositi-
onsmodelleauf Basis von Orchestrationssprachen. Sie werden genutzt,um die Implementierung











Kompositionsmodelle (z. B. in 
BPEL, YAWL)
Abbildung 15: Abgrenzung des Modellierungsproblems alsÜberführung zwischen organisato-
rischen Anforderungsmodellen und formalen Kompositionsmodellen
Mit den hier getroffenen Einschränkungen lässt sich das vorliegende Transformations-
problem alsÜberführung zwischen organisatorischen Anforderungsmodellen (funktional und
nicht-funktionale Anforderungen) und Kompositionsmodellen abgrenzen (vgl. Abbildung 15).
Modellabgleich
Das SOA Paradigma hat Konsequenzen auf die Phasen der Anwendungssystementwicklung,
als dass innerhalb der Analysephase Anforderungsmodelle durch bereits existierende Services
41Vereinfachend wird vom Fall einer sukzessiven Formalisierung in der Entwurfsphase abstrahiert.
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beeinflusst werden. Gleichzeitig ist vorgesehen, Services(Implementierungsmodelle) bedarfs-
gerecht, d. h. mit Bezug zur Problemdomäne, zu entwerfen. Dies impliziert eine Annähe-
rung von klassischen Anforderungs- und Servicemodellen imAbstraktions-Transformations-
Prozess. Das Modellierungsproblem wird expliziert als Anforderungsmodellierung vor dem
Hintergrund einer Menge an gegebenen Lösungen. Das Zielsyst m des Modellabgleichs re-
präsentiert eine Menge von alternativen Lösungen für ein vorliegendes Problem. Den Mo-
dellabgleich begünstigen die im Abschnitt 3.4 beschrieben n Entwurfskriterien von Services.
Allerdings müssen zur Reduzierung der semantischen Lücke zusätzlich Anforderungsmodelle
verstärkt die Aufgabe der Strukturierung der Problembeschreibung für den Abgleich mit den
Servicemodellen übernehmen. Die Auswahl von Services für ein Problem und deren Konfigu-
ration zu einer Servicekomposition setzt einerseits fachliches Verständnis über die materiale
Semantik eines Service voraus. Andererseits ist das Verst¨andnis über den betrieblichen Kon-
text einer Anforderung relevant. In beiden Fällen muss bereits während der Modellerstellung
Transformationsarbeitgeleistet werden.
Annahme 12: Je mehr Transformationsarbeit bei der Erstellung von Anforderungs- und
Servicemodell geleistet wird, desto enger wird das Zielsystem für die Entscheidungssi-
tuation beim Modellabgleich.
Voraussetzung für den Abgleich ist die Erkennbarkeit von zusammengehörigen Ausschnitten
in Anforderungs- und Servicemodellen. Nach der Identifikation von semantisch äquivalenten
Bereichen ist es vergleichsweise einfach, diese in Form eines vereinheitlichen Modells zusam-
menzuführen. Im Folgenden wird davon ausgegangen, dass gemeinsam genutzte Konzepte die
Voraussetzung zur Herstellung der semantischen Vergleichbarkeit bilden, da sie die Willkürlich-
keit der fachsprachlichen Auszeichnung des Service einschränken.
Annahme 13: Es wird angenommen, dass das Abgleichsproblem unter der Vorausset-
zung der gemeinsamen Nutzung bestimmter sprachlicher Konzepte in Analyse- und Ent-
wurfsphase zumindest teilautomatisiert gelöst werden kan .
Ein einheitliches Verständnis über die verwendeten Konzepte bedingt die Normierung der
Fachsprache zwischen Serviceentwicklern und Fachexperten. Di s kann nur durch einen Kon-
sens innerhalb einer Sprachgemeinschaft aus Fachexpertenund Serviceentwicklern erreicht
werden. Der Bildung einer Sprachgemeinschaft können allerdings Probleme im Wege stehen:
QUINE thematisiert den Fall, wenn zwischen zwei vormals getrennten Sprachgemeinschaf-
ten keine eindeutigëUbersetzung zu erreichen ist (vgl. [Quin70], S. 160ff; ähnlich [Jani93],
S. 26; [Zel+01], S. 215). Unterstellt man, dass Aussagenverknüpfung und Hypothesenbildung
zu einem gemeinsamen Begriffsverständnis führen, setztdies miteinander verträgliche Denk-
weisen der Beteiligten voraus. Die Möglichkeit der Existenz nichtverträglicher Denkweisen
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ist deshalb prekär, weil in der Folge die Beteiligten nichtzu einem gemeinsamen Begriffs-
verständnis gelangen. Ohne eindeutigeÜbersetzung zwischen ihren Sprachen liegt keine präzise
Grundlage für eine Konsensfindung vor. Die Bedeutung der gemeinsamen sprachlichen Begriffe
bleibt ungenau und jeder Beteiligte ist letzten Endes auf seine igene Interpretation angewie-
sen (vgl. [KaLo90], S. 67; [Mill00], S. 128f). Die erfolgreiche Herausbildung einer Sprach-
gemeinschaft zwischen Teilnehmern aus verschiedenen Dom¨anen kann demzufolge nicht ohne
Weiteres angenommen werden.
Annahme 14: Es wird angenommen, dass sich eine Sprachnormierung zwischen Fach-
experten und Serviceentwicklern nur auf eine kleine, begrenzte Menge an Konzepten be-
ziehen kann (vgl. Abbildung 16)
Dies gilt insbesondere, wenn, wie im vorliegenden Fall, eine miteinander verträgliche Denk-
weise zwischen Fachexperten und Serviceentwicklern nichtgarantiert werden kann. Dazu
kommt noch, dass die Sprachgemeinschaft durch die verteiltEn wicklung und Modellierung








Sprache, über die ein 
Konsens erzielbar ist
Abbildung 16: Herausbildung einer Sprachgemeinschaft über kleine Konzeptmenge
Es wird festgehalten, dass die an der Herausbildung der Sprachgemeinschaft beteiligten Per-
sonen über eine gemeinsam beherrschte Sprache verfügen müssen (vgl. [Mess99], S. 105).
Darüber hinaus wird von organisatorischen Einflüssen beider Sprachentwicklung abstrahiert
und angenommen, dass die Herausbildung der Sprachgemeinschaft eine von allen Beteiligten
(willentlich) durchgeführte Aufgabe ist.
4.1.5 Zusammenfassung
Zusammenfassend wird festgehalten, dass der Modellabgleich die Basisoperation für die Mo-
delltransformation ist (vgl. [Joha94], S. 252; [Hars94], S. 176). Er stellt den wichtigsten aber
70 HERLEITUNG DER ANFORDERUNGEN
auch schwierigsten Schritt dar, da bei der Zusammenführung der Anforderungs- und Service-
modelle zu einem konsistenten Gesamtmodell semantisch äquivalente Bereiche identifiziert
werden müssen. Anschließend muss das Ergebnis des Modellabgl ichs in ein Modell mit BPEL
als Zielsprache übersetzt werden. Eine entsprechende Modlloperation ist rein syntaktisch über
den Vergleich der Metamodelle der beteiligten Modellierungssprachen möglich (vgl. [MiZo98],
































Abbildung 17: Zerlegung des Modellierungsproblems in Modellvergleich und -transformation
Das Ergebnis des Modellabgleichs ist eine Menge vonZuordnungeneinzelner Prozessak-
tivitäten, Teilprozessketten oder ganzer Prozesskettenzu Servicefunktionen. Werden im Zu-
ge des Modellabgleichs Modifikationen am Anforderungsmodell notwendig, wird von einem
angepassten Anforderungsmodellgesprochen. Dieser Vorgang mündet in einZuordnungsmo-
dell, welches in ein Modell einer Servicekomposition migriert wird. Im Idealfall liegt nach dem
Gesamtverfahren ein Anforderungsmodell vor, das mit einerServicekomposition abgeglichen
ist. In Hinblick auf dieSzenarien 2und3 wird ein Modellabgleich entweder durch geänderte
Geschäftsabläufe oder durch unzureichende Erfüllung der Qualität der Services induziert (vgl.
Abschnitt 1.1). Im ersten Fall ändert sich der fachliche Kontext der Servicekomposition. Im
zweiten Fall werden bestimmte Qualitätsattribute der Servic s den Anforderungen nicht mehr
gerecht. Beide Szenarien führen zu einem erneuten Modellabgleich mit anschließender Pro-
duktion eines neuen Zuordnungsmodells. Diese (teil-)automa isierte Anpassung der SOA an
veränderte Geschäftsabläufe, ohne Programmieraufwand, entspricht dem Verständnis vonmo-
dellgesẗutztem Managementserviceorientierter Architekturen in der vorliegenden Arbeit.
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4.2 Implikationen des fachkonzeptuellen Modellvergleich s
Der Modellabgleich lässt sich auf einen fachkonzeptuellen Modellvergleich zurückführen,
sofern es gelingt, die Vorstellung des Softwareentwicklers über das mit der Service-
Implementierung verbundene fachliche Problem zu externalisieren (vgl. Abschnitt 4.1.3). Die
Forderung nach Modellvergleichbarkeit ergibt sich aus zwei Aspekten:
1. Vergleich zwischen Anforderungsmodell und Servicemodell. Ein Service kann einen,
mehrere Prozessschritt(e) oder einen ganzen Prozess realisieren.
2. Vergleich zwischen Services anhand ihrer Servicemodelle. Typischerweise liegt eine Ser-
vicelandschaft vor, in der Services nicht von einem einzigen Entwickler bzw. einer einzi-
gen Entwicklergruppe implementiert wurden (vgl. Abschnitt 3.1).
Im Folgenden sollen Konflikte diskutiert werden, die sich beim Vergleich fachkonzeptueller
Modelle ergeben. Da die Modellvergleichkeit gefordert wird, sollen auch Möglichkeiten aufge-
zeigt werden, wie diese Hemmnisse reduziert werden können.
4.2.1 Sprach-, Struktur- und Typkonflikte
Empirische Untersuchungen zeigen, dass sich in einem verteilt n Modellierungsprozess erstell-
te Teilmodelle in Bezug auf das genutzte Vokabular, den Gradder Abstraktion, den Detaillie-
rungsgrad und den abgedeckten Gegenstandsbereich unterscheiden (vgl. [HaSo06], S. 568ff).
Der hohe Freiheitsgrad bei der fachkonzeptuellen Modellierung und die fehlende Standardisie-
rung von Modellelementen in semiformalen Modellierungssprachen führen zu einer Reihe von
Integrationskonflikten bei der Zusammenführung fachkonzeptueller Modelle (vgl. [Gehl07],
S. 118ff; [PfGe05], S. 109ff; [Pfei07], S. 880f; [Rose96a],S. 187ff).42
Modellübergreifende Referenzen können z. B. durch unterschiedliche Begriffssysteme nicht
aufgelöst undÜberlappungsbereiche zwischen den Teilmodellen durch unterschiedliche Ab-
straktionsgrade nicht identifiziert werden (vgl. Abbildung 18).
Konflikte offenbaren sich abhängig von der gewählten Sprachdimension im Zuge eines prag-
matischen, semantischen und syntaktischen Vergleichs fackonzeptueller Modelle bzw. resul-
tieren aus einer rein systemtheoretischen Untersuchung. Ei pragmatischer Modellvergleich ist
eine Untersuchung hinsichtlich Gemeinsamkeiten und Unterschieden in der Wirkung von zwei
Modellen auf einen Modellnutzer. Geht man davon aus, dass dem Vergleich die Herausbildung
einer Sprachgemeinschaft vorausgegangen ist, fällt gem¨aß Abschnitt 2.1.1 der pragmatische
42Als Konflikt wird ein syntaktischer oder semantischer Unterschied in den zu vergleichenden Modellen bezeich-
net (vgl. [Prie95], S. 171; [Bat+86], S. 335).




























Modell A Modell B
Abbildung 18: Integrationskonflikte (in Anlehnung an [Pfei07], S. 881)
Modellvergleich mit dem semantischen inhaltlich zusammen(vgl. [Lyon91], S. 6; [Schi97],
S. 145). Innerhalb der Sprachgemeinschaft prägen sich explizite und implizite Konventionen
aus, anhand derer die Interpretation eines Modells in Bezugauf die persönliche Handlungssi-
tuation der Beteiligten invariant erfolgt. Im Ergebnis tritt im Modellvergleich die pragmatische
Dimension solange hinter die semantische Dimension zurück, wie die Betrachtungen auf dieje-
nigen Sprachzeichen beschränkt bleibt, über die im Rahmen des Einigungsprozesses Konsens
erzielt wurde.43
Annahme 15: Der Schwerpunkt der Betrachtungen liegt auf Konflikten, dieaus einem
Vergleich der Semantik der Zeichen resultieren.
Der semantische Modellvergleich vergleicht die Interpretation von Modellen innerhalb ei-
ner Sprachgemeinschaft. SemantischeÄquivalenz zwischen zwei Zeichen liegt vor, wenn diese
auf die gleiche Art und Weise verwendet werden (vgl. [KaLo90], S. 121). Namenskonflikte
entstehen durch unterschiedliche Begriffssysteme und führen dazu, modellübergreifende Refe-
renzen nicht auflösen zu können (vgl. [PfGe05], S. 112f; [Schü98], S. 120ff; [Prie95], S. 171).
Diese Sprachdefekte treten auf, wenn die Ersteller der zu vergleichenden Modelle nicht Teil
einer Sprachgemeinschaft sind bzw. wenn die zu vergleichenden Modellelemente fachsprachli-
che Bezeichner aufweisen, über die im Rahmen der Sprachgemeinschaft keine Einigung erzielt
wurde. Bei einemHomonymkonflikt haben die zu vergleichenden Modellelemente die glei-
che fachsprachliche Bezeichnung, allerdings liegt ihnen eine unterschiedliche Bedeutung zu-
grunde (vgl. [KaLo90], S. 65). Abweichend davon existiert bei einemSynonymkonflikt zwar
43Diese Annahme gilt auch deshalb, weil der Modellnutzer im Rahmen der Arbeit eine Maschine ist. Pragmati-
scher und formal semantischer Modellvergleich fallen inhaltlich zusammen (vgl. [Ortn02], S. 41).
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Bedeutungsgleichheit der Modellelemente, sie weisen dessen ungeachtet jedoch differente fach-
sprachliche Bezeichner auf (vgl. [KaLo90], S. 66).
Namenskonflikte Namenskonflikte sind nur auf die Bezeichnung der zu vergleichenden Mo-
dellelemente begrenzt. Die Vermeidung von Homonym- und Synon mkonflikten im Rah-
men der Herausbildung einer Sprachgemeinschaft durch Konsensfindung über die Be-
deutung aller verwendeten fachsprachlichen Begriffe ist die erste Voraussetzung für den
Modellvergleich.
Selbst bei Vermeidung der genannten Sprachkonflikte kann eszu semantischer Ungleichheit
infolge verschiedenartiger Explikationen der mentalen Repräsentationen der Wirklichkeit kom-
men (vgl. [Pfei08], S. 84; [Dav+02], S. 941). Da jeder Modellierer die Freiheit besitzt, dieRea-
lität auf einer Abstraktionsebene und Detaillierungsebene seiner Wahl zu beschreiben, führt dies
zu sogenanntenStrukturkonflikten . Ein Sachverhalt (Realitätsausschnitt) wird in den zu ver-
gleichenden Modellen andersartig repräsentiert (vgl. [Prie95], S. 171). Unter Strukturkonflikte
fallen Abstraktions-, Separations-, Detaillierungs- undAbhängigkeitskonflikte (vgl. [KaSh96],
S. 290). Zwei zu vergleichende Modellelemente haben aufgrund der unterschiedlichen Expli-
kation der internen Repräsentation des Sachverhalts einev rschiedene Bedeutung, beziehungs-
weise es lassen sich keine korrespondierenden Modellelement finden. Bei einemAbstrakti-
onskonflikt wird die materiale Domäne hinsichtlich der verglichenen Modellelemente in unter-
schiedlichem Abstraktionsgrad repräsentiert, was die Identifizierung vonÜberlappungsberei-
chen behindert (vgl. [KaSh96], S. 290). Dabei sind die Modellel mente durchaus im Rahmen
der Sprachgemeinschaft vereinbart, zwischen ihnen lässtsich jedoch nicht ohne weiteres eine
direkte Beziehung herstellen (vgl. [Hars94], S. 200). Ein Abstraktionskonflikt kann sich ferner
auf mehrere Modellelemente erstrecken, wenn ein Sachverhalt von einem Modellierer nur mit
einem Modellelement beschrieben ist, während im Vergleichsmodell dafür zwei Modellelemen-
te genutzt werden (vgl. [Pfei08], S. 85f). Eine Aussage in einem Modell schließt dann mehrere
Aussagen im zu vergleichenden Modell ein.
Abstraktionskonflikte Die Auflösung des Abstraktionskonflikts erfordert den Aufbau einer
Hierarchie zwischen fachsprachlichen Begriffen einer Domäne. In der Hierarchie können
die Begriffe bspw. über Spezialisierungs- und Generalisierungsbeziehungen in Verbin-
dung stehen.
Im Fall einesSeparationskonfliktsgibt es zu einem Modellelement inModell Akein korre-
spondierendes Modellelement inModell Bmit der gleichen, einer allgemeineren oder spezifi-
scheren Bedeutung (vgl. [Pfei08], S. 86f).
Separationskonflikt Es lassen sich keine korrespondierenden Modellelemente find n.
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Ursache für Separationskonflikte ist, dass Modellersteller eine unterschiedliche Vorstellung
vom Umfang des Gegenstandsbereichs haben oder sie erachtenunterschiedliche Aktivitäten als
relevant für die Beschreibung des Prozesses.
Detaillierungskonflikt Ähnlich gelagert sind Detaillierungskonflikte, bei denen Sachver-
halte im Rahmen der Modellierung unterschiedlich ausführlic ausgestaltet werden
(vgl. [KaSh96], S. 288ff).
Der Detaillierungskonflikt referenziert den Fall der Zuweisung von Attributen, implizi-
ten oder expliziten Werten zu einem Modellelement ein, wohingegen der Separationskonflikt
ganze Modellausschnitte denotiert. Insofern liegt z. B. ein Detaillierungskonflikt vor, wenn
ein zu vergleichendes Modellelement eine unterschiedliche Menge an assoziierten Attributen
umfasst. Werden in bedeutungsgleichen Modellteilen gegensätzliche Abhängigkeitsbeziehun-
gen zwischen den Modellelementen modelliert, spricht man von einemAbḧangigkeitskonflikt
(vgl. [Prie95], S. 172). Darunter fallen bspw. unterschiedliche Multiplizitäten sowie unter-
schiedlich modellierte Vererbungsbeziehungen.
Des Weiteren können durch abweichende Anwendung der Modellierungssprache Konflikte
selbst bei Ausräumung semantischer Heterogenität entstehen. Diese werden im Rahmen des
syntaktischen Modellvergleichs erkannt. Der semantischeModellvergleich schließt den syntak-
tischen Vergleich ein (vgl. [Prie95], S. 129). Vergleichskriterien werden auf die Objekttypen der
Modellelemente, die Bezeichner der Modellelemente und dieBeziehungen zwischen Modell-
elementen reduziert. Festzuhalten bleibt, dass eine Prüfung auf syntaktische Konflikte erst nach
der Prüfung auf Abstraktions-, Detaillierungs- und Separationskonflikte Sinn ergibt. Ein iden-
tischer fachsprachlicher Bezeichner kann unter Umständen in den zu vergleichenden Modellen
durch unterschiedliche Konzepte der Modellierungssprache repräsentiert sein (vgl. [Hars94],
S. 195). Es wird angenommen, dass semantischeÄquivalenz zwischen den Modellelementen
vorliegt, obwohl die im Metamodell vorgegebene Gliederungder betrieblichen Realität von den
Modellerstellern unterschiedlich ausgelegt wurde.
Typkonflikte Typkonflikte erwachsen durch Unterschiede bei der Ausnutzung der Freiheits-
grade der Modellierungssprache in Bezug auf die Wahl des geeign t n grammatikali-
schen Konzepts (vgl. [Bat+86], S. 344ff; [Dav+02], S. 5; [Hars94], S. 194ff; [RoMü96],
S. 10). Die Wahl eines sprachlichen Konstrukts der Modellierungsgrammatik bei einem
bestimmten Sachverhalt wird durch die Freiheitsgrade bei der Modellierung bestimmt.
Eine Lösung des Konflikts kann nur durch Einschränkung derFr iheitsgrade bei der Mo-
dellierung und durch Analyse des sprachbasierten Metamodells erfolgen.
Separations- und Typkonflikte können nur dann auftreten, wn die verglichenen Modelle die
gleiche Perspektive auf das System einnehmen (vgl. [Prie95], S. 127ff). Beispielsweise können
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nur Modelle verglichen werden, die entweder eine verhaltensorientierte oder eine strukturel-
le Sicht auf das System gewährleisten. Der Typkonflikt ist sogar nur bei Modellen denkbar,
die in einer einheitlichen Grammatik vorliegen. Dies hat abhängig vom betrachteten Szenario
Auswirkungen auf die Relevanz der beschriebenen Konflikte.
In Hinblick auf Szenario 2und3 wurde im Abschnitt 4.1 der Abgleich zwischen Anforde-
rungsmodell und Servicemodellen vorgestellt. Beide Modellklassen beschreiben jeweils ver-
schiedene Gegenstandsbereiche (vgl. Abschnitt 4.1). Ein Separationskonflikt kann nur in dem
Bereich bestehen, indem sich die Gegenstandsbereiche überdeck n. Beschreiben die Model-
le völlig disjunkte Domänen, so besitzen Separationskonflikte keine Relevanz. Analog gilt für
den Typkonflikt, dass nicht angenommen werden kann, dass Service- und Anforderungsmodell
in der gleichen Grammatik vorliegen. Typkonflikte spielen nur da eine Rolle, wo sich die Ge-
genstandsbereiche der beiden Modellklassen überschneiden. Insoweit kann der Modellabgleich
nur bedingt auf einen fachkonzeptuellen Modellvergleich zurückgeführt werden. FürSzenario
1 besitzen beide Konfliktformen Bedeutung, wenn im Vorfeld der S rviceidentifikation Pro-
zessmodelle innerhalb verteilter Modellierungsprojekteerstellt und integriert werden müssen
(vgl. Abschnitt 3.4). Da es sich bei Prozessmodellen um gerichtete Graphen mit vielfältigen
Kantentypen handelt, ergeben sich aus einer differenten Struktur der Prozessmodelle weitere
Konfliktformen (vgl. [Pfei08], S. 82). Diese lassen sich aufein unterschiedliches Verständnis
der Modellersteller über den Ablauf des Geschäftsprozesses zurückführen. Abhängig davon
werden Prozessaktivitäten in sequentieller oder in paralleler Abfolge modelliert, Verzweigun-
gen und Schleifen eingearbeitet. Kontrollfluss- und Reihenfolgekonflikte sind Konsequenzen
aus Separations- und Typkonflikt.
Kontrollflusskonflikt Betrachtet man nur die Kontrollflüsse, so ist ein Kontrollflusskonflikt
feststellbar, wenn die Zahl der ein- bzw. ausgehenden Kanten beim Vergleich zweier Pro-
zessaktivitäten nicht übereinstimmen (vgl. [Pfei08], S. 89).
Nun kann man die Betrachtung der Umgebung einer Prozessaktivit¨ t über die Zahl der Kon-
trollflüsse hinaus um die damit verbundenen Aktivitäten erweitern.
Reihenfolgekonflikt Unterscheiden sich die Bezeichner der Vor- und Nachfolger der zu ver-
gleichenden Prozessaktivitäten, so kann auf einen Reihenfolg konflikt zwischen den Pro-
zessmodellen geschlussfolgert werden.
Ein Kontrollflusskonflikt ist dabei eine hinreichende Bedingu g für einen Reihenfolgekon-
flikt. Handelt es sich ferner bei den Vorgängern bzw. Nachfolgern der verglichenen Akti-
vitäten nicht um semantisch äquivalente Aktivitäten, liegt eine notwendige Bedingung für
einen Reihenfolgekonflikt vor. Nimmt man an, dass in den zu vergleichenden Modellen kei-
ne Abstraktions-, Detaillierungs- und Separationskonflikte mehr vorliegen, ist bei der Prüfung
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auf Reihenfolgekonflikte die syntaktischeÄquivalenz der Bezeichner der Vorgänger- und Nach-
folgeraktivitäten hinreichend.
Für Typ-, Kontrollfluss- und Reihenfolgekonflikte muss einformales Sprachartefakt zur
Verfügung stehen, welches das Kriterium für die syntaktischeÄquivalenz der beiden Model-
le festschreibt, also ein Algorithmus, der bspw. in einer Programmiersprache formuliert sein
muss und die syntaktischëAquivalenz anhand des Vergleichs typisierter Konzepte derGram-
matik nachvollzieht (vgl. [ClHo94], S. 9).
4.2.2 Lösungsans ätze für Integrationskonflikte
Durch Veränderung der Modellstruktur der zu vergleichenden Modelle können die genann-
ten Konflikte aufgelöst und̈Uberlappungsbereiche identifiziert werden (vgl. [Mil+93], S. 123;
[Gehl07], S. 248ff). Diese Ansätze stellen nur minimale Anforderungen an die beteiligten Mo-
delle und den Modellierungsprozess. Eine zweite Möglichkeit besteht darin, bereits bei der
Modellierung Konflikten vorzubeugen (vgl. [Rose96a], S. 224ff). Aufgrund der Vielfalt der
in Theorie und Praxis existierenden Lösungsansätze, wird die Untersuchung nur einen Aus-
schnitt der verfügbaren Methoden berücksichtigen. Bei der Auswahl wurden sowohl Ontolo-
gien als auch domänenspezifische Modellierungssprachen betrachtet, um die Besonderheiten
beider Strömungen darzulegen.
Ontologien
In der Diskussion um Modellvergleichbarkeit tritt immer wieder der Begriff derDomänenon-
tologie auf (vgl. [Cha+99], S. 20ff; [Gui+02], S. 1ff; [Uns+98], S. 31ff). Geschäftsprozesse
werden dabei mit Metadaten annotiert, um deren automatisierte Interpretation zu ermöglichen
(vgl. [Bet+06], S. 2; [Bro+06], S. 192f; [Ehr+07], S. 72f; [HeDu07], S. 426). Dieses Vorgehen
entspricht der Unterfütterung der fachsprachlichen Bezeichnungen im Prozessmodell mit einem
gemeinsam genutzten konzeptuellen Vokabular der jeweiligen Domäne (vgl. [EvWa05], S. 146;
[Höff07], S. 1620ff; [ThFe07], S. 64ff). Das Vokabular kommt ebenso in anderen fachkonzep-
tuellen Modellen zum Einsatz und dient damit als terminologischer Bezugspunkt zwischen den
Modellen. Die Fähigkeit aus sich selbst heraus Aussagen üb r einen Sachverhalt deduktiv ablei-
ten zu können, ist eine Eigenschaft, die Ontologien von anderen Formen der Wissensrepräsen-
tation wie Thesauri, Taxonomien oder Fachbegriffsmodellen unterscheidet. Die Ontologie kann
Verben (Prädikate), Substantive (Objekte, Subjekte) umfassen, mit denen dann Sätze bildbar
sind. Diese werden separat aus einer oder mehreren Ontologien ausgewählt und können z. B.
mit einem Vorgang im Prozessmodell assoziiert werden (vgl.[Bög+08], S. 1601ff; [Gre+04],
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S. 13ff). Für die weitere Diskussion wird eineOntologie definiert als Menge an Homonym-,
Synonymrelationen sowie Spezialisierungs- und Generalisierungsbeziehungen von Fachbegrif-
fen repräsentierbar ist. Für jedes Element der Ontologieist ine eindeutige Semantik gegeben.
Diese wird durch Konsensfindung im Rahmen einer Sprachgemeinschaft erarbeitet und kann
implizit in der Vorstellung der Beteiligten verbleiben oder in Form einer Definition expliziert
werden. Für den Modellvergleich muss das Vokabular eines Prozessmodells vollständig durch
die Fachbegriffe der Ontologie abgedeckt werden. Fachsprachliche Bezeichner, die in der On-
tologie nicht bekannt sind, können auch nicht in den Modellen genutzt werden. Der Modellierer
wird somit in der Wahl der fachsprachlichen Ausdrücke auf die Menge der ontologischen Kon-
strukte eingeschränkt. Entweder wählt er für die Bezeichnung eines Modellelements direkt ein
Element der Ontologie oder er annotiert einen frei gewählten Bezeichner mit einem ontologi-
schen Element (vgl. Abbildung 19)
Ontologie fachkonzeptuelles Modellfachkonzeptuelles Modell
Abbildung 19: Ontologiebasierte Prozessmodellierung
Durch Auszeichnung der Modellelemente mit Hilfe einer identischen (Referenz-)Menge
ontologischer Konstrukte lassen sich nun Synonym-, Homony- und Abstraktionskonflik-
te vermeiden. Entsprechend in der Ontologie hinterlegte Homonym- und Synonymbeziehun-
gen ermöglichen die Auflösung von Namenskonflikten. Liegtine Ontologie aus semantisch
disjunkten Elementen vor, werden auch Abstraktionskonflikte vermieden, sofern sich über
Spezialisierungs- und Generalisierungsbeziehungen zwischen Elementen der Ontologie eine
Hierarchie zwischen den zu vergleichenden Modellelementen errechnen lässt. Damit können
aber nur Unterschiede im Abstraktionsniveau auf Elementeben erkannt werden. Mit einer On-
tologie sind keine Abstraktionskonflikte identifizierbar,die sich über mehrere Modellelemen-
te erstrecken. Die Identifikation von ganzenÜberlappungsbereichen zwischen Modellen kann
nicht erkannt werden, da im traditionellen Ontologieverständnis immer nur zwei Elemente mit-
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einander verglichen werden (vgl. [Ehr+07], S. 73). Separationskonflikte können dann erkannt
werden, wenn man annimmt, dass keine Aussage in einem Modellerfolgen darf, die nicht Teil
der Ontologie ist. Damit liegen im Modell keine Elemente vor, die nicht einen Bezug zur On-
tologie aufweisen. Für die Auflösung des Separationskonflikts werden einfach Modellelemente
vom Vergleich ausgespart, bei denen keine Zuordnung zwischen beiden Modellen über die On-
tologie möglich ist. Es wird somit unterstellt, dass diesefür den Vergleich nicht von Bedeutung
sind.
Problematisch beim Einsatz von Ontologien sind folgende Punkte: Erstens zeichnen sich
domänenspezifische Ontologien durch eine geringe Verfügbarkeit aus. Die meisten existie-
renden Ontologien sind für den Vergleich von Modellierungsgrammatiken entwickelt worden
(vgl. [Gui+03], S. 65ff; [MiKa04], S. 19ff; [Wand96], S. 281ff; [WaWe90], S. 1282; [DrLa04],
S. 787; [WiWi92], S. 387ff). Domänenspezifische Ontologien müssen neu entwickelt werden
(vgl. [Mat+05], S. 1430; [FoGr98], S. 112f; [Usch98], S. 5). Die Entwicklung geht stets einher
mit der Herausbildung einer Sprachgemeinschaft zwischen den an der Konstruktion beteiligten
Individuen (vgl. [ScZe02], S. 162ff; [Wyss04], S. 4305). Zweitens muss die Annotation der on-
tologischen Konstrukte mit dem Modellelement eindeutig spezifiziert sein. Dafür müssen zum
einen die Konstrukte mit der Modellierungsgrammatik verbunden sein und zum anderen die im
Prozessmodell frei gewählten Bezeichner mit Ontologieelem nten einer geeigneten Abstrakti-
onsstufe und Domänennähe ausgezeichnet werden, um inhaltlich uswertbar zu sein. Nun kann
ein Problem, das bereits aus der ontologischen Analyse von Mdellierungsgrammatiken be-
kannt ist, auf Domänenontologien übertragen werden: Weisen Ontologieelemente nun eine an-
dere Granularität als das Modellelement auf, sind systembedingt nicht sämtliche Mappings zwi-
schen der Ontologie und dem Modell ableitbar. So können u. U. viele ontologische Konstrukte
einem Modellelement zugeordnet werden (oder umgekehrt). Dieses Problem lässt sich insbe-
sondere auf die separate Entwicklung von Modellierungssprache und Ontologie zurückführen.
Ontologien werden gewiss für einen anderen Zweck entworfen als für Modellierungssprachen.
Und drittens fokussiert der Einsatz von Ontologien auf die semantische Annotation von Mo-
dellelementen. Damit bleiben Typ-, Kontrollfluss- und Reihenfolgekonflikte unberücksichtigt.
Der Modellierer kann den Prozessverlauf aus seiner Perspektive heraus frei modellieren. Wie
bereits beschrieben wurde, wird die Ergänzung der verwendet Fachbegriffe durch Ontologie-
Elemente erzwungen. Dies bedeutet eine Einschränkung derModellierungsfreiheit des Model-
lierers, da er nicht aus der durch die Ontologie abgedecktenDomäne ausbrechen kann.
Festzuhalten bleibt, dass Ontologien nur einen Teil der angesprochenen Konflikte lösen und
damit lediglich einige Anhaltspunkte für die weitere Analyse nach Lösungsmöglichkeiten bie-
ten. Ontologische Ansätze können zwar die Vergleichbarkeit von Modellen und die Auflösung
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von Konflikten verbessern, aber dieses Problem nicht vollständig lösen. Tabelle 4 fasst die Er-









Tabelle 4: Konfliktbehandlung bei Ontologien
Domänenspezifische Modellierungssprachen
Um die Konstruktion einfach vergleichbarer Modelle zu beg¨unstigen, wird bei domänenspezi-
fischen Modellierungssprachen am Prozess der Modellerstellung angesetzt. Basishypothese ist,
dass Einschränkungen bei der Modellierung die Modellqualität erhöhen und damit den späteren
Vergleich der Teilmodelle merklich vereinfachen (vgl. [Bec+95], S. 435ff; [Kro+06], S. 91ff;
[Lin+94], S. 42ff; [ScRo98], S. 240ff). In der Fachliteratur wirddie Einschränkung der Model-
lierungsfreiheit insbesondere unter dem Aspekt der Modellint gration bei verteilten Modellie-
rungsprojekten diskutiert (vgl. [Bec+07b], S. 68ff).
Die Einschränkung der Modellierungsfreiheit für den Zweck der Schaffung vergleichbarer
Teilmodelle betrifft im Kern die Eliminierung von Namenskonflikten durch die Schaffung se-
mantisch disjunkter Sprachkonstrukte und die Vermeidung ei er willkürlichen Struktur der
Modelle. Als Konsequenz schränken Konventionen die Freiheitsgrade bei der Modellierung
ein, um ein bestimmtes Maß an Qualität der Modelle zu garantieren (vgl. [Rose07], S. 58ff;
[B+06], S. 91f; [Kop+06], S. 89ff). Dies bezieht sich auf die Begrenzung der Wahlmöglichkei-
ten hinsichtlich der verwendbaren Konstrukte der Modellierungsgrammatik, deren fachsprach-
liche Auszeichnung sowie deren Anordnung innerhalb des Diagramms. Erzielbar sind diese
Restriktionen auf Metamodellebene durch Einschränkung der Ausdrucksmächtigkeit der Mo-
dellierungssprache und der Einführung von Regeln, wie dieSprachkonstrukte einzusetzen sind.
Dafür werden fachsprachliche Ausdrücke Teil des Metamodells, was gleichzeitig bedeutet, dass
die Modellierungssprache nicht mehr generisch, d. h. für einen großen Gegenstandsbereich, wie
z. B. bei einer EPK, sondern nur noch für eine bestimmte Dom¨ane einsetzbar ist. Der Model-
lierer wird damit bei der Modellierung auf eine Auswahl an m¨oglichen Sprachkonstrukten zur
44Als Metrik wird eine Nominalskala mit den Ausprägungen X – Kriterium voll erfüllt, (X) – Kriterium teilweise
erfüllt sowie 0 – Kriterium nicht erfüllt, verwendet.
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Repräsentation der Bedeutung des intendierten Sachverhalts eingeschränkt. Eine fachsprachli-
che Vorgabe kann soweit gehen, dass Modellelemente, ihre Att ibute und sogar Attributwerte
vorgegeben werden (vgl. [Pfei08], S. 114). Ist das Modellelment gewählt, schränken Regeln
die Selektion der weiteren Sprachkonstrukte ein und legen gf. auch die Anordnung des Ele-
ments im Modell fest. Die Regeln orientieren sich dabei am Kriterium der Wohlgeformtheit,
d. h. inhaltlichen und formalen Korrektheit, für Prozesseder jeweiligen Domäne. Somit passen
also nur bestimmte Sprachkonstrukte zusammen bzw. sind nurauf bestimmte Weise im Modell
arrangierbar. Domänenspezifische Einschränkungen der Modellierungssprache haben immer
Auswirkungen auf ein entsprechendes Vorgehensmodell der Modellierungsmethode. Dies gilt
aber ohnehin für alle situationsspezifisch entwickelten Modellierungsmethoden (vgl. [Brin96],
S. 277f; [Har+94], S. 218f).
Der eigentlichen Modellierung sind Aktivitäten zur Konsefindung über die gemeinsame
fachsprachliche Basis, zur Methodenschulung etc. vorgelagert (vgl. [Alge07], S. 60ff). Die
Erhebung der Fachbegriffe erfolgt durch empirische Erhebung durch die Methodenentwickler
in der jeweiligen Domäne und anschließender Konsensfindung im Rahmen der Mitglieder der
Sprachgemeinschaft (vgl. [Alge07], S. 62).45 Der Erfolg der Methode hängt von einer umfas-
senden und eindeutigen Definition jedes domänenspezifischen Sprachkonstrukts abhängt. Ana-
log zu Ontologien werden Sprachdefekte und Abstraktionskofli te durch die Festlegung von
domänenspezifischen Ausdrücken auf Metamodellebene behoben. Liegt dem Metamodell keine
domänenspezifische Ontologie zugrunde, können Homonym-, Synonym- und Abstraktionskon-
flikte nur durch eine umfassende Vorarbeit bei der Erarbeitung der Methode vermieden werden.
Gerade die Vermeidung von Abstraktionskonflikten stellt Anforderungen an eine eindeutige
Festlegung der Semantik des Modellelements im Rahmen der Method nentwicklung, damit
der Modellierer sich später sicher ist, dass die Granularität des Modellelements zum jeweiligen
Sachverhalt passt. Demzufolge ist es vorteilhaft, eine Ontologie zu hinterlegen. Hierfür wird das
Metamodell der Modellierungssprache unter Bezugnahme aufine domänenspezifische Ontolo-
gie entwickelt und damit eng mit der Modellierungssprache verwoben. Damit findet konträr zur
semantischen Annotation von fachkonzeptuellen Modellen eine kongruente Entwicklung von
Ontologie und Modellierungssprache statt. Das Problem eines divergenten Granularitätsgrads
zwischen Modellelement und Ontologie-Element wird vermieden.
Analog zur Ontologie können mit domänenspezifischen Modellierungssprachen Separations-
und Typkonflikte nicht vermieden werden. PFEIFFER argumentiert zwar, dass die Modellie-
rungsgrammatik so ausgelegt werden kann, dass für die Modellierung eines Sachverhalts nur
45ALGERMISSEN beschreibt diesen Vorgang als strukturierte Interviews, bei denen die Erhebung der Domäne
gleichlaufend mit einer Vorbereitung des Konsens durch dieProtokollierung der Diskussion erfolgt
(vgl. [Alge07], S. 62). Mit den Ergebnissen wird ein Vorschlag erarbeitet, über den im Anschluss Konsens
erzielt werden muss.
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genau ein sprachliches Konstrukt in Frage kommt, ein Typkonflikt damit nicht auftreten kann
(vgl. [Pfei08], S. 120).46 Diese Annahme kann aber nur bei einer (dann) formalen Sprache gel-
ten (vgl. Abschnitt 2.1.2). Die Modellierungsgrammatik kann zwar aus der Fachsprache abge-
leitet werden, allerdings ist die Wahl unpassender Modellierungskonstrukte nicht vermeidbar,
da in einer materialen Domäne sprachliche Konzepte nicht semantisch disjunkt voneinander
abgrenzbar sind. Deshalb umfassen domänenspezifische Modllelemente stets einen semifor-
malen Anteil in Form eines Freitexts.
Kontrollfluss- und Detaillierungskonflikte werden durch die Restriktion der Anzahl an mögli-
chen Kontrollflüssen, Attributen und Attributwerten erreicht. Einschränken ließe sich die An-
zahl der Attribute pro Modellelement, die Art der möglichen Attribute und deren Ausprägun-
gen. Kontrollflüsse könnten vollständig vermieden werden, indem nur eine sequentielle Model-
lierung möglich ist (vgl. [Bec+07b], S. 72). Dies löst allerdings die Probleme beim Modell-
vergleich nicht. Das Fehlen von Verzweigungen im Prozessablauf und die Einschränkung bei
der Attributierung erzwingen, dass jedes Szenario als eigen s Diagramm modelliert wird. Die
steigende Anzahl alternativer Diagramme kann wieder Konflikte verursachen.
Weitere Schwächen zeigen domänenspezifische Modellierungssprachen bei Reihenfolgekon-
flikten. Dieser Konflikt wird immer mit Bezug auf eine Folge von Modellelementen festgestellt
und besitzt daher einen Zusammenhang zum Separationskonflikt. Vermieden werden können
sie nur durch formale Vorgaben. Bei der Definition der domänenspezifischen Sprachkonstrukte
werden bereits Abfolgen dieser antizipiert und die Menge der möglichen Vorgänger und Nach-
folger determiniert. Durch diese Formalerfordernisse sinkt wiederum die Modellierungsfreiheit
mit allen negativen Folgen für den künftigen Nutzen des konzeptuellen Modells.
Als Fazit lässt sich festhalten, dass durch domänenspezifische Modellierungssprachen
Namens- und Abstraktions-Konflikte eliminierbar sind. Für Typ-, Separations-, Detaillierungs-
und Reihenfolgekonflikte gilt diese These bedingt, da die Vermeidung durch eine nachlas-
sende Zweckmäßigkeit der produzierten Modelle erkauft wird. Sofern das Metamodell un-
ter Rückgriff auf eine domänenspezifische Ontologie entwickelt wurde, muss deren begrenz-
te Verfügbarkeit allerdings auch hier als Problem hervorgehoben werden. Zudem ist eine
Fachsprache immer natürlich gewachsen, ihr Vokabular undihre Grammatik sind nicht sta-
tisch, sondern Resultat des Sprachgebrauchs in einer Sprachgemeinschaft. Regelmäßig besitzen
domänenspezifische Modellierungssprachen keine ausreichende Anzahl an Sprachkonstrukten,
um alle Phänomene in der jeweiligen Domäne abzubilden. Folgerichtig wird eine Vielzahl von
domänenspezifischen Modellierungssprachen benötigt.
46Dies gilt sowohl für Konzepte wie Kanten oder logische Operatoren als auch für domänenspezifische Sprach-
konstrukte.
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Die Festlegung domänenspezifischer Sprachkonstrukte aufMetamodellebene erscheint vor
dem Hintergrund des dynamischen Wandels problematisch. Inder Literatur zu domänenspezi-
fischen Modellierungssprachen werden theoretische Probleme im Zusammenhang mit zeitlich
veränderlichen Metamodelle (vgl. [WeEs06], S. 132ff) nicht diskutiert. Aus Sicht des Autors be-
stehen offene Fragen über die Folgen des Löschens von Metamodell-Elementen, des Veränderns
von (Meta-)Assoziationen, Kardinalitäten oder des Hinzufügens neuer (Meta-)Attribute ohne
angemessene Ausgangswerte etc. Um dem dynamischen Charakter der Fachsprache gerecht zu
werden, bedarf es eines generischen Ansatzes.
Daneben existieren Hindernisse, die immer bei der Etablierung einer neuen Modellierungs-
sprache in einer Organisation auftreten (vgl. [Pfei08], S.124). Unter Umständen hat sich bereits
ein organisationsweiter Standard für die Modellierung von Geschäftsprozessen etabliert, was ei-
ner Umstellung auf die neue Modellierungssprache zuwiderläuft. Zudem bedeutet der Einsatz
der Methode einen erheblichen Aufwand bei der Migration, d.h. er Umwandlung bestehender
Prozessmodelle in die domänenspezifische Sprache. Tabelle 5 verdeutlicht, welche Konflikte









Tabelle 5: Konfliktbehandlung bei domänenspezifischen Modellierungssprachen
4.2.3 Zusammenfassung
Wie die Ausführungen gezeigt haben, ist ein Vergleich fachkonzeptueller Modelle mit zahl-
reichen Hemmnissen verbunden. Namens-, Struktur- und Typkonfli te erschweren die Identi-
fikation vonÜberlappungsbereichen zwischen den Modellen im Hinblick auf die beschriebene
materiale Domäne. Die dargestellten Konfliktformen besitz n allerdings nur zum Teil Rele-
vanz für die vorliegende Arbeit. Schließlich werden bis auf Szenario 1keine strukturgleichen
Modelle verglichen – z. B. Prozessmodelle, sondern Artefakus unterschiedlichen Gegen-
standsbereichen, die ggf. mit vollkommen unterschiedlichen Darstellungstechniken entwickelt
wurden.
Separations-, Detaillierungs- und Typ-Konflikte spielen nur in den Modellausschnitten eine
Rolle, in denen beide Modelle den gleichen Gegenstandsbereich b schreiben. Im Fall von Ty-
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pkonflikten setzt dies zusätzlich das Vorliegen einer einhitlichen Grammatik voraus. Namens-
und Abstraktionskonflikte dagegen können in allen drei Szenari n auftreten. Anders als bei den
drei erstgenannten Konflikten ist ihre Existenz nicht abhängig davon, wie bzw. was modelliert
wurde, sondern nur welcher Bezeichner einem Modellelementzugeordnet ist. Reihenfolge- und
Kontrollflusskonflikte besitzen für den Modellabgleich kein Relevanz. Aufgrund vonSzenario
1sind sie jedoch nicht zu vernachlässigen. Mit den vorgestellten Ontologien und domänenspezi-
fische Modellierungssprachen wurde eine Auswahl an möglichen Lösungen für die genannten
Konflikte vorgestellt. Im Rahmen der Anforderungsanalyse sollen derartige Ansätze berück-
sichtigt werden.
4.3 Implikationen der fachkonzeptuellen Servicemodellie rung
Hinsichtlich eines Abgleichs zwischen Analyse- und Entwurfsmodellen werden in der Literatur
nur Konflikte beschrieben, die aus der Behandlung fachkonzeptueller Modellvergleiche bekannt
sind (vgl. Abschnitt 4.2). Dabei wird stets davon ausgegangen, dass kein Wechsel der beschrie-
benen Domäne erfolgt, also in beiden Modellen das Gleiche beschrieben wird. Die Vermeidung
von Sprach- und Strukturkonflikten besitzt also erst dann Relevanz, wenn ein fachkonzeptuelles
Modell eines Service vorliegt. Die fachsprachliche Auszeichnung von Entwurfsartefakten, wie
etwa eines Service, birgt jedoch weiteres Konfliktpotential, d s aus dem Wechsel des Gegen-
standsbereichs erwächst.
4.3.1 Domänenkonflikt
Es stellt sich die Frage, wie aus einem implementierten Service eine Problembeschreibung her-
zuleiten ist, die dem Abgleich mit dem Anforderungsmodell zugeführt werden kann. Einem
Service ist keine fachliche Semantik inhärent, seine fachliche Qualifikation ist aus seiner Im-
plementierung nicht unmittelbar abzuleiten. Das fachkonzeptuelle Anforderungsmodell zielt
auf die Prozessbeschreibung eines realweltlichen Gegenstandsbereichs ab. Die Beschreibung
eines Geschäftsprozesses unterscheidet sich dabei von der einer Implementierung. In einem
Geschäftsprozessmodell wird festgelegt, was das zu entwickelnde Anwendungssystem aus-
zuführen hat. Die Darlegung, was einen Vorgang ausmacht, erfolgt dabei in natürlichsprach-
lichen Sätzen (vgl. [Kain05], S. 85). Natürlichsprachlie Sätze werden in die Teile Subjekt,
Prädikat und Objekt zerlegt und in einer Form, welche die Modellierungsgrammatik vorgibt, im
Prozessmodell formuliert. Eine Anhebung der Entwurfsartef kt in Richtung der Analysephase
impliziert, dass diese ebenso mit natürlichsprachlichenSätzen auszeichenbar sind. Aber wel-
chen Aspekt der Implementierung sollte der Softwareentwickler natürlichsprachlich beschrei-
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ben? Eine Beschreibung der Implementierung in Form von Sätzen gestaltet sich schwierig.
Schließlich müssen für die natürlichsprachliche Beschreibung bestimmte Aspekte der Imple-
mentierung herangezogen werden. Eine Implementierung istganz entscheidend von dem zu-
grundeliegenden Entwicklungsparadigma und viel mehr nochv n der verwendeten Program-
miersprache geprägt. Daraus ergibt sich das Dilemma, dasszwar nicht das Gleiche (im Sin-
ne des Gegenstandsbereichs, der Domäne) beschrieben, jedoch in Mapping zwischen beidem
hergestellt werden soll. Für dieses Hemmnis, dass dem Modellabgleich entgegensteht, wird der
Begriff desDomänenkonflikts eingeführt.
An eine Auflösung des Domänenkonflikts im Sinne des hier vorliegenden Modellierungs-
zwecks wird die Forderung gestellt, dass bei der Modellerstellung in Analyse- und Entwurfs-
phase eine Menge an sprachlichen Konstrukten einheitlich eingesetzt und verwendet wird. De-
ren Semantik muss für beide am Modellierungsprozess beteiligten Rollen (Fachexperte und
Serviceentwickler) verständlich und die Verwendung fürden jeweiligen Modellierungszweck
in Bezug auf die Beschreibung des individuellen Gegenstandbereichs praktikabel sein. Nimmt
man an, dass das Verständnis eines Vorgangs (eines Satzes)ganz wesentlich vom Verständnis
desSubjektsund desObjektsabhängt, so lässt sich schlussfolgern, dass erst das Verständnis der
Bedeutung der verarbeiteten Objekte und ihrer Zustände eine Beschreibung dessen ermöglicht,
was mit ihnen passiert. Anders sieht es beimPrädikataus. Das Verständnis eines Vorgangs kann
nicht ausschließlich aus dem Prädikat hergeleitet werden. Oh e ein Verständnis über die Objek-
te nützt ein Verständnis des Prädikats nichts. Für das fachkonzeptuelle Modell eines Service bie-
ten sich nun gerade die Beschreibung der Objekte und deren Zustände an, die dieser verarbeitet.
Objekte erlauben ein transparentes Mapping zwischen fachkonzeptueller Servicebeschreibung
und Implementierung, was beim Prädikat deutlich komplizierter ausfällt. Indem man auf zu ver-
arbeitende Objekte und deren Zustände fokussiert, werdenObjekt- und Zustandsbeschreibun-
gen zum ausschlaggebenden Aspekt der fachkonzeptuellen Beschreibung des Service. Dabei
wird eine natürlichsprachliche Beschreibung dessen, wasein Service tut – dem Prädikat, ver-
mieden und stattdessen die Beschreibung der Zustände und Zustandsveränderung der verarbei-
teten Objekte expliziert. Die fachliche Problemstellung,die durch die Service-Implementierung
gelöst wird, expliziert sich alsfachkonzeptuelle Schnittstelled r Servicefunktionen. Natürlich
kann diese Argumentation nur für implementierte Lösungen reifen, die der Datenverarbei-
tung dienen. Im Sinne eines Modellabgleichs gilt es dann, die fachkonzeptuellen Schnittstellen
der Servicefunktionen den Prozessen (Teilprozesse, Prozessaktivitäten) im Anforderungsmo-
dell zuzuordnen. Aus fachlicher Sicht müssen dafür die Fragen beantwortet werden, was die
verfügbaren Services respektive deren Servicefunktionen implementieren und gleichzeitig, was
sie leisten sollen. Es wurde bereits festgestellt, dass dafür in einem ersten Schritt zu beschreiben
ist, was für Objekte von einer Funktion verarbeitet werden. In einem zweiten Schritt stellt sich
die Frage, wie diese Objekte verarbeitet werden.
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Der Modellabgleich lässt sich auf den fachkonzeptuellen Vrgleich der Schnittstellen von
Servicefunktionen mit jeweils den Schnittstellen von Prozessaktivitäten, Teilprozessen und gan-
zen Prozessen zurückführen. Die zu vergleichenden Schnittstellen sollten in einer einheitli-
chen Grammatik vorliegen, um den Abgleich einfacher durchführen zu können (vgl. [PaSp98],
S. 167; [Stra96], S. 83 und Annahme 13). Ohne eindeutige Abbildung zwischen Objekt-
zuständen bleibt allerdings die Erklärung, was eine Servic funktion implementiert, darauf be-
schränkt, was unter bestimmten Bedingungen zurückgegeben wird, wenn man etwas Bestimm-
tes übergibt, d. h. es wird erfasst, was in eine Funktion ein- und was ausgeht, ohne zu beschrei-
ben, was bei der Objektzustandsänderung genau passiert.
Annahme 16: Eine Zuordnung zwischen Prozess- und Servicefunktion basiert auf der
Annahme, dass bei äquivalenten Objektbeschreibungen für I p t und Output einer Funk-
tion auch funktionale Deckungsgleichheit vorliegt.
Diese vereinfachende Annahme gilt, solange keine eindeutig n Abbildungen zwischen Ob-
jektzuständen herstellbar sind. Durch möglichst detaillierte Beschreibungen der Objekte und
ihrer Zustände kann zwar der Grad der Automatisierung des Abgleichsprozesses maximiert
werden, eine volle Automatisierung wird aber nicht zu erreich n sein. Der Modellabgleich ist
nur semiautomatisch zu leisten. Selbst wenn für jeden Prozess ein Service gefunden sein sollte,
und auch abstrakt festliegt, dass diese in einer bestimmtenReihenfolge / nach einem bestimm-
ten Ablauf hintereinander zu schalten sind, bleibt unklar,wie genau die beteiligten Objekte
übergeben werden müssen (insbesondere wenn mehrere Objekte des gleichen Typs verarbei-
tet werden). Ggf. ist auf Analyse- oder Entwurfsseite Anpassungsarbeit nötig oder gar eine
Neuimplementierung, um einen erfolgreichen Abgleich zu ermöglichen. Dem Nutzer muss die
Möglichkeit gegeben werden, die Zuordnung zu korrigieren. Hi zu kommt eine Unschärfe bei
der Herstellung von Zuordnungsbeziehungen, da keine Vollständigkeit der Objektbeschreibung
auf Seiten der Analysemodelle unterstellt werden kann. Je nachdem, wie gut der Geschäftspro-
zess formalisierbar ist, sind die Ereignisse und Ergebnisse von Prozessfunktionen in ihrer Da-
tenstruktur mehr oder weniger vollständig bekannt.
4.3.2 Lösungsans ätze für den Dom änenkonflikt
Die Definition fachlicher Schnittstellen für Services istder Grundgedanke bei derÜberwin-
dung des Domänenkonflikts – eineÜberlegung, die nicht unbedingt mit Geschäftsobjekten47 in
47Ein Geschäftsobjekt wird definiert als eine
”
. . . representation of a thing active in the business domain,including
at least its business name and definition, attributes, behavior, relationships and constraints. A business object
may represent, for example, a person, place or concept. The repr sentation may be in a natural language, a
modeling language, or a programming language. . . “ ([OMG 97]).
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Zusammenhang gebracht werden muss. Existierende Ansätzezur Vermeidung des Domänen-
konflikts finden sich allerdings ausschließlich im Bereich der Objektorientierung, und hier insb.
in der objektorientierten Analyse und Entwurf. Grundlegend r Gedanke ist die Lösung des
Domänenkonflikts infolge einer Durchdringung aller Phasen d s Systementwicklungsprozesses
durch das objektorientierte Paradigma. Im Folgenden sollen di zugrunde gelegten Konzepte
und Annahmen typischer Vertreter dieser Idee untersucht werden.
Die Objektorientierte Analyse
An dieser Stelle sollen Vertreter der ganzheitlichen Objektorientierung in Analyse- und Ent-
wurfsphase gemeinsam hinsichtlich der Lösung des Domänenkonflikts kurz beschrieben wer-
den.48 Allen Ansätzen der ganzheitlichen Objektorientierung ist gemein, dass sie den Objektbe-
griff der Objektorientierten Programmierung (OOP) für die urchgehende Nutzung im Syste-
mentwicklungsprozess verwerten. Das ursprünglich rein programmiersprachlich genutzte Kon-
zept des Objekts findet hierbei in weitgehend abstrakter Form Eingang in funktionale Anforde-
rungsmodelle. Mit der̈Ubertragung des objektorientierten Paradigma erfolgt dieStrukturierung
der Domäne in Objekte, die materiale Dinge oder Konzepte repräsentieren. Es wird die Auffas-
sung vertreten, Objekte seien der Wirklichkeit einfach durch Erkennen zu entnehmen: Seman-
tisch ähnliche Dinge werden zu Klassen, Attributen, Methoden und Beziehungen abgegrenzt
und in einem zweiten Schritt diagrammatisch arrangiert. Atribute und Methoden werden zu
Klassen allokiert und diese Klassen mit den vorgegebenen Beziehungen angeordnet. Um das
dynamische Systemverhalten zu spezifizieren, sieht die Modellierung eine Detaillierung des
Verhaltens jedes Objekts und der Kommunikation zwischen Objekten durch die Spezifikation
von Nachrichten vor (vgl. [Booc94]; [̈Oste06]; [OMG 07]). Das Verhalten eines einzelnen Ob-
jekts während seiner Lebensdauer wird über alle möglichen Zustände und Zustandsübergänge
diagrammatisch beschrieben (vgl. [Hare87], S. 231ff; [Hare88], S. 514ff). Im Ergebnis liegt
eine Menge an Objekten mit materialer Semantik vor, die miteinander interagieren und sich
entsprechend den funktionalen Anforderungen verhalten.
In der Entwurfsphase werden die Klassen aus dem Analysemodell evaluiert und ggf. verfei-
nert, erweitert oder reorganisiert, um die Potentiale des Entwicklungsparadigmas besser auszu-
nutzen. Den Objekten aus der Analysephase wird ein hoher Abst aktionsgrad zuerkannt. Durch
das Hinzufügen zusätzlicher Elemente könne dieser abgesenkt und sich damit gleichzeitig ei-
ner Lösungsbeschreibung genähert werden. Die Lösungsdomäne Anwendungssystem umfasst
48Betrachtet wurden die Objektorientierte Analyse und Design (OOAD) (vgl. [Booc91]; [CoYo91a]), die Object
Modeling Technique (OMT) nach (vgl. [Rum+91]), sowie die OOSA (vgl. [ShMe88]). In allen Ansätzen gilt
eine Klasse als Kollektion an Dingen mit gleichen Attributen und/oder Verhalten. Eine Instanz bedeutet eine
Realisierung einer Klasse. Als ein Objekt wird entweder eine Klasse oder eine Instanz denotiert.
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nicht nur Objekte mit Bezug zur Wirklichkeit, sondern auch solche, die während des Syste-
mentwurfs identifiziert wurden und keine materiale Semantik besitzen (z. B. Schnittstellen).
Gleichzeitig nehmen auch nicht-funktionale Anforderungean den Systementwurf einen Ein-
fluss auf die Gestaltungsalternativen. So können unter Umständen zusätzliche Objekte aufgrund
einer gesteigerten Systemeffizienz hinzukommen. In der Analysephase beschriebene Methoden
werden im Entwurf durch die Wahl eines Algorithmus mit einerentsprechenden Lösung assozi-
iert beziehungsweise in ihrem Abstraktionsgrad soweit zerlegt, dass sie atomaren Operationen
entsprechen und im Anschluss anwendungsneutralen49 Lösungsverfahren zugeordnet werden
können (vgl. [Rum+91], S. 227f).
Zur Vermeidung des Domänenkonflikts wird auf eine explizite Trennung der Beschrei-
bungsmittel verzichtet. Der Vorteil dieses Vorgehens ist offensichtlich. Es gibt augenschein-
lich keinen Bruch zwischen den Beschreibungsmitteln für Analyse- und Entwurfsmodelle. Die
Möglichkeit, Ergebnisse der Problembeschreibung direktzur Lösungsbeschreibung zu nutzen
ohne sprachlichëUberführungsprobleme zwischen den phasentypischen Notationen, muss in-
folgedessen zu einer aufwandsarmenÜberführung von Analyse- in Entwurfsmodelle führen
(vgl. [CoYo91a], S. 21f). Dies stimmt insoweit, als die Zuordnung einer Lösung zu einem
Problem damit vereinfacht wird. Am Beispiel der objektorient rten Analyse nach COAD und
YOURDON sieht man jedoch, dass die Ergebnisse der Analyse auf einen Großteil der Arbeiten
im Entwurf keinen expliziten Einfluss nehmen. Viele Entscheidungen werden auf der Grund-
lage der Erfahrung der Softwareentwickler getroffen. Gleichzeitig bringt die Nutzung des ob-
jektorientierten Paradigmas in der Analysephase die Gefahr mit sich, dass die Entscheidung
für ein objektorientiertes Anwendungssystem einen Einfluss auf die Art und Weise nimmt, wie
die funktionalen Anforderungen modelliert werden (vgl. [Kain99], S. 97). In der Folge können
Formalerfordernisse des Paradigmas zu einer vermindertenVerständlichkeit der Modelle für
Fachexperten führen. Dies betrifft insbesondere dieObject-oriented Analysisnach COAD und
YOURDON, die auf die strukturelle Sicht fokussiert (vgl. [CoYo91b]). Objekte im Sinne der
OOP verfügen abhängig von der betrachteten Programmiersprache über Konzepte, wie Verer-
bung, Polymorphie etc. Konzepte, die für Fachexperten nicht praktikabel sind, weil sie nicht der
Sprachgemeinschaft der Softwareentwickler angehören. Die Begriffswelt der Anforderungs-
modellierung ist weniger objekt- als aufgaben- und funktions rientiert. Anforderungen werden
nicht vorrangig objektorientiert gedacht, sie können jedoch als Objekte repräsentiert werden
(vgl. [Kain05], S. 84). Dabei besteht die Gefahr, dass Analysemodelle ihre Rolle als Problem-
beschreibung zu Gunsten einer vorgezogenen Konstruktion der softwaretechnischen Lösung
einbüßen (vgl. [Kain99], S. 97ff; [PaWa97], S. 104).
49Es wird nicht zwischen fachlicher, d. h. aus der Analysephase übernommener, und rein systemtechnisch beding-
ter Objektkommunikation unterschieden.
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Objektorientierte Analysemodelle teilen nicht alle charakteristischen Eigenschaften organi-
satorischer Anforderungsmodelle.50 Die Aufhebung der Trennung zwischen Beschreibungs-
mitteln in Analyse- und Entwurfsphase führt zur inhaltlichen Vermischung von Objekten
der Anwendungsdomäne mit Objekten, die Abstraktionen vonS ftwareobjekten darstellen
(vgl. [Kain05], S. 83). Ein Objekt kann dann entweder alsrealweltliches ObjektoderSoftware-
objektinterpretiert werden. Legt man ein Objekt der Anwendungsdomäne direkt als Software-
objekt aus, bedeutet dies, dass ein Softwareobjekt mit demgleichem Namen im Anwendungssy-
stem vorliegt und die gleichen Methoden implementiert. Legt man die Objekte als realweltliche
Dinge aus, passt allerdings ein Konzept wie Methoden z. B. eines
”
Kunden“ nicht in ein Analy-
semodell. KAINDL kommentiert:
”
. . . this can not be a true model of a real world domain . . .“
(vgl. [Kain05], S. 84). Um den Zweck der Problembeschreibung von Analysemodellen gerecht
zu werden, sollten Objekte ausschließlich Dinge der Problemdomäne repräsentieren. Objek-
te im Entwurfsmodell können zwar durch Objekte aus dem Analysemodell beeinflusst sein,
dienen aber vielmehr dem Zweck der Repräsentation einer Menge an zusammenarbeitenden
Softwareobjekten mit Verantwortlichkeiten.
KAINDL schlägt eine explizite Trennung in Objekte der Analyse undObjekte der Anforde-
rungsmodellierung vor (vgl. [Kain97], S. 319ff). Bei beiden Konzepten handelt es sich um redu-
zierte Version des Objektbegriffs der OOP. Sie besitzen nurAttribute und keine Methoden. Die
Objekte der Anforderungsmodellierung können Generalisierungsbeziehungen eingehen und so
unterschiedliche Arten von Anforderungen abbilden. Auch können sie Beziehungen zu anderen
Anforderungsobjekten und Analyseobjekten eingehen. Ein Zusammenhang zu Analyseobjek-
ten wird über die Assoziation
”
statement-about “ hergestellt (vgl. [Kain97], S. 319ff). Analyse-
und Anforderungsobjekte werden in unterschiedlichen Präsentationen behandelt.
Im Ergebnis kann festgehalten werden, dass der Bruch zwischen Analyse- und Entwurfs-
modellen durch die gemeinsame Nutzung von Konzepten überbrückt werden kann. Damit dies
nicht zu Lasten der Konsensfindung geht oder das Analysemodell durch unnötige Formalis-
men des Entwicklungsparadigmas verfälscht wird, muss vomObjektbegriff der OOP Abstand
genommen werden.
50Im Unified Process (UP) der UML gilt gemeinhin nur das Anwendugsfalldiagramm als einziger Diagrammtyp,
der dem Charakter eines Analysemodells gerecht wird (vgl. [Hunt03], S. 67ff). Die Modellierung erfolgt nicht
objektorientiert, sondern in Form von Anwendungsszenariedes zukünfigen Anwendungssystems aus Nutzer-
sicht (vgl. [Larm01], S. 45f). Eine Menge an Anwendungsfalldi grammen kann als funktionale Zerlegung der
Aufgabe eines Anwendungssystems aus Nutzersicht verstanden werden und begünstigt die Konsensfindung
innerhalb der Anfoderungsanalyse.
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Das semantische Objektmodell (SOM)
Zur Lösung des Domänenkonflikts nutzt derSOM-Ansatzden durchgängigen Einsatz des Pa-
radigmas der Objektorientierung (vgl. [FeSi01], S. 180). Ein integriertes Metamodell legt fest,
dass sowohl die Modellierung von Geschäftsprozessen sowie die Spezifikation des Anwen-
dungssystems objektorientiert erfolgt. Der Objektbegriff o ientiert sich dabei nicht an der OOP.
Gleich ist nur, dass Objekte in ihrer Rolle als Modellelemente ihre Struktur und ihr Verhalten
kapseln und durch Beziehungen miteinander verknüpft sind(vgl. [FeSi01], S. 20). Im Gegensatz
zu den bisher vorgestellten Ansätzen der ganzheitlichen Objektorientierung wird kein direkter
Realitätsbezug der Objekte unterstellt (vgl. [FeSi01], S. 195). Das, was im SOM ein Objekt
ausmacht, sind die betrieblichen Aufgaben, die es abwickelt. Objekte werden durch die Zusam-
menfassung von Aufgaben gebildet, die zusammengehörige Sach- und Formalziele verfolgen







































Abbildung 20: Objektbegriff des SOM
Das Sachziel einer Aufgabe spezifiziert den Aufgabeninhaltin dessen Außensicht und deter-
miniert damit das Lösungsverfahren, das eine Aufgabe imple entiert. Die Freiheitsgrade bei
der Wahl des Lösungsverfahrens werden durch die Angabe eines Formalziels eingeschränkt.
Ein Objekt umfasst alle Aufgaben, welche dieÜbernahme, Erstellung und̈Ubergabe der Lei-
stungspakete und/oder Lenkungsnachrichten dieses Objekts spezifizieren. Es ergibt sich eine
statische Sicht auf Geschäftsprozesse, die durch Zerlegung von Objekten und Transaktionen
gemäß dem Verhandlungs- sowie Regelungsprinzip entsteht(vgl. [FeSi01], S. 191). Eine Trans-
aktion verbindet genau zwei Objekte und stellt einen Interaktionskanal für den Austausch von
Leistungspaketen und Lenkungsnachrichten bereit (vgl. [FeSi01], S. 188f). Die strukturorien-
tierte Sicht auf Geschäftsprozesse wird in Form einer Folge von Interaktionsschemata (IAS)
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mit zunehmendem Detaillierungsgrad beschrieben. Bausteine der verhaltensorientierten Sicht
von Geschäftsprozessen sind Aufgaben und Ereignisse. AlsBeschreibungsmittel wird dasVor-
gangsereignisschema (VES)eingeführt (vgl. [Hamm99], S. 143; [FeSi01], S. 186). Mit den
SprachkonstruktenAufgabeund Ereignis wird ein ereignisgesteuerter Ablauf von Aufgaben

























Abbildung 21: Vorgangsereignisschema im SOM
Beim Übergang von der Geschäftsprozess- zur Anwendungssystemspezifikation (Ressour-
cenmodell) werden die betrieblichen Objekte auf technische Objekte und fachliche Interaktio-
nen in technische Interaktionen überführt. Initial wirdaus dem IAS anhand eines oder meh-
rerer Objekte ein Ausschnitt abgegrenzt, der als (teil-)automatisierbar gilt. Dieser Ausschnitt
des IAS dient als erste Vorlage für einkonzeptuelles Objektschema (KOS). Ein KOS ist eine
Menge vonkonzeptuellen Objekttypen (KOT)und ihrer Beziehungen zueinander (vgl. [FeSi01],
S. 199ff). Innerhalb dieses Ausschnitts werden betriebliche Objekte in objektspezifische, kon-
zeptuelle KOT abgebildet und alle Transaktionen zu transaktionsspezifischen KOT umgesetzt.
Als nächstes wird dasVorgangsobjektschema (VOS)aus dem VES abgeleitet. Das VOS stellt
die verhaltensorientierte Sicht auf die Anwendungssystempezifikation dar, indem es das Zu-
sammenwirken der KOS-Objekttypen bei der Durchführung eier betrieblichen Aufgabe in Ge-
stalt einesVorgansobjekttypen (VOT)beschreibt. Jede Aufgabe eines betrieblichen Objekts wird
in einem VOT abgebildet. Ereignisbeziehungen zwischen Aufgaben werden alsinteracts with-
Beziehungen zwischen VOS-Objekttypen repräsentiert (vgl. [FeSi01], S. 211). Das VOS besteht
also aus einer Menge von VOT, die untereinander in Beziehungstehen und auf diesem Weg die
Zerlegungsstruktur der Gesamtaufgabe widerspiegeln. Danach werden alle VOS-Objekttypen
entfernt, deren zugehörige Aufgabe nicht automatisiert wrden kann. Automatisierbaren VOT
wird der Teilgraph des zugehörigen KOS als Attribut zugeordnet. Die VOT erhalten dazu Ope-
ratoren, die in Form von Navigationen auf dem KOS spezifiziert w rden (vgl. Abbildung 22).








































Abbildung 22: Fachliche Spezifikation des Anwendungssystem im SOM
Die Operatoren eines VOT beschreiben das Zusammenwirken der zugeordneten KOS-
Objekttypen bei der Durchführung einer Aufgabe (vgl. [FeSi01], S. 210). Das Lösungsverfah-
ren einer Aufgabe wird in Form vonOperatorenauf dem Aufgabenraum der jeweiligen Auf-
gabe interpretiert. Die Navigation auf dem KOS-Teilgraphen wird in Pseudocode beschrieben
(vgl. [FeSi01], S. 210ff). Diese in Pseudocode verfassten Anweisungen stellen die Verbindung
zwischen einem VOT und den mit diesem verknüpften KOS-Objekttypen her, indem sie die Zu-
griffe auf die KOS-Objekttypen innerhalb der Durchführung des Lösungsverfahrens beschrei-
ben (vgl. [FeSi01], S. 210f). Schlussendlich werden alle VOS- bjekttypen zusammengefasst,
deren Aufgaben gemeinsam durchzuführen sind. Im initialen KOS werden alle Objekttypen,
die im IAS mit nicht (teil-)automatisierbar Aufgaben und Transaktionen korrespondieren, aus
dem KOS entfernt (vgl. [FeSi01], S. 206f). Für die restlichen KOS-Objekttypen werden die
Kardinalitäten der Beziehungen ermittelt, Attribute undMethoden zugeordnet und alle dieje-
nigen zusammengefasst, die gleiche Attribute oder Methoden umfassen. Bei der̈Uberführung
des automatisierbaren Teils des IAS in das KOS werden die KOS-Objekttypen normalisiert und
die dabei entstehenden Zerlegungsprodukte mitis part of-Beziehungendargestellt. Alle KOS-
Objekttypen werden entsprechend ihrer Existenzabhängigkeit zu anderen hierarchisch mit stei-
gendem Grad der Abhängigkeit von links nach rechts angeordn t. Für transaktionsspezifische
KOS-Objekttypen wird die sequentielle Ordnung der Transaktionen aus dem VES ausgewertet
und in Existenzabhängigkeiten der KOS-Objekttypen umgesetzt.
Um mit der SOM-Methode ein Implementierungssmodell nach Abschnitt 4.1.3 zu erhalten,
müsste das KOS und das VOS um softwaretechnische Attributeerw itert und um weitere Sich-
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ten ergänzt werden. Das KOS und das VOS repräsentieren einanwendungsspezifische Nutzer-
maschine, die unter Verwendung einer anwendungsneutralenB sismaschine – demtechnischen
Objektschema (TOS)– zu realisieren ist. Das TOS ergibt die Funktionalität unter Verwendung
weiterer Basismaschinen (vgl. [Ambe93], S. 105f und S. 135ff; [FeSi93], S. 18). In Hinblick auf
in VOS-Objekttypen spezifizierte Lösungsverfahren von Aufgaben wird nur ausgesagt, dass an-
wendungsneutrale Klassenbibliotheken eingesetzt werden(vgl. [FeSi93], S. 18). Anwendungs-
neutral bedeutet, dass sogenannte Grundfunktionen wie Les- und Vergleichsoperationen in
Klassenbibliotheken gesammelt sind. Eine automatisierteZuordnung zwischen Klassenbiblio-
theken erscheint infolge der nicht hinreichend präzisen Bschreibung des Lösungsverfahrens
fraglich (vgl. [Ambe93], S. 136). Insofern bleibt das entwickelte Ressourcenmodell der Be-
schreibung eines Lösungsverfahrens der zu automatisierend n Aufgaben schuldig. Es gibt kei-
nen Aufschluss über eine Umsetzung des Modells in Softwareund nimmt damit die Rolle eines
funktionalen Anforderungsmodells ein. Das SOM bietet auchkeine Anleitung zur Beantwor-
tung der Frage, welche betrieblichen Objekte und Transaktionen der fachlichen Ebene in Ob-
jekte und Transaktionen des Anwendungssystems zu überführ n, d. h. zu automatisieren sind.
FERSTL und SINZ halten fest, dass es sich schlussendlich beim Ressourcenmod ll um eine
fachliche Spezifikation handelt (vgl. [FeSi01], S. 211; [FeSi93], S. 16). Sie begründen dies
auch damit, dass zum Zeitpunkt der Modellierung das verfügbare Wissen für eine hinreichend
präzise Beschreibung einer betrieblichen Aufgabe nicht ausreiche (vgl. [FeSi01], S. 101ff). Die
modellgetriebene Transformation der Aufgabe in eine Lösung setzt voraus, dass alle zur Au-
tomatisierung notwendigen Informationen vollständig und i formaler Form beschrieben sind,
eine Anforderung, die an den Einschränkungen der semiformalen Modellbildung scheitert.
Damit kann trotz ganzheitlichem Gebrauch des Objektbegriffs keine hinreichend genaue
Schlussfolgerung auf das passende Entwurfsartefakt gezogen werden. Der verwendete Objekt-
begriff bleibt auf die Phase der Anforderungsmodellierungbeschränkt. Dies wirkt sich zwar
vorteilhaft auf die Einbeziehung von Fachexperten in die Modellierung aus und fördert damit
die Konsensfindung in der Analyse, eine Lösung des Domänenkonflikts kann der SOM-Ansatz
dagegen nicht liefern.
Die objektorientierte ereignisgesteuerte Prozesskette ( oEPK)
Als letzter Ansatz soll die objektorientierte Erweiterungder ereignisgesteuerten Prozesskette
– die objektorientierte EPK (oEPK)– nach N̈UTTGENS untersucht werden (vgl. [Nüt+98],
S. 250ff; [NüZi98], S. 23ff; [Sch+97], S. 16ff).51 NÜTTGENS beabsichtigt die Abbildung
von Geschäftsprozessmodellen auf komponentenbasierte Informationssysteme, bei denen ein
51HOHGREBEund NÜTTGENSsehen eine serviceorientierte Architektur als geeignete Plattform für produkt- und
prozessorientierte Umsetzung der oEPK-Modelle (vgl. [HoNü08], S. 248f).
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Geschäftsprozess als Interaktion von ausführbaren Objekten implementiert ist (vgl. [Nüt+98],
S. 260). Weitere Arbeiten zur Integration der Prozessorientierung in das objektorientierte Pa-
radigma im Kontext ereignisorientierter Prozessketten finden sich bei BUNGERT, HESS und
ZIMMERMANN (vgl. [BuHe95], S. 52ff; [Zimm98]).
Die Notwendigkeit des oEPK-Ansatzes wird auf eine gegenübr der objektorientierten Ana-
lyse erleichterte Konsensfindung in der Analysephase zurückgeführt (vgl. [HoNü08], S. 239).
Es wird angenommen, dass die ereignisgesteuerte Interaktion von Objekten über Nachrich-
ten mit der betriebswirtschaftlichen Sichtweise bei der prozessorientierten Anforderungsmo-
dellierung verträglich ist. Danach werden ein oder mehrere (Geschäfts-)Objekte adäquat zum
Kontrollfluss des Geschäftsprozesses angeordnet und ihnen jeweils die Funktionen zugeord-
net, die gemäß dem Prozessablauf anfallen. Mit der oEPK-Method wurde das sprachbasierte
Metamodell der EPK um objektorientierte Konzepte der UML erweitert und ein Vorgehens-
modell in Anlehnung an die OOA entwickelt. Syntaktisch bleien die Beschreibungsmittel für
Geschäftsprozess- und Objektmodellierung gleich. In denObjekten werden Funktions- und Da-
tensicht integriert. Die Daten des Objektes sind nur über den Aufruf von Methoden les-, erstell-
















































Abbildung 23: Beispiel eines oEPK-Diagramms
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Das Vorgehensmodell sieht analog zu OOA die Abgrenzung von Objekten in der Pro-
blemdomäne und die Zuordnung von Funktionen zu Objekten vor. Die Integration zwischen
Geschäftsprozessmodell und Objekten geschieht über dieVerbindung von betrieblichen Ereig-
nissen und Objektfunktionen. So werden allen Funktionen Startereignisse zugeordnet, die deren
Ausführung veranlassen. Endereignisse legen das Ende einer Fu ktion fest. Es ergibt sich ein
am Zustand und Verhalten von Geschäftsobjekten orientierter, ereignisgesteuerter Prozessab-
lauf. Nach jedem Ereignis im Geschäftsprozess wird eine Menge an Methoden eines Geschäfts-
objekts auf einer Menge an Attributen dieses Objekt ausgef¨uhrt und vollzieht einëAnderung des
Zustands des Geschäftsobjekts bis das nächste betriebswirtschaftlich relevante Ereignis eintritt.
Ein Objektzustand expliziert sich als Beschreibung einer Mnge an Attributen und Methoden
zu einem Objekt (vgl. [Rose96a], S. 76). Im Systementwurf werden Ereignisse als Nachrich-
ten interpretiert, die den Kontrollfluss und damit die betriebliche Entscheidungslogik im Pro-
zess repräsentieren. Eine Nachricht enthält alle Informationen über die Zustandsänderung der
im Prozess enthaltenen Objekte. In diesem Zusammenhang können durch Nachrichten weite-
re Objekte in diese Objektzustandsänderung eingebunden werden. Durch die Einführung von
Verknüpfungsoperatoren sind mehrere Ereignisse als Resultat einer Objektzustandsänderung
modellierbar. Genauso lässt sich ausdrücken, dass ein Objekt erst dann die zugeordneten Me-
thoden ausführt, wenn mehrere Vorereignisse eingetretensind. In der objektorientierten Mo-
dellierung mit UML wird mit Zustandsdiagrammen ein ähnlicher Ansatz verfolgt, der aber auf
das interne Verhalten eines einzelnen Objektes ausgerichtt ist. Bleibt die Darstellung dieses
Zusammenhangs in der UML auf ein einzelnes Objekt beschränkt, so sind mit der oEPK nun
Objektzustände mehrerer Objekte im Prozesszusammenhangdarstellbar.
Die explizite Modellierung einer integrierten Sicht aus Geschäftsprozessen und Objekten
zielt auf ein durch Objektinteraktion automatisiert ausf¨uhrbares Prozessmodell. Dem Ansatz
liegt die Basishypothese zugrunde, dass eine Verfeinerungder in den Geschäftsprozessen mo-
dellierten Objekte für eine Transformation in Softwareobj kte hinreichend ist. So werden Be-
ziehungen zwischen ihnen hergestellt und ihre fachlich erfassten Attribute und Methoden nun
aus Sicht der Konstruktion einer Softwarelösung näher spzifiziert. Im Idealfall beinhaltet ein
Softwareobjekt neben Attributen alle Methoden, die zur Bearb itung und zur Zustandsände-
rung des passenden Geschäftsobjekts erforderlich sind. In späteren Veröffentlichungen rückt
man aber vom Ziel der Abbildung von oEPK-Diagrammen auf ausführbare Prozessmodelle ab
(vgl. [HoNü08], S. 244). Ein Vorteil, der sich aus der objektorientierten Repräsentation von
Geschäftsprozessen ergibt, ist es, ein Grundgerüst von Analyseklassen für den Entwurf be-
reitzustellen. Spätere Arbeiten fokussieren deshalb eher auf die Ableitung objektorientierter
Datenmodelle aus den Prozessmodellen (vgl. [HoNü08], S. 248). Die Geschäftsobjekte aus
dem oEPK-Diagramm werden in Form von Klassen in ein Klassenstrukturdiagramm überführt.
Analog zur OOA können die Objekte aus dem Anforderungsmodell nur als Grundgerüst für
IMPLIKATIONEN DER FACHKONZEPTUELLEN SERVICEMODELLIERUNG 95
einen objektorientierten Anwendungssystementwurf dienen. Der Einfluss der Objekte aus dem
Geschäftsprozessmodell auf das Implementierungsmodellist wie in der OOA unbestimmt. Die
direkte Auslegung als Softwareobjekte ist nicht zielführend (vgl. [Kain05], S. 84). Hinzu kom-
men folgende Schwächen des oEPK-Ansatzes, die durch die Divergenz zwischen Prozess- und
Objektorientierten Paradigma zu erklären sind (vgl. [Sche98b], S. 136):
• Da in einer Objektbeschreibung unter Umständen mehrere Methoden für einen Prozess-
schritt gleichzeitig ausgeführt werden und diese im Modell einem oder mehr Attributen
gegenüberstehen, ist eine Zuordnung von Methoden zu Attribu en aus dem oEPK-Modell
nicht eindeutig abzuleiten. Entweder werden die oEPK-Modelle weiter verfeinert oder die
Zuordnung muss durch den Softwareentwickler im Klassenstruktu diagramm erfolgen.
• Die Methoden eines Geschäftsobjekts besitzen nicht die notwendige Granularität. Ent-
weder wird im oEPK-Modell eine Verfeinerung vorgenommen oder ie Spezifikation der
Methode erfolgt in separaten Diagrammtypen (z. B. des Entwurfs).
• Die Abbildung von Beziehungen zu assoziierten Objekten imProzessverlauf steht bei der
Geschäftsprozessanalyse nicht im Vordergrund und behindrt die Konsensfindung.
• Methoden, die in der zukünftigen Softwarelösung nicht unterstützt werden, sind zu mar-
kieren bzw. aus dem Objekt zu entfernen. Diese Notwendigkeit begründet sich darin,
dass die Aufgabe, eine Automatisierungsentscheidung zu treffen und ein funktionales
Anforderungsmodell aus dem Organisationsanalysemodell herauszutrennen, übersprun-
gen wurde.
• Methoden, die in mehreren Geschäftsobjekten vorliegen bzw. in mehreren Geschäftspro-
zessen zum Einsatz kommen, werden als Kanditaten für die Ermittlung von SOA Services
gewertet. Insofern sehen HOHGREBE und NÜTTGENS das Klassenstrukturdiagramm
auch als methodische Basis für den Aufbau einer SOA (vgl. [HoNü08], S. 248f).
• Die Abbildung des Falls, dass mehrere Objekte zu der Bearbeitung einer Funktion her-
angezogen werden, ist aufgrund der Modellierungsgrammatik nur durch die Schaffung
von Behelfsobjekten möglich. Diese Objekte haben nur die Bedeutung, die zur Bearbei-
tung erforderlichen Objekte durch einen Nachrichtenfluss einzubeziehen. Für den Ent-
wurf spielen sie keine Rolle. Andererseits werden sie beimÜbergang in den Entwurf
zum Problem, da automatisiert keine Unterscheidung zu relevant n Objekten getroffen
werden kann. Dies impliziert die Notwendigkeit einer manuellen Entscheidung durch den
Entwickler.
• Wird ein Objekt an mehreren Prozessschritten bearbeitet,so wird es mit den jeweils aktu-
ellen Funktionen aufgeführt. Auch dies ist bzgl. der Objektd finition problematisch. Die
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Objekte bzw. ihr Status legt fest, welche Objektmethoden f¨ur den Geschäftsprozess in
Frage kommen und in welcher Abfolge sie miteinander verknüpft werden (vgl. [Nütt08],
S. 3).
Durch die Integration von Objektmethoden und Geschäftsprozessfunktionen wird das objek-
torientierte Paradigma für ein eher ablauf- und aufgabenori tiertes Denken von Fachexperten
instrumentalisiert. Im Ergebnis liegt der Vorteil dieses Ansatzes aber nur in der Sicherstellung,
dass lediglich Objekte der Anwendungsdomäne in das Anforderungsmodell Eingang finden und
eine Vermischung mit Softwareobjekten vermieden wird. Deromänenkonflikt kann nicht ver-
mieden werden, da trotz objektorientierter Elemente in derEPK kein direkter Bezug zu Artefak-
ten des Entwurfs beziehungsweise der Implementierung hergestellt werden kann. Die materiale
Semantik der Objekte geht beim Versuch der Formalisierung durch Transformation in Softwa-
reobjekte verloren. Da diese keinen Bezug zur betrieblichen R alität besitzen (vgl. [HeBr01],
S. 776ff), kann der Domänenkonflikt durch Nutzung gleicherObjekte in Analyse- und Ent-
wurfsmodellen nicht gelöst werden.
Als Ergebnis der Untersuchung von Ansätzen der ganzheitlichen Objektorientierung bleibt
festzuhalten, dass von einem Fokus auf Objekte im Sinne der OOP in Geschäftsprozessmodel-
len Abstand genommen werden muss. Die damit verbundene Behinderung der Konsensfindung
mit Fachexperten wird nicht mit einer Lösung des Domänenkonflikts aufgewogen. Für eine
Auflösung des Domänenkonflikts erscheint allerdings die Int gration von Objektbeschreibun-
gen in Geschäftsprozessmodelle zielführend zu sein. Ungeachtet der Integration des Software-
paradigmas (vollständige Instrumentalisierung des Objekt egriffs der OOP) sind Geschäftspro-
zesse in der oEPK gut nachvollziehbar und behindern die Konsensfindung weit weniger stark
als strukturorientierte Ansätze wie die OOA. Allerdings wird die Lösung des Domänenkonflikts
ohne eine gewisse zweckbegründete Beeinträchtigung beider Konsensfindung in der Analyse
nicht zu erreichen sein. N̈UTTGENS hält einer negativen Auswirkung auf die Konsensfindung
bezüglich der Objektbeschreibung in der Analyse entgegen, dass die Ergebnisse der Modellie-
rung weniger von den Beschreibungsmitteln der Modellierungssprache abhängen, sondern eher
vom Modellierungszweck und den existierenden Modellierungskonventionen (vgl. [Nütt95],
S. 106).
4.3.3 Zusammenfassung
Als Fazit kann festgehalten werden, dass für den hier diskutierten Modellabgleich eine ge-
meinsam genutzte Sprache nicht ausreicht. Vielmehr zwingtder vorliegende Modellierungs-
zweck dazu, dass eine fachkonzeptuelle Beschreibung des Service durch einen Serviceentwick-
ler nicht völlig losgelöst von der implementierten Lösung erfolgt, sondern eine nachvollziehbare
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Verbindung zwischen fachkonzeptueller Beschreibung und Implementierung vorliegt. Um den
Domänenkonflikt auflösen zu können, wurde die Explikation einer fachkonzeptuellen Schnitt-
stelle von Funktionen aus Prozessmodellen und Services angesprochen, die auf einer durchge-
henden Instrumentalisierung des Objekt-Konzeptes in beiden Domänen basiert.
Im Abschnitt 4.3 wurde nur der Domänenkonflikt diskutiert,der sich beim Modellabgleich in
Szenario 2undSzenario 3ergibt (vgl. Abschnitt 1.1). Dabei muss inSzenario 1bei der Identifi-
kation von Servicekandidaten aus einer Menge an Prozessenmodellen ebenfalls ein Domänen-
konflikt aufgelöst werden. Die Prozessmodelle werden ggf.in verteilten Modellierungsprojek-
ten, z. B. von unterschiedlichen Organisationseinheiten od r in verschiedenen Unternehmenstei-
len, entwickelt – entstammen also auch aus unterschiedlichn Domänen. Die Domänen können
gegensätzlich sein, z. B. im Fall organisations- oder sprachübergreifender Domänen, oder un-
gleich in der Perspektive bei der Beschreibung eines bestimmten Objekts (Beschreibung ei-
nes realweltlichen Objekts und eines Softwareobjekts). Der Begriff des Domänenkonflikts soll
deshalb abschließend allgemeiner definiert werden: Unter dem Begriff desDomänenkonflikts
wird ein Konflikt verstanden, der sich aus dem Willen ergibt,Modelle mit unterschiedlichem
Gegenstandsbereich miteinander vergleichen zu wollen. Domänenkonflikte haben einen Effekt
auf die Art und Weise der Modellierung der zu vergleichendenArtefakte, da innerhalb der
Domänen eine grundlegend unterschiedliche Herangehensweise an die Beschreibung des Ar-
tefakts unterstellt werden kann. In Konsequenz liegen Artefak beispielsweise in unterschied-
lichen Darstellungstechniken oder Formalitätsgraden vor, was dem unterschiedlichen Einsatz-
zweck der Modelle innerhalb ihrer Domäne geschuldet ist.
4.4 Konsolidierung der Anforderungen
Im Sinne des vorliegenden gestaltungsorientierten Forschungsansatzes wird nun ein Modell von
Anforderungen konstruiert, das die wesentlichen Voraussetzungen für die Lösung des abge-
grenzten Modellierungsproblems enthält. Maßgeblich dafür sind die sachlogischen̈Uberlegun-
gen aus den Abschnitten 4.2.2 und 4.3.2. Sekundär fließt dieBetrachtung der Modellmigration
in die Anforderungsanalyse mit ein. Sowohl Modellabgleichund Migration werden gleicher-
maßen durch den Transformationsprozess abgedeckt (vgl. Abbildung 24).
Die Anforderungen bilden die Voraussetzung für die Evaluation bestehender Ansätze bezie-
hungsweise für die Entwicklung eines neuen Transformationsverfahrens. Mit ihnen kann ein
Artefakt dahingehend bewertet werden, ob es für den beschri benen Einsatzzweck der Trans-
formation geeignet ist. Erfüllen Verfahren die erhobenenAnforderungen, ist sichergestellt, dass
sie den verfolgten Zielen der Transformation entsprechen.Um die Vielzahl der Voraussetzun-
gen zu ordnen, wird ein Rahmen vorgegeben. Er gliedert sich in zwei Teile: Zu Beginn werden









































Servicefunktion : checkP erson()
http ://miro .webservice.uni-muenster. de/tim ?wsdl
http ://miro .webservice.uni-muenster. de/
hissva?registerPerson
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S ervicefunktion : authorizeUser()
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Abbildung 24: Verständnis der Transformation
Anforderungen an ein Lösungsverfahren ermittelt, die sich aus dem Sachziel der Transformati-
on ergeben. Sie bestimmen sich daraus, was das Vergleichsverfahren und die Modellmigration
leisten sollen. Des Weiteren lassen sich Anforderungen ausFormalzielen an die Modelltrans-
formation ableiten, die insbesondere aus den Qualitätskriterien für Analysemodelle sowie aus
Wirtschaftlichkeitsbetrachtungen für ein Verfahren hergeleitet werden können.
4.4.1 Funktionale Anforderungen an die Transformation
Für eine Lösung des abgegrenzten Transformationsproblems müssen folgende Konflikte aus-
geräumt werden:
• Sprachkonflikte wie Homonym- und Synonymkonflikte könnennur durch Konsensfin-
dung im Rahmen der Ausbildung einer Sprachgemeinschaft behoben werden.
• Strukturkonflikte und Typkonflikte entstehen durch die verschiedenartige Explikation der
Vorstellung über den Gegenstandsbereich oder Anwendung der Modellierungssprache.
• Domänenkonflikt entsteht durch den Versuch der Herleitung der fachlichen Qualifikation
eines Service aus dessen Implementierung. Die Unterschiede nsichtlich der beteiligten
Rollen und Gegenstandsbereiche im Modellierungsprozess bewirken Konflikte, die unter
dem Begriff des Domänenkonflikts subsumiert werden. Erst durch die Auflösung von
Domänenkonflikten entstehen zwei vergleichbare Modelle.
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Das Verfahren soll den semantischen Vergleich von fachkonzeptuellen Modellen leisten, wo-
bei den Modellen unterschiedliche Gegenstandsbereiche zugrunde liegen. Damit sind die Ver-
meidung von Sprach- und Strukturkonflikten sowie die Auflösung des Domänenkonflikts ver-
bunden (vgl. Abbildung 25).
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Abbildung 25: Zusammenfassung der Konflikte
Die Beschreibungsmittel zwischen beiden Domänen sind getrenn und überdecken sich nur
im Bereich der Objektbeschreibungen (vgl. Abschnitt 4.3.2) Die Lösung der beschriebenen
Konflikte ergibt sich aus einer Mischung aus Aspekten domänenspezifischer Modellierungs-
sprachen, Ansätzen der semantischen Annotation fachkonzeptueller Modelle und dies mit Be-
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Abbildung 26: Grundlagen der Anforderungsanalyse
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Anforderung 1: Durch das Verfahren muss die semantische Heterogenität zwischen
fachsprachlichen Begriffen aufgehoben und damit Namenskonfli te vermieden werden.
Im Abschnitt 4.2.1 wurde darauf hingewiesen, dass zur Lösung von Sprachdefekten fach-
sprachliche Ausdrücke im Prozess der Sprachbildung durchKonsensfindung erhoben und in die
sprachbasierten Metamodelle der beteiligten Modellierungssprachen integriert werden müssen.
Anforderung 2: Die Methode muss den Prozess der Konsensfindung über fachspr li-
che Konzepte zwischen Personen aus unterschiedlichen Dom¨anen berücksichtigen.
Voraussetzung dafür ist im vorliegenden Fall die Herausbildung einer Sprachgemeinschaft
in der Personen, die fachlich, und Personen, die technisch modellieren wollen, beteiligt sein
müssen (vgl. Abschnitt 4.1.4).
Anforderung 3: Zur Auflösung des Abstraktionskonflikts muss die Methode eine Hier-
archisierung der domänenspezifischen Sprachkonstrukte erlaub n.
Durch die Lösung von Namens- und Abstraktionskonflikten kan llerdings keine kon-
gruente Explikation eines Sachverhalts zwischen zwei Dom¨anen garantiert werden, da der
Domänenkonflikt einen Wechsel im Gegenstandsbereich, Darstellungstechnik, Sprache oder
Denkweise der Modellierer induzieren kann (vgl. Abschnitt4.3.1). Separations- beziehungs-
weise Detaillierungs-, Abhängigkeits- und Typkonflikte müssen zumindest in Bezug auf die
gemeinschaftlich genutzten Konzepte in den zu vergleichenden Modellen auflösbar sein (vgl.
Abschnitt 4.2.1).
Anforderung 4: Zur Reduzierung von Strukturkonflikten muss die Einschränkung der
zur Verfügung stehenden Fachsprache durch eine eingeschränkte Nutzbarkeit der Mo-
dellierungssprache in Bezug auf die Beschreibung bestimmter Modellaspekte flankiert
werden. Gleichzeitig muss das Sprachvokabular auf eine Menge semantisch disjunkter
Sprachkonstrukte begrenzt werden.
Aus den Untersuchungen zu Methoden der Konfliktlösung beimse antischen Modellver-
gleich ergibt sich, dass hier eine an Richtlinien orientierte Einschränkung bei der Objektbe-
schreibung dienlich sein könnte. Die einheitliche Nutzung der Freiräume der Modellierungs-
sprache soll zu einer verbesserten (oder überhaupt möglichen) Automatisierung der Modellnut-
zung führen. Eine Einschränkung in der Modellierung dient der Vermeidung von Strukturkon-
flikten, gleichzeitig schränkt sie aber den Modellierer stark in seiner Ausdrucksfähigkeit ein,
indem z. B. nur eine sequentielle Modellierung gestattet is(vgl. Abschnitt 4.2.2).
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Gemäß den Ausführungen von Abschnitt 4.3.1 erfordert dieAuflösung des Domänen-
konflikts ein Verfahren, Artefakte aus unterschiedlichen Gegenstandsbereichen gegeneinan-
der abzugleichen. InSzenario 2und 3 betrifft dies Artefakte aus der Analyse- und Ent-
wurfsphase im Systementwicklungsprozess. Ein Mapping zwischen Anforderungsmodell und
Service-Implementierung kann durch Fokussierung auf das Objekt hergestellt werden (vgl. Ab-
schnitt 4.3.2).
Anforderung 5: Es muss ein Vorgehensmodell oder ein Algorithmus entwickelt w rden,
wie zwischen einer gegebenen Objektbeschreibung aus dem Anforderungsmodell und ei-
ner gegebenen Objektbeschreibung in einem Servicemodell verglichen werden soll.
Im Ergebnis soll ein Vergleichsurteil über die Passfähigke t der Zuordnung einer einzelnen
Prozessfunktion, eines Teilprozesses oder eines ganzen Prozesses zu einer Servicefunktion ge-
troffen werden. Die Funktionsfähigkeit des Verfahrens bedarf strukturierter, formaler Kerne
innerhalb der Modelle. Die Methode muss diese Einschränkung berücksichtigen, indem sie ver-
sucht, fachliche Semantik zum Teil auf syntaktische Strukturen zurückzuführen.
Den Ausführungen zum Typkonflikt im Abschnitt 4.2.1 folgend müssen die zu verglei-
chenden Objektbeschreibungen in einer einheitlichen Gramm tik vorliegen. Dies vereinfacht
die Durchführung des Modellabgleichs (vgl. [PaSp98], S. 167; [Stra96], S. 83). Anderenfalls
muss einem Vergleichsverfahren eine Modellmigration vorausgehen (vgl. [Dom+02], S. 18ff;
[MiZo98], S. 132).
Anforderung 6: Für einen syntaktischen Vergleich muss die Objektbeschreibung in bei-
den Domänen mit gleichen Sprachmitteln erfolgen.
A6 basiert auf der Hypothese, dass eine Verbindung zwischenzw i Domänen nur unter der
Voraussetzung hergestellt werden kann, dass eine Menge an spr chlichen Konzepten simultan
in beiden Domänen eingesetzt wird. Es wird nicht der Anspruch erhoben, Ergebnisse der Ana-
lyse in den Systementwurf zu überführen, also die gleichen Objekte in Analyse- und Entwurf-
/Implementierungphase zu nutzen. Es geht nur um den Vergleich von Objekten mit materialer
Semantik und Softwareobjekten und die Berechnung einer möglichst guten Passgenauigkeit.
Die Lücke zwischen Analyse- und Entwurfsobjekten bestehtimmer noch. Sie soll durch ei-
ne gemeinsam verwendete Sprache überbrückt werden. Dabei müssen insbesondere Qualitäts-
anforderungen an Modelle der Analysephase eingehalten werden (vgl. Abschnitt 4.1.3). Dies
betrifft die Eignung der Sprachkonzepte für den Zweck des Modelleinsatzes zu bewerten.
Anforderung 7: Die Methode muss zwischen Modellkonzepten für die Beschreibung re-
alweltlicher Sachverhalte und Modellkonzepten, die für die Anwendungssystementwick-
lung Relevanz besitzen, unterscheiden.
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Damit sind Sprachkonzepte im Rahmen der Modellierungsaufgabe zu vermeiden, die dem
spezifischen Modellierungszweck innerhalb der jeweiligenDomäne entgegenstehen. Es wird
bewertet, inwieweit die verwendeten Beschreibungsmittelzur Verständlichkeit der Modelle
beitragen bzw. inwieweit sie die Zweckmäßigkeit der Modelle beeinflussen. Diese Bewer-
tung betrifft insbesondere die Sprachmittel, mit denen derDomänenkonflikt gelöst werden soll.
A7 bezieht sich speziell auf den Bereich der Objektbeschreibung, d. h. die Methode soll eine
domänenspezifische Art und Weise der Objektbeschreibung in Analyse- und Servicemodellen
gewährleisten, um dadurch Restriktionen im Rahmen der normalen Modellierungsaufgabe auf
Fachebene zu vermeiden. Für gewöhnlich erfordert dies n¨amlich
”
. . . a specific competence
that is neither covered by software engineering nor by organization science. . . “ ([Fran99b],
S. 696). Die eigentliche Anforderungsanalyse darf nicht eing schränkt werden, um zumindest
in der Analysephase komplette Freiheit zu lassen, zu beschriben, was aus betrieblicher Sicht
wirklich passiert. Diese Aufnahme von Anforderungen ist nur atürlichsprachlich zu leisten.
Die Anforderung steht im Widerspruch zu A6 und A5. Um den Prozess der Konsensfindung
in der Analysephase nicht zu beeinträchtigen, überdecken sich die Beschreibungsmittel von
Analyse- und Entwurfsphase nur im Bereich der Objektbeschreibung. Aussagen über das Ver-
halten von Objekten können in Analysemodellen nur aus einer Außensicht getroffen werden.
Eine Angabe von Methoden und deren Zuordnung von Objekten – die interne Objektspezifi-
kation – sollte nicht Teil von Analysemodellen sein. Vielmehr wird auf den Zustand und die
Zustandsänderung im Geschäftsprozessverlauf fokussiert. D r Zustand eines Objekts expliziert
sich in der für das Ereignis relevanten Menge von Attributen und Attributwertbelegungen.
Selbst wenn Sprach-, Struktur- und Typkonflikte durch die Methode verhindert werden
können, bleibt der Domänenkonflikt unvermeidbar. Es liegen keine Voraussetzungen vor, die
eine eindeutige Zuordnung von Servicefunktionen zu Anforderungsmodellen erlauben (vgl. Ab-
schnitt 4.3.1). Bei dieser Unschärfe muss dem Fachexperten und dem Softwareentwickler die
Gelegenheit gegeben werden, das Transformationsverfahren zu steuern. Dazu zählen z. B. Pa-
rametrisierungen im Vorfeld oder Entscheidungen bei Transformationsalternativen zur Laufzeit
der Transformation.
Anforderung 8: Die Transformation muss durch den Nutzer steuerbar sein. Die Steue-
rung umfasst Aufgaben, die im Rahmen der Methode als nicht automatisierbar gelten
können.
Dies umfasst, strukturelle und semantische Fehler bei den automatisch ermittelten Zuord-
nungen durch die Wahl des passenden Services zu beeinflussen. Gegebenenfalls ist durch Re-
formulierung des Anforderungsmodells eine optimalere Anpassung an zur Verfügung stehende
Servicefunktionen zu erreichen. Steuerung bedeutet also eine manuelle Auswertung der vom
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Vorgehensmodell oder Algorithmus ermittelten Zuordnungsbeziehungen. NachträglichëAnde-
rungen im Anforderungsmodell sollen eine erneute Durchführung der Transformation implizie-
ren. Die Steuerung soll dabei zur Optimierung des Mappingalgorithmus beitragen, indem ma-
nuelleÄnderungen in eine Regelbasis eingehen, die Erfahrungswissen repräsentiert. Der Forde-
rung nach Steuerung des Transformationsprozesses steht augenscheinlich die Forderung nach
einem möglichst effizienten Verfahren entgegen. Zuletzt besitzen nicht-funktionale Anforderun-
gen einen hohen Einfluss auf die zu entwickelnde Servicekomposition (vgl. Abschnitt 4.1.3).
Das Verfahren zum Modellabgleich muss bei einer Zuordnung von Servicefunktionen zu Pro-
zessen bzw. Prozessfunktionen nicht-funktionale Anforderungen an den Service berücksichti-
gen.
Anforderung 9: Eine Methode muss nicht-funktionale Anforderungen systematisch in
die Entscheidung für oder gegen eine Servicefunktion einfli ßen lassen.
Als Ergebnis der Steuerungsaktivitäten ist das Anforderungsmodell idealerweise auf eine
Menge an Servicefunktionen abgestimmt. Anschließend mussda Zuordnungsmodell auf ein
BPEL-Modell migriert werden (vgl. Abschnitt 4.1.4). Die Konversion erfolgt einmalig. Es ist
kein explizites Vorgehensmodell für den Entwicklungsprozess der Mappingregeln erforderlich.
Es ist zu prüfen, ob die sich Migration als automatisierbargelten kann, wenn die entsprechenden
Formalitätskriterien vorliegen.
Anforderung 10: Das Verfahren muss es erlauben, das Ergebnis des Modellabglichs in
das Modell einer Servicekomposition zu migrieren. Dafür muss die Methode ein Vorge-
hensmodell oder einen Algorithmus umfassen, wie mittels eines Quellmodells und gege-
bener Mappingregeln das Zielmodell erzeugt werden soll.52
4.4.2 Nicht-funktionale Anforderungen an die Transformat ion
Alle folgenden Anforderungen lassen sich ausÜberlegungen hinsichtlich der Formalziele der
Methode ableiten. Sie richten sie an das Gesamtverfahren (vgl. Abschnitt 1.2). Anforderungen,
die sich durch die Formalziele des Verfahrens ergeben, präzisieren den Entwurf eines neuen
bzw. die Evaluation bestehender Lösungsverfahren.
Ausgehend vom Forschungsziel der vorliegenden Arbeit solle die Transformation minde-
stens halbautomatisch erfolgen (vgl. Abschnitt 1.2).
52Zur Erlangung der Ausführbarkeit des BPEL-Modells kann esötig sein, noch Implementierungsdetails hinzu-
zufügen (vgl. Abschnitt 3.3.3). Da diese Details nicht Bestandteil des Quellmodells sein können, muss dem
Entwickler die Möglichkeit eingeräumt werden, in die Migration eingreifen zu können.
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Anforderung 11: Die Transformation muss mit minimalem Ressourceneinsatz durch-
geführt werden.
Dies impliziert eine Automatisierung aller automatisierbaren Aufgaben. Voraussetzung dafür
ist eine klare Trennung zwischen automatisierbaren und nicht-automatisierbaren Aktivitäten.
Des Weiteren gilt im Sinne des dieser Arbeit zugrundeliegenden Wahrheitsbegriffs die Modell-
transformation dann als korrekt durchgeführt, wenn überdas Produkt Konsens herrscht.
Anforderung 12: Dies setzt die Nachvollziehbarkeit des Transformationsprozesses vor-
aus. Die Transparenz muss durch eine ausführliche Dokumentatio der Methode erreicht
werden.
Dafür müssen sämtliche Schritte in der Transformation tra sparent sein und die generierten
Artefakte Rückschlüsse auf ihre Herkunft zulassen. Die Transparenz muss durch eine ausführli-
che Dokumentation der Methode erreicht werden. Damit die Methode die beschriebenen Anfor-
derungen erfüllen kann, müssen verschiedene Fragmente53 mit inander integriert werden. Dazu
gehören unterschiedliche Modellierungssprachen und eine Technik für den Modellabgleich, die
beim Zusammenbau angepasst werden müssen. Dafür muss eine M thode die zur Verfügung
stehenden Fragmente – Sprachkonstrukte und die Lösungstechnik – beschreiben und ein Vor-
gehensmodell besitzen, das alle Methodenfragmente miteinander integriert.
Anforderung 13: Die Methode muss die Modellerstellung und die Modellverwendung
beschreiben.
4.5 Zusammenfassung
Im Kapitel 4 wurden nach der Abgrenzung des Modellierungsproblems im Abschnitt 4.1 An-
forderungen an eine Methode ermittelt, die sich aus dem Sachziel der modellgestützten Pro-
blemlösung und den Annahmen ergeben. Das Verfahren soll den semantischen Vergleich von
fachkonzeptuellen Modellen leisten, wobei den Modellen unterschiedliche Gegenstandsberei-
che zugrundeliegen. Damit sind die Vermeidung von Sprach- und Strukturkonflikten sowie die
Auflösung des Domänenkonflikts verbunden (vgl. Abschnitt4.4). Um eine erfolgreiche Anwen-
dung der Methode sicherzustellen, müssen gleichzeitig die Qualitätsanforderungen an Modelle
der Analysephase im Systementwicklungsprozess eingehalten werden.
53Das Zusammensetzen von Methoden aus Methodenfragmenten ist ei e Strategie bei der Methodenentwicklung
(vgl. [Bri+99], S. 209; [Ral+04], S. 203f; [Saek03], S. 7; [Kühn05], S. 1485). Das Vorgehen zur Modellerstel-
lung und -verwendung ergibt sich aus den Verwendungsregelnder Methodenfragmente.
5 Merkmalsbasierte Evaluation
Das folgende Kapitel widmet sich der Evaluation bestehender Lösungsverfahren für eine Trans-
formation fachlicher Prozessmodelle in Servicekompositinen. Inwieweit diese die Anforde-
rungen aus Kapitel 4.4 erfüllen, soll deutlich machen, dass ein Defizit hinsichtlich einer metho-
dischen Unterstützung existiert. Für die Evaluation derVerfahren wird die Methode der merk-
malsbasierten Evaluation gewählt (vgl. [SiRo98], S. 315). Die Methode sieht vor, im ersten
Schritt eine Auswahl der zu bewertenden Ansätze zu treffen. Einer Bewertung dieser Evalua-
tionsobjekte geht die Ableitung der Evaluationskriterienaus den im Kapitel 4.4 konsolidier-
ten Anforderungen voraus. Diese werden gewichtet und festgelegt, wie die Messdaten erhoben
werden. Im letzten Schritt werden die Einzelbewertungen gegenübergestellt und eine Gesamt-
auswertung vorgenommen.
5.1 Auswahl der Evaluationsobjekte
Evaluiert werden Methoden innerhalb des gleichen Paradigmas – alle Ansätze beschäftigen
sich direkt mit SOA. Die Methoden können aber unterschiedlich strukturiert sein. Eine objekti-
ve Auswahl der zu bewertenden Ansätze ist schwierig, da für die modellgestützte Komposition
von Services in verschiedenen Bereichen, ausgehend von Modellmigrationsverfahren über Ver-
fahren der künstlichen Intelligenz, Ansätze ganz unterschiedlicher Art entstanden sind. Eine
Klassifikation existierender Verfahren kann der Literaturn ansatzweise entnommen werden
(vgl. z. B. die Arbeiten von [Men+08], S. 108; [ScMe06], S. 7f). Hinzu kommt, dass kein ein-
heitliches Verständnis über die notwendige Funktionalität für eine fachlich getriebene, modell-
basierte Servicekomposition vorherrscht. Ein Großteil der am Markt oder in der wissenschaft-
lichen Community diskutierten Ansätze erhebt den Anspruch auf fachliche Konfiguration von
SOA (vgl. [Nat+06]). Es ist an diesem Punkt nicht praktikabel, alle Ansätze komplett aufzuar-
beiten. Vielmehr sollen klassifizierende Merkmale herausgestellt und jeweils ein Vertreter der
Klasse näher untersucht werden.
Die Auswahl der zu bewertenden Methoden vollzieht sich anhand folgender Kriterien:
• Es existieren Werkzeuge, d. h. Softwaresysteme, die die Method n implementieren oder
diese befinden sich in Entwicklung. Mit diesem Kriterium wird eine gewisse Praxisrele-
vanz des gewählten Ansatzes unterstellt.
• Theoretische Ansätze, die in den letzten fünf Jahren nicht mehr diskutiert wurden, wer-
den nicht betrachtet. Dieses Kriterium betont die Relevanzei es Ansatzes für die wissen-
schaftliche Community.
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• Ansätze, bei denen die Rolle des Fachexperten nicht am Modellerstellungsprozess betei-
ligt ist, werden im Folgenden nicht betrachtet.
Aufgrund der Vielzahl an Veröffentlichungen sollen zu Beginn Ansätze untersucht werden,
die sich mit der Transformation von Geschäftsprozessmodellen in Servicekompositionen unter
dem Gesichtspunkt einer Modellmigration beschäftigen. Der Schwerpunkt liegt auf der syntak-
tischen Migration folgender Notationen:
• Transformation von in EPK-Notation formulierten Geschäftsprozessmodellen direkt nach
BPEL (vgl. [Men+08], S. 99f; [MeZi05], S. 42ff; [StIv07b], S. 2f; [ZiMe05], S. 2f).
• Transformation von BPMN zu BPEL. BPMN wurde mit dem Ziel entwickelt, die Lücke
zwischen fachkonzeptueller Analyse und Softwareentwicklung zu schließen. Dafür wur-
de eine diagrammatische Notation zur Formulierung von Prozessmodellen standardisiert
und formaleÜberführungsregeln zwischen BPMN und BPEL spezifiziert (vgl. [Busi09];
[ReMe06], S. 523).
• Übersetzung von Geschäftsprozessmodellen, die in Petrinetzdialekten formuliert sind
nach BPEL (vgl. [Aal+03], S. 32f; [AaLa05], S. 4).
• Transformation von UML-Aktivitätsdiagrammen in BPEL (vgl. [StGl08], S. 86ff).
Eine komplette Aufarbeitung der Verfahren erscheint nichtsinnvoll zu sein, da die Transfor-
mationsverfahren im Kern immer auf das Identifizieren und Ersetzen vonMusternim Quellm-
odell hinzielen. Als Evaluationsobjekte werden OUYANG ET AL . als Vertreter einer Transforma-
tion von BPMN nach BPEL und STÖRRLE und GLOCK aus Vertreter einer Transformation von
UML nach BPEL ausgewählt (vgl. [Ouy+07], S. 42ff; [StGl08], S. 77ff). Des Weiteren werden
Vertreter aus dem Bereich derMixed Initiative-Verfahren (vgl. [Laz+06], S. 235ff) zur Ser-
vicekomposition untersucht. Diese Ansätze sehen eine Zuordn ng existierender Services in der
Konstruktionsphase der Servicekomposition vor. Als Evaluationsobjekte werden KIM ET AL .
(vgl. [Kim+04], S. 125ff) sowie SIRIN ET AL . (vgl. [Sir+04a], S. 42ff; [Sir+04b], S. 384f) aus-
gewählt. Als weiteres Evaluationsobjekt kommt mit PAPAZOGLOU ET AL. ein Verfahren hinzu,
dass objektorientierte Entwicklungsprinzipien auf das Anwe dungsgebiet der SOA überträgt
(vgl. [PaYa02], S. 175ff). Als letzter Ansatz wird dasOrViA-Framework in die Betrachtungen
einbezogen (vgl. [Ste+08a], S. 310ff). Das OrViA-Framework ist deshalb interessant, weil es,




In Abbildung 27 sind die im Kapitel 4 erarbeiteten Anforderungen zusammengefasst, die im
Folgenden für die Bewertung der Evaluationsobjekte angewendet werden sollen. Die aus den
Sachzielen resultierenden funktionalen Anforderungen sind fett hervorgehoben. Die Formalzie-
le repräsentieren die nicht-funktionalen Anforderungenan die Transformation.
Bewertungsrahmen für die 
Untersuchung von 
Transformationsverfahren
1.2 Unterstützung der Konsensfindung
1.3 Hierarchisierung fachsprachlicher Ausdrücke
1.4 Normierte Modellierung
1.5 Verfahren zur Auflösung des Domänenkonflikt
1.9 Berücksichtigung nicht-funktionaler Anforderung en
1.10 Algorithmus zur Migration in BPEL
Funktionale Anforderungen an die Methode (Sachziele )
Nicht-funktionale Anforderungen an die Methode (For malziele)
2.1 Effizienz des Transformationsprozesses
2.2 Verifikation
2.3 Methode beschreibt Modellerstellung und Modellverwendung
1.1 Sprachnormierung
1.6 Sprachmittel zur Objektbeschreibung in beiden D omänen identisch
1.8 Steuerung der Transformation durch den Nutzer
1.7 Sprachmittel beeinflussen den Zweck der Modelle  nicht negativ
Abbildung 27: Bewertungskriterien
Die Messung jedes einzelnen Kriteriums wird mit der Methodedes merkmalsbasierten Ver-
gleichs (vgl. [SiRo98], S. 315) durchgeführt. Jedes Evaluationsobjekt wird mit jedem Kriterium
bewertet und für jedes Kriterium wird ein Punktwert auf derSkala von 0-4 wie folgt vergeben:
1. Der Punktwert 0 wird vergeben, wenn das Kriterium vom jeweilig n Evaluationsobjekt
nicht erfüllt wird.
2. Der Wert 1 wird immer dann vergeben, wenn das Kriterium vomEvaluationsobjekt nur
in geringem Maße erfüllt wird.
3. Das Kriterium wird mit dem Wert 2 bewertet, wenn es vom Evaluationsobjekt wenigstens
teilweise erfüllt wird.
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4. Ein Kriterium wird mit dem Punktwert 3 bewertet, wenn es vom Evaluationsobjekt über-
wiegend erfüllt wird.
5. Der Punktwert 4 wird vergeben, wenn das Kriterium vom Evaluationsobjekt vollständig
erfüllt wird.
Die Ergebnisauswertung jedes einzelnen Ansatzes bildet die Grundlage für die Gesamtbe-
wertung. Alle Kriterien fließen mit dem gleichen Gewicht in das Bewertungsverfahren ein. Ein
Ansatz ist besser geeignet als ein anderer, wenn die Punktzahl seiner Einzelbewertungen in
Summe größer ist als beim Vergleichsobjekt.
5.3 Bewertung der Evaluationsobjekte
Dieser Abschnitt beinhaltet die Bewertung der einzelnen Ansätze. Nach einer knappen Schilde-
rung des jeweiligen Ansatzes folgt vorab eine separate Bewertung. Der Vergleich der Ergebnis-
se aller untersuchten Ansätze und die Ableitung entsprechender Schlussfolgerungen erfolgen
anschließend im Abschnitt 5.4.
5.3.1 Ansatz von Ouyang et al.
Beschreibung der Methode
Der Ansatz von OUYANG ET AL . basiert auf der Idee desMustersetzens(Pattern-Matching)
(vgl. [Ouy+07], S. 48). Dabei werden Muster im Quellmodell gesucht und die dazugehörigen
Muster im Zielmodell erzeugt. Ein verwandter Ansatz findet sich bei WHITE (vgl. [Whit05],
S. 3f).54 Mit Muster basierten Ansätzen verknüpft sind zwei Basishypothesen: Erstens falls eine
diagrammatische Sprache direkt der Syntax von BPEL folgt, ohne das Abstraktionsniveau an-
zuheben, wird eine Nutzung während der Analyse und Entwurfsphase des Systementwicklungs-
prozesses unmöglich (vgl. [Ouy+06a], S. 1). Die Notation reflektiere dann direkt den unterlie-
genden XML-Code und beeinträchtige das Verständnis der Modelle für den Domänenexperten.
Zweitens es können semantisch passende Services zur Laufzeit (Implementierung) angebunden
werden. OUYANG ET AL . zielen nicht auf eine Zuordnung von Services zu Aktivitäten in einem
Geschäftsprozessmodell. Vielmehr kann der Modellierer di geforderte Funktionalität frei for-
mulieren (vgl. [Ouya07], S. 191). Entsprechende Ansätze fokussieren einzig auf die Migration
zwischen Prozessmodellierungs- und Orchestrationssprachen. Dies impliziert zwar die Behand-
54Dessen Ansatz ist in seiner Anwendbarkeit wesentlich stärker eingeschränkt. Er schließt Diagramme mit frei
wählbaren Strukturen aus und erfordert deutlich mehr menschliche Intervention zur Identifikation von Mustern
im Quellmodell.
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lung von Konflikten, die bei der̈Ubersetzung von diagrammatischen Sprachen in blockstruk-
turierte Sprachen auftreten, vernachlässigt werden aberTh men der Datenmanipulation und
die Zuordnung zu Web Services, was auf eine geringe Transformationsreichweite schließen
lässt. Im Folgenden soll aufgrund ihrer Bedeutung in der Literatur speziell diëUberführung
von BPMN55 und BPEL untersucht werden. Für die Modellierung von Prozessaktivitäten mit
der BPMN ist eine Menge von Aktivitätstypen vorgesehen, die an die Idee der Komposition
von Services angelehnt sind. Bis auf das Konzept derBlank Task, deren Semantik sich erst
durch fachsprachliche Auszeichnung ergibt, liegt der BPMNeine formale Semantik zugrunde.
Im Unterschied zu BPEL ist bei der BPMN die Modellierung von Kanten für Kontrollflüsse
entscheidend für die Repräsentation des Systemverhaltens. Der Ansatz von OUYANG ET AL .
konzentriert sich deshalb auf die Migration des Kontrollfluss in einem – mit BPMN erstellten –
Prozessdiagramm(Business Process Diagramm; BPD) auf BPEL-Strukturtypen.Die Transfor-
mation sieht zu Beginn eine Zerlegung des BPD in Komponentenvor, die jeweils Teilmengen
des Modells bilden. Für diese Komponenten werden anschließend Muster identifiziert. Das Zer-
legen des Diagramms in Komponenten ermöglicht dabei die Faltung des kompletten Diagramms
von kleinen zu immer größeren Blockstrukturen. Der Algorithmus von OUYANG ET AL . geht
dabei iterativ vor (vgl. [Ouy+07], S. 48f): Zuerst werden die im Modell direkt formbaren Kom-
ponenten durch ein entsprechendesBPEL-Aufgabenobjektausgetauscht. Ein Aufgabenobjekt
bildet einen Block im BPEL-Diagramm.56 Ein solches Aufgabenobjekt kann wiederum mit Ak-
tivitäten des Modells eine Komponente bilden, die erneut durch ein Aufgabenobjekt ersetzt
wird. Dieser Vorgang wiederholt sich solange, bis keine Komp nente mehr im Modell übrig
ist. Das Diagramm ist im finalen Zustand auf ein Startereignis, e n Aufgabenobjekt und ein
Endereignis reduziert.
Im Idealfall sind die identifizierten Muster im Modell bereitsblockstrukturiert– z. B. Schlei-
fen, Ausnahmebehandlungen etc. – und damit im Sinne der Migration wohlgeformt, d. h. direkt
überführbar in BPEL. Anderenfalls sind siequasistrukturiert, d. h. sie müssen erst in blockstruk-
turiert Muster umgewandelt werden. Handelt es sich um azyklische Flüsse, müssen diese in eine
Kombination aus blockstrukturierten Mustern und weiterenKo trollflüssen überführt werden.57
Die Verfahren zumÜberschreiben, Erweitern, Verfeinern und Komponieren vonK mponenten
zur Schaffung wohlgeformter Muster sind in den Ausführunge von OUYANG ET AL . beschrie-
ben (vgl. [Ouy+07], S. 52).
55BPMN ist seit 2006 offizieller OMG-Standard (vgl. [OMG 06]).
56Wird beispielsweise eine Komponente alssequence-Muster identifiziert, so findet ein Austausch durch eine
sequence-Aktivität statt.
57Die zusätzlichen Kontrollflüsse werden benötigt, um Abhängigkeiten zwischen Aktivitäten, die sich in verschie-
denen Blöcken befinden, abbilden zu können.
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Der Aufwand zur Normalisierung von Mustern im Modell und demanschließenden Map-
ping auf blockstrukturierte Muster in BPEL begründet sichim Anspruch der Autoren auf les-
baren BPEL-Programmcode. Die Autoren erkennen, dass den Geschäftsprozessmodellen die
Voraussetzungen fehlen, um direkt in ausführbare BPEL-Modelle überführt zu werden. Die
Verständlichkeit des Migrationsergebnisses ist deshalbvor dem Hintergrund der Notwendigkeit
menschlichen Eingreifens unverzichtbar. Zu den nicht-automatisierten Tätigkeiten gehören ne-
ben der manuellen Identifizierung weiterer Muster im Quellmodell auch die Verfeinerung des
abstrakten BPEL-Modell um Implementierungsdetails. Dazuzählt insbesondere die Einbindung
existierender Web Services alsPartnerLinksin das BPEL-Diagramm.
Bewertung nach Sachzielen
Die Autoren erkennen keine Notwendigkeit zur Integration verteilt entwickelter semiformaler
Modelle im Vorfeld der Modelltransformation. In Konsequenz werden Sprach- und Struktur-
konflikte nicht betrachtet. Der vorliegende Ansatz nimmt gleichermaßen keine Einschränkung
der Modellierungsfreiheit bei der Beschreibung fachkonzeptu ller Sachverhalte vor. Für die
Lösung des Domänenkonflikts wird innerhalb des Ansatzes eine Zuordnung zwischen Akti-
vitäten und Web Services durch das Konzept desPartnerLinksvorgenommen. Unklar bleibt,
inwieweit die Methode automatisierbare von nicht-automatisierbaren Aktivitäten im BPMN-
Modell trennt. Die Einreichung lässt dahingehend keine R¨uckschlüsse zu. Ein Vorgehensmodell
oder ein Algorithmus für eine Zuordnung von Services zu automatisierbaren Aktivitäten im Pro-
zessmodell ist nicht beschrieben. Da der Ansatz speziell darauf bzielt, lesbare BPEL-Modelle
zu erzeugen, wird angenommen, dass dieÜberbrückung der semantischen Lücke als manu-
elle Aufgabe dem Softwareentwickler überlassen bleibt. Der Ansatz nimmt vordergründig ei-
ne Trennung zwischen Modellkonzepten hinsichtlich ihrer Bzugnahme auf realweltliche bzw.
softwaretechnische Aspekte vor. Allerdings führen die Autoren diese Trennung ausschließlich
auf einen gesteigerten Abstraktionsgrad der Beschreibungin BPMN gegenüber BPEL zurück.
Erkennbar ist eine enge Verwandtschaft der Modellkonzeptezwischen BPMN und BPEL hin-
sichtlich der Modellierung des Kontrollflusses. Bis auf dieBlank Taskbesitzen alle Modell-
konzepte bereits eine Semantik, die durch das Entwicklungsparadigma geprägt ist. Die formale
Mächtigkeit von BPMN in Verbindung mit der Orientierung anBPEL steht einer Konsensfin-
dung in der Analysephase entgegen. Eine Trennung der Modellk nzepte im Verständnis der
vorliegenden Arbeit liegt demnach nur partiell vor. Die Methode legt besonderen Wert auf
die Erzeugung lesbarer BPEL-Modelle, die eine manuelle Nachbearbeitung erleichtern. Ma-
nuelle Änderungen im BPEL-Modell sind erlaubt und empfohlen, um den Entwurf weiter
zu verfeinern. Eine Steuerung der Gesamttransformation durch den Nutzer ist damit explizit
vorgesehen. Es existieren keine Beschreibungsmittel fürdie modellgetriebene Erhebung nicht-
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funktionaler Anforderungen. Es wird daher angenommen, dass eine explizite Erhebung nicht-
funktionaler Anforderungen auch nicht vorgesehen ist. Beieinem rein musterbasierten Mapping
der Konzepte der Geschäftsprozessmodellierung auf BPEL besitzen nicht-funktionale Anforde-
rungen keinen systematischen Einfluss auf die Gestaltung der Zuordnungsbeziehung zwischen
Geschäftsprozessmodell und Web Services. Der Migrations-Algorithmus wurde in einem Werk-
zeug namensBPMN2BPELprototypisch implementiert. Die erste Version der Implementierung
unterstützt allerdings nur diëUbersetzung einer kleinen Menge an BPMN-Modellen und dies
auch nicht auf Basis von Mustererkennung. Der Migrations-Algorithmus ist nur partiell ausge-
reift, eine formale Spezifikation der Transformationssemantik ist folgender Einreichung zu ent-
nehmen (vgl. [Ouy+06a], S. 14). Es fehlt eine vollständige Spezifikation der Rgeln, nach denen
nicht-wohlgeformte Komponenten abgegrenzt werden. Dazu wird lediglich ein Beispiel vorge-
stellt. In dieÜbersetzung fehlt der Einbezug nicht-strukturierter Konzepte wie Kontrollflüsse
aus dem Geschäftsprozessmodell, um Abfolgen sowie bedingte Ausführungen im Kontrollfluss
oberhalb der erkannten, strukturierten Aktivitäten abbilden zu können.
Bewertung nach Formalzielen
OUYANG ET AL . abstrahieren von Restriktionen der Zuordnungsaufgabe inB zug auf Effizienz
undÖkonomie. Eine Beschreibung, welche der Aktivitäten hinsichtlich derÜberführung fachli-
cher Anforderungen in eine Komposition aus Services automatisiert werden können und welche
nicht, geht aus der Einreichung nicht direkt hervor. Durch das rein syntaktische Mapping kann
die Migration von BPMN zu BPEL als automatisiert gelten. DieAnreicherung des Zielmodells
um Implementierungsdetails, die Filterung und Zuordnung verfügbarer Services wird nicht the-
matisiert. Es wird angenommen, dass diese Aktivitäten nicht automatisiert unterstützt werden.
Der umfangreiche Anteil manueller Tätigkeiten in der Gesamttransformation lässt sich vor al-
lem durch Informationsdefizite im Quellmodell erklären. Es wird kein Versuch unternommen,
den Domänenkonflikt zu lösen. In Bezug auf die Verifikationdes Migrationsergebnisses lässt
sich festhalten, dass der Algorithmus bei jeder Iteration en Zwischenergebnis erzeugt. Bis auf
die Zerlegung des BPDs in Komponenten ist die Nachvollziehbarkeit der Transformation damit
trivial.
Zusammenfassung
OUYANG ET AL . behandeln grundsätzliche Probleme bei der Migration (vgl. [ReMe06],
S. 526f). Der Ansatz von OUYANG ET AL . kann als weitestgehend generisch eingeschätzt wer-
den. Eine parallele Weiterentwicklung existiert unter demNamenSPM2BPEL(vgl. [Ouy+06b],
S. 422f). In Bezug auf die Migrationsstrategie wird in SPM2BPEL mit demStandard Process
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Model (SPM)ein Intermediär vorgestellt, der es ermöglichen soll, neben BPMN auch andere
Prozessmodellierungssprachen ökonomisch effizient in BPEL zu migrieren. Der entsprechende
Algorithmus sieht erst einëUbersetzung von BPMN in SPM und anschließend die Migration
auf BPEL vor. Das Wiederverwendungspotential des gesamtenVerfahrens wird deshalb als gut
eingeschätzt (vgl. Tabelle 6).
Nr. Anforderung Bewertung 













Hierarchisierung fachsprachlicher Ausdrücke 
Normierte Modellierung (Einschränkung der Modellierungsfreiheit) 
Vorgehen/Algorithmus zur Auflösung des Domänenkonflikts 
Einsatz gleicher Sprachmittel in beiden Domänen 
Gleichzeitig eingesetzte Sprachmittel beeinflussen Modellzweck nicht negativ 
Steuerung der Transformation durch den Nutzer 
Berücksichtigung nicht-funktionaler Anforderungen 















Effizienz der Transformation 





 Gesamtergebnis 16 ( 31 %) 
 
Tabelle 6: Bewertung OUYANG ET AL .
Der Ansatz erfüllt damit nicht die Voraussetzungen für eine fachliche getriebene Konfigura-
tion von Servicekompositionen. Er ist allerdings für die Migration als Teil der Gesamttransfor-
mation sinnvoll. Die Arbeit von OUYANG ET AL . hat ihre Stärke bei der Migration des Kon-
trollfluss von BPMN auf BPEL. Der Algorithmus sieht ausschließlich eine syntaktische Mi-
gration vor. Die materiale Semantik des Modells wird bei derMigration nicht berücksichtigt.
Das Zielmodell repräsentiert funktionale Anforderungenan das Anwendungssystem im Grunde
nur in einer anderen Repräsentation. Vorteil der automatisier en Migration in BPEL liegt damit
ausschließlich in der Reformulierung des Geschäftsprozessmodells als Vorbereitung für den
Entwurf der Servicekomposition, die aber manuell erfolgenmuss. Problematisch am Ansatz ist
damit Basishypothese 2. Die Möglichkeit, die für einen Schritt im Geschäftsprozess passende
Servicefunktion erst zur Laufzeit automatisiert zu finden und anzubinden, wird bezweifelt (vgl.
Annahme 4). Vielmehr sollten zuerst funktionale und nicht-funktionale Anforderungen mit zur
Verfügung stehenden Services abgeglichen bzw. neu zu imple entierende Servicekandidaten
erkannt und erst anschließend das BPEL-Modell generiert werden.
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5.3.2 Ansatz von St örrle und Glock
Beschreibung der Methode
Der Ansatz von STÖRRLE und GLOCK baut auf einer Folge von Umformungs- und An-
reichungsschritten zur Transformation des Geschäftsprozessmodells in ein technisches Pro-
zessmodell, welches letztendlich auf einer Basismaschineausgeführt werden soll (vgl. [StGl08],
S. 85). Die Transformation erfolgt im WerkzeugADONIS(vgl. [Jun+00], S. 392ff). Das fachli-
che Prozessmodell wird dazu als Aktivitätsdiagramm der UML erstellt. Das im Anschluss der
Umformung ebenfalls als Aktivitätsdiagramm vorliegendetechnische Prozessmodell wird au-
tomatisiert in ein BPEL-Modell konvertiert. Die Konvertierung erfolgt durch Weiterbearbeitung
des Aktivitätsdiagramms im ORACLE BPEL Designer (vgl. [ORAC09]). In diesem Werkzeug
erfolgt zuerst die Visualisierung des Aktivitätsdiagramms in BPMN und anschließend die ma-
nuelle Nachbearbeitung mit Werkzeugunterstützung. Das Werkzeug liefert schlussendlich den
ausführbaren BPEL Programmcode.
Den ersten Schritt der Transformation bilden Umformungen im Geschäftsprozessmodell
im Sinne serviceorientierter Entwurfsprinzipien. Das Zielmodell soll die manuelle Zuordnung
zwischen existierenden und noch zu implementierenden Services und dem fachlichen Modell
ermöglichen. Die Umformungsoperationen gründen sich auf He ristiken, die eine Identifikation
von Abhängigkeiten im Prozessmodell ermöglichen (vgl. [StGl08], S. 87ff). Zur Optimierung
des Analysemodells werden die Kriterien loseKopplungund Kohäsionthematisiert (vgl. Ab-
schnitt 3.4). Um die Eignung der Datengrundlage zur Identifikation von Services zu erhöhen,
schließt das Quellmodell konzeptuelle Datenmodelle in Form von Klassenstrukturdiagrammen
ein. Ihr Beitrag ist die Sicherstellung der Konsistenz der Datennutzung sowie die Normierung
der fachlichen Begrifflichkeiten. Beschrieben sind Operationen zur Modifikation des fachlichen
Prozessmodells in Gestalt der Ausgliederung, Eingliederung sowie Umgruppierung von Pro-
zessaktivitäten. Welche Kennzahlen zur Bewertung der Güte der Modelle im Hinblick auf die
Entwurfskriterien herangezogen werden, wird nicht explizit beschrieben. Anschließend erfolgt
durch Zuordnungen von Prozessaktivitäten zu Services dieTransformation in ein technisches
Prozessmodell. Diese erfolgt manuell, wobei nicht erwähnt wird, wie man die fachliche Bedeu-
tung eines existierenden Service mit dem vorliegenden Prozessmodell abgleicht. Die Autoren
verweisen darauf, dass eine Zuordnung eines Service zu einer Prozessaktivität dann erfolgen
kann, wenn dieser funktional gleichwertig oder mächtigerist (vgl. [StGl08], S. 88f). Für den
Fall, dass Differenzen hinsichtlich der abzugleichenden Fu ktionalitäten vorliegen, sind wei-
tere Anpassungsmaßnahmen am Prozessmodell vorgesehen. Sokönnen zum Zwecke des Ab-
gleichs Aktivitäten in das Prozessmodell eingefügt werden und damit z. B. eine Anpassung
an die Schnittstelle eines Service erreicht werden. Anschaulich ist außerdem das Auflösen ne-
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benläufiger Prozessstränge durch eine Vorverlagerung der Fallunterscheidung im Prozessver-
lauf. Die Autoren schlagen zusätzlich die Verfeinerung einz lner Aktionen im Prozessmodell
oder die Vergröberung von Aktionen vor.
Bewertung nach Sachzielen
Die Bewertung leidet an einer relativ groben Beschreibung des Ansatzes, in der viele relevante
Details, z. B. die Ausgestaltung der Heuristik zur Messung von Kohäsion und Kopplung, unter-
drückt werden. Die Integration verteilt entwickelter Anforderungsmodelle im Vorfeld der Trans-
formation wird nicht unterstützt, die Vermeidung von Sprach- und Strukturkonflikten nicht the-
matisiert, sowie eine normierte Modellierung vernachlässigt. Softwareorientierte Modellkon-
zepte finden im Quellmodell keine Verwendung. Eine Behandlung des Domänenkonflikts wird
nicht vorgenommen. Durch Modifikation des Analysemodells hin zu einem serviceorientierten
Systemkonzept verliert das Anforderungsmodell allerdings im Zeitverlauf das Wesen eines Mo-
dells der Analysephase und zeigt bereits Entwurfscharakter. Da nicht davon ausgegangen wer-
den kann, dass die Aussagen im Quellmodell durch die Modifikationen unverfälscht bleiben,
sind die Veränderungen in mehreren Iterationen und unter Rücksprache mit dem Fachexperten
durchzuführen. Liegt die Verantwortung für die Verifikation der Modelle beim Softwareent-
wickler und Fachexperten, muss das Quellmodell den Anforderungen an die Konsensfindung
gerecht werden. Es kann damit abgeleitet werden, dass der Ansatz von STÖRRLE und GLOCK
die Konsensfindung im Quellmodell nicht beeinträchtigt. Der Übergang zu Entwurfsmodellen
erfolgt durch eine Konkretisierung der Ablauflogik des umgeformten Anforderungsmodells so-
wie durch Anreicherung um Implementierungsdetails. Die Modifikationen haben neben dem
Ziel der Modularisierung der fachlichen Domäne den Zweck,das fachliche Prozessmodell hin-
sichtlich der Nutzung vordefinierter Services zu optimieren. Die Anpassung erfolgt unter Ab-
gleich mit einem Servicemodell. Aus der Einreichung geht nicht hervor, was konkret unter ei-
nem Servicemodell zu verstehen ist. Die Methode sieht keinemodellgestützte Behandlung des
Domänenkonflikts vor. Insbesondere die Zuordnung existierender Web Services zum Anforde-
rungsmodell sowie dessen Optimierung bleibt eine manuelleAufgabe des Systementwicklers.
Dies erscheint im Hinblick auf die Effizienz der Gesamttransformation vor dem Hintergrund
der Vielzahl an Lösungsalternativen für ein gegebenes Problem problematisch.
Ein Vorgehensmodell oder ein Algorithmus mit formaler Semantik der Modifikationsopera-
tionen lässt sich den Ausführungen der Autoren nicht entnhmen. Sie liefern aber eine verbale
Spezifikation der Transformationssemantik. Steuerungsm¨o lichkeiten durch den Fachexperten
werden nicht explizit beschrieben. Die Autoren geben zwar an, d ss der Fachexperte durch
Rücksprache mit dem Systementwickler Einfluss auf die Gestaltung des serviceorientierten
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Systemkonzepts nimmt, welche Werte dabei zur Steuerung herang zogen werden, ist in der
Einreichung nicht zu finden. Hinzukommt, dass dies auch nur für die Abstimmung von Um-
formungsoperationen gilt. Insofern bleibt die Art und Weise der fachlich induzierten Beeinflus-
sung der Gesamttransformation intransparent. Die Optimierung des Anforderungsmodells im
Sinne des serviceorientierten Entwicklungsparadigmas erfolgt unter Berücksichtigung der Kri-
terien Kohäsion und Kopplung, die Systemeigenschaften wiEffizienz von Datenströmen und
Wartbarkeit positiv beeinflussen. Insofern werden nicht-funktionale Anforderungen implizit bei
der Abgrenzung von Servicekandidaten berücksichtigt. Der explizite Einfluss nicht-funktionaler
Eigenschaften auf die Wahl passender Services für Servicekandidaten wird nicht thematisiert.
Es wird angenommen, dass nicht-funktionale Eigenschafteneinen Einfluss auf die Wahl der
verfügbaren Services nehmen, dieser aber nicht systematisch erfolgt. In der vorliegenden Ein-
reichung wird das Thema der Migration der Notation von Aktivitätsdiagrammen auf BPEL
nur oberflächlich behandelt. Die Autoren verweisen auf existierendeÜberführungsverfahren
von BPMN in BPEL und schlagen eine manuelle Reformulierung des Aktivitätsdiagramms in
BPMN beim Werkzeugwechsel von ADONIS in Oracle BPEL ProcessManager vor. Da kein
Migrationsalgorithmus präsentiert und stattdessen pauschal auf existierende Verfahren verwie-
sen wird, wird angenommen, dass Anforderung 10 nur partiellerfü lt ist.
Bewertung nach Formalzielen
Eine Trennung der automatisierbaren von den nicht-automatisierbaren Aufgaben im Hinblick
auf die Gesamttransformation wird nur indirekt vorgenommen. Der Ansatz geht davon aus,
dass die Migration von BPMN auf BPEL automatisiert erfolgenka n, während alle anderen
Aktivitäten manuell durchgeführt werden. Die Gesamttransformation weist damit eine unbe-
friedigende Effizienz auf. Der Ansatz ist zwar modellbasiert, sieht allerdings kein expliziertes
Vorgehensmodell vor. Die Methode ermöglicht damit kein inge ieurmäßiges Vorgehen weder
bei der Umformung des Quellmodells, noch bei der Zuordnung von Web Services sowie bei der
Entwicklung der finalen Servicekomposition. Die Nachvollziehbarkeit des Endergebnisses der
Transformation ist damit nur eingeschränkt möglich.
Zusammenfassung
Der Ansatz von STÖRRLE und GLOCK ist auf UML-Aktivitätsdiagramme eingeschränkt. Das
Wiederverwendungspotential des Verfahrens wird als gut eingeschätzt. Mit dem Konzept der
serviceorientierten Umgestaltung fachkonzeptueller Prozessmodelle bietet der Ansatz bisher
die interessantesten Hinweise. Der Ansatz besitzt allerdings eine geringe Transformationsreich-
weite (vgl. Tabelle 7).
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Nr. Anforderung Bewertung 













Hierarchisierung fachsprachlicher Ausdrücke 
Normierte Modellierung (Einschränkung der Modellierungsfreiheit) 
Vorgehen/Algorithmus zur Auflösung des Domänenkonflikts 
Einsatz gleicher Sprachmittel in beiden Domänen 
Gleichzeitig eingesetzte Sprachmittel beeinflussen Modellzweck nicht negativ 
Steuerung der Transformation durch den Nutzer 
Berücksichtigung nicht-funktionaler Anforderungen 















Effizienz der Transformation 





 Gesamtergebnis 17 ( 33 %) 
 
Tabelle 7: Bewertung STÖRRLE und GLOCK
5.3.3 Ansatz von Papazoglou et al.
Beschreibung der Methode
Der Ansatz von PAPAZOGLOU ET AL. sieht den Entwurf von Servicekomposition als Auf-
gabe der Wiederverwendung und Spezialisierung von Serviceklassen (vgl. [YaPa04], S. 109;
[PaYa02], S. 175f). Damit soll im Vergleich zu bisherigen Ansätzen der Abstraktionsgrad bei
der Entwicklung von Servicekompositionen gesteigert werden (vgl. [YaPa04], S. 129). Die Me-
thode wurde in einem Prototyp namensService-Comimplementiert. Die Idee, objektorientierte
Entwicklungsprinzipien auf den Entwurf von Servicekompositi nen zu übertragen, begründen
die Autoren mit einer in der Praxis ineffektiven Vorgehensweise bei der Kombination von Ser-
vicefunktionen zu Servicekompositionen (vgl. [PaYa02], S. 176). Die Autoren betonen speziell
das Problem einer nachteiligen Wartbarkeit von Servicekompositionen. Zur Lösung wird die
Übernahme von Erkenntnissen der objektorientierten und komponentenbasierten Softwareent-
wicklung vorgeschlagen. Diese begünstigen mutmaßlich die Wiederverwendung, Spezialisie-
rung und Erweiterung von Servicekomposition bei sich änder n Geschäftsanforderungen.
Das Vorgehensmodell sieht die abstrakte Definition von Servic kompositionen, die zeitliche
Einteilung des Ablaufs, ihre Konstruktion und Ausführungvor. Relevant für eine Beurteilung
des Ansatzes sind die beiden ersten PhasenDefinitionundAblaufplanung, welche die abstrak-
te Definition der Servicekomposition, das Auffinden existierender Web Services, entsprechende
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Tests auf Komponierbarkeit sowie Kompatibilität und die Synchronisierung der Services umfas-
sen. Die Methode sieht zu Beginn die abstrakte Definition einer Servicekomposition auf Basis
einer eigenen XML basierten Beschreibungssprache – der Service Composition Specification
Language (SCSL) vor (vgl. [YaPa04], S. 109). Eine mit SCSL beschriebene Komposition wird
als Servicekomponente (Service Component) bezeichnet. Servicekomponenten sind Klassen,
die der Kapselung, Wiederverwendung, Spezialisierung, Erweiterung und Versionierung von
Servicekompositionen dienen.
Die SCSL wurde eingeführt, um den Systementwickler auf höherer Abstraktionsebene ohne
Abbildung und Implementierungsdetails die Möglichkeit zu geben, Servicekompositionen neu
zu erstellen und an geänderte Geschäftsanforderungen anzup ssen. Eine Servicekomponente
wird entweder aus einer existierenden Servicekompositionerzeugt oder komplett neu geschaf-
fen. Im ersten Fall findet eine Konvertierung ihrer in WSDL veröffentlichten Schnittstelle in
eine äquivalente objektorientierte SCSL-Notation statt. Im zweiten Fall wird eine neue Ser-
vicekomponente abstrakt58 durch die ElementeDefinition (Typen der Nachrichten als In- oder
Output und die öffentlichen Funktionen) undConstruct(Art und Weise wie die Aktivitäten
abgearbeitet werden) geschaffen.
Innerhalb vonConstructfindet die Beschreibung die Kompositionslogik statt. Dargestellt
wird eine Folge von Aktivitäten, die für die Ausführung ein r Servicefunktion der Komposition
benötigt werden. Die Servicefunktion kann dann realisiert werden, wenn existierende Services
gefunden werden, die in den erforderlichen Aktivitäten übereinstimmen. Das Auffinden der
Services zu den Aktivitäten einer Servicekomposition baut auf drei verschiedenen Test auf:
• Zu Beginn wird die semantische Nähe des geforderten Service m t Servicebeschreibungen
aus einem UDDI oder einer anderen Servicebibliothek verglichen. Wird eine enge Bezie-
hung zu einem oder mehreren veröffentlichten Services festgestellt, so werden diese als
relevante Service für den nachfolgenden Test der funktionalen Eigenschaften (Capability
Test) ausgewählt.
• Nun wird rein syntaktisch geprüft, ob einer der Services dazu in der Lage ist, einen Teil
oder alle geforderten Aktivitäten der Servicekomposition zu erfüllen. Die Menge der
Services wird entsprechend gefiltert. Eine Servicekomponente kann einen oder mehre-
re Web Services umschließen. Die Aktivitäten der Servicekomposition sind mit denen
einesService Skompatibel, wenn für jede Funktion der Komposition eine Funktion in S
gefunden werden kann, für die gilt, dass beide Funktionen kompatibel sind. Zwei Funk-
tionen sind dann kompatibel, wenn ihre Vor- und Nachbedingungen äquivalent und ihre
Inputs und Outputs kompatibel sind. Da Inputs und Outputs inXML Schema spezifiziert
58Abstrakt, weil zur Konkretisierung noch die ElementePortType, ProviderundMessagehinzukommen müssen.
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werden, sind beide dann kompatibel, wennSchema 1eine Superklasse (Supertype) von
Schema 2ist.
• Zuletzt werden die Schnittstellen passender Services syntaktisch untersucht und be-
stimmt, ob sie im Sinne der geforderten Reihenfolge der Servic komposition miteinander
kombiniert werden können. Ein ServiceSist mit einem anderenS’ kombinierbar, wenn es
eineServicefunktion Fin Sund eineServicefunktion F’in S’ gibt, bei welcher der Output
von F mit dem Input vonF’ kompatibel ist.
Liegt die abstrakte Definition der Servicekomposition vor,spezifiziert dieService Schedu-
ling Language (SSL)wie eine Komposition im Sinne der beteiligten Services aufgebaut ist und
wie diese miteinander in Beziehung stehen. Mit SSL werden also Ausführungsreihenfolge und
-abhängigkeit zwischen den einzelnen Web Services beschri ben. Es können durchaus meh-
rere in SSL beschriebene Ausführungsreihenfolgen für eine Servicekomponente passend sein.
Eine Auswahl nimmt der Serviceentwickler manuell anhand nicht-funktionaler Eigenschaften
der eingesetzten Web Services vor. Das Ergebnis der Beschreibung mit SSL ist eine ausführ-
bare Beschreibung der Servicekomposition in der Form einesService Composition Execution
Graphen (SCEG).
Bewertung nach Sachzielen
Sofern das Serviceverzeichnis nicht mit domänenspezifischen Begriffen angereichert ist, kann
UDDI nur die Frage beantworten, welche Services einer bestimm en Branche vorliegen und
welche Anbieter es gibt. Durch den Einsatz destModel-Frameworks ließe sich die Servicebe-
schreibung im UDDI-Verzeichnis um zusätzliche Metadatenerweitern (vgl. Abschnitt 3.3.2).
Dies schließt klassifizierende Systeme wie die United Nations Standard Products and Services
Code (UNSPSC) ein.TModelsals Zeiger auf externe Ressourcen können dazu verwendet wer-
den, jedes Konzept einschließlich ontologischer Konzeptezu repräsentieren. Eine Referenzie-
rung dieser tModels impliziert die Zugehörigkeit des jeweilig n Service zu allen anderen Ser-
vices, die einem bestimmten Wert dieser Spezifikation vertreten. Eine derartige Erweiterung
eines entsprechenden Serviceverzeichnisses ist allerdings er Einreichung nicht zu entnehmen.
Eine sprachliche Normierung zur Vermeidung von Namens- undAbstraktionskonflikten wird
insofern vom Ansatz nicht unterstützt. Ebenso wird die Normie ung der Modellierung als Vor-
aussetzung für Vermeidung von Strukturkonflikten bei einer verteilten Modellerstellen nicht
thematisiert.
Die Auswahl fachlich passender Services erfolgt allein aufGrundlage der Servicebeschrei-
bung im Rahmen der Möglichkeiten von UDDI. Welche Informationen konkret in die Ermitt-
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lung der Eignung eines Service bzw. eines Teils eines Service für die Servicekomposition ein-
gehen, wird nicht beschrieben. Ein automatisierter Abgleich mit der Servicebeschreibung in
WSDL- und UDDI-Datenmodellen kann allerdings nur rein syntaxbasiert erfolgen. Eine An-
frage an das UDDI-Verzeichnis zieht ausschließlich einen einfachen Vergleich der Zeichenket-
ten (Stringmatching) zwischen den korrespondierenden Datenfeldern nach sich. Eine sinnvolle
Interpretation ist damit ohne weiteres nur durch einen Menschen möglich. Ein Test auf Eig-
nung hinsichtlich der funktionalen Anforderungen einer Servicekomposition wird nur sekundär
und ebenfalls rein syntaktisch geprüft. Sofern die XSD-Datentypen für Input und Output der
zu vergleichenden Funktionen äquivalent sind, passt die Servicefunktion in die Komposition.
Auf dem gleichen Wege wird auch die Kombinierbarkeit von Servicefunktionen untereinan-
der bewertet. Durch das direkte Mapping der Datentypen ist die Transformation zwar trivial,
führt allerdings im Ergebnis nur zur syntaktischen Wohlgeformtheit der Komposition. Da die
Autoren keine Angaben dazu machen, wie man einen Service dahingehend bewertet, ob er im
Sinne der Problemlösung nützlich ist, muss angenommen werden, dass dies manuell durch den
Systementwickler erfolgt.
Dem Ansatz liegt ein ausgearbeiteter Transformationsalgorithmus zugrunde, der allerdings
keine Behandlung des Domänenkonflikts vorsieht. Der syntaktische Vergleich zwischen exi-
stierenden Services und der Servicekomposition bzw. Teilen der Komposition lässt eine for-
male Semantik vermissen. Der Einreichung ist dahingehend nur ei e verbale Spezifikation des
Algorithmus zu entnehmen. Positiv bewertet wird der Verweis auf die Umsetzbarkeit der Me-
thode durch das WerkzeugService-Com, was auf eine gewisse Reife des Verfahrens schließen
lässt. Die Autoren beanspruchen, eine fachlich getriebenKonfiguration von Servicekomposi-
tionen zu ermöglichen. Die angebotenen Sprachmittel lassen jedoch keine Trennung zwischen
Konzepten der Realwelt und denen der Softwaredomäne erkennen. Zielgruppe des Ansatzes
sind offensichtlich Systementwickler (vgl. Abschnitt 3.1.3). Die Konfiguration erfolgt XML
basiert und unter Anwendung von Konzepten, die aus der Objektori ntierung stammen. Spricht
man den SCSL-Modellen ihren Analysecharakter ab, stellen sie Entwurfsmodelle einer höheren
Abstraktionsebene dar, die durch ein Typ-Mapping konkretisi rt werden können. Dieses Vorge-
hen entspricht weitestgehend dem Ansatz der MDA (vgl. [OMG 03]). Der Ansatz von PAPA-
ZOGLOU ET AL. kann als einëUbertragung des Gedanken der MDA auf das Gebiet der SOA
aufgefasst werden. Die abstrakte Beschreibung der Servicekomposition als Klasse in SCSL
entspricht einemPlattform Independent Model (PIM). SSL und SCEG dienen der plattfor-
mabhängigen Beschreibung der Servicekomposition und erfüll n damit charakteristische Ei-
genschaften vonPlattform Specific Models (PSM).
Es besteht die Gefahr, dass das Entwicklungsparadigma einen signifikanten Einfluss auf die
Art der Anforderungsmodellierung nimmt. Einem Fachexperten werden sowohl die Prinzipien
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der Objektorientierung als auch eine XML basierte Notationdes Prozessmodells nur schwer
zu vermitteln sein (vgl. Anforderung 7). Fraglich ist, inwie eit sich die Konzepte der Objekt-
und Serviceorientierung überhaupt sinnvoll verbinden lassen. Ein Eingriff durch den Nutzer ist
bei der Auswahl der verfügbaren Services für die Kompositi n und der Konkretisierung des ab-
strakten BPEL-Modells erkennbar. Wie die Steuerung erfolgt, wird nicht detailliert beschrieben.
Nicht-funktionale Anforderungen werden in der Einreichung nicht explizit angesprochen. We-
der existieren Beschreibungsmittel für die Abbildung nicht-funktionaler Anforderungen, noch
wird ihnen ein besonderer Einfluss bei der Auswahl von existierenden Services beigemessen.
Bei der Bewertung wird davon ausgegangen, dass aufgrund dermanuellen Zuordnungsent-
scheidung nicht-funktionale Anforderungen vom Systementwickler implizit beachtet werden.
Der Einreichung ist kein Algorithmus für die Migration zwischen SCSL und BPEL zu entneh-
men. Vor dem Hintergrund der blockstrukturierten Beschreibung einer Servicekomposition in
SCSL, kann jedoch die Konvertierung von SCSL und BPEL als trivial eingeschätzt werden. Ein
Verfahren zur Umsetzung einer diagrammatischen Notation in BPEL entfällt, da SCSL bereits
textbasiert ist. Ebenso einfach gestaltet sich der Export der Servicekomposition nach WSDL.
Bewertung nach Formalzielen
Im Ansatz wird die Unterscheidung zwischen automatisierbaren und nicht-automatisierbaren
Aktivitäten nicht explizit behandelt. Durch die rein syntak ische Prüfung auf funktionale Eig-
nung eines Services sowie den mangelhaften Einbezug nicht-funk ionaler Anforderungen in den
Transformationsprozess muss das Ausmaß des notwendigen Eingriffs durch den Entwickler als
sehr hoch eingeschätzt werden. Informationsdefizite im Quellmodell verhindern die Automati-
sierung aller automatisierbaren Aufgaben im Entwicklungsprozess, weshalb eine umfassendere
Formalisierung und damit ein höherer Grad der Automatisierung des Ansatzes verhindert wer-
den. Dies trifft insbesondere auf die Phasen der Konstruktion sowie Implementierung zu. Die
Nachvollziehbarkeit von Zwischenergebnissen der Transformation ist durch die explizite An-
gabe eines Vorgehensmodells gegeben. Der Entwickler kann jeden Schritt bei der̈Uberführung
in eine Servicekomposition nachvollziehen.
Zusammenfassung
Der Ansatz von PAPAZOGLOU ET AL. kann als generisch eingeschätzt werden. Eine vergleich-
bare Einreichung der Autoren nutzt UML als Methode zur Modellierung von Servicekomposi-
tionen (vgl. [Orr+03], S. 75ff). Erst in einem zweiten Schritt erfolgt die Abbildung auf einen
spezifischen Standard wie z. B. BPEL. Zusätzlich zu UML wirddieObject Constraint Langua-
ge (OCL)genutzt, um Regeln auszudrücken, die den Prozess der Servicekomposition lenken
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und steuern. Insofern lässt sich schlussfolgern, dass sich generell diagrammatische Beschrei-
bungsmittel des objektorientierten Systementwurfs für eine Verwendung im vorliegenden An-
satz eignen. Vorgehensmodelle bzw. Algorithmen für die Umsetzung der SCSL in BPEL lassen
sich aus den Einreichungen nicht entnehmen. Die Wiederverwendung von Produkten der Trans-
formation ist die große Stärke des Ansatzes. Dies gilt fürexistierende Servicekompositionen,
die bei der Schaffung neuer Kompositionen wiederverwendetwerden können (vgl. Tabelle 8).
Nr. Anforderung Bewertung 













Hierarchisierung fachsprachlicher Ausdrücke 
Normierte Modellierung (Einschränkung der Modellierungsfreiheit) 
Vorgehen/Algorithmus zur Auflösung des Domänenkonflikts 
Einsatz gleicher Sprachmittel in beiden Domänen 
Gleichzeitig eingesetzte Sprachmittel beeinflussen Modellzweck nicht negativ 
Steuerung der Transformation durch den Nutzer 
Berücksichtigung nicht-funktionaler Anforderungen 















Effizienz der Transformation 





 Gesamtergebnis 21 ( 40 %) 
 
Tabelle 8: Bewertung von PAPAZOGLOU ET AL.
5.3.4 Ansatz von Sirin et al.
Beschreibung der Methode
Der Ansatz von SIRIN ET AL sieht die Bildung von Servicekompositionen als Planungspro-
blem an (vgl. [Sir+04b], S. 378; [Sir+04a], S. 43). Aus Ermangelung eines Quellmodells mit
ausreichender Vollständigkeit und Formalität für eineautomatisierte Verarbeitung sollen Ser-
vicekompositionen durch planmäßige Interaktion zwischen Nutzer und Maschine zumindest
semiautomatisiert erstellt werden können. Der Ansatz basiert auf dem generischenHierarchi-
cal Task Network (HTN)-PlanungsverfahrenSHOP2(vgl. [Nau+03], S. 379ff). Ein HTN basier-
tes Verfahren zielt abstrakt auf die Erzeugung einer Sequenz an Aktionen, die eine bestimmte
Aufgabe ausführen (vgl. [Nau+03], S. 380).59 HTN splittet dabei komplexe Aufgaben solange
59Der Planungsraum wird durch eine Menge an Operatoren und Method n aufgespannt. Methoden sind Vorschrif-
ten, nach denen eine Aufgabe in Teilaufgaben zu zerlegen ist. Der Planungsprozess entspricht der Nutzung
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in kleinere Aufgaben bis primitive Elemente (Operatoren) erreicht werden (vgl. Abbildung 28).





Operator i Operator i+1 Operator i+2
Operator j Operator j+1
Ausführungs-
reihenfolge
Constraint i Constraint j
Methode(param a, 
param c)
:method h C T
:operator h D A
Abbildung 28: Zerlegung von Methoden im HTN
Eine Methode ist ein zusammengesetzterTask, der – falls dieVorbedingung Czu true eva-
luiert – eine Liste vonTasks Tausführt. Die Ausführung der Task führt zumZustand Sder
im Kopf der Methode hdefiniert ist.Operatorensind atomare Tasks. Sie führen durchMani-
pulation D, A amZustand Sden Zustand herbei, den der Operator in seinemKopf hdefiniert.
Ein Plan p ist das Ergebnis des Planungsverfahrens. Eine Liste von Instanzen von Operatoren
führt zumZustand p(S), der ausS mit demPlan p erreicht wird.Überträgt man das HTN auf
das vorliegende Modellierungsproblem, stellen Servicekomp sitionen die zu bildenden hier-
archischen Strukturen dar. Dann ist die Menge aller ausführen Servicekompositionen mit der
Taskliste T, demZustand Sund der Menge an Methoden und OperatorenD. In SHOP2 fin-
det die Modellierung mittels OWL-S Prozessmodellen (vgl. [W3C04a]) statt. Ein entsprechen-
des Mapping zwischen OWL-S Konzepten und SHOP2-Elementen liegt bei MARTIN ET AL .
vor (vgl. [Mar+05], S. 26ff). OWL-S Prozessaktivitäten werden entweder im S nne von HTN-
Methoden wiederum verfeinert und bilden so neue Servicekompositionen oder sie werden di-
rekt Servicefunktionen (Operatoren) zugeordnet. Prozessaktivitäten werden in der Komposition
in der gleichen Ordnung eingeplant, wie diese später ausgef¨ hrt werden. Das Verfahren kennt
dafür den jeweiligen Zustand zu jedem Schritt im Planungsprozess. SHOP2 wurde prototypisch
implementiert (vgl. [Sir+04a], S. 46f). Die Autoren entwickelten Algorithmen zurÜbersetzung
von Methoden zur rekursiven Zerlegung von Aufgaben bis elemntare Aktionen erreicht sind, die sinnvoll
nicht weiter zerlegt werden können. Elementare Aufgaben wrden direkt durch die Nutzung von Operatoren
ausgeführt (vgl. [Nau+03], S. 381f).
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von OWL-S-Servicebeschreibungen in die SHOP2-Domäne (vgl. [SiPa04], S. 4). Das System
plant über eine Menge an OWL-S Beschreibung und führt den resultierenden Plan in Gestalt
einer BPEL-Datei durch Aufruf von Servicefunktionen aus.
Die OWL-S repräsentiert eine Menge an Ontologien für die Beschreibung der Eigenschaften
und Fähigkeiten von Web Services.60 SHOP2 nutzt zur Beschreibung funktionaler Anforderun-
gen die Prozessontologie von OWL-S. Mit demOWL-S Prozessmodelllässt sich ein gerichte-
ter Graph mit den Elementen der Ontologie bilden, der das Verhalten des Service beschreiben
soll. Dabei bilden atomare Prozesse die Schritte ab, die Funktionen von verfügbaren Web Ser-
vices zugeordnet werden müssen. Ein atomarer Prozess ist charakterisiert durch dessen Inputs,
Outputs, Vorbedingungen und Effekte. DasOWL-S Grounding61 eines atomaren Prozesses eta-
bliert über denWSDL-PortTypedie Verbindung zu einer Servicefunktion eines geeigneten Wb
Services. Das OWL-S Grounding bildet dafür den Input und Output eines atomaren Prozess-
schrittes im Prozessmodell auf die Spezifikationen der Nachrichten ab, die üblicherweise im
Message-Element einer WSDL-Datei beschrieben sind. Die Zuordnungergibt sich aus der Kor-
respondenz jedes Input- respektive Output-Elements zu einem Part einer spezifischen Nach-
richt.
Input und Output eines atomaren Prozesses basieren auf vorgegebenen Typen aus dem OWL-
Typsystem. Diese Konzepte entsprechen domänenspezifischen Sprachkonstrukten. Ein Typsy-
stem für OWL muss im Sinne einer Ontologie der Domäne entwickelt werden.Input, Out-
put und parameterTypegehören dem Namensraum des OWL-S-Prozessmodells an und sind
dementsprechend annotierbar (vgl. Abbildung 29). Klassenwi Human, BookTitleund ISBN
sind Teil einer domänenspezifischen Ontologie.
Damit eine Zuordnung zwischen einem atomaren Prozessschritt und einer Servicefunktion
über das OWL-Typsystem hergestellt werden kann, müssen die verfügbaren Web Services eben-
falls mit OWL-S beschrieben sein. Die Beurteilung der Passfähigkeit zwischen Services und
Anforderungen im OWL-S Prozessmodell erfolgt sodann auf Basis der Typen der Inputs und
Outputs der jeweiligen Servicefunktionen und atomaren Prozesse. SHOP2 berücksichtigt da-
bei, ob die Vorbedingungen für die Ausführung des atomaren Prozesses erfüllt werden. Das
Planungsverfahren sieht eine Rückwärtsverkettung von Servicefunktionen entsprechend dem
OWL-S Prozessmodell vor. Das Verfahren startet mit einer vom Nutzer vorzunehmenden Wahl
einer Servicefunktion aus einer Liste an verfügbaren Servic s. Das Auswahlkriterium ist der von
ihr produzierte Output, der dem gewünschten Endergebnis des OWL-S Prozessmodells entspre-
chen muss. Anschließend wird eine Liste für jeden OWL-Inputtypen der Servicefunktion ge-
60DasService Profilein OWL-S findet bei SHOP2 nur sekundär Berücksichtigung und wird deshalb hier nicht
näher betrachtet.

























   <hasInput>
      <Input ID=“Author“>
         <parameterType resource=“#Human“>
      </Input>
   </hasInput>
   <hasInput>
      <Input ID=“Title“>
         <parameterType resource=“#BookTitle“>
      </Input>
   </hasInput>
   <hasOutput>
      <Output ID=“BookID“>
         <parameterType resource=“#ISBN“>
      </Output>
   </hasOutput>
</AtomicProcess>
OWL-S Beschreibung atomarer 
Prozessschritt
Abbildung 29: Illustration OWL-S Ausschnitt
neriert, die das Endergebnis enthält. Diese Liste umfasstnich mehr alle verfügbaren Services,
sondern nur noch diejenigen, die einen Output generieren, dr zu dem mit ihnen verbunde-
nen Inputtypen der zuletzt gewählten Servicefunktion passt. Ein Output einerServicefunktion A
stimmt mit einem Input vonServicefunktion B̈uberein, wenn ihre Typen die gleichen sind oder
wenn der Output vonA den Input vonB einschließt. Wenn eine Servicefunktion aus einer Liste
ausgewählt wurde, wird dessen Input wiederum durch die Wahl entsprechender Serviceoutputs
produziert werden. Das Zuordnungsverfahren endet dann, wenn kein Service die Inputs des letz-
ten Service produziert oder der Entwickler entscheidet, dass die Komposition an dieser Stelle
startet und er dann die Werte für die Inputs der Kette bereitstell oder wenn der Entwickler
einen Service wählt, der passende Outputtypen besitzt, aber keinen Input verlangt. Damit nicht-
funktionale Anforderungen im Planungsverfahren berücksichtigt werden können, müssen die
Services zusätzlich dasOWL-S Service Profileimplementieren. Wenn der Nutzer ein Service
Profile auswählt, wird er zur Eingabe von Werten für nicht-funktionale Eigenschaften gebeten.
Dies muss er bei jedem Schritt der Verkettung vornehmen.
Bewertung nach Sachzielen
Die Modellierung auf Basis von OWL ist ein umfassend untersuchter Ansatz zur verteilten
Beschreibung und Veröffentlichung materialer Domänen (vgl. [Dea+02]). Mittels einer durch-
gehenden Instrumentalisierung ontologischer Konzepte sowohl im OWL-S Modell der Service-
komposition als auch in OWL-S Modellen der verfügbaren WebS rvices wird die Vergleichbar-
keit fachsprachlicher Ausdrücke möglich und Sprachkonflikte vermieden. Die Autoren sehen
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eine Normierung der Modellierung vor. Es wird verlangt, dass zusammengesetzte Prozesse
im Prozessmodell keine OWL-Split- oder Split+Join-Kontrollkonstrukte umfassen, mithin
es sich stets um sequentielle Abfolgen handelt. Die Methodeerlaubt damit ausschließlich die
Modellierung sequentieller Prozessmodelle. Prozesse mitnebenläufigen Kontrollflüssen wer-
den von SHOP2 nicht unterstützt. Alternative Prozessabl¨aufe müssen in separate Servicekom-
positionen ausgelagert werden. Damit ist nicht nur ein Vergleich einzelner Prozessaktivitäten
mit Operationen eines Service auf Basis des Typsystems vergleichbar. Vielmehr kann das Ver-
halten zwischen Servicekomposition und einem verfügbaren S rvice verglichen werden, da
Reihenfolge- und Kontrollflusskonflikte vermieden werden.Dies zielt auf den Vergleich des
OWL-S Prozessmodells der geforderten Servicekompositionmit dem OWL-S Prozessmodell
eines verfügbaren Web Service. Somit können ganze Teile einer Servicekomposition bzw. die
komplette Servicekomposition durch einen Web Service abgewick lt werden.
Die Auflösung des Domänenkonflikts vollzieht sich im Rahmen einer semiautomatisierten
Interaktion zwischen Nutzer und Maschine. Das Quellmodellwird nicht als Ganzes mit den
verfügbaren Services verglichen. Vielmehr plant das Verfahren Schritt für Schritt die Zuord-
nung atomarer Prozessaktivitäten zu Servicefunktionen.Dabei prüft SHOP2 den Zustand des
Gesamtsystems auf Wohlgeformtheit. Der strikte Bottom-Up-Ansatz verhindert die Möglich-
keit der Zuordnung von Teilprozessen bzw. des gesamten geplant n Prozesses auf eine Service-
funktion. Der Ansatz ist auf die Eins-zu-eins-Zuordnung zwischen atomarer Prozessaktivität
und Servicefunktion eingeschränkt. Der Vergleich basiert bisher ausschließlich auf den Input-
und Output-Datentypen sowie auf deren Wertebereichen. In der Veröffentlichung findet sich
nur eine verbale Spezifikation des Mapping-Algorithmus. Ein exakter Treffer liegt demnach
vor, wenn der Output-Datentyp eines Service mit dem geforderten Input-Datentypen im Werte-
bereich übereinstimmt. Dies liegt dann vor, wenn beide diegleiche Klasse im OWL-Typsystem
teilen. Ein allgemeiner Treffer liegt vor, wenn der Output-Datentyp einer Subklasse der Klas-
se des Input-Datentypen angehört. Selbst wenn der Output-Datentyp einer Spezialisierung des
Input-Typen entspricht, könnte die Kette unter Umständen g bildet werden. Die Priorität des
Treffers verringert sich allerdings mit der Distanz der verglichenen Objekttypen in der Ontolo-
gie. Deutlich wird, dass das Urteil über die semantische N¨ahe nur auf der Grundlage gleicher
Input- bzw. Output-Datentypen getroffen wird.
Der Ansatz sieht eine Behandlung von Vorbedingung und Nachbedingungen der Ausführung
einer Prozessaktivität bzw. einer Servicefunktion vor. Sie erfolgt durch Prädikation der Funktio-
nen mit Elementen der Ontologie. Der Algorithmus muss deshalb als relativ scharf eingeschätzt
werden. Allerdings trennt der Ansatz dabei nicht zwischen Modellkonzepten für die Analyse-
und Entwurfsmodellierung. Vielmehr propagieren die Autoren den Vorteil der Bruchfreiheit der
Modellkonzepte zwischen Analyse- und Entwurfsphase. Wie es zur Konsensfindung zwischen
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Serviceentwicklern und Fachexperten über die Elemente der Ontologien kommt, wird nicht the-
matisiert. Es sind auch keine systematischenÄnderungsprozesse etc. vorgesehen. Hinzukommt
die Möglichkeit der Beeinträchtigung der Konsensfindungin der Analysephase aufgrund der
XML basierten Notation von OWL-S. Die Steuerung durch den Nutzer ist im Transformati-
onsprozess explizit vorgesehen. Sie wird durch zusätzliche Eingaben realisiert, dessen Werte
zur Steuerung herangezogen werden. Dieser Vorgang wird in der Einreichung detailliert verbal
beschrieben. OWL-S bietet mit demService ProfileBeschreibungsmittel für nicht-funktionale
Anforderungen an. Dazu zählt zum einen die Zuordnung des Service zu einer Servicekategorie
im Service Profile. Einer Kategorie sind bestimmte Eigenschaften zugeordnet, ie von verschie-
denen Services in unterschiedlicher Art und Weise erfülltwerden. Eine Auswahl des Service
nach nicht-funktionalen Anforderungen erfolgt damit erstn durch auf Basis der Kategorisie-
rung der Services und zweitens durch die Festlegung von Randbedingungen in Bezug auf die
Serviceattribute. Ein Migrationsalgorithmus von OWL-S zuBPEL wird in den Einreichungen
nicht explizit angeben. In der informatischen Literatur lassen sich jedoch eine Reihe an Trans-
formationsansätzen zwischen OWL-S und BPEL finden (vgl. [Asl+06], S. 405ff; [Bor+07],
S. 43ff), sodass dieser Mangel nicht allzu negativ zu wertenist.
Bewertung nach Formalzielen
Aus der Einreichung lässt sich eine Trennung von automatisierten und nicht-automatisierten
Aufgaben im Transformationsprozess nur implizit erkennen. Der Test auf Eignung hinsichtlich
funktionaler Anforderungen verläuft vollautomatisiert, während die Auswahl auf Basis nicht-
funktionaler Anforderungen zum großen Teil manuell erfolgt. Auch wenn die Migration von
OWL-S auf BPEL nicht geschildert wird, kann davon ausgegangen werden, dass sie automati-
siert abläuft. Der Automatisierungsgrad kann im Ergebnispo itiv bewertet werden.
Zusammenfassung
Der Ansatz, OWL-S einzusetzen, um SHOP2 auf das Problem der fachlichen Entwicklung von
Servicekompositionen anwenden zu können, liefert wichtige Ansatzpunkte für die Nutzung von
Ontologien bei der̈Uberwindung des Domänenkonflikts (vgl. Tabelle 9). Die Sprachmittel von
OWL-S erlauben eine semantische Beschreibung sowohl der funktionalen Anforderungen als
auch der Services. OWL-S wurde dafür entwickelt, einen Servic so beschreiben zu können,
dass er als Bestandteil in eine Servicechoreographie eingehe kann. OWL-S Modelle einer
vollendeten Servicekomposition stehen als Entwurfsartefk für zukünftige Entwicklungsarbei-
ten zur Verfügung.
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Nr. Anforderung Bewertung 













Hierarchisierung fachsprachlicher Ausdrücke 
Normierte Modellierung (Einschränkung der Modellierungsfreiheit) 
Vorgehen/Algorithmus zur Auflösung des Domänenkonflikts 
Einsatz gleicher Sprachmittel in beiden Domänen 
Gleichzeitig eingesetzte Sprachmittel beeinflussen Modellzweck nicht negativ 
Steuerung der Transformation durch den Nutzer 
Berücksichtigung nicht-funktionaler Anforderungen 















Effizienz der Transformation 





 Gesamtergebnis 33 ( 63 %) 
 
Tabelle 9: Bewertung von SIRIN ET AL .
Ein ähnliches Werkzeug zur semiautomatischen Komposition von Komponenten zu ausführ-
baren Prozessmodellen bieten KIM ET AL . mit dem Composition Analysis Tool (CAT)
(vgl. [Kim+04], S. 128ff; [Kim+03]). Während der Prozessmodellierung unterstützen Tools
die Auswahl von Komponenten aus einer Bibliothek und erlauben deren Kombination über die
Auswertung von Input- und Outputdaten (vgl. [Chi+02], S. 39ff). Semiautomatisch wird sicher-
gestellt, dass das formulierte Prozessmodell hinsichtlich der zu berücksichtigenden Bindungen
z. B. Validität der Verbindungen und der hinzugefügten Komponenten wohlgeformt ist.
5.3.5 OrViA-Framework
Beschreibung der Methode
DasOrViA-Framework(Orchestrierung und Validierung integrierter Anwendungssysteme) ist
vor dem Hintergrund der Abbildung fachlicher Anforderungeauf eine Servicekomposition
weniger als eigenständige Methode, sondern mehr als Rahmen u eine Menge voneinander
unabhängiger Methoden und Werkzeuge aufzufassen. Das Framework will als Richtlinie für
den Einsatz von Modellen zur Implementierung einer SOA verstanden werden (vgl. [Ste+08a],
S. 313). Analog zum Verständnis der MDA liegt der Entwicklung von Servicekompositionen
die Idee der Transformation zwischen Prozessmodellen unterschi dlicher Abstraktionsniveaus
zugrunde. Das Modellierungswerkzeug unterstützt den Fachexperten bei der zielorientierten
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Verfeinerung der Modelle bis hin zu plattformspezifischen Kompositionsmodellen mit Zuord-
nungen zu konkreten Web Services (vgl. [StIv07a], S. 4; [Ste+08b], S. 34). Den Kernbeitrag
leistet eine Modelltransformation imARIS SOA Architect(vgl. [IDS 09]). Die Zuordnung zwi-
schen Prozessmodellen und Web Services erfolgt über dasWeb Service Discovery Tool, das
im ARIS SOA Architect integriert ist (vgl. [Ste+08b], S. 31). Das Werkzeug implementiert ein
Verfahren, um eine Prozessaktivität und mögliche Servicfunktionen auf Basis der verarbeite-
ten Geschäftsobjekte zu vergleichen. Mit dem OrViA-Ansatz verknüpft ist die Annahme, dass
ein Geschäftsobjekt als ein oder mehrere Nachrichtentyp(en) repräsentiert werden kann. Ein
Nachrichtentyp ist eine Klasse von Nachrichten mit gleichen Datentypen für ihre Parameter. In
diesem Sinne repräsentieren sie technischen Datentypen,die durch einen Web Service definiert
werden. Die Konzepte Geschäftsobjekt und Nachrichtentypentsprächen zwar unterschiedlichen
Abstraktionsniveaus, könnten ansonsten aber als äquivalent ngesehen werden.
Der Fachexperte modelliert den Geschäftsprozess und ordnet jeder Prozessaktivität
Geschäftsobjekte als Input und Output zu. Begleitend konkretisiert er die Semantik der Pro-
zessaktivität durch die Zuordnung zu einer unternehmenswiten Taxonomie. Der Fachexperte
wählt die zu automatisierende Funktion aus. Damit wird dieAutomatisierungsentscheidung im-
plizit deutlich. Dann startet er das Vergleichsverfahren.Zum Auffinden passender Web Services
wird von den Geschäftsobjekten über die Nachrichtentypen navigiert. Alle Geschäftsobjekte,
die einer Prozessaktivität als Input respektive Output zugeordnet sind, werden extrahiert. Es
ergeben sich zwei Mengen. Eine, die alle Input-Geschäftsobjekte enthält und eine zweite, wel-
che die Geschäftsobjekte beinhaltet, die als Output benötigt werden. Mit Hilfe des Algorithmus
werden für jede Menge alle passenden Nachrichtentypen für Input und Output identifiziert.
Die Nachrichtentypen werden mit den Signaturen der existierenden Servicefunktionen vergli-
chen und jeder Treffer extrahiert. Im Ergebnis liegen für eine Prozessaktivität zwei Mengen an
Nachrichtentypen vor. Der Algorithmus prüft nun, zu welchen Servicefunktionsparametern die-
se Nachrichtentypen gehören und ob die Parameter die gleiche Ri htung wie der Nachrichtentyp
haben (Input bzw. Output). Wenn der Nachrichtentyp ein Parameter einer Servicefunktion ist
und die korrekte Richtung hat, wird die entsprechende Servic funktion extrahiert. Der Service,
zu dem die Servicefunktion gehört, wird ebenfalls extrahiert. Das Ergebnis ist eine Menge an
Web Services, die alle eingehenden Geschäftsobjekte und eine andere Menge, die alle ausgehen-
den Geschäftsobjekte verarbeiten kann. Werden die Mengengekreuzt, enthält die finale Menge
nur noch Web Services, die sowohl Input als auch den Output der Prozessaktivität unterstützen.
Mit Beendigung des Verfahrens wurden alle Web Services identifiziert, die syntaktisch dazu in
der Lage sind, die Geschäftsobjekte in der ausgewählten Prozessaktivität zu verarbeiten.
Primär zielt der Ansatz damit auf einen syntaktischen Vergleich zwischen Geschäftsobjekten
einer Prozessaktivität und den verfügbaren Nachrichtentypen der verfügbaren Web Services.
BEWERTUNG DEREVALUATIONSOBJEKTE 129
Daneben wird ein erster Versuch unternommen, einen semantischen Vergleich zwischen Pro-
zessaktivität und Servicefunktion zu ermöglichen. Der smantische Algorithmus bezieht die
Annotation einer Kategorie aus einer gemeinsam genutzten Taxonomie zu Web Service und
Prozessaktivität in die Berechnung ein. Damit erfolgt einerseits die Klassifizierung der Funk-
tionalität eines Web Services. Andererseits konkretisier i die Anforderung an einen Service
durch Auszeichnung einer Prozessaktivität.
Für beide Vergleichsverfahren muss der Web Service imARIS SOA Architectvom Service-
entwickler registriert werden. Dafür wird die Schnittstelle des Web Service, d. h. der Inhalt des
WSDL-Dokuments in Form eines Komponentendiagramms der UMLabgebildet. Hinzu kommt
die Abbildung der mit dem Service verbundenen XSD-Datei. Die Nachrichtentypen werden
anschließend aus der Abbildung der WSDL-Dokumente aller Services und verbundener XSD-
Dateien entwickelt. Das Ergebnis des Modellvergleichs wird dem Nutzer in einer graphischen
Benutzerschnittstelle präsentiert. Der Nutzer schätztdie Ergebnisse ein und wählt einen Web
Service aus, der im Anschluss auch visuell an die Prozessaktivit¨ t annotiert wird. Der Ergeb-
nisprozess kann nicht direkt ausgeführt werden. Die Anreicherung um Implementierungsinfor-
mation findet manuell durch den Serviceentwickler statt. Ernutzt die EPK-BPEL-Migration
(vgl. [StIv07a], S. 4). Anschließend werden die konkreten Srvicefunktionen den Prozessakti-
vitäten zugeordnet und z. B. technisches Ausnahmehandelnvorbestimmt.
Bewertung nach Sachzielen
Eine sprachliche Normierung zur Vermeidung von Namenskonflikten wird vom Ansatz nicht
unterstützt. Durch den Einsatz einer Taxonomie können zwar Abstraktionskonflikte vermie-
den werden. Voraussetzung dafür ist natürlich die Entwicklung und die Nutzung einer Taxono-
mie, die für beide am Modellierungsprozess beteiligte Rollen verständlich ist. Fragen der Kon-
sensfindung zwischen Fachexperten und Serviceentwicklernw den nicht behandelt. Vielmehr
scheint eine Konsensfindung gar nicht stattzufinden: Die Zuordnung einer Kategorie der Taxo-
nomie zum Web Service wird bei dessen Registrierung imSOA Architectvom Serviceentwick-
ler unter Beteiligung eines Fachexperten vorgenommen. Eine Normierung der Modellierung
als Voraussetzung für Vermeidung von Strukturkonflikten bi einer verteilten Modellerstellung
wird folglich ebenso nicht berücksichtigt.
Ohnehin wird das Problem der Modellerstellung und -nutzungin der Einreichung nur ange-
rissen. Der syntaktische Mapping-Algorithmus operiert zwischen Geschäftsobjekten und den
Nachrichtentypen aus den Web Services. In Unternehmensdatenmodelle werden Geschäftsob-
jekte unternehmensweit und in ihrer Gänze festgelegt (vgl. [Sche98a], S. 8; [Ste+08b], S. 34).
Gegen das Konzept unternehmensweit vorgegebene Geschäftsobjekte spricht, dass es keine Be-
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reiche im Unternehmen gibt, die nicht informatisch mit allen anderen Bereichen verbunden
sind. Damit verbunden ist eine hohe Komplexität in Verbindu g mit einem hohen Erstellungs-
aufwand, die sie für die Integration der Informationsverarbeitung ungeeignet erscheinen las-
sen (vgl. [MeKl91], S. 308ff). Eine vollständige fachliche Standardisierung wird aufgrund der
Änderungsgeschwindigkeit und Variantenvielfalt der betrieblichen Anwendungsdomäne abge-
lehnt. Zusätzlichen Aufwand bedeutet auch die Entwicklung der Taxonomie, um die Funkti-
onsfähigkeit des semantischen Mapping-Algorithmus sicherzustellen. Angesichts des erwarte-
ten organisatorischen Aufwands bezweifeln STEIN ET AL . selbst den gleichzeitigen Einsatz
beider Algorithmen in der Praxis (vgl. [Ste+08b], S. 35). Der Ansatz nimmt offenkundig ei-
ne Trennung zwischen Modellkonzepten hinsichtlich ihrer Bzugnahme auf realweltliche bzw.
softwaretechnische Aspekte vor. Die Autoren führen die Notwendigkeit dafür ausschließlich
auf den Umstand zurück, dass einer direkten Nutzung von Nachrichtentypen zur Abbildung
des Datenflusses in Prozessmodellen deren hoher Detaillierungsgrad entgegensteht. Der hohe
Abstraktionsgrad eines Geschäftsobjekts begünstige dagen die Konsensfindung.
Deutlich wird, dass dem OrViA-Framework ein zur MDA analoges Verständnis einer Mo-
delltransformation zugrunde liegt. Eine Transformation wird durch Verfeinerung abstrakter
zu Technologie orientierten Modellen vollzogen. Das Modellierungsproblem wird in Hinblick
auf die Unvollständigkeit fachkonzeptueller Modelle in Bezug auf implementierungsrelevan-
te Informationen abgegrenzt. Die schrittweise Verfeinerug der fachlichen Prozessmodelle mit
technischen Details wird explizit beschrieben. Implizit grenzen sich zugleich die am Model-
lierungsprozess beteiligten Rollen Modellierungsexperte, Fachexperte und Serviceentwickler
ab. Ein Modellierungsexperte erstellt unter mithilfe des Fachexperten das Quellmodell, dass
im Anschluss vom Serviceentwickler formal abgebildet wird. Eine Steuerung der Transforma-
tion ist durch den Ansatz explizit vorgesehen. Der Nutzer kann die Ergebnisse des Mapping-
Algorithmus bewerten und die Zuordnung direkt beeinflussen. Nicht-funktionale Anforderun-
gen werden innerhalb des Frameworks nicht bzw. nur am Rande erwähnt. Beschreibungsmittel
für nicht-funktionale Anforderungen sind der Einreichung nicht zu entnehmen. Ihr Einfluss bei
der sukzessiven Verfeinerung der Prozessmodelle wird nicht beschrieben. Ein Migrationsalgo-
rithmus ist der Einreichung nicht zu entnehmen. Die Autorenv rweisen allein auf die Identifi-
kation von Mustern im Prozessmodell (vgl. [Ste+08a], S. 315).
Bewertung nach Formalzielen
Die Überführung von Geschäftsprozessmodellen auf BPEL-Modelle erfolgt semiautomatisch.
Die Überprüfung, ob fachliche Anforderungen korrekt umgesetzt wurden, verbleibt als manu-
elle Aufgabe beim Fachexperten. Die schrittweise Verfeineru g der Modelle erlaubt die Veri-
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fikation der Zwischenergebnisse der Transformation durch die Modellnutzer. Da die Methode
auf ein Eins-zu-eins-Mapping zwischen Prozessaktivitäten und Web Services fokussiert, ist das
Nachvollziehen der hinzugefügten Aussagen im Quellmodell ohne weiteres möglich. Ein inte-
griertes Vorgehensmodell zur Modellerstellung und -nutzung wird im OrViA-Framework nur
am Rande diskutiert. Die Vorgehensbeschreibung fokussiert eher die generelle Durchführung
von Projekten bei der Entwicklung von Servicekompositionen.
Zusammenfassung
Es wird ein Abgleich zwischen der Beschreibung von Datenflüssen in Geschäftsprozessmodel-
len und der Spezifikation von Input- und Outputdaten innerhalb von Web Services vorgeschla-
gen (vgl. Tabelle 10). Im Zentrum des Verfahrens steht ein rein auf syntaktischen Strukturen
basierender Vergleich zwischen einer Prozessaktivität und den verfügbaren Servicefunktionen
(vgl. [Ste+08b], S. 33). Der Algorithmus muss gemäß Annahme 1 als relativ unscharf ein-
geschätzt werden, was in Konsequenz zu einer hohen Anzahl an möglichen Servicefunktionen
für eine Prozessaktivität führt.
Nr. Anforderung Bewertung 













Hierarchisierung fachsprachlicher Ausdrücke 
Normierte Modellierung (Einschränkung der Modellierungsfreiheit) 
Vorgehen/Algorithmus zur Auflösung des Domänenkonflikts 
Einsatz gleicher Sprachmittel in beiden Domänen 
Gleichzeitig eingesetzte Sprachmittel beeinflussen Modellzweck nicht negativ 
Steuerung der Transformation durch den Nutzer 
Berücksichtigung nicht-funktionaler Anforderungen 















Effizienz der Transformation 





 Gesamtergebnis 24 ( 46 %) 
 
Tabelle 10: Bewertung von STEIN ET AL .
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5.4 Zusammenfassung
Abschnitt 5.3 hat gezeigt, dass keiner der untersuchten Ansätze die aufgestellten Anforderungen
vollständig erfüllen kann. In Tabelle 11 sind die Ergebnisse aller untersuchten Ansätze zusam-
mengefasst. Werkzeuge wieService-ComundCAT lassen einen starken Bezug zumComputer
Aided Software Engineering (CASE)erkennen. Die Anwendung dieser Werkzeuge scheint aus-
schließlich für eine Domäne – nämlich die Entwurfsphaseder Systementwicklung – praktikabel
zu sein. OUYANG ET AL . leiten zwar die Migration von BPMN zu BPEL systematisch an,das
Problem des Domänenkonflikts und alle anderen, davon abhängigen Kriterien werden allerdings
nicht berücksichtigt.
Nr. Anforderung 1 2 3 4 5 













Hierarchisierung fachsprachlicher Ausdrücke 
Normierte Modellierung (Einschr. der Modellierungsfreiheit) 
Vorgehen/Algorithmus zur Auflösung des Domänenkonflikts 
Einsatz gleicher Sprachmittel in beiden Domänen 
Sprachmittel beeinflussen Modellzweck nicht negativ 
Steuerung der Transformation durch den Nutzer 
Berücksichtigung nicht-funktionaler Anforderungen 























































Effizienz der Transformation 

















 Gesamtergebnis 16 17 21 33 24 








Ansatz von Ouyang et al. 
Ansatz von Störrle und Glock 
Papazoglou et al. 
Sirin et al. 
OrViA-Framework 
     
 
Tabelle 11: Evaluationsergebnisse
Eine Nutzung des Migrationsalgorithmus kommt allerdings erst dann in Frage, wenn aus
dem Ergebnis des Modellvergleichs ein scharfes Quellmodell für die Migration entsteht, sodass
sie ohne weiteres gelingen kann. Das kann darauf zurückgeführt werden, dass die Autoren ein
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abweichendes Verständnis über das Modellierungsproblem zugrundelegen. Die Notwendigkeit
zur Berücksichtigung von Qualitätsanforderungen an fachkonzeptuelle Modelle wird in allen
Ansätzen nur oberflächlich beachtet. Hinweise auf unterschiedliche Modellzwecke in der je-
weiligen Domäne fallen deshalb meist knapp aus. Die Konsensfindung über gemeinschaftlich
genutzte Konzepte wird in allen Ansätzen weitgehend ignoriert. Es bleibt unklar, wie die Me-
thoden einen Bezug zur Organisation herstellen. Ein Vorgehensmodell, dass die Nutzung der
produktbezogenen Methodenfragmente systematisch anleitet, findet sich nur bei PAPAZOGLOU
ET AL . Alle anderen Ansätze beschreiben nur die sprachlichen Konzepte und deren Beziehun-
gen.
Aus der Evaluation kann ein weiteres zentrales Defizit existierender Lösungsverfahren er-
kannt werden: Keine Methode ist in der Lage alle drei Szenariaus Abschnitt 1.2 modell-
gestützt zu unterstützen. Dafür muss eine Methode Modelle aus mehreren Domänen mit-
einander abgleichen können. InSzenario 1müssen Prozessmodelle aus verteilten Modellie-
rungsprojekten (vgl. Abschnitt 4.3.3) verglichen werden.In denSzenarien 2und 3 stammen
Anforderungs- und Servicemodell aus verschiedenen Domänen (vgl. Abschnitt 4.1.4). Deshalb
muss eine Methode entwickelt werden, die sich auf die im Abschnitt 4.4 aufgestellten Anforde-
rungen stützt und die eine Flexibilität in Bezug auf die zuintegrierenden Domänen vorsieht.
Für die Migration liefern OUYANG ET AL . sowie STÖRRLE und GLOCK wichtige Hinweise,
auf deren Basis weiterentwickelt werden kann. Komplett neuzu entwickeln ist eine Systematik
für eine modellgestützte Methode, die auf den erarbeiteten theoretischen Grundlagen aufbaut.
Der Schwerpunkt der Entwicklung liegt erstens im Bereich der Transformation auf der Behand-
lung des Domänenkonflikts und der Bezugnahme auf die Organisation und zweitens auf der





Kapitel 5 hat gezeigt, dass kein Verfahren für eine fachlich getriebene Entwicklung von Service-
kompositionen geeignet ist. Es wird deshalb eine eigene Method entwickelt. Die Erstellung der
Methodenfragmente wird in diesem Kapitel vorbereitet. DemBegründungsmanagement fol-
gend, werden im Abschnitt 6.1 wichtige Entwurfsentscheidungen im Vorfeld der Methodenent-
wicklung dokumentiert (vgl. [Ros+04], S. 373; [Ros+00], S. 2041). Im Abschnitt 6.2 wird durch
die Vorstellung einer neuen Modellierungsebene zwischenSprachbildungund Sprachnutzung
(vgl. Abschnitt 2.1.5) auf einen systematischen Ansatz hingearbeitet.
6.1 Forderung nach Richtlinien
Das Modellierungsproblem in dieser Arbeit wurde gemäß Abschnitt 4.1.4 als Anforderungs-
modellierung vor dem Hintergrund einer Menge an – je nach Szenario – alternativen zukünf-
tigen oder existierenden Softwarelösungen abgegrenzt. Als essentiell wurde festgestellt, dass
die Auflösung des – unvermeidlichen – Domänenkonflikts voraussetzt, dass die Anforderungs-
modellierung strukturierter als bisher erfolgen muss und gleichzeitig die fachkonzeptuelle Mo-
dellierung des Service eine nachvollziehbare Verbindung zur fachlichen Ebene erfordert (vgl.
Annahme 12 und Annahme 13). Gemäß Abschnitt 4.1.4 wird davon usgegangen, dass sowohl
im Anforderungsmodell als auch im Servicemodell bei der ModellerstellungTransformations-
arbeit geleistet werden muss, um die Auflösung des Domänenkonflikts zu ermöglichen (vgl.
Abschnitt 4.1).
Transformationsarbeit wird dann geleistet, wenn währendder Modellerstellung das Modell
für die Modellverwendung vorbereitet wird. Dies ist gemäß Abschnitt 4.4 dann der Fall, wenn
die in den Modellen enthaltenen Informationen für die Aufgabe der Modelltransformation
präpariert werden. Alle notwendigen Voraussetzungen dafür wurden im Abschnitt 4.4 darge-
legt. Als Kernpunkte wurden der Einsatz domänenspezifischer Sprachkonstrukte (vgl. Anforde-
rung 1, Anforderung 2 und Anforderung 3) und die Einschränkung der Modellierungsfreiheit
unter Beachtung des domänenspezifischen Modellzwecks (vgl. Anforderung 4, Anforderung 6
und Anforderung 7) erarbeitet. Dies ist mit Modellierungsmethoden, so wie sie im Abschnitt 2.3
beschrieben sind, aus zwei Gründen nicht zu leisten:
1. Eine Modellierungsmethode geht erstens stets nur auf dieErst llung von Modellen ein
und nimmt keinen Bezug auf die Modellverwendung oder fernerauf die Anwendungs-
domäne. Konzeptuelle Modellierungssprachen sind weitgehend domänenneutral.
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2. Eine Modellierungsmethode besteht zweitens nur aus integr erter Sprach- und Vorge-
hensbeschreibung. Die Problemlösungstechnik ist kein Methodenbestandteil (vgl. Ab-
schnitt 2.3). Dieser Punkt ergibt sich implizit aus Punkt eins.
Modellierungsmethoden eignen sich deshalb nicht per se für eine modellgestützte Pro-
blemlösung (vgl. Anforderung 13). Soll bei der Modellerstllung bereits Transformationsarbeit
geleistet werden, kommt zur Sprach- und Prozessbeschreibung nnerhalb der Modellierungs-
methode ein weiterer Aspekt hinzu: Stets begibt man sich in eine bestimmte Anwendungs-
domäne, mithin intendiert die Modellierung eine bestimmte Modellverwendung (vgl. [KeTo08],
S. 6f). Um eine an der Modellverwendung orientierte Modellerst llung gemäß Abschnitt 4.4 zu
gewährleisten, erscheint der Einsatz von Richtlinien während der Modellerstellung erstrebens-
wert zu sein. Die Einhaltung von Richtlinien bei der Modellierung muss garantieren, dass die
erstellten Modelle für die Modellverwendung zur Lösung des Transformationsproblems ent-
sprechend Abschnitt 4.1.4 geeignet sind.
Im Abschnitt 4.4 wurde die Entwicklung von Algorithmen zur Bewältigung des Domänen-
konflikts und zur Migration des Zuordnungsmodells in ein BPEL Modell gefordert (vgl. Anfor-
derung 5 und Anforderung 10). Eine Methode zur modellgetrieben n Entwicklung von Service-
kompositionen gemäß dem im Abschnitt 1.2 formulierten Forschungsziel dieser Arbeit besteht
also nicht nur aus integrierten Sprach- und Vorgehensbeschr ibungen der beteiligten Model-
lierungssprache(n) und der Problemlösungstechnik, sondern auch aus Richtlinien, die eine am
Modellzweck orientierte Modellierung gewährleisten. Richtlinien ermöglichen den Einsatz der
Problemlösungstechnik, beides zusammen kann unter dem int ntionalen Aspekt der Modellie-
rung subsumiert werden. Der Begriff derRichtlinie wird folgendermaßen definiert:
Richtlinien Resultieren in einer eingeschränkten Modellierung und beinhalten den intentio-
nalen Aspekt des Modellierungsprozesses. Der intentionale Aspekt hat insoweit Auswir-
kungen auf die Art der Entwicklung der Methode, da dieser nicht mit klassischen Mitteln
der Metamodellierung, also Daten- und Prozessmodellierung, beschreibbar ist. Gleichzei-
tig wirkt er bei der Modellerstellung mit der Sprach- und Vorgehensbeschreibung einer
Modellierungsmethode zusammen.
In der konzeptuellen Modellierungsforschung gibt es bisher keineRichtlinien im Sinne des
Zwecks der modellgestützten Problemlösung.62 Richtlinien im Verständnis der vorliegenden
62Richtlinien in der konzeptuellen Modellierungsforschungwurden bisher ausschließlich mit Bezug auf Qua-
litätssicherung von Modellen diskutiert. EntsprechendeRichtlinienbei der Modellerstellung sichern die ma-
nuelle Vergleichbarkeit von Modellierungsergebnissen. Beispielsweise haben sie die Aufgabe der Operatio-
nalisierung derGrunds̈atze ordnungsgem̈aßer Modellierung (GoM)zum Zwecke der Organisationsgestaltung
(vgl. [Kuge00], S. 104ff). Der Modellierer wird im Modellierungsprozess auf Richtlinien verwiesen, die Beach-
tung finden sollten. Namenskonventionen erzwingen die einheitliche Verwendung von Begriffen und erhöhen
damit die semantische Vergleichbarkeit von Modellen (vgl.[Bec+95], S. 438f). Stark vom Modellierungs-
138 VORBETRACHTUNGEN
Arbeit führen dazu, dass der Modellierer automatisch das Richtige tut – im Sinne der Pro-
blemlösung. Sie werden als Vorgaben verstanden, welche die Wahl konkreter Modellelemente
für einen bestimmten fachlichen Sachverhalt einschränken. Werden diese Richtlinien eingehal-
ten, so kann die serviceorientierte Architektur modellgestützt konfiguriert werden. Richtlinien
sind die Lösung für die im Abschnitt 4.4 dargelegten Anforderungen 1 bis 7, da sie folgende
Wirkung entfalten:
Eingeschr änkte Modellierung Richtlinien resultieren in einer erzwungenen Nutzung der
Modellierungssprache oder in Grenzen der Nutzbarkeit der Mthode abhängig von der
vorliegenden Problemdomäne (A4, A6).
Bezug zur Anwendungsdom äne Richtlinien sind domänenspezifisch. Ihre Nutzung resul-
tiert in einer domänenspezifischen Modellierung (A1, A2, A3).
Nutzbarkeit der Probleml ösungstechnik Für eine Problemlösung obliegt den Richtlini-
en, eine echte Beziehung zwischen dem (u. U. realweltlichen) Objekt und dem Modell
zu etablieren (A7). Richtlinien als Methodenbestandteil sorgen für eine Integration der
Modellierungssprache mit der Problemlösungstechnik (A5).
Fachexperten und Serviceentwickler sollen ihren Gegenstand bereich unabhängig voneinan-
der in ihrer jeweiligen Domäne modellieren können. Dabeidarf der Modellierungsprozess in der
Fachdomäne nicht durch Implementierungsdetails beeinträch igt werden (vgl. Anforderung 7).
Allerdings sollen die individuell entworfenen konzeptuellen Modelle anschließend für die mo-
dellgestützte Entwicklung von Servicekompositionen verwendbar sein. Die Anwendung einer
automatisierten Problemlösungstechnik verlangt nach einem Subjekt-invarianten Verständnis
der modellierten Daten. Um ein gemeinsames Verständnis über bestimmte Daten innerhalb von
zwei (oder mehr) voneinander getrennten Domänen zu erreichen, wird in den Modellierungs-
prozess eingegriffen. Der Einsatz von Richtlinien hilft bei d r Steuerung des Prozesses der
Beschreibung von bestimmten Daten sowohl in Anforderungs-als auch in Servicemodellen.
Ein gemeinsames Verständnis über Modelle aus beiden Dom¨anen wird durch die Einhaltung
von Richtlinien bei der Modellierung erzwungen. Unter Richtlinien erstellte Modelle schaf-
fen strukturierte, formal auswertbare Kerne in den mit semifor alen Mitteln beschriebenen
Anforderungs- und Servicemodellen. Ein Vergleich der formalen Kerne erlaubt Rückschlüsse
zweck abhängige Modelleigenschaften sind der Detaillierungsgrad der Beschreibung sowie die Attributierung
von Modellelementen. Sofern der Modellierungszweck nichtformal spezifizierbar ist, solange ist auch eine
exakte Vorgabe des Detaillierungsgrades problematisch. Konventionen können hier Hinweise zum angestreb-
ten Detaillierungsgrad der Beschreibung geben. Sie sind keine formalen Regeln, sondern nur Anhaltspunkte,
welche die Modellierung lenken. Hingegen können Attribute als verpflichtend gekennzeichnet werden, sofern
dies z. B. für die Simulation der Modelle zweckmäßig ist. Layoutkonventionen regeln die grafische Anordnung
der Modellelemente, deren Attribute und die Beziehungen zwischen den Modellelementen. Sie sind abhängig
vom Modelltyp (vgl. [Rose00], S. 71) und dienen der gesteigerten Lesbarkeit, Klarheit und Vergleichbarkeit
der Modelle.
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auf die informalen Teile und damit die unscharfe Auflösung des Domänenkonflikts mit der in
Anforderung 5 geforderten Problemlösungstechnik (vgl. Abschnitt 4.3.1). Da bereits Transfor-
mationsarbeit im Modellbildungsprozess stattgefunden hat, ist die semantische Lücke deutlich




























    










Abbildung 30: Richtlinien zwingen zu einer zielorientiertn Modellerstellung
In Abbildung 30 spiegelt sich dieser Sachverhalt auf der linken Seite durch einen weni-
ger steilen Anstieg von realweltlicher Domäne zum Anforderungsmodell wieder. Rechts im
Abstraktions-Transformations-Diagramm wird deutlich, dass auch bei der Modellierung von
Services Bezug zur Realwelt genommen wird.
6.2 Integration der Richtlinien
6.2.1 Grundlagen
In der systematischen Einführung von Richtlinien bei der Modellierung liegt ein Hauptaspekt
dieser Arbeit. Dies sollte aus folgenden Gründen auf generische Art und Weise erfolgen: Zum
einen ist die Steuerung des Modellierungsprozesses durch Richtlinien abhängig vom spezifi-
schen Problem, welches auf modellgetriebenem Weg gelöst werden soll. Der Grundanwen-
dungsfall ist dabei stets derAbgleichzwischen Domänen durch die Auflösung des Domänen-
konflikts. Der Domänenkonflikt besitzt unterschiedliche Facetten (vgl. Abschnitt 5.4). So han-
delt es sich je nach Szenario im modellgestützten Management einer SOA um andere Domänen,
die beim Vergleich zu Konflikten führen (vgl. Abschnitt 1.1): Im Szenario 1zwingt die organisa-
tionsweite Serviceidentifikation zur automatisierten Auswertung u. U. verteilt entworfener Pro-
zessmodelle. Ggf. wird zwar der gleiche Gegenstandsbereich mit der gleichen Darstellungstech-
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nik beschrieben, nichtsdestotrotz liegt hier ein Domänenkonflikt vor, weil eine unterschiedliche
Sprache und Vorgehensweise im Modellierungsprozess nichtausgeschlossen werden kann. Im
Szenario 2wurde insbesondere der Domänenkonflikt zwischen Modellender Analyse- und Ent-
wurfsphase im Systementwicklungsprozess herausgearbeitet (vgl. Abschnitt 4.3). ImSzenario
3 liegen analog die gleichen Domänen vor.
Zum anderen ist die Auflösung diverser Sprachkonflikte und die Schaffung eines gemeinsa-
men Verständnisses bestimmter (zunächst natürlichsprachlicher) Begrifflichkeiten innerhalb ei-
nes Projekts bzw. einer Problemstellung wesentlicher Treibe für die Einschränkung der Model-
lierungsfreiheit durchRichtlinien. Eine Fachsprache entwickelt sich immer im Laufe der Zeit;
ihr Vokabular und ihre Grammatik liegen nicht starr fest, sondern sind das Resultat der Sprach-
nutzung in einer Sprachgemeinschaft (vgl. Abschnitt 2.1).Die Spezifikation der domänenspe-
zifischen Richtlinien auf Metamodellebene erscheint vor dem Hintergrund eines dynamischen
Wandels problematisch. Der Prozess der Konsensfindung sowie die Ergebnisse müssen in der
Methode explizite Berücksichtigung finden. Ein domänensp zifisches Vokabular und die ein-
geschränkte Nutzung der Modellierungssprache ermöglichen überhaupt erst die Erreichung der
Ziele: Modellvergleichbarkeit und automatisierte Auswertba keit von Modellen.
Im Ergebnis ist es nötig, (Modell-)Konstrukte zu schaffen, die in den unterschiedlichen
Domänen gemeinsam benutzt werden, ohne dabei ihren Domänen spezifischen Einsatzzweck
zu verlieren. Insbesondere muss hier eine Adaptierbarkeitan die unterschiedlichen Domänen
möglich sein und der Adaptionsprozess in den eigentlichenModellierungsprozess eingebunden
sein. Hierzu muss ein Rahmenwerk geschaffen werden, welches die Grenze zwischen Sprach-
gestaltung und Sprachnutzung zumindest schwächt.
Annahme 17: Umzusetzen ist das Konzept der Richtlinie nur, wenn die strikte Separie-
rung von Sprachbildung und Sprachnutzung aufgeweicht wird.
Zudem darf dieses Rahmenwerk nicht den Modellierungsprozess erschweren, sondern muss
ihn im Gegenteil unterstützen. Für beide Aspekte: die Vermeidung von Sprach- und Struk-
turkonflikten bzw. die Auflösung des Domänenkonflikts als auch die problemspezifische Ad-
aption der Methode muss das Vorgehensmodell innerhalb der modellgestützten Methode ein
iteratives Vorgehen auf verschiedenen Modellierungsebenn definieren. Gleichzeitig bedeutet
dies die Verschmelzung von Sprachnutzung und Spracherstellung. Für die Entwicklung von
Richtlinien wird deshalb eine neue Modellierungsebene eingeführt, die sich nach klassischem
Metaisierungsverständnis zwischen Metamodell- und Objektmodellebene positioniert (vgl. Ab-
schnitt 2.3).
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6.2.2 Richtlinien und das Prinzip der Metaisierung
Die Beziehung zwischen Elementen unterschiedlicher Ebenen der Modellierung kann sowohl
allein zwischen zwei Ebenen oder über die gesamte Metamodellhierarchie hinweg betrachtet
und dabei verschieden interpretiert werden. Im folgenden Abschnitt sollen Unterschiede in der
Interpretation der Interebenenbeziehung herausgearbeitet und ein neues Ebenenkonzept vorge-
stellt werden.
Sprachwissenschaftliche Interpretation der Interebenen beziehung
Aus sprachwissenschaftlicher Sicht bildet eine Modelleben Mi ein Typsystem (System von
Zeichenklassen) für eine Ebene Mi-1 (vgl. [Stra96], S. 42). Die Interebenenbeziehung eines
einzelnen Elements der Ebene Mi-1 ist als Realisierung genau eines Elements der Ebene Mi
zu verstehen. Durch wiederholt angewendete Realisierung entsteht die Metamodellhierarchie.
Jedem Modellelement wird unterstellt, sowohl Realisierungs- als auch Typcharakter zu besitzen
(vgl. [AtKü00a], S. 2). Beide Aspekte liegen stets vor, müssen aber im Modell nicht gleichzeitig
repräsentiert sein (vgl. [Gehl07], S. 60).
Eine verwandte Interpretation der Interebenenbeziehung liegt der Objektorientierung zugrun-
de. Der durch die MOF definierte und in der WI häufig verwendete Meta-Begriff der OMG
bezeichnet die Beziehung zwischen Metamodell einer Sprache und den damit explizierten Mo-
dellen als Instanziierung. Die MOF ist in das Umfeld abstrakter Softwaretechnik-Konzepte ein-
gebettet, so dass die Hierarchie auf der Ebene M0 konkrete Daten vorsieht (vgl. [OMG 02],
S. 2f). Demzufolge werden unter Metamodellen auf M1 eher Datenmodelle verstanden. Die In-
stanziierung wird als Konkretisierung einer Klasse gesehen (vgl. [AtKü01], S. 20; [AtKü00b],
S. 310f).
Sowohl die sprachwissenschaftliche Perspektive als auch die objektorientierte Betrachtungs-
weise beschreiben eine Interebenenbeziehung, die alsseichte Instanziierungcharakterisierbar
ist (vgl. [AtKü01], S. 20). Es liegt nur eine Art von Instanziierungsbeziehung zwischen Zei-
chenklasse und Zeichen vor und sie existiert stets nur zwischen zwei benachbarten Metaebenen.
Jeder Instanz muss sich genau ein Modellelement auf der übergeordneten Ebene zuordnen las-
sen, als dessen Ausprägung es interpretiert wird. Im Verständnis der seichten Instanziierung ist
jede Einflussnahme eines Typs von Zeichen ausschließlich auf dessen unmittelbare Exemplare
beschränkt (vgl. [AtKü01], S. 20). So ist in der Objektorientierung nach einer Instanziierung
von Klasse zu Objekt, Attribut zu Attributwert und Assoziation zu Kante keine weitere Instan-
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ziierung möglich (vgl. [AtKü01], S. 20). Ein Typ hat damitkeinen Effekt auf Modellelemente,
die sich durch weitere Instanziierungsschritte ergeben (vgl. [AtKü01], S. 20).63
Generische Interpretation der Interebenenbeziehung
Bisher liegt der Interebenenbeziehung ein rein sprachlicher Metabegriff zugrunde. Im diesem
Verständnis wird ein sprachbasiertes Metamodell als ein Modell einer Sprache (M1M) definiert,
deren Anwendung zum Modell (M0M) führt. Solange die Untersuchungen auf genau zwei Ebe-
nen der Modellierung – Sprachbildung und Sprachnutzung (vgl. Abschnitt 2.1.5) – beschränkt
bleiben, kann dieser einfachen sprachwissenschaftlichenSichtweise auf die Interebenenbezie-
hung gefolgt werden. Getrieben durch die Idee der Einschränkung der Modellierungsfreiheit
müssen allerdings die Grenzen zwischen Sprachnutzung undSprachbildung genauer betrach-
tet werden. Dabei lässt sich ein fließenderÜbergang zwischen dem Metamodell (M1 ) – im
Sinne des konzeptionellen Datenmodells der Methode – und dem Objektmodell (M0M) feststel-
len. Das Metamodell legt darstellbare Informationen fest.Beim Übergang zum Objektmodell
nimmt der Anteil der Sprachbeschreibung eine immer untergeordnetere Rolle ein. Das Metamo-
dell wird weiter darin eingeschränkt, was mit ihm darstellbar ist. Die Definition der Sprache tritt
dabei immer mehr in den Hintergrund bei gleichzeitiger Einschränkung auf eine Domäne. Diese
Unschärfe macht eine eindeutige Abgrenzung der Begriffe Metamodell und Modell schwierig.64
Der eigentliche sprachwissenschaftliche Metamodellbegriff ist nur klar abgrenzbar, wenn man
63Werden in Metamodellhierarchien mit multiplen Metaebenenvo Elementinstanzen wiederum Instanzen ge-
bildet, führt dies zu den unerwünschten Effekten derunklaren Klassifikationund derKonzeptreplikation
(vgl. [AtKü01], S. 20ff). Zurunklaren Klassifikationführt – in einer Metamodellhierarchie mit drei Ebenen
– der Fall, dass auf M2-Ebene Aussagen dahingehend getroffen werden, wie Instanzen auf Ebene M0 ausge-
formt und wie diese miteinander zu verbinden sind (vgl. [AtKü01], S. 20ff; [Álv+01], S. 38f). Im Zusam-
menspiel mit auf Ebene M1 bezüglich M0 getroffenen Aussagen tritt das Problem auf, einem Modellelem nt
auf M0 nicht eindeutig einen einzigen Typ zuordnen zu können. Um bei einer seichten Instanziierung Aussa-
gen über mehr als einen Instanziierungsschritt hinweg zu erhalt n, können diese mit Hilfe von zusätzlichen,
künstlichen Konzepten getroffen werden. Diese stehen stellvertretend für Instanzen weiter unterliegender Ebe-
nen (vgl. [AtKü01], S. 21f), was der Typisierung von Elementen innerhalb einer Metaebene entspricht. Damit
existieren aber immer noch zwei zulässige Zeichenklassenfür ein Zeichen auf Objektmodellebene. Eine von
beiden ist im Sinne der seichten Instanziierung verboten. Schwierig einzuordnen ist die Ebenen übergreifen-
de Instanziierungsbeziehung zwischen dem künstlichen Konzept und der eigentlichen Instanz. Als Folge der
Replikation von Konzepten liegen Informationen auf verschiedenen Modellierungsebenen mehrfach vor. Die
Bedeutung jedes Instanziierungsschrittes zwischen den Eben muss also klar definiert sein. Potentiell führen
die feinen Unterschieden über das Verständnis der jeweiligen Instanziierung zu Missverständnissen bei der Mo-
dellierung und damit zu Inkonsistenzen im Modell. Nicht zuletzt resultiert die Replikation von Konzepten in
einer steigenden Anzahl an Elementen pro Modellierungsebene und zu einem erhöhten Modellierungsaufwand.
Hinzu kommt eine Beeinträchtigung der Verständlichkeitd r Modelle innerhalb der betrachteten Metamodell-
hierarchie.
64Es stellt sich die Frage, ob es sich bei Metamodellen stets umDatenmodelle handeln muss, bzw. ob generische
Modelle, d. h. Modelle, die Daten zu deren Anpassung beinhalten, stets auch Metamodelle sind. Weiterhin ist
fraglich, ob Daten, die andere Daten in Beziehung setzen, stts auf einer höheren Ebene im MOF liegen, was
eine interessante Perspektive auf dieRelationship-Typenim ERM Modell wirft (vgl. [Chen76], S. 9ff).
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völlig domänenunspezifische Objekte und Beziehungen definiert. Alles andere ist dann vom
Modell nicht mehr klar abgrenzbar. Im Zuge der Forderung nach der systematischen Einführung
von Richtlinien ist diese Unschärfe problematisch. Im Folgenden soll deshalb eine scharfe Ab-
grenzung der Ebenen vollzogen werden.
Gemäß den Ausführungen im Abschnitt 6.1 sind Richtliniendomänenspezifisch. Um die
Trennung zwischen M1-Ebene und Ebene M0 aufrecht zu erhalten, muss eine Zwischenebe-
ne eingeführt werden, die quasi das Bindeglied zwischen den domänenunspezifischen Konzep-
ten auf Ebene M1 und den Instanzen auf M0-Ebene bildet. Auf M1 werden Konzepte geschaf-
fen, die auf M0-Ebene zur Modellierung des Gegenstandsbereichs benutzt werden sollen. Wie
ein Konzept Ebene M1 in einer Domäne benutzt werden soll, legen die Richtlinienfest, deren
Einführung formal die Schaffung einer neuenZwischenebenebedeutet. Auf dieser Ebene wird
angegeben, wie modelliert werden soll. Die Richtlinien nehm n dort systematisch Einfluss auf
die Anwendung der Sprache. Ein domänenunspezifisches Konzept der M1-Ebene kann auf un-
terschiedliche Art und Weise benutzt werden. Die Instanzenauf der Zwischenebene sind gerade
die verschiedenenMöglichkeiten. Eine Modellierung auf M0 erfolgt dann unter Einhaltung der
vorgegebenen Möglichkeiten. Damit ist das Konzept der eingeschränkten Modellierung um-
gesetzt. Abbildung 31 verdeutlicht den Unterschied zwischen dem sprachwissenschaftlichen





























































































Abbildung 31: Generische Interpretation der Interebenenbeziehung
Auf M 1-Ebene im Verständnis der vorliegenden Arbeit liegt beispi l weise das Konzept einer
Sẗuckliste, auf M0-Ebene dieSẗucklisteselbst – als Modell des Gegenstandsbereichs – und da-
zwischen die Richtlinie im Sinne einer Anweisung, wieSẗucklisten– abhängig von der Domäne
und vom Modellzweck – zu modellieren sind. Genauso kann einePersonals domänenunspezifi-
sches Konzept auf M1 abgebildet werden. Eine Richtlinie gibt dann beispielsweie an, wie eine
Person, die in einer spezifischen Domäne (z. B. Universität) einStudentist, modelliert werden
soll bzw. muss. Im Ergebnis wird das domänenunspezifische KonzeptPersonauf M0-Ebene
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anders benutzt, wenn es sich um einenStudentenoder um einenMitarbeiter handelt. Genau
die Möglichkeiten werden – im Sinne eingeschränkter Modellierung – vorgegeben, was in neu-
artigen Konzepten auf der Zwischenebene resultiert (vgl. Abschnitt 7.1). Nichtsdestotrotz exi-
stieren jetzt immer noch Interebenenbeziehungen, aber nicht im einfachen zweidimensionalen
sprachwissenschaftlichen Verständnis, sondern im Verständnis, dass Richtlinien dazwischenlie-
gen. Dafür muss in den folgenden Abschnitten die harte Trennung zwischen Sprachbildung und
Sprachnutzung aufgeweicht werden.
6.3 Zusammenfassung
In dem vorangegangenen Kapitel wurde dargelegt, wie Richtlinien auf Basis eines neuen Ebe-
nenkonzepts als Fragment der modellgestützten Methode genutzt werden können. Richtlini-
en bewirken die eingeschränkte Nutzbarkeit der Methode, um die Modelltransformation zu
ermöglichen. Die Richtlinien und das zugrundeliegende, generische Interebenenverständnis
wurden in den Ausführungen im Abschnitt 6.2 sehr allgemeinbetrachtet. Eine explizite Be-
schreibung, wie eine Instanziierung zwischen den verschieden n Ebenen zu verstehen ist, er-
folgt in folgendem Kapitel 7.
7 Description Kit-Ansatz
Im Kapitel 7 wird eine Methode vorgestellt, welche durch dieE nführung vonBeschreibungs-
rahmen– sogenanntenDescription Kits– sowohl eine Einschränkung der Modellierungsfreiheit
in Bezug auf natürlichsprachliche Aspekte in fachkonzeptu llen Modellen erlaubt, als auch ei-
ne restriktive Benutzung bestehender Modellierungssprachen ermöglicht. Das Ergebnis ist eine
an Richtlinien orientierte konstruktive Einschränkung der Freiheitsgrade bei der Prozess- und
Servicemodellierung, was die Verwendung von semiformalenModellen für das Transformati-
onsverfahren ermöglicht. Die Methode wird alsDescription Kit-Ansatzbenannt (vgl. [Juh+08],
S. 95ff).
Für die Einführung des Description Kit-Ansatzes werden Ergebnisse der vorangegangenen
Abschnitte aufgegriffen und die modellgestützte Methodegemäß den Anforderungen von Kapi-
tel 4 geschaffen. Hierfür werden zunächst die Sprachmittel eingeführt, die für die Beschreibung
der Richtlinien verwendet werden (Abschnitt 7.1). Der Definitio der Sprachkonstrukte schließt
sich die Spezifikation des konkreten Syntax der Methode an. Anschließend werden die identifi-
zierten Sprachmittel genutzt, um konkrete Problemlösungtechniken für die Methode zu erstel-
len (Abschnitt 7.2). Schließlich werden Aktivitäten ermittelt, welche die Richtlinien entweder
erstellen und verwenden oder die Modelltransformation durchf¨ hren. Das Kapitel schließt mit
einer Zusammenfassung.
7.1 Sprachmodell
Für die Entwicklung und Integration von Richtlinien sowieihre Anwendung bei der Model-
lierung wird mit dem Description Kit-Ansatz (DKA) eine neueMethode vorgestellt, mit der
auf generische Art und Weise die Entwicklung domänenspezifischer Sprachkonstrukte sowie
deren zielorientierten Einsatz in konzeptuellen Modellenermöglicht. Generisch bedeutet, dass
die technische Basis der Methode bei der Lösung aller drei Sz narien aus Abschnitt 1.1 gleich
ausgelegt ist.
Das Einhalten einer Richtlinie in Modellen wird im DKA durchdie Nutzung von Beschrei-
bungsrahmen gewährleistet. EinBeschreibungsrahmen(engl. Description Kit) repräsentiert
eine Richtlinie dafür, wie während der Modellierung Sachver alte in Analysemodellen (z. B.
Objekte, Vorgänge etc.) beschrieben werden sollen – ganz im Sinne der Einschränkung der
Modellierungsfreiheit. Dem Modellierer muss die Möglichkeit der Einflussnahme auf die Aus-
gestaltung der Richtlinie gegeben werden. Ausgestaltete Richtlinien repräsentieren konkrete
fachliche Information im Fachmodell und konkretisieren die Vorstellung des Modellierers auf
rein sprachlicher Ebene im Rahmen der Richtlinie.
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7.1.1 Umsetzung von Richtlinien
Gemäß Abschnitt 6.1 erlaubt der Einsatz von Richtlinien deim Forschungsziel (vgl. Ab-
schnitt 1.2) angestrebten semiautomatisierten Transformationsprozess. Die Umsetzung der Idee
der Modellierung unter Richtlinien resultiert im DKA in folgender, grundlegender Konzepthier-
archie:
Description Ist eine Beschreibung eines Sachverhalts im Rahmen einer Richtlin e.
EineDescriptionkonkretisiert auf einer rein sprachlichen Ebene die Vorstellung des Model-
lierers über einen Sachverhalt im Anforderungs- und Servic modell. Eine Modellierung mit De-
scriptions führt zu einer steigenden Ausgestaltung der Beschreibung realweltlicher Phänome-
ne, Objekte und Objektzustände und damit zur Möglichkeit, den Domänenkonflikt aufzulösen
(vgl. Anforderung 5). Dabei kann alles modelliert werden, was für den Modellierer wichtig ist.
Solange man bei der Modellierung mit dem Description Kit-Ansatz innerhalb der gegebenen
Richtlinie bleibt, macht man automatisch das richtige im Sinne der Problemlösung.
Die Schaffung von Descriptions ist als Akt der Sprachnutzung zu verstehen. Die im Ab-
schnitt 6.1 dargestellte Konzeption einer Richtlinie wirdim Description Kit-Ansatz durch soge-
nannteDescription Kitsimplementiert. Description Kits haben die Aufgabe Richtlinien – Vor-
gaben im Sinne eines Rahmens für die eingeschränkte Modellierung – für die Sprachnutzung
bereitzustellen.
Description Kit Ist die Spezifikation einer Richtlinien für die Beschreibung eines Konzepts.
Ein Description Kit ist eine nach Aspekten geordnete Sammlung von Konzepteigenschaf-
ten und Wertbelegungen, die das beschriebene Konzept bzw. eine b stimmte Instanz
der Beschreibung betreffen. Das Konzept des Description Kit ist hierarchisch ausge-
legt (z. B. Objekt-Attribut-Attributwert). Damit ist es m¨oglich Description Kits an andere
Description Kits wiederum anbinden zu können.
Die grundlegende Idee eines Description Kits (DescKit oderDK) ist, einen Rahmen für
die Schaffung von Descriptions (Descs oder Ds) auf normalerModellierungsebene (Ebene
M0) bereitzustellen. Dabei stellen DescKits zum Teil natürlichsprachliche Konzepte – im Sin-
ne domänenspezifischer Sprachkonstrukte – dar. Die Einschränkung auf die auf dieser Ebe-
ne eingeführten Konzepte bedeutet, die dargestellten Sprachkonflikte (vgl. Abschnitt 4.2) teil-
weise aufzulösen (Anforderung 1). Sie dokumentieren den Ko sens der Sprachgemeinschaft
bezüglich der Menge bestimmter für die Analyse relevanter sprachlicher Konzepte und ihrer Art
der Beschreibungsmöglichkeit. Der Konsens muss im Rahmeneiner Beratungsleistung durch
Methodenentwickler und dem Kunden erzielt werden (vgl. Abschnitt 7.2.1).
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Annahme 18: Das Einhalten des Description Kit führt während der Modellierung au-
tomatisch zum richtigen Vorgehen im Sinne der Problemlösung (vgl. Abschnitt 6.1 und
Anforderungen 1 bis 7).
Description Kit Type Ist die Spezifikation desjenigen Konzepts, welches einer Richtlinie
unterzogen werden soll.
Typischerweise bestimmen Description Kit Typen (DescKitTypen oder DKT) verpflichtende
Elemente bzw. verpflichtende Aktionen im Modellierungsprozesses. Erfolgt die Wahl der ver-
pflichtenden Elemente/Aktionen zweckabhängig, können Dscription Kits in der konzeptuellen
Modellierung als zielbezogene Konkretisierung des Vorgehensmodells interpretiert werden. Die
Architektur des Description Kit-Ansatzes ist generisch. Sie erlaubt den Einsatz von Richtlinien
für alle drei Szenarien (vgl. Abschnitt 4.1). Die Beschreibungsmittel für Richtlinien bilden einen
autonomen Teil innerhalb der modellgestützten Methode, der mit verschiedenen Sprach- und
Vorgehensbeschreibungen in Verbindung gesetzt werden kann. Gemäß Abschnitt 4.1 handelt es
sich um eine Methode der Analysemodellierung und eine der Servicemodellierung. Außerdem
beinhaltet der Ansatz in seiner Methode die Algorithmen zurProblemlösung. Die Integration
aller Bestandteile erfolgt im DKA (vgl. Abbildung 32).
Vom Aufbau der beteiligten Modellierungssprachen wird in der vorliegenden Arbeit abstra-
hiert und folgender Fall angenommen: Bestimmte Modellelemnte in Anforderungs- und Ser-
vicemodell werden durch Descriptions auf beschränkte Weise rgänzt, um eine genauere (und
eine maschinell erfassbare) Beschreibung des Elements zu erhalten. Der DKA ist in der La-
ge, jede beliebige Prozessmodellierungssprache um DescKitTypen zu ergänzen. Die Sprache
zur Servicemodellierung liegt dagegen im DKA fest. Es handelt sich um eine Sprache zur Be-
schreibung der Signaturen der Servicefunktionen auf Basisvon Descriptions (vgl. [Wel+06],
S. 412ff). Im nächsten Abschnitt soll ausschließlich die Modellierungsgrammatik erarbeitet
werden, die sich auf die Umsetzung der Richtlinien bezieht.Der DKA bietet auch die Möglich-
keit, ein Modell ausschließlich aus beschränkt modellierbaren Elementen zu konstruieren. Von
diesem Fall soll aber vorerst abstrahiert werden.
7.1.2 Entwurf der Modellierungsgrammatik
Im nächsten Abschnitt werden die abstrakten Ideen zu Konzepten im DKA aufgegriffen und
gemäß den Anforderungen von Kapitel 4 konkretisiert. Der DKA zielt auf eine eingeschränk-
te Sprachnutzung ab (Anforderung 4, Anforderung 6). Zudem ist der Sprachfindungsprozess
klar in die Methode einbezogen (Anforderung 1, Anforderung2, Anforderung 3). Die Ein-




































































































    










Abbildung 32: Integration von Richtlinien als Bestandteilvon Modellierungsmethoden
Idee der Normierung der Modellierung und der eingeschränkten, konzeptuellen Modellierung
der Modellebene (M0).
Ähnlich zu Konzepten der Metamodellierung basiert das Vorgehen bei der Nutzung des
Description Kit-Ansatz auf mehreren Ebenen methodischer Aktionen, welche die Form rea-
ler Modellierungsebenen annehmen, in Verbindung mit einersp zifischen Art der Instanziie-
rung. Der Akt der Sprachbildung selbst findet auf Metamodelleb ne (Ebene 1) statt (vgl. Ab-
schnitt 2.1.5). Hier werden die DescKitTypen gebildet. DieG samtheit der DescKitTypen er-
gibt eine im Modellierungsprozess zu nutzende Sprache – dieDescription Kit Language (DKL).
Nach der eigentlichen Sprachgestaltung erfolgt mit der Erstellung der DescKits ein Rahmen-
werk im Sinne von Richtlinien für die Sprachnutzung auf Basis der DKL (insbesondere die
Description Kit Typen). Dieser Prozess ist streng genommenw der Sprachgestaltung noch
Sprachnutzung, sondern liegt gewissermaßen dazwischen und hat als Ergebnis Vorgaben für das
eigentliche Vorgehensmodell. Der DKA nutzt eine zusätzliche Ebene M0*, deren hauptsächliche
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Verantwortung im Umstand, die Lücke zwischen Sprachbildungs- und Sprachnutzungsphase
schließen zu wollen, liegt (vgl. Abschnitt 6.2).
Modellierungsebene M 0* Ein DescKit manifestiert sich auf Ebene M0* und stellt eine Richt-
linie dar, wie Descriptions von einem bestimmten DescKitType im Rahmen der Modellie-
rung einzusetzen sind. Während der DescKitType nur das eigentl che sprachliche Konzept
und die sprachlichen Mittel bereitstellt, wird der Ansatz der eingeschränkten Modellie-
rung erst durch die DescKits mit Leben gefüllt.
M0* ist genau die Ebene, in der DescKits geschaffen werden. Jeder DescKit ist eine Instanz
eines DescKitTypen, wobei Instanziierung bedeutet
”
. . . dieser DescKit nutzt dieses spezifische
Konzept – ausgedrückt durch den DescKitTypen . . . “ zur Schaffung eines Beschreibungsrah-
mens für die Erzeugung von Descriptions auf Modellierungsebene. Die DKL wird auf Ebene
M0* durch die Schaffung von DescKits ihrer Verwendung auf M0 zugeführt. Die Einführung der
neuen Ebene M0* entspricht konzeptionell dem neuen Aspekt der Erstellung von Richtlinien –
als Vorgaben für das Vorgehensmodell im Sinne eingeschränkter Modellierung. Die Richtlinien
bilden das Bindeglied zwischen Sprachbildung, welche auf Metamodellebene stattfindet und
– ausschließlich oder zusätzlich zu einer normalen Modellierungssprache – als Resultat eine
Menge von DescKitTypen hat, und der Sprachnutzung, welche auf Ebene M0 mit Hilfe der
Descriptions stattfindet.
Im Gegensatz zur gängigen Metamodellierung oder zu domänenspezifischen Modellierungs-
sprachen findet der Adaptionsprozess der DKL nicht auf M1-Ebene statt, sondern ist näher an
die Ebene der Sprachnutzung heran versetzt worden. Eine Anpassung der Description Kits ist
iterativ und während der Modellierung auf M0 möglich (Anforderung 2). Sprachnutzung und
Adaption werden im Normalfall iterativ stattfinden. Darausre ultiert die Bezeichnung M0*. Zu
betonen ist, dass durch die Einführung dieser neuen Ebene erstmals dem Prozess der Spracha-
daption einheitlich im Gesamtverlauf des Modellierungsprozesses Raum gegeben und zudem
eine einheitliche Generierung von (Teilaspekten von) Vorgehensmodellen ermöglicht wird. Der
Sprachadaptionsprozess rückt zudem näher an die eigentliche Modellierung, was eigene Stake-
holder im Systementwicklungsprozess erfordert (vgl. Abschnitt 7.2).
Die Modellierung von DescKits begründet gewissermaßen einen problemspezifischen Rah-
men für die Sprachnutzung, der das gemeinsame Verständnis über eine in verschiedenen
Domänen nutzbare Sprache ausdrückt. Im Gegensatz zum üblichen Konstrukt eines Metadaten-
Satzes, also einer Liste von Attributen, die beliebig ausgefüllt werden können, muss die
Möglichkeit bestehen, einen festen Satz an Werten zumindest für bestimmte Attribute vorzu-
geben. Bis dahin wurde der halbe Weg der Sprachnutzung gegann. Neben der Dimension
der Metamodellierung gibt es eine weitere Instanziierungsbeziehung – die Konkretisierung, die
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sich in zwei Dimensionen erstreckt: Die Konkretisierung der B schreibung eines Konzepts –
Zustände, realweltliche Phänomene – im Rahmen der Richtlinien und die Konkretisierung von
Richtlinien selbst.
Anders als im Instanziierungsverständnis der Objektorientierung geht es in DKA nicht um
die Funktionalität von Objekten. Der DKA fokussiert auf die Beschreibung der Objekte in ih-
rem Zustand weniger in ihrer Funktionalität, was gemäß Abschnitt 4.3.1 ohnehin nicht möglich
ist. Die Konkretisierung der Beschreibung von Objektzust¨anden wird als erste Form der Instan-
ziierung verstanden. Angestrebt wird durch diesen Prozesstat ächlich eine echte Verknüpfung
von Sprache und realweltlichen Phänomenen innerhalb der Domänen (und ihrer Beteiligten)
zu erreichen, welche für den Problemlösungsprozess nötig sind. Die zweite Form der Kon-
kretisierung findet sich auf Ebene M0*, mit Bezug auf die Beschreibung von DescKits. Die
unterschiedlichen Instanziierungsmöglichkeiten machen sich klar in den verschiedenen Ebenen
der Modellierung deutlich. Die Interebenenarchitektur besitzt eine kubische (dreidimensionale)





























































































































Abbildung 33: Instanziierungsebenen im DKA
In Abbildung 33 ist die Idee der DescKitTypen, DescKits und Descriptions illustriert. Auf der
linken Seite ist verdeutlicht, wie diese Konzepte genutzt –instanziiert – werden für ein bestimm-
tes Szenario. Auf der rechten Seite wird das gleiche gezeigt, allerdings wird deutlich gemacht,
wie diese DescKitType-, DescKit- und Desc-Instanzen wiederum durch Konkretisierung über
verschiedene Ebenen hinweg in Instanzbeziehung stehen. Auf Kontextebene wird zwischen fol-
genden Konzepten unterschieden: Description, DescKit, DescKitType, Relation, RelationType,
Parameter, ParameterType, ParamTypeConstraint, Rule undValueType (vgl. Abbildung 34).65
65Das Datenmodell umfasst mehrere Rechtecke, die ein kommutatives Diagramm konstituieren. In einem kommu-
tativen Diagramm führen verschiedene Konkatenationen von Konzepten zu ein und demselben Ergebnis und
beschreiben daher kompatible Pfade im Diagramm. Das Diagramm kommutiert, wenn die Beziehung zwischen





















































































Abbildung 34: Datenmodell des DKA (Kontextebene)
DESCRIPTION Descriptions sind die eigentlichen Instanzen zur Modellierung auf M0 (vgl.
Anforderung 1, 3, 4).
Das Einhalten einer Richtlinie auf Modellebene M0 ist durch das Ausgestalten von Des-
criptions umgesetzt. Zur Ausgestaltung kann eine Description weitere Descriptions eingebettet
enthalten (RelationembDs). Da auf M0 keine Richtlinien modelliert werden, reicht im Fall kon-
kreter Descriptions ein Zeiger auf die eingebettete Description aus, um anzuzeigen, dass eine
Description in einer anderen Description liegt. Außerdem kann sie Parameter umfassen mit
Werten (Value) oder Wertvorgaben (ParamConstraint). Die Ausgestaltung erfolgt somit über
die Einbettung von Descriptions, die Zuordnung von Parametern zu Descriptions, vonParame-
terwertenzu Parametern und durch die Kombination von Descriptions mittelslogischer Opera-
torenund Intervallspezifikationen(von-bis-Spezifikationen).
CONSTRAINT Unter einer Constraint wird eine Regel auf Parametern und ParameterTypen
verstanden.
Constraintsüber Parametern erlauben durch logische Operatoren, auchInstanzen von Para-
meterwerten bei der Zuweisung zu einem Parameter miteinander zu kombinieren. Constraints
sind im Datenmodell als abstrakte Klasse modelliert. Einmal definiert, können Constraints so-
wohl auf Ebene M0 als auch auf Ebene M0* genutzt werden. Unter einer Constraint kann jede
Form von Regel (Rule) fallen. Im Datenmodell aus Abbildung 34 bezieht sich eine Regel nur auf
ValueTypen und Values. Nicht gezeigt sind Constraints über DescKits. MitRuleBundlekönnen
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Regeln über logische Operatoren z. B. mit UND/ODER verknüpft werden. Im weiteren Sinne























Abbildung 35: Ausgestaltung von Descriptions auf M0
Um einen Sachverhalt auf eingeschränkte Art und Weise zu beschr iben, kann eine
Description durch Instanziierung eines DescKits komplettn u modelliert werden oder, wie in
Abbildung 35 illustriert ist, bereits eine vormodellierteDescription genutzt und diese weiter
ausgestaltet werden. So wird im Beispiel zur Beschreibung von Objektzuständen eines Studen-
ten die DescriptionStudentzur weiteren Ausgestaltung verwendet. Die DescriptionStudentist
immer noch abstrakt in dem Sinne, dass sie keinen konkreten Studenten repräsentiert, aber die
Bedingungen unter denen eineP rsonein Studentsein kann (vgl. Abbildung 35). Auf Ebene
M0 existieren also zwei Formen der Hierarchisierung: Einerseits gibt es die Möglichkeit der ge-
naueren Ausgestaltung einer Description. Die DescriptionStudentbenutzt den DescKitPerson.
In einer weiteren Ausgestaltung kann die DescriptionErstsemester-Studenteine genauere Aus-
gestaltung vonStudentsein. Die andere Hierarchisierung ist die Einbettung von Descriptions,
DescKits und DescKitTypen (vgl. Abbildung 36).
Descriptions werden durch Instanziierung eines DescKits geschaffen. Die Instanziierung be-
deutet das Einhalten der im DescKit vorgegebenen Rahmenbedingungen für die Description.
Descriptions besitzen einen strukturellen Aufbau konformzu den verwendeten DescKits. Je-
de Description benutzt einen DescKit und füllt dieses mit Leben. Teilweise bedeutet dies eine
Wertzuweisung zu bestimmten Parametern. Darunter kann aber auch die Konkretisierung des
”
Zustands“(erreichbar durch ParameterConstraints) der Description (im Sinne der Beschreibung
eines realweltlichen Phänomens) gemeint sein. Eine Description muss also nicht zwangsläufig
ein konkretes realweltliches Phänomen beschreiben, sondern kann auch nur einige Aspekte ei-
nes Phänomens beschreiben, die weiter ausgestaltet werden könnten.
PARAMETER Parameter füllen die Descriptions mit Leben und bilden (mit ihren Wertvorga-

















Parameter 1 = Wert 1
Parameter 2 = Wert 9
Parameter 3 = Wert 3








2 Hierarchisierung durch genauere Ausgestaltung
Abbildung 36: Formen der Hierarchisierung
Parameter gehören einem bestimmten Parametertyp an und unterliegen Bedingungen, die
auf Ebene M0* definiert wurden. Auf M0* können analog zu den Richtlinien für Descriptions
auch Rahmenvorgaben für Parameter formuliert werden. Jeder Parameter ist Instanz – im obi-
gen Sinne – eines ParameterTypen und jeder Wert Instanz eines ValueTypen. Auch auf dieser
Ebene werden Bedingungen für mögliche Werte formuliert (ParamTypeConstraint), welche auf
Ebene M0 einzuhalten sind. Parameter sind als Platzhalter für freiwählbare Eigenschaften und
eine nichtleere Menge von möglichen Parameterwertbelegungen (Value) spezifizierbar. Zu Pa-
rametern gehören Werte – allerdings nicht unbedingt ein fester Wert, sondern eine Wertvorgabe.
Ein ParamConstraint ist eine Wertevorgabe, hier zunächsteine Sammlung an Werten (Values).
Dies kann ausgebaut werden zu komplexerenCo straints. Jede ParamConstraint ist von einem
bestimmten Typ. Im einfachsten Fall könnte dies ein Wertetyp (String, Integer, Wertevorgaben
wie von-bis etc.) sein. Im Datenmodell ist der vereinfachteFall angegeben, dass der mögliche
Wertvorrat für einen Parameter angegeben wird (RelationpossibleValues) (vgl. Abbildung 34).
Bei der Modellierung der Richtlinie, welche Parameter Descriptions – die einen bestimmten
DescKit benutzen – enthalten dürfen, wird abstrahiert. Ein ParameterType gibt, ähnlich wie
ein DescKitType, das eigentliche Konzept hinter einem konkreten Parameter an. Auch wenn
Parameter erst auf Ebene der DescKits eine Rolle spielen, sogeh¨ rt das eigentliche Konzept
ParameterType eher auf die gleiche Ebene wie DescKitTypen,nur dass die Benutzung dieses
Konzepts für die eigentliche Rahmenvorgabe (DescKits) f¨ur Descriptions eine Ebene weiter
unten erfolgt. Eine Bedingung expliziert sich beispielsweise in der Menge an möglichen Para-
meterwertbelegungen eines Parameterwerttyps (ValueType).
RELATION Das Konzept Relation bildet die Beziehung zwischen Descriptions auf M0 ab.
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Neben der Einbettung haben Descriptions die Fähigkeit, diagrammatisch miteinander in Be-
ziehung zu stehen, sofern dies auf M1 vorgesehen wurde.
DESCRIPTION KIT Gibt den Rahmen für Descriptions vor (vgl. Anforderung 7).
Wie bereits zu gegebenen Interebenenbeziehung ausgeführt, handelt es sich bei einem Desc-
Kit nicht um ein Konzept eines Metamodells z. B. im Sinne eines Objekttypen. Ein DescKit ist
letztlich ein Modell für eine Description, nicht einer Sprache.66 Die Modellierung auf M0* kann
als Modellierung von Constraints – im Sinne von Vorgaben – f¨ur die Modellierung auf M0 ver-
standen werden. Erste Constraints werden mit den DescKitTypen bereits sprachlich auf Ebene
M1 definiert. Constraints, die auf M1 definiert wurden, können auf DescKit-Ebene M0* verfei-
nert werden und Parameter (aber nicht eingebettete DescKits) und Constraints auf Parametern
definiert werden, die zu einem konkreten Konzept eines bestimmten DescKit passen.
DescKits werden analog zu Descriptions durch Hierarchisierung von DescKits ausgestaltet.
Auf M 0* liegt nur die Einbettung von DescKits als Form der Hierarchisierung vor. Ein DescKit
kann mehrere Parameter und Bedingungen für diese Parameter (ParameterTypen, vordefinierte
Werte, etc.) sowie andere DescKits umfassen. Die Modellierung von Constraints über Parameter
erfolgt mittels sogenannter Parameter Typen, vordefinierter Werte (Values), etc.
Constraints werden auf M0* weiter ausgestaltet und domänenspezifisch adaptiert. Im ein-
fachsten Fall bildet ein DescKit eine Menge aus allen DescKit und Parametern, die für eine
konkrete Instanz des DescKits gebraucht werden könnten. Er gibt damit an, wie Descriptions
miteinander verschachtelt sein dürfen (embDKs bzw. EmbeddedDK). Die Multiplizitäten sind
z. B. eine Vorgabe, die auf Ebene der Descriptions einzuhalten ist. Auf DescKit-Ebene wer-
den ebenso Vorgaben gemacht, welche Parameter Descriptions – die dieses DescKit benutzen –
enthalten dürfen. Sprachkonstrukte für die Parameterdefinition sind Parametername, Parameter-
typ, Parameterwert und Mappings auf DescKits. Die Gesamtheit der DescKits (Constraints) auf
Ebene M0* bildet schlussendlich ein Modell mit Normungscharakter, das gleichzeitig Freiheiten
für die Modellierer auf M0 gibt. Je nach DKL kann es sich z. B. um konkrete Dokumenttypen,
wie Email, Brief oder konkrete Rollentypen handeln (vgl. Abbildung 37).
In einem DescKit ist die Menge aller Ausgestaltungsmöglichkeiten eines eingeschränkt mo-
dellierbaren domänenspezifischen Sprachkonstrukt festgehalten, die später im individuellen
fachkonzeptuellen Modell modellierbar sind und durch das Instanziieren von DescKits und
die Ausgestaltung der Constraints (z. B. Setzen von Parametern) konkretisiert werden können.
DescKits repräsentieren zum Teil natürlichsprachlicheKonzepte und bilden gleichzeitig Richt-
linien für die Spezifikation konkreter Beschreibungen aufEbene M0 – ganz im Sinne der Ein-
66Die Gesamtheit der DescKits kann als Modell einer Sprache ang sehen werden. Dies gilt nicht für einen einzel-
nen DescKit.
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schränkung der Modellierungsfreiheit (vgl. Anforderunge 4, 6). Die Begrenzung auf die Kon-
zepte, die auf dieser Ebene etabliert werden, bedeutet berei s teilweise die genannten Konflikte
aufzulösen (vgl. Anforderungen 1, 3).
Mit den bisher genannten Instrumenten – Einbettung, Parameter und Constraint – sind Richt-
linien spezifizierbar wie DescKits bzw. eingebettete DescKits aussehen dürfen und welche es
sein sollen. Was fehlt, ist eine inhaltliche Dimension, um z. B. die Richtlinie zu formulieren,
dass ein Student bei der Definition seiner Zugehörigkeit zur Universität nur mit Studierenden-
rollen kombiniert werden darf. Diese fehlende Dimension kommt nun durch die Formulierung
von Regeln auf DescKits dazu. Die Abbildung von Constraintsfür ganze DescKits wurde vor-
erst mit den KonzeptenRuleundRuleBundleangedeutet, mit denen nun Constraints entwickelt
werden können, die auf einem ganzen DescKit operieren und nicht ur auf einem Parameter
(vgl. ParamConstraint). Dazu zählt beispielsweise die Einführung von logischen Operatoren.
Während im in Abbildung 34 dargestellten Datenmodell vereinfacht davon ausgegangen wur-
de, dass für jeden Parameter von DescKits bzw. Descriptions einfach eine Reihe von möglichen
Werten angegeben wird, muss für die Angabe des Status einerDescription mehr geleistet wer-
den. Ein Status ist hier zu verstehen als Bedingungen an die möglichen Zustände im Sinne von
Wertebelegungen. Ebenso muss ein DescKit einen Rahmen fürden möglichen Status einer die-
ses DescKit benutzende Description liefern, welches genauso im Sinne von Bedingungen von
die Wertebelegungen zu formulieren ist. Im einfachsten Fall reicht für die Modellierung einer
Description die Angabe der infrage kommenden Parameter inklusive der möglichen Wertebe-
legung. Dies ist zu bewältigen durch Angabe einer Menge vonParametern sowie pro Parame-
ter eine Menge an Bedingungen an ihre Werte. Dies ist insbesond re zum einen der Wertetyp
(String, Integer, Fließkommazahl, boolescher Wert, etc.)sowie ggf. weitere Bedingungen wie
die Aufzählung einer vordefinierten Menge an Werten bzw. Schranken an die Werte. Jedoch
reicht dies ggf. nicht aus, da Bedingungen auch mehrere Parameter umfassen können. Dies
betrifft sowohl DescKits sowie Descriptions. Für jedes DescKit bzw. jede Description ist al-
so eine Reihe von Regeln (Rule) anzugeben, verknüpft durch AND und OR. Es reichen zwei
Ebenen aus: Bedingungsblöcke, welche mit AND verknüpft sind, werden anschließend mit OR
verknüpft. Eine Description muss allerdings Bedingungend finieren, die mit den Bedingungen
des DescKits kompatibel sind. DiëUberprüfung dieser Kompatibilität ist nicht ganz trivial und
sollte vomModellierungswerkzeugunterstützt werden.
DESCRIPTION KIT TYPE Es handelt sich um Konzepte für DescKits, welche angeben, von
welchem Typ ein DescKit und dazugehörige Descriptions sind. DescKitTypen entspre-
chen den Konzepten, die in beiden Domänen gleichzeitig einesetzt werden (vgl. Anfor-
derung 6).
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DescKitTypen bilden die Sprache, die einer Einschränkungihrer Nutzbarkeit auf Ebene M0*
zugeführt wird. Insofern sind sie das Fundament der Richtlinien. Auf M1 werden die Vorgaben
für Einbettungen gemacht (embDKTs bzw. EmbeddedDKT), welch auf Ebene der DescKits
einzuhalten sind, nur eben noch präzisiert werden für dieverschiedenen DescKits eines Desc-
KitTypen.
RELATION TYPE Neben der syntaktischen Festlegung eines DescKit werden mit de Kon-
zeptRelationTypeVorgaben für Beziehungen von Descriptions getroffen.
Wie im Abschnitt 7.1.1 beschrieben, gibt es zwei Wege der Nutzung des DKA: Zum einen
definiert man eine umfassende DKL. Dies bedeutet, dass zusätzlich zu den Konzepten DescKit-
Type, DescKit und Descriptions noch RelationTypen als Kanten im Modellgraphen definiert
werden. Mit einer entsprechenden DKL kann damit auch die Prozessstruktur in die Definiti-
on von Richtlinien einbezogen werden. Auf der anderen Seitenu zt man die DescKits (bzw.
die Descriptions) zusätzlich zu den gebräuchlichen Konzepten einer Modellierungssprache. In
diesem Fall werden zwingend keine RelationTypen benötigt, da die Relationen der Modellie-
rungssprache genutzt werden. In diesem Fall muss die Verbindung von Richtlinien mit den
beteiligten Modellierungssprachen hergestellt werden. Das Konzept der Richtlinien passt al-
lerdings nicht ganz zur Idee der Metamodellierung. Wie im Abschnitt 6.2.2 erläutert, machen
sie ein Ausbauen existierender Ansätze erforderlich. Dieklassische, fachkonzeptuelle Model-
lierung ist von der Entwicklung der DescKits völlig unabh¨angig. Dies gilt auch für die Ent-
wicklung der Richtlinien, wobei hier die Abhängigkeit zu den Metamodellen der beteiligten
Modellierungssprachen existiert. Beide Entwicklungsstränge Modell- bzw. Richtlinienerstel-
lung laufen erst auf Modellebene wieder zusammen. Wie erfolgt nun die Einbettung des DKA
in die Metamodellierung? Bezüge zu den Konzepten der konzeptuellen Modellierungssprache
herzustellen, wird zur wesentlichen Funktion der DescKitTypen. Dazu zählen die Zuordnung
von DescKitType-Instanzen zu Elementen der im DKA integrierten Modellierungssprachen und
die Festlegung, ob DescKits oder Parameter verpflichtend oder ptional im Modell zu integrie-
ren sind. Ein bestimmtes Modellartefakt kann/muss annotiert w rden durch Descriptions, die
eigentlich die gleiche Idee hinter dem Konzept beschreiben, allerdings auf eingeschränkte Art
und Weise. Damit haben die Richtlinien, die der DKA etabliert, inen mittelbaren Einfluss auf
den Modellierungsprozess auf Ebene M0, indem sie Auswirkungen auf das Vorgehensmodell
des Modellierungsprozesses selbst besitzen. Da der DKA generisch ausgelegt ist, stellt er eine
Möglichkeit dar, Vorgehensmodelle (indirekt) zu schaffen, die in annotierten Modellen resul-
tieren und domänenübergreifende Konzepte nutzen, welche später automatisiert ausgewertet
werden können.
DescKitTypen gehen insbesondere in die Algorithmen für den Modellabgleich ein. Im
Abschnitt 7.2.2 wird gezeigt, wie DescKitTypen die Steuerung des ansonsten generischen
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Mapping-Algorithmus erlauben, indem sie Einfluss auf die Bewertung der Güte der Passge-
nauigkeit zweier Modelle nehmen. Damit DescKitTypen dies lei ten können, werden sie um
Kennzahlen angereichert. Kennzahlen ermöglichen es, dieBed utung einer Description für das
Gesamtergebnis abhängig von ihrer Lage innerhalb der Vergleichsmenge aufzuwerten oder zu
verringern. Die eingeführten Kennzahlen sollten die Einbettungsstruktur berücksichtigen. Sie
stellen dann eine numerische Repräsentation bestimmter Aspekte der Richtlinien für Einbettun-
gen dar.
KENNZAHLEN Ein bestimmter Anteil der den DescKitTypen anhängenden Richtlinien kann
numerisch repräsentiert werden. Hierzu können Kennzahlen eingeführt werden, die für
jeden DescKitType den jeweiligen numerischen Wert tragen.Gerade in Hinblick auf
das Mapping-Szenario können die später einzuführendenAlgorithmen durch diese (bzw.
einen Teil dieser) Kennzahlen gesteuert werden, was eine ang messene Behandlung des
durch den DescKitType repräsentierten Konzepts innerhalb dieser Algorithmen erlaubt.
DescKitTypen können zum Teil durch Kennzahlen numerisch repräsentiert werden. Die Kenn-
zahlen werden bei der Modellverwendung zur Steuerung des Algorithmus eingesetzt. Durch
Kennzahlen können verschiedene Möglichkeiten der Lage ein r Description beim Modellab-
gleich unterschiedlich bewertet werden. So gibt es z. B. beim Mapping von Prozessen auf Ser-
vices kritische und unkritische Unterschiede, die verschieden zu bewerten sind. Ein Objekt im
Input eines Services ist anders zu behandeln als ein Objekt im Output eines Services. Es ist un-
kritisch, wenn in der Beschreibung des Outputs einer Prozessaktivität und Servicefunktion zu
viele Objekte beziehungsweise Parameter zurückgegeben werden. Kritisch sind dagegen feh-
lende Eingangsobjekte, wobei nicht jedes Objekt explizit,sondern auch eingebettet verarbeitet
werden kann. Auf Basis der Kennzahlen sind
”
Güte“-Zahlen zu ermitteln, um zu bewerten, wie
gut ein Service passt oder ob der Prozess im Anforderungsmodell überhaupt zur Abbildung
durch Services geeignet ist.
Mit Kennzahlen lässt sich der Mapping-Algorithmus justieren. Ihre Festlegung erweist sich
als schwierig. Kennzahlen müssen nach und nach angepasst werden, um gute Ergebnisse für den
Algorithmus zu erhalten. Wie oben beschrieben können die Kennzahlen der DescKitTypen die
Algorithmen steuern und sorgen damit für eine für den jeweiligen Algorithmus verständliche,
optimale Steuerung unter Berücksichtigung der Richtlinien.
Im Ergebnis liegt eine Menge an generischen, an die Problemstellung angepassten DescKit-
Typen vor (vgl. Abbildung 37). Nicht gezeigt werden die Zuordnung zu Elementen der Model-
lierungssprachen sowie die Möglichkeiten zur Einschränkung der Modellierungsfreiheit hin-
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Abbildung 37: Beispielmenge an DescKitTypen und DescKits
Die Gesamtheit an DescKitTypen bildet die DKL, d. h. die Sprache zur Entwicklung der
DescKits auf Ebene M0* .67 Auf Metamodellebene werden keine domänenspezifischen Sprach-
konstrukte modelliert, sondern die Sprache für DescKits die er domänenspezifischen Sprach-
konstrukte. Der starre Rahmen an DescKitTypen bietet den Vorteil, gegenüber den DescKits
einem relativ geringen̈Anderungsbedarf zu unterliegen. Die DKL sollte so generisch gehalten
67Als DKL wäre auch eine Sprache denkbar, die im Sinne der Modellierung von Rolleninformationen das Konzept
Rollefestlegt (vgl. [Die+08], S. 650ff).
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werden, dass ein oder mehrere DescKitTypen nur einmal im Vorfeld erstellt werden müssen
und dann in verschiedenen Kontexten benutzt werden können. Im Idealfall liegt eine Spra-
che zur Modellierung von DescKits vor, die so generisch ist,dass sie jede Modellinformati-
on abhängig vom vorliegenden Modellierungszweck als eingeschränktes domänenspezifisches
Sprachkonstrukt modellieren kann. Eine Erweiterung einerM tamodellierungssprache, wie sie
in der Literatur bisher vorschlagen wurde (vgl. [JuWe08], S. 1469ff), ist nicht mehr notwendig.
7.2 Vorgehensmodell
Im folgenden Abschnitt wird das Vorgehensmodell des DKA vorgestellt, das die systematische
Modellierung auf allen Ebenen anleitet und die Verfahren f¨ur den Modellabgleich beschreibt.
Mit den Erläuterungen zum Interebenenkonzept und den Sprachkonstrukten des DKA wurde
durch die Beschreibung von Existenzabhängigkeiten unterden Modellierungsebenen M1, M0*
und M0 und den Modellierungskonzepten bereits implizit die Navigtion zwischen den Model-
len innerhalb der Methode beschrieben. Der DKA vereint zweiunterschiedliche Vorgehensmo-
delle: Zum einen für die Methode des DKA als solche, zum anderen für eine ganz bestimmte
Problemlösung mittels Modellierung gemäß des DKA. Abschnitt 7.2.1 beschäftigt sich mit dem
Vorgehen, wie Informationen in Modellen methodisch im Sinne des DKA abzulegen sind (vgl.
Abbildung 38).
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Abbildung 38: Vorgehen bei der modellgestützten Problemlösung
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Im Abschnitt 7.2.2 wird das Vorgehen bei der Modellverwendug vorgestellt. Dieses Vorge-
hen ist problemspezifisch: Servicekandidaten finden, dieseauf vorliegende Services zu mappen
und zuletzt eine Modelltransformation durchzuführen.68 DerÜbergang zwischen beiden Vorge-
hensmodellen verläuft kontinuierlich, da bei der Modellerst llung mit Descriptions durch die
Einhaltung der DescKits bereits Transformationsarbeit imSinne der Problemlösung geleistet
wird (vgl. Abschnitt 6.1).
7.2.1 Modellerstellung
Zu Beginn werden die Anforderungen an die Aufgaben im Vorgehensmodell und die damit ver-
knüpften Kenntnisse mit organisatorischen Rollen verkn¨upft. Das Rollenmodell des DKA über-
nimmt die Rollen Fachexperte und Serviceentwickler aus demoriginären SOA-Rollenmodell
gemäß Abschnitt 3.1. Hinzugekommen ist die Rolle desM thodenentwicklers, der über Kennt-
nisse im Umgang mit Modellierungssprachen und Metamodellierungssprachen verfügt und die
Anpassung der DKL im Projekt vornimmt. Außerdem ergibt sichdie Rolle desDescription Kit
Experten. In der Gruppe der Description Kit Experten sind Personen gefra t, die sowohl mit
Serviceentwicklern als auch mit Fachexperten reden und deren Ideen auf gemeinsame Desc-
Kits abbilden können. Die Spezifikation des Rollenmodellsde DKA ist dem Verständnis von
SCHÜTTE über die am Modellerstellungsprozess beteiligten Rollenangelehnt (vgl. [Schü98],
S. 61). Abbildung 39 fasst die Verantwortlichkeiten der identifizierten Rollen noch einmal zu-
sammen.
Zu Beginn formuliert die Gruppe der Prozessverantwortlichen (Fachexperten) die eigent-
liche Problemstellungals Ausschnitt der betrieblichen Domäne in textueller Form. Die Pro-
blemstellung umfasst mehrere Aspekte, alle mit Bezug zu derForderung nach Lösung der mo-
dellgestützten Konfiguration von SOA innerhalb einer bestimmten Situation. Die Situation ist
beeinflusst durch den operativen, betriebsbedingten aber genauso den kulturellen Zusammen-
hang und bestimmten Anwendungsfällen. Unter Abstimmung mit den Fachexperten entwickelt
der Methodenentwicklerausgehend von der Problemstellung eine Vorschlagsmenge anDesc-
KitTypen. Im Vorgehensmodell findet dies direkt nach der Definition der Metamodelle der be-
teiligten Modellierungssprachen statt, sobald also die Objektsprache festliegt. Dafür muss die
68Ein analoges Vorgehen findet sich im Problembereich Rollenmanagement (vgl. [Juh+09a], S. 3): zuerst wer-
den Rollenkandidaten gefunden, anschließend eine fachliche Situation auf vorliegende Rollen abgebildet –
auch hier durch einen mit Rolleninformationen annotiertenProzess – und drittens eine Modelltransformation
durchgeführt, in der das Rollenregelwerk in Zugriffsrechte umgewandelt wird. Zudem müssen die Ergebnisse
der Modelltransformation elektronisch verfügbar gemacht werden. Entweder dienen sie zur Regelung der Web
Service Kommunikation oder der automatischen Steuerung des Identitätsmanagements (IdM). Betrachtet man
nur das Change Management für Services und Rollen, so entf¨allt die erste Aufgabe: Servicekandidaten oder
Rollenkandidaten finden. Das Vorgehen wird immer problemspezifisch ausgeprägt, besitzt allerdings grundle-






























































































(DescKitD1 und DescKitD2 
aufeinander abbilden)
Konsensfindung Entwicklung zweckbezogener Richtlinien
[DescKitTypen stellen 
sicher, dass die zu 
erstellenden Richtlinien 
auf die Problemstellung 
angepasst sind]
Abbildung 39: Rollenmodell des Description Kit-Ansatzes
notwendige Modellierungssprache zur Prozessmodellierung aus der Problemstellung abgelei-
tet und das Metamodell auf M1 abgebildet werden. Die Entwicklung einer Vorschlagsmen-
ge an DescKitTypen ist eine kreative, nicht zu automatisierende Aufgabe des Methodenent-
wicklers. Einige DescKitTypen liegen allerdings bereits von vornherein fest. Dazu gehören die
DescKitTypen Interface, Input, Output, AttributeType, Attribute, Object und Service (vgl. Ab-
schnitt 7.1.2). Sie sind das Ergebnis der Analyse des Domänenkonflikts im Abschnitt 4.3.1.
Ihr Zweck liegt in der Beschreibung der Objekte und Objektzus ände in Anforderungs- und
Servicemodellen (vgl. Anforderung 6).
Als Ergebnis der Aktivität liegt eine Menge an DescKitTypen vor, die bei der Modellerstel-
lung in beiden Domänen gleichzeitig einzusetzen und zu verwenden ist. Es bleibt bei dem Ent-
wurf von DescKitTypen und RelationTypen der Einschätzungdes Methodenentwicklers über-
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lassen, ob diese Konzepte für beide am Modellierungsprozess b teiligte Rollen Fachexperte
und Serviceentwickler verständlich sind und ob ihre Verwendung im jeweiligen Gegenstands-
bereich praktikabel ist. Vereinfachend wird davon ausgegangen, dass nur mit dem Fachexperten















































Abbildung 40: Vorgehensmodell zur Modellerstellung (Ausschnitt 1)
Die validierte Menge an DescKitTypen und RelationTypen wird auf Metamodellebene dem
DKL Modell hinzugefügt. Die Erstellung des DKL Modells beinhaltet die Hierarchisierung der
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verschiedenen DescKitTypen sowie die Festlegung ihrer Benutzu g (vgl. Anhang A.1). Es wer-
den Verbindungen zwischen den DescKitTypen und den Konzepten der Modellierungssprache
hergestellt. Wie im Abschnitt 7.1.1 ausgeführt, eröffnet d r DKA zwei Wege der generischen
Einschränkung der Modellierungsfreiheit:
• Zum einen besteht die Möglichkeit Zusatzinformationen auf beschränkte Art und Weise
in Analysemodelle zu integrieren. Dies erfordert eine Verknüpfung des Metamodells ei-
ner konzeptuellen Modellierungssprache, welches zu diesem Zeitpunkt bereits vorliegen
muss, und dem Metamodell für die DKL. Dabei wird festgelegt, welche Description Kits
an welchen Modellelementen möglich oder verpflichtend sin.
• Eine zweite Möglichkeit besteht in der Kombination mehrere DescKitTypen zu einer
vollwertigen Modellierungssprache. Das komplette Modelle wird unter Nutzung von
DescKits modelliert.
Eine erzwungene Benutzung von bestimmten DescKits für bestimmte Modellelemente kann
zusätzlich nicht nur die Modellierungsfreiheit in Bezug auf die DescKits einschränken, sondern
auch eine Einschränkung in Bezug auf die Modellierung selbst bedeuten (vgl. Anhang A.2) Das
Metamodell des DKA ist danach vollständig und der Methodenentwickler stellt mit dem Modell
der DKL sicher, dass die zu erstellenden Richtlinien auf dieProblemstellung angepasst sind.
Die Aufgaben für die Festlegung der Description Kits auf Ebene M0* , und der Instanzen
dieser in den Modellen liegen bei unterschiedlichen Personen. Die Festlegungen auf Ebene
M0* erfordern Abstimmungsprozesse, in denen Personen, die fachlich, und Personen, die tech-
nisch modellieren wollen, beteiligt sein müssen. Einen Konsens zwischen Fachexperten und
Serviceentwicklern zu erreichen und die Modellierung der Ergebnisse sind Aufgaben, die in
klassischen Modellierungsprojekten nicht vorgesehen sind (vgl. Abschnitt 3.1.3). Allerdings
gibt es in Beratungsprojekten bereits jetzt schon Experten, die sich in mehreren Domänen
bewegen und versuchen, ein Projekt auf mehreren Ebenen gleichzeitig voranzubringen, z. B.
SOA-Architekten oder Systementwickler. Für das Engineeri g der DescKits entsteht die neue
Rolle desDescription Kit Expertenals Spezialisierung desModellierungsexperten(vgl. Ab-
schnitt 7.2.3).
Zu Beginn des Abstimmungsprozesses macht der Description Kit Experte einen Vorschlag
für DescKits, der von Fachexperten und Serviceentwicklern angenommen, abgelehnt oder durch
einen anderen Vorschlag ersetzt wird so lange, bis man sich geeini t hat. Fachexperten und Ser-
viceentwickler müssen sich zunächst im Groben darüber klar zu werden, was die möglichen
DescKits denn sein sollen; also in welchem Umfeld man überhaupt modellieren möchte. Die
Gruppe der Fachexperten beschreibt bestimmte – auf die DescKitTypen passende und damit an
die Problemstellung adaptierte – Konzepte. Erneut findet eine Hierarchisierung von Konzep-
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ten statt und ebenso die Erstellung von DescKits. Liegen bereits Anforderungsmodelle, z. B.
konzeptuelle Datenmodelle, vor, lassen sich aus ihnen entsprechende Informationen extrahie-
ren.69 Gewiss ist die Extraktion nicht vollständig automatisiert zu leisten. Allerdings repräsen-
tieren die Ergebnisse der Extraktion eine Reihe an Vorschl¨agen für den Konsensfindungspro-
zess. Abbildung 41 zeigt exemplarisch die Umsetzung eines konzeptuellen Datenmodells als
typisches Ergebnis der Analyse in Form eines UML Klassenstruktu diagramms zu DescKits.
Aus den Modellen können sich auch Vorschläge für DescKitTypen ergeben, die dann in der
DKL berücksichtigt werden müssen. So bilden abstrakte Klassen auf jeden Fall Kandidaten für
DescKitTypen. Dies gilt genauso für
”
grundlegende “ Klassen, wobei dies weniger eindeutig
ist. Man kann dies ggf. anhand der Anzahl der Parameter bestimmen. Parameter ergeben sich
aus den Klassenelementen, die einfache Typen sind.70 Im Anschluss muss vom Description Kit
Experten noch sortiert werden, es handelt sich aber um einenrsten Vorschlag für DescKits aus
Sicht der Fachexperten.
Die Gruppe der Serviceentwickler bringt die vorliegenden SOA-Services in den Servicekata-
log ein. Aus den vorliegenden WSDL-Dateien werden Ein- und Ausgabenachrichten interpre-
tiert und eine Liste an komplexen Objekten generiert. Die Objekte repräsentieren Vorschläge,
die interpretiert bzw. gedeutet werden müssen, indem ihnen Konzepte zugeordnet werden. Diese
Konzepte entsprechen wiederum ersten Entwürfen für DescKits. Die verschiedenen Entwick-
lungsstränge werden nun vom Description Kit Experten in die Hand genommen und unter Ein-
satz vonBest Practicesaufeinander abgebildet, um zu gemeinsamen Konzepten zu kommen.
Das Ergebnis der Abstimmungsprozesse ist idealerweise dieEinigkeit darüber, welche Rahmen
für welche Konzepte zu entwickeln sind. Mit Hilfe der DKL nimmt der Description Kit Experte
die Entwicklung der DescKits auf Ebene M0* vor (vgl. Abbildung 42). An dieser Stelle muss
eine Hierarchisierung der DescKit-Kandidaten vorgenommen w rden – durch Konkretisierung
auf DescKit-Ebene M0*.
69Der DKA ermöglicht es zum einen, in der Analysephase erstmal ganz ohne Richtlinien klassisch zu modellie-
ren. In diesem Fall würden DescKits erst auf Basis der Anforderungsmodelle vorgeschlagen und eingeführt
werden. Erst nach diesem Zwischenschritt sind dann Descriptions dem klassischen Modell hinzuzufügen. Zum
anderen werden in dem hier präferierten Fall DescKits im Vorfeld der Modellierung entwickelt, eingeführt
und anschließend gleich ein Modell mit Zusatzinformationen in einem Prozess erstellt. Das Vorgehensmo-
dell sieht deshalb Abstimmungsprozesse in einem frühen Projektverlauf vor und dann weitere
”
nach-Pflege“-
Abstimmungsprozesse im weiteren Verlauf.
70Die semiautomatisiertëUberführung der Klassenstrukturdiagramme in DescKits ist nur dann möglich, wenn der
Description Kit Experte dabei mit den Modellierungsexperten interagiert, die für die Erstellung der Modelle
verantwortlich waren. Nicht jede Klasse hat ein realweltlichesÄquivalent und umgekehrt liegt nicht jeder rele-
vante DescKit/DescKitType als Klasse vor. Hier muss klar zwischen datentragenden Klassen und funktionalen
– im Sinne der Programmfunktionalität – Klassen unterschieden werden. Die Aggregation und Kompositi-
on muss nicht unbedingt in einer Einbettung resultieren, sodern kann auch durch Relation(Type) dargestellt
werden. Bei den Parametern muss klar sein, was die Attributeder Klasse bedeuten. Attribute können auch
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Abbildung 41:Überführung von Klassenstrukturdiagramm in DescKitTypen/DescKits
Die Description Kit Experten sind danach verantwortlich f¨ur das Einbringen der DescKits in
das eigentliche Modellierungsprojekt. Es beginnt mit dem ersten Schleifendurchlauf entspre-
chend dem Vorgehensmodell: Die erste Nutzung der DescKits zur Erstellung von Descriptions
durch die Personengruppen, die auch normalerweise die Modellierung in der entsprechenden
Domäne vornehmen, d. h. Fachexperten (unter Umständen unt r Mithilfe von Modellierungs-
experten) und Serviceentwicklern. Ein vorhandenes DescKit kann während der Modellierung
verändert werden. Zu jedem Zeitpunkt der Modellierung aufEbene M0 ist immer genau eine
Konfiguration eines DescKits auf M0*-Ebene aktiv. Wie bereits erwähnt, werden die Verbin-
dungsmöglichkeiten des DescKits mit den Konzepten der konzeptuellen Modellierungssprache
auf Metamodellebene festgelegt und bleiben konstant. Die DKL sollte damit im Fall vonÄnde-
rungen der Fachsprache nicht betroffen sein. In dem Fall wären nur die DescKits von einer
Adaption betroffen. Veränderungen an einem DescKit, z. B.durch die Definition von weiteren
Parametern, führen einen DescKit von einer Konfiguration in eine andere über. Die Adaptions-
operationen sollten dabei eine Anpassung ermöglichen, ohne die Konsistenz des existierenden
fachkonzeptuellen Modells zu gefährden. Dies ist insofern problematisch, als bei der Model-
lierung der DescKits keine Annahmen gemacht werden, wann bestimmte Adaptionsoperatio-
nen realisiert werden. Falls DescKits bereits in Modellen butzt wurden, ist ihre Veränderung
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Abbildung 42: Vorgehensmodell zur Modellerstellung (Ausschnitt 2)
jedenfalls nicht ohne weiteres möglich. Unkritisch ist stet das Hinzufügen eines Elements,
solange dieses nicht als verpflichtend eingeführt wird. Schwieriger gestaltet sich das Verände-
rung und Löschen von Elemente. Zwingend notwendig ist einÄnderungsmanagement für die
DescKits, welches die davon abhängigen Modelle berücksichtigt.
Bei der Modellierung treten̈Anderungswünsche auf, die an die Description Kit Experten
gemeldet werden. Die Rückkopplung mit den Experten resultiert in Änderungen auf M0*.
Description Kit Experten und Modellierungsexperten behandel die sich daraus ergebenen
Änderungskonsequenzen auf Modellebene. Auf Metamodelleben werden keine domänenspe-
zifischen Sprachkonstrukte modelliert, sondern die Sprache für DescKits dieser domänenspe-
zifischen Sprachkonstrukte. Da die Ebene M0* in unmittelbarer Nähe zu Ebene M0 liegt, kann
bei iterativem Vorgehen prinzipiell auf beiden Ebenen abwechs lnd oder gleichzeitig gearbeitet
werden. Letztlich bedeutet dies, dass die Methode ein iterativ s Vorgehen zwischen den Ebenen
M0 und M0* klar und transparent unterstützen muss und ggf. auch Dingewie das
”
Befördern“
von Modellierungsinformationen von M0 auf M0* interessant wäre. Bei Nutzung im Team muss
dabei ein klares Vorgehen herrschen. Es muss verhindert werden, dass sich jeder Methoden-
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nutzer einfach neue DescKits schafft, wie er sie gerade ben¨otigt. Ggf. muss bestimmten Per-
sonen der Zugriff auf Ebene M0* verwehrt bleiben. Andererseits können auch Anpassungen an
DescKits kritisch sein. Insbesondere das Löschen eines DescKits, welcher noch benutzt wird,
beseitigt bestehende Modelle oder verfälscht sie.
Auf Ebene M0 können bzw. müssen – je nachdem, wie die DKL auf M1 mit der Model-
lierungssprache verknüpft wurde – nun DescKits in konkreten Modellen benutzt werden. Die
Modellierung innerhalb von Descriptions erfolgt hierarchis und damit anders als bspw. die
klassische Prozessmodellierung. Der hierarchische Top-Down Ansatz beginnt mit einer hoch-
aggregierten Sicht auf den Sachverhalt und verfeinert die Beschreibung mit detaillierten In-
formationen in strukturierten, wohl-definierten Bereichen. Damit entsteht eine Hierarchie an
Descriptions mit steigendem Detaillierungsgrad.
Die hierarchische Modellierung erlaubt es dem Modellierer, b stimmte Informationen über
einen realweltlichen Sachverhalt von anderen zu trennen, Informationen zu verbergen oder
unterschiedlich zu bewerten. Dabei wird keine Sprache modifiziert, sondern sich innerhalb
der durch DescKits vorgegebenen Beschreibungsrahmen bewegt. Zu ihrer Nutzung muss ei-
ne Description im klassischen, sprachlichen Sinne instanziiert werden. Die Description erhält
einen eindeutigen Namen und ist Teil der ObjektmodellebeneM0. Zeitgleich instanziiert die
Description eine bestimmte DescKit-Instanz, die den Rahmen für das weitere Vorgehen be-
stimmt. Gemeint ist die Ausgestaltung der Description ist durch folgende Handlungen:
1. Auswahl einer Menge an Parametern und Sub-DescKits, d. h.eingebettete DescKits, des
entsprechenden DescKits.
2. Das Setzen von Wertbelegungen der gewählten Parameter.
Damit wird Menge der möglichen Descriptions, die ein DescKit zulässt, durch das Setzen
der Parameter und der Zuordnung von Descriptions niedrigerer Hierarchieebene bestimmt. Ein
Sachverhalt kann vom Fachexperten mit Hilfe eines DescKitskomplett neu modelliert bzw.
bereits vormodellierte Descriptions genutzt und diese ggf. weiter ausgestaltet werden. So wird
im Beispiel zur Beschreibung von Objektzuständen eines Studenten die DescriptionStudentzur
weiteren Ausgestaltung verwendet (vgl. Abbildung 43).
Abbildung 43 illustriert zudem die Separierung von wohl-struk urierten Prozessteilen von
denen, die auf die Richtlinien basieren. Vom Serviceentwickler werden DescKits dazu benutzt,
in Servicemodellen konkrete Objekte wie den Web ServiceHIS-SOSaus Abbildung 44 oder
konkrete Objektzustände wie ein aktiver oder inaktiver Student zu definieren.71 Der HIS-SOS
71Bei HIS-SOS handelt es sich um ein Anwendungssystem aus dem Breich der Hochschulverwaltung


















































Abbildung 43: Anforderungsmodellierung mit Descriptions
Web Service implementiert im Beispiel die Servicefunktionse dApplicationReceipt, die einem
Studienbewerber den Eingang seiner Immatrikulationsunterlag n bestätigt. Konkrete Objekte,
die der Service verarbeitet, werden dafür als Descriptions modelliert, wie z. B.Studentin Ab-
bildung 44.
Ein DescKit determiniert, wann der Prozess der weiteren Detailli rung stoppt. Diese Cons-
traint ist abhängig vom individuellen Zweck der Modellierung und wird implizit auf Ebene
M0* festgelegt. Der hierarchische Ansatz erlaubt, Sachverhalt eingeschränkt, unter Richtlinien
zu beschreiben und bietet gleichzeitig die Möglichkeit, Phänomene domänenspezifisch zu er-
fassen und zu beschreiben, die ansonsten schwer zu erfassensind. Aus Annahme 1 lässt sich
schlussfolgern, dass ein Fachexperte nicht in der Lage dazuist, den Output einer Prozessakti-
vität präzise zu formulieren. Analoges gilt für den ben¨otigten Input und die Aktionen, welche
die Objektzustandsänderung bewirken. Der DKA bewältigtd e notwendige Trennung von re-
alweltlicher und softwareorientierter Modellierung bei dr Beschreibung eines (Teil-)Prozesses
oder einer Servicefunktion, ermöglicht aber gleichzeitig eine Behandlung der Unschärfe in Be-







<element name=“name“ type=“string“ />
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public class Student {





















Abbildung 44: Servicemodellierung mit Descriptions
7.2.2 Modellverwendung
Die Nutzung des DKA ermöglicht die Einführung von Algorithmen für einen Abgleich von
Prozessmodellen mit Servicemodellen. Der Algorithmus soll es ermöglichen ein Quellmodell
und ein Zielmodell miteinander zu vergleichen, sofern die gleiche DKL eingesetzt wurde. Die-
ser Algorithmus wurde so generisch entwickelt, dass er auchin allen drei Szenarien sinnvoll
zum Einsatz kommen kann (vgl. Abschnitt 1.1). Aufgrund dieser generischen Anwendbarkeit
wird der Algorithmus durch bestimmte charakteristische Kennzahlen für jeden DescKitType
gesteuert.
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Für die Modellverwendung sind dem DKA Algorithmen zur Seite gestellt. Aus der Intention
heraus, verschiedene Domänen miteinander zu verbinden, dienen sie als Werkzeuge zur Pro-
blemlösung auf domänenspezifische Art und Weise. Wesentliche Absichten der Modellverwen-
dungen sind der Vergleich von Modellen aus verschiedenen Domänen, die Modelltransformati-
on zwischen verschiedenen Domänen und Modellanalysen. DiBasis dafür ist eingenerischer
Mapping-Algorithmus, der in der Lage ist, verschiedene Descriptions, welche diegleiche DKL
nutzen (sich aber in verschiedenen Modellierungsdomänenbefi den) zu vergleichen.
Der Algorithmus operiert auf den Descriptions, bezieht aber auch Parameter (und Werte)
und insbesondere die Einbettungsstruktur der Descriptions in die Betrachtungen mit ein. Per
se vergleicht der Algorithmus also erst einmal beliebige Descriptions – ohne Rücksicht auf
die verwendeten DescKitTypen. Wenn zwei Descriptions nicht den gleichen DescKitTypen be-
sitzen, werden sie aber selten aufeinander abgebildet. Allerdings könnten sie, falls sie intern
nahezu komplett übereinstimmen und die Kennzahlen entsprechend schwach den Umstand ver-
schiedener DescKitTypen negativ bewerten, trotzdem passen. Der Mapping-Algorithmus wird
durch verschiedene Konzepte gesteuert, die auf Ebene M1 definiert sind. Zu nennen sind hier
charakteristische Kennzahlen für jeden DescKitType. DerscKitType definiert, wie sich eine
Description dieses Typs für diesen Algorithmus verhält.Den Algorithmus zeichnet seine gene-
rische Verwendbarkeit aus. Die ursprüngliche Intention war die Identifikation von Services für
einzelne Prozessschritte in einem Prozessmodell gemäßSzenario 2(vgl. Abschnitt 1.1). Das
Mapping gestaltet sich nun aber so generisch, dass es auch f¨ur die anderen zwei Szenarien Ein-
satzmöglichkeiten bietet. Basierend auf dem Algorithmusentstand ein Mapping-Algorithmus
für ganze Modelle (oder Teilmodelle) verschiedener Domänen. Dieser Algorithmus basiert in-
tern auf derFaltung komplexer Modelle in eine einzelne (künstliche) Description, in der in
gewissem Sinne Modellteile mit hoher Kohärenz zusammenfall . Ferner wurde die gleiche
Strategie der Faltung für die Definition eines Algorithmusz r Analyse von Kohäsion und Kopp-
lung genutzt (vgl. Abschnitt 3.4). In der Tat nutzt dieser den g nerischen Mapping-Algorithmus,
um Vergleiche verschiedener Teile des gleichen Modells anzustellen. Der Algorithmus zur Fal-
tung von Prozessmodellen zielt aufSzenario 1– der Suche nach Servicekandidaten. Der oben
beschriebene generische Mapping-Algorithmus fürSzenario 2geht als ein Teil in den Algorith-
mus zur Faltung ein. Nur erfolgt der Vergleich hier innerhalb eines Modells, um z. B. Dinge wie
Kohärenz und Kopplung zu untersuchen.
Es kann festgehalten werden, dass der DKA es ermöglicht, diese Algorithmen generisch zu
formulieren und über Ebene M1 zu steuern. Der generische Algorithmus ist einsatzfähigfür
1. Mappings bzw. Vergleiche zwischen Modellen,
2. Faltung von Prozessmodellen,
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3. modellbasierte Prüfung auf Kohäsion und Kopplung in Prozessmodellen und
4. Modelltransformationen.
Spezifikation des generischen Mapping-Algorithmus
Ziel des Algorithmus ist es, die verschachtelten Strukturen d r Descriptions (inklusive ihrer
DescKits und DescKitTypen) gewichtet zu vergleichen und über die Güte eine Aussage über
Übereinstimmung bzw. Unterschiede zu erhalten. Bei dieserGewichtung des Vergleichs kommt
es sehr auf die Lage der einzelnen Descriptions an. Beispielsweise ist es ein Unterschied, ob
bei der Suche nach einem passenden Service für einen beschriebenen Prozess ein bestimmter
Service ein bestimmtes Objekt nicht als Eingangsobjekt erwartet (was nicht bedenklich sein
muss, da der Service seine Aufgabe dann auch ohne die Kenntnis dieses Objekts erledigen
kann), oder ob er ein bestimmtes Objekt nicht als Ausgangsobjekt liefert (was kritisch ist, wenn
dieses Objekt später gebraucht wird). Diese Unterscheidung muss über die Kennzahlen sinnvoll
gesteuert werden. Im beschriebenen Algorithmus werden in Schritt 3) (iv.) die Vaterbeziehun-
gen verglichen. Die Kennzahlen steuern an dieser Stelle indirekt (in Kombination mit Schritt
4), wie negativ es sich auswirkt, wenn ein gefordertes Objekt im Anforderungsmodell im Ser-
vicemodell fehlt, und zwar abhängig von seiner Lage in Servic , Interface, Input bzw. Output.
Während Schritt 3) zunächst Einzelüberprüfungen belie ig verschachtelter Beschreibungen
und ihrer Lage macht, werden diese Einzelergebnisse in Schritt 4) zusammengeführt zu einer
Gesamtbewertung, wie gut eine Beschreibung auf der anderenSeite abgebildet wird. Optimal
ist ein Eins-zu-eins-Treffer mit höchster Güte, mehrereTreffer hingegen können darauf hindeu-
ten, dass die Passfähigkeit nicht optimal ist. Auch hier ist je nach DescKitType unterschiedlich
zu bewerten. In Schritt 5) wird anschließend eine Gesamtgüte ermittelt unter Einbezug aller Er-
gebnisse des vorigen Schritts. Im Algorithmus wird nicht direkt untersucht, wie gut die Inhalte
zweier Beschreibungen im Sinne aller eingebetteten Beschribungen übereinstimmen, jedoch
wird dies indirekt durch Kombination der Schritte 3)-5) ermittelt durch Untersuchung der Va-
terbeziehungen in Schritt 3) und Zusammenführung dieser Info mationen in Schritt 4) und 5).
Die genaue Festlegung der Kennzahlen im konkreten SOA Anwendungsfall (Service, Interface,
Input, Output, Objekt, (virtuelle) Parameter, (virtuelle) Werte) erfordert noch empirische Stu-
dien (vgl. Kapitel 9). TheoretischëUberlegungen liefern zwar Hinweise, welche Kennzahlen
negativ oder positiv, bzw. klein oder groß sein sollten, im Einsatz sind die Kennzahlen aber wie
Stellschrauben einer Maschine, die ggf. während des Einsatze nachgezogen werden müssen.
Bei der Entwicklung des Algorithmus ist vorgesehen, eineÜberprüfung der Interfaces in drei
Schritten vorzunehmen:
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• Erstens über den Vergleich der Objekte. Geprüft wird, obEingangs- und Ausgangsobjekte
der zu vergleichenden Funktionen passen, d. h. welche Objekte sind Input und welche
Output.
• Zweitens durch eine Analyse, ob jeweils die eingebettetenObjekte zueinander passen.
Eingebettete Description können dabei im Service ggf. explizit statt eingebettet berück-
sichtigt sein.
• Drittens durch den Vergleich des Objektzustands. Passen die Parameterwerte? Welche
Parameter welcher Objekte gehen ein und welche aus? Hier kann der Service ggf. mehr
Attribute verarbeiten, aber immer noch passen. Berücksichtigung der Parameterbelegun-
gen / Constraints.
Ein Service muss nicht exakt passen: Es gibt kritische und unkritische Unterschiede, die un-
terschiedlich zu bewerten sind. Die Einschätzung der Bedeutung der Unterschiede für das
Mapping-Ergebnis erfolgt abhängig von den Kennzahlen derDescKitTypen. Unkritisch ist bei-
spielsweise, wenn zu viele Parameter zurückgeben werden –iese kann man einfach ignorieren.
Fehlende Eingangsobjekte sind kritischer. Wobei nicht jedes Objekt explizit, sondern auch ein-
gebettet verarbeitet werden kann. Da Descriptions (und DescKits, DescKitTypen) ineinander
eingebettet existieren können und jede Description bzw. jeder DescKit Parameter, Parameter-
werte und Constraints besitzen kann, sind die zu vergleichenden Strukturen durchaus komplex
und der Algorithmus muss dabei die Lage innerhalb der Einbettungsstruktur jedes zu verglei-
chendes Artefakts in die Betrachtungen miteinbeziehen.
Zur Vereinfachung des Datenmodells, auf dem der Algorithmus operiert, werden alle Para-
meter und deren Werte durch sogenannte virtuelle Descriptions repräsentiert. Diese gehören
dem DescKitTypevirt DescKitan und entsprechen jeweils Instanzen der DescKitsvir Param,
virt Valuebzw.virt Constr. Dies führt zu einer Modelltransformation, die in einem Modell re-
sultiert, dass nur noch aus Descriptions bestimmter DescKit und DescKitTypen besteht ohne
Parameter, Werte oder Constraints (vgl. Abbildung 45).
Für eine MengeA an Descriptions{Dα}α∈A gelte folgende Notation:
Dα: Eine Description.
DKα: Das Description Kit, von demDα eine Instanz ist.
DKTα: Der Description Kit Type, von demDKα eine Instanz ist.
Als Ergebnis der Modellkonvertierung erhält man für jedeS ite, d. h. Quelle und Ziel des



















Abbildung 45: Ergebnis der Transformation in virtuelle Descriptions
criptions) ohne Parameter, Parameterwerte oder Constraint . Gegeben sei folgende Datengrund-
lage mit IDs zur Denotation der Instanzen:
id(Dα): ID der DescriptionDα.
id(DKα): ID des Description Kit, denDα instanziiert.
id(DKTα): ID des Description Kit Type vonDKα.
p(Dα): Die Dα enthaltende Description (Vater).
λ1(DKTα), . . . , λℓ(DKTα): Diejenigen Kennzahlen (jeweilsℓ Stück) für den Description
Kit Typen vonDα, die für die Steuerung des Algorithmus herangezogen werden sollen.
Für die rechte Seite erhält man die Menge{Dβ}β∈B in korrespondierender Notation. Das Er-
gebnis der Modellkonvertierung durch den Algorithmus sei an der DescriptionStudentillustriert







(affiliation, virt Param, virt DK), (student, virt Value, virt DK), (status, virt Param, virt DK),
(active, virt Value, virt DK), (inactive, virt Value, virt DK), (Email, AddressData, Object),
(mailaddr, virt Param, virt DK)
)
Zu diesem Zeitpunkt wurden die ersten beiden Schritte im Aktivitä sdiagramm in Abbil-
dung 46 durchgeführt.
Nun kann der Hauptteil des Algorithmus beginnen. Im nächsten Schritt wird Schritt für
Schritt durch die Mengen an Descriptions navigiert und dabei individuell verglichen. In ei-
ner Schleife wird über2|A| und2|B| (d. h.α ∈ A undβ ∈ B) iteriert, nachÜbereinstimmungen
vonDα undDβ gesucht und ermittelt, wie starkDα undDβ miteinander korrespondieren.
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Abbildung 46: Aktivitätsdiagramm Modellverwendung::Mapping
Unter Einbezug der in 1) festgelegten Kennzahlen werden folgende Szenarien bewertet (vgl.
Abbildung 47):
i. id(DKTα) = id(DKTβ); falls nein, Abbruch
ii. id(DKα) = id(DKβ); falls nein, Abbruch
iii. id (Dα) = id(Dβ); falls nein, Abbruch
iv. Bewerte die Lage innerhalb der Einbettung, d. h. vergleich Vater-Beziehungen, d. h. un-
tersuche rekursiv wie in i.-iv. diëUbereinstimmung vonDα undp(Dβ), p(Dα) undDβ,
sowie vonp(Dα) undp(Dβ) (bis kein Vaterelement mehr vorhanden ist).
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Übereinstimmung 
von ½¾ ¿Àund ½¾ ¿Á?
[nein]
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Abbildung 47: Aktivitätsdiagramm Modellverwendung::Übereinstimmungen ermitteln
Der Algorithmus vergleicht nun die DescriptionsDα undDβ, indem die Elemente der Men-
gen{Dα}α∈A und{Dβ}β∈B verglichen werden. Für jedesDα ∈ A wird nach einer korrespon-
dierenden DescriptionDβ ∈ B gesucht. Dies erfolgt durch den Vergleich von id(Dβ), id(DKβ)
und id(DKTβ) mit den korrespondierenden Werten vonDα. In Abhängigkeit von den DescKit-
TypenDKTα undDKTβ bestimmt der Algorithmus anhand einiger charakteristischer Kenn-
zahlen, wie mit unpräzisen (nicht-exakten) Kongruenzen umzugehen ist. So ist beispielsweise
die Behandlung von Descriptions eingebettet in einer Description vom Typ Input (innerhalb
Interface) verschieden von denen, die innerhalb einer Description vom Typ Output eingebet-
tet sind. Auf diese Weise bestimmt der Algorithmus einige Werte, die als Indikatoren für den
Grad der Korrespondenz zwischenDα undDβ dienen. Ein hoher Wert deutet im vorliegenden
Mapping-Szenario daraufhin, dass ein Service beschriebendurchDβ einen guten Servicekan-
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didaten für eine gegebene DescriptionDα einer Funktion aus einem gegebenen Prozessmodell
darstellen könnte.
Das Ergebnis des Vergleichs (ob und wann Abbruch, Ergebnis von iv.) wird unter Einbezie-
hungen der Kennzahlen aus der DKL bewertet und ergibt die Kennzahl
σ(Dα, Dβ) ∈ [0, 1] (für alle Paare(α, β))
die reflektiert, wie gut die beiden Descriptions miteinander korrespondieren. Für diesen Schritt
steuern die Kennzahlen einige Szenarios: Wie wird z. B. die Tatsache bewertet, dass eine einge-
bettete Description auf der rechten Seite fehlt, in Abhängigkeit davon, wo diese auf der linken
Seite eingebettet ist.
Nach Berechnung dieser Kennzahlen werden die Ergebnisse zud n Werten
σ̄(Dα) ∈ [0, 1] (für alleα) sowie σ̄(Dβ) ∈ [0, 1] (für alleβ)
konsolidiert, welche reflektieren, wie gut eine Description Dα insgesamt mit der rechten Seite
korrespondiert. Dieser Schritt wird ebenfalls durch die Kennzahlen gesteuert, die festlegen in
welchen Situation es gut oder schlecht ist z. B. mehrere oderkeine Entsprechungen zu haben.
Dafür wird zuerst überα ∈ A iteriert und eine Gütēσ(Dα) als Funktion allerσ(Dα, Dβ)
(β ∈ B) durch Bewertung wie folgt bestimmt:
i. Bestimme die Anzahl allerDβ mit hohemσ(Dα, Dβ) (im Sinne eines”
Treffers“).
ii. Bewerte je nachdem, ob nur ein Treffer (gut), mehrere (schlecht) oder gar kein Treffer
(sehr schlecht).
Ebenso werden umgekehrt mittels Iteration überβ ∈ B die σ̄(Dβ) analog errechnet.
Im letzten Schritt werden diese Werte wiederum konsolidiert und ergeben die Kennzahl
σ ∈ [0, 1]
die angibt, wie gut die gesamten Modelldaten{Dα}α∈A und {Dβ}β∈B miteinander überein-
stimmen. Die Gesamtgüteσ ∈ [0, 1] errechnet sich im Sinne eines gewichteten Durchschnitts
über dieσ̄(Dα) und σ̄(Dβ).
Das Ergebnis ist die Güte derÜbereinstimmung. Da Parameter, Parameterwerte und Cons-
traints auf virtuelle Descriptions mit eigenen Kennzahlenabgebildet wurden, gehen sie natürlich
ebenfalls in diese Berechnungen mit ein.
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Algorithmus zur Faltung von (Teil-)Prozess-Ketten
Der oben beschriebene Mapping-Algorithmus ist geeignet, einzelne Descriptions miteinan-
der zu vergleichen. Der Anwendungsfall der Identifikation von Servicekandidaten für ganze
Prozess-Ketten bzw. Teilprozesse erfordert jedoch den Vergleich von ganzen Teilmodellen.
Zunächst wird die Modellierung in einer reinen DKL angenommen (vgl. Abschnitt 7.1.2). Um
diesen Algorithmus ebenfalls generisch abbilden zu können, sind – analog zur Einführung der
Kennzahlen für die DKL – weitere Vorbereitungen nötig.
Für jeden RelationType ist anzugeben, wie entlang Relationen von diesem Typ Informatio-
nen im Sinne von Descriptions fließen. Die Idee dabei ist, dasTeilmodell entlang seiner Re-
lationen zusammenzufalten zu einer Gesamtsicht, welche wieder in einer (künstlich erzeug-
ten) Description beschrieben ist. Dies ist ähnlich zu verstehen wie die virtuellen Descripti-
ons, d. h. das Ergebnis sind Hilfskonstruktionen, die es erlauben, den ursprünglichen Mapping-
Algorithmus anzuwenden.
Im mathematischen Sinne sind daher die Relationen als Operator n zu verstehen, welche auf
den Descriptions, welche sie verbinden, operieren und als Ergebnis wieder eine Description
liefern. Die Art und Weise, wie eine Relation als Operator fungiert, sollte dabei nur vom Rela-
tionType der Relation und den DescKitTypen der beteiligtenD scriptions abhängen. Für jeden
RelationType ist also eine Menge von Operationsregeln zu hinterlegen, wie auf bestimmten
DescKitTypen und eingebetteten DescKitTypen operiert werden soll.
Das Hauptbeispiel (Anwendungsfall SOA: Ermittlung von Servicekandidaten) ist folgendes
























Input{A ∪ (C − B)}
}{
Output{(B − C) ∪ D}
}
}
Die Operatoren∪ und− sind hierbei vordefinierte Operatoren, die auf dem 1:1 Mapping-
Algorithmus beruhen.
Im Falle vonX ∪ Y wird der Matching-Algorithmus für die DescriptionsX undY einge-
setzt (inklusive eingebetteter). Im Falle einerÜbereinstimmung werden die DescriptionsX und
Y zusammengeführt, d. h. alle eingebetteten Descriptions,Parameter, Werte und Constraints in
einer Description vom gleichen Typ zusammengelegt. Hauptbeispiel hierfür ist, dass in einem
Geschäftsprozess in mehreren Teilschritten verschiedene Aspekte eines Geschäftsobjekts ver-
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arbeitet werden. Wird dagegen keineÜbereinstimmung vonX und Y festgestellt, so werden
diese beiden Descriptions beide in die überliegende Description eingebettet. Dies setzt voraus,
dass dies überhaupt erlaubt ist. Die Regeln müssen also einer gewissen Konformität genügen.
Im Falle vonX − Y dagegen passiert Folgendes: Ebenfalls wird der Mapping-Algorithmus
auf X und Y angewendet. Wird keinëUbereinstimmung festgestellt, so ist das Ergebnis ein-
fachX. Wird dagegen ein Matching festgestellt, so wird ausX undY eine Differenz gebildet.
Hierzu wird der Mapping-Algorithmus wiederum auf die eingebetteten Strukturen angewendet,
und diese im Falle einer̈Ubereinstimmung entfernt. Bei völliger̈Ubereinstimmung vonX und
Y wird die Description völlig entfernt. Hauptanwendungsbei piel ist hierbei, dass ein nachge-
lagerter Prozess einfach das Ergebnis eines vorherigen Prozesses benutzt. Für den Gesamt bzw.
Teilprozess ist dieses Objekt daher weder Eingangs- noch Ausgangsgröße.
Insgesamt ist hierbei für jeden RelationType, abhängig von den DescKitTypen, somit eine
Reihe von Regeln abzuarbeiten. Die Faltung läuft dann entlang aller Relationen und faltet diese
nach und nach zusammen, so dass das gesamte (Teil-) Modell zum Schluss in einer einzigen
(künstlichen und großen) Description beschrieben ist. Dies kann in beiden zu vergleichenden
Domänen durchgeführt werden, so dass anschließend der ursprüngliche Matching-Algorithmus
auf diese gefalteten Descriptions angewendet werden kann,um eineÜbereinstimmung der
Teilmodelle in beiden Domänen zu bewerten.
Nichttrivial ist hier allerdings der Umgang mit Verzweigungen und insbesondere Schleifen.
Solange diese nicht auftreten, kann einfach eine Relation nach der anderen gefaltet werden,
um das Endergebnis zu erhalten. Falls diese jedoch auftreten, is die Idee hierbei, jeden mögli-
chen Weg durch das Modell zu betrachten - wobei jede Schleifehöchstens einmal durchlaufen
wird. Hierzu muss der Graph, den die Descriptions und ihre Relationen bilden, natürlich zu-
sammenhängend sein. Der Graph wird hierbei durchlaufen und an jeder Verzweigung werden
rekursiv für alle Möglichkeiten die weiteren Wege ermittelt. Kommt man dabei an eine Stelle
des Graphen, welche man schon erreicht hat, so wird beim erneut Treffen auf die Verzwei-
gung ein erneutes Durchlaufen dieser Schleife verhindert,i Schleife als solche aber registriert.
Das Ergebnis ist eine Menge an Wegen, durch den Graphen, welche nur noch eine Menge an
einfachen Schleifen enthalten, wobei entlang dieser Wege einige Descriptions mehrfach auftre-
ten.
Nun werden zunächst sämtliche einfachen Schleifen im Sinne der Faltung kontrahiert, begin-
nend an der Verzweigung, welche diese Schleife auslöst. Die Schleifen müssen zuerst betrach-
tet werden, um Schleifeninterne Phänomene (z. B. Objekte im Sinne von Schleifenvariablen)
zunächst zu verarbeiten, bevor das Faltungsresultat mit de Rest des Graphen zusammengefal-
VORGEHENSMODELL 179
tet wird. Sind sämtliche Schleifen durch Faltung
”
entfernt“, so ist das Ergebnis eine einfache
Kette, welche nun Schritt für Schritt zusammengefaltet wird.
Für jeden möglichen Weg erhält man damit ein Faltungsresultat. Nun werden die Faltungsre-
sultate im Sinne des oben beschriebenen OperatorsX ∪ Y zusammengelegt, um das Gesamtre-
sultat für den Graphen zu erhalten.
Abbildung 48 illustriert die Funktionsweise des Algorithmus bei Graphen und im Fall der
Anreicherung frei erstellter Modelle um Descriptions. Dieverschiedenen Möglichkeiten sind
in einem Kästchen dargestellt. Der Algorithmus behandelti verschiedenen Möglichkeiten
parallel.
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Abbildung 48: Faltung von (Teil-)Prozessketten im DKA
Im Falle der Benutzung des DK-Ansatzes als Zusatzinformationen im Rahmen üblicher Mo-
dellierung müssen die Relationen im üblichen Modell auf (virtuelle) Relationen im Sinne einer
DKL abgebildet werden. Hier erhält man eine Zusatzschwierigk it dadurch, dass auch indirekte
Relationen abgebildet werden müssen. Beispiel: In einer EPK mit durch Descriptions annotier-
ten Prozessen sind diese nicht unmittelbar verbunden, sondern über Ereignisse hinweg. Dieser
Umstand kann allerdings dadurch behoben werden, dass nicht-annotierte Modellelemente durch
leere (virtuelle) Descriptions annotiert werden und die Faltung entlang der Verbinder über diese
Modellelemente hinweg einfach als Weitergabe – also quasi
”
Befüllen der leeren Descriptions
von oben“– wirken. Dieser Kunstgriff erlaubt die Abbildungi eine DKL, die nach Faltung das
gleiche Resultat liefert, als würde man die Descriptions direkt miteinander in Relation setzen.
Somit ist der Algorithmus auch in diesem Kontext einsetzbar.
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Weitergehende Prüfung der Prozessketten
Ähnlich kann z. B. ein Teilprozess auf Kohärenz untersuchtwerden, indem die Prozesskette
einfach im obigen Sinne zusammengefaltet wird und dabei untersucht wird, wie sehr die dar-
aus resultierende Description zusammenfällt. Auf diese Weise kann die Prozesslandschaft im
Vorfeld des Mappings auf Servicekandidaten analysiert werden. Um die Eignung von Prozes-
sen bzw. (Teil-)Prozessketten als Service beurteilen zu k¨onnen, müssen, wie im Abschnitt 3.4
erwähnt Kohäsion, Kopplung und Komplexität einzelner Tilprozessketten (die Kopplung im
Vergleich zur gesamten Prozesslandschaft) ermittelt werden.
Die Komplexität eines (Teil-)Prozesses lässt sich gemäß DKA am besten über die verarbei-
teten Objekte ablesen. Dies ist zum einen die Anzahl zu verarb itenden Objekte, aber auch –
durch die genauere Beschreibung durch Parameter, Werte undConstraints – die Komplexität der
Objekte an sich, wiederum gemessen an der Anzahl der
”
El mente“. Komplexität wird zunächst
unabhängig von der Kohäsion betrachtet, d. h. die mehrface Verarbeitung eines Objektes erhöht
zunächst die Komplexität des zugrundeliegenden (Teil-)Prozesses. Da dies natürlich wiederum
vom Detailgrad der Modellierung abhängen kann, ist die so gemessene Komplexität zunächst
nur ein schlechtes Kriterium zur Ermittlung von Service-Kandidaten, wird aber als Hilfsgröße
für die Ermittlung der Kohäsion benötigt. Die Komplexität eines TeilprozessesP sei mitK(P )
bezeichnet.
Die Kohäsion ist ein Maß dafür, in wie weit die in einem Teilprozess abgebildete Funktio-
nalitäten zusammenpassen in dem Sinne, dass sie auf Informati nsobjekten mit hohem Zusam-
menhang operieren. Zur Ermittlung dieser Größe macht man sich obige Methode der Faltung
zunutze. Das oben genannte Beispiel für einen Operator hatger de die Eigenschaft, dass ähn-
liche Objekte während der Faltung zu einem gemeinsamen Objekt zusammengefasst werden,
während unterschiedliche Objekte weiterhin separiert bleiben. Zudem berücksichtigt die Fal-
tung nicht bloß die Objekte (mitsamt ihres Status), sondernebenso die Objektflüsse, da entlang
der Kanten (Datenflüsse) gefaltet wird. Der Mapping-Algorithmus geht wiederum in die Faltung
bei der Ermittlung von̈Ahnlichkeiten ein. Als Kohäsion wird nun der Quotient der Komplexität
des Teilprozesses vor der Faltung und der Komplexität des Teilprozesses nach der Faltung defi-
niert. Dies ist damit ein Maß dafür, inwieweit der Teilprozess sozusagen in sich zusammenfällt,
wenn man ihn als einen einzigen Service abbildet.
Bezeichnet man mitF (P ) die Faltung des (Teil-)ProzessesP und mit Λ(P ) die Kohäsion








Die Kopplung ist ein Maß, welches in einem gewissen Sinne gegenläufig zur Kohäsion ist,
allerdings einen Vergleich des Teilprozess nach außen durchführt. Zwei Teilprozesse sind mit-
einander gekoppelt, falls sie – zumindest teilweise – auf gleichen oder ähnlichen Objekten ope-












F (P1 ∪ P2)
) − 1 (2)
Diese ist1, falls die Faltung der Vereinigung vonP1 undP2 die gleiche Komplexität wie die
von P1 bzw. P2 selbst hat, also im Fall maximaler Kopplung und0, falls die Komplexität der
VereinigungP1 undP2 gerade die Summe der Komplexitäten vonP1 undP2 hat, diese beiden
Prozesse also keine Gemeinsamkeiten haben. Als Kopplung eines TeilprozessesP innerhalb














F (P ∪ Pi)
) − |G\P | (3)
also die Summe oben genannter Terme definiert, wobei die Summe alle ProzessschrittePi in
G, welche nicht zuP gehören, durchläuft.
Die Analyse kann dabei allerdings recht zeitaufwendig sein, da die Anzahl von Teilmodel-
len eines vorgegebenen Modells exponentiell mit der Größedes Modells steigt. Daher ist es
sinnvoll, den oben beschriebenen Algorithmus kaskadiert anzuwenden: Zunächst die Faltung
kleiner Bereiche, dann die Faltung der bereits gefalteten Informationen, usw. Hierzu sind ggf.
Teilmodelle durch den Modellierer für einëUberprüfung vorzuselektieren.
7.2.3 Phasenmodell
Die beschriebenen Aktivitäten werden nun in einem Phasenmodell in Beziehung zueinander
gesetzt. Das Phasenmodell verbindet das Vorgehen auf den Eben der Sprachbildung und
Sprachnutzung (vgl. Abbildung 49). Im Gegensatz zum klassischen Vorgehen in der Methoden-
entwicklung werden DescKitTypen, DescKits und Descs modelliert und Descriptions Modellen
hinzugefügt sowie die Problemlösungstechnik ausgeführt.
Phase I Phase I betrifft ausschließlich die innerhalb der modellgestützten Methode genutzte
Grammatik zur Prozessmodellierung. Ihr sprachbasiertes Mtamodell wird in der glei-












































Abbildung 49: Das Phasenmodell des DKA
rung. Dies schafft die Voraussetzung für die Verbindung zwischen den DescKitTypen und
der Modellierungsgrammatik.
Phase II Im nächsten Schritt kann das Modell der DescKitTypen anhand der erarbeiteten
Problemstellung aufgebaut werden. DescKitTypen stellen generische, starre Sprachkon-
strukte dar. Für die Modellierung der DescKitTypen und RelationTypen wird versucht,
Erfahrungen aus dem Entwurf domänenspezifischer Modellierungssprachen nutzbar zu
machen. Die DKL wird auf Metamodellebene M1 direkt nach der Definition der Model-
lierungsgrammatiken definiert. Daneben werden DescKitTypen um Kennzahlen angerei-
chert. Die Kennzahlen werden für jede Problemstellung, z.B. Szenario 2, so bestimmt,
dass der Mapping-Algorithmus optimal funktioniert. Kennzahlen werden für jeden Desc-
KitTypen festgelegt, wenn dessen Einfluss auf das Ergebnis des Modellvergleichs gesteu-
ert werden soll.
Phase III Es findet eine Verbindung der DescKitTypen mit dem sprachbasierten Metamodell
auf M1 statt. Alle zwingend oder optional annotierbaren DescKitTypen werden den ent-
sprechenden Konzepten der Modellierungsgrammatik zugeordn t.
Phase IV In dieser Phase werden auf Ebene M0* die DescKits modelliert. Die unmittelbare
Nähe zur Modellebene M0 ermöglicht es, bei iterativem Vorgehen prinzipiell auf beiden
Ebenen abwechselnd respektive gleichzeitig zu arbeiten.
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Phasen Va und Vb In Phase Va/b werden Descriptions in Anforderungs- und Servic mo-
dellen eingesetzt. Die Modellierung findet gemäß Abschnitt 7.1.2 parallel zur klassischen
Anforderungsmodellierung statt. Gegebenenfalls muss im Phasenmodell vorgesehen wer-
den, dass erst nach einer Phase der Analyse eine Phase der Einschränkung der Modelle
(Anpassung an die DescKits) erfolgt. Die Einschränkung kann n bestimmten Stellen
durch Markierungen vorbereitet werden. Damit wird zum einen Freiheit bei der konzep-
tuellen Modellierung erreicht und die nachfolgende Prüfung auf Erfüllung der Richtlinien
vorbereitet. Dies steht der allgemeinen Forderung nach Automa isierung entgegen, da das
beschriebene Vorgehen zusätzlichen manuellen Eingriff in die Transformationsaufgabe
bedeutet.
Phasen VI Im Modellabgleich werden̈Ubereinstimmungen zwischen Anforderungs- und Ser-
vicemodellen festgestellt, gewichtet und ein Zuordnungsmodell generiert. Dieses Mo-
dell repräsentiert die gewählten Beziehungen zwischen Servicefunktionen und Prozessen,
Teilprozessen bzw. Prozessaktivitäten. Das Modell wird semiautomatisch unter Einbezug
des Serviceentwicklers und/oder Fachexperten entwickelt.
In dieser Phase kann eine Vorprüfung von Modellen zu Beginndes Modellabgleichs erfol-
gen. Eine auf Kennzahlen basierende Vorprüfung der Anforderungsmodelle bezüglich ihrer
Tauglichkeit zur Repräsentation serviceorientierter Geschäftsprozesse wurde durch ESSWEIN
ET AL . bereits umgesetzt (vgl. [Ess+08], S. 221ff). Im Ergebnis dieser Phase liegt ein Anfor-
derungsmodell vor, das eine Implementierung auf Basis einer SOA intendiert. Nach Abschluss
der Modellierung wurden alle notwendigen Daten vom Fachexperten und Serviceentwickler
erhoben. Nach dieser Datenerhebung werden alle Teiltransformationen vollautomatisch durch-
geführt – zum Schluss erhält der Fachexperte noch einmal die Möglichkeit, das Zielmodell
nachzubearbeiten. Die Evaluation des Abgleichsverfahrens erfolgt durch seine Anwendung, in-
dem einige Beispielmodelle abgeglichen und das Ergebnis des Modellabgleichs mit einem rein
manuell vorgenommenen Modellabgleich verglichen wird.
Phase VII Im letzten Schritt wird das Zuordnungsmodell auf eine Servicekomposition in der
Sprache BPEL übersetzt.
7.3 Zusammenfassung
Im Kapitel 7 wurde unter der Bezeichnung Description Kit-Ansatz eine modellgestützte Metho-
de zur Entwicklung und Konfiguration von Servicekompositionen erstellt. Ein Fokus lag auf der
Darstellung der Interebenenarchitektur des DKA, die mit der klassischen Interebenenbeziehung
der Metamodellierung allein nicht umzusetzen war (vgl. Abschnitt 6.2). Zwar ist die Modellie-
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rung von Description Kits im Prinzip etwas̈Ahnliches wie die Erstellung von Metamodellen,
passt also technisch in das Verständnis der Metamodellierung, aber nicht philosophisch. Im Ge-
gensatz zur Metamodellierung geht es nicht einzig um den Entwurf von Modellierungssprachen.
Das Neue ist erstens die Gestaltung von Richtlinien, welchedas eigentliche Vorgehensmodell
der Modellierungsmethode mindestens beeinflussen. Somit haben Richtlinien – Einschränkun-
gen, die der DKA in den Modellierungsmethoden etabliert – einen Einfluss auf den gewöhnli-
chen Modellierungsprozess, indem das Vorgehensmodell für den Modellierungsprozess selbst
beeinflusst wird. Da der DKA generisch entworfen wurde, kanner sogar als eine Methode ge-
nutzt werden, um Vorgehensmodelle (indirekt) zu entwerfen. Diese resultieren in annotierten
Modellen, die Domänen überspannende Konzepte nutzen, welche wiederum eine automatisier-
te Evaluation erlauben. Der zweite neue Aspekt ist das Einbez eh n des Adaptionsprozesses der
domänenspezifischen Sprache in den Problemlösungsprozes durch Aufweichung der Grenzen
zwischen Sprachbildung und Sprachnutzung. Dies ist von besonderer Wichtigkeit, da die Richt-
linien das Ergebnis eines labilen Konsens (vgl. Annahme 14)auf M0* sind, der die Modellver-
gleichbarkeit fördert und erst dadurch die Nutzung der Lösungsverfahren aus Abschnitt 7.2.2
erlaubt.
Ein anderer Schwerpunkt war die Beschreibung der zum Einsatz kommenden Modellarten
und die Ableitung von sprachlichen Konzepten für jede der dr i Modellierungsebenen. Da-
bei stand die abstrakte Syntax im Vordergrund, da diese die Grundlage für eine automatisierte
Modellverwendung legt (vgl. Abschnitt 7.2.2). Bei der Prozessmodellierung wird auf existie-
rende Modellierungssprachen zurückgegriffen. Die grundlegende Notation der Elemente wur-
de an Beispielen deutlich gemacht. Das Problem, das innerhalb einer Situation gelöst werden
soll, ist bei der modellbasierten Problemlösung stets dieZusammenführung unterschiedlicher
Domänen. Seien es Modelle der Analyse- und Entwurfsphase,der Vergleich von IST- und
SOLL-Domäne, den Modellvergleich aus verteilt entwickelten Modellierungsprojekten, etc.
Das Modell zur Beschreibung der Richtlinien – die DKL – ist zum Teil so generisch geschaffen,
dass sich jede Art von Sachverhalt in dessen Beschreibung zweckbezogen einschränken lässt.
Dadurch wurde eine allgemeingültige Methode geschaffen,w lche gleichzeitig den speziellen




8 Bewertung des Description Kit-Ansatzes
Ziel des folgenden Kapitels ist es, die Anwendbarkeit und N¨utzlichkeit des DKA zu überprüfen.
Der Nachweis der Nützlichkeit ist wesentlicher Bestandteil r angewendeten Forschungsme-
thode (vgl. [Hev+04], S. 85; [VeHa05], S. 734). Um den DKA in einer realen Handlu gssituati-
on zu testen, bedarf es neben der softwaretechnischen Implementierung seiner formalisierbaren
Bestandteile (Sprachmodell, Teile des Vorgehensmodells und die Problemlösungstechnik) noch
die organisatorische Implementierung der nicht-automatisier en Aufgaben, wie z. B. die Erstel-
lung von Richtlinien oder die Auswahl des richtigen Service. Eine organisatorische Implemen-
tierung des DKA ist im Rahmen der vorliegenden Arbeit nicht zu leisten. Insofern werden erst
zukünftige empirische Untersuchungen eine abschließende Validierung der Annahme, dass der
DKA für die im Abschnitt 1.1 beschriebene Problemstellunggeeignet ist, gestatten.
Um jedoch die grundlegende Anwendbarkeit zu testen, soll eine Überprüfung der Funkti-
onsfähigkeit der algorithmischen Lösungsverfahren durch exemplarische Anwendung (Proof-
of-Concept) erfolgen. Die Evaluation umfasst nur Aktivitäten aus denPhasen Va/b und VI
des Phasenmodells (vgl. Abschnitt 7.2.3). Insofern sind iner Evaluation auch nur die Rol-
len Fachexperte und Serviceentwickler besetzt. Im Phasenmodell des DKA ist im Vorfeld der
Sprachnutzung in den Phasen V und VI die Erstellung einer DKLund die Entwicklung der
DescKits vorausgegangen. Als Resultat liegen diverse Constrai ts für Parametertypen und Ein-
bettungen vor (vgl. Abschnitt 7.1.2). Die modellgestützte Problemlösung wird am Beispiel des
Einschreibungsprozessesin einer deutschen Hochschulverwaltung demonstriert. Erse A pekte
des Anwendungskontextes kamen bereits im Kapitel 7 zum Einsatz. Im Vorfeld der exempla-
rischen Erprobung wurde eine prototypische Softwarelösung entwickelt (vgl. [Wal+92], S. 41;
[MaSm95], S. 254ff; [Cao+06], S. 214). Abschnitt 8.1 befasst sich zunächst mit dem entsta -
denen Prototypen. Anschließend wird im Abschnitt 8.2 das Testsz nario beschrieben und die
exemplarische Erprobung des Prototypen vorbereitet. Schließlich beschreibt Abschnitt 8.3 die
Durchführung des Modellabgleichs und stellt die Ergebnisse der Methodenanwendung dar. Zu-
letzt werden Konsequenzen für die erstellte Methode diskutiert und eine Bewertung anhand der
Kriterien aus Abschnitt 5.2 vorgenommen (vgl. Abschnitt 8.4).
8.1 Prototyp
Es handelt sich um einen funktionalen Prototypen im Sinne des experimentellen Prototy-
ping, dessen Funktion es ist, die technische Machbarkeit der Umsetzung des DKA abzuklären
(vgl. [Lic+94], S. 222; ähnlich [Kie+92], S. 66; [Balz98], S. 114ff). Bei seiner Entwick-
PROTOTYP 187
lung wurden alle Funktionen betrachtet, aber nur einzelne komplett umgesetzt (vgl. [Lic+94],
S. 222f; [Kie+92], S. 67).
Exemplarisch wird gezeigt, wie der DKA die Anbindung von Services an Geschäftspro-
zessmodelle ermöglicht. Um einen solchen Zugriff zu ermöglichen, muss der Inhalt der
Anforderungs- und Servicemodelle elektronisch in einem Modellierungswerkzeug verfügbar
sein (vgl. Abschnitt 8.1.1). Gemäß Abschnitt 3.1 implementieren Serviceentwickler Services
zeitversetzt und unabhängig voneinander. Zur Realisierung des Tests ist es damit erforderlich,
Services in einem Katalog zu registrieren und dort mit Descriptions auszuzeichnen (vgl. Ab-
schnitt 3.3.2). Abschnitt 8.1.2 beschreibt ein Katalogsystem, das sich für eine einheitliche Spe-
zifikation von Services unter Richtlinien in einer verteiltn Umgebung eignet.
Für den Modellabgleich muss die Servicebeschreibung aus dem Servicekatalog dem Mo-
dellierungswerkzeug zugeführt und dort modellbasiert abgelegt werden. Andererseits müssen
die DescKits im Servicekatalog verfügbar gemacht werden,um Services mit Descriptions aus-
zeichnen zu können. Der Prototyp besteht also aus einer Kombination aus Servicekatalog und
Modellierungswerkzeug.
8.1.1 Modellierungswerkzeug
Für eine Implementierung des DKA bieten sichMeta-CASE-Werkzeuge an. Diese Werkzeu-
ge bieten die Möglichkeit der generischen Sprachentwicklung und damit den Vorteil mehrere
Modellierungssprachen parallel und integriert miteinander zu entwerfen (vgl. Abschnitt 2.3).
Für die Implementierung der Funktionalität wird das ModellierungswerkzeugCubetto® Tool-
set der Version 1.5.1 eingesetzt, welches vom Lehrstuhl für Witschaftinformatik, insb. Sy-
stementwicklung der Technischen Universität Dresden in Kooperation mit der semture-GmbH
entwickelt wird (vgl. [Sem09]).72
Die Implementierung der formalisierbaren Teile des DKA im Cubetto® Toolset zwingt zur
Explikation der Methodenbestandteile mit der E3-Methode (vgl. [Grei04], S. 158). Allerdings
ist der DKA nicht verlustfrei auf die E3-Methode übertragbar, die im Cubetto® Toolset imple-
72Das Cubetto® Toolset bietet die Möglichkeit, die erstellten Modelle durch einKonfigurationsmanagementzu
verwalten. Dadurch können, die in einem verteilten Modellierungsprojekt, erstellten Teilmodelle vereinigt
werden, was insbesondere für die sich anschließende Auswertung der Anforderungsmodelle und der Analyse
des Unterstützungspotentials durch Services relevant ist. Darüber hinaus bietet Cubetto® eine Versionierung
und Zusammenführung von Arbeitsständen verschiedener Benutzer. Nur durch die Verwaltung einzelner Zwi-
schenstände ist es möglich nachzuvollziehen, wer welcheÄnderungen an welchem Tag und vor allem warum
durchgeführt hat. Vorhandene Modelldaten werden über das Konfigurationsmanagement nicht gelöscht, son-
dern nur als gelöscht markiert, was ihre Wiederherstellung zu einem späteren Zeitpunkt erlaubt. Ein entspre-
chendes Benutzermanagement verwaltet dabei die Rechte derBenutzer auf alle Modelle und Modellelemente
in Form von Schreib-, Lese- und Erstellrechten.
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mentiert ist. Das E3-Modell wurde für die Metamodellierung geschaffen. Es wird ein Vorgehen
vorgeschlagen, das allein auf den Entwurf von Modellierungssprachen und die Konfiguration
des Cubetto® Toolsets abzielt. In der Metamodellhierarchie der E3-Methode fehlt die Ebene
M0* zur Definition von Richtlinien komplett. Das E3-Modell passt daher nicht wirklich zur
Umsetzung des DKA. Für den Proof-of-Concept wird allerdings an der Metamodellierung fest-
gehalten. Zumindest ist es mit dem Cubetto Toolset möglich, Teile des sprachbasierten Meta-
modells des DKA zu implementieren. Das Konzept der Modellierung von Description Kits, d. h.
Constraints für die Modellierung auf Ebene M0 ließ sich nicht umsetzen. Im Proof-of-Concept
bilden Description Kits im Grunde nur noch domänenspezifische Sprachkonstrukte. Die Imple-
mentierung des DKA mit der E3-Methode führt zu einer strikten Trennung von der Definitio
der Description Kits auf Metamodell-Ebene und deren Benutzung auf Modellebene. Diese Tren-
nung lässt sich in einem Vorgehensmodell, welches in der Realität tragen soll, kaum umsetzen.
Vielmehr greift beides Hand in Hand. Ein iteratives Vorgehen muss unterstützt werden. Zuvor
festgelegte Konzepte des Description Kit-Ansatz werden ingrammatikalische Konzepte des
E3-Modells umgesetzt und miteinander in Beziehung gesetzt. Hierzu erfolgt die Umsetzung der
Grammatik in Objekttypen, Assoziationen und Parameter, diim Werkzeug durch dynamische
Wertebereiche implementiert und entsprechend in JavaScript übersetzt werden (vgl. Anhang).
Die Dialogfunktionalität sowie der Mapping-Algorithmenwurden als Plugin implementiert. Die
Plugin-Schnittstelle des Cubetto® Toolset ist offen gelegt (v l. [Sem09]). Mit dem Prototyp ist
es zumindest möglich, die Modellierung von Descriptions ud deren Zuordnung zu konzeptu-
ellen Modellen versuchsweise durchzuführen und den Mapping-Algorithmus zu testen.
8.1.2 Servicekatalog
Für die Erprobung des DKA wurde ein Katalogsystem genutzt,das es ermöglicht, Services zen-
tral zu pflegen und auf standardisiertem Wege anzubieten (vgl. [JuTh08], S. 4ff). Der Katalog
bietet die Möglichkeit, Leistungseigenschaften eines Servic generisch zu spezifizieren.73 Das
Werkzeug ermöglicht es dem Nutzer, selbst zu entscheiden,n welcher Form der Service be-
schrieben werden soll. Erreicht wird dies durch ein dynamisch erweiterbares Metamodell zur
Beschreibung von Services. Der Nutzer des Katalogs kann sich eigene sprachliche Konstrukte
73Bei der Entwicklung des Katalogs wurde der Ansatz verfolgt,einen integrierten Katalog zu schaffen, in dem
klassische Dienstleistungen neben halb- und vollautomatischen Services eingetragen und durchsucht werden
können (vgl. [JuTh08], S. 4). So sollen einerseits Informationen über den Wiederverwendungsstatus im Sinne
von Anbieter-, Kontaktinformationen und Informationen f¨ur das Qualitätsmanagement katalogisierbar sein,
aber andererseits auch adäquate Informationen zur Auswahl eines Web Services und zur Einschätzung von
dessen Passfähigkeit für einen bestimmten betrieblichen Kontext. Der Katalog nimmt deshalb eine proprietäre
Katalogisierung vor. Da die Informationsstruktur der zu speichernden Services unterschiedlich beschaffen sein
kann, gibt es ein Metadatenmodell, welches es ermöglicht sehr heterogene Dienstleistungen in der Datenbank
abzulegen.
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definieren und den Service damit beschreiben. Die Sprachkonstrukte werden in Form von Me-
tadatensätzen entworfen. Im Bereich der Metadatensätzewurde ein dynamisch ausbaufähiges
Datenbankmodell entworfen. Im Ergebnis liegt mit dem DLK ein Katalog vor, der es ermöglicht
die Dienstleistungen sowie Web Services einer verteilten Umgebung mit frei bestimmbaren Me-
tadatensätzen einzutragen. Damit ist ein Werkzeug vorhanden, mit dem die Methodenproduk-
te des DKA implementiert und getestet werden können. Das dabei entstandene Datenmodell
umfasst folgende vier Kategorien: Stammdaten, Mandantenda , Klassifikationsdaten sowie
Metadaten. Metadaten erlauben eine beliebige Erweiterungdes Datenmodells durch den Man-



























Abbildung 50: Flexible Metadaten-Speicherung im Datenmodell
Dazu werden drei Tabellen für die konkrete Verwaltung der Mtadaten verwendet: Metada-
tensatz, Metadatenattribut und Wertebereich. Die Tabellen Service-Metadatensatz-Verknüpfung
und Service-Metadatenattribut-Verknüpfung verbinden jeweils einen Metadatensatz bzw. einen
konkreten Wert eines Metadatenattributs mit einer Dienstlistung. Es sind folgende fest im-
plementierte Attributtypen vorgesehen, um die grundlegenden Datenarten zu erfassen: Freitext,
Zahl, Internetadresse, Bild und Datei, die es ermöglichen, einen Metadatensatz zu spezifizieren.
Darüber hinaus können beliebige Wertebereiche angelegtw rden, um für Dienstleistungen vor-
spezifizierte Auswahllisten zu verwenden. Dieses Konstrukt bietet also eine hohe Flexibilität,
was die Verwaltung von Metadaten betrifft.
Der BereichService Databetrifft das gesamte Management von Services vom Anlegen, B-
arbeiten über das Suchen, Editieren bis hin zum Entfernen eines Service. Bei der Erfassung
einer Dienstleistung kann der Nutzer Assoziationen zu mehrer n Kategorien aus verschiedenen
Bäumen aufbauen und die Services an unterschiedlichen Stellen eintragen. Es können beliebig
komplexe Klassifikationshierarchien angelegt werden, denen dann Services zugeordnet werden
(vgl. [JuTh08], S. 7). Der Katalog ist als zentrales Informations- und Administrationsportal
konzipiert, die Anbieter der Services sind jedoch über diegesamte Organisation verteilt (vgl.
Abschnitt 3.1). Der Katalog ist deshalb mandantenfähig ausgelegt, d. h. die Daten der einzelnen
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Anbieter werden logisch voneinander getrennt.Über eine Weboberfläche verwalten Serviceent-
wickler ihre eigenen Services.74
8.2 Exemplarische Anwendung des Prototypen
Der Anwendungskontext der exemplarischen Erprobung des DKA nimmt Bezug auf
Geschäftsprozesse, die innerhalb des ArbeitspaketsProzessanalysedes MIRO Projektsdo-
kumentiert wurden.75 Als Sprache für die Modellierung der Prozessmodelle wurdedie EPK
gewählt, da diese in der Praxis eine weite Verbreitung und hohe Akzeptanz gefunden hat
(vgl. [NüRu02], S. 64f).
Die Prozessanalyse ist Teil der Entwicklung eines Identit¨atsmanagements für die zentrale
Steuerung des Zugangs zu Ressourcen an der Universität. Der SOLL-Prozess der Einschreibung
beinhaltet die Berücksichtigung unterschiedlicher Recht und Rollen, welche durch ein zentra-
les Identitätsmanagement verwaltet werden sollen.76 Nun geht es darum, den Arbeitsablauf der
Einschreibung innerhalb der Universität IT-technisch zuunterstützen und zu automatisieren.
Abbildung 51 zeigt einen Teil des Modells des Prozesses derRechtevergabeim Rahmen der
Einschreibung eines Studenten.
Der dargestellte Prozess legt die Person im IdMS mit allen n¨otigen Daten an bzw. modifiziert
sie. Die Informationen über die Rechtevergabe werden ebenfalls in dem Prozessmodell abge-
legt. Damit schließt der Prozess die Lücke zwischen Personndatenverwaltung und dem Be-
rechtigungsmanagement. Um das Beispiel zu vereinfachen, wird nur ein bestimmter Ausschnitt
74Extern nutzbare Funktionalität des Servicekatalogs ist als WSDL gekapselt und über SOAP aufrufbar. Die ein-
fachsten Web Services geben dem Konsumenten A-Z Listen aller verzeichneten Services zurück; diese können
dann entsprechend eingeschränkt werden: nach Anbieter (Mandant), nach Zielgruppe, etc. Weitere Services
dienen der Detailansicht eines speziellen Services. Relevant ist insbesondere der Export der Servicemodelle in
das Cubetto® Toolset.
75Die Westfälische Wilhelms-Universität Münster (WWU) hat im Rahmen des DFG-geförderten Projekts MI-
RO (Münster Information System for Research and Organization) die Kernprozesse in Forschung, Lehre und
Studium auf der Grundlage der Geschäftsziele der WWU modellhaft dargestellt und die Möglichkeiten des
IT-Einsatzes zur Unterstützung der Wertschöpfungsoptimierung im Sinne einer serviceorientierten Architektur
geprüft (vgl. [Böh+07], S. 141ff).
76Voraussetzung ist ein Rollenmanagement in Verbindung mitPol cies, die Nutzer mit all denen Berechtigungen
ausstatten, um seine Pflichten in der Organisation zu erfüll n. DerRBAC-Ansatz(Role Based Access Control)
bietet eine Lösung für die Implementierung eines Rollenma agements, die von den meisten IdMS unterstützt
wird (vgl. [FeKu92], S. 554ff). Dafür werden die individuell n Personendaten mit Rolleninformationen ange-
reichert, um sie für den Ansatz einer Rollen-basierten Zugriffskontrolle zu qualifizieren. Die Abbildung von
Rollen auf Berechtigungen in Zielsystemen wird durch so genannteProvisioning Policiesfestgelegt. Eine Pro-
visioning Policy spezifiziert, unter welchen Umständen eine Identität berechtigt ist ein Nutzerkonto auf einem
oder mehreren Zielsystemen (basierend auf der Rolle einer Identität) zu besitzen und mit welchen Attributen
der Zugang gewährt wird (basierend auf den Attributen der Intität). Sie beinhaltet damit eine oder mehre-
re Berechtigungen für bestimmte Prozesse auf einem Zielsyst m und wird durch eine oder mehrere Rollen
angestoßen.
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Abbildung 51: Prozess der Rechtevergabe (Ausschnitt)
des Modells betrachtet: Sofern ein Student bei seiner Immatrikulation der Universität noch nie
bekannt war, wird seine Person neu registriert und ein Benutz rkonto angelegt. Darüber hin-
aus wird er als Student aufgenommen. Das Verhältnis des Studen en zur Universität wird über
seinen Studiengang hergestellt. Dieses Verhältnis wird mt dem Benutzerkonto des Studenten
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assoziiert. Insbesondere der rechte Teil der Abbildung istwichtig: Der Person wird die Rolle
Studentzugeordnet und die Person organisatorisch eingruppiert (zu Studiengängen). Die Zu-
ordnungen werden nach dem Anlegen eines neuenAccountsdiesem übergeben.
Die Anforderungen können vom Fachexperten frei formuliert werden. Dem Modell wer-
den nun Descriptions hinzugefügt, welche die DescKits derEbene M0* einhalten (vgl. Ab-
bildung 52). Für das Beispiel wird an dieser Stelle die Menge an DescKitTypen und DescKits
als gegeben angenommen, die in Abbildung 37 einzusehen sind. Jede Funktion wird mit ei-
ner Description des DescKitTaskannotiert. Man beachte in Abbildung 52 die Einbettung der
DescriptionAffiliation beim Wechsel von VorgangCreate Entryzu Attach Account.
Abbildung 52: EPK-Diagramm angereichert um Descriptions (Ausschnitt)
Auf der anderen Seite bieten Services des IdMS Lösungen für die Verwaltung und Konso-
lidierung von Identitätsdaten, die Zuordnung von Rollen und Berechtigungen und die Provi-
sionierung von Zielsystemen mit Accountdaten an. In Abbildung 53 ist die Registrierung des
IdM-ServiceSet Affiliationim Servicekatalog dokumentiert. Die innerhalb der Prozessmodelle
dokumentierten Prozessaktivitäten bzw. (Teil-)Prozesse sind auf die Services des Identitätsma-
nagementsystems abzubilden.
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Abbildung 53: Eingabemaske für die Beschreibung eines WebService mit Descriptions
8.3 Exemplarische Durchführung
Der Mapping-Algorithmus wurde zunächst noch rein prototypisch ohne ausgereifte Dia-
logführung umgesetzt. Mittels Cubetto® Toolset-Plugin werden zunächst die Modellierungs-
daten eingelesen und die Descriptions sowie ihre Relationen i inem externen Datenmodell
abgelegt, welches auf den Algorithmus optimiert ist, und die Abbildung der im Kapitel 7.2.2
beschriebenen (temporären) virtuellen Descriptions erlaubt. Gleichzeitig wird über einen Web
Service des Servicekatalogs ein Auslesen der dort vorhandene Daten erlaubt, welche ebenso
in gleicher Form (nach leichter Umwandlung der dortigen Metadaten-Struktur) als Descriptions
abgelegt werden. Nun kann der eigentliche Algorithmus arbeiten. Neben dem oben beschrie-
benen, aus dem IdMS enstammenden Service
”
Set Affiliation“ wurden noch einige andere Ser-
vices aus dem Identitätsmanament-Szenario in den DLK eingebracht und durch DKA-taugliche
Metadaten-Sätze beschrieben. Somit entsprechen die Metadat nsätze eineindeutig DK einhal-
tenden Descriptions. Bei den Services handelt es sich insbesond re um Web Services, welche
194 BEWERTUNG DESDESCRIPTIONK IT-ANSATZES
die Verarbeitung von Identitätsdaten und Rollendaten innerhalb des IDMS (Hinzufügen und
Modifikation von Studierenden und Mitarbeitern) und der damit verbundenen Prozesse (Konso-
lidierung, Rechteerteilung, aber auch z. B. auch Benachrichtigungen an den Benutzer) betreffen.
Zurückgreifend auf die Implementierung des IDMS wurden zudem noch alte Stände der Ser-
vices in den DLK eingespielt, da diese teilweise mit einer anderen Granularität implementiert
waren und damit gute Kandidaten für den Mapping-Algorithmus darstellen. Für die in diesem
Szenario enthaltenen DescKitTypen mussten zudem Kennzahlen festgelegt werden wie im Ab-
schnitt 7.1.2 beschrieben.
In Phase VI enthält das Test-Szenario (für den realen Falluntypischerweise) für sämtliche
im obigen Prozess vorkommenden Prozessschritte einen Service, jedoch auch Services, welche
die gegebenen Prozessschritte bündeln (und intern die fein r granulareren Services wiederum
aufrufen). Zunächst wurde überprüft, ob der Algorithmus f¨ r Eins-zu-eins-Matchings in der
Lage ist, die entsprechenden Services zu finden (und was ggf.alternative Vorschläge wären).
Als nächstes wurde der Mapping-Algorithmus für Teil-Prozesse getestet. Teil des Algorithmus
(wenn auch für den Benutzer normalerweise intransparent)ist die Faltung. Um die Ergebnisse
zu überprüfen, wurde die Faltung so implementiert, dass Zwischenergebnisse wieder in Cu-
betto importierbar und visualisierbar sind. Beim Starten dr Faltung für den angegebenen Test-
Prozess wird nun zuerst innerhalb der Parallelverarbeitung Vorgang3 Create Affiliationund Vor-
gang4 Create Entryzu Interface{3, 4} gefaltet. Im zweiten Schritt fällt nun die Parallelverar-
beitung von Vorgang1, 2 sowie dem gefalteten Vorgängen3 und4 zu einem Interface{1, 2, 3, 4}
zusammen. Die Faltung bedeutet hierbei, dass sämtliche Input- und Output-Objekte zusammen-
gesammelt werden, wobei intermediäre Beschreibungen quasi z sammengefaltet werden, so
dass sie aus der Gesamtbetrachtung verschwinden. Siehe hierzu Abschnitt 7.2.2. Als Ergebnis
erhält man jeweils einGesamt-Interface, in welches die Einzel-Interfaces übereinandergelegt
eingeflossen sind. Hier liegt im Ergebnis dann also ein Interfac vor, welches alle vier Vorgänge
vereint. Um die Faltung durchzuführen, arbeitet intern wiederum der Eins-zu-eins-Mapping-
Algorithmus. Für die Faltung der Schritte3 und4 wird zunächst der Output von3 genau auf
den Output von4 gematcht, welcher damit als intermediär entfällt. Die Parallelverarbeitung von
1, 2 und3, 4 führt wiederum zu einem Matching vonStudentin allen Inputs. Hier erhält man ein
Matching der Descriptions fürStudentin den Inputs aller Descriptions. Ebenso wird der Output
dieser drei Descriptions übereinandergelegt. Im letztenFaltungsschritt wird das Ergebnis von
Schritt 2 mit der letzten Vorgang5 Attach Accountgefaltet. Der Output von Interface{1, 2, 3, 4}
matched hierbei genau den Input von Vorgang5. Im Vergleich zu Interface{1, 2, 3, 4} ist Ac-
counthier in dasEmploymenthineingerutscht. Abbildung 54 illustriert die Zwischenerg bnisse
der Faltung.
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Abbildung 54: Ergebnis der Faltung der Prozesskette
Auf Zwischenergebnisse und Gesamtergebnis wird nun wiederum der Eins-zu-eins-
Mapping-Algorithmus angewendet, um Kandidaten aus dem Servicekatalog zu finden. Inter-
essant hierbei ist vor allem der sehr feine Unterschied zwischen1, 2, 3, 4 und1, 2, 3, 4, 5. Die
beteiligten Descriptions sind die gleichen, nur die Einbettung ist anders. Es ist daher zu befürch-
ten, dass beide Ergebnisse ähnliche Resultate liefern. Nichtsdestotrotz liefert ein erster Blick -
wenn man einmal vergisst, um welche Descriptions es sich handelt – einen gravierenden Un-
terschied:1, 2, 3, 4 liefert zwei Objekte im Output,1, 2, 3, 4, 5 nur eins. Mit – wie oben schon
als nicht unproblematisch beschrieben – richtigem Settingfür die Kennzahlen liefert der Algo-
rithmus nun die richtigen Ergebnisse. Cubetto® schlägt dem Nutzer nun eine Reihe an Services
zur Abbildung der Anforderungen vor (vgl. Abbildung 55).
Die prototypische Implementierung liefert in diesem Test-Szenario gute Ergebnisse und atte-
stiert dem Algorithmus also seine Brauchbarkeit. Nahezu g¨anzlich fehlt in dieser Betrachtung
allerdings der Aspekt der Benutzerführung, welche überhaupt erst einëUberführung des Pro-
zessmodells in ein durch Services annotiertes Modell erlaubt (vgl. Anforderung 8).
Die Einführung der Ebene M0* hat Konsequenzen auf die Werkzeugunterstützung des DKA.
Die eigentliche Funktionalität des Ansatzes kann durch das Cubetto® Toolset nicht implemen-
tiert werden. Hierzu sind weitgehende Anpassungen des Werkzeugs notwendig, die im Rahmen
dieser Arbeit nicht zu leisten waren. Das Proof-of-Conceptbeweist zwar die grundsätzliche
Anwendbarkeit des Mapping-Algorithmus, ohne eine Anwendung in mindestens einem realen
Fall bleibt der DKA aber nur ein unbelegtes Konstrukt, dessen R levanz und Nützlichkeit nur
behauptet werden kann. Eine umfassende Erweiterung der prototypischen Implementierung im
Cubetto® Toolset soll die Gelegenheit bieten, den Ansatz ineiner praktischen Anwendung dar-
zustellen und seine Nützlichkeit auch zu belegen. Erwartet werden insbesondere Erkenntnisse
in Bezug auf die organisatorische Einbettung beim Einsatz des DKA.
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Abbildung 55: Benutzerdialog zur Auswahl des empfohlenen Srvices
So stellt sich die Frage, ob Fachexperten, die keine breitenModellierungskenntnisse besitzen,
Modelle mit Descriptions erstellen können. In der Einleitung dieses Kapitels wurde deutlich
gemacht, dass erst eine Fallstudie eine abschließende Beantwortung dieser Frage ermöglicht.
Allerdings lassen sich für den Bereich der Modellierung mit Descriptions überraschenderweise
Parallelen in derLinguistikfinden. Dort ist eine Verwendung von sogenanntenFramesseit vie-
len Jahren Teil der Theorie zur Wissensrepräsentation (vgl. [Mins75], S. 277f; [Fill84], S. 123ff;
[Fill85], S. 222). Die Struktur eines Frames lässt sich alsein zweidimensionales (netzwerk-
artig und hierarchisch) Netzwerk von Knoten und Beziehungen repräsentieren (vgl. [Fill82],
S. 111).77 Auf der Ebene mit dem höchsten Abstraktionsgrad liegen fixeElemente – Dinge,
die immer wahr sind bezüglich der angenommenen Situation.Die tiefer liegenden Abstrakti-
onsschichten besitzen Konzepteigenschaften, die mit spezifischen Instanzen oder Daten gefüllt
77Als Erfinder der Frame-Idee wird MINSKY angesehen. Seine 1975 in derKünstlichen-Intelligenz (KI)For-
schung vorgestellte Arbeit behandelt Ideen zur Darstellung stereotypischer Situationen. MINSKY stellt dabei
die Hypothese auf, dass der Mensch immer kognitiv auf prästabilisiertes und schematisiertes Erfahrungswis-
sen zurückgreift und dieses in Frames organisiert (vgl. [Mins75], S. 277). Der Vorstellung des Frames folgten
viele Interpretationen und Anwendungen in unterschiedlichen Wissenschaftsdisziplinen. Mit der Rezeption
und Interpretation der Frame-Idee in Linguistik und Wissensr präsentation befassen sich KONERDING und
L ÖNNEKER (vgl. [Kone93], S. 21f und 60f; [Lönn03]).
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werden müssen. Jede Konzepteigenschaft kann Bedingungenan ihre Belegung stellen – bzw.
Bedingungen, die eine Zuordnung zu der Eigenschaft erfülln muss. Einfache Bedingungen
können verlangen, dass eine Zuordnung eine Person, ein Objekt mit ausreichendem Wert, oder
ein Zeiger auf ein anderes Frame bestimmten Typs entspricht. Strukturen für Frames weisen
drei charakteristische Bestandteile auf (vgl. [Sowa00], S. 150):
• Konzeptname. DiëUberschrift der Struktur ist der Name des Frames.
• Konzepteigenschaften, durch die man den Frame charakterisier n kann (z. B. Form, Far-
be, Größe etc.). Konzepteigenschaften sind für den Frame(bzw. alle Instanzen des Fra-
mes) relevant und innerhalb der Hierarchie vererbbar. Verschiedene Frames eines Sy-
stems teilen sich verschiedene Konzepteigenschaften. DasPotential der Prädikationen
entspricht der Menge von Konzepteigenschaften, die eine sprachliche Einheit aufweist.
• Ausprägungen, d. h. Werte von Konzepteigenschaften, dieder Menge der in der gegebe-
nen Datenbasis enthaltenen Informationseinheiten entsprechen. In der Wissensrepräsenta-
tion werden typischerweise erwartbare Ausprägungen der Konzepteigenschaften durch so
genannteDefault-Wertefestgelegt. Das wesentliche Merkmal von Default-Werten besteht
darin, dass sie zu einer bestimmten Zeit zum kollektiv geteilt n Wissen einer Sprach-
gemeinschaft gehören. Sie werden deshalb in Kommunikationspr zessen immer schon
unterstellt und müssen nicht eigens expliziert werden. Die Menge an Default-Werten,
die eine sprachliche Einheit aufweist, entspricht dem semantischen Potential, auf das ein
Sprachteilnehmer zurückgreifen kann, um konzeptuelle Lerst llen der entsprechenden
Einheit zu schließen.
Die Frametheorie lässt sich mit der Idee von Descriptions im Rahmen der Modellerstellung
vergleichen: Sobald ein Frame für die Repräsentation einer bestimmten Situation ausgewählt
wurde, werden durch einen Anpassungsprozess Werte zu jederL erstelle im Frame zugeord-
net, konsistent zu den Bedingungen, die an der jeweiligen Stlle gelten. Der Matching-Prozess
ist abhängig von Wissen, Erwartungen und Zielen der jeweiligen Person. Die Nutzung eines
Frames kann insofern mit der Nutzung einer Description verglichen werden. Es wird deshalb
angenommen, dass die Nutzung von Descriptions während derModellierung praktikabel ist,
da ihre Struktur Frames ähnelt, die als ein Format der Wissensrepräsentation wissenschaftlich
fundiert sind.
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8.4 Auswertung
8.4.1 Bewertung nach Sachzielen
Beim Entwurf des DKA wurde nicht das Ziel verfolgt, einer Modellierungsmethode Techniken
mitzugeben, die das beliebige Erweitern der Sprache erlauben. Der DKA zielt, im Gegensatz
zu anderen Ansätzen für domänenspezifische Modellierungssprachen, welche zumeist auf eine
Spracherweiterung hinauslaufen, ganz im Gegenteil auf eine eingeschränkte Sprachnutzung ab.
Der Entwurf sieht die Einschränkung der Modellierungsfreiheit vor, insb. zur Schaffung von
DescKits, welche Vorgaben für eine natürlichsprachliche Nutzung machen. Durch die Definiti-
on domänenspezifischer DescKits auf M0* sind Homonym- und Synonymkonflikte vermeidbar.
Die Schaffung eines gemeinsamen Verständnisses bestimmter Begrifflichkeiten setzt die kor-
rekte Nutzung der DescKits voraus, was in empirischen Untersuchungen noch zu belegen ist.
Gemäß Annahme 14 ist eine statische Festlegung der domänenspezifischen Sprache auf
Metamodellebene problematisch. Die Konsensfindung zwischen Fachexperten und Serviceent-
wicklern muss explizit in der Methode berücksichtigt werdn (vgl. Anforderung 2). Eine Er-
weiterung und Veränderung der Beschreibungsmittel war bisher nur auf Ebene der Sprachbil-
dung durch Eingriff in das Metamodell möglich. Veränderungen auf Metamodellebene können
aber zu Verfälschungen der existierenden Objektmodelle führen. Eine umfassende theoretische
Behandlung des Themas findet sich bei ESSWEIN und WELLER (vgl. [WeEs06], S. 125ff).
Auf die Schwächung der bisher hart gezogenen Grenze zwischen Sprachnutzung und Sprach-
bildung wird durch den expliziten Einbezug des Adaptionsprozesses in den (meist iterativen)
Projektverlauf reagiert. Im DKA ist die domänenspezifische Sprache nun adaptiv implemen-
tiert. Sie ist damit auch während der Modellierung noch flexib l, insbesondere erweiterbar,
aber auch veränderbar. Die generische Modellierung domänenspezifischer Sprachkonstrukte
wird bei gleichzeitiger Weiternutzung bestehender Modellierungssprachen ermöglicht. Durch
die Einführung der zusätzlichen Ebene M0* ist ein Ansatz gefunden worden, der eine Erweite-
rung einer Metamodellierungssprache wie dem E3-Modell unnötig macht.
Eine Unterstützung der Nähe der Ebenen M0* und M0 durch das Modellierungswerkzeug
macht den Adaptionsprozess wesentlich einfacher als im bisherig verwendetenPattern-Ansatz
(vgl. [Juh+09b], S. 233ff). DescKits sind adaptierbar ausgelegt, um die Nutzbarkeit des DKA
(möglichst generisch) in verschiedenen Domänen für eine modellgestützte Problemlösung zu
erhalten. Abstraktionskonflikte sind im DKA vollständig vermeidbar. Die Auflösung des Ab-
straktionskonflikts erfolgt auf Basis der Beschreibungen ds Modellierers im Rahmen der Mo-
dellerstellung. Der Mapping-Algorithmus vergleicht die Struktur von Descriptions beliebiger
DescKitTypen miteinander. Auch wenn keine expliziten Generalisierungs- und Spezialisie-
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rungsbeziehungen zwischen DescKits auf M0* existieren, wird diëAhnlichkeit zweier Descrip-
tions erkannt, wenn sie gleiche DescKits besitzen oder einegleiche Ausgestaltung unterschied-
licher DescKits aufweisen. Es wird angenommen, dass kein Abstraktionskonflikt vorliegt, wenn
zwei Descriptions ähnlich sind. Insofern werden keine Ontologien zur Auflösung des Abstrak-
tionskonflikts benötigt.
Der DKA grenzt sich zudem deutlich von ontologischen Konzepten ab: Ontologische Ansätze
zielen normalerweise nur auf das Verständnis von Objektenan sich, nicht aber auf die Zustände
von Objekten. Gerade hier liegt der Vorteil des DKA. Zwar lassen sich hierarchische Kon-
zepte auch in Ontologien erkennen, jedoch sind diese im DKA auf mehreren Ebenen zu fin-
den: Hierarchien von Konzepten entsprechen Hierarchien von DescKitTypen auf M1-Ebene,
Hierarchien von Objekten entsprechen Hierarchien von DescKits auf Ebene M0* und Hierar-
chien von Zuständen entsprechen unterschiedliche Detailgrade auf Ebene M0 (konkrete Be-
schreibungen und deren Ausgestaltung). Bei einer automatisierten Auswertung können diese
verschiedenen Hierarchien unterschiedlich berücksichtigt werden. Eine Erweiterung der M0*
um Generalisierungs- und Spezialisierungsbeziehungen zwischen DescKis kann allerdings da-
zu beitragen, die Ergebnisse des Mapping-Algorithmus zu verbessern.
DescKits sorgen für eine eingeschränkte Nutzung der Modellierungssprache, indem die Mo-
dellierung mit Descriptions ausschließlich im vorgegebenRahmen der DescKits gestattet wird.
Separations- und Detaillierungskonflikt werden dadurch teilweise vermieden, denn die Vorgabe
der Einbettung von DescKits und Constraints auf Parameternund DescKits geben hier Richtlini-
en, die diese Konflikte auflösen. In Abhängigkeit vom Vorgehensmodell kann der Kontrollfluss-
konflikt aufgelöst werden. Durch eingebettete DescKits werden Vorgaben gemacht, die diesen
Konflikt bedingt auflösen (bzw. durch die Verbindung der DescKits mit den normalen Model-
lelementen). Der Konflikt kann in einer DKL, die ausschließlch aus DescKits besteht (vgl.
Abschnitt 7.1.2), besser behandelt werden. Nicht positiv beeinflusst werden kann der Reihen-
folgekonflikt.
Beim Entwurf des DKA wurde auf die Entwicklung generischer Algorithmen fokussiert, die
auf Ebene der DescKitTypen so steuerbar sind, dass sie für alle drei Szenarien eingesetzt werden
können. Der Algorithmus zum Mapping von Prozessen, Teilprozessen und Prozessaktivitäten
auf Servicefunktionen bedingt zwingend das Einbeziehen all r im Laufe des Prozesses anfallen-
den und benötigten Descriptions. Dabei wird unterstellt,dass sowohl Prozessmodelle als auch
Servicemodelle Funktionen mit Input- und Outputdaten umfassen. Vom Fachexperten und vom
Serviceentwickler wird verlangt, sowohl den Input zu beschreiben, der im gerade vorliegenden
Sachverhalt (vorliegenden Zeitpunkt) zum Output verarbeitet wird, als auch den produzierten
Output zu definieren. Der DKA liefert valide Ergebnisse in Situationen, bei denen die Funktio-
nalität an dem Status der Ein- und Ausgabeobjekte erkennbar ist, was bei Datenverarbeitungs-
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funktionen sicherlich auch gut funktionieren kann. Ansonste zwingt dies zur Verfeinerung,
falls z. B. eine Funktion ein ObjektPersonannimmt und kein Objekt zurückgibt. Selbst wenn
man diePersonnoch so gut in ihrem Zustand beschreibt, entsteht eine Unschärfe bzgl. der
Funktionalität der Servicefunktion.
Einschränken lässt sich diese Unschärfe sicherlich, wenn in diesem Fall die Funktionen na-
hezu atomar zerhackt werden. Beispielsweise soll eineFunktioneinerPersoneineE-Mail zu-
schicken mit Passwort-Informationen. Dann könnte der Vorgang derart zerhackt werden, dass
man zwangsläufig dieseE-Mail als Objekt mit modellieren muss. Dies widerspricht aber dem
Grundgedanken einer SOA – die Granularität der Servicefunktio en so zu wählen, dass sie
fachlichen Funktionen entspricht und nicht technische Grundf nktionen wie
”
sende Email an
Empfänger E, Betreffstext B, Text T “. Bei der Modellierungvon Anforderungs- und Service-
modellen werden in beiden Fällen DescKits aus Ebene M0* benutzt. Dies ermöglicht erstÜber-
windung des Domänenkonflikts durch die Schaffung einer echten Beziehung zwischen real-
weltlichen Phänomenen/Services und Modellelementen.
Der DKA gewährleistet die Handhabbarkeit der Methode fürden Modellierungszweck in
der jeweiligen Domäne. Mit dem DKA werden in Analysemodellen keine Objekte im Sinne der
OOP eingesetzt. Realweltliche und softwareorientierte Konzepte sind voneinander getrennt. Bei
der Objektbeschreibung in Anforderungsmodellen kann davon usgegangen werden, dass aus-
schließlich realweltliche Sachverhalte modelliert werden, die im Rahmen der weiteren Trans-
formation mit Objektbeschreibung aus der formalen Domäneder Softwaretechnik abzugleichen
sind. Die Methode räumt größtmögliche Freiheit ein, zu beschreiben, welche Objekte oder wel-
che Objektausschnitte und welche Objektstrukturen im Analysemodell tatsächliche Relevanz
für die Beschreibung des betrieblichen Sachverhalts besitzen. Genauso ermöglicht die Methode
die exakte Beschreibung von Softwareobjekten in Servicemodellen.
Darüber hinaus ist die Art der Anforderungsmodellierung frei wählbar: Es wurden die Vor-
aussetzungen für eine reine DescKit-basierte Sprache unda ch für eine freie Prozessmodel-
lierung mit Auszeichnung durch Descriptions geschaffen. Die (erzwingbare) Ergänzung durch
DescKits erlaubt zum einen die Abbildung von natürlichsprachlichen Beschreibungen auf De-
scriptions im Sinne von DescKits, zum anderen ermöglicht dies auch eine Beschränkung der
Art und Weise, wie modelliert wird und damit Vorgaben für das Vorgehensmodell. Die Ein-
schränkungen in der Nutzung der DescKits bewirken Einschränkungen – im Sinne von Richtli-
nien – in der üblichen Modellierung. Im Ergebnis wurde damit ein Ansatz zur Gestaltung von
Vorgehensmodellen entworfen. Im Sonderfall einer Modellierung im Sinne der Ausgestaltung
eines DescKits automatisiert die Nutzung der Methode die Erstellung von Vorgehensmodellen.
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Es wird angenommen, dass die Servicefunktion eines Web Services sich dann für einen be-
stimmten betrieblichen Kontext eignet, wenn das auslösende respektive resultierende Ereignis
einer Prozessfunktion im Anforderungsmodell Descriptions mit einem Zustand umfasst, der
demjenigen im Modell der Servicefunktion entspricht. Die Konfiguration wählt automatisch
passende Servicefunktionen aus und schlägt dem Modellierer g gebenenfalls eine Anpassung
des SOLL-Modells vor. Eine Steuerung des Modellabgleichs ist explizit vorgesehen. Als Ergeb-
nis ist das Anforderungsmodell idealerweise mit der vorliegenden SOA abgeglichen. In Zukunft
sollen die Veränderungen am Zuordnungsmodell zur Optimierung des Mapping-Algorithmus
beitragen, indem manuellëAnderungen in eine Regelbasis eingehen, die Erfahrungswissen re-
präsentiert. Dies führt schlussendlich zu einer fortlaufenden Evaluation der Kennzahlen im Al-
gorithmus.78
DescKits sind nutzbar zur Hinterlegung und Auswertung nicht-funktionaler Anforderun-
gen. Bisher existieren allerdings keine DescKits für die modellgetriebene Beschreibung nicht-
funktionaler Anforderungen mit Descriptions. Damit besitzen nicht-funktionale Anforderun-
gen im Moment keinen systematischen Einfluss in die Gestaltung der Zuordnungsbeziehung zu
Web Services. Allerdings sieht die Adaption des Zuordnungsmodells eineÜberprüfung nicht-
funktionaler Eigenschaften von Services durch den Fachexperten vor.
Ein Defizit des DKA ist, dass die Migration des Ergebnisses deModellabgleichs in das
BPEL-Dokument noch nicht problemlos funktioniert. Die Migration des Zuordnungsmodells
gestaltet sich aus zwei Gründen schwierig: Ein generellesProblem ist das Markieren von kon-
kreten Objekten im Zuordnungsmodell. Eine Servicefunktion bearbeitet ein ganz bestimmtes
Objekt. Die genaue Bestimmung eines Objekts ist wichtig für die Spezifikation der Weitergabe
von Geschäftsobjekten bei der Orchestrierung mehrerer Sevicefunktionen. Man stelle sich vor,
zwei Prozesse verarbeiten hintereinander jeweils zwei Person n, gegeben durch Descriptions.
Nun stellt sich die Frage, um welche Person es sich jeweils handelt. Oder einfacher: Es sei eine
Servicefunktion gegeben, die eine Person annimmt und eine Person – beschrieben mit einer an-
deren Description – zurückgibt. Es ist nicht klar, ob das nun eine andere Person ist oder die alte
– nur in einem neuen Zustand. Diese Fragen entscheiden darüber, wie die BPEL-Datei aussieht
(vgl. Abbildung 56).
Bei einem Objekt handelt es sich im Gegensatz zu Instanzen von DescKits um die Instanziie-
rung einer Description. Die genaue Objektbestimmung ist mit Descriptions nicht ohne weiteres
zu erreichen. Selbst bei vollständiger Ausgestaltung bleibt ine Description immer nur eine
Beschreibung eines Objektzustands, egal wie genau dieser spezifiziert ist. Es handelt sich im-
78Für die Ermittlung der Kennzahlen ist es denkbar,neuronale Netze inzusetzen, welche anhand von Beispiel-
material bei gegebener DKL und vorgegebenen manuellen Matchings zunächst trainiert werden. So ergibt sich
automatisch ein optimales Setting für die Kennzahlen, welches anschließend für den semiautomatischen Ab-
gleich benutzt werden kann.
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F2 in der Kette braucht Objekt B 
nicht. B muss aber gehalten 













Unbestimmbar ist, welche 
Personenobjekte konkret 
gemeint sind. Handelt es sich 
um dasselbe Objekt?
I: Person (IDDesc = 1)
O: Antrag (IDDesc = 2)
Funktion F1
Funktion F2
Nicht eindeutig ist, ob die von 
F1 zurückgegebene Person (ID 
= 2) ein anderes 
Personenobjekt beschreibt 
oder die verarbeitete Person 
(ID = 1) in einem veränderten 
Zustand.
I: Person (IDDesc = 1)





I: Person (IDDesc = 3)
O: Genehmigung (IDDesc = 4)
Abbildung 56: Problematische Spezifikation von Objekten imProzessmodell
mer um Mengen an Objekten, die diesen Zustand erfüllen. Wenn ei e Funktion Descriptions
umfasst, so ist nur sichergestellt, dass sie diesen Objektzustand verarbeitet. Ohne die Möglich-
keit, ein konkretes Objekt zu markieren, bleibt unklar, ob ein bestimmtes Objekt dabei ist. Eine
Description beschreibt also nie ein konkretes Objekt. Das Problem lässt sich über die Verga-
be eindeutiger Bezeichner lösen, indem neben der ID der Description eine weitere Objekt-ID
eingeführt wird. Eine solche Veränderung am Konzept der Description muss allerdings systema-
tisch vorgenommen und in den gesamten DKA integriert werdenund stellt deshalb zukünftigen
Forschungsbedarf dar.
Weitere Problemstellungen ergeben sich bei der graphentheoretischen Behandlung, der sich
aus der Faltung ergebenden Konsequenzen (vgl. Abbildung 57). Das Problem ist, dass die
Prozessmodelle Verzweigungen und Schleifen beinhalten k¨onnen, somit die unterliegenden
Graphen – die bei der Faltung abgearbeitet werden müssen – nicht trivial sind. Die Faltung
muss aber in einer bestimmten Reihenfolge erfolgen. Die Bestimmung sämtlicher möglichen
Wege durch einen Graphen ist aus mathematischer Sicht nichttrivial. Die Entwicklung eines
Mapping-Algorithmus, der diese graphentheoretische Fragestellung löst, wird sich an das be-
stehende Forschungsprojekt anschließen.
8.4.2 Bewertung nach Formalzielen
Die automatisierte Verwertbarkeit von Descriptions ermöglicht es, eine semiautomatisierte Mo-
delltransformation durchzuführen. Eine gänzliche Automatisierung der Transformationsaufga-
be ist mit dem DKA nicht zu leisten, da Richtlinien das Vorgehen bei der Modellierung nicht
völlig vorgeben und deswegen auch die Algorithmen nur unscharf arbeiten können. Dabei muss
der DKA bei der Modellierung im Werkzeug einfach und übersichtl ch bedienbar sein. Bei der
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Abbildung 57: Problematische Migration des Zuordnungsmodells
diesem Element passen. Der DKA ist darauf ausgerichtet, Richtlinien auf einheitliche Weise zu
erstellen und in die Modellierungssprachen zu integrieren. Die modellgestützte Problemlösung
selbst erfordert die Verarbeitung der unter Richtlinien erzeugten Produkte der Modellierungs-
methoden. Die Problemlösungstechnik ist Teil der Methode. Im Abschnitt 7.2 wurde ein Vor-
gehensmodell vorgestellt, das alle Teile der modellgestützten Methode miteinander integriert.
Es ermöglicht ein klares einheitliches Vorgehen auf einerEbene über dem Vorgehensmodell der
beteiligten Modellierungssprachen.
8.4.3 Zusammenfassung
Im Rahmen der exemplarischen Anwendung konnte gezeigt werden, dass eine Modelltransfor-
mation (semi-)automatisch in eine andere Domäne, d. h. dieAbbildung eines Prozessmodells
auf Services und Servicekompositionen, grundsätzlich m¨oglich ist. Tabelle 12 fasst die Be-
wertung noch einmal zusammen. Das Ergebnis zeigt dieÜb rlegenheit des DKA gegenüber
den anderen Methoden aus Abschnitt 5.3 insbesondere in Bezug auf die erzwungenen Nutzung
der Modellierungssprache, die Verbindung zur Anwendungsdomäne, die Nutzbarkeit der Pro-
blemlösungstechnik und die methodische Unterstützung.Natürlich resultiert das Ergebnis aus
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Nr. Anforderung Bewertung 













Hierarchisierung fachsprachlicher Ausdrücke 
Normierte Modellierung (Einschränkung der Modellierungsfreiheit) 
Vorgehen/Algorithmus zur Auflösung des Domänenkonflikts 
Einsatz gleicher Sprachmittel in beiden Domänen 
Gleichzeitig eingesetzte Sprachmittel beeinflussen Modellzweck nicht negativ 
Steuerung der Transformation durch den Nutzer 
Berücksichtigung nicht-funktionaler Anforderungen 















Effizienz der Transformation 





 Gesamtergebnis 45 ( 87 %) 
 
Tabelle 12: Bewertung des DKA
der Tatsache, dass die Entwicklung des DKA auf die Erfüllung der Bewertungskriterien hin
ausgelegt wurde.
9 Zusammenfassung und Ausblick
Die größte Herausforderung für die vorliegende Arbeit war d s Bestreben, die Konflikte zu
behandeln, die bei der Abbildung natürlichsprachlich formulierter Anforderungen auf eine be-
stehende oder noch zu implementierende SOA entstehen. Die bish r in der Literatur diskutierten
Ansätze erheben in der Mehrzahl den Anspruch, Servicekompositionen fachlich konfigurieren
zu können. Es konnte jedoch gezeigt werden, dass in diesen Methoden ein starker Bezug zum
Systementwurf dominiert, der ihre Anwendung ausschließlich für die Entwurfsphase der Ser-
vicekomposition praktikabel erscheinen lässt (vgl. Kapitel 5).
Im Kapitel 1 wurde das Thema der Arbeit motiviert und die Forschungsfragen abgeleitet.
Das Kapitel endete mit der Offenlegung der zu verwendenden Forschungsmethode. Im Teil I
wurden die theoretischen Grundlagen von Modellierungsmethoden und der serviceorientierten
Architektur erörtert. Deutlich wurde, dass eine SOA trotzumfangreicher Prinzipien zuallererst
auf eine Menge an formal erfassbaren Services und Servicefunktionen zurückgeführt werden
kann. Im Teil II wurden die Anforderungen an eine modellgestützte Methode für die Konfi-
guration von Servicekompositionen formuliert. Der Verwendbarkeit semiformaler Prozessmo-
delle stehen dabei Konflikte im Weg, die nicht ohne Weiteres aufzulösen sind (vgl. Kapitel 4).
Im Kapitel 5 wurde erkannt, dass zumeist versucht wird, diese Konflikte zu überwinden, wenn
es längst zu spät ist. Anforderungen sind bereits – wennglich semiformal in Modellen – frei
formuliert abgelegt, Services dagegen meist für den Fachexperten unverständlich dokumentiert.
Der Vergleich von Modellen in beiden Domänen erfordert nachträglich einen großen Aufwand.
Manuelle Eingriffe verursachen Kosten und erschweren einezielorientierte Konfiguration der
SOA, da für die Transformationsaufgabe ein hohes Maß an technis hem Wissen erforderlich
ist, was den Fachexperten aus dem Entwicklungsprozess ausschließt. Neben den entstehenden
Kosten führt dies mit einer hohen Wahrscheinlichkeit zur Problem-Inadäquanz der entwickelten
Lösung.
Schwerpunkt des Teils III bildete die Spezifikation der Methode, deren Kern der Abgleich von
Anforderungs- und Prozessmodellen ist, der durch die Nutzung des Description Kit-Ansatzes
(DKA) nun semiautomatisch ausgeführt werden kann. Die Ergebnisse der Forschung werden im
Folgenden kurz zusammengefasst: Der DKA setzt auf die Auflös ng der Konflikte – insbeson-
dere des Domänenkonflikts – durch ein frühes Eingreifen inden Modellierungsprozess, was das
Erstellen von Modellen ermöglicht, die für eine semiautomatische Steuerung einer SOA nutzbar
sind. Um dies zu erreichen, unterstützt der DKA in Hinblickauf eine vorgegebene Problemstel-
lung sowohl Sprachbildung als auch Sprachnutzung und ermöglicht mit Mapping-Algorithmen
den eigentlichen Problemlösungsprozess. Sprachbildungund Sprachnutzung greifen dabei stark
ineinander, um – im Sinne einer eingeschränkten, aber adaptierbaren Modellierung – von vorn-
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herein die Konflikte zu vermeiden. Die Annäherung geschieht über das Konzept des Description
Kits und mündet in dem Ergebnis, dass eine eingeschränkteModellierung den beabsichtigten
Zweck der Modellierung – zu explizieren, was für den Modellierer wichtig ist – trotz alledem
nicht einschränkt. Ganz im Gegenteil werden dem Modellierr Instrumente bereitgestellt, sich
sozusagen verständlich auszudrücken.
”
Verständlich“ bedeutet nun zugleich die domänenüber-
greifende Nutzbarkeit seiner Modelle – auch im Sinne einer semiautomatischen Verwendung.
Auch andere Ansätze unterstützen Sprachbildung und -nutzu g (vgl. [Grei04], S. 99; [Del+08],
S. 112f); der DKA zeichnet sich aber durch die Nähe dieser beiden Aktivitäten aus. Nur durch
diese Annäherung lassen sich nun innerhalb des DKA Richtlinien in den eigentlichen Modellie-
rungsprozess formal einbringen. Richtlinien – als die Grundsubstanz von Vorgehensmodellen –
werden durch diverse Hierarchisierungen und Instanziierungsbeziehungen entworfen, die inner-
halb der verschiedenen Modellierungsebenen vorkommen, abr eben auch dazwischen. Formal
bedeutete die Einführung der Richtlinien die Etablierungeiner neuen Modellierungsebene M0*.
Der DKA ist – trotz des ursprünglichen konkreten Einsatzziels – generisch gehalten. Während
der Entstehung des Ansatzes zeigte sich, dass sich dieses Vorhaben auszahlt. Gerade in den bei-
den ursprünglichen Einsatzfeldern der Konfiguration einer SOA (vgl. [Die+09], S. 5) sowie der
Konfiguration von Identitätsmanagementsystemen (vgl. [Juh+07], S. 9f; [Juh+09a], S. 3) ließen
sich Parallelen entdecken, die über die ursprüngliche Ide hinausgehen. Ein Einsatz über das
SOA-Szenario heraus ist nicht nur denkbar, sondern späterdurchaus zur Zielsetzung bei der
Weiterentwicklung des Ansatzes geworden. Der DKA ermöglicht eine einfache Adaption der
Semantik seiner Sprachmittel an die wechselnden Anforderungen einer veränderten Domäne.
Die Description Kit Language (DKL) ist nicht nur zu Beginn ein s Projektes an die Domäne
anpassbar, sondern auch noch während der Modellierung adaptierbar. Auch die Algorithmen
sind generisch sowie an die Domänen und die eigentliche Problemstellung anpassbar. Das An-
wendungsgebiet des DKA ist somit vielfältig und bietet großes Gestaltungspotenzial bezogen
auf den Erkenntnisgegenstand der Wirtschaftsinformatik.Bei KUGELER werden Aufgaben der
Organisations- und Anwendungssystementwicklung geschildert, die sich für den Einsatz des
DKA anbieten (vgl. [Kuge00], S. 98 und dort zitierte [Rose96b], S. 219ff; [Rose00], S. 47ff;
[DaSh96], S. 8). Dabei gewährleistet der DKA ein methodisches Vorgehen, was gemäß Kapi-
tel 5 heute noch nicht selbstverständlich ist. In Zukunft ist eine immer höhere Automatisierung
bei der Entwicklung und Konfiguration von Anwendungssystemen absehbar. Die dafür notwen-
digen Konzepte wurden mit der vorliegenden Arbeit geschaffen.
Zukünftiger Forschungsbedarf ergibt sich auf mehreren Ebenen. Einerseits hängt der Erfolg
des DKA entscheidend davon ab, ob es gelingt, Serviceentwickler und Fachexperten von der
Nutzung der modellgestützten Methode zu überzeugen. Im Teil IV wurde die Machbarkeit des
Modellabgleichs durch den Test der entwickelten Algorithmen gezeigt. Ein vollständiger Nach-
207
weis der Nützlichkeit des DKA wird in naher Zukunft durch den prototypischen Einsatz in einer
Fallstudie erbracht werden müssen. Dabei muss insbesondere achgewiesen werden, dass die im
Abschnitt 4.4.2 genannten Bedürfnisse durch die neue Method besser und/oder kostengünsti-
ger befriedigt werden als auf herkömmliche Weise. Die Möglichkeit zur Kopplung des DKA
mit bewährten Modellierungsmethoden der Systemanalyse und -entwicklung wird ihm dabei
zu einer höheren Akzeptanz in der Praxis verhelfen.
Der zweite Schwerpunkt der zukünftigen Arbeit liegt auf der technischen Entwicklung der
verbliebenen Bestandteile des Prototyps. Während die Algorithmen bereits im Modellierungs-
werkzeug realisiert sind, muss für die Einführung der M0*-Ebene eine Erweiterung des Cubet-
to® Toolsets vorgenommen werden. Weitere Forschungsfelder sind in Bezug auf die Migration
die systematische Integration von Objektidentifikatoren zur Markierung von konkreten Objek-
ten im Zuordnungsmodell sowie graphentheoretischeÜb rlegungen zur Behandlung der Kon-
sequenzen der Faltung von Prozessmodellen. Um Adaptionen am Zuordnungsmodell vorneh-
men zu können, muss eine umfassende Benutzerführung implementiert werden. Auf Ebene der
Mapping-Algorithmen liegt ein Schwerpunkt auf der Verbesserung der mathematischen Grund-
lagen beim Vergleich der Einbettungsstruktur von Descriptions, DescKits und DescKitTypen.
Zudem müssen im Zuge erweiterter Tests Kennzahlen erhobenwerden, die zur Steuerung der
Algorithmen beitragen. Nicht-funktionale Anforderungenmüssen systematisch mit Descripti-
ons modellierbar sein und ihr Einfluss auf die Ergebnisse deralgorithmischen Berechnungen
deutlich werden. Zuletzt ist der Einbau von ontologischen Beziehungen auf M0*-Ebene und
eine Unterstützung von Generalisierungs- und Spezialisierungsbeziehungen unter Descriptions
geplant, um eine noch genauere Ausgestaltung von Constraint auf M0*-Ebene zu ermöglichen.
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[AiSc07] AIER, S.; SCHÖNHERR, M.: Modellbasierter Entwurf strukturanaloger Architektu-
ren auf Basis der Partitionierung von Graphen. I : OBERWEIS, A. (Hrsg.); WEIN-
HARDT, C. (Hrsg.); GIMPEL, H. (Hrsg.); KOSCHMIDER, A. (Hrsg.); PANKRATI -
US, C. (Hrsg.); SCHNIZLER, B. (Hrsg.):Proceedings of the Wirtschaftsinformatik
Tagung 2008: eOrganisation: Service-, Prozess-, Market-Engineering. Karlsruhe,
2007, S. 199–216
[Alge07] ALGERMISSEN, L.: Prozessorientierte Verwaltungsmodernisierung: Gestaltung
der Prozesslandschaft in̈offentlichen Verwaltungen mit der PICTURE-Methode,
Westfälische Wilhelms-Universität Münster, Dissertation, 2007
[Alo+04] ALONSO, G.; CASATI, F.; KUNO, H.; MACCHIRAJU, V.: Web Services: Concepts,
Architectures and Applications. Springer-Verlag, 2004
[Ambe93] AMBERG, M.: Konzeption eines Software-Architekturmodells für die objektorien-
tierte Entwicklung betrieblicher Anwendungssysteme, Universität Bamberg, Dis-
sertation, 1993
210 L ITERATURVERZEICHNIS
[Andr03] ANDREWS, T.: Business Process Execution Language for Web Services (Version
1.1), 2003
[Aral03] ARSANJANI, A.; AL ., e.: Web Service: Promises and Compromises.In: ACM
Queue, 1 (2003) 1, S. 48–58
[Arsa04a] ARSANJANI, A.: Service-oriented modeling and architecture: how to identify, spe-
cify, and realize services for your SOA. IBM developerWorks Web service zone,
2004
[Arsa04b] ARSANJANI, A.: Service-Oriented Modelling and Architecture (SOMA). IBM
developerWorks, 2004
[Asl+06] ASLAM, M. A.; AUER, S.; SHEN, J.; HERRMANN, M.: Expressing Business Pro-
cess Models as OWL-S Ontologies. In: Workshop on Grid and Peer-to-Peer Ba-
sed Workflows (GPWW 2006), Springer Berlin/Heidelberg, 2006 Lecture Notes in
Computer Science, S. 400–415
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[Bec+04b] BECKER, J.; NIEHAVES, B.; KNACKSTEDT, R.: Bezugsrahmen zur epistemologi-
schen Positionierung der Referenzmodellierung. In: BECKER, J. (Hrsg.); DELF-
MANN , P. (Hrsg.):Referenzmodellierung: Grundlagen, Techniken und domänenbe-
zogene Anwendung. Heidelberg: Physica-Verlag, 2004, S. 1–17
[Bec+07a] BECKER, J.; ALGERMISSEN, L.; PFEIFFER, D.; RÄCKERS, M.: Bausteinbasierte
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[BoDö06] BORTZ, J.; DÖRING, N.: Forschungsmethoden und Evaluation. Heidelberg: Sprin-
ger, 2006
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Redens. 2., verb. und erw. Aufl., Mannheim et al.: Bibliographisches Institut, 1990
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[Kosi68] KOSIOL, E.: Einführung in die Betriebswirtschaftslehre: Die Unternehmungals
wirtschaftliches Aktionszentrum. Wiesbaden: Gabler Verlag, 1968
[Kra+04] KRAFZIG, D.; BLANKE , K.; SLAMA , D.: Enterprise SOA: Service-Oriented Ar-
chitecture Best Practices. Prentice Hall, 2004
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[Nüt+98] NÜTTGENS, M.; FELD, T.; ZIMMERMANN , V.: Business Process Modeling with
EPC and UML: Transformation or Integration?In: SCHADER, M. (Hrsg.); KORT-
HAUS, A. (Hrsg.):The Unified Modeling Language - Technical Aspects and Appli-
cations. Heidelberg, 1998, S. 250–261
L ITERATURVERZEICHNIS 233
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[Sch+97] SCHEER, A. W.; NÜTTGENS, M.; ZIMMERMANN , V.: Objektorientierte Ereignis-
gesteuerte Prozeßkette (oEPK) - Methode und Anwendung. Veröffentlichungen des
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Anhang A Vorgehensmodelle zur Modellerstellung
Anhang A.1 Hinzufügen der DescKitTypen/RelationTypen
DKT-Instanz in 
eine andere Instanz 
einbetten?

































































Abbildung 58: Aktivitätsdiagramm Modellerstellung::Hinzufügen
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