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La structure et la dynamique des assemblages d’atomes (molécules, agrégats, na-nostructures, matériaux,. . . ) résultent d’un équilibre complexe entre effets élec-
troniques (principalement dûs aux électrons de valence) et effets ioniques (ici le terme
«ion» désigne le noyau atomique et ses électrons de cœur). Ainsi, une étude de la
dynamique de ces systèmes s’appuie sur une caractérisation simultanée des degrés
de liberté électroniques et ioniques. Une des difficultés majeures tient à la différence
d’échelle de temps entre les mouvements électroniques (de nature quantique et de
l’ordre de la femtoseconde) et les mouvements ioniques (de nature classique dans la
plupart des cas et de l’ordre de quelques centaines de femtosecondes).
L’objectif de ce travail est d’étudier, à l’aide d’un modèle théorique et de simu-
lations numériques, des processus dynamiques, et en particulier des phénomènes de
transports électroniques mis en jeu lors de l’excitation (par exemple, par irradia-
tion d’un laser femtoseconde ou par collision avec un ion multichargé) d’agrégats
métalliques (composés d’atomes de sodium) et de molécules d’intérêt biologique
(composées de carbone, d’azote, d’oxygène et d’hydrogène). Ces objets sont donc
soumis à une perturbation qui peut les éloigner fortement de leur état d’équilibre.
Le modèle et les outils numériques développés doivent donc permettre une simula-
tion dynamique multi-échelle du système sur des durées de quelques centaines de
femtosecondes.
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8 Chapitre 1. Introduction
1.1 Systèmes libres
Dans ce travail, nous nous sommes intéressés à des systèmes libres, en phase
gazeuse et plus précisément dans le vide, sans interaction avec un autre système ou
un environnement. Nous avons plus particulièrement étudié des agrégats métalliques
composés de sodium et des petites molécules organiques soumis à une irradiation
laser de quelques dizaines de femtosecondes.
1.1.1 Les molécules
Le nom «molécule» provient du latin molecula, diminutif du nom latin moles, se
traduisant par «masse».
Le concept de molécule a été présenté la première fois en 1811 par Amedeo
Avogadro. Jusqu’à cette époque, les termes atome et molécule étaient utilisés de
manière indistinctes. Dans son célèbre article «Essay on Determining the Relative
Masses of the Elementary Molecules of Bodies», il déclare pour la première fois
que : « la plus petite particule constitutive d’un gaz n’est pas nécessairement un
atome unique, mais une combinaison d’un certain nombre de ces atomes unis par
des forces attractives pour former une molécule unique ». Mais ce n’est qu’un siècle
plus tard que l’existence des molécules est confirmée par le travail de Jean Perrin qui
a alors confirmé expérimentalement l’explication théorique du mouvement brownien
en termes d’atomes proposée par Albert Einstein en 1905.
Actuellement, on peut définir une molécule comme un assemblage d’au moins
deux atomes, qui peut exister à l’état libre. Les molécules constituent des systèmes
atomiques liés par des liaisons covalentes qui sont formées par le recouvrement d’au
moins deux orbitales des électrons de valence entre deux atomes et qui forment alors
une orbitale commune décentralisée sur la liaison interatomique.
De nos jours, les recherches sur les molécules couvrent de nombreux domaines de
recherche. En particulier, depuis les années 2000, le contrôle de plus en plus précis
des impulsions laser à une échelle de temps approchant la femtoseconde, de l’ordre
même de la dynamique électronique, a ouvert un nouveau domaine de recherche sur
la spectroscopie femtoseconde permettant de sonder directement les degrés de liberté
électroniques ou vibrationnels des systèmes étudiés (Zewail 2000).
1.1.2 Les agrégats
En ce qui concerne les agrégats, la définition même demeure toujours imprécise ;
néanmoins, en physique, on désigne par agrégat un système fini de N atomes liés,
N variant de 2 ∼ 3 à 105 ∼ 107 atomes, qui par sa(ses) structure(s) et ses propriétés
se distingue des molécules et des réseaux infinis. Par convention, on note l’agrégat
composé de N atomes de l’élément chimique X de la manière suivante : XN .
La particularité des agrégats résident dans leur position intermédiaire entre les
molécules et les réseaux infinis. Une molécule a généralement une ou des structures
et une composition bien définies. Un tel système, même avec un grand nombre
d’atomes, comporte un petit nombre d’isomères. En revanche, les agrégats possèdent
souvent un très grand nombre d’isomères très proches les uns des autres du point
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de vue énergétique. De plus, le nombre d’isomères croît très rapidement avec le
nombre d’éléments constituant l’agrégat. À titre d’exemple, pour l’agrégat Ar13, on
dénombre actuellement 938 isomères alors que seulement 8 ont été identifiés pour
Ar8. Une telle diversité des structures rend la détermination de la structure la plus
stable relativement difficile. D’autre part, ce qui différencie l’agrégat du réseau se
situe dans le spectre des niveaux électroniques : dans un système fini, comme un
agrégat, les niveaux sont discrets alors que dans un système infini, les niveaux sont
très proches et forment des bandes.
Bien que la diversité des agrégats rend toute classification imparfaite, une classi-
fication selon la “taille” de l’agrégat peut être effectuée en se basant sur le rapport
entre le nombre d’atomes en surface NS et le nombre d’atomes internes au système
NV. Le tableau 1.1 donne un ordre de grandeur de la taille (nombre d’atomes et
diamètre) dans le cas d’un agrégat de sodium.
Très petits agrégats Petits agrégats Gros agrégats
pas d’atomes internes 0.9 ≥ NS/NV ≥ 0.5 0.5 > NS/NV
2 < N ≤ 20 20 < N ≤ 500 500 < N ≤ 107
∅ < 1.1 nm 1.1 nm ≤ ∅ < 3.3 nm 3.3 nm ≤ ∅ < 100 nm
Table 1.1 – Classification des agrégats alcalins suivant le rapport entre le nombre
d’atomes en surface NS et le nombre d’atomes internes au système NV. Les deux der-
nières lignes donnent respectivement le nombre d’atomes et le diamètre dans le cas
particulier d’un agrégat de sodium. D’après Reinhard & Suraud (2003).
Un autre système de catégorisation pertinent consiste à classer les agrégats sui-
vant la nature de leur liaison interatomique dominante (Haberland 1994). On diffé-
rencie ainsi quatre types d’agrégats :
– ioniques : interaction électrostatique entre atomes dont la différence d’électro-
négativité est grande, provoquant un transfert électronique considéré comme
total ;
– covalents : les électrons sont localisés le long des différentes liaisons interato-
miques présentes dans l’agrégat ;
– de Van der Waals : les atomes de gaz rares présentent une fermeture de couche
électronique, c’est donc la polarisation qui est responsable de l’interaction entre
les différents atomes ;
– métalliques : les électrons de valence sont délocalisés sur toute la structure,
ils ont donc une grande mobilité et se comportent presque comme un gaz
d’électrons dans un puits de potentiel.
Le tableau 1.2 donnent quelques exemples d’agrégats pour chaque type de liaison
avec un ordre de grandeur de l’énergie de liaison.
Bien que des recherches portant sur les agrégats aient commencé dès le début
du XXe avec l’étude de la diffusion de la lumière par de “petites particules” d’or
par Gustav Mie (1908), ce n’est que dans les années 1980 que la physique des agré-
gats prend son essor avec la production d’agrégats libres et la découverte de tailles
privilégiées dans le spectre d’abondance d’agrégats de sodium (Knight et al. 1984).
Depuis, cette discipline recouvre des domaines aussi variés que l’astrophysique – voir
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Type d’agrégats Exemples Nature de la liaison Énergie de liaison
ioniques NanFn−1,. . . liaison ionique ∼ 2.0− 4.0 eV
covalents C60, Sn,. . . liaison covalente ∼ 1.0− 4.0 eV
métalliques Nan, Agn,. . . liaison métallique ∼ 0.5− 3.0 eV
Van der Waals Arn, Xen,. . . effets de polarisation . 0.3 eV
Table 1.2 – Exemples d’agrégats suivant la nature de leurs liaisons interatomiques en
donnant un ordre de grandeur des énergies de liaison dans chaque cas. D’après
Reinhard & Suraud (2003).
par exemple les travaux sur les poussières interstellaires dans les nuages interstel-
laires (Pascoli & Comeau 1995) – ou la chimie où l’on découvre que les agrégats se
trouvent être d’excellents catalyseurs (Sanchez et al. 1999),. . . ; voir de Heer (1993)
pour un état des travaux concernant les aspects expérimentaux sur les agrégats
métalliques.
1.2 Brève revue des modèles pour les systèmes libres
Les agrégats et les molécules sont des systèmes à N corps finis pour lesquels
la taille peut varier assez arbitrairement. La dynamique de ces objets ajoute une
part de complexité qui requiert quelques efforts supplémentaires. À l’heure actuelle,
il n’existe pas de théorie complète permettant de traiter un nombre de degrés de
liberté le plus grand possible dans des événements fortement dynamiques tout en
conservant un niveau de précision microscopique excellent. Afin de décrire de tels
scénarios, il faut donc faire des compromis.
Pour cela, il existe un éventail assez large de méthodes utilisables, notamment
pour le traitement des électrons qui est le calcul le plus complexe, les ions étant
habituellement traités comme des particules classiques. Des approches simplifiées
remplacent les ions par un modèle de jellium, en particulier pour les agrégats mé-
talliques, voir par exemple, Kreibig & Vollmer (1993) et Ekardt (1984). Dans les
modèles tous électrons, le couplage ion–électron est simplement une interaction de
Coulomb. Mais dans le cas de molécules ou d’agrégats, un nombre d’électrons im-
portant peut rapidement rendre le calcul extrêmement complexe. On traite alors
souvent uniquement les électrons de valence de chaque ion et le couplage est décrit
par des pseudopotentiels pour lesquels de nombreux modèles sont développés, voir
par exemple Szasz (1985), Bachelet et al. (1982) et Goedecker et al. (1998).
La figure 1.1 indique les théories électroniques couramment utilisées en physique
moléculaire et en physique des agrégats. Elles sont classées à la fois en termes de taille
des systèmes étudiés (axe vertical) et d’énergie d’excitation déposée par électron (axe
horizontal). Cette dernière représente une échelle de la dynamique mise en jeu qui
est aussi soulignée par les deux flèches situées au-dessus qui représentent l’énergie
d’excitation convertie en intensité laser typique dans le domaine optique pour des
fréquences résonantes ou non-résonantes. Les limites esquissées dans ce schéma sont
principalement qualitatives afin de donner un ordre de grandeur. Bien entendu, il
existe de nombreuses zones de recouvrement entre les modèles. La diagonale de
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Figure 1.1 – Théories couramment utilisées en physique moléculaire et en physique des
agrégats. Se reporter au texte pour plus de détails. D’après Dinh et al. (2008).
cette figure définit plus ou moins le niveau de précision microscopique, les théories
détaillant le plus le niveau microscopique correspondant aux tailles les plus petites
tailles et/ou à l’énergie d’excitation la plus faible.
Les modèles de structure et de dynamique des systèmes libres couvrent toutes les
méthodes utilisées en chimie quantique et/ou en physique atomique, depuis l’inter-
action de configuration (CI) (Bonačić–Koutecký et al. 1989) jusqu’au modèle di-
électrique (Kreibig & Vollmer 1993) ; pour une synthèse complète, se reporter à
Brack (1993) et Reinhard & Suraud (2003). Néanmoins, les calculs de vrais pro-
cessus dynamiques sont plus exigeants. Il existe des extensions pour les méthodes
précises comme par exemple la solution exacte de l’équation de Schrödinger dépen-
dante du temps (Parker et al. 2003; Fennel et al. 2010) ou bien l’approche multi-
configurationnelle dépendante du temps (Krause et al. 2007; Schlegel et al. 2007).
Mais ces méthodes sont utilisées pour des petits systèmes dans la mesure où pour
étudier des systèmes à grand nombre de degrés de liberté, on ne peut pas utiliser
des simulations entièrement quantiques. Par exemple, pour une propagation d’un
paquet d’onde Ψ(q1, q2, ..., qn, t) sur une grille de points, en comptant 10 points par
coordonnée, on arrive à une grille de 10n points. Si on compte 8 octets de mémoire
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par point (en double précision), l’espace mémoire nécessaire pour stocker tous les
points de la grille à un instant t est de 8 × 10n octets, soit 8 Mo si n = 6, 8 Go si
n = 9,. . . En pratique, les simulations «exactes» quantiques dépassent rarement 4
atomes. Au-delà, on doit geler certains degrés de liberté ou utiliser d’autres approxi-
mations (Halberstadt 2008). D’autre part, les méthodes basées sur les méthodes
de Born-Oppenheimer, comme l’interaction de configurations et ses dérivées, ne
peuvent décrire que des processus d’excitation proches de l’état fondamental. En ef-
fet, l’approximation de Born & Oppenheimer (1927) stipule que l’on peut découpler
le mouvement des électrons de celui des noyaux, en estimant que leur mouvement est
beaucoup plus lent que celui des électrons. Le mouvement des électrons est calculé
pour une configuration nucléaire donnée, les distances internucléaires étant consi-
dérées comme des paramètres. On suppose donc que les électrons, très mobiles par
rapport aux noyaux, ajustent instantanément leur état aux variations de l’état du
système des noyaux (approximation adiabatique). Cette approximation est valable
quand la fonction d’onde électronique ne subit pas de variations brusques lorsque les
noyaux se déplacent et atteint donc ses limites lorsqu’on traite la dynamique d’un
système fortement perturbé.
Pour des systèmes plus complexes, on utilise généralement la théorie de la fonc-
tionnelle densité dépendante du temps (TD-DFT) dans l’approximation de la den-
sité locale dépendante du temps (TD-LDA) pour les électrons de valence et la
dynamique moléculaire (MD) pour le mouvement des ions (Calvayrac et al. 2000;
Dinh et al. 2010). Les approches semi-classiques de la TD-LDA, comme Vlasov-LDA
(Giglio et al. 2000; Calvayrac et al. 2000) qui prennent en compte les corrélations
électroniques à l’aide d’un terme de collision de Boltzmann, deviennent valides pour
de grandes énergies d’excitation. Les processus extrêmement violents ne sont pas
descriptibles par les méthodes DFT et sont habituellement traitées de manière pure-
ment classique, en général avec la dynamique moléculaire (MD) (Rose-Petruck et al.
1997; Saalmann et al. 2006) ou avec les équations des taux (Ditmire et al. 1996). Les
limites supérieures de l’énergie et/ou de l’intensité du laser sont finalement données
par l’apparition du régime relativiste, où les effets de retard dans le couplage com-
mencent à influencer profondément la dynamique du système.
1.3 Objectif
Afin de décrire les processus dynamiques des agrégats, le groupe agrégats du
Laboratoire de Physique Théorique de Toulouse, en collaboration avec l’Institut
für Theoretische Physik II de l’université d’Erlangen en Allemagne, a développé un
modèle théorique et une méthode numérique qui consistent à décrire précisément
les degrés de liberté les plus pertinents et d’approximer les autres degrés de liberté.
Les électrons de valence de l’agrégat sont décrits à l’aide de la mécanique quantique
(TD-LDA) tandis que les ions de l’agrégat sont décrits classiquement (MD).
Le modèle pour décrire de tels événements a été réalisé, pour la première fois,
sur des agrégats de sodium libres par Calvayrac et al. (2000). De nombreux déve-
loppements ont été effectués pour modéliser des agrégats de sodium déposés sur
une surface ou inclus dans une matrice (Dinh et al. 2010). Depuis 2009, le groupe
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travaille au développement de cette méthode sur des systèmes d’intérêt biologique :
molécules organiques, molécules d’eau,. . . (Wang et al. 2011).
En outre, l’utilisation de plus en plus intensive d’impulsions laser longues de
quelques femtosecondes a permis d’étudier des processus dynamiques comme des ré-
actions chimiques ou l’interaction entre la matière et le rayonnement sur des temps
de l’ordre des mouvements électroniques ; voir par exemple Hertel & Radloff (2006)
pour une synthèse des travaux dans le domaine des molécules. L’apparition de nou-
veaux types de laser, comme les lasers à électrons libres, a ouvert de nouveaux
champs de recherche qui ont été très actifs durant cette dernière décennie comme le
rapportent Pfeifer et al. (2006) et Makarov (2009). L’objectif de cette thèse a donc
été d’étudier la réponse de différents systèmes à une perturbation causée par ces
nouveaux types de laser. Comme le modèle des agrégats de sodium a été maintes
fois éprouvé, nous avons d’abord poursuivi l’étudie de l’irradiation des agrégats de
sodium avant d’appliquer ce modèle à des molécules organiques.
Ce manuscrit est organisé de la manière suivante. Le chapitre 2 présente le modèle
théorique. Il donne une courte introduction de la DFT et de la TD-LDA qui est
utilisée pour la description quantique des électrons de valence. Puis il décrit les
différentes techniques utilisées pour les ions, le couplage électron–ion et l’interaction
matière–rayonnement. Le chapitre 3 présente la méthode numérique développée pour
mettre en œuvre le modèle théorique. Il se concentre en particulier sur la manière
dont est décrite l’émission électronique. Enfin, il expose un certain nombre de tests et
de comparaisons avec d’autres travaux qui ont été publiés, afin de valider le modèle
et son implémentation sur des molécules organiques.
Dans le chapitre 4, nous avons étudié le mécanisme d’émission électronique des
agrégats métalliques de sodium, Nan, irradiés par des impulsions laser femtosecondes
dans le domaine proche de l’optique et dans le domaine de l’ultraviolet. Nous nous
sommes particulièrement intéressés à la déplétion des états électroniques des agré-
gats qui représente la perte de densité électronique de chaque niveau électronique.
L’étape suivante a été d’étudier la distribution de l’énergie cinétique des électrons
émis à l’aide la spectroscopie de photoélectrons qui est une observable accessible ex-
périmentalement et de voir le lien éventuel avec la déplétion des états électroniques.
Le chapitre 5 porte sur l’émission électronique de deux molécules organiques, la
pyridine et l’uracile, irradiées par des impulsions laser femtosecondes dans les mêmes
domaines que dans le cas des agrégats de sodium mais aussi dans le domaine des
rayons X. De nouveau, nous avons étudié la déplétion des niveaux électroniques et
nous avons comparé les résultats avec ceux obtenus dans le chapitre précédent. Dans
le cas de la pyridine, nous avons aussi examiné le cas de collision avec une particule
chargée.
:::: :::: ::::
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Chapitre 2
Modèle théorique
L’objectif principal de ce travail est d’étudier les mécanismes d’ionisation de sys-tèmes libres (agrégats métalliques de sodium ou molécules organiques) en lu-
mière “extrême” à l’aide de la théorie de la fonctionnelle de la densité dépendante
du temps (TD-DFT). Il s’agit donc de simuler la dynamique d’un système forte-
ment éloigné de son état d’équilibre sur des dizaines, voir quelques centaines, de
femtosecondes.
Les électrons de valence d’un atome sont plus faiblement liés au noyau atomique
que les électrons de cœur qui, par conséquent, ne participent pas ou peu aux inter-
actions avec un champ extérieur d’intensité standard. Dès lors, les électrons de cœur
et le noyau peuvent être remplacés par une particule ponctuelle classique chargée
positivement, appelée par la suite ion. Le couplage entre l’ion et les électrons de va-
lence est reproduit par un pseudopotentiel. Ainsi, dans le cas d’un système composé
de N atomes, le nombre de particules traitées à l’aide de la mécanique quantique
est réduit de 11N à N électrons dans le cas du sodium, de 6N à 4N dans le cas du
carbone, de 7N à 5N dans le cas de l’azote et de 8N à 6N dans le cas de l’oxygène.
La description du modèle, qui obéit à cette série d’approximations, est ordonné
comme suit : dans un premier temps, nous présentons le modèle de la structure et
de la dynamique électroniques (électrons de valence) du système libre. Puis dans
un deuxième temps, les ions s’ajoutent à cette description. Enfin, nous exposons un
tel système à l’irradiation par un laser et nous étudions sa réponse dynamique à ce
champ externe.
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2.1 Les électrons de valence
Les électrons de valence jouent un rôle capital dans des interactions violentes avec
un champ externe (création de charges, rupture de liaison,. . . ), il est donc nécessaire
de les décrire finement (description quantique). Comme détaillé dans le chapitre
précédent (chap. 1.2), la nécessité de simuler la dynamique d’un système avec de
nombreux degrés de liberté et fortement perturbé ne nous permet pas d’utiliser les
méthodes basées sur l’approximation de Born-Oppenheimer ou dérivées (interaction
de configuration, méthode «Coupled Cluster»,. . . ), qui ne sont pas adaptées aux
problèmes qui nous occupent ici. On utilise donc la théorie de la fonctionnelle densité
dépendante du temps qui permet d’avoir la taille du problème n’explose pas avec le
nombre de degrés de liberté considérés.
2.1.1 Théorème de Hohenberg & Kohn
L’équation de Schrödinger (1926) stationnaire pour un système de N électrons
liés s’écrit (en négligeant les coordonnées de spin pour simplifier les notations) :
ĤΨ(~r1, . . . , ~rN) = EΨ(~r1, . . . , ~rN) (2.1)
où ~ri est le vecteur position de l’électron i, Ψ(~r1, . . . , ~rN) est la fonction d’onde multi-
électronique normée, E l’énergie et Ĥ est l’hamiltonien du système qui s’écrit :
Ĥ = T̂ + V̂ + Ŵ avec (2.2)
T̂ = − ~
2
2me
∇2 l’opérateur d’énergie cinétique
V̂ =
∫




V Ha(~r)ρ(~r) d~r l’opérateur de l’interaction de Coulomb
et V Ha(~r) =
∫
ρ(~r′)
|~r − ~r′| d~r
′ le potentiel de Hartree
où ρ(~r) = N
∫
d~r2 . . .d~rN |Ψ(~r, ~r2, . . . , ~rN)|2 est la densité de l’état fondamental.
La théorie de la fonctionnelle densité a été développée en deux temps, en 1964
et 1965, par Hohenberg, Kohn et Sham. Elle consiste à la réduction du problème à
N corps en un problème à un seul corps dans un champ effectif prenant en compte
toutes les interactions.
Le théorème de Hohenberg & Kohn (1964) permet de remplacer l’équation de
Schrödinger (éq. 2.1) par une équation variationnelle de l’énergie, fonctionnelle de




Toutefois, seule l’existence de cette fonctionnelle est prouvée. Il n’y a aucune
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information sur sa forme exacte. On peut cependant l’écrire formellement :
E[ρ] = FHK[ρ] +
∫
d~r ρ(~r)V (~r) (2.4)
où FHK[ρ] est une fonctionnelle universelle pour les systèmes électroniques (car in-




∣∣∣ T̂ + Ŵ ∣∣∣Ψ〉 = G[ρ] + 1
2
∫
V Ha(~r)ρ(~r) d~r (2.5)
avec G[ρ] que nous détaillerons plus loin.
2.1.2 Théorème de Kohn & Sham
Le théorème Hohenberg & Kohn (1964) prouve l’existence de la fonctionnelle
FHK[ρ] mais ne fournit aucune information sur sa forme exacte. Afin de résoudre
ce problème, Kohn & Sham (1965) ont cherché à obtenir un système d’équations
auto-cohérent de type Hartree-Fock. Pour cela, ils ont introduit l’énergie cinétique
d’un gaz d’électrons sans interaction T s[ρ] dans la fonctionnelle G[ρ] :
G[ρ] = T s[ρ]+ (T [ρ]− T s[ρ]) + Ex[ρ] + Ec[ρ]︸ ︷︷ ︸ (2.6)
Exc[ρ]
où Ex[ρ], Ec[ρ], Exc[ρ] sont respectivement les fonctionnelles d’échange, de corréla-
tion et d’échange-corrélation.
L’équation de Schrödinger indépendante du temps pour un système de N élec-
trons liés (éq. 2.1) peut s’écrire comme un système de N équations auto-cohérent
d’un gaz d’électrons sans interaction dans un potentiel effectif. On obtient alors le




∇2 + V Ha[ρ] + V (~r) + V xc[ρ]︸ ︷︷ ︸
)
ψiσ(~r) = ǫiσψiσ(~r) , i = 1, . . . , Nσ
V KS[ρ] le potentiel de Kohn-Sham (2.7)
où ψiσ(~r) est la ième orbitale de spin σ et d’énergie ǫiσ ; V (~r) est le potentiel extérieur ;




|ψiσ(~r)|2, σ = {↑, ↓} et N = N↑ +N↓, ρ = ρ↑ + ρ↓; (2.8)







On décompose donc un système à une fonction d’onde multi-électronique de 3N
dimensions en un système à N fonctions d’onde mono-électroniques de 3 dimensions
qui est numériquement moins chronophage.
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Néanmoins, l’énergie d’échange-corrélation et le potentiel associé sont actuelle-
ment inconnus. Il est donc nécessaire d’effectuer des approximations.
2.1.3 Approximation de la densité locale
Une approximation standard pour aborder ce type de problème est l’approxim-
mation de la densité locale (L(S)DA pour «Local (Spin) Density Approximation»).
Elle est basée sur la théorie d’un gaz homogène d’électrons de densité : ρ(~r) = ρ0.














, le rayon de Wigner-Seitz. (2.9)
L’énergie totale d’échange dans un volume V est donc : Ex[ρ] =
∫
ρǫx d~r = ρǫxV .
La LDA consiste alors à traiter les électrons comme un gaz de Fermi afin de cal-
culer Exc[ρ] et d’utiliser cette formule même si le système diffère d’un gaz homogène
d’électrons :
Exc[ρ] = ExcLDA[ρ] =
∫
d~r ρ(~r)ǫxcLDA(~r) (2.10)
où ǫxcLDA(~r) est la contribution à l’énergie d’échange-corrélation par électron. En
imaginant l’espace divisé en volumes infinitésimaux, la densité électronique ρ(~r) est
constante dans un volume donné mais diffère d’un volume à un autre. La LDA n’a
alors de sens que pour les systèmes dont la densité ne change significativement que
dans les grandes échelles. Néanmoins, cette approximation fonctionne bien pour les
systèmes non-homogènes comme les atomes et les molécules (Fiolhais et al. 2003).
Le double avantage d’une telle approximation est d’une part son caractère local, et
d’autre part la conservation du trou d’échange-corrélation 1.
2.1.4 Correction d’auto-interaction
L’approximation de Exc[ρ] introduit une auto-interaction non physique. En effet,
le potentiel de Hartree qui agit sur une orbitale contient le potentiel électrosta-
tique de l’orbitale elle-même. Donc l’électron interagit avec lui-même. Cet effet est a
priori présent dans la théorie de Hartree-Fock mais le potentiel d’échange-corrélation
exact annule ici ce terme d’auto-interaction. Ce n’est pas le cas dans la LDA, où
l’approximation du potentiel d’échange-corrélation ne compense pas complètement
ce terme d’auto-interaction, ce qui a, entre autre pour conséquence que le potentiel
de Kohn-Sham ne décroît pas en 1/r quand r →∞ mais en e−r. Le potentiel d’ioni-
sation et les énergies de liaison sont alors sous-estimés. Bien que ces erreurs peuvent
être acceptables dans certains cas, une correction du potentiel d’ionisation est cru-
1. Ainsi, une approximation moins simpliste comme l’Approximation du Gradient Généralisé
(Langreth & Perdew 1980), qui prend en compte les effets des variations spatiales de la densité
électronique à l’aide des gradients de celle-ci, ne donne pas forcément de meilleurs résultats, pour
un coût numérique plus grand.
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ciale pour décrire correctement les mécanismes d’ionisation des électrons lorsque les
énergies typiques déposées sont de l’ordre du potentiel d’ionisation. Il est donc né-
cessaire d’introduire une correction d’auto-interaction (SIC pour «Self-Interaction
Correction»).
Le schéma SIC le plus simple est de soustraire explicitement ce terme d’auto-
interaction au potentiel de Kohn-Sham pour chaque orbitale (Perdew & Zunger
1981) :
V KS[ρ]→ V KS[ρ]− V Ha[ρiσ]− V xc[ρiσ] avec ρiσ = |ψiσ|2 (2.11)
Ce nouveau potentiel a l’avantage de rester local mais dépend de l’état sur lequel il
s’applique ; l’orthonormalité des fonctions d’onde n’est donc plus garantie, propriété
pourtant essentielle dans le cas dépendant du temps. Il est donc nécessaire de faire
une autre approximation, si l’on s’intéresse à des processus dynamiques.
En supposant que le système est proche du gaz de Fermi, on a ρiσ = ρ/N .
Ullrich et al. (2000) et Legrand et al. (2002) ont montré que le schéma SIC précédent
en remplaçant ρiσ par ρ/N :
V KS[ρ]→ V KS[ρ]− V Ha[ρ(~r)/N ]− V xc[ρ(~r)/N ] (2.12)
permet d’obtenir un nouveau potentiel local et indépendant de l’état sur lequel
il s’applique, garantissant la conservation de l’orthonormalité des fonctions d’onde.
Cette méthode est appelée ADSIC («Average Density SIC»). L’inconvénient de cette
approximation est qu’il n’est a priori pas applicable à des systèmes très localisés ou à
des processus de fragmentation. Néanmoins, Ciofini et al. (2005) ont mis en évidence
que cette approximation est résonable pour des propriétés statiques d’atomes et de
molécules 2, comme le montre le tableau 2.1.
IP [eV]
LDA LDA + ADSIC Expérience
Ethylène 6.4 12.1 10.5
Isobutène 5.1 9.5 9.5
Silaéthène 6.2 10.5 9.0
2-éthylsilaéthène 4.7 8.6 8.3
3-éthylsilanimine 4.2 7.0 7.9
Table 2.1 – Comparaison des potentiels d’ionisation (IP) expérimentaux avec ceux ob-
tenus par un calcul LDA simple et LDA corrigé par ADSIC sur différentes molécules
organiques. D’après Ciofini et al. (2005).
Dans ce modèle, les fonctionnelles d’échange-corrélation utilisées sont celles in-
terpolées par Perdew & Wang (1992) corrigées par ADSIC. Elles ne nécessitent donc
aucun paramètre libre supplémentaire et la physique reste claire 3.
2. Messud et al. (2008) ont développé un traitement exact de SIC dépendant du temps (TDSIC)
en contraignant l’orthonormalité des fonctions d’onde par un principe variationnel, introduisant
alors un second jeu d’orbitales. L’inconvénient est que l’hamiltonien résultant est explicitement
non-local. Des résultats préléminaires semblent cependant montrer que, sur des cas test, cette
procédure ne serait que deux fois plus coûteuse qu’ADSIC.
3. Un autre type de fonctionnelle corrigeant partiellement l’erreur d’auto-interaction est la
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2.1.5 Le cas dépendant du temps : TD-DFT / TD-LDA
Les méthodes décrites précédemment permettent de calculer des observables
(densité d’états électroniques et énergie) dans l’état fondamental du système. Afin
de simuler la dynamique du système, il est nécessaire d’utiliser une généralisation
du théorème de Hohenberg & Kohn (1964) dépendant du temps. Ce travail a été
effectué par Runge & Gross (1984) et Gross & Kohn (1990).




∇2 + V KS[ρ(~r, t)](~r, t)
)
ψiσ(~r, t) = ı˚~
∂
∂t
ϕiσ(~r, t) , i = 1, . . . , Nσ (2.13)
Dans ce cas, le potentiel d’échange-corrélation V xc est non-local en temps et en
espace (Gross et al. 1996). Une bonne approximation dans le cas de laser ultra-court
est d’utiliser la forme de V xc donnée dans le cas statique par la LDA (Ullrich & Gross
1997). La dépendance temporelle ne résulte alors que de l’insertion de ρ(~r, t) dans
la fonctionnelle. C’est l’approximation de la LDA adiabatique (ALDA, «Adiabatic
LDA») et l’utilisation de ALDA dans la TD-DFT (éq. 2.13) est appelée TD-LDA.
On applique également ADSIC pour corriger l’erreur d’auto-interaction à chaque
pas de temps.
2.2 Les ions
2.2.1 Électrons de cœur et noyau atomique
Les électrons de cœur d’un atome sont plus fortement liés au noyau atomique et
par conséquent ne participent pas ou peu aux interactions avec un environnement
extérieur. Les électrons de cœur et le noyau sont alors remplacés par une particule















P α, Eα et Mα sont respectivement la position, la quantité de mouvement,
l’énergie et la masse de l’ion α.
2.2.2 Pseudopotentiels
Le couplage entre l’ion et les électrons de valence est reproduit par un pseudopo-
tentiel. En fonction des atomes constituant l’agrégat ou la molécule, nous utiliserons
des pseudopotentiels différents. Néanmoins, dans tous les cas, il doit garantir les
propriétés suivantes :
fonctionnelle hybride (Beck 1993). La caractéristique de ces fonctionnelles est d’avoir une partie
d’échange basée sur la méthode de Hartree-Fock alors que la partie de corrélation est basée sur une
autre approche (soit issue de méthodes ab-initio, soit (semi-)empirique). Ce type de fonctionnelles
ne découle pas d’un principe variationnel. De plus, on ajoute des paramètres libres supplémentaires
qui varient si on change de systèmes.
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– avoir un comportement asymptotique de type potentiel coulombien ≃ 1/r2 ;
– être fortement répulsif à courte distance à cause de la répulsion de Pauli ;
– être transférable, c’est-à-dire reproduire au mieux les propriétés des ions sur
les électrons de valence (comparé à un calcul tout électron) quel que soit le
système dans lequel se trouvent les ions (molécule, agrégat, solide,. . . ).
Pseudopotentiel pour le sodium
L’atome de sodium ne possédant qu’un électron de valence, on peut alors utiliser
un pseudopotentiel local. Le pseudopotentiel développé par Kümmel et al. (2000)
est utilisé pour ce modèle :
V Psp
Na(r) = c1V s
(




|~r − ~R|, σ2
)




erf est la fonction d’erreur. c1, c2, σ1 et σ2 sont des paramètres ajustés pour que les
propriétés précédentes soient vérifiées. Les valeurs utilisées sont disponibles dans le
chapitre 3.5.1.
Pseudopotentiel pour l’hydrogène, le carbone, l’azote et l’oxygène
Alors que l’hydrogène peut être décrit par un pseudopotentiel local, le carbone,
l’azote et l’oxygène possédant plusieurs électrons de valence, leurs pseudopoten-
tiels possèdent donc une composante non-locale ; les électrons de valence avec un
nombre quantique de moment angulaire différent sont soumis à des pseudopoten-
tiels différents. Les pseudopotentiels utilisés dans ce modèle sont ceux fournis par











|~r − ~R|, |~r′ − ~R|, rnon-loc
)
ϕi(~r′), (2.16)



















V non-loc(r, r′, rnon-loc) =p(r, rnon-loc)h0p(r′, rnon-loc),













Zα est la charge de l’ion α, p(r, rnon-loc) est le projecteur radial dans le terme non-
local. C1, C2, h0, rloc et rnon-loc sont des paramètres différents pour chaque atome. Les
valeurs utilisées pour ces paramètres sont disponibles dans le chapitre 3.5.2.
2.3 Le champ créé par un laser
L’interaction entre les électrons de valence et un laser est décrit selon une ap-
proche classique. Il s’agit de traiter les électrons quantiquement et le rayonnement
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laser classiquement. Les opérateurs p̂ et Ĥ sont alors modifiés de la manière suivante :
p̂→ p̂− qe
c
~Alas et Ĥ → Ĥ + qeV las (2.17)
où ~Alas et V las sont respectivement les potentiels vecteur et scalaire du laser.
Comme la longueur d’onde du laser est plus grande que la taille caractéristique
des systèmes étudiés dans cette thèse, on se place dans l’approximation dipolaire :
V las = −~r· ~Elas(t) (2.18)
avec ~Elas(t) le champ électrique du laser, choisi de la forme suivante :
−→





si t ∈ [0, T imp] (2.19)
où T imp est la durée de l’impulsion laser, ωlas sa pulsation, Elas son amplitude et ~n le
vecteur unité de sa polarisation. Le profil en sin2 (et non en gaussienne) assure que
l’impulsion laser débute à t = 0 et se termine à T imp. Il est à noter que ~n = ~ez dans
les calculs à symétrie cylindrique. Quant à l’interaction entre l’ion et l’impulsion
laser, elle est totalement classique et est prise en compte par la force de Lorentz.
2.4 Champ d’un projectile classique chargé
Dans le cas d’une collision avec un projectile classique de position ~rp et de charge
qp, l’hamiltonien est modifié de la manière suivante :
Ĥ → Ĥ + qeV cou avec V cou = 14πǫ0
−qp
|~r − ~rp| . (2.20)
L’interaction entre l’ion et le projectile est pris en compte par le force coulombienne
dans les équations de Hamilton.
2.5 Dynamique non Born-Oppenheimer
Pour résumer, l’énergie d’un système libre Esys dans notre modèle peut s’écrire :
Esys = Ekin,el({ϕi}) + EHa[ρ] + EADSIC[ρ↑, ρ↓]
+ Ekin,ion({ ~˙Rα}) + Epot,ion({~Rα}) + EPsp({ϕi}, {~Rα}) + Eext (2.21)
où les différents termes signifient :
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– l’énergie de répulsion coulombienne entre les électrons
EHa[ρ] =
∫
d~r ρ(~r)V Ha[ρ] avec V Ha(~r) =
∫
ρ(~r′)
|~r − ~r′| d~r
′ (2.23)
– l’énergie d’échange-corrélation dans l’approximation de la densité locale et cor-
rigée par ADSIC











– l’énergie cinétique des ions




















ϕ+i V Pspϕi (2.27)
– l’énergie d’interaction entre le système libre et le laser (ou le projectile)
Eext = qe
∫
d~r ρ(~r)V las/cou(~r, t) +
N ion∑
α
qionV las/cou(~Rα, t) (2.28)
Les équations décrivant la dynamique de ce système sont donc :
– pour les électrons de valence, les équations de Kohn-Sham dépendantes du





∇2 + V KS
)








EHa[ρ] + EADSIC[ρ↑, ρ↓] + EPsp({ϕi}, {~Rα}) + Eext,el
]










Epot,ion({~Rα}) + EPsp({ϕi}, {~Rα}) + Eext,ion
] (2.30)
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Il est important de noter que les équations doivent être résolues simultanément et
que leurs interconnexions traduient une dynamique du système non adiabatique.
En ce qui concerne le calcul des différentes observables, il est strictement lié à la





Il s’agit maintenant de calculer les équations de Kohn-Sham dépendantes du temps(éq. 2.13) dans l’approximation de la densité locale et corrigée par ADSIC et les
équations de la dynamique moléculaire classique (éq. 2.14) pour un système libre de
N électrons et N ion soumis à une excitation.
Les différents calculs sont effectués de la manière suivante : à t = 0, le système
libre est dans son état fondamental et pour t > 0, une excitation dépendante du
temps (laser, collision avec une particule,. . . ) vient perturber le système. Le calcul
est donc divisé en deux parties : la première consiste à déterminer l’état fondamental
du système en résolvant les équations de Kohn-Sham statiques (éq. 2.7) ; la seconde
consiste à propager le système soumis à l’excitation en résolvant simultanément les
équations de Kohn-Sham dépendantes du temps et les équations de Hamilton.
Dans ce chapitre, nous décrivons les méthodes et les techniques numériques utili-
sées pour résoudre les différents calculs. Ce travail est basé sur la méthode développée
dans la thèse de F. Calvayrac (1998) et modifiée pour étudier aussi des molécules
organiques. Dans la première section, nous détaillons la représentation numérique
des fonctions d’onde. Dans la section suivante, nous développons le calcul de l’état
fondamental des électrons de valence et de la configuration ionique. Ensuite, nous
présentons la propagation, dans le temps, des fonctions d’onde et des coordonnées
ioniques suite à la perturbation du système. Les deux dernières sections sont dédiées
à introduire les différentes observables physiques étudiées et à valider et déterminer
la précision du modèle.
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3.1 Représentation numérique
3.1.1 Fonctions d’onde
L’objectif de ce travail est d’étudier des systèmes libres soumis à une pertur-
bation externe qui peut modifier la symétrie du système et ioniser significative-
ment ce dernier. Pour de nombreux calculs de chimie quantique, les fonctions d’onde
sont projetées sur un ensemble d’orbitales formant une base. Les orbitales usuelles
de types gaussiennes ou de type LCAO («Linear Combinations of Atomic Orbi-
tals») sont bien adaptées pour des systèmes proches de l’état fondamental, bien
que Saalmann & Schmidt (1996) aient mis au point un formalisme couplant non-
adiabatiquement la dynamique moléculaire et les équations de Kohn-Sham sur une
base de fonctions d’onde pour étudier des systèmes fortement excités, voir par
exemple Uhlmann et al. (2005). Cependant, ces équations de dynamique molécu-
laire sont très complexes. D’autre part, les ondes planes sont utilisées pour décrire
les fonctions d’onde dans des systèmes qui ont des conditions aux bords périodiques.
Or les systèmes libres choisis dans notre cas (agrégats métalliques et molécules
organiques) sont des systèmes finis et localisés dans l’espace. Une autre description
consiste à représenter directement les fonctions d’onde, et les champs, sur une grille
cartésienne régulière à trois dimensions dans une boîte rectangulaire de taille finie
telle que : f(~r) ↔ f(~rn) où rn ∈ {nx∆x, ny∆y, nz∆z} et ∆i est le pas de réseau
dans la direction i. De nombreux travaux utilisant cette technique ont été réalisés
pour décrire la dynamique des agrégats. On peut citer, par exemple, Barnett et al.
(1991) qui ont travaillé sur la fragmentation de petits agrégats métalliques ou encore
Yabana & Bertsch (1996) qui ont étudié des agrégats métalliques de sodium et de
lithium, mais aussi des molécules organiques comme le C60. De même, le code de
simulation numérique “Octopus”, développé par Marques et al. (2003), est aussi basé
sur la TD-DFT et la dynamique moléculaire avec les fonctions d’onde et les champs
représentés sur une grille dans l’espace réel.
Concernant les agrégats de sodium étudiés, la symétrie du système nous permet
de restreindre le problème à deux dimensions en utilisant l’approximation CAPS,
«Cylindrically Averaged Pseudopotential Scheme» (Montag & Reinhard 1994), ce
qui permet d’effectuer des calculs d’exploration plus rapides. Les électrons sont, dans
ce cas, restreints à une symétrie cylindrique et sont, par conséquent, décrits sur une
grille en coordonnées cylindriques dans une boîte cylindrique de taille finie. Les ions
sont, quant à eux, toujours décrits en trois dimensions. Des calculs validant cette
méthode ont été réalisés, entre autres, par Calvayrac et al. (2000), Kümmel et al.
(2000) et plus récemment par Fehrer et al. (2005) et Dinh et al. (2010).
Dans cette thèse, cette approximation a été utilisée pour les calculs concernant
les agrégats de sodium (cf. chapitre 4). Pour les autres molécules organiques (cf.
chapitre 5), un calcul à trois dimensions a été nécessaire. Les différents calculs ont
été réalisés en prenant un pas de grille identique dans toutes les directions d’espace.
La taille de la boîte a été ajustée en fonction du système (cf. section 3.4).
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3.1.2 Opérateur de l’énergie cinétique
Dans le cas d’un problème utilisant l’approximation CAPS, l’opérateur de l’éner-
gie cinétique T̂ est calculé à l’aide de différences finies. Autrement, cet opérateur
est évalué dans l’espace de Fourier en transformant l’orbitale ϕi(~r) dans l’espace de
phase. Une fois l’opérateur de l’énergie cinétique appliqué à l’orbitale dans l’espace
des phases, on applique une transformée de Fourier inverse pour revenir dans l’espace
réel. Au final, le calcul effectué peut s’écrire de la manière suivante :
T̂ ϕi(~r) = − ~
2
2me














3.1.3 Opérateur de Coulomb
Le calcul de l’opérateur de Coulomb pour tous les points de la grille est extrê-
ment chronophage. Une méthode plus efficace est de résoudre l’équation de Poisson
associée
∇2UCoul = −4πe2ρ (3.2)
qui peut se résoudre dans l’espace de Fourier comme pour le calcul de l’opérateur





où TF désigne la transformée de Fourier. Néanmoins, il existe une singularité quand
k → 0. On peut donc traiter séparément les effets de courte portée des effets de
longue portée, que l’on décompose en moments multipolaires. Cette méthode est
appelée : «Fourier Analysis with Long Range parts» (Lauritsch & Reinhard 1994).
3.2 État fondamental
3.2.1 Système électronique
L’état fondamental du système électronique pour une configuration ionique don-
née est établie en résolvant les équations de Kohn-Sham statiques (éq. 2.7). Ce sys-
tème d’équations aux dérivées partielles non-linéaires couplées peut être résolu de
manière itérative avec un algorithme de gradient qui permet de trouver les fonctions
d’onde qui minimisent l’énergie du système. Cet algorithme est décrit ci-dessous.
Soit un jeu d’orbitales initiales {ϕ(0)i } et la précision voulue ε. L’algorithme du
gradient définit une suite d’itérés {ϕ(1)i }, {ϕ(2)i }, {ϕ(3)i }, . . ., jusqu’à ce qu’un test
d’arrêt soit satisfait. Il passe de {ϕ(n)} à {ϕ(n+1)i } par les étapes suivantes :
1. À l’itération zéro, les orbitales de Kohn-Sham {ϕ(0)i } sont initialisées de sorte à
provoquer la convergence et surtout à l’accélérer. On choisit donc des fonctions
d’onde d’oscillateurs hamoniques déformés dans le cas d’agrégats métalliques
et des orbitales de type LCAO dans le cas des molécules organiques.
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2. L’état fondamental est atteint si∣∣∣Ĥ(n) − 〈ϕ(n)i ∣∣∣ Ĥ(n) ∣∣∣ϕ(n)i 〉∣∣∣ϕ(n)i ≤ ε (3.4)












∣∣∣ Ĥ(n) ∣∣∣ϕ(n)i 〉)ϕ(n)i ] (3.5)
où Ô est l’opérateur d’orthonormalisation de type Gram-Schmidt des nouvelles
orbitales {ϕ(n+1)} et D̂ est l’opérateur de convergence. Blum et al. (1992) ont




avec T̂ l’opérateur de l’énergie cinétique et E0 l’énergie typique du potentiel de
Kohn-Sham. Puis, on réitère à l’étape 2 jusqu’à atteindre la condition d’arrêt.
3.2.2 Structure ionique
Le couplage des électrons avec la configuration ionique de l’agrégat ou de la
molécule nécessite d’ajouter une procédure pour obtenir une configuration ionique
correspondant à un état fondamental complet (ions et électrons) du système libre
étudié (Calvayrac 1998). La méthode utilisée est celle du recuit simulé :
1. On choisit une configuration ionique initiale dans la littérature. À cette configu-
ration correspond une énergie initiale. Une température ionique initiale élevée
est également choisie. Ce choix est alors totalement arbitraire et va dépendre
de la loi de décroissance utilisée (Montag & Reinhard 1994).
2. Pour chaque ion, on change sa position :
~Rα → ~Rα + δ ~Rα ⇒ E → E + δEα (3.7)
Lorsque le changement a été effectué pour tous les ions, la configuration ionique
est {~Rα+ δ ~Rα}. Si elle fait baisser l’énergie du système, elle est choisie comme
nouvelle configuration, sinon elle est acceptée avec la probabilité e−δEα/T .
3. On réitère le processus en diminuant la température. Lorsque la température
tend vers zéro, la configuration ionique obtenue est celle qui minimise l’énergie
du système.
On peut alors recalculer l’état fondamental des électrons avec cette nouvelle confi-
guration ionique pour obtenir l’état fondamental électronique et ionique du système
libre.
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3.3 Dynamique du système libre
Les fonctions d’onde de l’état fondamental sont propagées en utilisant les équa-
tions de Kohn-Sham dépendantes du temps (éq. 2.13), réalisées numériquement à
l’aide de l’opérateur partitionné («time-splitting») (Feit et al. 1982) :

















ϕi(~r, t) +O(δt3) (3.8)
Les ions obéissent aux équations de Hamilton (éq. 2.14) qui sont intégrées nu-


























F α (t+∆t) +O(∆t3) (3.10)
Comme la masse des ions est beaucoup plus grande que celle des électrons, le
pas de temps pour les équations de Hamilton ∆t est égal à environ 10δt, où δt est
le pas de temps des équations de Kohn-Sham.
3.4 Observables électroniques
Les observables associées à la dynamique électronique des systèmes libres four-
nissent de nombreux renseignements sur les propriétés de ces systèmes. Dans cette
section, nous détaillerons les observables étudiées dans les différents calculs réalisés.
La résolution des équations de Kohn-Sham fournit immédiatement l’énergie totale
du système ainsi que la densité électronique ρ(~r, t). Il nous permet aussi d’obtenir
l’énergie d’une orbitale, ǫi. Cette quantité n’est pas en principe une observable phy-
sique dans le cadre de la théorie de la fonctionnelle de la densité. Néanmoins, il a
été mis en évidence que l’utilisation de la correction d’auto-interaction permettait
d’obtenir des valeurs correctes pour les énergies des orbitales (comme l’ont montré
Legrand et al. (2002) dans le cas des agrégats de sodium par exemple).
Tous les calculs présentés ici démarrent à partir de l’état fondamental du système
étudié. Toutes les perturbations de l’état fondamental sont dues à un champ externe
dépendant explicitement du temps tel qu’une irradiation laser, une collision avec une
particule chargée,. . . Dans tous les cas, un calcul de l’état fondamental est d’abord
réalisé et représente le système à t = 0. Puis il est propagé suivant les équations de
Kohn-Sham pour les électrons (éq. 3.8) et suivant les équations de Hamilton pour
les ions (éq. 3.9 et 3.10). La perturbation est activée pour t > 0.
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3.4.1 Réponse optique
La réponse optique qui permet d’obtenir le spectre d’absorption fournit de nom-
breuses informations sur les modes collectifs (comme, par exemple, la fréquence
plasmon dans le cas des agrégats métalliques).
Soient les orbitales de l’état fondamental {ϕ(0)i }. On perturbe le système en in-
sérant un décalage de phase à t = 0. Puis on laisse relaxer le système. La réponse
optique est obtenue en prenant la transformée de Fourier du moment dipolaire des
électrons par rapport aux ions
D˜(ω) = TF[ ~D(t)] avec ~D(t) =
∫
d~r (~r − ~Rcm,ion)ρ(~r, t) (3.11)
où ~Rcm,ion est la position du centre de masse des ions.
Par exemple, la figure 3.1 représente l’évolution temporelle du moment dipolaire
pour C2 suivant l’axe du dimère (à gauche), et sa transformée de Fourier, c’est-à-
dire sa réponse optique (à droite). On observe une résonance principale à 10.61 eV
et deux résonances secondaires à 3.94 eV et 13.02 eV.



































Figure 3.1 – Évolution temporelle du moment dipolaire suivant l’axe du dimère (à
gauche) et réponse optique (à droite) de C2.
3.4.2 Émission électronique
Si la perturbation est suffisamment intense, la voie privilégiée pour dissiper l’excès
d’énergie déposé est de l’émission électronique et le système peut alors être ionisé. Un
traitement particulier aux bords de la boîte est nécessaire pour traiter correctement
cette situation.
Avant tout, il faut choisir une boîte suffisamment grande afin qu’il n’y ait pas
d’émission électronique s’il n’y a pas d’excitation. Ensuite, lors d’une irradiation
laser ou d’une perturbation suffisamment intense, les électrons émis s’échappent
en principe à l’infini et n’interagissent plus avec le système. Dans le cas de calculs
numériques, l’utilisation d’une boîte de taille finie est nécessaire, ce qui implique une
procédure particulière pour rendre compte de l’émission électronique. L’utilisation
de bords périodiques entraîne un réfléchissement des électrons émis qui interagissent
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donc toujours avec le système. Ce traitement crée une interaction non physique dans
les systèmes libres alors que dans un cristal périodique, cela aurait un sens.
Afin de contourner ce problème, une solution consiste à utiliser des conditions
aux limites absorbantes. Cette méthode est, bien entendu, une approximation de
la réalité. Néanmoins, elle a été validée sur de nombreuses observables dans les
agrégats de sodium (Dinh et al. 2010). En pratique, les orbitales de Kohn-Sham
sont pondérées par un masque M(~r) qui vaut 1 dans toute la boîte sauf près du
bord où elle décroît progressivement vers 0 :
ϕi(~r, t+ δt)←M(~r)ϕi(~r, t+ δt) (3.12)
M(~r) =









si Rabs ≤ r ≤ Rbox
0 si Rbox ≤ r
Que la boîte soit un parallélépipède rectangle ou cylindrique, le masque définit trois
régions bien distinctes, comme le montre la figure 3.2. La première est une sphère de
rayon Rabs. Dans cette région, les fonctions d’onde sont propagées sans absorption :
M(~r) = 1. Puis les fonctions d’onde sont absorbées dans une région délimitée par
les deux sphères de rayon Rabs et Rbox. Rbox désigne la dimension la plus petite de















Figure 3.2 – Représentation schématique d’une coupe transversale (selon le plan xy) de
la boîte rectangulaire utilisée pour les calculs en 3 dimensions ; dans le cas de l’ap-
proximation CAPS, seule la forme extérieure de la boîte est différente, à savoir un
cylindre au lieu d’un parallélépipède rectangle. Se reporter au texte pour les détails.
Ici, Rbox = ymax et nabs = 4. Un point de mesure pour le calcul des spectre de photo-
électrons est aussi indiqué : ~rana.
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à deux dimensions Rbox = min{rmax, zmax}. Rabs est défini en spécifiant le nombre
de points absorbants sur la grille nabs tel que : Rbox − Rabs = nabs∆i où ∆i est le
pas de réseau. Enfin, la dernière région, entre la sphère de rayon Rbox et la boîte,
est telle que toutes les fonctions d’onde sont absorbées : M(~r) = 0.
Ces conditions aux bords absorbantes vont nous permettre de définir des obser-
vables électroniques bien fondées et mesurables expérimentalement. Par exemple, on
peut définir le nombre d’électrons émis comme étant la différence entre la charge du
système à l’instant t = 0 et celle à l’instant t :
N esc(t) =
∫
d~r [ρ(~r, 0)− ρ(~r, t)] ; N esc = lim
t→∞
N esc(t) (3.13)
La figure 3.3 montre à titre d’exemple l’évolution temporelle de l’ionisation, N esc,
pour C2 irradié par une impulsion laser de 24 fs, d’intensité I las = 10
11 W/cm2 et
pour deux fréquences lasers : une non résonante (4.89 eV) et une à la résonance
(10.61 eV). Comme on peut le voir sur cette figure, le nombre d’électrons émis n’est
évidemment pas quantifié car il est calculé dans une théorie de champ moyen. Il peut
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Figure 3.3 – Évolution temporelle du nombre d’électrons émis N esc de C2 pour deux
fréquences laser, comme indiquées sur la figure. La durée de l’impulsion laser est de
24 fs et son intensité est de 1011 W/cm2.
3.4.3 Déplétion d’un niveau électronique
Comme on a accès à la densité électronique à un corps pour chaque niveau
électronique, ρi(~r, t) = |ϕi(~r, t)|2, on peut en principe définir une ionisation pour
chaque niveau électronique, de la même façon que l’on a défini le nombre d’électrons
émis. Ce serait donc la différence entre la densité électronique d’une orbitale de
Kohn-Sham à l’instant t = 0 et la densité électronique de cette même orbitale à
l’instant t. Cette observable n’a de sens que si une correction d’auto-interaction est
appliquée dans nos calculs, ce qui est le cas. De plus l’excitation doit rester faible
pour que la notion de niveau i au cours du temps reste correcte. On définit alors la
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déplétion d’un niveau électronique i de la manière suivante :
νi(t) = 1− 〈ϕi(t) |ϕi(t)〉 , (3.14)
et l’ionisation du niveau électronique i par :
N esc
i(t) = N iνi(t) avec N i le nombre d’occupation dans l’état i. (3.15)
Dans une théorie de champ moyen, le nombre d’occupation est entier. N esci(t) est






3.4.4 Spectre de photoélectrons
Le spectre de photoélectrons (PES pour «Photo-Electron Spectra»), qui permet
d’obtenir le spectre de l’énergie cinétique des électrons émis, est une autre observable
très étudiée. Elle fournit des informations sur le spectre des états occupés et elle
permet aussi de différencier l’émission à 1-photon de l’émission multi-photonique.
Techniquement, on définit un ensemble de points de mesure ~rana,α proches de
la région d’absorption (cf. fig. 3.2), garantissant que seules les fonctions d’onde des
électrons émis passent par ces points. On enregistre l’évolution temporelle des orbi-
tales de Kohn-Sham de ces électrons en ces points ϕi(~rana,α, t). La transformée de
Fourier permet d’obtenir le spectre en fréquence de ces orbitales : ϕ˜i(~rana,α, ω) =







Une fois que l’énergie cinétique de l’électron émis ǫkin est connue, on peut retrou-
ver l’énergie ǫi du niveau électronique dans lequel il se trouvait avant son émission
ainsi que le nombre de photons ηph mis en jeu dans le cas d’un processus multi-
photons :
ǫkin = ǫi + ηph~ωlas, (3.18)
~ωlas étant l’énergie du photon.
3.5 Validation et précision du modèle
Pour pouvoir valider la méthode et son implémentation, il est nécessaire d’ef-
fectuer un certain nombre de tests et de comparer nos résultats à d’autres travaux
expérimentaux ou théoriques.
La grille utilisée dans nos calculs est entièrement définie par :
– son pas, choisi identique dans les différentes directions spatiales : ∆i ;
– le nombre de points dans chaque direction : nx, ny, nz ∈ N pour une boîte
rectangulaire et nr, nz ∈ N pour une boîte cylindrique.
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Ceci permet de fixer la taille de la boîte :
– 2xmax = nx∆i, 2ymax = ny∆i et 2zmax = nz∆i pour une boîte rectangulaire ;
– 2rmax = nr∆i et zmax = nz∆i pour une boîte cylindrique.
Le pas de réseau étant fixé par les pseudopotentiels utilisés pour une bonne
représentabilité sur le réseau, seul le nombre de points dans chaque direction fixe
la taille de la boîte (pour un pas de réseau donné). Le nombre de points est donc
pris suffisamment grand pour qu’il n’y ait pas d’émission électronique s’il n’y a pas
d’excitation. Nous reviendrons sur les effets du nombre de points de la boîte dans la
suite de cette section.
De nombreux travaux ont déjà validé le modèle théorique et la méthode nu-
mérique (dans l’approximation CAPS ou dans un calcul à 3 dimensions) pour des
agérgats métalliques. Calvayrac et al. (2000) fournissent une synthèse détaillée des
travaux réalisés sur des agrégats métalliques libres, et Dinh et al. (2010) dans le cas
où ils sont déposés sur une matrice ou inclus à l’intérieur de celle-ci.
Dans cette section, nous nous intéressons donc uniquement aux agrégats orga-
niques afin de valider le modèle utilisé et de déterminer sa précision. Néanmoins, nous
présentons d’abord les valeurs des paramètres utilisés dans les pseudopotentiels.
3.5.1 Agrégats métalliques
Tous les calculs concernant les agrégats métalliques de sodium ont été réalisés en
utilisant l’approximation CAPS. Le pas de réseau ∆i suivant la direction radiale ~r
et la direction axiale ~z est égal à 0.8 a0.
Le pseudopotentiel utilisé est celui développé par Kümmel et al. (2000) :
V Psp
Na(r) = c1V s
(




|~r − ~R|, σ2
)




avec les valeurs suivantes pour les différents paramètres :
c1 = 2.29155e2 c2 = −3.29256e2
σ1 = 0.6810
√




Ici, le code en 3 dimensions est nécessaire puisque les fonctions d’onde sont loca-
lisées rendant une description avec une symétrie cylindrique impossible. La structure
électronique ainsi que les charges des ions de carbone, d’azote, d’oxygène et d’hy-
drogène sont rappelées dans le tableau 3.1.
Élément H C N O
Ion H+ C4+ N5+ O6+
Électrons 1s 2s2 2s2 2s2
de valence 2p2 2p3 2p4
Table 3.1 – Degrés de liberté électroniques et ioniques des atomes traités dans ce modèle.
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|~r − ~R|, |~r′ − ~R|, rnon-loc
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ϕi(~r′) (3.20)
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Zα est la charge de l’ion α, p(r, rnon-loc) est le projecteur radial dans le terme non-
local. Le tableau 3.2 liste l’ensemble des paramètres, C1, C2, h0, rloc et rnon-loc, de ces
pseudopotentiels pour les différents atomes étudiés.
rloc [a0] C1 [Ry] C2 [Ry] h0 [Ry]
H 0.2 −4.180237 0.725075 0
C 0.348830 −8.513771 1.228432 9.522842
N 0.289179 −12.23482 1.766407 13.552243
O 0.247621 −16.580318 2.395701 18.266917
Table 3.2 – Valeurs des paramètres des pseudopotentiels de Goedecker et al. (1998) rloc,
C1, C2 et h0 pour chaque élément étudié.
Dans notre modèle, les paramètres C1, C2 et h0 ont été ré-ajustés pour que rloc =
rnon-loc = constante, quels que soient les atomes, pour une bonne représentabilité des
pseudopotentiels sur le réseau. Cette constante permet de fixer le pas de réseau :
∆i =
√
2 ln 2× rloc (3.21)
Au début de ma thèse, le meilleur compromis entre le temps de calcul et la
précision physique pour tous les éléments chimiques a été atteint pour rloc = 0.35 a0
et donc un pas de réseau ∆i = 0.412 a0. Depuis, le ré-ajustement des paramètres
des pseudopotentiels a été poursuivi pour atteindre des rloc = 0.8 a0. Cependant la
validation de ces nouveaux paramètres sur des molécules mixtes et sur des processus
dynamiques n’est pas achevée au jour d’aujourd’hui. Comparé au pas de 0.8 a0 dans
le cas des agrégats de sodium, on perd quasiment un facteur deux, ce qui entraîne
que les systèmes organiques étudiés devront être nécessairement plus petits.
Le tableau 3.3 liste l’ensemble des paramètres ré-ajustés des pseudopotentiels
utilisés pour différentes valeurs de rloc(= rnon-loc) pour chaque atome étudié.
Résultats sur l’état fondamental
Le point de départ pour ré-ajuster les paramètres des pseudopotentiels a été de
retrouver des valeurs correctes du potentiel d’ionisation (IP) et du gap entre l’HOMO
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rloc [a0] C1 [Ry] C2 [Ry] h0 [Ry]
H 0.30 1.0 0 −1.615
0.35 1.0 0 −1.49
0.40 1.0 0 −1.4
0.45 0.89922 −0.55678 −0.96690
0.50 0.57795 −0.16772 −0.99883
C 0.30 −10.21217 0 21.66319
0.35 −8.93436 0 11.74036
0.40 −8.10538 0 7.86786
0.45 −6.56414 −0.44623 7.83430
0.50 2.364383 −2.67996 3.97096
N 0.30 −21.82113 2.66949 15.64679
0.35 −11.95612 0.18299 10.25907
0.40 −4.42195 −1.66496 7.05462
0.50 3.77280 −3.55098 3.49530
O 0.30 −8.53749 −1.98962 13.97526
0.35 −0.81710 −3.75198 8.96098
0.40 3.11991 −4.52470 6.02930
0.50 5.47318 −4.71957 2.95113
Table 3.3 – Valeurs ré-ajustées des paramètres des pseudopotentiels de Goedecker et al.
(1998) C1, C2 et h0 pour différentes valeurs de rloc(= rnon-loc) pour chaque élément
étudié. Dans cette thèse, sauf mention contraire, rloc sera pris égal à 0.35 a0.
et le LUMO pour les différents atomes.
Le tableau 3.4 donne les valeurs de l’IP et du gap en les comparant avec les
valeurs de NIST (2011). Dans le cas de l’IP, nous avons un très bon accord entre
notre modèle et les résultats expérimentaux puisque l’erreur relative est inférieure à
1 %, à l’exception de l’oxygène où l’erreur relative est un peu plus élevée, de l’ordre
de 5 %. En ce qui concerne le gap, les erreurs relatives sont de l’ordre de 10 %, ce
qui est très acceptable.
Une autre observable importante est l’énergie des orbitales. Le tableau 3.5 résume
H C N O
IP [eV]
NIST (2011) 13.600 11.259 14.534 13.623
rloc = 0.35 a0 13.583 11.326 14.714 14.283
Erreur relative 0.12 % 0.59 % 0.12 % 4.845 %
Gap [eV]
NIST (2011) 12.631 2.971 4.607
rloc = 0.35 a0 11.217 2.676 4.077
Erreur relative 11.19 % 9.93 % 11.50 %
Table 3.4 – Potentiel d’ionisation (IP) et gap HOMO-LUMO pour les éléments C, N, O
et H calculés dans notre modèle et comparés avec des données expérimentales (NIST
2011) pour l’IP et des calculs de fonctionnelle de la densité (NIST 2011) pour le gap.
L’erreur relative correspondante est aussi indiquée.
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les différentes valeurs des énergies des niveaux électroniques pour les électrons de
valence et les confronte avec des calculs tous électrons (NIST 2011). Typiquement,
on observe que l’erreur relative est inférieure ou de l’ordre de 10 %, ce qui est
satisfaisant. On peut noter que pour le carbone et l’azote, les énergies des niveaux
électroniques sont d’autant plus précis qu’ils sont proches de la surface de Fermi.
En ce qui concerne l’oxygène, la précision sur les énergies des niveaux électroniques
semble plus aléatoire.
Énergies des orbitales [eV]
Erreur relative
NIST (2011) rloc = 0.35 a0
H −13.557 −13.583 0.19 %
C
−22.309 −20.031 10.21 %
−15.657 −17.216 9.96 %
−11.677 −11.326 3.01 %
N
−28.524 −26.252 7.96 %
−19.745 −21.579 9.29 %
−15.444 −14.714 4.72 %
O
−36.303 −32.571 10.28 %
−29.135 −29.309 0.59 %
−19.048 −18.287 4.16 %
−16.435 −16.575 0.85 %
−14.022 −14.283 1.86 %
Table 3.5 – Énergies des orbitales des électrons de valence pour les éléments H, C, N
et O calculées dans notre modèle et comparées avec des calculs tous électrons de type
Hartree-Fock (NIST 2011). L’erreur relative correspondante est aussi indiquée.
Un autre test de la stabilité de la paramétrisation de notre pseudopotentiel
consiste à calculer les surfaces d’énergie potentielle pour des dimères organiques
et des petites molécules (telles que le méthane ou l’éthylène) et de comparer cer-
taines propriétés statiques avec des données expérimentales et théoriques. La figure
3.4 représente la surface d’énergie potentielle pour les dimères : C2, N2, O2, CN et
CO, et le tableau 3.6 résume les informations pour les dimères précédents et quelques
petites molécules (NH3, CH4 et C2H4) en représentant les erreurs relatives de nos
données par rapport aux données expérimentales de NIST (2011) pour les longueurs
de liaison, le potentiel d’ionisation, les énergies de liaison et les fréquences de vibra-
tion. Le tableau B.1 (annexe B) donne plus de détails sur ces différentes observables.
On constate que les longueurs de liaison sont bien reproduites : l’erreur relative est
de quelques pour cent (≤ 5 %), sauf pour le dioxygène (≃ 10 %). Goedecker et al.
(1996) ont calculé les longueurs de liaison de N2, CO, NH3 et CH4 (se reporter au
tableau B.1 pour les valeurs exactes). L’erreur relative de nos calculs avec ceux de
Goedecker et al. (1996) est inférieure à 1 % quelles que soient les molécules. Plus
précisément, les erreurs relatives sont respectivement de 0.38 %, 0.21 %, 0.96 % et
0.86 %. Cette comparaison souligne très fortement un reparamétrage efficace des
pseudopotentiels. En outre, pour les autres propriétés statiques et quelle que soit la
molécule considérée, l’erreur relative est toujours inférieure à 20 % (à l’exception de
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Figure 3.4 – Surfaces d’énergie potentielle des dimères C2, N2, O2, CN et CO.
Erreur relative (%)
Lliaison IP Eliaison ωosc
C2 3.32 12.01 16.10 16.86
N2 2.94 1.02 8.40 10.17
O2 9.86 14.47 70.00 18.26
CO 4.69 2.79 10.10 16.31
CN 4.37 4.77 2.44
NH3 1.03 19.30 10.37





Table 3.6 – Erreur relative (en %) de certaines propriétés statiques (longueur de liaison
Lliaison, potentiel d’ionisation IP, énergie de liaison Eliaison et fréquence de vibrations
ωosc) des dimères : C2, N2, O2, CN, CO, et de quelques molécules organiques : NH3, CH4
et C2H4. Les deux valeurs liées à la longueur de liaison pour C2H4 désigne respectivement
l’erreur relative associée à la liaison C−C et la liaison C−H.
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l’énergie de liaison du dioxygène qui est totalement fausse), ce qui met bien évidence
la solidité de notre modèle.
Comme nous l’avons mentionné précédemment, la grille utilisée dans nos calculs
est entièrement définie par son pas de réseau et le nombre de points dans chaque
direction. Le pas est déterminé par le pseudopotentiel utilisé, et comme nous l’avons
montré, le paramétrage des pseudopotentiels utilisé est robuste. Dans la section
suivante, nous allons examiner l’influence de la taille de la boîte V box qui est fixée
par le nombre de points dans chaque direction. D’autre part, un des aspects majeurs
de notre modèle est de pouvoir effectuer des calculs de dynamique sur les systèmes
étudiés et d’analyser les observables électroniques. Or un des paramètres importants
est le nombre de points absorbants sur la grille nabs. Nous examinerons aussi son
impact dans nos calculs.
Analyse des calculs de dynamique
Afin de valider notre modèle, il faut que les résultats obtenus soient le plus
indépendants de la taille de la boîte tant que celle-ci est suffisamment grande pour
qu’il n’y ait pas d’émission électronique s’il n’y a pas d’excitation. Par la suite,
l’ensemble des calculs ont été effectués dans une boîte cubique telle que les nombres
de points dans chaque direction soient égaux : V box = kbox3 avec kbox = nx = ny =
nz ∈ N.
Avant de nous intéresser à l’émission électronique, nous avons regardé la réponse
optique de N2 pour différentes tailles de boîtes : V box = 64
3, 723 et 963 qui est
représenté sur la figure 3.5. On remarque que les spectres obtenus ont quasiment la
même forme quelle que soit la taille de la boîte. En particulier, les pics principaux



















Figure 3.5 – Réponse optique de N2 pour différentes tailles de boîtes : 64
3 (trait plein),
723 (tirets) et 963 (pointillés).
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se retrouvent aux mêmes fréquences. La hauteur des pics est sensiblement la même
bien que l’on note que les pics soient légèrement plus grands pour les boîtes de plus
grande taille.
Dans la section 3.4.2, nous avons indiqué que des conditions aux limites absor-
bantes sont utilisées pour supprimer les électrons ionisés. En particulier, le nombre
d’électrons émis est défini comme étant la différence entre la charge du système à
l’instant t = 0 et celle à l’instant t (éq. 3.13). Deux paramètres sont cruciaux pour
cette observable, le nombre de points absorbant nabs qui définit la région d’absorp-
tion et la taille de la boîte V box. En effet, si la taille de la boîte est trop petite,
l’ionisation mesurée devient trop grande et non-physique. C’est particulièrement dé-
licat avec les agrégats métalliques pour lesquels les fonctions d’onde électroniques
ont une grande extension spatiale. C’est un peu moins critique pour les systèmes
organiques puisque les orbitales correspondantes sont localisées. Nous avons donc
exploré l’influence de ces deux paramètres sur l’ionisation totale N esc et le moment
dipolaire ~D.
Le tableau 3.7 représente l’ionisation totale N esc, enregistrée à t = 50 fs, des
dimères suivants : C2, N2, O2, CO et CN, irradiés par une impulsion laser de 24 fs,
pour différentes tailles de boîte mais avec un nombre de points absorbant identique,
nabs = 5. La fréquence du laser et son intensité ont été choisies pour que l’ionisation
totale soit du même ordre de grandeur pour tous les dimères : 0.013 ≤ N esc ≤
0.020. Les fréquences du laser ωlas pour C2, N2, O2, CO et CN sont respectivement
de 10.61 eV, 13.2 eV, 10.07 eV, 15.37 eV et 12.93 eV. Les intensités du laser I las
sont respectivement de 1011 W/cm2 pour C2 et CO, de 10
12 W/cm2 pour O2 et
1013 W/cm2 pour N2 et CN. Les simulations sont effectuées sur quelques dizaines
de femtosecondes (ici 50 fs) afin que l’émission électronique directe soit complète.
On observe que les valeurs sont très proches quels que soient les dimères considérés.
D’autre part, N esc est légèrement plus élevé pour les boîtes plus petites, ce qui est
logique, puisque la région de propagation sans absorption est plus petite pour les
boîtes plus petites à nabs constant. La figure 3.6 donne le spectre de puissance du
moment dipolaire des dimères N2 et CO pour les calculs précédents. On retrouve
la même forme pour le spectre ainsi que le pic à la fréquence de l’impulsion laser
qui domine l’excitation du système. On a donc une faible dépendance de l’émission
électronique et du moment dipolaire à la taille de la boîte, ce qui souligne la cohérence
de notre modèle.
En conservant les mêmes paramètres du laser que précédemment, nous avons
étudié l’influence de la taille de la région d’absorption définie par nabs sur l’ionisation
totale et le moment dipolaire pour une taille de boîte constante V box = 643. Les
résultats sont représentés dans la table 3.8 et sur la figure 3.7. L’ionisation totale est
comparable quelle que soit la valeur de nabs. Elle est plus grande pour un nombre de
points d’absorption plus élevé puisque la région d’absorption est alors plus grande à
taille de boîte fixe. Comme dans le cas précédent, le spectre de puissance des dimères
C2 (à gauche) et CN (à droite) sont analogues pour les différentes valeurs de nabs et
indiquent bien la fréquence de l’impulsion laser.
À la lumière de ces résultats, la méthode numérique utilisée apparaît robuste
et stable. La précision sur toutes les observables de l’état fondamental n’atteint
certes pas la précision des calculs de chimie théorique mais reste satisfaisante. Il est
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Nombre d’électrons émis N esc
V box = 643 V box = 723 V box = 963
C2 0.0195 0.0188 0.0174
N2 0.0186 0.0175 0.0165
O2 0.0162 0.0160 0.0154
CO 0.0193 0.0191 0.0190
CN 0.0160 0.0149 0.0138
Table 3.7 – Ionisation totale N esc pour plusieurs dimères irradiés pour différentes tailles
de boîtes V box, enregistrée à t = 50 fs, pour nabs = 5.




















14.5 15 15.5 16 16.5
Fréquence [eV]
CO
Figure 3.6 – Spectre de puissance du moment dipolaire pour N2 (à gauche) et CO (à
droite) irradiés, pour différentes tailles de boîtes V box : 643 (trait plein), 723 (tirets)
et 963 (pointillés). Le trait vertical indique la fréquence du laser.
Nombre d’électrons émis N esc
nabs = 4 nabs = 5 nabs = 6
C2 0.0186 0.0195 0.0201
N2 0.0184 0.0186 0.0194
O2 0.0159 0.0162 0.0181
CO 0.0180 0.0193 0.0205
CN 0.0152 0.0160 0.0170
Table 3.8 – Ionisation totale N esc pour plusieurs dimères irradiés pour différents nombres
de points d’absorption nabs, enregistrée à t = 50 fs, pour V box = 643.
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Figure 3.7 – Spectre de puissance du moment dipolaire pour C2 (à gauche) et CN (à
droite) irradiés, pour différents nombres de points d’absorption nabs : 4 (trait plein), 5
(tirets) et 6 (pointillés). Le trait vertical indique la fréquence du laser.
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Déplétion d’agrégats de sodium
L’utilisation d’impulsions laser femtosecondes a permis d’étudier des processusdynamiques comme des réactions chimiques ou l’interaction entre la matière et
le rayonnement sur des temps de l’ordre des mouvements électroniques. On peut
donc étudier la réponse d’un système, un agrégat ou une molécule par exemple, à
cette perturbation.
D’autre part, les récents progrès dans le développement des lasers à électrons
libres (FEL pour «Free Electron Laser») permettent d’utiliser des faisceaux laser
dans les hautes fréquences avec de très grandes intensités. La nature du couplage
laser-matière change a priori lorsqu’on passe du régime infrarouge aux excitations
avec des impulsions laser VUV, XUV ou même rayons X. Cela concerne aussi bien
les processus d’ionisation que les mécanismes d’absorption de l’énergie.
Nous nous sommes intéressés au mécanisme d’émission électronique des agrégats
métalliques de sodium, Nan, irradiés par des impulsions laser femtosecondes dans le
domaine proche de l’optique et dans le domaine de l’ultraviolet.
Ce chapitre se présente de la manière suivante : dans un premier temps, nous
introduisons les FEL ; puis nous rappelons le cadre théorique et les différents pa-
ramètres utilisés lors de nos calculs. Ensuite, nous exposons l’étude effectuée sur
de petits agrégats de sodium de la déplétion des états électroniques qui représente
la perte de densité de chaque niveau électronique (cf. sec. 3.4.3). Nous terminons
par l’étude de la distribution en énergie cinétique des électrons émis qui est une
observable accessible expérimentalement à l’aide la spectroscopie de photoélectrons.
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4.1 Les lasers à électrons libres (FEL)
Les photons ont depuis longtemps été un outil majeur pour étudier la structure
électronique des molécules (Weissbluth 1978) et des agrégats (Kreibig & Vollmer
(1993) et Haberland (1994)). Au début, on ne mesurait que le spectre d’excitation
grâce à la spectroscopie de photo-absorption. Mais les énormes progrès réalisés sur
les sources de lumière cohérente et sur les détecteurs ont permis la diversification et
l’amélioration des expériences portant sur l’interaction entre les photons et les mo-
lécules ou les agrégats. On peut brièvement citer la dynamique violente des agrégats
irradiés par des faisceaux laser infrarouge à haute intensité aboutissant à une émis-
sion d’électrons énergétiques, d’ions, de rayons X et même à des réactions nucléaires,
voir par exemple, McPherson et al. (1994); Springate et al. (2003); Zweiback et al.
(2002); Saalmann et al. (2006). De plus, l’utilisation des impulsions laser de quelques
femtosecondes a ouvert un nouveau champ de recherche sur la spectroscopie fem-
toseconde permettant de tracer la dynamique ionique et électronique des molécules
et des agrégats, voir par exemple, Zewail (2000); Posthumus (2004); Carley et al.
(2005); Hertel & Radloff (2006). Du côté des observables, de nombreuses informa-
tions peuvent être révélées par l’analyse de la spectroscopie de photoélectrons et la
distribution angulaire des électrons émis par le système excité (Berkowitz 1979). Les
outils expérimentaux pour de telles analyses ont aussi été développés et grandement
utilisés depuis (pour le domaine de la physique des agrégats, voir Reinhard & Suraud
(2003)).
Un récent progrès est la possibilité d’utiliser des sources de lumière cohérente
depuis le proche infrarouge jusqu’à l’ultraviolet, voire même jusqu’aux rayons X. En
particulier, une source extrêmement intéressante est le FEL (Brau 1990) qui délivre
des impulsions laser femtosecondes dans les hautes fréquences (1 eV . ~ωlas .
50 eV) et pour grandes intensités, jusqu’à 1018−20 W/cm2. À titre de comparaison,
dans le domaine du visible, les fréquences varient de 1 eV à 4 eV et les intensités vont
jusqu’à 1013−14 W/cm2. La figure 4.1 compare les différentes sources en fonction des
énergies qu’elles peuvent atteindre et de la durée des impulsions laser.
Du fait de l’absence de miroirs adaptés, le phénomène de pompage laser utilisé
dans les lasers classiques ne peut être employé pour produire de la lumière dans une
large partie du spectre électromagnétique. Un principe de fonctionnement complè-
tement différent doit alors être employé. Les lasers FEL ont un principe d’émission
faisant intervenir des électrons non liés à un atome particulier. Ces électrons sont
d’abord accélérés au sein d’accélérateurs de particules jusqu’à une énergie parfois
supérieure à 15 GeV pour les lasers les plus puissants, puis passent au travers d’une
série d’aimants dont les pôles sont inversés, appelée «onduleur». Il s’ensuit une tra-
jectoire en zigzag des électrons et l’émission d’un rayonnement synchrotron. Les
onduleurs peuvent faire jusqu’à plusieurs centaines de mètres permettant la produc-
tion d’impulsions de lumière de longueur d’onde très courtes et très intenses.
Ces nouvelles technologies ont été depuis largement exploitées ; se reporter à
Pfeifer et al. (2006) pour une revue particulièrement détaillée. À titre d’exemple, on
peut citer l’expérience pionnière de Wabnitz et al. (2002) portant sur l’irradiation
d’agrégats de gaz rares avec de courtes impulsions laser de rayons X.
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Figure 4.1 – Sources de laser et domaine en durée d’impulsion et en énergie de photons
qu’elles peuvent atteindre. On remarque en particulier que les sources lasers à électrons
libres (FEL) permettent de couvrir le domaine optique et une partie de l’ultraviolet
(jusqu’à environ 50 eV) pour des impulsions de quelques centaines de femtosecondes.
D’après Pfeifer et al. (2006).
4.2 Cadre théorique
Nous avons étudié les agrégats de sodium Na8, Na
+





cadre de la TD-LDA corrigée par ADSIC (cf. chap. 2 pour une description détaillée
du modèle). Le calcul est donc restreint aux électrons de valence des agrégats, à partir
de la couche 3s pour l’atome de sodium. L’élimination des électrons de cœur à l’aide
des pseudopotentiels nécessite que les fréquences laser utilisées soient inférieures
aux valeurs qui pourraient ioniser les électrons de cœur. Dans le cas d’un atome de
sodium, les états éliminés 2p sont liés à −28.8 eV, l’énergie maximale du laser a été
choisie à 19.4 eV, ce qui laisse une marge suffisante pour éviter d’ioniser les électrons
de cœur. La structure électronique et les structures ioniques des agrégats de sodium
étudiés sont respectivement rappelés dans le tableau 4.1 et la figure 4.2.
Comme nous l’avons précisé dans le chapitre 3, les champs et les fonctions d’onde
sont décrits sur une grille régulière dans une boîte de taille finie. Dans le cas des
agrégats métalliques, nous utilisons exclusivement une boîte cylindrique dont la taille
est, respectivement pour la direction radiale et longitudinale (axe z) : 91 × 179
pour Na8, 45 × 91 pour Na+9 , 101× 173 pour Na10, 101× 173 pour Na+11, 91 × 173
pour Na2+22 ; avec un pas de la grille égal à 0.8 a0. La durée du pas de temps pour
propager les fonctions d’onde est de 4.8× 10−3 fs. Nous utilisons une impulsion laser
de 80 fs et les simulations sont effectuées sur plusieurs dizaines de femtosecondes (ici
190 fs) afin que l’émission électronique directe soit complète (voir la figure 3.3, p.
32). L’impulsion laser est polarisée suivant l’axe logitudinal.








ϕi ǫi ϕi ǫi ϕi ǫi ϕi ǫi ϕi ǫi
1s2 −5.73 1s2 −8.61 1s2 −5.82 1s2 −8.19 1s2 −10.15
1px,y4 −4.42 1pz2 −7.40 1pz2 −4.78 1pz2 −7.33 1pz2 −9.31
1pz2 −4.25 1px,y4 −7.25 1px,y4 −4.46 1px,y4 −6.83 1px,y4 −9.25




Table 4.1 – Pour chaque agrégat de sodium, on rappelle respectivement la structure élec-
tronique et les énergies des orbitales en eV. Le nombre en exposant indiqué pour chaque




















Figure 4.2 – Structure ionique des agrégats de sodium étudiés.
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4.3 Étude de la déplétion des niveaux électroniques
Dans tous les cas étudiés, l’intensité du laser I las est ajustée pour que l’ionisa-
tion totale reste faible afin de rester dans le régime perturbatif. L’amplitude des
réponses et l’émission électronique sont alors respectivement corrélées au nombre
total d’électrons émis N esc et à l’intensité du laser I las. Dans la suite, nous allons
étudier la déplétion relative νi/N esc du niveau électronique i qui est indépendante
de l’intensité du laser dans le régime perturbatif. Ces travaux ont fait l’objet d’une
publication (Vidal et al. 2010).
4.3.1 Na8
Commençons par l’étude de Na8. Cet agrégat possède trois niveaux d’énergie
distincts pour les électrons de valence, voir le tableau 4.1. L’agrégat est irradié par
une impulsion laser de 80 fs au total et à plusieurs fréquences, allant de 8.16 eV à
19.04 eV. Toutes les fréquences sont supérieures au potentiel d’ionisation et suffi-
samment grandes pour ioniser tous les niveaux de valence dans un processus à un
photon.
On peut supposer que la perturbation par un champ laser externe peut dété-
riorer les niveaux que l’on souhaite examiner. Cet effet a été étudié par Pohl et al.
(2000) et il a été montré que la perturbation dépend de la force du champ externe.
Or l’effet peut être quantifié grâce au nombre d’électrons émis, de fortes perturba-
tions étant associées à un ou plusieurs électrons émis, tandis qu’une émission de
quelques pour cent seulement ne perturbe que peu les niveaux électroniques, comme
le montre la figure 4.3 où l’on a représenté l’évolution temporelle de l’énergie des
niveaux électroniques de Na8 au cours d’une irradiation. En particulier, l’énergie des
niveaux électroniques reste quasiment inchangée. L’intensité laser a donc été choisie
proprement afin de garantir que l’on reste toujours dans le régime de faible pertur-
bation. Pour cela, nous avons vérifié que l’énergie des niveaux électroniques restait
toujours bien définie et quasiment constante dans le temps. Dans la figure 4.4, nous
avons représenté le spectre de photoélectrons (PES) pour Na8 irradié par un laser
dont les fréquences sont dans le domaine de l’ultraviolet. Le PES met en évidence
des couples typiques de pics correspondant à l’état 1s et 1p de Na8. Comme men-
tionné dans le chapitre précédent (sections 3.4.4), les pics se trouvent exactement à
l’énergie cinétique de l’électron donnée par l’équation 3.18. Pour les deux fréquences,
9.52 eV et 19.04 eV, nous observons des processus à 1 et à 2 photons. De plus, quelles
que soient les fréquences étudiées, les pics restent extrêmement étroits. Cela indique
clairement que, pendant tout le processus dynamique, le niveau électronique n’a pas
été modifié (Pohl et al. 2000). Cette figure démontre donc que, tant que l’ionisation
reste faible (ici inférieure à 0.01), les états électroniques ne sont pas mélangés et que
l’état fondamental peut être suivi et étudié dans nos simulations dynamiques.
L’intensité du laser I las a été choisie pour suivre la déplétion des niveaux élec-
troniques. Nous avons trouvé que la déplétion ne dépend pas de l’intensité tant que
l’on reste dans le régime de faible émission. C’est pourquoi, l’intensité du laser est
ajustée, dans tous les calculs menés, pour que le nombre total d’électrons émis N esc
soit du même ordre de grandeur pour des fréquences laser différentes, pour un même
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Figure 4.4 – Spectres de photoélectrons (en échelle logarithmique) calculé pour Na8 ir-
radié par une impulsion laser de 80 fs et pour deux fréquences laser ωlas et intensités
laser I las, comme indiquées sur la figure. Les flèches indiquent la valeur de décalage
entre deux pics qui est égale à la fréquence laser.
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agrégat. L’annexe C (p. 81) fournit les différentes valeurs des fréquences laser et des
intensités associées pour l’ensemble des calculs effectués sur les agrégats de sodium.
Pour les différents calculs réalisés sur Na8, N esc est de l’ordre de 0.0034 électrons
émis. La figure 4.5 montre l’ionisation relative N esci/N esc et la déplétion relative
νi/N esc en fonction de la fréquence laser ωlas. Comme on peut le voir sur le panneau
du haut, l’ionisation est dominée par les états 1px,y, tandis que les états 1pz et 1s
varient avec une relative importance et se croisent près de 14.42 eV. L’ionisation
de ces deux états reste toujours en-dessous de celle des états 1px,y. Néanmoins, on
peut remarquer que N esci/N esc est pondérée explicitement par le nombre d’électrons
initial dans l’état i (éq. 3.15). Or il y a 4 électrons dans les états 1px,y, alors qu’il n’y
a que 2 électrons dans l’état 1s et 1pz ; ce qui explique la dominance de l’émission
par les états 1px,y.

































Figure 4.5 – Ionisation relative N esci/N esc (en haut) et déplétion relative νi/N esc (en bas)
dans le cas de Na8 irradié en fonction de la fréquence du laser ωlas ; i = 1s, 1px,y et 1pz.
La durée totale de l’impulsion laser est de 80 fs.
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qui trace la déplétion relative des niveaux νi/N esc (éq. 3.14) plutôt que l’ionisation
relative. C’est ce qui est représenté dans le panneau du bas de la figure 4.5. Pour
les faibles fréquences, l’ionisation provient essentiellement de l’HOMO (1pz) ainsi
que des états 1px,y qui sont énergétiquement proches de l’état dégénéré 1pz, alors
que l’état 1s ne contribue que faiblement, d’un ordre de grandeur en moins. L’aug-
mentation de la fréquence ne modifie quasiment pas la déplétion des états 1px,y.
Mais la déplétion de l’état 1s augmente sensiblement tandis que celle de l’état 1pz
diminue pour être en-dessous de celle des autres états pour les fréquences les plus
grandes. Tous les états ont à peu près la même déplétion pour une fréquence proche
de 14.4 eV. Au-dessus, la contribution de 1pz ne cesse de diminuer tandis que celle de
l’état 1s devient de plus en plus dominante. La déplétion des niveaux électroniques
montre certaines fluctuations indiquant un comportement oscillant de la déplétion
à une échelle plus petite. Ce point sera traité plus en détail à la fin de cette section
(voir la figure 4.8).
Les résultats pour Na8 indiquent que les impulsions laser à basse fréquence ex-
traient des électrons préférentiellement depuis la surface de Fermi tandis que l’émis-
sion des électrons est équi-distribuée pour des impulsions à haute fréquence, avec
une préférence pour l’état le plus lié. Nous allons vérifier que ce schéma de déplétion
n’est pas accidentel en étudiant d’autres agrégats de sodium.
4.3.2 Na+9
L’agrégat Na+9 possède aussi trois niveaux d’énergie distincts pour les électrons
de valence, voir le tableau 4.1. Il est aussi irradié par une impulsion laser de 80 fs au
total et à plusieurs fréquences, allant de 9.52 eV à 19.04 eV. Comme précédemment,
l’intensité du laser a été ajustée pour que le nombre total d’électrons émis N esc soit
relativement faible et du même ordre de grandeur quelles que soient les fréquences
laser étudiées, se reporter à l’annexe C (p. 81) pour le détails des paramètres. Dans
les calculs suivants, N esc est de l’ordre de 0.0018 électrons émis. La figure 4.6 (en
haut) montre la déplétion relative νi/N esc en fonction de la fréquence laser ωlas pour
Na+9 . Pour les faibles fréquences, l’ionisation provient essentiellement de l’état 1pz
ainsi que de l’HOMO 1px,y. L’état 1s ne contribue que faiblement, comme dans le
cas de Na8. L’augmentation de la fréquence ne modifie quasiment pas la déplétion de
l’HOMO 1px,y, ce qui peut s’expliquer par le fait que le laser est polarisé suivant l’axe
z et donc interagit moins bien avec des états non alignés avec l’axe de polarisation.
La déplétion de l’état 1s augmente sensiblement avec la fréquence du laser tandis
que celle de l’état 1pz diminue. Tous les états ont à peu près la même déplétion pour
une fréquence proche de 12.8 eV. Au-delà de cette fréquence, la contribution de 1pz
ne cesse de diminuer tandis que celle de l’état 1s domine l’ionisation.
Ainsi, les résultats pour Na+9 confirment les observations faites sur Na8.
4.3.3 Na10
Pour Na10, l’agrégat possède quatre niveaux d’énergie distincts pour les électrons
de valence (tableau 4.1). L’agrégat est toujours irradié par une impulsion laser de
80 fs au total et à plusieurs fréquences, allant de 9.52 eV à 19.04 eV. L’intensité
4.3. Étude de la déplétion des niveaux électroniques 51
du laser est toujours ajustée pour que le nombre total d’électrons émis N esc soit
relativement faible et du même ordre de grandeur quelles que soient les fréquences
laser étudiées (annexe C, p. 81). Dans les calculs suivants, N esc est de l’ordre de
0.0034 électrons émis. La figure 4.6 (en bas) montre la déplétion relative νi/N esc en
fonction de la fréquence laser ωlas pour Na10. Pour les faibles fréquences, l’ionisation
provient essentiellement de l’état 1pz, et comme dans le cas précédent, la déplétion
de l’état 1px,y n’est quasiment pas modifiée lorsque la fréquence du laser augmente.
L’état 1d ne contribue que faiblement, ce qui peut s’expliquer par le fait qu’il est
fortement dépeuplé pour des fréquences encore plus basses (inférieures à 8.16 eV).
Comme dans les cas précédents, la déplétion de l’état 1s augmente avec la fréquence
du laser tandis que celle de l’état 1pz diminue.
Les résultats pour Na10 appuie les observations précédentes : les impulsions laser





































Figure 4.6 – Déplétion relative νi/N esc dans le cas de Na+9 (en haut) et Na10 (en bas)
irradiés en fonction de la fréquence du laser ωlas ; i = 1s, 1px,y et 1pz pour Na+9 et
i = 1s, 1px,y, 1pz et 1d pour Na10. La durée totale de l’impulsion laser est de 80 fs.
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liés alors que les impulsions à hautes fréquences tendent à extraire des électrons de
l’état le plus lié.
4.3.4 Na+11 et Na
2+
22
La figure 4.7 représente la déplétion en relation avec l’énergie des niveaux élec-
troniques pour Na+11 (gauche) et Na
2+
22 (droite). Trois cas sont comparés : 6.8 eV,
10.9 eV et 15.0 eV. La durée totale de l’impulsion laser est de 80 fs. L’intensité a
été adaptée pour que dans tous les cas N esc = 0.0011 pour Na
+
11 et N esc = 0.0047
pour Na2+22 (voir l’annexe C, p. 81), l’énergie des niveaux électroniques reste donc
constante dans ce régime perturbatif.
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Figure 4.7 – Déplétion des niveaux électroniques νi dans le cas de Na+11 (gauche) et Na
2+
22
(droite) pour trois fréquences laser ωlas et intensités I las indiquées sur les figures. La
déplétion d’un état électronique est représentée par la longueur de la barre horizontale
tandis que sa position sur l’axe vertical indique son énergie.
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l’émission provient principalement de l’HOMO tandis que l’augmentation de la fré-
quence accroît le poids des états plus profondément liés.
Il est important de noter que les résultats mis en évidence ci-dessus sont des
tendances générales. La déplétion peut varier à cause du couplage entre la fonction
d’onde mono-électronique et l’onde émise du continuum (Faisal 1987; Pohl et al.
2004). La figure 4.8 montre la déplétion relative de chaque état électronique occupé
pour Na2+22 en fonction de la fréquence du laser pour des quelques valeurs au-dessus
de 15 eV. La déplétion peut varier sur des échelles de fréquence très courtes (comme
c’est le cas pour l’état le plus lié à −10.14 eV) ainsi que sur des échelles de fréquence
plus longues (comme c’est le cas pour le niveau à −9.25 eV et −8.04 eV. Cet exemple
montre que la variation des déplétions peut fluctuer dans le détail. Néanmoins, ces
























Figure 4.8 – Déplétion relative des niveaux électroniques νi dans le cas de Na2+22 irradié
par une impulsion laser de 96 fs et de 1013 W/cm2, en fonction de la fréquence du laser
ωlas. L’énergie du niveau électronique est indiquée à droite des courbes.
4.4 Étude de la distribution de l’énergie cinétique des
électrons émis
Par la suite, nous avons étendu notre étude en la confrontant au spectre de
photoélectrons (PES). En effet, la spectroscopie de photoélectrons (Nordling et al.
1957) a permis d’observer des propriétés électroniques de nombreux systèmes ; se
reporter à Reinert & Hüfner (2005) pour avoir un état de l’art. Concernant les agré-
gats métalliques, de nombreuses recherches ont été effectuées sur de petits agrégats.
On peut citer par exemple les travaux de Massobrio et al. (1995) sur Cu−n , ceux
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Khanna et al. (2001) sur Ni7 et ceux de Castro et al. (2003) sur Tin et Ti
−
n . En par-
ticulier, Wrigge et al. (2002) ont étudié expérimentalement les PES sur Nan et les
liens avec la densité des états électroniques. Des travaux théoriques ont été aussi
réalisés sur les agrégats de sodium dans le cas statique, mais il y en a encore peu en
dynamique. Récemment, Mundt & Kümmel (2007) ont étudié les PES de Nan exci-
tés par un “boost” appliqué à l’état fondamental de l’agrégat. Comme nous l’avons
vu précédemment (voir section 3.4.4, p. 33), notre modèle nous permet de calculer
l’émission électronique résolue en énergie. Cette observable est vraisemblablement
reliée à la déplétion via la hauteur des pics du PES. Ces travaux ont aussi fait l’objet
d’une publication (Dinh et al. 2012).
Un exemple de PES est donné dans la figure 4.9 dans le cas de Na10 pour une
basse fréquence (9.5 eV) et pour une haute fréquence (16.3 eV). Les fréquences la-
ser utilisées sont assez grandes pour que l’on puisse observer jusqu’à des processus
à 2 photons, avec des pics fins et bien définis grâce aux intensités laser relative-
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Figure 4.9 – Spectre de photoélectrons (en échelle logarithmique) calculé pour Na10 ir-
radié par une impulsion laser de 80 fs et pour deux fréquences ωlas et deux intensités
I las du laser, comme indiquées sur la figure.
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Ces énergies de liaison sont rapidement accessibles depuis la figure 4.9 à l’aide de
l’équation 3.18. On peut constater que la hauteur des pics dépend fortement de la
fréquence du laser. L’idée est de corréler la hauteur de chaque pic avec le mécanisme
d’émission électronique ou encore la déplétion. On se contentera d’étudier la hau-
teur des pics à un photon, puisque ces derniers présentent un signal plus élevé (les
amplitudes des processus à 2 photons sont inférieures de deux ordres de grandeur
ou plus). Plus pertinente est la superficie de chaque pic. Nous avons donc interpolé
chaque pic avec une gaussienne et nous avons rapporté ci-dessous le rapport entre
les surfaces des pics dominants. En particulier, les pics correspondant aux états 1px,y
sont toujours supprimés car moindres d’au moins deux ordres de grandeur, quels que
soient l’agrégat étudié et la fréquence du laser ωlas utilisés.
Nous commencons par étudier Na+9 comme premier exemple. Dans la figure 4.10,









































































Figure 4.10 – Déplétion relative νi/N esc (en bas) et rapport des surfaces des pics des
spectres de photoélectrons (en haut) en fonction de la fréquence du laser ωlas pour
Na+9 . La ligne grise correspond à la fréquence de croisement entre la déplétion des
états 1s et 1pz qui est égale à la fréquence pour laquelle le rapport des surfaces des
pics des PES vaut 1.
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du spectre de photoélectrons des états 1s et 1pz. Comme attendu, le rapport est
inférieur à 1 pour de fréquences laser relativement basses, et peut dépasser 100
pour de grandes fréquences. Il atteint 1 pour ωlas = 12.8 eV, précisément la même
fréquence de croisement de la déplétion des états concernés.
Pour Na8, nous pouvons examiner les mêmes quantités, représentées dans la figure
4.11. La variation du rapport des surfaces des pics suit la même tendance que dans
le cas précédent. Néanmoins, on note toutefois un léger décalage entre la fréquence
pour laquelle le rapport entre la surface du pic de l’état 1s et celle de l’état 1pz
est égale à 1, à 12.9 eV, et la fréquence où les déplétions respectives de ces états se
croisent, à 14.4 eV.
Dans le cas de Na10, la figure 4.12 révèle une fois de plus un bon accord entre
les déplétions des états électroniques et le rapport des aires des pics des spectres de
photoélectrons égal à 1. En effet, les déplétions des états 1s et 1d, 1s et 1pz, 1pz et
1d se croisent respectivement à 10.7 eV, 12.4 eV et 14.24 eV, tandis que les rapports
des pics correspondant valent 1 aux fréquences 9.8 eV, 11.8 eV et 14.22 eV.
Pour finir, on a noté que dans le cas de l’agrégat de sodium Na+11 cette corrélation







































































Figure 4.11 – Comme la figure 4.10 pour Na8.











































































Figure 4.12 – Comme la figure 4.10 pour Na10.
une fréquence proche de celle où le rapport entre les deux pics correspondant vaut
1, nous observons une divergence entre la déplétion de l’état 1dz et son pic PES
associé.
Dans le cas d’agrétats plus grands, la résolution en énergie actuelle des spectres
de photoélectrons calculés ne nous permet pas de déterminer correctement les états
électroniques auxquels ils correspondent, d’autant plus s’ils sont énergétiquement
proches.
Dans ce chapitre, nous avons étudié en détail la déplétion des niveaux électro-
niques de petits agrégats de sodium ainsi que leurs spectres de photoélectrons. Nous
avons ainsi mis en évidence que l’évolution des électrons émis dépend sensiblement
de la fréquence des photons. Des fréquences proches de la lumière visible extraient
des électrons exclusivement près de la surface de Fermi, tandis que des fréquences
plus élevées dans l’ultraviolet retirent des électrons de tous les niveaux, du niveau le
plus lié jusqu’à l’état de valence. Nous avons aussi mis en évidence une corrélation
entre la déplétion des états électroniques et la distribution de l’énergie cinétique des
électrons émis.
:::: :::: ::::
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Chapitre 5
Molécules d’intérêt biologique
L’étude de l’interaction des rayonnements avec des cellules vivantes n’a cessé decroître depuis l’utilisation de plus en plus intensive de radiations ionisantes (im-
pulsions laser, faisceaux de particules chargées,. . . ), notamment en médecine ou dans
l’industrie, dans des buts thérapeutiques ou diagnostiques. Or, la létalité des cellules
est induite par une succession d’événements dans un milieu cellulaire complexe. De
ce fait, les conséquences biologiques d’une exposition à un rayonnement sont encore
mal maîtrisées, que ce soit à des fins thérapeutiques ou préventives.
Ce chapitre porte donc sur l’analyse de l’interaction entre un système biologique
et un rayonnement ionisant à l’aide de notre modèle théorique. L’introduction de
molécules organiques dans notre modèle étant récent, nous n’avons pas la prétention
de reproduire les observations de telle ou telle expérience, mais plutôt d’étudier
qualitativement les changements apportés par l’irradiation d’un tel système. Nous
avons donc commencé par des molécules libres : la pyridine, voisine de la pyrimidine
qui forme au sens large la famille des pyrimidines (dérivées à base pyrimidiques)
dont l’uracile (base de l’ARN), que nous avons aussi étudiée, fait partie ; quant
aux rayonnements ionisants, il s’agit d’une impulsion laser de quelques dizaines de
femtosecondes et d’une particule chargée (un proton).
Le chapitre est divisé de la manière suivante : dans un premier temps, nous pré-
senterons quelques généralités sur l’irradiation des systèmes biologiques ; puis nous
rappelerons brièvement le cadre théorique de cette étude en résumant les divers para-
mètres de nos simulations ; ensuite, nous commenterons certaines observations faites
sur l’état fondamental des systèmes étudiés ; enfin nous analyserons les résultats
obtenus sur la dynamique de ces systèmes.
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5.1 Généralités sur les systèmes biologiques
Les molécules organiques, considérées dans cette thèse, sont composées de car-
bone, d’azote, d’oxygène et d’hydrogène. La structure électronique ainsi que la charge
des ions associés à ces atomes sont rappelées dans le tableau 3.1 (p. 34). De nombreux
systèmes d’intérêt biologique peuvent, a priori, être étudiés : l’eau, les glucides, les
lipides, les protéines, les vitamines et les acides nucléiques. Néanmoins, ces derniers
(l’acide désoxyribonucléique – ADN – et l’acide ribonucléique – ARN) jouent un
rôle important puisqu’ils stockent, entretiennent et traduisent l’information géné-
tique. Pour des raisons de temps de calcul et de taille de la boîte, nous avons choisi
la base la plus petite, c’est-à-dire l’uracile, C4H4N2O2. Cette base faisant partie des
bases pyrimidiques, nous avons commencé par étudier la pyridine, C5H5N qui est une
molécule proche de la pyrimidine et qui fait aussi l’objet de nombreuses recherches
du groupe expérimental de M. Farizon (IPNL) avec qui nous avons une collaboration
(voir par exemple, Bruny (2010)).
Lors de l’irradiation de molécules d’intérêt biologique par un laser femtoseconde
ou par collision avec un ion multichargé, les effets sur les matériaux organiques ne
résultent pas uniquement de l’impact direct avec le rayonnement ionisant. Des parti-
cules secondaires telles que des électrons, des radicaux et des ions (monochargés ou
multichargés) de basse énergie sont également formées. Les événements s’inscrivent
dans cinq phases dont les échelles de temps et d’espace sont différentes (Sanche
1989). La figure 5.1 résume ces différentes étapes. La première étape consiste au
dépôt d’énergie lui-même par collision ou absorption d’un photon. L’excitation ou
l’ionisation du système (la deuxième étape) entraîne très rapidement (de l’ordre
de quelques dizaines ou centaines de femtosecondes) une première détérioration du
système par effet direct. La deuxième étape de post-irradiation pour des temps al-
lant jusqu’à quelques picosecondes concerne la production des espèces radicalaires
primaires par détérioration des fragments ioniques et de l’environnement par des
électrons secondaires de faible énergie (par attachement électronique dissociatif) qui
vont devenir inactifs suite aux nombreuses collisions inélastiques subies lors de leurs
parcours (Sanche 2005) : e- + NB −→ NB- −→ anion + fragment(s) neutres(s), NB
désigne une base azotée. Notons que l’eau qui consistue l’environnement prépon-
dérant pour des molécules biologiques peut aussi être altérée par ces électrons de
basse énergie (Pan et al. 2005). Différentes espèces secondaires sont ensuite créées
par réaction chimique, pouvant également conduire à des dommages sur les cellules.
Enfin divers processus biologiques entrent en jeu qui peuvent mener à la réparation
du système biologique, ou bien à sa mutation ou encore à sa mort.
5.2 Domaine d’étude
Dans ce chapitre, nous nous intéressons aux systèmes suivants : la pyridine et
l’uracile isolées. L’impulsion laser utilisée est de 24 fs et les simulations sont effec-
tuées sur quelques dizaines de femtosecondes (ici 57 fs) afin que l’émission électro-
nique directe soit complète. Nous observons donc les effets directs de l’ionisation du
système, c’est-à-dire la deuxième étape des effets d’une irradiation sur un système
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Dépôt d’énergie : laser, ions. . .
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Figure 5.1 – Chronologie des effets d’une irradiation (laser, collision avec un ion multi-
chargé,. . . ) sur un système biologique. L’échelle de temps indiquée donne un ordre de
grandeur de la durée des événements. À droite, les domaines de recherche sont signalés.
D’après Tubiana et al. (1963).
biologique. De nombreuses études théoriques et expérimentales ont été réalisées sur
les matériaux biologiques et, plus généralement, sur les systèmes organiques irradiés
par des impulsions laser femtosecondes ou par collisions de particules chargées. On
peut citer, par exemple, les travaux de Hahn & Stock (2001) sur les spectres de pho-
toélectrons de la pyrazine, qui est un isomère de constitution de la pyrimidine, ou
les travaux de Toffoli et al. (2007) sur la photo-ionisation de l’uracile, ainsi que les
travaux de Tabet et al. (2010) sur la spectrométrie de masse des bases de l’ADN.
Pour une revue détaillée sur les systèmes organiques isolés et irradiés, on peut se
reporter à Hertel & Radloff (2006).
L’ensemble des simulations a été effectué à l’aide du code à 3 dimensions. Le pas
de la grille est toujours égal à ∆i = 0.412 a0. Pour la pyridine et l’uracile, la boîte est
cubique et le nombre de points dans chaque direction est respectivement égal à 96 et
112. La durée du pas de temps pour propager les fonctions d’onde est de 4.8× 10−4 fs.
Comme dans le cas des agrégats de sodium, la description non explicite des électrons
de cœur à l’aide des pseudopotentiels nécessite que les fréquences laser utilisées soient
inférieures aux valeurs qui pourraient ioniser ces électrons. Dans le cas de la pyridine,
le dernier électron de cœur est lié à −305.8 eV. Pour l’uracile, le dernier électron
de cœur se trouve à −291.1 eV. D’autre part, les systèmes biologiques étant plus
étendus, il faut veiller à ce que l’approximation dipolaire soit toujours valable. Pour
cela, nous prendrons une longueur d’onde laser toujours supérieure à la taille de la
boîte, soit une fréquence laser inférieure à 495 eV. L’énergie du laser maximale est
placée à 244.9 eV, ce qui laisse une marge suffisante pour éviter d’ioniser les électrons
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de cœur et pour toujours se placer dans l’approximation dipolaire. Le laser n’est pas
polarisé suivant une direction particulière.
5.3 État fondamental de la pyridine et de l’uracile
La pyridine, C5H5N, est une molécule plane possédant 30 électrons de valence. Sa
structure géométrique est représentée par la figure 5.2a. Chaque atome est désigné
par un numéro qui sera utilisé dans la suite de ce document : le 1 représente l’atome
d’azote (en bleu), les numéros 2 à 6 les atomes de carbone (en gris), et les atomes
d’hydrogène correspondent aux numéros 7 à 11 (en blanc). En ce qui concerne l’ura-
cile, C4H4N2O2, schématisée par la figure 5.2b, la molécule est aussi dans un plan et
possède 42 électrons de valence. Les atomes 1 et 3 sont les atomes d’azote (en bleu),
les atomes 2, 4, 5 et 6 sont les atomes de carbone (en gris), les numéros 8 et 10
représentent les atomes d’oxygène (en rouge), les autres sont les atomes d’hydrogène
(en blanc).
Il peut être intéressant d’observer la précision de notre modèle pour des propriétés
statiques de molécules biologiques plus grandes que celles étudiées dans le chapitre
3.5.2. C’est ce que nous avons fait en détail pour la pyridine. Dans notre modèle,
nous obtenons un potentiel d’ionisation égal à 8.49 eV, ce qui reste proche des valeurs
que l’on trouve dans la littérature, 9.26 eV (NIST 2011) ; soit une erreur relative de
8.32 %. Le tableau 5.1 présente respectivement les différentes mesures des longueurs
interatomiques (en haut) et des angles (en bas) de la pyridine pour notre modèle
et comparée aux données expérimentales de NIST (2011). L’erreur relative est de
l’ordre ou inférieure à 5 %, confirmant la robustesse de notre modèle, même pour































Figure 5.2 – Représentation des structures géométriques de la pyridine (à gauche) et de
l’uracile (à droite). Les numéros sur les atomes permettent de les distinguer par la
suite. Les atomes d’hydrogène, de carbone, d’azote et d’oxygène sont respectivement
en blanc, gris, bleu et rouge.
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Une autre observable statique intéressante est la fonction de localisation électro-
nique (en anglais «Electron Localization Function», ELF). Elle est une mesure de la
probabilité de trouver un électron dans le voisinage d’un électron de référence à un



















; σ = {↑, ↓}
(5.1)
Atome Atome Modèle [Å] NIST [Å] Erreur relative (%)
1 3 1.2733 1.3390 5.15
1 4 1.2733 1.3390 5.15
2 7 1.1217 1.0869 3.10
2 5 1.3349 1.3344 0.03
2 6 1.3349 1.3344 0.03
3 5 1.3345 1.3961 4.61
3 8 1.1257 1.0891 3.25
4 6 1.3345 1.3961 4.61
4 9 1.1261 1.0891 3.28
5 10 1.1272 1.0861 3.64
6 11 1.1271 1.0862 3.62
Atome Vertex Atome Modèle [◦] NIST [◦] Erreur relative (%)
3 1 4 119.6678 117.069 2.17
5 2 7 120.2484 120.728 0.39
6 2 7 120.2597 120.728 0.38
5 2 6 119.4719 118.543 0.77
5 3 8 121.9721 120.262 1.40
1 3 5 122.2557 123.785 1.25
1 3 8 115.5262 115.952 0.36
6 4 9 121.9329 120.262 1.37
1 4 6 122.2423 123.785 1.26
1 4 9 115.5827 115.952 0.31
2 5 10 124.5629 121.294 2.62
2 5 3 117.9140 118.409 0.41
3 5 10 117.5225 120.297 2.36
2 6 11 124.5877 121.294 2.64
2 6 4 117.9239 118.409 0.41
4 6 11 117.4879 120.297 2.39
Table 5.1 – Valeurs des différentes longueurs interatomiques (haut) et des angles (bas)
au sein de la pyridine dans le cas de notre modèle et comparées à celles de NIST (2011).
L’erreur relative correspondante est aussi indiquée en pourcentage. Les numéros des
atomes correspondent à ceux de la figure 5.2a.
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Cette fonction évalue l’augmentation de la localisation spatiale de l’électron et four-
nit donc une méthode de cartographie pour la probabilité de présence d’une paire
électronique pour un système multi-électronique. Lorsque l’ELF vaut 1, les électrons
sont parfaitement localisés, tandis qu’une valeur de 1/2 correspond à un gaz d’élec-
trons homogène. La figure 5.3 représente la fonction de localisation électronique de la
pyridine. La molécule est orientée comme dans le schéma 5.2a. On note la structure
délocalisée au centre qui représente la liaison π de la molécule. Les atomes d’azote se
différencient des atomes de carbone par une distribution électronique non homogène
due à des électrons de valence libres.
ELF






















Figure 5.3 – Fonction de localisation électronique (ELF) de la pyridine. L’orientation de
la molécule est identique à celle de la figure 5.2a.
5.4 Dynamique des systèmes organiques
Nous allons maintenant explorer la dynamique de la pyridine et de l’uracile sou-
mis à un rayonnement ionisant.
5.4.1 Pyridine
Avant d’observer la réponse électronique de la pyridine après une irradiation la-
ser, nous présentons, dans la figure 5.4, la réponse optique dans les trois directions
spatiales, ce qui nous aidera à choisir les fréquences des impulsions laser ωlas. On
observe un pic principal à 7.68 eV suivant l’axe carbone–azote, valeur très proche de
celle trouvée expérimentalement, 7.22 eV (Walker et al. 1990). Des pics secondaires
sont proches de ce maximum (7.47 eV et 7.92 eV) dans le plan de la molécule et
perpendiculaire à l’axe carbone–azote. Tous les autres pics ont des amplitudes infé-
rieures de plusieurs ordres de grandeur. Le système n’est quasiment pas excité dans
le plan perpendiculaire à celui de la molécule (axe x).
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Figure 5.4 – Réponse optique de la pyridine.
L’irradiation de la pyridine a été effectuée avec un laser dont l’intensité varie en
fonction de la fréquence pour que le nombre d’électrons émis N esc reste à peu près
identique quelle que soit la fréquence du laser utilisée (voir l’annexe C, p. 82, pour
le détail des paramètres). Dans les cas étudiés, N esc est de l’ordre de 0.04. Nous
présentons ici les résultats pour trois fréquences typiques : une en-dessous de la
fréquence de résonance (4.08 eV), une dans la région de résonance (7.68 eV) et une
au-dessus (40.82 eV). Les énergies des niveaux électroniques varient de −27.07 eV à
−8.49 eV. Nous avons vérifié que les niveaux électroniques n’étaient que faiblement
perturbés dans le régime de basse ionisation que nous explorons, comme illustré par
l’évolution temporelle de l’énergie des états électroniques dans le cas de Na8, voir la
figure 4.3 (p. 48).
La figure 5.5 représente l’évolution temporelle du nombre d’électrons émis N esc et
du moment dipolaire D(t) moyennée sur les trois directions spatiales. Il est évident
que les deux observables dépendent sensiblement de la fréquence laser ωlas. Les pan-
neaux de gauche montrent le cas ωlas = 4.08 eV, c’est-à-dire au-dessous de la région
de résonance. Le dipôle électronique suit bien l’enveloppe de l’impulsion laser et
l’excitation électronique s’amortit rapidement après l’extinction du laser. L’émission
électronique est directement liée à l’amplitude du dipôle et donc il a un maximum
quand l’impulsion laser est à son maximum. Ce schéma est très similaire à ce que l’on
a observé pour les agrégats métalliques quand ils sont irradiés par un laser optique
dont la fréquence n’est pas résonant. Pour une grande fréquence laser au-dessus de
la région de résonance (panneaux de droite), qui est ici à ωlas = 40.82 eV, nous avons
de nouveau un processus non-résonant et le schéma d’excitation est très similaire.
Les panneaux du milieu correspondent au cas ωlas = 7.68 eV, qui est à la résonance
comme le montre la réponse optique de la pyridine. Le moment dipolaire et N esc
montrent une figure typique du mode résonant qui diffère significativement des cas




























































































































































































Figure 5.5 – Évolution temporelle du nombre d’électrons émis, N esc, et du moment dipo-
laire moyennée sur les trois directions spatiales de la pyridine irradiée par une impulsion
laser de 24 fs pour trois fréquences et intensités laser différentes, indiquées sur la figure.
Pour le panneau du milieu, l’ionisation totale doit être multipliée par 10 pour avoir les
valeurs réelles.
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non-résonants. Durant les premières 12 fs, le moment dipolaire suit encore l’enve-
loppe de l’impulsion laser comme dans les cas précédents, mais avec une amplitude
plus grande due au couplage résonant, provoquant une ionisation plus importante.
Par la suite, l’amplitude du moment dipolaire va diminuer à cause de l’émission élec-
tronique. Cette atténuation est faible et le signal continue d’osciller bien après l’arrêt
de l’excitation. L’ionisation continue d’augmenter, et il peut s’écouler plusieurs pico-
secondes avant que l’émission ait suffisamment affaiblie le signal du dipôle pour que
l’ionisation se stabilise. Alors que dans le cas résonant pour les agrégats métalliques,
les oscillations sont quasi-périodiques et très peu amorties, dans le cas des molécules
organiques, la structure complexe des oscillations est dues à un nombre important
d’électrons émis qui vont provoquer des changements dans les liaisons covalentes.
Après avoir mis en évidence les différences de comportement dans le régime ré-
sonant et non-résonant, nous nous intéressons à l’émission électronique induite par
les photons et en particulier à la déplétion des niveaux électroniques (voir la sec-
tion 3.4.3, p. 32). La figure 5.6 montre les résultats de la déplétion finale pour trois
fréquences laser particulières. Les résultats sont similaires à ceux obtenus dans les
cas précédents avec les agrégats de sodium : pour des fréquences assez basses, nous
observons une émission principalement depuis l’HOMO et des états très proche de
la surface de Fermi comme le montre le panneau du haut de la figure 5.6 ; tandis que
pour des fréquences plus élevées, tous les niveaux de valence sont excités par des
processus à 1 photon, et il se produit une déplétion préférentiellement des niveaux
plus liés (panneau du milieu). On retrouve ce phénomène aussi pour des fréquences
laser très élevées, dans le domaine des rayons X (panneau du bas).
Il est intéressant de comparer ces résultats avec le cas où la molécule biologique
est irradiée suite à une collision avec une particule chargée plutôt que par un laser
femtoseconde. Nous avons réalisé un travail similaire avec la molécule de l’éthylène
C2H4 (Vidal et al. 2010). Il a été mis en évidence que le schéma de déplétion de
l’éthylène en collision avec une particule chargée est comparable à celui de l’éthy-
lène irradié par une impulsion laser à basse fréquence. Dans le cas de la pyridine,
nous avons excité la molécule avec un proton rapide, considéré comme une parti-
cule classique, soumis uniquement à la force coulombienne de la cible. Le projectile
est placé suffisamment loin de la molécule pour qu’il n’intéragisse pas avec la cible
s’il est immobile. Une impulsion vproj lui est fournie à t = 0 et détermine les ca-
ractéristiques de la collision (paramètre d’impact, amplitude de la collision,. . . ). Le
temps de calcul (ici 50 fs) a été suffisant pour que l’émission électronique directe
soit complète. Le nombre total d’électrons émis est de l’ordre de 0.25. La figure 5.7
présente les résultats de la déplétion finale des différents niveaux électroniques pour
deux valeurs de la vitesse du projectile (panneau du haut et panneau du milieu). Le
panneau du bas rappelle le résultat obtenu dans le cas de l’éthylène (N esc ≃ 0.001).
On note immédiatement que les niveaux électroniques les plus dépleuplés sont ceux
qui sont les plus liés. La déplétion observée lors de la collision avec une particule
classique chargée est donc semblable à celle de la pyridine irradée par une impulsion
laser à fréquence élevée, ce qui est contraire au résultat obtenu avec l’éthylène. Bien
que les vitesses des projectiles soient très proches, une dépendance du processus de
déplétion des niveaux électroniques par rapport à la vitesse de collision du projectile,
comme celle observée pour la fréquence laser, est possible et demande des calculs
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ωlas = 176.8 eV
Ilas = 10
14 W/cm2
Figure 5.6 – Déplétion νi des niveaux électroniques i dans le cas de la pyridine irradiée
pour trois fréquences laser ωlas et intensités I las indiquées sur les figures. La déplétion
d’un état électronique est représentée par la longueur de la barre horizontale tandis
que sa position sur l’axe vertical indique l’énergie du niveau électronique.































vproj = 20 a0/fs
νi x 10−4
Figure 5.7 – Déplétion νi des niveaux électroniques i dans le cas de la pyridine et de
l’éthylène irradiées suite à une collision avec un proton de vitesse initiale vproj indiquée
sur la figure.
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5.4.2 Uracile
Pour terminer, nous avons aussi étudié la déplétion des niveaux électroniques de
l’uracile irradiée par une impulsion laser femtoseconde, comme le montre la figure 5.8.
Les simulations sont effectuées sur 48 fs. Les intensités laser sont choisies pour N esc
soit de l’ordre de 0.027. Les résultats pour C4H4N2O2 indiquent que les impulsions
laser à basse fréquence arrachent des électrons préférentiellement depuis la surface de
Fermi tandis que les impulsions à haute fréquence extraient des électrons de manière

























ωlas = 108.86 eV
Ilas = 10
13 W/cm2
Figure 5.8 – Comme pour la figure 5.6 pour l’uracile
5.4.3 Synthèse
Dans ce chapitre, nous avons examiné deux molécules d’intérêt biologique, la
pyridine et l’uracile. Après avoir analysé la stabilité de notre modèle sur des systèmes
de plus grande taille, nous nous sommes intéressés à la distribution électronique de
la pyridine et de l’uracile dans le cas statique, à l’aide de l’ELF, puis à la déplétion
des niveaux électroniques lorsque ces molécules sont irradiées, soit par une impulsion
laser femtoseconde, soit par une particule chargée dans le cas de la pyridine.
Comme dans le cas des agrégats de sodium, le schéma de déplétion dépend sensi-
blement de la fréquence de l’impulsion laser qui tend à extraire les électrons les moins
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liés à basses fréquences, alors que les électrons des états plus liés sont émis pour des
fréquences plus grandes. D’autre part, la déplétion des niveaux électroniques de la
pyridine en collision avec un projectile rapide est similaire à celle obtenue lors de
l’irradiation avec une impulsion laser à haute fréquence.
:::: :::: ::::




La présente thèse s’articule autour d’un modèle théorique et d’une méthode nu-
mérique, développés au Laboratoire de Physique Théorique de Toulouse en colla-
boration avec l’Institute for Theoretical Physics II de Erlangen, particulièrement
bien adaptés pour décrire des mécanismes d’ionisation dans des systèmes multi-
électroniques relevant de processus non linéaires. Le modèle ayant été déjà confirmé
par Calvayrac et al. (2000) et Dinh et al. (2010) dans le cas d’agrégats de sodium,
nous l’avons d’abord validé dans le cas de petites molécules organiques tant sur des
calculs statiques que sur des calculs dynamiques. Bien qu’actuellement la précision
sur les observables dans l’état fondamental ne rivalise pas avec la précision des mo-
dèles de chimie théorique, nous avons garanti la fiabilité de notre modèle au moyen
de calculs de dynamiques.
Par la suite, nous nous sommes intéressés au mécanisme dynamique de déplétion
des niveaux électroniques de petits agrégats de sodium, de la pyridine et de l’uracile,
irradiés par des impulsions laser femtosecondes dans le domaine proche de l’optique
et dans le domaine de l’ultraviolet. Nous avons mis en évidence une dépendance de la
distribution des électrons émis en fonction de la fréquence du laser. Pour des basses
fréquences lasers, proche des fréquences optiques, l’émission électronique est due
aux niveaux proches de la surface de Fermi ; a contrario des fréquences lasers dans
l’ultraviolet tendent à exciter tous les niveaux électroniques et préférentiellement
ceux des niveaux électroniques plus liés.
D’autre part, dans le cas des agrégats de sodium, l’étude de la distribution de
l’énergie cinétique des électrons émis, à l’aide la spectroscopie de photoélectrons,
nous permet de corroborer ce résultat. Il est important de souligner cette confir-
mation dans la mesure où la distribution de l’énergie cinétique, contrairement à la
déplétion des niveaux électroniques, est une observable mesurable expérimentale-
ment.
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Par ailleurs, nous avons aussi examiné le mécanisme de déplétion de la pyridine en
collision avec un proton et comparé ces résultats avec ceux obtenus avec l’éthylène.
La déplétion des niveaux électroniques semble dépendre de la vitesse du projectile.
6.2 Perspectives
Les perspectives sont nombreuses, car nous sommes loin d’avoir épuisé le sujet.
Concernant la dynamique de l’irradiation, cette étude a été particulièrement ex-
haustive dans l’analyse des agrégats de sodium libres ainsi que dans celle du domaine
de fréquences. Les résultats sur le mécanisme de déplétion sont pertinents. Un cas
intéressant à étudier sera d’observer les effets de la présence d’un environnement
sur la dépendance de la déplétion en fonction de la fréquence du laser (en dépo-
sant l’agrégat sur une matrice par exemple). Il est à noter, également, qu’il subsiste
le problème du spectre de photoélectrons. Bien que l’étude de la distribution de
l’énergie cinétique des électrons émis valide en général les résultats sur le schéma
de déplétion en fonction de la fréquence du laser (sauf pour Na+11), les fréquences de
changement de régime ne sont pas parfaitement égales et peuvent différer de 1 eV.
L’implémentation récente des molécules organiques dans notre modèle nous laisse
une grande latitude de recherche sur les systèmes à étudier. Nous pouvons citer
les travaux actuellement entrepris sur les agrégats de N2, C60,. . . dans le cadre de
l’ANR MUSES («MUltiScale Electron dynamicS »), dirigée par F. Lépine. Il s’agit
de décrire en temps réel la dynamique d’excitation et de relaxation (mécanismes
d’absorption, transfert de charge,. . . ) d’agrégats irradiés par une combinaison de
techniques expérimentales sophistiquées, utilisant des nouvelles sources de lumière.
Le défi théorique lié à ces travaux et sur lequel notre groupe travaille, en collabo-
ration avec le groupe d’Erlangen, est l’inclusion des effets dissipatifs (corrélations
dynamiques) dans les simulations quantiques à temps réel. Cette recherche fait parti
du projet ITN («Initial Training Network») : CORINF (CORrelated multielectron
dynamics in Intense Light Fields).
L’insertion d’un environnement externe, en particulier des agrégats d’eau, est
aussi une perspective très attrayante. De nombreux travaux expérimentaux portent
sur des molécules organiques dans un environnement aqueux, par exemple les travaux
de Bruny (2010), réalisés dans le cadre de l’ANR COLDIRR («Irradiation of cold
molecular nanosystems»), dirigée par M. Farizon. Ce projet a pour objectif d’étudier
des biomolécules en interaction avec des molécules d’eau, le tout inclus dans des
gouttes de gaz rares et irradié aussi bien par des électrons que par des photons.
D’un point de vue théorique, les travaux porteront sur le déploiement du modèle
hiérarchique, auparavant développé pour des agrégats métalliques en contact avec
des matrices de gaz rares, vers ces nouveaux systèmes organiques.
D’autre part, lors de l’étude des systèmes organiques, nous avons mis en évidence
la possibilité d’obtenir la fonction de localisation électronique dans le cas statique.
Cependant dans un processus dynamique d’ionisation, la localisation de la charge
reste un problème ouvert. Or, on le sait, c’est une question essentielle en biophysique
pour la dégradation de l’ADN. La résolution d’un tel problème permettrait une
avancée majeure dans de nombreuses recherches médicales à buts thérapeutiques ou
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diagnostiques.
En plus des travaux effectués sur les corrélations dynamiques, de nombreux dé-
veloppements formels et numériques sont encore en cours de réalisation ou prévus
dans un avenir proche. La possibilité d’utiliser un pas de réseau plus grand, tout en
conservant une bonne précision des observables physiques, permettra de meilleures
performances et d’étudier des systèmes de plus grandes tailles. Actuellement, des
résultats probants ont été obtenus par G. Condon (stagiaire du M1 de Physique
Fondamentale de l’Université Paul Sabatier) en doublant le pas du réseau utilisé
dans les calculs de cette thèse. D’autre part, un problème sur la parallélisation du
code de simulation numérique au niveau de la partie non-locale des pseudopotentiels
de Goedecker a été résolu récemment par P.-G. Reinhard, les calculs pourront donc
s’effectuer plus rapidement ; alors que nous avons été contraints, tout au long de cette
thèse, à des calculs longs et coûteux en temps car réalisés sur un seul processeur.
À ce propos, il est intéressant de noter que la technologie actuelle permet de
développer des codes de calculs sur les GPU (processeurs de carte graphique) qui ont
l’avantage de posséder une forte puissance de calcul parallèle. Un des défis de notre
groupe est de porter notre code de simulations numériques sur de telles architectures
pour pallier aux limitations dues à des temps de calculs exorbitants. Nous pourrions
ainsi effectuer des calculs de l’ordre de quelques dizaines à quelques centaines de
picosecondes avec des temps de calculs tolérables.
Un autre challenge théorique est de traiter correctement l’ionisation dynamique,
c’est-à-dire entièrement résolue en temps, dans le cadre de la Théorie de la Fonction-
nelle de la Densité Dépendante du Temps. Cela nécessite en particulier un traitement
spécifique pour la correction de l’auto-interaction dans le cas dépendant du temps.
Les travaux de Messud et al. (2008) ont apporté une réponse à ce problème. Néan-
moins, il est nécessaire d’optimiser le développement de cette solution, avant de
pouvoir l’utiliser dans des calculs sur des systèmes réalistes.
De plus, la communauté scientifique bénéficiera de l’ouverture du code dans les
quatre à cinq ans à venir, grâce à une récente initiative entre d’une part les prin-
cipaux développeurs (nouveaux ou anciens, comme F. Calvayrac) de ce modèle, et
d’autre part un panel de testeurs privilégiés tels que E. Artacho, G. Brotons, J.
Kohanoff, F. Lépine, A. Solov’yov et R. Vuilleumier. Cette collaboration, nommée
PW-TELEMAN pour «Pékin-Wuxi-Toulouse-Erlangen-Le Mans», fait l’objet d’un
projet d’ANR international avec la Chine. Une telle ouverture permettra d’amélio-
rer et de diversifier le modèle. Avant de pouvoir proposer publiquement le code, il
est nécessaire de l’optimiser et de le nettoyer afin que les différents utilisateurs et
contributeurs puissent comprendre et participer au développement de ce modèle. Un
ingénieur informatique (D. Brusson) vient de débuter un tel travail, sous la direction
de F. Calvayrac, à l’université du Maine.
Pour conclure, «toute certitude étant par essence contradictoire avec la philoso-
phie de la recherche» (Pierre Joliot, extrait de La recherche passionnément), un autre
axe de recherche sera de consolider ces travaux par des études expérimentales. Pour
cela, il est nécessaire d’obtenir des observables accessibles tant sur le plan théorique
que sur le plan expérimental, comme le spectre de photoélectrons que nous avons
étudié dans le cas des agrégats de sodium.
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Annexe A
Unités atomiques
Le système des unités atomiques (u.a.) a été adopté dans un grand nombre de cal-
culs de structure électronique. En travaillant avec des grandeurs adaptées à l’échelle
atomique, il permet de simplifier les équations d’évolution. Dans le modèle de Bohr
de l’atome d’hydrogène, le rayon de Bohr est le rayon de l’orbitale de l’électron
autour du proton. C’est donc un ordre de grandeur du rayon des atomes. Dans le




= 1 u.a. (A.1)
Dès lors, on peut définir les grandeurs qui caractérisent le système des unités ato-
miques :
Dimension Unité Quantité physique USI u.a.
Longueur a0 Rayon de Bohr 5.29177× 10−11 m 1
Charge qe Charge de l’électron 1.60219× 10−19 C 1
Masse me Masse de l’électron 9.10953× 10−31 kg 1
Moment angulaire ~ Constante de Planck 1.05459× 10−34 J s 1
Table A.1 – Facteur de conversion entre les systèmes d’unités atomiques (u.a.) et les
Unités du Système International (USI) des grandeurs typiques en physique moléculaire.
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On peut alors définir d’autres dimensions physiques en unités atomiques :
Dimension Expression Signification physique USI u.a.
Vitesse v0 = αc Vitesse d’un électron
sur la première orbi-
tale de Bohr
2.18769× 106 m/s 1 u.a.
Temps a0/v0 Temps mis par l’élec-
tron pour parcourir un
rayon de Bohr
2.41889× 10−17 s 1 u.a.
Énergie qe2
8πǫ0a0
Potentiel d’ionisation 2.1799× 10−18 J
1 Ry
de Rydberg de l’hydrogène = 13.6058 eV
Énergie qe2
4πǫ0a0
2× potentiel 4.35981× 10−18 J
1 Ha
de Hartree d’ionisation de H = 27.2116 eV
Table A.2 – Facteur de conversion entre les systèmes d’unités atomiques (u.a.) et les
Unités du Système International (USI) pour d’autres grandeurs physiques.
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Annexe B
Propriétés statiques de quelques
molécules
Le tableau B.1 (page suivante) détaille les valeurs précises des différentes obser-
vables statiques utilisées pour calculer les erreurs relatives affichées dans le tableau
3.6 pour certaines molécules organiques.
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Paramètres du laser utilisés
Cette annexe résume l’ensemble des paramètres de l’impulsion laser (fréquence
et intensité) utilisés lors des différents calculs présentés dans les chapitres 4 et 5.
Na8
ωlas[eV] I las[W/cm2] N esc(×10−3)
8.16 1× 1011 3.419
9.52 3× 1011 3.499
10.88 5× 1011 3.662
12.24 6× 1011 3.507
12.51 7× 1011 3.680
12.78 7× 1011 3.396
13.06 7× 1011 3.478
13.33 8× 1011 3.682
13.87 9× 1011 3.659
14.14 9× 1011 3.700
14.42 9× 1011 3.204
14.69 9× 1011 2.898
14.96 1× 1012 3.366
16.32 1× 1012 2.678
17.68 2× 1012 3.774
19.04 2× 1012 2.728
Na+9
ωlas[eV] I las[W/cm2] N esc(×10−3)
9.52 1× 1011 1.155
10.88 2× 1011 1.850
12.51 3× 1011 1.949
12.78 3× 1011 1.845
13.06 3× 1011 1.713
13.33 4× 1011 2.120
13.60 4× 1011 2.005
14.14 4× 1011 1.851
15.23 5× 1011 1.828
15.50 5× 1011 1.748
16.05 6× 1011 1.895
16.32 6× 1011 1.760
17.41 8× 1011 1.866
17.68 8× 1011 1.802
18.22 9× 1011 1.796
19.04 1× 1012 1.568
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Na10
ωlas[eV] I las[W/cm2] N esc(×10−3)
9.25 1× 1011 1.566
9.52 2× 1011 3.258
9.79 3× 1011 3.817
9.93 3× 1011 3.592
10.06 3× 1011 3.676
10.61 4× 1011 4.098
10.88 4× 1011 3.946
11.70 4× 1011 3.263
11.97 4× 1011 3.233
12.24 4× 1011 3.101
12.51 4× 1011 2.740
12.78 4× 1011 2.706
13.60 6× 1011 3.418
13.87 7× 1011 3.747
14.14 8× 1011 3.847
14.42 8× 1011 3.719
14.69 8× 1011 3.695
14.96 1× 1012 4.216
16.32 1× 1012 3.005
17.68 1× 1012 2.203
19.04 2× 1012 3.263
Na+11
ωlas[eV] I las[W/cm2] N esc(×10−3)
9.52 4× 1011 1.243
10.88 7× 1011 1.141
11.70 8× 1011 1.045
11.97 9× 1011 1.136
12.24 9× 1011 1.061
12.51 9× 1011 0.976
12.78 9× 1011 0.911
13.60 9× 1011 0.776
14.96 2× 1012 1.356
16.32 2× 1012 1.132
17.68 3× 1012 1.302
Na2+22
ωlas[eV] I las[W/cm2] N esc(×10−3)
9.52 2× 1011 4.103
10.88 4× 1011 4.902
12.24 6× 1011 5.246
13.60 8× 1011 5.089
14.96 1× 1012 4.635
16.32 1× 1012 3.604
17.68 2× 1012 5.565
Pyridine (C5H5N)
ωlas[eV] I las[W/cm2] N esc(×10−2)
4.08 4× 1011 3.95
7.68 1× 1011 4.36
13.6 1× 1011 3.09
20.4 1× 1011 4.59
27.2 3× 1011 3.97
40.8 9× 1011 4.10
68.0 5× 1012 3.68
108.8 3× 1013 3.66
176.9 1× 1014 2.57
244.9 3× 1014 3.60
Uracile (C4H4N2O2)
ωlas[eV] I las[W/cm2] N esc(×10−2)
4.08 1× 1011 1.80
13.6 9× 1010 2.61
27.2 1× 1011 2.00
40.8 4× 1011 2.89
68.0 4× 1012 1.06
108.8 1× 1013 1.31
176.9 2× 1013 2.54
244.9 2× 1013 2.28
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