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Abstract
Biological systems need to exchange energy and maer with their environment in order to stay
functional or “alive”. is exchange has to obey the laws of thermodynamics: energy cannot be
created and exchange comes at the cost of dissipation, which limits the eciency of biological
function. Additionally, subcellular processes that involve only few molecules are stochastic in their
dynamics and a consistent theoretical modeling has to account for that.
is dissertation connects recent development in nonequilibrium thermodynamics with approaches
taken in biochemical modeling. I start by a short introduction to thermodynamics and statistical
mechanics, with a special emphasis on large deviation theory and stochastic thermodynamics.
Building on that, I present a general theory for the thermodynamic analysis of networks of chemical
reactions that are open to the exchange of maer.
As a particularly insightful concrete example I discuss the mechanochemical energy conversion in
stochastic models of a molecular motor protein, and show how a similar analysis can be performed for
more general models. Furthermore, I compare the dissipation in stochastically and deterministically
modeled open chemical networks, and present a class of chemical networks that displays exact
agreement for arbitrary abundance of chemical species and arbitrary distance from thermodynamic
equilibrium. My major achievement is a thermodynamically consistent coarse-graining procedure for
biocatalysts, which are ubiquitous in molecular cell biology. Finally, I discuss the thermodynamics of
unbranched enzymatic chains.

Erkenntnis wa¨chst aus Konfusion
→←

Preface
is thesis contains the results of my research on the thermodynamics of chemical reaction networks
in the group of Massimiliano Esposito at the University of Luxembourg. It is mainly composed of ve
studies: three published articles and two manuscripts in preparation. ey form the chapters 5–9. In
order to help the reader who is unfamiliar with the eld, I additionally provide a motivational prelude
and four introductory chapters. In the motivation I take the biological viewpoint and highlight the
relevance of chemical reaction networks. e introduction covers the essential prerequisites and sets
the stage for my research: chapter 1 deals with thermodynamics in and out of equilibrium. Chapter 2
covers statistical mechanics, stochastic thermodynamics and large deviation theory. In chapter 3
I introduce elementary chemical reactions in closed volumes and I show how their microscopic
(stochastic) and macroscopic (deterministic) dynamics and thermodynamics need to be treated. It is
followed by the most important introductory chapter 4 where I discuss open systems with many
chemical reactions. I conclude this thesis with a nal part where I summarize my achievements
and provide a perspective on currently ongoing as well as possible future research. e author
contributions for the included research articles are detailed in the appendix. References are given at
the end of each chapter.
is thesis was funded by an AFR PhD grand awarded by the National Research Fund Luxembourg
(grant number 7865466). Also many individual people supported me and my research. First and
foremost I have to thank my PhD supervisor Massimiliano Esposito. Although frequently very busy,
he still nds the time to discuss interesting research questions — ranging from the very small details in
specic models to the big picture stretching across disciplines. I am indebted to my Master supervisor
Ju¨rgen Vollmer, with whom I continue to collaborate and who by now is a dear friend. I am very
thankful for the productive collaborations with my coauthors Bernhard Altaner, Maeo Poleini,
and Riccardo Rao. Our discussions, individually and in groups of various congurations, were both
the source of a lot of confusion, but ultimately also the spark of my understanding. Special respect is
due to Riccardo Rao. As my oce mate he had to endure my praying chants and unexpected bursts
of laughter. I have to thank my friends Fabian Telschow, Caroline Bauer, and Alexandre Lazarescu.
Your support was what really kept me aoat. Zu guter Letzt mo¨chte ich meinen Eltern und meinen
Bru¨dern danken. Ihre Unterstu¨tzung in allen Lebenslagen und aus der Ferne ist kaum mit Worten
aufzuwiegen. Спасибо!
Luxembourg, April 2018
Artur Wachtel
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Motivation
Biology is the natural science that studies living organisms. e known living organisms are classically
categorized into dierent kingdoms of life: animals, plants, fungi, as well as bacteria, archaea, and
sometimes protista. We humans ourselves are animals and thus part of the life on Earth. We
domesticate other animals and plants for our own survival. Livestock breeding and agriculture
provide nourishment and clothing. Forestry supplies us with one of our most important construction
materials: wood. Moreover, bacteria and fungi are employed for fermentation, which is an important
method to preserve food. e understanding of biology is especially important for modern medicine,
since it unveils the microscopic causes for diseases and thus underlies their treatments. Consequently,
every progress in the understanding of biological processes has a great potential to increase the
quality of our lives.
Modern biology in fact already provides a thorough understanding for the principal organization of
living organisms: organs, tissues and cells. e laer can be considered the elementary building block
of life itself — subcellular structures are typically not considered “alive”. Cells again are internally
organized into dierent organelles and compartments. However, there are only four types of organic
molecules that constitute all of the above structures [1]:
Lipids form the membranes that separate the cell from its environment, and the cellular organelles
from the rest of the cell. Carbohydrates give structural stability to the cells of plants and fungi. Both
lipids and carbohydrates serve as long-term storage of energy for the cellular machinery. e laer
is primarily composed of aminoacids which form polypeptides and proteins. ese can catalytically
convert other chemicals (enzymes), serve as mechanochemical engines [2, 3], or constitute structural
molecules, for example in the cytoskeleton [4]. e ribonucleic acid (RNA) and the deoxyribonucleic
acid (DNA) provide the storage of information in four basic leers: Adenine, Thymine1, Guanine
and Cytosine. e nucleic acids store the blueprints for the construction of proteins and thus carry
the hereditary information from one generation of cells and organisms to the next. Especially one
nucleobase, adenine, serves another purpose. When bound to ribose sugar it can be phosphorylated
up to three times, known as adenosine monophosphate (AMP), adenosine diphosphate (ADP) and
adenosine triphosphate (ATP). Each of these phosphorylation steps is energetically costly but fully
reversible and it was understood that these adenosine phosphates serve as the principal short-term
fuel for the cellular machinery [5].
In order to grow and divide, the cell needs to construct these materials from energy as well as from
precursor molecules it extracts from its food. is process is known as anabolism. e reverse process
to break down biological maer for energy is catabolism. Together they form the entire metabolism of
the cell. e metabolism is important to keep the cell operational or “alive” and requires a permanent
but selective exchange of maer across the cell’s boundary.
By now, this general organization of cellular life is common knowledge and not disputed. However,
the exact biochemical processes inside living cells are still subject to research: To what extent and
exactly how are individual metabolic pathways regulated? How does the cell process and respond to
external chemical (mechanical/optical) signals? While proteins are encoded by genes on the DNA,
1In RNA, thymine is replaced by the similar Uracil.
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how do they feed back onto the transcriptional and translational processes of the genetic material?
e respective experiments are dicult and time consuming. Aer all, each species, organism, and
even each cell is dierent. is variability extends down even to the microscopic level where the
stochastic nature of molecular dynamics leads to intrinsic noise within the cellular machinery. ese
challenges are currently being faced with automated experimental setups that provide analysis with
a high throughput of individual cells or molecules. ese methods give access to the genes of a cell
(genomics), the activation levels of these genes as messenger RNA transcripts (transcriptomics), the
actual abundance of proteins (proteomics), as well as the concentrations (metabolomics) and the
uxes (uxomics) of various metabolite molecules within the living cell. e integration of all these
data has the potential to lead to a systemic understanding of entire cells and even organisms. ese
approaches are summarized under the term systems biology [6, 7].
A consistent integration of all these data into models with predictive power requires a solid theo-
retical basis. is basis cannot be of purely mathematical nature. In the end, cellular and subcellular
processes are based on the chemical conversion of molecules and the storage and transport of energy.
e physical theory that is centered around exchange of energy and maer is thermodynamics. It
was originally born at the time of the industrial revolution and was aimed at understanding the exact
functioning, and improving the eciency of steam engines. However, it turned out that the range of
its applicability is much larger. Modern thermodynamics [8–10] incorporates temporal evolution and
deals with small stochastic systems. It is applied in strongly correlated quantum systems [11] and it
covers the physical eects of information [12, 13].
While modern nonequilibrium thermodynamics is conceptually capable of treating biochemical
processes on a molecular level, there is still a gap between the current understanding of the theory
and the systemic scale that is required for a fruitful application in the life sciences.
e goal of my thesis is to narrow this gap. I start from the basic concepts of thermodynamics in its
modern formulation, which I introduce in the rst two chapters. en, I present chemical reactions
and networks thereof in the following two chapters. Aerwards, I apply these concepts to small and
uctuating molecular motors, and subsequently move up the scales to arrive at large macroscopic
pathways. Following this route, we nd a lot of uncharted territory and sometimes more questions
than answers.
Ultimately, the pursuit of nonequilibrium thermodynamics in biology may pave the way for a
system-wide treatment of energy, work, heat and information — a theory of thermodynomics.
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1. ermodynamics
ermodynamics is a universal theory of exchanges and consequently deals with fundamental
properties of maer. A good approximation for biological maer is that of a solution that mainly
consists of water. is solution is surrounded by some boundary (cell membrane) but can exchange
heat and volume, as well as maer with its environment.
In this chapter I provide a modern formulation for thermodynamics that covers both thermody-
namic equilibrium [1] as well as nonequilibrium situations [2]. It serves as the foundation of my
work. For simplicity, in this chapter I will cover only macroscopic and inert systems. e following
chapter 2 deals with microscopic systems and I introduce elementary chemical reactions in chapter 3.
e last introductory chapter 4 nally covers the thermodynamics of fully open chemical networks.
e main goal of this chapter is to provide a way to quantify the dissipation of a system under
biochemically relevant conditions.
1.1. e Laws of ermodynamics
ermodynamics studies exchange processes between several systems. e two most important
exchange quantities are energy and maer.
A system that releases energy as useful work is especially interesting and such systems are referred
to as engine or motor. An obvious question is: how much work can an engine perform? It was
understood early on that this work cannot be unlimited. e limits are twofold: (1) All engines
require some other form of energy as fuel in order to operate. Like the original steam engines,
modern engines convert heat into work. (2) Heat can never be fully converted into work because of
irreversible dissipation. ese principles are two fundamental laws. Like many laws in physics, the
laws of thermodynamics are derived from empirical evidence. ey cannot be derived from more
fundamental principles.
1.1.1. ermodynamic Equilibrium: e Zeroth Law
Two otherwise isolated systems are said to be in thermodynamic equilibrium if, upon contact, they
do in fact not exchange any quantity. e zeroth law of thermodynamics states that thermodynamic
equilibrium is a transitive relation:
When the two systems A and B are in thermodynamic equilibrium and the two systems
B and C as well, then also A and C , upon contact, will not exchange any quantity and
therefore are also in thermodynamic equilibrium.
is is a very idealized concept but it is possible to relax these requirements. While full thermodynamic
equilibrium requires that no quantity is being exchanged, there are partial equilibria:
• When two systems do not exchange heat: thermal equilibrium.
• When two systems do not exchange mechanical work: mechanical equilibrium.
6
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• When two systems do not exchange maer: chemical equilibrium.
Each of these partial equilibria can be quantied: e quantity characterizing the thermal equilibrium
is temperature. Likewise, the pressure (force per surface area) characterizes mechanical equilibrium
with respect to volume work. e analogous quantity for particle exchange is the chemical potential.
Since a system may be composed of several chemical species and each of them could in principle be
exchanged, we have a chemical potential for each species. When otherwise equilibrated, heat (work,
maer) will go from higher temperature (pressure, chemical potential) to lower.
Temperature, pressure and chemical potential are intensive quantities — in contrast to the extensive
quantities that are being exchanged. A thermodynamic reservoir has no meaningful extensive
properties but instead is fully described by its intensive quantities.
1.1.2. Energy Balance: e First Law
e exchanges of a thermodynamic system impact its energy balance. e rst law of thermodynamics
states that
All the changes of internal energy are either due to work or to heat.
In formal language we write ∆E = W + Q . In this chapter I assume that the exchange processes
are continuous. I deal with discontinuous exchange in chapter 2. Due to the continuity, we can
reformulate the rst law via integrals:∫
dE =
∫
d¯W +
∫
d¯Q . (1.1)
e energy E is a state function. Its change only depends on the initial and nal state of the system. e
workW and the heatQ are not given by the state of the system. ey depend on the transformation γ
that we impose. erefore, we use inexact dierentials to express these process-dependent integrals.
e exchanged work, again, can be of dierent types. For systems with a three-dimensional volume,
mechanical work is performed against the external pressure p:
d¯Wmech = −p dV . (1.2)
A one-dimensional system, analogously, performs work by changing the length ` against an external
force, d¯Wmech = −f d`.
Adding one mole of particles of type i from a reservoir at chemical potential µi changes the internal
energy by means of the chemical work:
d¯Wchem =
∑
i
µi dni . (1.3)
1.1.3. Entropy Balance: e Second Law
Rudolph Clausius [3, 4] was the rst to relate the exchanged heat to a state function. Specically, he
found that for reversible transformations γ , which always remain at thermodynamic equilibrium, the
exchanged heat d¯Q — when scaled by the temperature — is a state function, the entropy S :
∆S =
∫
γ
dS =
∫
γ
1
T
d¯Q . (1.4)
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He also realized that for irreversible (or dissipative) transformations γ we have an inequality:
∆S =
∫
γ
dS >
∫
γ
1
T
d¯Q . (1.5)
is is known as Clausius’ version of the second law of thermodynamics.
In a modern formulation [2] we prefer to have an equality by quantifying the dissipation by means
of the entropy production: ∫
γ
d¯Σ B
∫
γ
(
dS − 1
T
d¯Q
)
= ∆S −
∫
γ
1
T
d¯Q ≥ 0 . (1.6)
e second law of thermodynamics thus is equivalent to saying that the integrated entropy production
is a positive quantity for irreversible processes, while it is zero at thermodynamic equilibrium.
is is also true for cyclic processes, where the integral over every state function vanishes. is
means that the entropy production is not a state function on its own. It depends on the process just
like work and heat, and we have to use an inexact dierential.
1.1.4. Absolute Temperature: eird Law
e third law of thermodynamics states that
e entropy change associated with any condensed system undergoing a reversible
isothermal process approaches zero as the temperature at which it is performed ap-
proaches 0 K.
is especially implies that it is impossible to cool a system to absolute zero temperature in a nite
number of steps or in a nite amount of time.
e third law is stated here only for completeness — and strictly speaking we need to dig into
quantum thermodynamics in order to address it appropriately. Since I am mainly interested in
biological systems, absolute zero temperature is not an interesting regime for the purpose of this
thesis.
1.2. Nonequilibriumermodynamics
When combining the energy and entropy balances we arrive at the fundamental equations of nonequi-
librium thermodynamics [2, 5, 6]:
dE = T dS − p dV +
∑
i
µi dni −T d¯Σ . (1.7)
From this relation we see that isolated systems (where the energy, the volume and the chemical
composition is xed) evolve towards bigger entropy:∫
dS =
∫
d¯Σ ≥ 0 . (1.8)
e situation where entropy does not increase is thermodynamic equilibrium where d¯Σ = 0. is is
known as the maximum entropy principle for thermodynamic equilibrium. If instead of the energy
we x the entropy, the energy will be minimized — which is known as minimum energy principle.
8 Artur Wachtel PhD esis
1.2. Nonequilibrium ermodynamics
ese extremum principles are the reason why energy and entropy are considered thermodynamic
potentials.
In the context of biological systems, the assumptions that energy, entropy or volume is prescribed
is not very realistic. It is more appropriate to consider the temperature and the pressure to be imposed
by the environment. In this isothermal–isobaric seing, neither the entropy nor the energy approach
their extremum. Instead, the free enthalpy or Gibbs free energy dened as G = E − TS + pV is the
right potential for this case:
dG = −S dT +V dp +
∑
i
µi dni −T d¯Σ . (1.9)
For closed systems that are thermally and mechanically equilibrated, this relation together with the
second law ensures the minimization of the free enthalpy.
1.2.1. Isothermal Energy Conversion
Under isothermal conditions, the second law as formulated above implies that a machine cannot
transform heat into work in a continuous (cyclic or steady-state) fashion. Instead, work is always
being dissipated into heat. us, isothermal energy conversion requires the conversion between
dierent types of work, coming at the cost of dissipation.
In chapter 5 I will investigate the isothermal conversion of chemical work into mechanical work
by a molecular motor. e eciency of this process is given by
ηII B −
∮
d¯Wmech∮
d¯Wchem
=
∮
p dV∮ ∑
i µi dni
=
∮
f d`∮ ∑
i µi dni
≤ 1 . (1.10)
e last inequality follows from equation (1.7) and shows that the dissipation sets the essential limits
for the eciency of energy conversion. is limitation makes the dissipation an especially important
quantity to determine.
1.2.2. Dissipation under Bioemical Conditions
In open systems, the chemical composition can change due to exchange with the particle reservoirs.
When additionally the system internally allows for chemical reactions, the maer exchange currents
cannot be identied with the change of chemical composition, dni . Consequently, open reactive
systems can reach nonequilibrium steady states even when they are thermally and mechanically
equilibrated with their environment. ese steady states admit steady exchange of maer which
therefore needs to be expressed by inexact dierential forms, d¯ni . In this thesis I primarily focus on
these nonequilibrium steady states.
With equation (1.9) we can quantify the entropy production of a chemically reacting system in a
steady state at xed temperature and xed pressure as [2, 6]
d¯Σ =
∑
i
µi d¯ni . (1.11)
Note that here only the species which are continuously exchanged with the reservoirs need to be
taken into account. e internal species satisfy d¯nj = dnj = 0 at steady states.
is expression for the entropy production was the main goal of this chapter. However, we are not
done yet. For chemical systems in dilute solution that are thermally and mechanically equilibrated
we can express the chemical potentials by means of the chemical composition.
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1.3. Equilibriumermodynamics
At thermodynamic equilibrium, the dissipation in exactly zero. We therefore arrive at the fundamental
relation of equilibrium thermodynamics [1, 7]
dE = T dS − p dV +
∑
i
µi dni . (1.12)
It implies that the equilibrium energy is a function only of the entropy, the volume and the chemical
composition of the system. Moreover, at equilibrium the temperature, pressure, and chemical
potentials are properties of the system and can be wrien as state functions via the equations of state
T (S,V , {ni }) = ∂E
∂S
, p(S,V , {ni }) = − ∂E
∂V
, µ j (S,V , {ni }) = ∂E
∂nj
. (1.13)
Similarly, the equilibrium free enthalpy is a function of the temperature, the pressure, and the
chemical composition:
dG = −S dT +V dp +
∑
i
µi dni . (1.14)
e derivatives of the equilibrium free enthalpy provide the entropy, the volume and the chemical
potentials as functions of temperature, pressure and chemical composition:
S(T ,p, {ni }) = −∂G
∂T
, V (T ,p, {ni }) = ∂G
∂p
, µ j (T ,p, {ni }) = ∂G
∂nj
. (1.15)
We see that the extensivity of the energy, the volume and the mole numbers ensures that the
entropy and the free enthalpy are extensive as well: all extensive quantities scale with the size
of the system. is is mathematically expressed as homogeneity of the thermodynamic potentials.
erefore, Euler’s theorem for homogeneous functions allows us to integrate the fundamental relation
of equilibrium thermodynamics to provide an expression for the absolute value of the thermodynamic
potentials:
E = T S − pV +
∑
i
µi ni , G =
∑
i
µi ni . (1.16)
is equation is known as Euler relation.
1.4. Ideal Fluids
e full dependence of the thermodynamic potentials on their natural variables is not known for
most systems of interest. However, sometimes the full dependence is not necessary to make useful
statements about the thermodynamics of a system. When equations of state are available, they can
be integrated to provide just as much information. Since I am mainly interested in the dissipation of
a system, I need equations of state for the chemical potential. I focus on ideal solutions — which are
closely related to mixtures of ideal gases.
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1.4. Ideal Fluids
1.4.1. e Ideal Gas
e ideal gas takes a special role in thermodynamics: it is one of the few systems that can be solved
analytically. It describes the thermodynamic behavior of dilute gases with f degrees of freedom
while having negligible interactions between the molecules. e degrees of freedom account for three
translations in physical space as well as additional rotational degrees of freedom of the molecules.
An ideal gas that is composed of a single particle type is fully described by the two equations of state
pV = nRT , E =
f
2nRT . (1.17)
Here, R ≈ 8.314 J K−1 mol−1 is the ideal gas constant. From these equations of state and the funda-
mental relations, it is possible to derive the chemical potential of the ideal gas [7] as
µ(T ,p) = µ∗ T
T ∗
− f + 22 RT ln
T
T ∗
+ RT ln p
p∗
. (1.18)
is expression is independent of the total amount n of gas, but is given relative to a reference value
µ∗ at temperature T ∗ and pressure p∗. In fact, the Euler relation ensures that the free enthalpy is
directly proportional to the chemical potential for every pure substance: G(T ,p,n) = n µ(T ,p). us,
the chemical potential accounts for all equilibrium properties of the pure substance.
When mixing several ideal gases, the chemical composition has an impact on the chemical potentials
of the dierent components j in the mixture [7]:
µ j (T ,p, {ni }) = µ(T ,p) + RT ln
nj∑
i ni
. (1.19)
e argument of the logarithm is known as molar fraction of the species j. e composition-
independent term is the chemical potential of a pure ideal gas, equation (1.18).
1.4.2. Ideal Dilute Solution
In an ideal solution, the energetic interactions of the dierent components are entirely screened by
the solvent. us the solutes behave essentially like a mixture of ideal gases. Additionally, in a dilute
solution the molar fraction is entirely dominated by the solvent. Hence, we can approximate the
molar fraction by the molar concentration zi = niV , where the volume V ≡ V (T ,p, {ni }) is dened by
eq. (1.15). is decouples the chemical potentials of the dierent solutes and we arrive at the equation
of ideal dilute solutions:
µi (T ,p, zi ) = µ◦i (T ,p) + RT ln
zi
1m . (1.20)
e rst term, µ◦, contains all contributions of the solvent and thus is the chemical potential at the
standard state with concentration zi = 1m = 1 mol dm−3. In the following, I will suppress the explicit
standard concentration inside the logarithm.
With this equation the Gibbs free energy of an ideal dilute solution is given as
G(T ,p, {V zi }) = V
∑
i
µi (T ,p, zi ) zi = V
∑
i
µ◦i (T ,p) +VRT
∑
i
zi ln zi . (1.21)
In the standard state, it takes the value
G◦(T ,p) = G(T ,p, {V }) = V
∑
i
µ◦i (T ,p) . (1.22)
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Moreover, we can nally express the entropy production in a well stirred system via the concentrations
as
d¯Σ = V
∑
i
µi (zi ) dzi = V
∑
i
[
µ◦i (T ,p) + RT ln zi
]
dzi . (1.23)
e equations (1.21) and (1.23) are the central results of this section. ey are valid for ideal dilute
solutions at a macroscopic scale. In the next chapter, we will extend these concepts to systems of
mesoscopic size, and which therefore follow stochastic dynamics. e generalized expressions for
the free enthalpy and the dissipation will serve as the starting points for the thermodynamic analysis
of reactive systems in chapter 3.
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2. Statistical Meanics
Statistical mechanics provides a microscopic perspective for thermodynamics. It is built on top of a
detailed microscopic dynamical description of a macroscopic system. For the purpose of this thesis, I
assume an underlying classical mechanics. antum eects are known to only play a signicant role
at very low temperatures and hence are most likely negligible for biochemical systems1.
In this chapter I give an overview of statistical mechanics and how to recover from it the thermo-
dynamics in and out of equilibrium. I cover stochastic dynamics giving rise to a discrete exchange
of extensive quantities between a system and its environment. A special focus is on the entropy
production in stochastic thermodynamics. It provides the microscopic origin for irreversibility and
highlights the statistical nature of the second law of thermodynamics.
2.1. Hamiltonian formulation of Classical Meanics
A mechanical system is fully described by the positions q and the momenta p of its constituent parts.
e positions and momenta of such a system, collected as γ = (q,p), evolve in time according to
Hamilton’s equation of motion [1]:
d
dt γ = I ∇H (γ ) where I =
(
0 1
−1 0
)
, ∇H =
(
∂H
∂q
∂H
∂p
)
. (2.1)
In addition to governing the evolution of time, the Hamiltonian function H (q,p) quanties the total,
i.e. potential and kinetic, energy in the system in the state γ = (q,p). is energy function is typically
nonlinear which causes also the dynamics to be nonlinear. Due to this nonlinearity, the detailed
dynamics is complicated and can be solved analytically only for few simple problems.
e special symplectic structure of this equation ensures that the energy H (q,p) is conserved
throughout the time evolution:
d
dt H (γ (t)) = ∇H (γ (t)) ·
d
dt γ (t) = ∇H (γ (t)) · I ∇H (γ (t)) =
∂H
∂q
∂H
∂p
− ∂H
∂p
∂H
∂q
= 0 . (2.2)
is conservation of energy is an integral property of Hamilton’s equation of motion. It implies that
any motion is restricted to the energy shell of the initial condition: H (γ (t)) ≡ H (γ (0)).
Hamiltonian systems may have other conserved quantities: linear and angular momentum are
typical candidates. is means that the accessible phase space Ω is in fact only a submanifold of the
energy shell.
2.2. Equilibrium Statistical Meanics
e dynamics within the accessible phase space can be assumed to be unpredictable or chaotic. Hence,
we can assume that the state of the system will visit every part of the accessible phase space innitely
1Nonetheless, the internal structure and stability of a molecule can only be understood with methods from quantum
mechanics. However, quantum coherence is not relevant across dierent molecules at ambient temperatures.
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oen. A more rigorous formulation is the ergodic hypothesis: there is a unique function ρ on the
accessible phase space Ω such that for almost all observable functions A on Ω and almost all initial
conditions γ (0) ∈ Ω with time evolution γ (t) we have
lim
t→∞
1
t
∫ t
0
A(γ (τ )) dτ =
∫
Ω
ρ(x)A(x) dx . (2.3)
We can especially integrate the constant function A ≡ 1 in time to get normalization: 1 = ∫Ω ρ(x)dx .
When integrating indicator functions χω of subsetsω ⊂ Ω of the energy shell, we can deduce that the
function ρ is furthermore positive. In total, ρ is a probability density and characterizes the long-time
behavior of the ergodic system. It is oen referred to as ergodic measure. e importance of the
ergodic measure can also be understood in a more physical way: assume a lot of identical copies γi
of the physical system are prepared with initial conditions sampled from an open neighborhood of
(almost) any point γ (0) ∈ Ω. Aer some relaxation time t˜ , the average of (almost) every observable A
over this ensemble of systems tends to the same value as does an average over large times:
lim
N→∞
N∑
i=1
A(γi (t ′)) =
∫
Ω
ρ(x)A(x) dx = lim
t→∞
1
t
∫ t
0
A(γ (τ )) dτ for all t ′ > t˜ . (2.4)
Here it is important to realize that the right hand side is independent of the time t ′. Frequently, the
ensemble on the le hand side is considered a time-dependent probability distribution on its own:
we can dene
ρN (x, t) := 1
N
N∑
i=1
δ (x − γi (t)) . (2.5)
en, the ergodic limit is typically wrien as ρN (x, t ′) N→∞−−−−→ ρ(x). is limit is true only for
suciently large t ′ and is understood to hold only for almost all points x . us, any average taken
with respect to either measure takes the same value. Overall, this hypothesis ensures that neither the
initial conditions nor the exact dynamics are of importance when it comes to computing averages of
physically meaningful observables, such kinetic or potential energy. Knowledge (or good astimates)
of the ergidic measure are sucient to do so.
2.2.1. e Microcanonical Ensemble
For a system with N identical particles in a three dimensional volume V , the total phase space of
positions and momenta is V N ×R3N . Due to interactions between the particles and their container,
the linear and angular momentum of the particle system is not conserved. Under the assumption of
purely elastic collisions, conservation of energy E = H (q,p) still restricts the available phase space to
an energy shell Ω(E,V ,N ) ⊂ V N ×R3N . What is the ergodic distribution on this energy shell?
Following the work of Boltzmann and Gibbs, the only option is to use the uniform distribution [2]
ρmc(x) = 1|Ω | where |Ω | =
∫
Ω
dx . (2.6)
is is known as the microcanonical ensemble. Indeed, using this ansatz and only considering kinetic
energy H (q,p) = m2 p2 it is possible to reproduce the phenomenological equilibrium thermodynamics
of the ideal gas (in the limit of N → ∞). In this identication, the thermodynamic equilibrium
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entropy measures the available phase space volume as S(E,V ,N ) = kB ln |Ω(E,V ,N )|. Boltzmann’s
constant kB = RNA ≈ 1.38 × 10−23 J K−1 is related to the ideal gas constant R via Avogadro’s number
NA ≈ 6.02 × 1023 mol−1. I use it here because it is more common in the context of statistical mechanics
than is the ideal gas constant.
2.2.2. Gibbs–Shannon Entropy
In a more general seing we have to account for the exchange of energy or volume, so the distribution
cannot be restricted to the energy shell. A uniform distribution on the entire unbounded state space,
however, cannot be normalized. Consequently, the above ansatz needs to be modied. Gibbs reasoned
that the most natural ergodic distribution on the available phase space Ω (now typically the entire
phase space) is the one that maximizes the functional [2]
S(ρ) = −kB
∫
Ω
ρ(x) ln(ρ(x))dx (2.7)
while ensuring normalization as well as nite average values for the quantities that can be exchanged.
Note that here I suppressed a constant factor with dimension of phase space volume in the argument
of the logarithm — this factor does not impact the maximization and results merely in an additive
shi in the absolute value of the functional. e quantity in eq. (2.7) measures the (average) amount
of information you gain from sampling the distribution ρ [3] and it is now known as Gibbs–Shannon
entropy. e maximum of this information measure represents a state that you have the least prior
knowledge about [4]. In this sense it measures the “disorder” in a system. Indeed, for constant energy,
volume, and particle numbers we reproduce the microcanonical entropy
max
ρ | E ,V ,N
S(ρ) = S(ρmc) = S (E,V ,N ) . (2.8)
2.2.3. e Isothermal–Isobaric Ensemble
In the following, we will account for a closed system that can exchange energy and volume with an
ideal reservoir. An ideal reservoir never changes its properties, irrespective of the amount of energy
or volume that is being exchanged. is reservoir is fully characterized by its temperature T and
pressure p.
e system’s microstate x is accounting for the entire internal conguration, covering states with
dierent values for energy E(x) and volume V (x). e maximization of the Gibbs–Shannon entropy
(when accounting for normalization, as well as a nite mean energy and volume) results in the
isothermal–isobaric ensemble:
ϱ(x) = 1Z (T ,p,N ) exp
[
−E(x) + pV (x)
kBT
]
(2.9)
with its partition function
Z(T ,p,N ) =
∫
Ω
dx exp
[
−E(x) + pV (x)
kBT
]
=
∫ ∞
0
dV
∫ ∞
0
dE exp
[
−E + pV −T S(E,V ,N )
kBT
]
. (2.10)
e partition function quanties the eectively occupied phase space volume. For the isothermal–
isobaric ensemble it directly provides the equilibrium free enthalpy as
G (T ,p,N ) = −kBT lnZ (T ,p,N ) = 〈E〉ϱ + p 〈V 〉ϱ −T S(ϱ) . (2.11)
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2.3. Nonequilibrium Statistical Meanics
e statistical description on phase space in terms of the partition function and the thermodynamic
potentials correctly reproduces equilibrium thermodynamics. In this description, the dynamics of
a process plays no role — the dynamics disappears upon maximizing the Gibbs–Shannon entropy.
Such a formulation of thermodynamics is inherently incapable of dealing with exchange currents
and with relaxation to thermodynamic equilibrium. Hence, we need to consider the dynamics.
e exact microscopic (Hamiltonian) dynamics on phase space is too complicated for a detailed
discussion of dynamics. Nonetheless, a mesoscopic dynamics in terms of stochastic processes is a
viable alternative.
2.3.1. Markov Processes
We can think of an intermediate level of description for the dynamics where, instead of providing
a deterministic evolution in time, we partition the available phase space into mesoscopic states:
Ω =
⋃{ω}. For the purpose of this thesis, it is sucient to work with a discrete set of mesoscopic
states, so that we can take sums over all possible mesoscopic states ω instead of integrals over phase
space volumes.
A rst simple approximation to dynamics on this space is a Markov process, i.e. a memoryless
stochastic process. e probability to nd a trajectory γ in a state ω at time t is determined solely
by the probabilities to nd the trajectory in the other states ω ′ at a previous time t ′ < t . In a
time-continuous formulation, the time evolution of this probability evolves according to the master
equation:
d
dt pω =
∑
ω′,ω
wω ,ω′ pω′ −
∑
ω′,ω
wω′,ω pω . (2.12)
Here, wω ,ω′ is the transition rate from state ω ′ to state ω. A more compact notation for this equation
can be achieved by incorporating the escape rates rω B
∑
ω′,ω wω′,ω as negative entries on the
diagonal of the transition matrix
Wω ,ω′ =
{
wω ,ω′ if ω , ω ′ ,
−rω if ω = ω ′ .
(2.13)
With this shorthand notation, the master equation can be wrien in matrix–vector form:
d
dt p = Wp , (2.14)
which is why this matrix is oen referred to as the generator of the Markov process.
Under fairly mild conditions, this master equation reaches a unique steady state:
0 = Wp∗ . (2.15)
Sucient for the uniqueness and global stability of this steady state is the irreducibility of the
transition matrix. A transition matrix is irreducible, if for every pair of states, ω and ω ′, there is
a sequence of states ω,ω1, . . . ,ωn,ω ′ such that the transition rate from one state to the next does
not vanish. In this case, the unique steady-state distribution spans the one-dimensional kernel of
the transition matrix — and determining the kernel of W is equivalent to nding the steady-state
distribution for equation (2.14).
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We will especially require that wω ,ω′ , 0⇔ wω′,ω , 0. is is known as microscopic reversibility:
when a transition from one state ω to another state ω ′ is possible, so is the reverse transition. is
does not restrict the exact values of these rates. ey may be vastly dierent — making one almost
negligible with respect to the other.
Some transition matrices allow for a special property: a vector pi is in detailed balance with a
transition matrix W if for all pairs of states ω and ω ′ we have wω′,ω piω = wω ,ω′ piω′ . is means that
there is no probability current between any state. A direct consequence of detailed balance is that
every detailed balanced vector pi is a steady-state solution to the master equation (2.12). Since we
assume the transition matrix to be irreducible, this steady-state solution is furthermore unique. If a
transition matrix admits a detailed balanced steady-state solution, this solution can be constructed
very easily by starting at any state p1 and progressing to its neighboring states ω via
piω
pi1
=
wω ,1
w1,ω
(2.16)
and so on. e value of pi1 is determined a posteriori from normalization
∑
ω piω = 1. is construction
is obviously only possible if and only if for every sequence of neighboring states ω1,ω2, . . . ,ωn,ω1
that returns to its starting point, we have
wω1,ω2 · · ·wωn ,ω1
wω2,ω1 · · ·wω1,ωn
= 1 . (2.17)
is equivalent criterion for detailed balance is aributed to Колмогоров2 [5].
2.3.2. Stoastic ermodynamics
In order to connect the Markovian dynamics to equilibrium statistical mechanics, we need to associate
thermodynamic state functions to the mesoscopic states ω:
energy eω , volume vω , and entropy sω . (2.18)
e entropy sω of the mesoscopic state ω accounts for the phase space volume aributed to that
state during the partitioning of the available phase space. Accounting for it explicitly is necessary to
make the upcoming equations invariant under further coarse graining (with appropriate time-scale
separation) [6].
With these state functions, we can express the equilibrium distribution from statistical mechanics
in the isothermal–isobaric ensemble as
p
eq
ω =
1
Z exp
[
−eω + pvω −Tsω
kBT
]
=
1
Z exp
(
− дω
kBT
)
. (2.19)
with the mesoscopic free enthalpy дω = eω +pvω −T sω . e equilibrium energy and the equilibrium
volume,
Eeq = 〈e〉eq =
∑
ω
eω p
eq
ω and V eq = 〈v〉eq =
∑
ω
vω p
eq
ω , (2.20)
are simple averages over the mesoscopic states. e thermodynamic entropy of the equilibrium
distribution peqω , in addition, needs to account for the Gibbs–Shannon contribution:
Seq =
∑
ω
p
eq
ω
(
sω − kB lnpeqω
)
. (2.21)
2Frequently transliterated as “Kolmogorov” or “Kolmogoro”.
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e equilibrium free enthalpy therefore is given by
Geq = Eeq + pV eq −T Seq . (2.22)
At thermodynamic equilibrium we have no currents of extensive quantities between the system
and its reservoir. is can be ensured microscopically only if all probability currents vanish, so by
detailed balance. is identication leads to the requirement
wω ,ω′
wω′,ω
=
p
eq
ω
p
eq
ω′
= exp
[
−дω − дω′
kBT
]
, (2.23)
which ensures consistency between dynamics and thermodynamics. Obviously, this requirement is
nothing but a rephrasing of the Колмогоров criterion, equation (2.17), in physical terms: the sum of
дω − дω′ along every cycle in the network of states necessarily is zero — otherwise дω is not actually
a well dened function of the mesoscopic state ω. In a way this can be understood as the stochastic
version of the zeroth law.
e description as presented so far is able to cover equilibrium steady states as well as relaxation
to equilibrium starting from a nonequilibrium initial condition. Nonequilibrium steady states require
multiple reservoirs, which can trigger transitions between the states. e dierent reservoirs may
indeed be associated to dierent sets of admissible transitions. Whenever a transition between two
states ω and ω ′ may involve dierent reservoirs, these dierent choices are dynamically indistin-
guishable from the perspective of the system. For the interactions with the reservoirs and thus the
thermodynamics, however, it is important to do their book keeping separately.
When modeling a mesoscopic system in contact with multiple reservoirs, indexed by `, we therefore
decompose the stochastic transition rates as
wω ,ω′ =
∑`
w`ω ,ω′ . (2.24)
e total transition rateswω ,ω′ will in general not satisfy detailed balance. Nonetheless, each of these
reservoirs alone would impose its own equilibrium upon the system, so we need the detailed balance
relation as given in eq. (2.23) for each reservoir individually,
w`ω ,ω′
w`ω′,ω
= exp
[
−eω + p
` vω −T ` sω − eω′ − p` vω′ +T ` sω′
kBT `
]
= exp
[
−д
`
ω − д`ω′
kBT `
]
, (2.25)
and we call it local detailed balance. It reduces to the ordinary detailed balance in the case of a
single reservoir. For multiple reservoirs, this provides a consistent nonequilibrium thermodynamic
description of the Markovian dynamics known as stochastic thermodynamics [6, 7]. e expressions
in equations (2.20)–(2.22) provide the correct nonequilibrium averages when evaluated for general
distributions pω . is framework is nally capable of addressing both relaxation to equilibrium as
well as nonequilibrium steady states.
I now give the entropy balance, cf. section 1.1.3, within the framework of stochastic thermodynamics.
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Using the master equation, the time evolution of the nonequilibrium entropy is
d
dt S =
∑
ω
(
d
dt pω (t)
)
(sω − kB lnpω (t)) −
∑
ω
pω
d
dt pω
pω
=
∑
ω
(∑
ω′
wω ,ω′pω′
)
(sω − kB lnpω ) −
∑
ω
d
dt pω︸    ︷︷    ︸
=0
=
∑
ω
( ∑
ω′,ω
wω ,ω′pω′ −wω′,ωpω
)
(sω − kB lnpω )
=
∑
ω
∑
ω′
wω′,ω pω
(
sω′ − sω + kB ln pω
pω′
)
.
is expression is the sum of two terms:
d
dt 〈s〉 = 〈Φ〉 + 〈Σ〉 . (2.26)
e rst quanties the rate of entropy ow from the reservoir:
〈Φ〉 =
∑`∑
ω
∑
ω′
w`ω′,ω pω
(
sω′ − sω − kB ln
w`ω′,ω
w`ω′,ω
)
(2.27)
=
∑` 1
T `
∑
ω
∑
ω′
w`ω′,ω pω
[
eω′ − eω + p` (vω′ −vω )
]
(2.28)
=
∑` ÛQ`
T `
. (2.29)
e second accounts for the rate of irreversible entropy-production:
〈Σ〉 = kB
∑`∑
ω
∑
ω′
w`ω′,ω pω ln
w`ω′,ω pω
w`ω ,ω′ pω′
(2.30)
=
kB
2
∑`∑
ω
∑
ω′
(
w`ω′,ω pω −w`ω ,ω′ pω′
)
ln
w`ω′,ω pω
w`ω ,ω′ pω′
≥ 0 . (2.31)
For a steady state p∗, the entropy production equals the entropy ow into the reservoir, 〈Σ〉 = −〈Φ〉.
For a detailed balanced steady state pi , both the entropy production and the entropy ow are zero.
Let us now re-consider the case of a single reservoir with temperatureT and pressurep. e detailed
balance requirement connects thermodynamic quantities with the transition rates, equation (2.23).
is implies that the time derivative of the nonequilibrium free enthalpy is expressed as
d
dtG = −T 〈Σ〉 ≤ 0 . (2.32)
Consequently, the positivity of the entropy-production rate ensures the minimization of free enthalpy.
is shows the consistency with nonequilibrium thermodynamics as presented in section 1.2. e
major dierence is that now we have a dynamics to refer to — and additionally, this dynamics is
stochastic. In contrast, equilibrium statistical mechanics imposes the extremum principle without
any reference to dynamics.
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2.3.3. Large Deviations
We have seen that the rate of entropy production and the rate of entropy ow are anti-symmetric
transition observables — they cannot be expressed with a state function. e ensemble averages were
given in the previous section. e uctuations of these quantities need to be expressed on the level
of stochastic trajectories [8, 9].
Let γ be a realization or stochastic trajectory of the Markov process that starts at time t = 0
and ends at time t = τ . is realization covers n jumps during that time and visits the states
γ0 = ω0, . . . ,γτ = ωn . A generic time-averaged observable along this trajectory has to account for the
possibility of truly path-dependent contributions (denoted with d¯ in chapter 1) and for state functions,
respectively. Such a time average is wrien as
X[γτ ] = 1
τ
n−1∑
j=0
X
jump
ωj+1,ωj +
1
τ
∫ τ
0
X state(γt )dt . (2.33)
is expression is a stochastic variable because it depends on the realization of the Markov process.
For ergodic Markov processes, this time average will in fact converge (almost surely) to the ensemble
average 〈X〉 in the limit τ →∞.
More specically, the large-τ scaling of the probability is provided by the large-deviation rate
function [10, 11]
fX(x) = − lim
τ→∞
1
τ
lnP (X[γτ ] = x) . (2.34)
e minimum of this function is the (almost sure) large time average of the observable: fX(x =
〈X〉) = 0. e Legendre transform of this rate function is the scaled cumulant-generating function
λX(q) = lim
τ→∞
1
τ
ln 〈exp (q τ X[γτ ])〉 = x · q − f (x) . (2.35)
Here, the angular brackets denote the average over many realizations of the stochastic process. Again,
ergodicity makes sure that this expression does not depend on the choice of initial conditions for the
dierent realizations. From its denition it is clear that the scaled cumulant-generating function is
always convex and satises λX(0) = 0. Moreover, the derivatives of the scaled cumulant-generating
function, when evaluated at zero, are the scaled cumulants of the time average X. e rst two scaled
cumulants are the (unscaled) mean and the scaled variance:
λ′X(0) = 〈X〉 , λ′′X(0) = limτ→∞τ
(〈X2[γτ ]〉 − 〈X[γτ ]〉2) . (2.36)
e scaling in τ makes sure that the limits do converge to nite values.
e rate function is very oen hard to compute, while the scaled cumulant-generating function
(SCGF), and thus the cumulants, are more easily accessible. When the transition matrix (or generator)
is biased exponentially by qX, the SCGF λX(q) is in fact its dominant eigenvalue. In chapter 5 I
exploit this connection to calculate the scaled cumulants of physical observables in an analytically
exact way.
e time-averaged entropy production along a single trajectory is given by
Σ[γτ ] = kB
τ
n−1∑
j=0
ln
w`ωj+1,ωjpωj
w`ωj ,ωj+1pωj+1
. (2.37)
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It satises a detailed uctuation relation [12, 13]
P (Σ [γτ ] = kBσ )
P (Σ [γτ ] = −kBσ ) = e
τ σ (2.38)
which in turn implies an integral uctuation relation〈
exp
(
− τ
kB
Σ
)〉
= 1 . (2.39)
From Jensen’s inequality we recover positive average entropy production: 〈Σ〉 ≥ 0.
is connection ensures that the uctuation relations are the extension of the second law of
thermodynamics to a uctuating regime. ey moreover explicitly show that we can always nd
trajectories that have a negative entropy production and apparently “violate” the second law. However,
among all trajectories, these are exponentially rare to be realized and the second law has to be
interpreted as a statistical property of physical systems.
e uctuation relations in fact generalize another result from nonequilibrium statistical mechanics:
the uctuation–dissipation relations [12]. ey relate the dissipative response of thermodynamic
currents (at equilibrium) to the uctuations of these currents (at equilibrium). More specically, when
the total entropy production of a system, d¯Σ =
∑
α Jα Fα dt , is expressed as a bilinear form of currents
Jα and forces Fα , then at thermodynamic equilibrium (where currents and forces both vanish) we
have
kB
d〈Jα 〉
dFβ
=
1
2 limτ→∞τ 〈Jα Jβ 〉τ . (2.40)
Since the average currents vansih at equilibrium, the limit on the right hand side is the scaled
co-variance of the two current quantities as introduced in eq. (2.36).
e most iconic instance of a uctuation–dissipation relation is the Einstein–Smoluchowski relation
for Brownian motion. In this case the dissipation is d¯Σ = v · F˜T dt . Here, the current quantity of
interest is the dri velocity v (or displacement per unit time) and the corresponding thermodynamic
force is just the mechanical force F˜ on the Brownian particle, scaled by temperature T . e velocity,
in turn, is a linear function of the force: v = µ˜F˜ , where µ˜ is the mobility of the Brownian particle.
erefore, the response of the dri velocity to the thermodynamic force is T dvdF˜ = T µ˜. e second
moment of the displacement per unit time decreases in time like 2D/τ with the diusion constant D.
us, the scaled variance is just 2D and the Einstein–Smoluchowski relation [14, 15] for Brownian
motion reads
kBT µ˜ = D . (2.41)
e central message of this chapter is that stochastic thermodynamics, as formulated here, is
capable of describing the thermodynamics of mesoscopic physical systems which follow stochastic
dynamics. It encompasses thermodynamic equilibrium, but can also treat nonequilibrium situations —
transient or at a steady state. In this stochastic seing, the second law as introduced as an inequality
in chapter 1 needs to be understood statistically. Moreover, it can be re-phrased as equalities for the
statistical properties of stochastic trajectories known as the the uctutation relations, eqs. (2.38) and
(2.39). ese relation in fact also generalize the uctuation–dissipation relations. I will come back to
the uctuation–dissipation relations in chapters 5 and 6 and investigate to what extent these relations
are still true out of thermodynamic equilibrium.
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3. Elementary Chemical Reactions
A chemical reaction is a transformation of some molecules, called reactant molecules to some other
product molecules by rearrangements of atomic nuclei and electronic bonds. A single chemical
reaction in itself is already a complicated process, when accounting for the exact quantum mechanical
dynamics of molecules: electrons delocalize and tunnel between the aractive potentials of dierent
nuclei or molecules. Furthermore, the exact interaction potentials for all dierent molecules are
not known — although there are several numerical approaches to quantify these processes to some
approximation.
For the purpose of this thesis, it is enough to have an understanding of chemical reactions on a
mesoscopic level. e net balance for a chemical reaction is wrien as
s∑
i=1
νi Zi 

s∑
i=1
ν¯j Z j . (3.1)
Here, νi is the stoichiometric coecient of the species Zi as a reactant for the reaction and ν¯i is the
respective stoichiometric coecient as a product. I will use the symbol Ni = ν¯i − νi to express the
net stoichiometric change of this reaction. Note that I assume all reactions to be reversible. When a
chemical reaction (from le to right in equation (3.1)) is possible, so is its reverse reaction (from right
to le). e main reason for this assumption is microscopic reversibility.
e main assumption behind a thermodynamic treatment of chemical reactions on a mesoscopic
level is that the chemically reactive mixture is in a dilute solution. e solvent mediates the transport
of heat and the exchange of volume. It furthermore screens the individual reactive molecules from
each other, ensuring that the chemical composition with arbitrary particle numbers is a locally stable
conguration of the entire system. I will denote the particle numbers of the species Zi with exactly
the same symbol, meaning the state of the system is Z = (Z1, . . . ,Zs ) ∈ Ns0 . With the solvent
as a mediator it is furthermore reasonable to impose the external temperature T and the external
pressure p and to consider the entire reactive solution to be thermally and mechanically equilibrated.
Additionally, I will assume a well-stirred system without any spatial inhomogeneities in particle
abundances.
e chemical reaction with net stoichiometric dierence N = (N1, . . . ,Ns ) therefore is a transition
from the locally equilibrated state Z to the locally equilibrated state Z +N . I restrict the presentation
in this chapter to elementary reactions which overcome a single potential barrier in their interaction
landscape during this transition. e thermodynamic treatment of more complicated, catalytic
reactions will be addressed in chapter 8. Assuming an elementary reaction, its dynamics is a stochastic
jump process on a one-dimensional laice that is spanned by N . is is very similar to a birth–death
process and can be visualized as in gure 3.1.
In this chapter I deal with the thermodynamics and dynamics of a single elementary chemical
reaction in a closed volume, namely from which no particles can be exchanged. In addition to
the description as a stochastic process I address the dynamics as a dierential equation in the
macroscopic limit. e case of several elementary chemical reactions that can exchange maer with
their environment will be addressed in the following chapter 4.
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Z − N Z Z + N
W +(Z − N ) W +(Z )
W −(Z ) W −(Z + N )
Figure 3.1.: Stochastic process for a single chemical reaction. It resembles a kind of birth–death
process with specic changes in particle numbers per reaction event instead of just ±1.
Additionally, the transition rates depend on the state. Moreover, the chemical reaction
only interconverts dierent chemical species. erefore, the total mass in the system is
conserved and the reachable state space is nite: on right (le) end of the one-dimensional
laice some particle number Zi is smaller than the respective stoichiometric coecient
νi as a reactant (ν¯i as a product) which makes another forward (backward) reaction
impossible. us the particle numbers for each reachable state are always non-negative.
e explicit transition rates given in section 3.2 have this property by construction.
3.1. Energetics of Elementary Reactions
We saw the macroscopic description of ideal dilute solutions already in section 1.4.2. Here, I provide
a complementary view based on equilibrium statistical mechanics which allows us to treat discrete
particle numbers.
e thermodynamic potential for the isothermal–isobaric ensemble is the free enthalpy G and in
section 2.2.3 I showed that it can be expressed by the partition function
G(T ,p,Z ,nsolv) = −kBT lnZ(T ,p,Z ,nsolv) . (3.2)
Note that in general, the free enthalpy depends on all particle numbers for solutes Z and the mole
number nsolv of the solvent.
e diluteness assumption leads to independence of the dierent solutes and we can write the
partition function of the entire system as a product over the dierent solutes, treating the solvent
implicitly:
Z(T ,p,Z ,nsolv) =
s∏
i=1
[Zi (T ,p,nsolv)]Zi
Zi !
. (3.3)
e factorial term accounts for possible overcounting of indistinguishable states. We now introduce
the free enthalpy of each solute species дi = −kBT lnZi to express the free enthalpy of the entire
system as
G(T ,p,Z ,nsolv) = −kBT
s∑
i=1
Zi lnZi (T ,p,nsolv) + kBT
s∑
i=1
lnZi ! (3.4)
=
s∑
i=1
(Zi дi + kBT lnZi !) . (3.5)
Here and in the following, I suppress the dependence on the temperature, the pressure, and the
solvent.
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As a consequence, the free-enthalpy dierence of the chemical reaction in equation (3.1) is given
by
∆rG = G(Z + N ) −G(Z ) =
s∑
i=1
[Ni дi + kBT ln(Zi + Ni )! − kBT lnZi !] . (3.6)
In the following, I switch back to quantifying entropy with the ideal gas constant as is customary in
(bio)chemistry.
3.2. Rates of Elementary Reactions
For a complete dynamical description as a stochastic process, we need the rate at which reaction
events occur.
In order for a chemical reaction to proceed, the reactant molecules need to meet in the reactive so-
lution and form a complex. is complex is a metastable conguration that spontaneously dissociates
again. We assume this formation and dissociation of complexes to be fast enough and energetically
neutral. e probability for all the reactant molecules to meet in the reactive volume is proportional
to the multinomial coecient that counts the possibilities to choose the necessary νi molecules out
of the total number Zi for species i:
number of complexes ∝
∏
i
(
Zi
νi
)
∝
∏
i
Zi !
(Zi − νi )! =
∏
i
Zi (Zi − 1) . . . (Zi − νi + 1) . (3.7)
Once the complex of reactants is formed, the rate for a chemical reaction only depends on the type
of the reaction and thus is a constant k .
Overall, the transition rates between the congurations Z − N , Z , and Z + N (as visualized in
gure 3.1) are
W +(Z − N ) = k+
s∏
i=1
(Zi − Ni )!
(Zi − ν¯i )! , W
−(Z ) = k−
s∏
i=1
Zi !
(Zi − ν¯i )! ,
W +(Z ) = k+
s∏
i=1
Zi !
(Zi − νi )! , W
−(Z + N ) = k−
s∏
i=1
(Zi + Ni )!
(Zi − νi )! ,
(3.8)
with some reaction rate constantsk+ andk− for the forward and backward reaction. ese expressions
for the transition rates are known as mass–action rates for elementary reactions. Note that the factorial
dependence on the state ensures nonnegative particle numbers.
3.3. Transition State eory: e Eyring–Kramers Equation
e transition rates can be connected to the energetics of the elementary reactions. is is done with
transition state theory.
Once the reactants have met, the reactant complex evolves in a potential landscape that is in
principle very complicated and has a lot of local minima. e exact details of this potential landscape
are usually not known and accessible only to computational methods.
Each of the congurations representing the reactant complex and the product complex are consid-
ered local minimum of this potential landscape. An elementary reaction is a reaction that proceeds
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via a single step — overcoming a single saddle point that separates the basins of araction of the two
local minima.
When the thermal noise is not too strong, the rate of this transition can be quantied by the
Eyring–Kramers [1–3] equation:
k+ ∝ T exp
[
−∆G
‡
RT
]
. (3.9)
e barrier is characterized by the free enthalpy of activation∆G‡. is equation connects the forward
transition rate to the energetic landscape. It is derived from a diusive approximation of the dynamics
within that energy landscape. From the microscopic perspective, there is no reason for the reverse
process to be forbidden. Consequently, the reverse reaction has a transition rate that has a similar
form, however the free enthalpy of activation is dierent.
Hence, the ratio of forward and backward rate constants is related to the dierence of activation
energies — which is the free enthalpy dierence of the transformation of molecules:
RT ln k
+
k−
= −
∑
i
Ni дi = −∆G◦ . (3.10)
Note that this ratio does not account for the entire free enthalpy dierence of the reaction, as it
was derived in eq. (3.6). It only accounts for the free enthalpy change due to the transformation of
molecules (the analog of the standard state contribution) — it does not account for the additional
entropic contribution arising from the factorials of the initial and nal states.
With this connection between the reaction rate constants and the free enthalpy of the involved
molecules, we see that the total free enthalpy of reaction is connected to the total transition rates
and we therefore recover the condition of detailed balance:
RT ln W
+(Z )
W −(Z + N ) = −
∑
i
[Ni дi + RT ln (Zi + Ni )! − RT lnZi !] (3.11)
= G(Z ) −G(Z + N ) = −∆rG . (3.12)
is ensures that the steady-state distribution of the stochastic process is given by the equilibrium
distribution
P(Z ) = 1N exp
[
−G(Z )
RT
]
, where N =
∑
Z
exp
[
−G(Z )
RT
]
. (3.13)
3.4. e Macroscopic Limit and the Law of Mass–Action
In the macroscopic limit, the factorials involving the particle numbers can be approximated with
Stirling’s formula
lnZ ! ≈ Z lnZ − Z .
Additionally, the stochastic dynamics described above behaves almost surely deterministically [4]. As
a consequence, the state of the system is given by a single value for the molar concentrations z = Z/V
measured in m = mol dm−3.
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e transition ratesW ±(Z ) in the macroscopic limit are well approximated by the reaction uxes [4]
ϕ+(z) = k+
∏
i
(zi )νi , ϕ−(z) = k−
∏
i
(zi )ν¯i . (3.14)
eir dierence is the macroscopic reaction current
J (z) = ϕ+(z) − ϕ−(z) = k+
∏
i
(zi )νi − k−
∏
i
(zi )ν¯i . (3.15)
e reaction dynamics in the macroscopic limit is given by deterministic dierential equations [4] —
the rate equations of chemical kinetics
d
dt z = N J (z) . (3.16)
Note that I absorbed factors of volume into the reaction rate constants.
Additionally, in this limit we recover the expression for the chemical potential of ideal dilute
solutions we already saw in equation (1.20) and the total free enthalpy at given concentration z:
G(z) = V
∑
i
zi µi (z) = V
∑
i
zi (µ◦i + RT ln zi ) . (3.17)
e free enthalpy of reaction in the macroscopic limit thus takes the form
∆rG =
∑
i
Ni
[
µ◦i + RT ln zi
]
= ∆rG
◦ + RT
∑
i
Ni ln zi . (3.18)
erefore, the mass–action kinetics ensures a direct connection between the reaction uxes ϕ±
and the free enthalpy of reaction:
−∆rG = RT ln ϕ
+(z)
ϕ−(z) . (3.19)
is is known as ux–force relation. It relies signicantly on the fact that we deal with elementary
reactions that follow mass–action kinetics. e chapter 8 is dedicated to this equation and investigates
to which extent it is valid also for kinetics at a coarser level.
e concentrations corresponding to macroscopic thermodynamic equilibrium make both the
reaction currents and the free enthalpy of reaction vanish and thus satisfy
RT
∑
i
Ni ln zeqi = −∆rG◦ = RT ln
k+
k−
. (3.20)
is is commonly referred to as the law of mass–action and the quantity
Keq =
∏
i
(
z
eq
i
)Ni = exp [−∆rG◦
RT
]
(3.21)
is the equilibrium constant of the reaction. e law of mass–action is the macroscopic embodiment
of the thermodynamic detailed balance condition, cf. equation (2.23), for a single chemical reaction.
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In the previous chapter I dealt with a single chemical reaction in a closed system. Now I address
the interactions between many such reactions, and I discuss how a reactive system can reach a
nonequilibrium steady state when it exchanges some of its species with the environment.
e generic description of a chemical reaction network is a list of reactions ρ = 1, . . . , r ,
s∑
i=1
νi ,ρ Zi
ρ

−ρ
s∑
i=1
ν¯i ,ρ Zi . (4.1)
Here, each reaction ρ couples to the species Zi with stoichiometric coecient νi ,ρ as a reactant and
with stoichiometric coecient ν¯i ,ρ as a product.
We now have to divide the set of chemical species Z = X ∪ Y into the internal species X and the
chemostaed species Y which are exchanged with the environment. is discrimination separates
also the stoichiometric coecients:∑
i
νi ,ρ Xi +
∑
j
νj ,ρ Yj
ρ

−ρ
∑
i
ν¯i ,ρ Xi +
∑
j
ν¯j ,ρ Yj . (4.2)
4.1. Network Stoiiometry
A list of reactions as given in equation (4.1) or (4.2) is not necessarily the most convenient way to deal
with the network as a whole. In the previous chapter I already introduced the stoichiometric vector
N = ν¯ − ν for a single reaction. Now we have many reactions ρ and collect their stoichiometric
vectors Nρ in the stoichiometric matrix:
S =
(
N1, . . . ,Nr
)
. (4.3)
With the additional distinction of internal and chemostaed species we have to separate the stoichio-
metric matrix into two parts:
S =
(
SX
SY
)
. (4.4)
e entire stoichiometric matrix and its two constituent parts encode information about the entire
network that is independent of dynamical or kinetic properties: conservation laws and stoichiometric
cycles.
4.1.1. Conservedantities
e easiest way to conceptualize conservation laws is by addressing the atomic compositions of
molecules.
We can count the number of oxygen atoms in the chemical species i and collect these numbers
into a vector `O = (`1, `2, . . . , `s ). Since each reaction in the network conserves oxygen, the number
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of oxygen atoms before and aer each reaction is the same. Consequently, the vector `O satises
`O · S = 0. In fact, chemical reactions conserve the atomic nuclei of all the chemical elements.
However, since each chemical reaction typically induces only few local changes in larger molecules,
the dierent nuclei are conserved not just individually. Phosphorous is an example in biochemistry
that is typically occurring together with oxygen in the phosphate group. us, the conservation
of phosphorous and oxygen will not necessarily be independent. e conserved groups of atoms
are called moieties. In addition to atomic nuclei, the number of electrons is conserved — leading to
conservation of charge. e entire network has to respect these conserved quantities or conservation
laws.
When the atomic composition of all chemical species are known, it is possible to determine all
conserved moieties [1]. In some cases the exact atomic composition of a chemical reaction network
might not be known. Nonetheless, we can identify the conservation laws in a chemical reaction
network by determining the co-kernel of the stoichiometric matrix, i.e. the set of all vectors ` that
satisfy
` · S = 0 . (4.5)
Each such vector identies a linear combination of chemical species that remains untouched by all
reactions. e co-kernel is a proper vector space and as such we can choose a set of basis vectors
which represent quantities that are conserved independently. All chemical species are composed
of atomic nuclei, so we can always nd a basis of vectors with nonnegative entries. ese vectors
represent a set of independently conserved moieties.
e fact that the network is open and can exchange all species Y with its environment breaks
some of the conservation laws. All the vectors that satisfy
` · S = 0 while ` · SY , 0 (4.6)
are broken conservation laws. Only the vectors ` that satisfy
` · SX = 0 (4.7)
are truly conserved or unbroken also in the open network. From the perspective of exchange of maer
it is therefore most convenient to construct a basis of the co-kernel of S that consists of the linearly
independent conservation laws satisfying equation (4.7) as well as independent broken conservation
laws satisfying equation (4.6). A downside is that this choice of basis, in the worst case, leaves us
with conservation laws with negative entries for some species. ese conservation laws cannot be
interpreted as moieties.
4.1.2. Stoiiometric Cycles
We saw that some linear combinations of species are conserved quantities. Some linear combinations
of reactions also have a special role. e vectors c that satisfy
S c = 0 (4.8)
constitute the kernel of the stoichiometric matrix. ese vectors form combinations of reactions that,
when performed one aer the other (with the respective multiplicities), return the system to the state
it started from. Consequently, these combinations of reactions are natural cyclic transformations
of the system. We therefore call them stoichiometric cycles. For closed networks, however, these
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stoichiometric cycles are purely internal: they do not exchange any particles with the environment.
For an open system, we have to consider the vectors c that satisfy
SXc = 0 (4.9)
as the set of all stoichiometric cycles. ey leave the internal species untouched but may exchange
particles with the chemostats. All internal cycles satisfying equation (4.8) obviously also satisfy
eq. (4.9). ere are, however, additional cycles that emerge upon chemostaing, which we therefore
call emergent cycles. ey are characterized by the condition
SXc = 0 while SYc , 0 . (4.10)
ese represent all the cyclic transformations of the system that do exchange maer with the
environment.
4.1.3. e Number of Chemostats
e number |Y | of chemostaed species is closely connected to the numberLb of (linearly independent)
broken conservation laws and the number Ce of (linearly independent) emergent cycles, as rst
shown by Poleini and Esposito [2].
e rank–nullity theorem states that the dimension of the kernel (the nullity) and the dimension
of the image (the rank) of a matrix always add up to the dimension of the domain. is is true both
for the matrix as well as its transpose, while their ranks are the same. For the full stoichiometric
matrix S these relations read
rankS = s − L = r −C i . (4.11)
Here, L = dim cokerS = #{conservation laws} , C i = dim kerS = #{internal cycles} . Consequently,
for the reduced stoichiometric matrix SX we also have
rankSX = |X | − Lu = r −C , (4.12)
where Lu = dim cokerSX = #{unbroken cons. laws} , C = dim kerSX = #{all cycles} . e dier-
ence of these equations yields
s − |X | − L + Lu = C −C i ⇔ |Y | = Ce + Lb . (4.13)
Note that obviously |X | + |Y | = s , Ce +C i = C and Lu + Lb = L.
In total we see that every chemostat that is being introduced into a chemical network either
breaks a conservation law or gives rise to an emergent cycle. It is important to realize that not all
conservation laws need to be broken before a new cycle can emerge.
4.2. Stoastic Reaction Dynamics
In chapter 3 I discussed a single chemical reaction in a closed container. Its natural mesoscopic
dynamics is a birth–death process on a one-dimensional laice spanned by its stoichiometric vector.
When several reactions are admissible, each reaction will occur independently —resulting in an
interconnected network of states, which I call chemical laice. Since the particle number cannot
become negative, this laice is a subset of Ns0. Possible conservation laws additionally restrict this
laice to be a true subset, which in the case of a closed system is always a nite network of states.
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4.2.1. Closed Network
e probability P(Z , t) to observe a closed system in stateZ at time t evolves according to the chemical
master equation:
d
dt P(Z , t) = LP(Z , t) , (4.14)
with the generator
LP(Z ) =
r∑
ρ=1
[
W −ρ
(
Z + Nρ
)
P(Z + Nρ ) +W +ρ
(
Z − Nρ
)
P(Z − Nρ ) − (W +ρ (Z ) +W −ρ (Z ))P(Z )
]
.
(4.15)
As detailed in section 3.2, its transition rates are
W +ρ (Z ) = k+ρ
Z !(
Z − νρ
)
!
, W −ρ (Z ) = k−ρ
Z !(
Z − ν¯ρ
)
!
, (4.16)
where I employ the abbreviation Z ! ≡∏si=1 Zi ! for a less cluered notation.
Note that a reaction ρ can only occur (in forward direction) when the state Z contains at least the
minimal number νρ of reactant molecules. is minimal requirement is dierent for each reaction.
Hence, not all reactions are allowed at all states. is causes a slightly irregular network structure
along the boundaries of the chemical laice, where the particle numbers are small.
e closed system necessarily has to relax to thermodynamic equilibrium. erefore it must satisfy
the detailed balance condition, equation (2.23), or equivalently the cycle criterion of Колмогоров,
equation (2.17). Note that the chemical laice, in general, contains a lot of cycles. Nonetheless, it
is easy to verify that the factorial contributions to the transition rates cancel when checking for
the cycle criterion. Furthermore, every cycle in the chemical laice is a combination of reactions
that return the system to its initial state and thus it is associated to a vector in kerS. Note that in
this association all cycles of the type +ρ1 + ρ2 − ρ1 − ρ2 correspond to the zero vector. In total, the
condition on the reaction network for reaching equilibrium reduces to∑
ρ
cρ ln
k+ρ
k−ρ
≡ c · ln k
+
k−
= 0 for all internal cycles c ∈ kerS , (4.17)
which is a small set of conditions. It was rst stated by Wegscheider [3] in the context of deterministic
dynamics.
4.2.2. Open Network
When we have an open network, particle numbers can change due to reactions or due to exchange.
I only consider situations where all connected particle reservoirs are ideal and provide a constant
chemical potential µ j for all chemostaed species Yj . With this assumption, I especially exploit
the equation of ideal dilute solutions, equation (1.20), which connects chemical potentials and
concentrations yj . us it is most appropriate to take the macroscopic limit for all the chemostat’s
particle numbers in the transition rates and consider their concentrations constant:
W +ρ (Z ) = k+ρ yνρ
X !(
X − νρ
)
!
, W −ρ (X ) = k−ρ yν¯ρ
X !(
X − ν¯ρ
)
!
. (4.18)
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Here, I use an implicit product over the chemostat’s concentrations,
yνρ =
∏
yj ∈Y
y
νj ,ρ
j ,
and absorb several factors of volume into the reaction rate constants. Moreover, the state X only
accounts for the particle numbers of the internal species X and thus is in a smaller space. is
reduction of dimension from the closed to the open system causes a “collapse” of the chemical laice,
which creates new cycles. ey correspond to the emergent cycles I introduced in section 4.1.2. is
open network still satises Wegscheider’s conditions on the kinetic rate constants for the internal
cycles. However, it no longer satises detailed balance. e logarithmic ratio of transition rates
ln
W +ρ (X )
W −ρ
(
X + Nρ
) = ln k+ρ
k−ρ
+ ln X !(
X + Nρ
)
!
− Nρ · lny (4.19)
contains terms that depend on the chemostats and these do not add up to zero along emergent cycles
cε . Instead, from equation (3.10) we see that they add up to the actual chemical potential dierences
provided by the reservoirs:
cε · ln k
+
k−
−
(
SYcε
)
· lny = − 1
RT
µY · SYcε ≡ −∆εG
RT
. (4.20)
ese are the thermodynamic cycle forces that prevent the system from reaching equilibrium. Gener-
ally, they are nonzero and they impose a nonequilibrium steady-state on the system. e maximal
number of independent forces is the number of emergent cycles, which in turn is tied to the number
of chemostats and the broken conservation laws.
e instantaneous dissipation of an open chemical network in the state P(X ) can be quantied
with the entropy-production rate
〈Σ〉 = R2
∑
ρ
∑
X
[(
W +ρ
(
X − Nρ
)
P(X − Nρ ) −W −ρ (X ) P(X )
)
ln
W +ρ
(
X − Nρ
)
P(X − Nρ )
W −ρ (X ) P(X )
+
(
W +ρ (X ) P(X ) −W −ρ
(
X + Nρ
)
P(X + Nρ )
)
ln
W +ρ (X ) P(X )
W −ρ
(
X + Nρ
)
P(X + Nρ )
]
. (4.21)
In fact, when evaluating this expression at the steady state it is not even necessary to account
for the steady-state probability inside the logarithm. ese contributions only account for the
Gibbs–Shannon entropy, which is a state function and does not change in the steady state.
4.3. Deterministic Reaction Dynamics
As we have seen already in chapter 3, there is a natural way to express the reaction dynamics in the
macroscopic limit [4] as deterministic dierential equations. e state of a closed system is given by
the molar concentrations of all chemical species z = 〈Z 〉V and it evolves according to
d
dt z =
r∑
ρ=1
(
νi ,ρ − ν¯i ,ρ
) (
k+ρ
∏
i
z
νi ,ρ
i − k−ρ
∏
i
z
ν¯i ,ρ
i
)
=
r∑
ρ=1
Nρ Jρ (z) = S J (z) . (4.22)
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It is remarkable how similar this evolution equation is to Hamilton’s equation of motion, equation (2.1).
e stoichiometric matrix takes the role of the symplectic matrix, and a function of the state of the
system is a conserved quantity — irrespective of a lot of the dynamical details. is conservation
is built into the mere structure of the equations. e crucial dierence is that chemical reaction
networks admit many conserved quantities, which in addition all are linear functions of the state, in
contrast to the nonlinear Hamiltonian function. e laer happens to also dictate the dynamic ow,
while chemical reaction currents are not immediately related to conserved quantities.
For an open system we separate the concentrations z = (x,y) into internal speciesX and chemostat-
ted species Y . e state of the system is only given by x whose evolution is governed by
d
dt x = S
X J (x,y) . (4.23)
e balance for the chemostaed species now reads
0 = ddty = S
Y J (x,y) + I (4.24)
and accounts both for reaction currents J and for exchange currents I with the reservoirs. It is
not a dynamical equation, since the concentrations of the chemostaed species are imposed by the
reservoirs, which I assume constant in time. Moreover, I focus on nonequilibrium steady states
for which J ∈ kerSX . e theory itself is more general and can in principle be applied with
time-dependent changes of the chemostat’s concentrations [5].
e steady-state dissipation rate of such a macroscopic reaction network follows from equa-
tion (1.23) and equation (4.24) as
d¯Σ = −V
∑
yj ∈Y
µ j Ij dt = −V µY · SY J (x,y) dt = −V
∑
ε
Jε ∆εG . (4.25)
Note that the steady-state current in fact is a linear combination of cycle currents, out of which the
internal cycle currents do not contribute to the dissipation. Hence, the dissipation is a bilinear form
of cycle forces and cycle currents Jε .
e relation between this deterministic expression and the stochastic average in equation (4.21)
is not necessarily obvious. e steady-state of the nonlinear deterministic system is in general not
unique, but can be any aractive xed point of equation (4.23). In contrast, the stochastic entropy
production at the ergodic distribution is unique. I will address the correspondence between these
two in chapter 7. A special focus is the regime of small particle numbers where the approximation
leading to the deterministic dynamics is no longer valid.
is point marks the end of the introduction to the nonequilibrium thermodynamics of open
chemical reaction networks. e central results are the derivations of the entropy production rate
in open chemical reaction networks for both the deterministic rate equations, eq. (4.25), and the
stochastic master equation, eq. (4.21). e following chapters 5–8 are essentially my research articles
and manuscripts. In the following section, I just provide a small yet biologically important example
network. It serves as a practical guide for the reader who wants a more hands-on discussion of
network stoichiometry, including conservation laws and cycles.
4.4. Example Network: Adenosine Phosphate Reactions
I now give an example reaction network that is particularly important for cellular energetics: the
hydrolysis of adenosine phosphates. Apart from water (H2O) and protons (H+), it involves the
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organic chemical species adenosine triphosphate (ATP), adenosine diphosphate (ADP), and adenosine
monophosphate (AMP), as well as inorganic hydrogen phosphate1 (Pi ) and pyrophosphate2 (PPi ):
ATP + H2O
 ADP + Pi + H+
ADP + H2O
 AMP + Pi + H+
ATP + H2O
 AMP + PPi + 2 H+
2 ADP
 ATP + AMP
H2O + PPi 
 2 Pi
(4.26)
e stoichiometric matrix for this reaction network is
S =
©­­­­­­­­­«
ATP −1 0 −1 1 0
ADP 1 −1 0 −2 0
AMP 0 1 1 1 0
Pi 1 1 0 0 2
PPi 0 0 1 0 −1
H2O −1 −1 −1 0 −1
H+ 1 1 2 0 0
ª®®®®®®®®®¬
(4.27)
e right-nullspace of the stoichiometric matrix is spanned by two cycles:
c1 =
©­­­­­«
1
−1
0
1
0
ª®®®®®¬
, c2 =
©­­­­­«
1
1
−1
0
−1
ª®®®®®¬
. (4.28)
e rst cycle represents the recombination of two ADP into ATP and AMP, followed by hydrolysis of
ATP as well as phosphorylation of AMP back to two ADP. e second cycle represents two consecutive
hydrolysis reactions of ATP to ADP and AMP, followed by condensation of two hydrogen phosphates
into pyrophosphate and condensation of pyrophosphate with AMP back into ATP. Moreover, both
cycles are balanced with respect to protons and water molecules.
e le-nullspace of the stoichiometric matrix is spanned by four conservation laws:
`AMP =
©­­­­­­­­­«
ATP 1
ADP 1
AMP 1
Pi 0
PPi 0
H2O 0
H+ 0
ª®®®®®®®®®¬
, `Pi =
©­­­­­­­­­«
ATP 2
ADP 1
AMP 0
Pi 1
PPi 2
H2O 0
H+ 0
ª®®®®®®®®®¬
, `O =
©­­­­­­­­­«
ATP 0
ADP 0
AMP 0
Pi 1
PPi 1
H2O 1
H+ 0
ª®®®®®®®®®¬
, `H =
©­­­­­­­­­«
ATP 2
ADP 1
AMP 0
Pi 0
PPi 0
H2O 0
H+ 1
ª®®®®®®®®®¬
. (4.29)
e rst conservation law states that adenosine monophosphate is a conserved moiety. e second
represents conservation of the phosphate group. e third is conservation of oxygen during hydrolysis,
while the last is conservation of protons.
1Molecular formula: HPO4
2Molecular formula: P2O7
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In biochemistry, water and protons are always considered chemostats [6] — they are given by
the solvent and the pH value. ese two chemostats break the laer two conservation laws, which
implies that the system will have a modied equilibrium steady state. I now additionally consider
Pi , AMP, and ATP chemostaed, which breaks also the remaining two conservation laws. e only
internal species are ADP and PPi for which the reduced stoichiometric matrix is
SX =
(
ADP 1 −1 0 −2 0
PPi 0 0 1 0 −1
)
(4.30)
e h chemostat has no more conservation law to break, so it gives rise to the emergent cycle
ce =
©­­­­­«
1
1
0
0
0
ª®®®®®¬
(4.31)
which carries the cycle force
−∆eG = RT ln [ATP][H2O]
2
[AMP][Pi ]2[H+]2Keq . (4.32)
is emergent cycle represents double hydrolysis of ATP to AMP via ADP. Pyrophosphate does not
appear in this cycle so it remains in chemical equilibrium with the phosphate chemostat.
is analysis of an example network shows the amount of information that is accessible by mere
stoichiometry. At no point did we refer to the exact kinetics of the involved reactions, nor to the
solution of the dynamical equations. Such kinetic or dynamical information is obviously necessary
to make statements about the concentrations, the reaction (or cycle) currents, or the dissipation at
the steady state.
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5. Stoastic ermodynamics of
Molecular Motors
A good rst application of stochastic thermodynamics to biology is to perform a detailed exploration
of the uctuations in thermodynamic observables of a small but relevant prototypical system. Par-
ticularly interesting model systems are molecular motors. ese are proteins found in living cells
that are capable of exerting mechanical forces. Some motors transport cargo vesicles through the
cell — especially on scales where diusion is not fast enough, like in the axon of neurons. Other
molecular motors can aach to dierent parts of the cytoskeleton in order to manipulate the cell
shape, for example in muscle cells. Special types of molecular motors are located on the outer
membrane of the cell and power the motion of cilia or agella — which in turn are used to propel
a unicellular organism through its environment, or to create directed uid ow in multicellular
organisms, such as in the trachea of mammals.
From the rst law of thermodynamics, equation (1.1), it is clear that molecular motors cannot exert
these forces for free. ey need a source of energy. Heat is not an option: they are embedded in the
aqueous surrounding of the cytosol and hence are thermally equilibrated at the single surrounding
temperature T . erefore, molecular motors need to use chemical energy as fuel. In many cases they
act as catalysts that bind adenosine triphosphate (ATP) and release adenosine diphosphate (ADP) as
well as hydrogen phosphate (Pi ). is hydrolysis reaction, cf. section 4.4, fuels the motor even in a
totally isothermal environment. Hence, the molecular motor converts chemical energy to mechanical
energy. I introduced the eciency of this isothermal energy conversion in section 1.2.1 and showed
how it is limited by the dissipation of the process.
e heat reservoir induces thermal uctuations in the motor which, compared to the chemical
forcing, cannot be neglected. erefore, a proper treatment of the dynamics and thermodynamics of
a molecular motor necessarily needs to take uctuations in all degrees of freedom into account. is
can be done by applying the theory of stochastic thermodynamics as presented in section 2.3.2 to a
single molecular motor. e master equation on its small network of states does not satisfy detailed
balance, but local detailed balance with the chemical and mechanical forces coupling to dierent
transitions.
Here, I want to highlight the connection of this approach to the theory of open chemical networks,
which I presented in chapter 4. Generally, we would have to treat the chemical reactions of many
molecular motors on the large chemical laice. However, the chemostaing of the fuel and the waste
results in the chemical decoupling of the dierent motor molecules. Each motor molecule remains a
conserved moiety throughout the chemical reactions, restricting the chemical laice to a nite set of
states. e additional assumption of a mechanical decoupling makes the dierent molecular motors
entirely independent. Consequently, the mechanochemical master equation describing such a system
is equivalent to many copies of that of a single motor molecule.
In this chapter, I provide the reprint of an article that I coauthored. e article presents a thermo-
dynamic analysis of stochastic models for kinesin, which is a well studied model system for molecular
motors. e two physical currents in this system are the rate of mechanical displacement of the
motor (with velocity as mean and diusion constant as variance) as well as the rate of chemical
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turnover (with hydrolysis rate as mean). e thermodynamic forces coupling to these currents are the
mechanical load force as well as the chemical potential dierence1 µATP− µADP− µPi . In this article we
apply an analytical method to calculate the cumulants of these two physical currents as functions of
these forces. e method revolves around the characteristic polynomial of a biased transition matrix
of the master equation, which provides access to the scaled cumulant generating function introduced
in section 2.3.3. e method is the result of my Master’s thesis [1] and was published [2] back to back
with its application to the kinesin models [3] in the same issue of Physical Review E.
e advantage of using an analytical method is striking. In this system, the current cumulants vary
over many orders of magnitude. Having access to the analytical expressions for these cumulants, we
are able to determine quantities that are derived from these cumulants and dicult to determine
otherwise: the eciency of the energy conversion, the response of the currents to changes in the
forces, as well as the ratios of dierent cumulants. In the article we nd that the chemical turnover
and the mechanical displacement of kinesin are quasi-tightly coupled. e eciency of the energy
conversion performed by kinesin indicates that it may be optimized by evolution to perform well in a
wide range of physiological concentrations of ATP. e ratio of diusion constant and motor velocity
(known as randomness parameter) reveals that kinesin behaves primarily Poissonian — which means
that it is as deterministic in its motion as is possible for a reversible stochastic process. Interestingly,
the mechanical response of the motor resembles the uctuation–dissipation relation wherever the
displacement velocity vanishes, not only at the true thermodynamic equilibrium —where it is known
to hold. Additionally, the kinesin models we analyzed exhibit a region of negative dierential mobility
far from equilibrium.
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Unlike macroscopic engines, the molecular machinery of living cells is strongly affected by fluctuations.
Stochastic thermodynamics uses Markovian jump processes to model the random transitions between the chemical
and configurational states of these biological macromolecules. A recently developed theoretical framework
[A. Wachtel, J. Vollmer, and B. Altaner, Phys. Rev. E 92, 042132 (2015)] provides a simple algorithm for
the determination of macroscopic currents and correlation integrals of arbitrary fluctuating currents. Here we
use it to discuss energy conversion and nonequilibrium response in different models for the molecular motor
kinesin. Methodologically, our results demonstrate the effectiveness of the algorithm in dealing with parameter-
dependent stochastic models. For the concrete biophysical problem our results reveal two interesting features in
experimentally accessible parameter regions: the validity of a nonequilibrium Green-Kubo relation at mechanical
stalling as well as a negative differential mobility for superstalling forces.
DOI: 10.1103/PhysRevE.92.042133 PACS number(s): 05.70.Ln, 87.10.Mn, 02.50.Ga, 87.15.A−
I. INTRODUCTION
Understanding the complex biochemical processes which
are responsible for cellular metabolism is one of the key
questions in modern biophysics. The quantitative analysis of
so-called molecular motors, which are the small machines
transforming different forms of energy into one another, is at
the center of these efforts [1–3]. In recent years scientists have
developed techniques that allow the systematic observation
and manipulation of these biological macromolecules [4].
Under in vivo conditions, (electro-)chemical gradients in
the cell maintain these systems out of equilibrium. From a
thermodynamic perspective, one is interested in the currents
of heat, matter, and energy that flow through a molecular motor,
because they allow, for instance, the definition of its efficiency.
In analogy to macroscopic engines, molecular motors are
described by thermodynamic cycles in a space of biochemical
and configurational states. In contrast, the energy scales
involved in biochemical energy conversion are only a couple
of times larger than the thermal energy. Consequently, thermal
fluctuations cannot be neglected, and their dynamics must be
modeled as a stochastic process that reproduces the stochastic
time series observed in experiments. Stochastic thermodynam-
ics refers to a general framework for a consistent definition of
fluctuating work and heat currents on the level of these fluctuat-
ing time series [5,6]. The common model for molecular motors
are dynamically reversible Markov jump processes, which can
be thought of as (memoryless) random walks on a biochemical
network of states [3,7–9]. In an accompanying publication [10]
we investigated the asymptotic statistics of such systems from
Published by the American Physical Society under the terms of the
Creative Commons Attribution 3.0 License. Further distribution of
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the perspective of the cycle topology of the network of states.
In particular, we developed an efficient method to calculate all
cumulants of arbitrary fluctuating currents analytically.
Here we are interested in the first- and second-order
fluctuation statistics, i.e., the expressions for macroscopic
average currents (like the motor’s velocity) and Green-Kubo
time-correlation integrals (like its diffusion constant). To be
concrete, we use the analytic nature of our method to analyze
the parameter space of different stochastic models for the
motor protein kinesin [11–13], which were designed to reflect
typical force-spectroscopy experiments [14–17]. Besides
illustrating the insights that thermodynamic cycles provide
into the motor dynamics, our results uncover interesting
model predictions and thus indicate directions for future
experimental research: The validity of a nonequilibrium
fluctuation dissipation relation at mechanical stalling as well
as negative differential mobility, commonly referred to as
“getting more from pushing less” [18].
This work is structured as follows. In Sec. II we briefly
review the results of Ref. [10]. In contrast to the formal
exposition there, here we focus on the implementation of a
universally applicable algorithm for the efficient calculation
of averages and correlation integrals of fluctuating currents in
stochastic thermodynamics. Section III thoroughly discusses
how to apply our universal method in the concrete biophysical
context of a kinesin model. In Sec. IV we give a detailed
account of kinesin’s chemical (ATP hydrolysis) and mechan-
ical (displacement) currents as functions of their conjugate
chemical and mechanical drivings. We conclude in Sec. V with
a discussion of the main conceptional and biophysical insights.
II. FLUCTUATING CURRENTS AND THEIR STATISTICS
In this section we introduce our mathematical notation
and—based on the general results presented in Ref. [10]—
provide a concise recipe for calculating the averages and
1539-3755/2015/92(4)/042133(13) 042133-1 Published by the American Physical Society
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FIG. 1. (Color online) Two different graphs representing Markov
models with (a) four states (N = 4, M = 5) and (c) six (N = 6,
M = 7) states. The unoriented edges marked in green (gray) serve as
a spanning tree T . They connect all vertices of the respective graph.
The remaining edges, marked as dark blue arrows, are the respective
chords H. Here we already indicate an orientation for the chords to
provide a reference for the sign of the currents. Each chord η gives
rise to a fundamental cycle ζ. They are shown in panels (b) and (d) for
the four- and six-state models, respectively. Regarding the topological
cycle structure, both graphs are equivalent. In particular, they have
the same number B = M − N + 1 = 2 of fundamental cycles.
asymptotic (co-)variances of two fluctuating currents in a
dynamically reversible Markov process on a finite state
space. Such averages and covariances play a major role in
stochastic thermodynamics [8,19,20]: They correspond to
physical steady-state currents and time-correlation (Green-
Kubo) integrals [21]. To be concrete, we exemplify topological
concepts for both a four-state and a six-state Markov process,
Fig. 1. In Sec. III we interpret these examples as models for
the molecular motor kinesin.
A. Currents for Markovian processes
Memoryless stochastic processes on a finite state space
V = {v1,v2, . . . ,vN } are called Markovian jump processes.
Henceforth, we consider the time-continuous, homogeneous
case. A realization, or trajectory (γk,tk), of the process starting
at time t0 = 0 in a state γ0 ∈ V is a collection of jump times
tk > 0 and visited states γk ∈ V with k ∈ N. We interpret it as a
time series that contains the outcomes of subsequent measure-
ments performed on a small system like a molecular motor.
Transitions from a state vi ∈ V to a different state vj ∈
V occur at a given constant rate wij . For thermodynamic
consistency [6–8,20,21], we require dynamical reversibility,
i.e., wij > 0 ⇔ wji > 0. With this constraint we draw the state
space as a undirected graph G with the N states as vertices
and M admissible transitions as edges, cf. Fig. 1. In addition
to dynamic reversibility we assume that the state space is
connected, which ensures ergodicity of the process.
An ensemble of trajectories with initial probability distri-
bution p(0) = (p1(0), . . . ,pN (0)) on V evolves according to
the master equation [22]: d
dt
p(t) = p(t)W or, in components,
d
dt
pi(t) =
∑
j =i
(
pjw
j
i − piwij
)
,
where we use the convention wii = −
∑
j =i w
i
j . Ergodicity
of the process implies that there is a unique steady-state
probability distribution π satisfying 0 = πW to which all
initial conditions will converge eventually. The quantities J ij =
πiw
i
j − πjwji represent the steady-state probability currents
between two states vi and vj . The special condition where
all the steady-state currents vanish, J ij = 0, is called detailed
balance or equilibrium. Since we are interested in the currents
of nonequilibrium systems, we will not assume detailed
balance in the following.
In order to account for general currents, e.g., changes in
energy, entropy, particle numbers, or physical position, we
introduce jump observables. A jump observable ϕ assigns a
weight ϕij to the transition from vi to vj , where we require
antisymmetry: ϕij = −ϕji . The macroscopic average current
c(ϕ) associated to a jump observable ϕ is
c(ϕ) := 1
2
∑
i,j
J ij ϕ
i
j . (1)
In order to illustrate the concept we provide two examples.
For a pair of states (vi,vj ) we define a simple but important
case of jump observable: The counting observable ϕ(i,j ) counts
+1 for a transition from state vi to vj and −1 for a reverse
transition from vj to vi . To every other transition it associates a
weight of 0. In this case the macroscopic counting rate from vi
to vj equals the steady-state probability current between these
states: c(ϕ(i,j )) = J ij . This expression obviously vanishes if
transitions between vi and vj are impossible. In Ref. [10] we
emphasized that counting observables form a basis of the space
of jump observables: Every jump observable can be expressed
as an appropriate linear combination of counting observables.
Another important example is the dissipation in stochastic
thermodynamics. It is derived from the jump observable σ
that takes the values σ ij = ln
wij
w
j
i
. The macroscopic average
dissipation
c(σ ) = 1
2
∑
i,j
J ij ln
wij
w
j
i
is non-negative and vanishes only at equilibrium, i.e., if and
only if we have detailed balance.
Kirchhoff’s current law states that the currents in an
electrical network balance at each vertex vi . The same is
true for the steady-state probability currents J ij , and the
stationary Master equation formalizes Kirchhoff’s current law
as
∑
i J
i
j = 0. In Ref. [8], Schnakenberg discussed an extended
analogy between Markov jump processes and Kirchhoff’s
laws. The fundamental object of Schnakenberg’s theory is
a set of B = M − N + 1 fundamental cycles {ζ}, which
describe the topology of a Markov jump process. They are
obtained from a spanning tree of the graph representing the
network of states, cf. Fig. 1 as well as Sec. II B. For now,
think of a fundamental cycle ζ as a tuple of consecutive
states (γ0,γ1, . . . ,γm() = γ0) that form a self-avoiding and
closed trajectory. Cycles are defined up to cyclic permutations.
Adding the contributions of a jump observable ϕ along the
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transitions in a fundamental cycle ζ gives its circulation,
ϕ˚ :=
m()∑
k=0
ϕγkγk+1 . (2)
Kirchhoff’s voltage law states that the voltage dropsV = Uj −
Ui between vertices of an electric network vanish if integrated
along any circuit. Using the notion of circulations, the voltage
law reads ˚Vl = 0. Another result obtained in this context is the
Schnakenberg decomposition of the macroscopic dissipation
rate [8]:
c(σ ) =
B∑
=1
c σ˚, (3)
where c is the steady-state probability current associated
to the cycle ζ [10]. The circulations σ˚ of the dissipation
are called the cycle affinities. In the context of irreversible
thermodynamics [23], the Schnakenberg decomposition (3)
identifies the cycle affinities as the generalized forces which
are conjugate to the cycle currents c.
In an earlier publication [13] the authors pointed out that
Schnakenberg’s decomposition is equally applicable to other
observables ϕ. As a corollary, one may express the average
current c(ϕ) =∑ c ϕ˚ using only the cyclic structure of the
graph. Figure 1 shows two graphs with four and six states,
respectively, but having the same cyclic structure. Collecting
all B circulations of an observable ϕ in a B-tuple gives its
chord representation ϕH := (ϕ˚1, . . . ,ϕ˚B) ∈ RB . The detailed
mathematical background of this representation is discussed
in Ref. [10].
Here we are interested not only in the macroscopic
expectations of currents but also in their higher-order statistics.
Consequently, the object of study in this work are fluctuating
currents. The instantaneous current jϕ(t) derived from a jump
observable ϕ along a trajectory (γk,tk) is defined as
jϕ(t) =
∞∑
k=0
δ(t − tk) ϕγk−1γk .
The time-integrated current
ϕ(T ) :=
∫ T
t=0
jϕ(t)dt =
n(T )∑
k=0
ϕγk−1γk (4)
thus accounts for the total change of the observable ϕ along a
random trajectory with a random number n(T ) of jumps up to
time T . Hence, this time integral is a random variable with its
own statistics. A typical realization of the time-integrated cur-
rent, and thus its expectation value, grow linearly in time. Due
to ergodicity, the time-averaged current ϕT := 1T ϕ(T ) con-
verges to the macroscopic current c(ϕ) in the long-time limit:
ϕT
T→∞−−−→ c(ϕ). (5)
Equivalently, one can average the fluctuating current over
trajectories in the steady-state ensemble: 〈jϕ(t)〉 = 〈jϕ(0)〉 =
c(ϕ), where one exploits the fact that the steady state is time
independent. This ensures that the macroscopic current c(ϕ) is
the expectation value, or mean, of the fluctuating current jϕ(t).
Another important statistical measure are the correlations
of two currents jϕ and jψ . A measure for this correlation is the
Green-Kubo integral:
c(ϕ,ψ) :=
∫ ∞
t=0
〈[jϕ(0) − c(ϕ)][jψ (t) − c(ψ)]〉dt . (6)
Similarly to the case of the average currents, ergodicity allows
us to replace the steady-state ensemble average by a time
average over the argument of the first current jϕ . As a
consequence [21], the correlation integral corresponds to a
properly scaled covariance of the time-averaged currents:
c(ϕ,ψ) = lim
T→∞
T Cov[ϕT ,ψT ]. (7)
As such, the macroscopic current and the Green-Kubo integral
are the first two scaled cumulants of the pair (ϕT ,ψT )
of time-averaged currents. Scaled cumulants are defined as
derivatives of the scaled cumulant-generating function, which
can be obtained using methods from large deviation theory
[10,21,24,25]. Higher-order derivatives represent higher or-
ders of the statistics, such as skewness and kurtosis.
In our accompanying paper [10] we prove a gauge in-
variance of the fluctuation statistics and show in detail how
Schnakenberg’s decomposition is extended to all cumulants
of arbitrary observables. In the next section we give a brief
review in form of a concise and efficient recipe for the first
two orders.
B. Determining averages and (co-)variances of currents
The only ingredients needed for the calculation of the
scaled cumulants are the transition matrix W and the jump
observables representing the currents of interest. The elements
wij of the transition matrix as well as the jump observables may
depend on the (physical) control parameters of the Markov
processes in an arbitrary way. In the following, we present a
simple yet efficient algorithm for the calculation of the first two
scaled cumulants of two jump observables ϕ and ψ . It consists
of three substeps: (1) topological, (2) algebraic, and (3) physi-
cal. The first two steps are universal. Only the last step involves
the jump observables in question. Note that the algorithm
requires neither the steady-state distribution π nor the scaled-
cumulant generating function. We emphasize this fact because,
in general, these quantities are difficult or even impossible
to obtain analytically, i.e., in the form of a fully parameter-
dependent, symbolic expression. An implementation of this
algorithm in Python is available as a git repository [26].
1. Topology: Defining fundamental cycles
The first step in the analysis addresses the topology of the
graph G representing a network of states, cf. Fig. 1.
(a) Choose a spanning tree T for the undirected graph, i.e.,
an undirected subgraph spanning all vertices but not containing
any circuit [green edges in Figs. 1(a) and 1(c)].
(b) Provide an orientation to the B = N − M + 1 undi-
rected edges η ∈ H left out by the tree T . They are the called
chords [blue edges in Figs. 1(a) and 1(c)].
(c) Identify the fundamental cycles: For every chord η ∈
H, its terminus and origin are connected by a unique directed
path through the spanning tree. Adding the chord itself as
a closure of this path results in the fundamental cycle ζ
[Figs. 1(b) and 1(d)].
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2. Algebra: Determining the fundamental current cumulants
The second step of our algorithm involves the determination
of the first two (joint) scaled cumulants of the fluctuating
currents associated to the chords η ∈ H.
(a) Write down the characteristic polynomial
χH(λ; q1,q2, . . . ,qB ) = det(WH − λI) of the matrix WH
with entries
(WH)ij =
{
wij exp (±q) if (i → j ) = ±η,
wij else.
(8)
(b) Identify the coefficients a0(q), a1(q), and a2(q) of
χH(λ; q) =
∑N
k=0 ak(q) λk , i.e., the coefficients of the con-
stant, the linear, and the quadratic terms.
(c) Calculate the vector c ∈ RB with entries c = c(η) and
the scaled covariance matrix C ∈ RB×B with entries Cm =
c(η,ηm) as follows:
c = −∂a0
a1
, (9a)
Cm = −∂
2
ma0
a1
− 2(∂a0)(∂ma0)a2
a31
+ (∂ma1)(∂a0) + (∂a1)(∂ma0)
a21
= −∂
2
ma0 + (∂a1)cm + (∂ma1)c + 2a2cmc
a1
, (9b)
where the partial derivatives ∂ak := ∂ak (q)∂q |q=0 and the coeffi-
cients ak are evaluated at q = 0.
Remark: Higher-order scaled cumulants are similarly ac-
cessible. The characteristic equation 0 = χH(λ; q) uniquely
defines the entire scaled cumulant-generating function λH(q)
with λH(0) = 0. Taking derivatives of the characteristic equa-
tion yields linear equations for the cumulants, i.e., the inner
derivatives ∂qi ,...,qj λH(0). Note that higher-order cumulants
depend on the coefficients ak(q) with k > 2, and the symbolic
expressions become more complex. The first two orders are
explicitly given by Eqs. (9). The symbolic manipulations
that are necessary to obtain the higher orders are efficiently
implemented in modern computer algebra systems. For more
details on the procedure and a derivation of Eqs. (9), the reader
is referred to our accompanying publication [10].
3. Physics: Cumulants of jump observables
The third and final step of the algorithm yields the first two
scaled cumulants of the fluctuating currents associated to the
jump observables ϕ and ψ .
(a) Sum the jump observables ϕ and ψ along the edges
of the fundamental cycle ζ to obtain the circulations ϕ˚ and
˚ψ. They are the coordinates of the chord representations
ϕH,ψH ∈ RB .
(b) The steady-state average of ϕ, and of the scaled
covariance of ϕ and ψ , then read
c(ϕ) = c · ϕH ≡
∑B
=1ϕ˚ c, (10a)
c(ϕ,ψ) = ϕH · C ψH ≡
∑B
m,=1ϕ˚ Cm
˚ψm. (10b)
We conclude the section with final remarks on the choice
of the spanning tree in step 1, which is a priori arbitrary.
Different choices yield different chords—and thus different
expressions for the fundamental current vector c and the
fundamental covariance matrix C . Expressions (9) and (10)
are universal. In order to calculate the cumulants of any jump
observable, no equations need to be solved. Via Eq. (9), any
combinatorial complexity is hidden in (the derivatives of) the
coefficients ak of the characteristic polynomial. The latter are
calculated in a straightforward way either manually or by using
a computer-algebra system. However, the final expressions
(10) have fewer terms if some of the circulations ϕ˚ or ˚ψ
along fundamental cycles vanish. It is thus worthwhile to take
a careful look at the particular set of jump observables ϕ and ψ
under consideration and choose a spanning tree that is optimal
in that regard.
III. KINESIN
A. Kinesin as a molecular motor
Kinesin is a molecular motor which facilitates transport
in eukaryotic cells. It moves along intracellular filaments
called microtubules and plays a major role in many biological
processes, including mitosis, meiosis, and transport of cellular
cargo. The most well-studied variety of kinesin—both experi-
mentally (see, e.g., Refs. [4,15–17] and references therein) and
theoretically [11,12,27–30]—is a protein dimer consisting of
two identical subunits. Figure 2(a) shows a sketch of kinesin
binding its intracellular cargo at its tail end. Kinesin’s head
end consists of two active sites which bind and unbind to
the microtubule in alternating succession, thereby allowing
the motor to perform mechanical steps of length L = 8 nm
[31,32]. Due to the polarity of the microtubule, this motion
has a preferred “forward” direction.
cargo
(a) (b)
tail end
body
active sites
microtubule
P
hydrolysis
forward step
FIG. 2. (Color online) (a) Kinesin is a motor protein consisting
of two identical entangled subunits. Cargo is bound at the tail end.
The active sites on kinesin’s head end bind to the microtubule and act
as kinesin’s “feet,” enabling the molecule to perform directed steps.
Kinesin’s stepping mechanism is the result of subsequent changes
in how strong the active sites bind to the microtubule. The trailing
(left) and leading (right) sites are represented by colored ellipses.
ATP-laden [red (dark gray)] and empty (light gray) sites bind strongly,
whereas an ADP-laden [blue (gray)] site binds only weakly. The
succession of chemical compositions shown in panel (b) is called the
forward cycle F . Starting from the upper left state, the forward cycle
involves (in the counterclockwise direction): (i) Binding of ATP to
the (empty) leading site; (ii) a mechanical step (brown edge, bottom),
i.e., the exchange of the leading and trailing site; (iii) release of ADP
from the (new) leading site; and (iv) hydrolysis (purple edge, top) of
ATP into ADP at the trailing site.
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The energy necessary for this active directed transport is
provided by the hydrolysis of adenosine triphosphate (ATP)
into adenosine diphosphate (ADP) and inorganic phosphate
(P). Unlike macroscopic motors, small molecular machines
operate at low Reynolds numbers and inertia plays no role:
Chemical energy is not converted into mechanical energy
by a transfer of momentum. Instead, kinesin’s mechanical
displacement is the result of a complex interplay of the
strength of the microtubule binding at the active sites, which
depends on their chemical composition. ATP-laden and empty
sites bind strongly, while ADP-laden sites bind more weakly
[16,17]. Under physiological conditions the mechanochemical
interaction can be described by the “forward cycle” depicted
in Fig. 2(b) [11]. Models that only treat the forward cycle
feature tight coupling between the hydrolysis reaction and the
stepping: Each hydrolysis of an ATP molecule gives rise to
exactly one motor step [14].
B. Experiments and models
An important biophysical question regards the force that
kinesin generates for different concentrations of the chemi-
cals ATP, ADP, and P involved in the hydrolysis reaction.
Typically, experiments measure this force by linking kinesin
to a dielectric colloidal bead which resides in an optical trap
[14–16,31]. Involved experimental setups allow the precise
control of the pulling force F that the optical trap exerts
on the motor against its typical direction of motion. The
independent driving parameters are the nondimensionalized
force f := (LF )/(kBT ) and the nondimensionalized chemical
potential difference μ = log (Keq[ATP]/[ADP][P]), where
kB denotes Boltzmann’s constant, T the temperature, Keq the
equilibrium constant of the hydrolysis reaction, and [X] the
concentration of chemical species X. In the remainder of this
work, all physical quantities are expressed in units based on
the length scale L, time scale 1s, and energy scale kBT .
Many experiments probe the stalling forcefstall(μ), which
is defined as the value of the force needed to bring the motor
to a halt for a given chemical potential difference μ. Under
physiological chemical conditions, kinesin hydrolyzes ATP
even at stalling forces [15,16]. The exact details of the kinesin
stepping mechanism under high mechanical loads remain
unknown and several models exist, cf. Refs. [11,12,17] and
the references discussed in these publications. While these
models differ in their details, they all feature more than only
the tightly coupled forward cycle.
A prominent example of a thermodynamically consistent
model was introduced in Ref. [11]. There the key idea is to
extend the forward cycle shown in Fig. 2(b) by the chemical
compositions obtained from exchanging the trailing with the
leading active sites, cf. Fig. 3(a). In addition to the forward
cycle F , the extended network features six states and has
two additional cycles, Figs. 2(b)–2(d): The backward cycle
B represents backward motion under hydrolysis, while the
dissipative slip cycle D represents the futile hydrolysis of two
ATP molecules without any stepping [28]. In such a multiple-
cycle model, hydrolysis and mechanical displacement are
no longer tightly coupled. In Sec. IV A we will address the
question of quasitight coupling, i.e., situations where the ratio
(a) (b)
(c)
(d)P1
2
3 4
5
6
P
FIG. 3. (Color online) (a) The six-state kinesin model from
Ref. [11] extends the forward cycle from Fig. 2(b) by two states.
For this model, We use the same spanning tree and chords as in the
example shown in Fig. 1(c). Then the fundamental cycles ζ1 ≡ F and
ζ2 ≡ D are the forward and dissipative cycles (b) and (d), respectively.
The backward cycle (c) is the linear combination B = ζ2 − ζ1, cf.
Ref. [10].
of the average number of chemical and mechanical events
predicted by the model is close to unity.
C. Network theory for the kinesin model
In order to study quasitight coupling, energy conversion,
and the predicted response to changes in the driving param-
eters, we apply the algorithm presented in Sec. II B to the
six-state model for kinesin, Fig. 3. For the first step of the
algorithm, we choose the spanning tree and its chords in
the same way as in Figs. 1(c) and 1(d). Consequently, the
fundamental cycles ζ1 ≡ F and ζ2 ≡ D correspond to the
forward and dissipative cycles, respectively.
The second step of the algorithm requires the determination
of the fundamental current vector c and the fundamental
covariance matrix C . With the enumeration of the vertices
as in Fig. 3(a) the matrix WH(q1,q2) reads:⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
w11 w
1
2 0 0 0 w16
w21 w
2
2 w
2
3 0 w25 eq1 0
0 w32 w33 w34 0 0
0 0 w43 w44 w45eq2 0
0 w52e−q1 0 w54e−q2 w55 w56
w61 0 0 0 w65 w66
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
It is straightforward to write down its characteristic polynomial
χH(λ; q1,q2) =:
∑6
k=0 ak(q1,q2)λk and to extract the coeffi-
cients a0(q) ≡ detWH(q1,q2), a1, and a2. Differentiating with
respect to q1 and q2 and evaluating at q1 = q2 = 0 yields the
expressions ∂ak appearing in Eqs. (9).
The third step requires the circulations of the jump observ-
ables of interest. For the present discussion, we consider the
displacement d = ϕ(2,5) and the hydrolysis count h = ϕ(6,1) +
ϕ(3,4), which indicate a transition along the brown and purple
edges in Fig. 3, respectively. Their matrix representations read
dij = δi,2δj,5 − δi,5δj,2, (11a)
hij = δi,6δj,1 − δi,1δj,6 + δi,3δj,4 − δi,4δj,3, (11b)
where δm,n denotes the Kronecker δ, which yields one if m = n
and zero otherwise. The circulations of d and h simply count
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the number of the brown and purple edges in the fundamental
cycles ζ1 = F and ζ2 = D, cf. Figs. 3(b) and 3(d). The chord
representations of d and h thus are
dH = ( ˚d1, ˚d2) = (1,0), (12a)
hH = ( ˚h1, ˚h2) = (1,2). (12b)
Note that the choice of the chords is optimal for the
calculation of the present variables because one of the entries
of dH vanishes ( ˚d2 = 0), while this cannot be achieved for hH.
After all, all cycles contain at least one hydrolysis event.
The corresponding macroscopic currents, i.e., the velocity
c(d) and the hydrolysis rate c(h) are obtained from Eq. (10)
as:
c(d) = c1, (13a)
c(h) = c1 + 2c2. (13b)
Their scaled (co-)variances amount to
c(d,d) = C11,
c(h,h) = C11 + 4C12 + 4C22,
c(h,d) = C11 + 2C12.
In addition to displacement d and hydrolysis count h,
we are interested in the jump observable σ ij = ln(wij/wji )
corresponding to the dissipation. As discussed in Sec. II A
its circulations are the cycle affinities. The Hill-Schnakenberg
conditions are necessary for the consistency of a Markov jump
process with the thermodynamic notion of local equilibrium
[3,9]. They state that the affinity of a cycle must express
the (nondimensionalized) differences in the potentials of the
reservoirs, cf. Refs. [7,8,19]. Upon completing the forward
cycle F ≡ ζ1, an amount μ of chemical energy is used
by the system to perform a (dimensionless) amount −f of
work against the pulling force. Similarly, a completion of
the dissipative cycle D ≡ ζ2 uses 2μ of chemical energy.
Consequently, the chord representation of the dissipation reads
σH = (σ˚1,σ˚2) = (−f + μ,2μ).
The Schnakenberg decomposition thus lets us express the
average steady-state dissipation by physical parameters and
currents through fundamental chords
c(σ ) = (−f + μ)c1 + (2μ)c2. (14)
D. The cycle perspective
In the previous section, we expressed observable quantities
only by means of their circulations around fundamental
cycles and the fundamental first and second chord cumulants.
Nowhere in these expressions do the number of states or
the choice of a spanning tree appear explicitly. Hence, the
same expressions are reproduced by any model with the same
cycle topology, as long as the physics along the cycles, i.e.,
the circulations of antisymmetric jump observables, are the
same. As exemplified in Sec II A in Figs. 1(a) and 1(b),
one can formulate a model on four states with the same cycle
topology as the six-state model described in Fig. 3. Allowing
(a) (b) (c) (d)
1
2 3
4
P
P
FIG. 4. (Color online) A model with four states, which describes
the same physics as the six-state model shown in Fig. 3. In this
simpler model we combined the transitions for the ATP hydrolysis
on one active site with the ADP release on the other one into a
single transition. Details of the model construction are given in the
Appendix.
only for single edges between states, such a four-state model
is the minimal model featuring two independent cycles. An
interesting question is how this model (and other reduced
models) compare to more complicated ones.
In Ref. [13] we used the idea of preserving the cycle
affinities and circulations of jump observables along cycles (to-
gether with locality constraints) to develop a coarse-graining
algorithm for stochastic models. Its application to the six-
state kinesin model produced various topologically equivalent
models, which all preserved the fluctuation statistics of the
observables of interest almost perfectly. A disadvantage of
this coarse-graining algorithm is that the individual transitions
in the network of states lose their original interpretation.
In contrast, Fig. 4 shows a four-state model with a clear
interpretation of the transitions. This has the advantage that
the parametrization of the transition rates is found by the
same physical arguments as the ones used in Ref. [11] for
the six-state model. Details of the construction of this model
are given in the Appendix. We will see in the next section
that all the predictions of the six-state model are also found in
topologically equivalent four-state models. This observation
underlines the virtue of viewing models in ST from the
perspective of cycles—an idea that was pioneered by Hill
[7,19] and Schnakenberg [8] and has regained considerable
attention recently [11,13,28,33,34].
IV. RESULTS
One of the main messages of this work is that the algorithm
presented in Sec. II B allows us to probe parametric models
used in stochastic thermodynamics in a systematic way. In
order to demonstrate the efficiency of our approach, we report
on various nontrivial predictions of the six-state kinesin model.
At the end of this section we will compare these results with
other models.
Throughout this section, we choose the parameter range
similar to Ref. [28] and vary −30 6 f,μ 6 30. Then, in
physical units, the pulling force F varies between about −15
and +15pN . Following Ref. [11], the chemical potential
difference is adjusted by changing the ATP concentration
while fixing the other chemical concentrations at physio-
logical values (see Appendix). The physiologically relevant
region for the chemical driving parameter is limited to about
20 < μ < 30. Negative values of the chemical potential
correspond to extremely low ATP concentrations. In particular,
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FIG. 5. (Color online) (a) Operation modes as identified in Ref. [28]. (b) Decadic logarithm of the absolute value of the average velocity
c(d) (left) and hydrolysis rate c(h) (right). White lines indicate where the currents vanish and correspond to the region boundaries displayed in
panel (a). Signs of the currents are indicated as an overlay. Contour lines show that the macroscopic currents are proportional away from these
lines. (c) Plotting the ratio c(h)/c(d) makes this proportionality visible directly. The proportionality constant has an absolute value very close
to unity, indicating quasitight coupling for most parameter values (see discussion in the main text). Note that the values of the ratio are cropped
at absolute values of 2, most prominent in the dark regions surrounding the singularities of the ratio.
the “homeopathic limit” is reached at about μ < −14: At
that point there is less than one ATP molecule in an experiment
containing 1 liter of solution.
The reason we still present our results for the entire pa-
rameter range −30 6 f,μ 6 30 is twofold: First, it enables
a direct comparison with previous work [11,28]. Second, it
demonstrates the effectiveness of our algorithm in predicting
results that vary over many orders of magnitude. Still, we
emphasize that nontrivial results are encountered exactly in
the experimentally accessible region, where we consider the
model as valid.
A. Velocity, hydrolysis rate, and their quasitight coupling
Figure 5(a) reproduces a central result of Ref. [28]
concerning the operations modes of kinesin. These modes are
defined by the signs of the average currents, i.e., of the velocity
c(d) and the hydrolysis rate c(h). However, the resulting phase
diagram contains no information regarding their magnitude.
Based on the expressions (13) we provide a detailed account
on their numerical values in Fig. 5(b). Note that these currents
vary over about 20 orders of magnitude. This underlines
the importance of having analytical expressions to generate
the plots. A brute-force numerical approach will either be
prohibitively expensive in terms of computer resources or it
will suffer from severe inaccuracies when dealing with this
vast range of numerical values.
The analytical expressions for the currents also reveal an
interesting relation between the average currents. In Fig. 5(c)
we plot the ratio c(h)/c(d) of the hydrolysis rate and the
velocity. Again, access to the analytical expressions for the
currents is crucial to determine the ratio. After all, both its
numerator and denominator are of the order 10−18 in the lower
left corner of the parameter space.
The most prominent feature of Fig. 5(c) is that away from
the zero-current lines, the ratio of average hydrolysis rate
and velocity takes values very close to ±1. Consequently, on
average, the completion of a cycle yields one mechanical step
and one chemical event. We say that chemical and mechanical
currents are quasitightly coupled. Experimentally, it was found
that kinesin hydrolyzes one ATP molecule for each mechanical
step [14]. According to the model considered here, quasitight
coupling is a generic feature that holds more generally: Even
in the region where kinesin moves backward while consuming
ATP, the absolute values of the currents are locked to a ratio
of 1.
Knowing the absolute values of the currents rather than only
their signs also allows us to treat kinesin’s thermodynamic cy-
cles in more detail. In Ref. [28] this discussion was based on the
signs of Hill’s (excess) cycle fluxes [7]. With the current ratio
we interpret the regions shown in the phase diagram Fig. 5(a) in
terms of dominant cycles—at least away from their boundaries:
In the upper left and lower right regions the forward cycle
F dominates such that average hydrolysis and velocity are
directly proportional, c(h) ∼ c(d). The difference between
those regions is the angular direction: Counterclockwise
completion leads to a forward movement accompanied by ATP
hydrolysis, whereas clockwise completion yields backward
stepping and ATP synthesis. In contrast, in the upper right and
lower left regions hydrolysis and velocity are antiproportional,
c(h) ∼ −c(d): A counterclockwise (backward, hydrolysis) or
a clockwise (forward, synthesis) completion of the backward
cycle B dominates the average dynamics, respectively. This
result, which is based on the values of physiological currents,
thus complements and extends the discussion presented in
Ref. [28].
B. Efficiency of energy conversion
Under physiological conditions, kinesin uses the chemical
energy released by the ATP hydrolysis to perform mechanical
work. Energy efficiency is one of the most important questions
for molecular machines involved in cellular energy conversion
[35–37], just as it is for macroscopic machines. A framework
for a quantitative analysis is based on the notion of conjugate
currents and forces from irreversible thermodynamics [23].
Generally, a complete set of conjugate currents c(ϕi) and forces
Ei yields the average dissipation as the bilinear form
c(σ ) =
∑
i
c(ϕi)Ei =:
∑
i
c(σi),
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where σi = ϕiEi denotes the distinct contributions to the
entropy production.
Using Eqs. (13) and (14) we find that
c(σ ) = (−f )c(d) + (μ)c(h)
=: c(σmech) + c(σchem). (15)
We see that in the kinesin model, velocity c(d) and hydrolysis
rate c(h) are conjugate to the negative pulling force −f and
the chemical potential μ, respectively. For a system with
two independent contributions to the entropy production, σ =
σ1 + σ2, one may define the efficiency of energy conversion
in general terms [36]. To that end note that c(σ ) is always
positive. This, however, does not imply that both contributions
c(σi) are positive. Indeed, systems act as energy converters
only if one of the contributions, say, σ1, is negative. Then, a
(positive) average power output ˙Wout := −c(σ1) is sustained by
a (positive) average power input ˙Win = c(σ2). Note that c(σ2)
is positive and larger in magnitude than c(σ1), because c(σ ) =
c(σ1) + c(σ2) > 0 must always hold. Hence, the efficiency of
energy conversion is defined as
0 6 ηˆ :=
˙Wout
˙Win
= |σ1|
σ2
< 1. (16)
It is always positive and smaller than unity.
In the framework of stochastic thermodynamics, this
efficiency has been studied under various aspects (cf. e.g.,
Refs. [35–38]). In Fig. 6, we give the efficiency of energy con-
version ηˆ for the kinesin model. The regions A–D correspond
to different types of energy conversion where the system acts
as either a motor (A and C) or a chemical factory (B and
D). Outside these regions both contributions to the entropy
production are positive and no energy conversion takes place.
We note the following prediction: For any fixed value of μ
in the physiological range, i.e., for 20 < μ < 30, the value
of the force at maximum efficiency is around f ≈ 10.5. This
suggest that kinesin might be optimized to encounter (elastic)
forces of around 5pN , independent of the ATP concentration.
It will be interesting to explore the implications of this result
for the collaborative behavior of multiple kinesin molecules
involved in the viscous transport of organelles.
Finding the parameters of a system that extremize ther-
modynamic quantities is a generic problem. Recently, many
authors have discussed the notion of efficiency at maximum
power (see, e.g., Refs. [35,39] and therein). Having fully
parameter-dependent symbolic expressions for the various
contributions to the entropy production establishes a general
(analytic) approach to this optimization problem.
C. Diffusion constant and randomness parameter
So far, we have only investigated average currents, which
are also available if the steady-state distributionπ is known, cf.
Eq. (1). Higher-order statistics of fluctuating currents cannot
be expressed by means of the stationary distribution only,
although a perturbation expansion exists [40]. The method
presented here provides direct access to the (co-)variance of
fluctuating currents via Eq. (10b), without the knowledge of
the stationary distribution.
For motor proteins we are mostly interested in the
second scaled cumulant of the time-averaged displacement.
FIG. 6. (Color online) Efficiency of energy conversion in the
kinesin model. The four regions A–D correspond to four different
ways of energy conversion. In the regions outside the solid curves,
no conversion between mechanical and chemical energy takes place.
In regions A and C kinesin acts as a motor converting chemical into
mechanical energy against the external force. In regions B and D
kinesin resembles a chemical factory that uses mechanical energy to
produce ATP and ADP, respectively, against the chemical potential
provided by the solution. The sketches in the upper right and lower
left illustrate the combination of thermodynamic forces acting on
the motor in the respective quadrant. In the upper right, kinesin is
pulled backward (i.e., against its standard direction of motion) in an
ATP-rich environment. In the lower left, kinesin is pushed forward
in an ADP-rich environment. Energy conversion occurs only in the
regions where both mechanical and chemical currents have the same
sign and the forward cycle dominates, cf. Fig. 5.
It quantifies the (linear) scaling of the (fluctuating part of) the
mean-square displacement and thus defines (up to a factor of
2) the nonequilibrium diffusion constant D = D(f,μ):
c(d,d) ≡ lim
T→∞
1
T
(〈d(T )2〉 − 〈d(T )〉2) =: 2D.
In Fig. 7(a) we show the diffusion constant in the six-state
kinesin model. Like the average velocity, its values span a
range of about 20 orders of magnitude. Under physiological
conditions (f = 0,μ ≈ 25) the diffusion constant is about
10 orders of magnitude larger than at equilibrium.
A direct measurement of the parameter dependence of D
is difficult. An observable that is more easily accessible in ex-
periments is the so-called randomness parameter (sometimes
called Fano factor) [15,17,41,42],
r = lim
T→∞
〈d(T )2〉 − 〈d(T )〉2
〈d(T )〉 =
c(d,d)
c(d) . (17)
It is a dimensionless measure of the temporal irregularity
of the mechanical displacement. While r = 0 indicates a
deterministic motion without any fluctuations, a value of
|r| = 1 amounts to a Poisson motor [41]. In Fig. 7(b) we plot
its inverse, r−1, which is a smooth function. We see that the
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FIG. 7. (Color online) (a) The diffusion constant D = 12 c(d,d)
on a decadic logarithmic scale. (b) The inverse randomness param-
eter r−1 = c(d)/c(d,d) ≡ c(d)/(2D) compares the velocity and the
diffusion constant. Away from the white stalling line, it obtains an
absolute value close to unity. The black solid lines show where |r| = 1
holds exactly.
six-state model predicts Poissonian behavior |r| ≈ 1 in a large
area away from the stalling lines. This is in agreement with
recent experimental results and theoretical predictions from an
alternative model [17].
Our method to calculate the second scaled cumulant and
thus the diffusion constant avoids all of the combinatorial
complexity of previous approaches [42,43]. Reference [44]
treats drift velocity and diffusion in Markovian models
formulated for a periodic lattice in arbitrary dimensions. In the
present work the topology of physical space is independent
from the structure of the graph, which represents the topology
of the model: If a system like a molecular motor moves in
more than one spatial dimension, one defines a distinct jump
observable di for each of these dimensions i. Up to a factor
of 2, the scaled covariance matrix c(di,dj ) then equals the
diffusion tensor.
D. Response theory
Equation (15) states that the average velocity c(d) and
hydrolysis rate c(h) are conjugate to the mechanical and
chemical driving forces −f and μ. Response theory studies
the dependence of averaged currents J = (c(ϕi))i to the
conjugate fields E = (Ei)i . For B independent conjugate
current-field pairs, (c(ϕi),Ei)i , the response matrix R(E) is
a B × B matrix with entries
Ri,j (E) := ∂c(ϕi)
∂Ej
∣∣∣∣
E
. (18)
Fluctuation dissipation relations (FDR) relate the response
of average currents to their fluctuation statistics. In particular,
the Einstein relation relates the mobility of a particle (or
its inverse, the friction coefficient) to its diffusion constant.
So-called Green-Kubo relations [45] express equilibrium
transport coefficients by time-correlation integrals, Eq. (6).
Here these time-correlation integrals are obtained as second-
order scaled cumulants c(ϕi,ϕj ). The fluctuation relation for
the entropy production [6,20] ensures the validity of the
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FIG. 8. (Color online) Normalized mechanical response Tmech.
The dashed green curves indicate Tmech = 1, such that a Green-Kubo
FDR (19) holds. One of these curves coincides with the stalling line
f = fstall(μ) where the average velocity vanishes (white solid line).
The dotted blue line indicates a vanishing transport coefficient. To its
right lies a region of negative differential response.
following equilibrium FDR [21,24]:
Ri,j (E = 0) = 12 c(ϕi,ϕj )
∣∣
E=0. (19)
With analytical expressions for the average currents c(ϕi)
one can calculate their derivatives Rij . Because the correlation
integrals c(ϕi,ϕj ) are known, our method enables us to probe
the nonequilibrium response properties predicted by models
of stochastic thermodynamics. As an example, we discuss
kinesin’s mechanical response using the normalized response
coefficient
Tmech(f,μ) := 2
c(d,d)
∂c(d)
∂(−f ) = −
1
D
∂c(d)
∂f
. (20)
The equilibrium FDR (19) implies that Tmech(0,0) = 1. As the
transition matrix depends smoothly on the driving parameters
(−f,μ) [11], we expect that there will be a one-dimensional
curve in parameter space where Tmech(f,μ) = 1.
Figure 8 depicts Tmech. As expected, we see that
Tmech(f,μ) = 1 holds along two lines originating from
the origin, such that a nonequilibrium FDR holds for these
parameter values. Remarkably, one of these lines coincides
with the stalling line f = fstall(μ), i.e., for parameters where
the average velocity vanishes.
Another nontrivial feature of Fig. 8 is the region where
the normalized mechanical response is negative. Since the
diffusion constant D is positive, Tmech < 0 implies that the
derivative ∂c(d)/∂(−f ) of the mechanical current with respect
to its conjugate force is negative. This phenomenon is known
as negative differential mobility [46] or, more generally,
negative differential response (NDR) [18,47]. The kinesin
model predicts negative differential mobility for large-enough
pulling forces beyond stalling, i.e., in situations where the
motor walks backwards. Then, by pulling more one gets less,
i.e., the velocity in pulling direction becomes smaller. This
feature might already be visible in the experimental data found
in Refs. [16,17]. Although we do not expect to see NDR for
arbitrarily high pulling forces in real experiments, explicitly
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looking for it in the region for small superstalling forces seems
worthwhile.
E. Model comparison
Direct access to the nontrivial features of physical currents
allows us to compare different models in detail, both qualita-
tively and quantitatively. We start by quantitatively comparing
the results for the six-state model (Fig. 3) with the simpler
four-state model (Fig. 4). Recall that the latter is constructed
following the same physical arguments as the former (cf. the
Appendix for the details). The results plotted in Figs. 5–8 are all
derived from c(d), c(h), and c(d,d) = 2D. In Fig. 9 we plot the
relative deviations of these quantities between the four-state
and the six-state model. Throughout most of the parameter
space, they are only a few percentages. This is remarkable,
because the observables themselves vary over many orders
of magnitude. Note that at the boundaries between different
operation modes [Fig. 5(a)], the first cumulants vanish. Hence,
we have a divergence in the relative errors unless this happens
exactly at the same parameter values in both models.
For the hydrolysis rate c(h) such a divergence is visible in
Fig. 9(b) around (f,μ)  (16,14). In principle, this diver-
gence is present wherever c(h) vanishes in the six-state model.
In practice, however, the curves of zero average hydrolysis rate
c(h) = 0 agree almost perfectly, such that the region where
the divergence has an effect is extremely small. For most
parameters it is hidden due to the finite plotting resolutions
and thus not visible in Fig. 9(b). In contrast, the prediction
of the stalling forces fstall(μ) agrees exactly between the
two models: Figure 9(a) does not exhibit any singularities. In
Ref. [13] we introduced a coarse-graining procedure which
preserves the cycle topology of a model. By construction, the
first cumulants of all currents agree between the original and
the coarse-grained models. Moreover, the relative error in the
diffusion constant is comparable in magnitude to what we see
in Fig. 9(c). These quantitative results emphasize the value
of the cycle perspective introduced in Sec. III D: In order to
construct thermodynamically consistent models, one should
think of the physics of cycles rather than focusing only on
individual transitions.
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FIG. 9. (Color online) Comparison of our four-state model with
the six-state model of Ref. [11]. We show the relative errors
X4/X6 − 1 of the corresponding quantities X4 and X6 calculated in
the four- and six-state models, respectively. Throughout the parameter
range considered, they are almost everywhere well below 15%. Note
that for the average hydrolysis rate the relative error diverges close to
the line c(h) = 0 where the hydrolysis rate in the six-state vanishes.
Remarkably, this is not the case for the average velocity, where the
stalling lines in both models agree exactly.
Finally, we compare the six-state model to a general model
for molecular motors presented in Ref. [48], which was studied
in detail in Ref. [12]. Unlike the six-state model studied so
far, that model features only two states, which correspond
to a strongly and a weakly bound configuration. Multiple
transition between these two configurations are possible and
represent either an active (i.e., accompanied by a chemical
event) or passive displacement along the microtubule. The
cycles of the two models differ both in their topology
and their interpretation. In particular, the two-state model
of Refs. [12,48] has no reference to the “hand-over-hand”
stepping mechanism of the forward cycle of Ref. [11], depicted
in Fig. 2(b). Moreover, the two-state model was fitted to the
experiments of Refs. [14,15], whereas the six-state model used
the experimental data from Ref. [16]
Due to the simple structure of the two-state model, an ana-
lytical parameter-dependent expression of the scaled cumulant
generating function was found in Ref. [12]. Consequently,
analytical expression for the scaled cumulants are known and
can be compared to the results obtained for the six-state model
of Ref. [11], which we used so far. Due to the different nature
of the models, we do not expect their predictions to agree
quantitatively. In particular, this is the case for parameter
values that are far away from values that are realized in
the actual experiments, i.e., for small (or even negative)
chemical potentials μ, or negative values of the pulling force.
However, for experimentally accessible parameters, it makes
sense to look for qualitative agreements in the features of the
two different kinesin models.
Figure 10 shows the normalized mechanical response
Eq. (20) in both models for sensible chemical potential
differences (5 6 μ 6 30) and positive pulling forces. As
expected, the models do not agree quantitatively. In particular,
the stalling lines are at different positions. However, they show
the same qualitative features: the validity of an Einstein FDR
at stalling and the emergence of negative differential mobility
just above stalling. Together with the experimental hints
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FIG. 10. (Color online) Normalized mechanical response Tmech
for the six-state model of Ref. [11] studied in the present work (left)
and the model from Ref. [12] (right). For experimentally sensible
parameters both models predict the same qualitative behavior: The
validity of a nonequilibrium Einstein FDR (dashed green curves) at
stalling (solid white curve) as well as negative differential response
(regions to the right of the dotted blue curve) for superstalling
forces. Other features (like the overall structure and magnitude of
the response) show the same qualitative behavior of the two models.
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from Ref. [16], we consider this agreement as evidence that
negative differential mobility is a generic feature of kinesin—a
prediction that should be studied by future experiments.
V. CONCLUSION
In the present work, we gave an explicit procedure for the
analytical, i.e., fully parameter-dependent, calculation of the
statistics of fluctuating currents in stochastic thermodynamics.
The algorithm applies to any finite and dynamically reversible
Markov model and has been made available as Ref. [26].
We focused on its efficiency in exploring the parameter
space of models for the motor protein kinesin, while the
mathematical background of the algorithm was the subject of
an accompanying paper [10]. In the following we summarize
conceptual and physical insights.
From a conceptual point of view, we find the following
points particularly noteworthy:
(i) Our algorithm is efficient. After obtaining the funda-
mental chord cumulants, Eqs. (10) provide fully parameter-
dependent expressions for averages and time correlations of
arbitrary currents.
(ii) Our algorithm is purely symbolic. Thus it allows
simplification and cancellation of zeros. This prevents floating-
point inaccuracies even in expressions that vary over many
orders of magnitude, cf. Fig. 5(b) or Fig. 7(a).
(iii) Having access to symbolic expressions allows further
(algebraic) manipulation and thus the study of derived expres-
sions, cf. Fig. 5(c) or Fig. 7(b). Taking derivatives with respect
to external parameters is needed to explore response properties,
cf. Eq. (20) and approach (thermodynamic) optimization
problems (e.g., efficiency at maximum power, cf. Sec. IV B).
From a physical perspective, our method allows the sys-
tematic comparison of the predictions made by various kinesin
models, cf. Sec. III. In particular, we gave a detailed account
on (quasi-)tight coupling, efficiency of energy conversion,
diffusion, and mechanical response for a well-known kinesin
model [11] in Secs. IV A–IV D. Moreover, in Sec. IV E we
compared these predictions with other models. Regarding the
modeling of molecular motors, we emphasize the following:
(i) Current statistics correspond to experimentally ob-
servable quantities, like the average motor velocity or its
nonequilibrium diffusion constant. Our systematic approach
thus extends and unifies previous approaches for calculating
these quantities [42–44].
(ii) Thinking of stochastic models in terms of its physical
cycles is useful. It allows model reduction, cf. Sec. IV E and
Ref. [13].
(iii) Independent models predict two interesting nonequi-
librium response properties of kinesin: the validity of a
nonequilibrium fluctuation-dissipation relation at mechanical
stalling and negative differential mobility for superstalling
forces. Both of these predictions lie in realistic parameter
regions and can be tested in future experiments.
Modeling the dynamics of molecular motors as random
transitions on a biochemical network of states is only one
of many appliations of finite Markovian jump processes.
The methods established in the present paper apply to any
other dynamically reversible model and are easily extended
to systems with multiple transitions between states. Thus,
they provide a powerful framework to fully explore the
physical predictions of any model described by stochastic
thermodynamics.
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APPENDIX: TRANSITION RATES OF THE
FOUR-STATE MODEL FOR KINESIN
The parametrization of the kinesin model on four states
(Fig. 4) follows the steps in Ref. [11] for the six-state model
(Fig. 3). Transition rates
wij := κij Cij ij (f )
are obtained as first-order rate constants κij , which are
multiplied by concentration and force-dependent factors. In
accordance with first-order rate kinetics, the chemical factor
reads
Cij :=
{∏
X[X] if compound X is attached,
1 else.
For chemical concentrations which are not too high, the
nondimensional chemical potential difference is given by
μ = ln (Keq [ATP][ADP][P] ), where Keq = 4.9 × 1011μM is the
chemical equilibrium constant for the ATP hydrolysis reaction
happening at kinesin’s active sites. Like in Ref. [11] we
fix [ADP] = [P] = 1μM at physiological values and, conse-
quently, vary the concentration of ATP as
[ATP] = e
μ
49
10−10μM .
The force-dependent factors ij depend on the nondimen-
sionalized pulling force f = LF/(kBT ). They have a different
form for mechanical and chemical transitions:
ij (f ) :=
⎧⎨
⎩
exp (−θf ) , if (i → j ) = (1 → 3)
exp [(1 − θ )f ] , if (i → j ) = (3 → 1),
2
1+exp [χij f ]
, else,
where θ and χij = χji are additional experimental parameters.
For the six-state model the transitions of the forward cycle
F = ζ1 reflect experimental data. We briefly outline how
we use the arguments of Ref. [11] for the parametrization
of the four-state model shown in Fig. 4. First note that
transitions associated to the edges (1 ↔ 3) and (1 ↔ 4) are
also present in the six-state model. We thus use similar
parametrizations. Transition (3 → 4) combines ADP release at
the leading site with hydrolysis (and immediate P release) at
the trailing one. In the six-state model, the same numerical
value of the mechanical parameter χij = 0.15 is used for
both of these transitions. We take this as a motivation for
using χ34 = χ43 = 0.15 in the four-state model. Now the
only undetermined parameters in the forward cycle are the
first-order rate constants κ34 and κ43 . The Hill-Schnakenberg
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TABLE I. Numerical values of the parameters of the four-state model for kinesin. All first-order reaction rates κ are given in units of
s−1 or, if attachment of n chemicals is involved, s−1 μM−n. Values correspond to the experimental data in Ref. [16] as stated in Ref. [11].
The equilibrium constant of the ATP hydrolysis reaction is Keq = 4.9 × 1011μM. The parameter θ = 0.65 enters the mechanical factor of the
transition rates.
Mechanical transition κ13 = 3 × 105 κ31 = 0.24
Chemical transitions κ14 = 100 κ41 = 2.0
(forward cycle) κ43 = 2.52 × 106 κ34 = Keqκ
4
3 κ
1
4 κ
3
1
κ41 κ
1
3
= 49.3
Chemical transitions κ32 = ( κ
3
1
κ13
)
2
κ14 = 6.4 × 10−11 κ23 = κ41 = 2.0
(backward cycle) κ21 = κ43 = 2.52 × 106 κ12 = κ34 = 49.3
Mechanical load χ 34 = χ 43 = χ 12 = χ 21 = 0.15 χ 41 = χ 14 = χ 23 = χ 32 = 0.25
condition σ˚1 = −f + μ for vanishing mechanical driving
f = 0 yields one additional constraint which can be cast into
the expression
κ34κ
4
1κ
1
3
κ43κ
1
4κ
3
1
!= Keq.
Finally, we take κ43 as a fit parameter that we use to adjust our
model to experimental results at the physiological parameter
values: We choose it such that the six-state and four-state
models yield the same average velocity c(d) for f = 0 and
[ATP] = [ADP] = [P] = 1μM.
The parameters of the remaining transitions are obtained
by symmetry. The exception is the first-order constant κ32 ,
associated with ATP release from the leading head. Similarly
to Ref. [11] we adjust it in order to account for the Hill-
Schnakenberg conditions. On the dissipative cycleD = ζ2 this
constraint amounts to σ˚2 = 2μ and yields κ32 = ( κ
3
1
κ13
)
2
κ14 .
At this point, we have determined all the parameters of the
four-state model while ensuring the physical and thermody-
namic consistency with the original six-state model. Fitting
yields κ43 = 2.52 × 106, which proves to be a good choice
globally, cf. Fig. 9. All model parameters are summarized in
Table I.
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6. Stoastic ermodynamics for
General Finite Systems
In the previous chapter I presented a detailed thermodynamic analysis of a specic model system
for molecular motors. We saw that the dierent currents in the system are quasi-tightly coupled
for large parts of the parameter space. Moreover, the system exhibits negative dierential mobility
far from equilibrium. Nonetheless, at mechanical stalling the response of the displacement velocity
agrees with the diusion constant — reproducing a uctuation–dissipation relation, but irrespective
of the chemical current. A natural question is: how do these features come about, and how generic
are they? A subsequent study [1] of my co-author proved that the localization of the mechanical
force within the network of states is sucient for such a uctuation–dissipation relation far from
thermodynamic equilibrium.
Is it possible that these features are also present in open chemical reaction networks, even though
the emergent cycle forces do not act locally on individual transitions? is laer question is still
ongoing research for which I currently do not have a denitive answer. Nonetheless, in the perspec-
tives (chapter 11) I will address some ideas on how to approach this problem, which are inspired by
the results that I will present in chapter 7 .
As regards the generality, it is worthwhile to do a small excursion and revisit the theory developed
in reference [2]. ere, the method to calculate the cumulants relies on analytical expressions for
the characteristic polynomial of the biased generator, so that analytical derivatives with respect to
the biasing eld can be performed with a computer algebra system. However, we realized that it is
possible to perform these derivatives explicitly and for general nite systems, at the cost of a slightly
increased combinatorial complexity of the expressions.
In this chapter, I provide the preprint for an article in preparation explaining our ndings. e main
result is an iterative equation for a generic cumulant that involves combinations of (i) cumulants of
lower order, (ii) hyperbolic functions of cycle forces, as well as (iii) kinetic contributions. erefore,
the major force dependence of the cumulants are hyperbolic functions, and this generic structure
explains some of the features we observed in kinesin. Having access to analytical expressions for
generic cumulants facilitates a general discussion of the dierential response of these cumulants.
We especially recover that locality of the force is a sucient condition for a uctuation–dissipation
relation, and give explicit corrections when this condition is not satised. ese corrections depend
on the system-specic kinetic contributions and still need to be evaluated case-by-case, largely
because these kinetic contributions generally also depend on the forces.
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Based on an informed application of Jacobi’s formula we derive closed expressions for all cumulants
of all antisymmetric obervables of finite Markov processes. This approach provides a fully algebraic
representation of the cumulants that does not involve derivatives. The net forces and activities along
the cycles play a major role in these expressions—but we also identify additional contributions. The
effectiveness of the approach is demonstrated by providing closed expressions for the covariance
matrix and the associated response coefficients for currents at arbitrarily strong driving forces.
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I. INTRODUCTION
Modern experimental techniques permit the observa-
tion and manipulation of systems at mesoscopic scales.
Examples for such mesoscopic systems are bacteria, firing
neurons, chemical pathways, and colloidal suspensions in
external flows. In general, these systems share two uni-
versal features: They behave essentially randomly and
follow (statistically) irreversible dynamics. The stochas-
ticity of their dynamics is usually due to fluctuations in
energy and particle numbers that arise from the coupling
to thermal and chemical reservoirs, respectively. The ir-
reversibility is associated to particle and heat fluxes run-
ning through the system.
Mathematically, the dynamics of such systems are of-
ten described by Markov processes. Modern statistical
physics provides universal sets of tools for their analy-
sis. In particular, the field of stochastic thermodynam-
ics [1] provides a consistent framework for studying ther-
modynamic properties of fluctuating systems under non-
equilibrium conditions.
From the perspective of stochastic thermodynamics,
the most important features of non-equilibrium systems
are the fluxes of energy and matter that the system ex-
changes with its environment through various physical
mechanisms. When a system connects environments with
different values of the intensive quantities, the system
experiences a thermodynamic driving force (eg. a tem-
perature gradient, a difference in chemical potential, an
external field). The product of the thermodynamic force
with its conjugate current (eg. heat, matter, or displace-
ment in the field) gives a distinct contribution to the
system’s dissipation. [2–4] Importantly, the magnitude
of this dissipation is not only determined by the ther-
modynamic parameters describing the environment and
thus the magnitude of the thermodynamic forces, but
also by the kinetic parameters characterizing the sys-
tem. While thermodynamic parameters prescribe the
macroscopic fate of a system in the course of time, ki-
netic parameters indicate how “active” the system is on
the microscopic level. Together they define the average
response of the system to a change of external control
parameters, as well its flucutations, their skewness and
higher-order cumulants.
In this work, we present a framework to study the ef-
fect of arbitrary parameter changes on fluctuation statis-
tics of arbitrary thermodynamic current observables to
arbitrary order. In particular, our results show that re-
sponse exhibits universal thermodynamic features which
are caused by time-antisymmetric parameters and an ad-
ditional, non-universal behaviour caused by kinetic pa-
rameters. Moreover, the kinetic response properties can
still be calculated in a straightforward manner by us-
ing combinatorial procedures (graph permutations). As
such, the necessary calculations can be done either man-
ually or using the combinatorical libraries that are im-
plemented in common tools for scientific computing, be
it symbolic or numeric.
This work is the third part in a series of papers con-
cerned with the statistical properties of the fluctuating
thermodynamic currents of extensive quantities. Here we
provide further insight into the structure of the response
and a framework for efficient calculations. In general
the papers target the response to changes in the physi-
cal parameters that describe a thermodynamically con-
sistent model. In more mathematical terms, we study
the fluctuation spectrum of a current, i.e., the cumulants
associated to the corresponding asymptotic probability
distribution.
For equilibrium systems, various universal results con-
necting fluctuations and the response to a change in ther-
modynamic parameters are known:
• Einstein relations connect the diffusion constant
and mobilities [5, 6].
• Green–Kubo integrals allow for the assessment of
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2non-equilibrium response properties from equilib-
rium correlation functions [7, 8].
• Onsager identies connect the reciprocal responses
of observables to non-conjugate driving parameters.
[9–11].
In general, such relations do not hold for systems out of
equilibrium, although exceptions have been found under
special conditions for stationary non-equilibria [12, 13].
The reason for this is that non-equilibrium steady states
are not universal and depend on kinetic parameters. As
a consequence, fluctuations in non-equilibrium situations
are affected by the excess of activity a system experiences
by a parameter perturbation [14–16].
Our work is structured as follows:
• Section II: We set the stage by revisiting some con-
cepts from Parts I and II of this series. After that,
we give a preview of the main result, where the
properties that have been discussed above become
evident, without the need for technical details.
• Section III: We show how large deviation theory
gives access to the cumulants. In particular, we
focus on the algebraic structure of the coefficients
obtained from the characteristic polynomial of the
skewed transition matrix. The main result is a gen-
eral closed-form recursion relation for cumulants of
arbitrary order based on Laplace’ expansion for de-
terminants.
• Section IV: We use Leibniz’ permutation formula
to explore the important role played by cycles in
the network of states. Together with the anti-
symmetry of physical observables, we identify the
general structure of the non-trivial terms in the re-
cursion relation from Sec III. We then discuss novel
analytic expressions for currents and response out
of equilibrium.
• Section V: We discuss our results and highligh some
connections to previous work on linear response out
of equilibrium.
• Appendices: In Appendix A, we perform explicit
calculations on the simple example system we have
used throughout the series.
In Appendix B, we illustrate the permutation com-
binatorics for a more complex yet illuminating ex-
ample.
II. BASIC CONCEPTS AND MAIN RESULT
A. Markov processes and fluctuating currents
We consider a stochastic process that can take N states
v ∈ {1, . . . , N}. The process is characterized by the prob-
ability pi(t) to find the system in state i at time t. The
stochastic process is a Markov process if the evolution
of pi(t) solely depends on the present state. There is
no memory of the past evolution. The time evolution of
pi(t) can then be formulated in terms of the transition
rates wij . The rates describe how frequently a realization
of the stochastic process jumps from state i to state j,
p˙i(t) =
N∑
j=1
j 6=i
(pj(t)w
j
i − pi(t)wij) =
N∑
j=1
pj(t)w
j
i (1a)
with the negative escape rates
wii = −
N∑
j=1
j 6=i
wij . (1b)
Introducing the vector p(t) with components pi(t) and
the N ×N matrix W with entries wij this equation takes
the vector form
p˙(t) = W p(t) . (1c)
In the following we consider only Markov processes where
the rates wij , and hence also the matrix W, do not de-
pend on time. Moreover, whenever the transition from
state i to state j is admissible, so must be the transition
from j to i. Formally, this “dynamic reversibility” [17]
amounts to the requirement wij 6= 0 ⇔ wji 6= 0 for all
i, j ∈ {1, . . . , N}.
The set of states v ∈ {1, 2, . . . N} can be viewed as
the vertices of a graph , where vertices are connected by
edges whenever we find a non-vanishing transition rate
between the states. The number of such bidirectional
edges is denoted byM . We further assume that the graph
is connected.
Time-independence together with the fact that the net-
work is connected and dynamically reversible, implies er-
godicity and the existence of a unique steady state [18].
An observable ψ associates the amount ψij of change
of an extensive quantity to each transition from state i
to j. The total change of the extensive quantity ψ is
a fluctuating time-integrated current, which amounts to
the sum of the increments along the trajectory. For a
trajectory that starts in a state v0 and evolves for a time
T with τ transitions vj−1 → vj , j = 1, . . . , τ , we have
Ψ(T ) =
τ∑
j=1
ψj−1j .
B. Spanning trees and fundamental cycles
A spanning tree for a connected graph with N vertices
is a subgraph that connects all vertices by N − 1 edges.
Once a spanning tree is chosen, this leaves B = M−N+1
edges of the graph which are called chords. They will be
labeled by Greek letters α, β,. . . . For each chord ηα
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the spanning tree creates a circuit. Orienting this circuit
along the direction of ηα creates the associated directed
fundamental cycle ζα.
The fundamental cycles ζα form a vector basis for all
cycles of the graph. The details of the algebraic and topo-
logical properties have been dicussed extensively in [19].
Due to this vector space structure, in what follows we
often encounter tuples with B elements that are indexed
by α. For briefness of notation we will write B-tuples as
vectors and define the scalar product
a · b =
B∑
α=1
aαbα.
C. Fundamental currents and their cumulants
The fundamental currents Φα integrate the number of
steps along the chords ηα. Their asymptotic fluctuations
are uniquely determined by the scaled cumulant gener-
ating function
λ∗(q) = lim
T→∞
1
T
ln 〈exp(q ·Φ)〉 .
Its derivatives at q = 0 are the scaled cumulants. A
cumulant of order n involves n such derivatives.
For a general nth cumulant we write
C(α1, . . . , αn) = ∂
∂qαn
. . .
∂
∂qα1
λ∗(q)
∣∣∣∣
q=0
(2a)
where each αi, i = 1, . . . , n corresponds to one of the fun-
damental observables defined on the chords. For a finite
Markov process the SCGF is differentiable such that the
order of applying the derivatives does not matter. There-
fore, a cumulant can uniquely be characterized by the
multi-index n = (n1, . . . , nB) with n = |n| :=
∑B
α=1 nα
that specifies how many derivatives nα are taken with
respect to the entry qα of q. In multi-index notation
Eq. (2a) takes the more compact form
Cn = ∂nq λ∗(q)
∣∣
q=0
= λ
(n)
∗ (0) . (2b)
In Wachtel et al. [19] we showed that the long-time
statistics of a current observable Ψ is equivalent to that
of a linear combination of the fundamental currents,
Ψ 
B∑
α=1
◦
ψαΦα =
◦
ψ ·Φ ,
where
◦
ψ = (
◦
ψα)α is a B-tuple with entries that give the
circulation of the observable ψ around the fundamental
cycle ζα. More precicely, because of the multi-linearity
of the cumulants [20], a general nth cumulant of Ψ reads
B∑
α1=1
◦
ψα1
B∑
α2=1
◦
ψα2 · · ·
B∑
αn=1
◦
ψαnc(α1, . . . , αn),
and is thus fully determined by the nth fundamental cu-
mulants. More generally, this result holds for joint cu-
mulants of several current observables.
D. Nonequilibrium driving forces
A system reaches equilibrium if the stationary state
obeys detailed balance. Then, no currents flow in the
stationary state. This condition can be made explicit by
defining the fundamental forces
Fα = ln
∏
(i→j)∈ζα w
i
j∏
(i→j)∈ζα w
j
i
=
∑
(i→j)∈ζα
ln
wij
wji
, (3)
as the logarithm of the ratio of the transfer probabilities
of traversing the fundamental cycles α in forward and
backward direction, respectively. Then, the Kolmogorov
cycle criterion guarantees that F = 0 is a necessary and
sufficient condition for detailed balance and thus equilib-
rium. In thermodynamically consistent models, the fun-
damental forces Fα are linear combinations of physical
thermodynamic parameters [4, 21].
E. Preview: Main result of this work
Now we have all the pre-requisites in place to present
a first glance at the main result of this work: we express
the nth cumulant as combinations of cumulants of lower
order as well as terms that all have the form∑
χ∈Zmk
Gχkχ
mhypn(
χ · F
2
).
The different notations will be introduced in detail below.
At this point, we give only an overview.
The first sum is over B-tupels χ. They are indicator
functions of sets of disjoint cycles
{
ζi
}
i
, where none of
the ζi have a vertex (and thus also no edge) in common.
The corresponding χ = (χα)α is defined as the vector
with the elements
χα
[{
ζi
}
i
]
=

1 ∃i : ηα ∈ ζi,
−1 ∃i : −ηα ∈ ζi,
0 else.
(4)
These χ are the elements of a set Zmk , where the multi-
index m and the integer k prescribe additional topolog-
ical constraints that must be satisfied by the χ. For
simple graphs, most of the sets Zmk are empty.
The symbol χm ∈ {−1, 0, 1} denotes the product of
the entries of χ according to the multi-index m:
χm :=
B∏
α=1
(χα)
mα , (5)
where it is understood that 00 = 1.
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4The function hypn denotes the hyperbolic sine (for n
odd) or cosine (for n even). Its argument is one half of the
fundamental forces F associated to the entries of χ. This
term contains the major dependence of the cumulants on
thermodynamic parameters.
Finally, there are the coefficients Gχk . They are ki-
netic parameters formed by combinations of the transi-
tion rates. In particular, the terms appearing in Gχk are
formed by the rate products of bi-directional edges wijw
j
i
and escape rates wii. As such, they encode aspects of the
system’s time-symmetric activity [22].
III. CUMULANTS AND LARGE DEVIATION
THEORY
The scaled cumulant-generating fucniton and thus the
scaled cumulants are accessible using large deviation the-
ory [23, 24]. More precisely, the SCGF is the leading
eigenvalue λ∗(q) of the skewed transition matrix for the
chords
Wˆ(q) = (wˆij : i, j = 1, . . . , N) (6a)
with wˆij =

wij exp(+qα) if i→ j = ηα ,
wij exp(−qα) if j → i = ηα ,
wij if i→ j ∈ spanning tree.
(6b)
Its characteristic polynomial takes the form
P (λ, q) = det(λ 1N − Wˆ(q)) =
N∑
k=0
ak(q) λ
k (7)
where 1N is the N ×N identity matrix.
A. Properties of the ak(q)
A standard result in (multi)linear algebra is that
the coefficients ak(q) of the characteristic polynomial,
Eq. (7), are sums of determinants of appropriately cho-
sen submatrices of Wˆ, or principal minors,
ak(q) = (−1)N−k
∑
L⊆{1,...,N}
|L|=k
det Wˆ[L] . (8)
In this work we express these principal minors as deter-
minants of matrices with the same dimension1 but with
1 The more common approach is to remove the columns and rows
associated to the vertices in L, leading to a matrix of dimension
(N − k) × (N − k). However, since we only reduce columns
and rows symmetrically, the determinant in the end takes the
same value. In our setting, the proposed notation facilitates the
bookkeeping of multiple reductions since we use the same index
set {1, . . . , N} for all stages of reduction.
modified entries. For a subset L ⊆ {1, . . . , N} of states
the matrix Wˆ[L] has the same elements as Wˆ up to the
following changes: the elements wll for l ∈ L are set to
one, all other elements in the columns and the rows as-
sociated to states in L are set to zero,
Wˆ[L] =
(
wˆij [L] : i, j = 1, . . . , N
)
with (9a)
wˆij [L] =
 wˆ
i
j if i 6∈ L and j 6∈ L ,
1 if i = j ∈ L ,
0 else .
(9b)
We say that in Wˆ[L] the columns and rows of the matrix
Wˆ associated to the states in L have been reduced.
Equation (8) gives rise to the following general prop-
erties of the coefficients ak(q) of the characteristic poly-
nomial.
• Up to alternating signs the expressions ak amount
to the sum of all subdeterminants that arise when
reducing k rows and the corresponding columns,
Eq. (8). Hence, the leading-order coefficient, aN ,
always takes the value of 1, the subleading-order
coefficient, aN−1, amounts to the negative trace of
W, and a0 = (−1)N det Wˆ.
• The leading-order coefficients do not depend on q.
In general one can show that the coefficients aj with
j ∈ {N + 1− `α, . . . , N} do not depend on qα when
the fundamental cycle associated to α is of length
`α. By construction `α > 2 for all cycles. Hence,
the three coefficients, aN , aN−1, and aN−2 can not
depend on q.
• The coefficients of the characteristic polynomial are
invariant under the transformation qα → −qα−Fα
for all chords α. The symmetry follows by observ-
ing that changing the sign of q swaps the role of
the forward and the backward direction of the as-
sociated fundamental cycle, and that the rates as-
sociated to the cycle are swapped by the factors
exp(±F ) [25].
• Owing to conservation of probability, Eq. (1b), the
coefficient a0 vanishes for q = 0. As a consequence
the characteristic polynomial is solved by λ∗(q =
0) = 0. This root has multiplicity one and all other
roots have a negative real part because the Markov
process has a unique steady state.
The continuation of this root to values q 6= 0 is the
scaled cumulant-generating fuction λ∗(q). Consequently,
the derivatives of the SCGF at q = 0 can be deter-
mined via the implicit function theorem Wachtel et al.
[19], Bruderer et al. [26]. In the next two sections we
revisit this earlier derivation in order to show how the
derivatives in Eq. (2) can be worked out explicitly. To
this end, we write derivatives and cumulants in terms of
the multi-index n = (n1, . . . , nB) that was introduced
in Eq. (2b), a
(n)
k (q) = ∂
n
q ak(q). We furthermore denote
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5Cn as J n, Vn, and Sn when we wish to indicate that
the order of the cumulant is |n| = 1, |n| = 2, |n| = 3,
respectively.
B. A Recursion Relation for the Cumulants
In this section we provide a recursion relation for all
cumulants, as well as special cases with explicit expres-
sions for the first three cumulants:
The cycle current: amounts to the first cumulant,
C(α) = Jα = − ∂qαa0(q)|q=0 /a1(0). This will be
shown in Eq. (10a).
The covariance: of the fundamental currents on the cy-
cles α and β is provided by the second cumulant
C(α, β) = Vαβ . Its diagonal elements provide the
respective diffusivities 2Dα = Vαα. In Eq. (10b)
we will show that it is a function of Jα, Jβ and
∂qα qβa0(q), ∂qαa1(q), ∂qβa1(q), and a2 that all
must be evaluated at q = 0.
The skewness: is provided by the third cumulant,
C(α, β, γ) = Sαβγ . For conciseness we write again
Sα = Sααα. In statistics one commonly normalizes
this function with the variance, Sα/V3/2α , to char-
acterize how strongly a distribution is skewed. In
Eq. (10c) we show how Sαβγ is related to currents
and covariances that have been derived earlier, as
well as the third derivative of a0, second deriva-
tives of a1, first derivatives of a2 and on a3—all
evaluated at q = 0.
The general recursion relation for the cumulants is pro-
vided in Eq. (10d). When all derivatives are taken with
respect to the same qα a further simplification can be
achieved based on Faa` di Bruno’s formula. The resulting
expression for the nth cumulant is provided in Eq. (11).
1. First cumulant J n
For the first cumulant we have |n| = 1, i. e. nl = 1
for only one particular value of l. In that case the first
derivative of P (λ∗(q), q) only has two terms that do not
vanish when evaluating the derivative of P for q = 0 and
λ = 0,
0 = ∂nq P (λ∗(q), q)
∣∣
q=0
= ∂qαlP (λ∗(q), q)
∣∣∣
q=0
=
[
∂qαla0(q) + a1(0) ∂qαlλ∗(q)
]
q=0
= ∂qαla0(q)
∣∣∣
q=0
+ a1(0) Jαl .
Rearranging terms we find
J n = C(αl) =
∂qαla0(q)
∣∣∣
q=0
−a1(0) = −
a
(n)
0 (0)
a1(0)
. (10a)
2. Second cumulant Vn
In order to take the second derivative, |n| = 2, of the
characteristic polynomial we note that the derivatives of
the terms akλ
k
∗ for k > 2 vanish because λ∗(q = 0) = 0.
Employing the multi-index form of the product rule of
calculus and exploiting the fact that we can decompose
the second derivative with respect to the multi-index n
into a sum of multi-indices (m,n−m), we find
0 = ∂nq P (λ∗(q), q)
∣∣
q=0
= a
(n)
0 (0) +
∑
0≤m≤n
(
n
m
)
a
(n−m)
1 (0) Cm + a2(0)
∑
0≤m≤n
(
n
m
)
Cm Cn−m
= a
(n)
0 (0) + a1(0) Vn +
∑
0≤m≤n
|m|=1
(
n
m
)
a
(n−m)
1 (0) Jm + a2(0)
∑
0≤m≤n
|m|=1
(
n
m
)
Jm J n−m .
These expressions involve component-wise comparison
and binomial factors for multi-indices: For two vectors
n = (n1, . . . , nB) and m = (m1, . . . ,mB) the expressions
m ≤ n means that each component of m is smaller than
or equal to the corresponding component of n, mα ≤ nα
for each α ∈ {1, . . . , B}. The binomial factors take the
common form
(
n
m
)
= n!/[m! (n−m)!]; except that they
involve now the multi-index generalization of the facto-
rial, n! =
∏B
α=1 nα!. Moreover, in this calculation it is
understood that C0 = λ∗(q = 0) = 0, and in the third
equality the ranges of the sums have been adjusted ac-
cordingly.
An expression for Vn is found by rearranging this ex-
pression and explicitly working out the non-zero contri-
butions to the sums: In any case we have m! = 1 and
(n −m)! = 1. Let us introduce now m1 and m2 with
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6|m1| = |m2| = 1 and m1 +m2 = n. If m1 6= m2 then
n! = 1! 1! = 1 and the summation index m can take the
values m1 and m2. In contrast, when m1 = m2 then
n! = 2! = 2 and the summation index m can only take
the value m1. Hence, we find
Vn = −1
a1(0)
[
a
(n)
0 (0) + a
(m1)
1 (0) Jm2 + a(m2)1 (0) Jm1 + 2 a2(0) Jm1 Jm2
]
m1+m2=n
|m1|=|m2|=1
. (10b)
3. Third cumulant Sn
The third derivative of P amounts to the derivative with respect to a multi-index n with |n| = 3. It involves the
multinomial generalization of the Leibniz formula for products of three and more factors.
0 = ∂nq P (λ∗(q), q)
∣∣
q=0
= a
(n)
0 (0) + a1(0) Sn +
∑
0≤m≤n
0<|m|<|n|
(
n
m
)
a
(n−m)
1 (0) Cm +
∑
0≤m0,m1,m2≤n
m0+m1+m2=n
|m1|,|m2|>0
n!
m0!m1!m2!
a
(m0)
2 (0) Cm1 Cm2
+ a3(0)
∑
0≤m1,m2,m3≤n
m1+m2+m3=n
|m1|,|m2|,|m3|=1
n!
m1!m2!m3!
Jm1 Jm2 Jm3
This provides the n-skewness as a sum of terms that involve all possibilities to combine an m0 derivative of the
coefficient ak with k cumulants such that m0 and the derivatives involved in the definitions of the cumulants add up
to n,
Sn = −1
a1(0)
a(n)0 (0) + ∑
0≤m≤n
|m|=1
n!
(n−m)!
(
a
(n−m)
1 (0) Jm + a(m)1 (0) Vn−m
)
+ n!
∑
0≤m0,m1,m2≤n
m0+m1+m2=n
|m0|,|m1|,|m2|=1
a
(m0)
2 (0) Jm1 Jm2 +
∑
0≤m≤n
|m|=2
n!
m!
a2(0) J n−m Vm
+ 6 a3(0) (Jm1 Jm2 Jm3) m1+m2+m3=n
|m1|,|m2|,|m3|=1
]
. (10c)
The reason that the a3-contribution in this expression always involves a factor 3! = 6 can be found by explicitly
working out the situation for different choices of the vector n with |n| = 3, in immediate generalization of the
argument provided to derive the factor 2 in the a2-contribution of Eq. (10b). Alternatively, one observes that this
contribution to Sn results from the term a3 λ3 of the characteristic polynomial and that a factor 3! emerges when the
three derivatives successively act on the factors λ3, λ2 and λ.
C. The general Recursion relation for Cn
The derivation of the skewness generalizes in a straightforward manner to a general expression for the cumulant,
Cn, of order |n| = n,
Cn = −1
a1(0)
a(n)0 (0) +
∑
0≤m≤n
0<|m|<|n|
(
n
m
)
a
(n−m)
1 (0) Cm + n!
min(n,N)∑
k=2
∑
0≤m0,...,mk≤n
m0+···+mk=n
|m1|,...,|mk|>0
a
(m0)
k (0)
m0!
k∏
l=1
Cml
ml!
 . (10d)
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7In general, the terms in this expression cannot further be
simplified — except for the following observations:
1. When the shortest cycle that is selected by one of
the chords is of length ` ≥ 3, then the coefficients,
ak(q), do not depend on q for k ≥ N − `. Conse-
quently, one may then demand that m0 = 0 in the
second sum.
2. Moreover, the same product of cumulants appears
k! times in the sum when ml, l = 1, . . . , k are all
different. At expense of slightly more involved com-
binatorics the number of terms involved in the re-
cursion can then further be reduced.
3. The result for the special case of the nth cumulant
Cn(αs) = ∂nλ∗(q)/∂nqαs |q=0, where all derivatives
are taken with respect to the same chord, αs, is
analogous to the collection of terms in the deriva-
tion of Faa` di Bruno’s formula for the nth deriva-
tive of a composition of functions [27, 28]. After all,
λk∗(q) is the composition of λ∗(q) with f(x) = x
k.
One thus finds
Cn = − 1
a1
a(n)0 (0) +
n−1∑
m=1
(
n
m
)
a
(n−m)
1 (0) Cm + n!
min(n,N)∑
k=2
k!
n∑
m=1
a
(n−m)
k (0)
(n−m)!
∑
l1,...,ln
n=l1+2l2+···+nln
k=l1+···+ln
n∏
i=1
1
li!
(Ci
i!
)li
 (11)
In Eq. (11) it is understood that all derivatives are taken
with respect to the same chord. The constraint on n
in the last sum guarantees that there are n derivatives.
The condition on k states that the term involves k factors
with derivatives of λ, i. e. it is a term that originates as a
derivative of the akλ
k term of the characteristic polyno-
mial. Eqs. (10) and (11) provide a recursion relation for
the cumulants. They involve only cumulants of smaller
order and the derivatives a
(m)
k (q) for k+ |m| = |n|, eval-
uated at q = 0.
D. Summary
Equations (10) provide compact expressions for the cu-
mulants that involve only the coefficients ak(q) and their
derivatives. In the next section we provide a cycle expan-
sion for the coefficients ak(q). It provides a very effective
approach to calculate the derivatives a
(m)
k (q).
IV. CYCLE EXPANSION OF THE
CUMULANTS
In the present section, we demonstrate how the coeffi-
cients ak(q) are expressed in terms of (sets of) cycles ζ
characterized by some B-tuples χ. We will observe that
cycles and associated thermodynamic forces F appear
as the argument of a hyperbolic cosine, whereas non-
universal dependencies are summarized in kinetic fac-
tors G. Specifically, we show that the coefficients ak(q)
can be written as
ak(q) = (−1)N−k
G∅k
2
+
∑
χ∈Zk
Gχk cosh
(
χ·
(
q+
F
2
)) .
(12)
Here Zk is (up to a symmetry) a representation of the
set of distinct sets of non-intersecting directed cycles, ζ,
that do not involve at least k states. Because all cycles
on a graph form a vector space [19, 25, 29], the entries
of the vector χ provide a unique characterization of the
directed cycles ζ.
Further, Gχk are factors that depend on symmetric
products wij w
j
i of rates and on the diagonal entries of the
(skewed) transition matrix Wˆ, cf. Eq. (6). Hence, they
do not depend on q. Their explicit form will be provided
below in Eq. (15b). Taking derivatives with respect to q
is straightforward starting from Eq. (12). No knowledge
on the skewed transition matrix is needed to evaluate
the expressions, and derivatives where one of the compo-
nents of n takes a value larger than one —i. e. |n| does
not agree with the number of non-zero components of
n— are obtained by trivial changes from the case where
the non-zero components all take the value of one. In
this section we first derive Eq. (12). Subsequently, we
use it to provide a cycle expansion for the cumulants.
A. Cycle expansion of ak(q)
We derive Eq. (12) based on the expansion, Eq. (8), of
ak(q) in terms of det Wˆ[L], and on the Leibniz formula.
The Leibniz formula expresses the determinant detA of
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8an N × N matrix A in terms of sums of products of its
components aij ,
detA =
∑
pi
sign(pi)
N∏
i=1
aipi(i) . (13)
The sum runs over all permutations pi of the tuple
(1, . . . , N), i. e. bijective maps on the set {1, . . . , N}. The
signature sign(pi) of the permutation pi takes the value +1
(−1) if the permutation results from an even (odd) num-
ber of neighboring transpositions of the tuple (1, . . . , N).
When evaluating det Wˆ[L], the product in Eq. (13) in-
volves
∏N
i=1 wˆ
i
pi(i)[L]. This product vanishes unless all
states specified in L reside on fixed points (cf. Eq. (9)),
and unless all transition (i→ pi(i)) are admissible in the
dynamics. In the following we therefore restrict the sum
to the set PL of permutations that involve only admissi-
ble transitions and keep all states in L fixed. In this case
det Wˆ[L] =
∑
pi∈PL
sign(pi)
∏
i/∈L
wˆipi(i) . (14a)
Every permutation pi can be decomposed into cycles,
transpositions and fixed points such that each state is
either assigned to a cycle in the graph, a transposition
along a bi-directional edge of the graph or a fixed point.
The state i is assigned to a fixed point if pi(i) = i, and
the state i is assigned to a transposition (i, j), i 6= j if
pi(i) = j and pi(j) = i. Otherwise, it is part of a cycle.
Let νLpi be the set of fixed points of pi, except for those
already specified in L. Moreover, let εpi be the set of
(directed) edges selected by pi, and ζpi be the set of cycles
selected by pi. Because all cycles are uniquely defined
by a set of fundamental cycles, we can encode any set of
directed cycles ζpi uniquely with reference to the chords
that serve as our basis. To that end we define the B-tuple
χpi as a directed cycle indicator function that encodes
how the cycles in ζpi traverse the chords α = (i, j):
χpi(α) =

+1 if (i, j) is part of a cycle in pi,
−1 if (j, i) is part of a cycle in pi,
0 else.
(14b)
Conversely, every (set of) cycles ζ is uniquely determined
by a mapping ζ = ζ(χ) where χ is a B-tuple interpreted
as a directed cycle-indicator function. Henceforth, we
make use of this mapping between sets of cycles and B-
tuples to obtain a more concise notation.
With these notations we can explicitly write out the q
dependence of det Wˆ[L],∏
i/∈L
wˆipi(i) =
∏
m∈νLpi
wˆmm ×
∏
(i→j)∈εpi
wˆij wˆ
j
i ×
∏
(i→j)∈ζpi
wˆij
=
∏
m∈νLpi
wmm ×
∏
(i→j)∈εpi
wijw
j
i × eχpi·q
∏
(i→j)∈ζpi
wij
By construction of the skewed transition matrix the di-
agonal elements wˆii of the skewed transition matrix Wˆ
do not depend on q, the factors involving q cancel for
transpositions, and they have been written out explicitly
in the exponential factors for the longer cycles.
We can further simplify the third factor by using the
definition of the driving forces Eq. (3):
eχ·q
∏
(i→j)∈ζ
wij = e
χ·(q+F /2)
√ ∏
(i→j)∈ζ
wij w
j
i (14c)
This expression holds for any set of directed cycles ζ =
ζ(χpi). Notice that it is symmetric with respect to re-
versing the arbitrary definition of the chord orientation.
After all, if the direction of one chord is reversed, the
corresponding component in each of the three vectors χ,
q, and F changes its sign, while the term in the square
root is invariant.
Now, we insert Eq. (14a) into Eq. (8) and evaluate the
resulting double sum. It involves all partitions of the N
states such that k states, denoted by L, are left aside and
the others are divided into fixed points, ν, transpositions,
ε, and cycles, ζ. In order to effectively evaluate the sum
we factor out common terms and perform the summation
in different order. To this end we introduce the following
sets (cf. Fig. 3 in Appendix B for a non-trivial worked
example)
Zk. The set of indicator functions χ that specify the
sets ζ = ζ(χ) of non-intersecting cycles that never
visit at least k states and are oriented in such a way
that the first non-vanishing entry of χ takes the
value 1. This set does not contain the empty set,
ζ = ∅, which is treated separately. See Appendix B
for a worked example.
Eχk . The set of sets ε of non-overlapping transpositions
along directed edges that neither involve any state
visited by the cycles in ζ(χ) nor at least k other
states. To the very least this set contains the empty
set, ε = ∅.
Fεχk . The set of sets ν of points that neither involve any
state visited by the cycles in ζ(χ), nor are part of
any transpositions in ε, nor involve k other states.
This set may contain the empty set, but it need
not.
The definition of the set Zk specifies a constraint on
the direction of the cycles. Notice that without this con-
straint, χ ∈ Zk would imply that also −χ ∈ Zk, where
−χ contains the directed cycles ζ(χ) with their orien-
tations reversed. With the constraint present, only one
representant of the conjugate pair appears in χ ∈ Zk.
Now observe that the sum Eq. (14a) includes all per-
mutations: In particular, for a permutation with cycles
ζpi with cycle-indicator χpi, there is exactly one other
permutation pi∗ that contains the same fixed points and
transpositions, but all the cycles in reversed orientation,
i. e. νLpi = ν
L
pi∗ , εpi = εpi∗ but has χpi = −χpi∗ .
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cycles will constitute a summand that only differs by
the sign of the argument of the exponential function in
Eq. (14c). They have the same sign, because the sign
of a permutation pi is determined only by the number
of transpositions and is thus independent of the orienta-
tion of its cyclic parts. Thus, the two exponential func-
tions appearing for pi and pi∗ can be summarized as a
hyperbolic cosine. Altogether, we thus obtain the cycle
expansion anticipated in Eq. (12), where each summand
appearing in the sum
∑
χ∈Zk originates from a pair of
conjugate exponential factors given by Eq. (14c):
ak(q) = (−1)N−k
∑
L⊆{1,...,N}
|L|=k
∑
pi∈PL
sign(pi) eχpi·(q+F /2)
√ ∏
(i→j)∈ζpi
wij w
j
i
 ∏
(i→j)∈εpi
wijw
j
i
  ∏
m∈νLpi
wmm

= (−1)N−k
G∅k
2
+
∑
χ∈Zk
Gχk cosh
(
χ ·
(
q +
F
2
)) , (15a)
with Gχk = 2 sign(ζ(χ))
√ ∏
(i→j)∈ζ(χ)
wij w
j
i
∑
ε∈Eχk
sign(ε)
 ∏
(i→j)∈ε
wij w
j
i
 ∑
ν∈Fεχk
∏
m∈ν
wmm
 . (15b)
Note that the factor of 2 in the definition of the hyper-
bolic cosine is absorbed into the definition of Gχk . Evalu-
ation then proceeds by first selecting cycles, then trans-
positions and finally fixed points such that k states are
left aside. Then the products of the rates are evaluated
and combined.
B. The derivatives a
(n)
k (q)
The first derivative of Eq. (15) with respect to a com-
ponent qα of q is
∂ak(q)
∂qα
=
∑
χ∈Zk(α)
Gχk χ(α) sinh
(
χ ·
(
q +
F
2
))
. (16)
The derivative introduces a factor χ(α) in the sum, and
it turns the hyperbolic cosine into a sine. We may then
restrict the sum to summands where χ(α) 6= 0, i. e. re-
quire that ζ must traverse through α. The accordingly
restricted set will be denoted as Zk(α).
Further derivatives swap sinh to cosh and vice versa.
This is accounted for by introducing
hypn(x) =
{
sinh(x) for n odd,
cosh(x) for n even.
(17a)
Moreover, the inner derivative of hypn(χ · (q + F /2))
generates a product of components of χ. For the nth
derivative the overall factor is the product of the element-
wise power
χn =
B∏
α=1
(χ(α))nα . (17b)
Here nα are the components of n and it is understood
that 00 = 1.
The resulting cycle expansion should only involve cy-
cles ζ where χ(α) 6= 0 for all α with nα > 0. Only those
sets of cycles ζ contribute where ζ traverses through all
chords where n has non-vanishing entries. The set of
these cycles is denoted as Znk ⊆ Zk. Hence, we obtain
the cycle expansion of the nth derivative of ak(q),
a
(n)
k (0) = (−1)N−k
∑
χ∈Znk
Gχk χ
n hyp|n|
(
χ·F
2
)
(18)
with Gχk as defined in Eq. (15b). In the remainder of this
section we provide the resulting cycle expansions for the
cumulants.
C. Cycle expansion of currents
We provide the cycle expansions for the cumulants,
Eqs. (10), with the understanding that a
(n)
k (q) is evalu-
ated for q = 0. In the following we hence suppress the
argument of this function.
Inserting Eq. (16) into Eq. (10a) expresses the currents
in terms of the forces F
Jα = (−1)
N+1
a1
∑
χ∈Z0(α)
Gχ0 χ(α) sinh
χ · F
2
. (19)
Here, χ · F is the net force acting along the cycle(s in)
ζ(χ). By construction, χ · F always involves the sum-
mand Fα (and thus χ(α) ∈ {−1,+1}. Note, however,
that the scalar product χ · F involves additional funda-
mental forces Fβ when ζ also passes through other chords
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ηβ . Typically Z0(α) does not involve many terms and
the cycles substantially reduce the amount of terms con-
tributing to Gζ0. The terms G
∅
0, which contribute the
major part of the permutations (cf. the example in the
appendix) need not be calculated. The main computa-
tional effort is therefore spent on evaluating a1.
D. Cycle expansion of covariances
The expression (10b) for the covariance provides the
cycle expansion
Vn = (−1)
N+1
a1
[ ∑
χ∈Zn0
Gχ0 χ
n cosh
χ · F
2
− Jm1
∑
χ∈Zm21
Gχ1 χ
m2 sinh
χ · F
2
− Jm2
∑
χ∈Zm11
Gχ1 χ
m1 sinh
χ · F
2
+ 2a2 Jm1 Jm2
]
m1+m2=n
|m1|=|m2|=1
. (20a)
It involves the hitherto unknown factors Gχ1 and a2.
The former only differ from Gχ0 by the further restriction
of the set of admissible cycles ζ and chords ε, and a dif-
ferent choice of the sets Fεχ1 in the inner sum of Eq. (15b).
Without substantial additional effort they can be evalu-
ated together with Gχ0 .
E. Cycle expansion of higher-order cumulants
The main findings for the second cumulants, Eq. (20a),
carry over to higher order. When evaluating the skew-
ness, Eq. (10c), there are the factors Gχ2 and a3 appearing
that have not been determined before,
Sn = (−1)
N+1
a1
 ∑
χ∈Zn0
Gχ0 χ
n sinh
χ · F
2
−
∑
0≤m≤n
|m|=1
n!
(n−m)!
Jm ∑
χ∈Zn−m1
Gχ1 χ
n−m cosh
χ · F
2
+ Vn−m
∑
χ∈Zm1
Gχ1 χ
m sinh
χ · F
2

+ n!
∑
0≤m0,m1,m2≤n
m0+m1+m2=n
|m0|=|m1|=|m2|=1
Jm1 Jm2
∑
χ∈Zm02
Gζ2 χ
m0 sinh
χ · F
2
+
∑
0≤m≤n
|m|=2
n!
m!
a2 J n−m Vm
+ 6 a3 (Jm1 Jm2 Jm3) m1+m2+m3=n
|m1|=|m2|=|m3|=1
]
. (20b)
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In general, on the n = |n|th level of the recursion one must determine an and the factors Gχn−1,
Cn = (−1)
N+1
a1
 ∑
χ∈Zn0
Gχ0 χ
n hyp|n|
χ · F
2
−
∑
0≤m≤n
0<|m|<|n|
(
n
m
)
Cn−m
∑
χ∈Zm1
Gχ1 χ
m hyp|n|
χ · F
2
+n!
min(n,N)∑
k=2
(−1)k
∑
m0,m1,...,mk
m0+···+mk=n
|m1|,...,|mk|>0
(
k∏
i=1
Cmi
mi!
) ∑
χ∈Zm0k
Gχk χ
m0
m0!
hyp|n|
χ · F
2
 . (20c)
The equations (20) are the central result of this work.
We will discuss their implications in the following section.
Let us here comment on the combinatorial complexity of
the general recursion relation, Eq. (20c). The right hand
side appears to involve a lot of terms and suffer from
combinatorial explosion in complexity. However, there
are additional restricitons hidden in the definition in the
objects appearing here which in fact ensure that a lot
of terms vanish. Note especially that n is always smaller
than N and furthermore Zmk must be the empty set when|m| ≥ N − k − 3.
V. DISCUSSION
The cycle expansions (20) reduce the calculation of cu-
mulants to the combinatorical problem of efficiently run-
ning through cycle decompositions of the graph defining
the Markov process—rather than involving the algebraic
computation of determinants and taking their deriva-
tives, as presented in Wachtel et al. [19]. Moreover, it
is remarkable that they explicitly provide a substantial
part of the dependence of the cumulants on the thermo-
dynamic driving forces F .
Thermodynamic consistency specifies how the thermo-
dynamic forces are connected to the physical intensive
variables that characterize the environment. In constrst,
the factorsGχk depend on both the intensive variables and
other system-dependent parameters. In order to discuss
the general aspects of response, we thus need to invoke
concrete parametrizations of the rates. However, we can
already discuss general insights that can be achieved that
do not depend on the choice of parametrization.
A. Stalling forces, ratios of currents and the
randomness parameter
Equation (19) provides an extremely efficient way to
predict experimentally observable quantities without the
need to evaluate all the coefficients. After all, the factor
a1 cancels out when calculating these quantities.
First, note that the ratio of the currents Jα and Jβ
amounts to
Jα
Jβ =
a
(α)
0
a
(β)
0
=
∑
χ∈Z0(α)
Gχ0 χ(α) sinh
χ · F
2∑
χ∈Z0(β)
Gχ0 χ(β) sinh
χ · F
2
. (21)
Second, the stalling condition for a single chord cur-
rent, Jα = 0, can be achieved by solving the implicit
equation
0 =
∑
χ∈Z0(α)
Gχ0 χ(α) sinh
χ · F
2
. (22)
Its solution is a set of force values known as stalling
forces.
To leading order in the strength of the current Jα,
the factors Gχ0 also provide the force dependence of the
randomness parameter (also called Fano factor), i. e. the
ratio of the diffusivity and the associated current. After
all, according to Eqs. (10b) and (20a)
Vα
Jα =
a
(αα)
0
a
(α)
0
− 2 a
(α)
1
a1
− 2 a2
a1
Jα (23a)
=
∑
χ∈Z0(α)
Gχ0 cosh
χ · F
2∑
χ∈Z0(α)
Gχ0 χ(α) sinh
χ · F
2
+
4
a1
∑
χ∈Z1(α)
Gχ1 χ(α) sinh
χ · F
2
− 2a2
a1
Jα . (23b)
The second and third term on the right-hand side are al-
ways finite. In contrast, the first term diverges when Jα
approaches zero, i. e. in particular in the limit of small
driving forces. Hence, a
(αα)
0 /a
(α)
0 dominates the random-
ness parameter in this limit. The numerator and the
denominator of this ratio are the same up to the signs
χ(α) = ±1 and swapping the hyperbolic sine into a co-
sine. When one of the summands dominates, the depen-
dence reduces to a hyperbolic (co)tangent.
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For larger currents the additional terms involve a1, a2
and the current Jα. Hence, the terms a1, a2 and Gχ1
must be evaluated to evaluate the randomness parameter
at large forces.
B. Response theory
Response theory considers the behaviour of a physical
observable (i. e., a cumulant) when some physical param-
eter h that characterizes the transition rates of the system
W(h) is changed. In linear response theory, we usually
consider infinitesimal changes h→ h+ dh while keeping
all other parameters constant. Thermodynamic response
theory is concerned with the response of a physical cur-
rent to its conjugate driving forces.
In the present context, the fundamental currents Jα
and the fundamental driving forces Fα amount to a set
of conjugate thermodynamic currents and forces. This
means, that the steady-state entropy production Σ can
be written as [4, 10, 25, 29]
Σ =
∑
α
JαFα. (24)
The response coefficients
Rα,β =
∂Jα
∂Fβ
(25)
characterize the change of the current Jα in response
to varying the thermodynamic force Fβ . For the above
partial derivative to be well-defined, one assumes that we
have a parametrization of the 2E transition rates such
that the components of the force vector F can be varied
independently and that all remaining parameters are set
constant, i. e. that
W = W(F , {2E −B} other parameters). (26)
Consequently, we have
Jα = Jα(F , {2E −B} other parameters)
and the partial derivatives ∂∂Fβ are to be taken with all
other parameters constant.
Inspection of Eq. (19) reveals that the response coeffi-
cient Rα,β comprises three terms. They account for the
derivatives of a1, G
χ and the sinh(χ ·F /2), respectively.
Moreover, inspection of Eq. (15a) reveals that the deriva-
tive of a1 comprises terms that involve derivatives of G
χ
k
and of cosh(χ · F /2), respectively. We hence obtain
Rα,β(F ) =
∂Jα
∂Fβ
= −Jα a
(β)
1
2 a1
− Jα (−1)
N+1
a1
1
2
∂G∅1
∂Fβ
+
∑
χ∈Z1
∂Gχ1
∂Fβ
cosh
χ · F
2

− a
(αβ)
0
2 a1
+
(−1)N+1
a1
∑
χ∈Z0(α)
∂Gχ0
∂Fβ
χ(α) sinh
χ · F
2
. (27)
In the limit of vanishing thermodynamic forces F = 0,
the Kolmogorov cycle criterion implies that the stochas-
tic process obeys detailed balance and we have an equi-
librium system. Then, all currents Jα = 0 vanish, and
only the third term in Eq. (27) remains:
lim
F→0
Rα,β(F ) = −a
(αβ)
0
2 a1
∣∣∣
F=0
,
Consequently, at equilibrium the response matrix Rα,β is
symmetric with respect to swapping α and β and there-
fore Onsager reciprocity holds. Moreover, in this limit
also the covariance reduces to
lim
F→0
Vα,β(F ) = −a
(αβ)
0
a1
∣∣∣
F=0
= 2Rα,β(0) ,
as assured by the Green–Kubo relations.
However, this symmetry does no longer hold for non-
vanishing F , where the derivatives of the Gχk play a
role. Nonetheless, the first three terms in the covariance,
Eq. (20a), are matched by corresponding contributions
in the symmetric sum Rα,β + Rβ,α of the response coef-
ficients, Eq. (27). Thus, out of equilibrium we have to
compare the covariance matrix to the symmetric sum of
response coefficients:
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Vαβ − (Rα,β +Rβ,α) = 2 a2 Jα Jβ + (−1)
N+1
a1
∑
χ∈Z1
(
Jα ∂G
χ
1
∂Fβ
+ Jβ ∂G
χ
1
∂Fα
)
cosh
χ · F
2
+
(−1)N+1
2 a1
(
Jα ∂G
∅
1
∂Fβ
+ Jβ ∂G
∅
1
∂Fα
)
− (−1)
N+1
a1
∑
χ∈Z0
(
χ(α)
∂Gχ0
∂Fβ
+ χ(β)
∂Gχ0
∂Fα
)
sinh
χ · F
2
.
(28)
The first term comes from the covariance and to lead-
ing order is quadratic in the forces, while the rest comes
from the symmetric sum of response coefficients and its
scaling in the forces is determined by the particular force
dependence of the functions Gχ1 , G
∅
1, and G
χ
0 .
The anti-symmetric part of the response coefficients
accounts for corrections to the Onsager reciprocity and
takes the form
Rα,β −Rβ,α = Jβ a
(α)
1 − Jα a(β)1
2a1
− (−1)
N+1
a1
∑
χ∈Z1
(
Jα ∂G
χ
1
∂Fβ
− Jβ ∂G
χ
1
∂Fα
)
cosh
χ · F
2
− (−1)
N+1
2 a1
(
Jα ∂G
∅
1
∂Fβ
− Jβ ∂G
∅
1
∂Fα
)
+
(−1)N+1
a1
∑
χ∈Z0
(
χ(α)
∂Gχ0
∂Fβ
− χ(β) ∂G
χ
0
∂Fα
)
sinh
χ · F
2
. (29)
Also in this case the first term scales quadratic in the
forces to leading order in F , and the scaling can not
easily be worked out for the other three terms.
These results suggest that there can be manifolds in
the space of the forces where (symmetric) Green–Kubo
and/or Onsager reciprocity relations hold for a system
that is not at thermodynamic equilibrium.
A related observation has been reported by Altaner
et al. [13]. They showed that the response of a current
Jα to its naturally conjugated force Fα is given by the
variance of the current whenever “current Jα stalls inter-
nally: all contributing stochastic transitions need to be
internally equilibrated; i. e. they are microscopically re-
versible.” The additional key assumption in their deriva-
tion is in the way that the transition rates depend on the
forces: Each force Fβ only impacts the transition rates
along the chord ηβ in an anti-symmtaric way. With this
locality and asymmetry assumption, the kinetic terms
Gχ0 for χ ∈ Z0(α) do not depend on Fα and the last term
in Eq. (28) vanishes for α = β. Stalling of the current
Jα then assures that Vαα = 2Rα,α even out of equilib-
rium. Note that these conditions are not sufficient to
show the Green–Kubo relation for mixed response nor
Onsager reciprocity at stalling.
A more detailed discussion of linear response far from
equilibrium lies beyond the scope of the present paper.
It will be provided in forthcoming work.
C. Activity a la Maes
Recently, it has been shown that the corrections to
linear response in out of equilibrium systems originate
from an excess in the “activity” or “frenesy” of a system,
i. e.from an excess in the speed of the time-symmetric
microscopic dynamics [14, 30]. In general, “activity”-like
observables are observables whose dynamic behaviour is
symmetric with respect to a change in the direction of
time [22, 31].
More precisely, we consider the response of the fun-
damental current Φα(ω) as a function of the trajectory
ω = (nk, τk)k∈N with respect to the force Fβ . We call
〈O〉Fβ the trajectory ensemble average for some given
parameter Fh.
It can then formally be shown [30] that
d
dFβ
〈Φα〉Fβ = 1
2
〈Φα,Φβ〉Fβ −
〈
Φα;
∂
∂Fβ
A
〉Fβ
(30)
where 〈A;B〉 indicates the co-variance of two observables.
Upon division by τ and taking the limit τ → ∞, the
left-hand side reduces to the response coefficient and the
second term becomes the second scaled cumulant and we
obtain
Rα,β − 1
2
Vα,β = lim
τ→∞
1
τ
〈
Φα;
∂
∂Fβ
A
〉Fβ
. (31)
Importantly, the observable ∂A∂Fβ in the second covari-
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ance is called the excess activity. It is given by
∂
∂Fβ
A
=
∫ τ
0
[
∂
∂Fβ
ξ(t)− 1
2
∞∑
k=1
δ(t− tk) d
dFβ
ln(wi→iwj→j)
]
dt,
where ξ(t) =
∑
i δ(v(t)− vi)wi is the escape rate associ-
ated to the current state of the process.
As such, the excess activity, like the derivatives of the
coefficients
∂Gχk
∂Fβ
only depends on the Fβ-derivatives of
rates associated to transpositions, wi→iwj→j and escape
rates wi. Understanding the connection between the ex-
cess activities and
∂Gχk
∂Fβ
and their physical interpretation
in more detail seems like a promising area of research,
but is beyond the scope of this manuscript.
D. other topics
• simplify bookkeeping/evaluation of terms by ob-
serving that
– the substitutions Cn → Cn/n! and ∂nq →
∂nq /n! absorb all combinatorial terms summa-
rized in the multinomial factors
– products of cumulants appear multiple times
in the sum Eq. (10d). The matching terms
can be collected by asking for partitions where
matching indices are collected into groups,
and an ordering of the terms in the groups
is enforced — as shown in the expression
Eq. (11) for the nth derivative with respect
to a fixed chord.
• multiple transitions between two sites can be
coped with by relatively straightforward exten-
sions. Nothing changes if there is at most one
chord between two states. When there is more than
one chord, only the expression for the derivatives,
Eq. (18), must be reworked.
• benchmark the improved performance with respect
to the previous algorithm Part I, II when calculat-
ing J and V.
E. Outlook
• enhance Altaner/Polettini [13]: revisit response
theory based on fluctuation theorem and general
expressions for J and V
• enhance Cohen, Belousov, Rondoni [32]: on rela-
tion of (signs of) J , V, S
The general expressions for the cumulants that we have
derived here are useful for statistical kinetics [33], where
the goal is to use the fluctuations (in form of variance,
skewness and kurtosis) of an enzymatic reaction to de-
duce the interior structure of the catalytic mechanism.
The structure is prescribed by the number of states of
the enzyme, by their local connections in forms of neigh-
bors, as well as their global connections in forms of cycles.
These structural properties have an immediate impact on
the cumulants: they provide the overall number of terms
as well as their individual combinatorial and kinetic pref-
actors, as the general recursion relation, Eq. (20c), high-
lights. In Ref. [34], the authors found (numerical) evi-
dence that ratios of cumulants are bound by the number
of the states in unicyclic networks. Our results indicate
that this bound is actually given by the size of the small-
est cycle in a multi-cyclic network. However, a thorough
analysis of the recursion relation will be necessary to con-
firm this hypothesis.
VI. CONCLUSION
main findings
• in Eq. (10d) we establish a recursion to effectively
calculate Cn to all orders of n = |n|
• it works for all finite Markov processes and anti-
symmetric observables
• in order n it requires the computation of the deriva-
tives a
(m)
k (q = 0) with k + |m| = n
• in Eq. (15) we provide explicit expressions for the
derivatives a
(m)
k (q = 0). They only involve (sums
of) forces for the fundamental cycles of the gen-
erating tree and determinants of (typically sparse)
submatrices of the transition matrix of the Markov
process
• it is sufficient to calculate derivatives where the
components of m take values in {0, 1}. Higher-
order derivatives are obtained by trivial changes of
sign and the appropriate choice of cosh or sinh in
the derivatives
• only terms need to be calculated that are in general
independent and non-zero
This provides a huge speed-up with respect to earlier
approaches, and it is amenable to numerical evaluation
in computer algebra systems.
Results have been illustrated by providing the general
solution of the four-state Markov process with a four-
cycle and two three-cycles.
We also discussed
• response
• corrections to Green-Kubo
The reduction of numerical effort is particularly severe
when calculating ratios of cumulants. After all, a1 need
not be calculated in that case.
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Appendix A: Example: Four States and Two
Fundamental Cycles
In this appendix we demonstrate the application of
Eqs. (10), (15), and (18) by providing explicit results
for the four-state model with two fundamental cycles.
With appropriate rates this model describes the motion
of kinesin on a microtubule [4, 35, 36]. Moreover, when
taking into account translational symmetry (rotation by
multiples of pi/3 for the states sketched in Fig. 1 (a))
it also amounts to an asymmetric exclusion process of
three particles on six sites. Except for specific examples
in Apps. A 2 and A 3 we do not assume a specific func-
tional dependence or symmetries for the transition rates
between the four states.
This model has three cycles, 123, 432, and 1243. We
choose a parameterization where 1 → 2 and 4 → 3 are
adopted as chords, as shown in Fig. 1(a). Hence, there
are two fundamental cycles, α = 123 and β = 432.
Moreover, the model as another cycle 1243. It will be
interpreted as superposition of the fundamental cycles,
1243 = α + β. The present choice of chords is conve-
nient because it minimizes the amount of calculations to
be preformed. The form of all expressions is invariant
under swapping
cycles α↔ β
states 1↔ 4 (A1)
2↔ 3
This informed choice of the parameterization reduces the
computational effort by a factor of two.2
1. Characteristic polynomial
To define the skewed transition matrix Wˆ we introduce
factors involving qα, −qα, qβ , and −qβ for the transitions
1 → 2, 2 → 1, 4 → 3, and 3 → 4, respectively. Conse-
quently, the skewed transition matrix takes the form
Wˆ(q) =

w11 w
2
1 e
−qα w31 0
w12 e
qα w22 w
3
2 w
4
2
w13 w
2
3 w
3
3 w
4
3 e
qβ
0 w24 w
3
4 e
−qβ w44
 .
(A2)
where we also introduced q = (qβ , qα).
The matrix Wˆ(q) has a characteristic polynomial of
degree four. The following notation allows us to empha-
size the importance of the cycles in these expressions and
it results in a less cluttered notation,
wi = w
i
i
wij = w
i
jw
j
i
wijk = w
i
jw
j
kw
k
i
wijkl = w
i
jw
j
kw
k
l w
l
i
With this notation the coefficients ak of the characteristic
polynomial read
2 Note that the symmetry does not refer to the particular numeri-
cal values; for instance, w11 6= w44 . Rather is is a relation between
the functional form of the resulting expressions.
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(b)
4 42
321 1
321 1
α
α
β 3
1 2
3 4
(a)
 
α
β
α+β
Figure 1. (a) The Markov chain associated to the asymmetric exclusion process of three particles on six sites when one
accounts for translational (i. e. rotation by multiples of pi/3) symmetry. Each circle shows the position of the three particles.
The direction of the arrows in the circle indicates forward (i. e. clockwise) motion of particles. The arrows between the states
1 → 2 and 4 → 3 mark the transitions that will be considered as chords. The remaining transitions form a tree that is
connecting the states. Adding a chord to the tree leads to a graph with a single cycle: Cycle α = 123 is associated to the chord
1→ 2. Cycle β = 432 is associated to the chord 4→ 3. The cycle 1243 will be interpreted as the sum α+β of the fundamental
cycles α and β. (b) Different realizations of the cycles α and β when one does not reduce the rotational symmetry.
a4 = 1 , (A3a)
a3 = −Tr(Wˆ(q)) = −(w1 + w2 + w3 + w4) , (A3b)
a2 = + (w1 w2 − w12) + (w1 w3 − w13) + (w1 w4) + (w2 w3 − w23) + (w2 w4 − w24) + (w3 w4 − w34) , (A3c)
a1 = −
(
w1 w2 w3 + w123 e
qα + w321 e
−qα − w1 w23 − w2 w13 − w3 w12
)
− (w1 w2 w4 − w1 w24 − w4 w12)− (w1 w3 w4 − w1 w34 − w4 w13)
− (w2 w3 w4 + w234 eqβ + w432 e−qβ − w2 w34 − w3 w24 − w4 w23) , (A3d)
a0 = det(Wˆ(q)) = w1 w2 w3 w4 − w1 w2 w34 − w1 w3 w24 − w1 w4 w23 − w4 w2 w13 − w4 w3 w12
+ w1
(
w234 e
−qβ + w432 e
qβ
)
+ w4
(
w123 e
qα + w321 e
−qα)
+ (w12 w34 + w13 w24)−
(
w1243 e
qα+qβ + w3421 e
−qα−qβ) . (A3e)
These expressions can either be obtained by direct eval-
uation of the determinant, Eq. (7) or based on Eq. (15).
The process has three cycles Z0 = {{α}, {β}, {α+ β}}.
a2 The cycles do not contribute to the sum because
they involve at least three of the four states. Hence,
a2 = (−1)2 G∅2. The terms in brackets refer to the
six possibilities to select two states of the four states
in the Markov process. In all cases the set E can
be empty, and except for the choice (1, 4) they may
also form an edge. The factor of −1 accounts then
for the signature of .
a1 The minus sign in front of all brackets accounts for
the factor (−1)N−k because N − k = 3. Moreover,
in this case the cycles Z1 = {{α}, {β}} contribute
to the sum. When they are selected the other two
sets are empty, Eα1 = ∅ and Fα1 = ∅. Consequently,
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the cycles contribute the summands
2
√
w123w321 cosh
(
qα +
Fα
2
)
=
√
w123w321
(√
w123
w321
eqα +
√
w321
w123
e−qα
)
= w123 e
qα + w321 e
−qα (A4a)
2
√
w432w234 cosh
(
qβ +
Fβ
2
)
= w432 e
qβ + w234 e
−qβ (A4b)
The other terms account for contributions with ζ =
∅ that involve either a single edge and a fixed point,
or three fixed points.
a0 The terms in the first row account for ζ = ∅, and
no (first term) or one (five other terms) edge. The
second row accounts for the contributions of the
cycles α and β that must be complemented by a
single fixed point Fα0 = {{w4}} and Fβ0 = {{w1}},
respectively. The last line comprises the contribu-
tions where ζ = ∅ and ε comprises two edges, and
the contribution that accounts for the cycle α+ β,
2
√
w1243w1342 cosh
(
qα + qβ +
Fα + Fβ
2
)
=
√
w1243w1342
(√
w1243
w1342
eqα+qβ +
√
w1342
w1243
e−qα−qβ
)
= w1243 e
qα+qβ + w1342 e
−qα−qβ (A4c)
Starting from the expressions Eq. (A3) the derivatives
with respect to qα and qβ can directly be calculated.
In the following we rather demonstrate the general ap-
proach that should be taken also for more complicated
problems: we only determine those terms that are needed
to evaluate a given quantity. Moreover, we only provide
those terms that are not trivially related by the symme-
try, Eq. (A1).
To determine response coefficients we must specify the
dependence of the rates on the forces Fα and Fβ . To
that end we assume that the driving forces act symmet-
rically along the forward and backward direction of every
edge. As a consequence, for i 6= j and i, j ∈ {1, 2, 3, 4}
the products wijw
j
i do not depend on the thermodynamic
driving forces. The contributions by the cycles are explic-
itly stated in Eq. (A4), and in addition there are contri-
butions arising from the force dependence of w1, . . . , w4.
2. Currents and Response Coefficients
In order to calculate the currents, Eq. (19), we note
that Z0(α) = {{α}, {α+ β}} Consequently,
Jα = −1
a1
[
Gα0 sinh
Fα
2
+Gα+β0 sinh
Fα + Fβ
2
]
,
with Fα = log(w123/w321) and Fβ = log(w432/w423),
cf. Eq. (3). Moreover,
Eα0 = ∅ , Fα0 = {{4}} , sign(α) = 1 ,
Eα+β0 = ∅ , Fα+β0 = ∅ , sign(α+ β) = −1 ,
such that according to Eq. (15b)
Gα0 = 2 w4
√
w123w321 , (A6a)
Gα+β0 = −2
√
w1243w1342 . (A6b)
Altogether, we thus obtain
Jα = −2
a1
[
w4
√
w123w132 sinh
Fα
2
+
√
w1243w1342 sinh
Fα + Fβ
2
]
. (A7)
The same expression for the current is obtained by eval-
uating Eq. (10a) based on Eq. (A3).
The current Jβ is obtained via the substitution,
Eq. (A1). For the ratio of the currents this implies
Jα
Jβ =
w4
√
w123w132 sinh
Fα
2 −
√
w1243w1342 sinh
Fα+Fβ
2
w1
√
w432w423 sinh
Fβ
2 −
√
w1243w1342 sinh
Fα+Fβ
2
=
−w4√w23√
w43w42
sinh
Fα
2
+ sinh
Fα + Fβ
2
−w1√w23√
w12w13
sinh
Fβ
2
+ sinh
Fα + Fβ
2
(A8)
When plotting the ratio as function of the forces one must
watch out that −w4 = w42 +w43 and −w1 = w12 +w13 will
be functions of the forces, and so will be the factors wij
unless the forces are implemented symmetrically on all
transitions i→ j.
The stalling forces for the current Jα are the forces
where Jα = 0. Due to Eqs. (A7), (A6) and sinh(x+y) =
sinhx cosh y + coshx sinh y they amount to
tanh
Fα
2
= sinh
Fβ
2
/[
w4
√
w23√
w42w43
− cosh Fβ
2
]
(A9a)
=
w423 − w432
2 (w42 + w
4
3)
√
w23 + w432 + w423
(A9b)
Equation (A9a) is explicit in the forces if w4 does not de-
pend on the force Fα and if the thermodynamic forces are
implemented symmetrically on the transitions, i. e. when
only the ratios wij/w
j
i depend on the forces while the
products wij do not. Otherwise, Eq. (A9b) provides Fα
in terms of the rates, and subsequently Eq. (A9a) can be
solved for Fβ in order to obtain an implicit description
of the dependence.
For the calculation of the response coefficients Eq. (27)
we assume from the beginning that the forces are im-
plemented symmetrically. Hence, the terms under the
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square root in Gα0 do not depend on the forces. More-
over, for this model the factors Gχ1 take the values,
Gα1 = 2
√
w123w321 and G
β
1 = 2
√
w432w423, and they both
do not depend on the forces. To evaluate the derivative
of a1 we have to calculate the derivatives of G
∅
1. To that
end we observe that
∂G∅1
∂Fα
=
∑
j∈{1,2,3,4}
G
{j}
2
∂wj
∂Fα
where G
{j}
2 denotes those contributions to G
∅
2 that do
not involve the state j. Thus, we obtain
Rα,α(F ) =
Jα
a1
√
w123w321 sinh
Fα
2
+
Jα
a1
∑
j∈{1,2,3,4}
G
{j}
2
∂wj
∂Fα
− 1
a1
[
w4
√
w123w321 cosh
Fα
2
−√w1243w1342 cosh
Fα + Fβ
2
]
− 2
a1
∂w4
∂Fα
√
w123w321 sinh
Fα
2
, (A10a)
Rα,β(F ) =
Jα
a1
√
w432w423 sinh
Fβ
2
+
Jα
a1
∑
j∈{1,2,3,4}
G
{j}
2
∂wj
∂Fβ
− 1
a1
[
−√w1243w1342 cosh
Fα + Fβ
2
]
− 2
a1
∂w4
∂Fβ
√
w123w321 sinh
Fα
2
. (A10b)
In the equilibrium limit, F = 0, only the first term in the
respective second rows of Eq. (A10) yield non-vanishing
values,
Rα,α(0) =
−w4 √w123w321 +√w1243w1342
a1
, (A11a)
Rα,β(0) =
√
w1243w1342
a1
. (A11b)
In general Rα,α(0) 6= Rβ,β(0) because w4 √w123w321 6=
w1
√
w432w423. In contrast, Rα,β(0) = Rβ,α(0), such that
the response matrix is symmetric in the limit of vanishing
forces F , as required by the Onsager reciprocity.
For non-vanishing driving forces the difference of the
two diagonal elements of the response matrix takes the
form
Rα,β −Rβ,α = 1
a21
[
(w1 − w4)
√
w123w321 sinh
Fα
2
√
w432w234 sinh
Fβ
2
+
√
w1243w1342 sinh
Fα + Fβ
2
(√
w432w234 sinh
Fβ
2
−√w123w321 sinh
Fα
2
)]
− 1
a21
∑
j∈{1,2,3,4}
G
{j}
2
[
∂wj
∂Fβ
w4
√
w123w321 sinh
Fα
2
− ∂wj
∂Fα
w1
√
w432w234 sinh
Fβ
2
−
(
∂wj
∂Fβ
− ∂wj
∂Fα
) √
w1243w1342 sinh
Fα + Fβ
2
]
− 2
a1
[
∂w4
∂Fβ
√
w123w321 sinh
Fα
2
− ∂w1
∂Fα
√
w432w234 sinh
Fβ
2
]
.
To leading order the hyperbolic sine functions are linear
in their arguments. Consequently, the terms in the first
bracket scale quadratically in the forces.
3. Covariances and Green-Kubo relations
According to Eq. (20a) the elements of the covariance
matrix Vn take the form
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Vαα = −1
a1
[
w4
√
w123w132 cosh
Fα
2
+
√
w1243w1342 cosh
Fα + Fβ
2
− 2Jα √w123w132 sinh
Fα
2
+ 2 a2 J 2α
]
(A12a)
Vαβ = −1
a1
[√
w1243w1342 cosh
Fα + Fβ
2
− Jα √w432w423 sinh
Fβ
2
− Jβ √w123w132 sinh
Fα
2
+ 2 a2 Jα Jβ
]
, (A12b)
where it is understood that α 6= β in Eq. (A12b). The coefficient a2 is the only term in these expressions that has
not been evaluated before.
The covariance matrix is related to the response matrix by
Vαβ = 2Rα,β − 2Jα
a1
[
a2 Jβ +
∑
j∈{1,2,3,4}
G
{j}
2
∂wj
∂Fβ
]
+
√
w123w132 sinh
Fα
2
[
Jβ + 4 ∂w4
∂Fβ
]
. (A13)
This relation also applies for α = β. It generalizes the
Green–Kubo relations of linear response theory, which as-
serts that Vαβ = 2Rαβ to leading order in F . Away from
equilibrium the ratio of the covariance and the response
matrix can be noticeably different from two, and again
the correction is not necessarily quadratic in the forces
F . This is easily seen by considering the dependence for
Jα = 0. The term Jβ sinh(Fα/2) will then be quadratic
in F , while sinh(Fα/2) ∂w4/∂Fβ will in general be linear.
4. Skewness and Flatness
According to Eq. (20b) the elements of the skewness
tensor Sn take the form
Sααα = Jα
[
1 +
3
a1
Gα0
w4
cosh
Fα
2
− 3a2
a1
Vαα − 6a3
a1
J 2α
]
+
3
a1
Vαα G
α
0
w4
sinh
Fα
2
(A14a)
Sααβ = −1
a1
[
Gα+β0 sinh
Fα + Fβ
2
− JβG
α
0
w4
cosh
Fα
2
−VααG
β
0
w1
sinh
Fβ
2
− 2 VαβG
α
0
w4
sinh
Fα
2
+ 2a2JαVαβ + a2JβVαα + 6a3J 2αJβ
]
. (A14b)
To reduce clutter in this equation we did not insert the explicit form of Gα0 , G
β
0 , and G
α+β
0 in this expression, which
have been defined in Eq. (A6). The coefficient a3 is the only term in this expression that has not been evaluated
before.
Similarly, a brief calculation that observes Eq. (20c) shows that the kurtosis Kαααα = C(α, α, α, α) takes the form
Kαααα = Vαα − Jα
a1
[
−2 G
α
0
w4
sinh
Fα
2
+ 2 a2 (2Sααα − Jα) + 12 a3JαVαα + 24 a4J 3α
]
+
Vαα
a1
[
12
Gα0
w4
cosh
Fα
2
− 6 a2Vαα
]
− Sααα
a1
Gα0
w4
sinh
Fα
2
= Vαα
[
1− 3
a21
(
Gα0
w4
)2
sinh2
Fα
2
+
12
a1
Gα0
w4
cosh
Fα
2
− 6 a2
a1
Vαα
]
− Jα
a1
[
3
2 a1
(
Gα0
w4
)2
sinhFα +
Gα0
w4
sinh
Fα
2
(
−1 + 3
a1
Gα0
w4
cosh
Fα
2
+
6a2
a1
Vαα − 6a3
a1
J 2α
)
+ 2 a2 Jα
(
1 +
6
a1
Gα0
w4
cosh
Fα
2
− 12 a2
a1
Vαα − 12 a3
a1
J 2α
)
+ 12 a3JαVαα + 24 a4J 3α
]
. (A15)
In the first step we collected the terms that also appear in the result Eq. (A12a) for Vαα. In the second step we
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1
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3 4
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6
 
α β
Figure 2. (Left) A graph with six vertices and seven edges.
This is the simplest graph with two non-intersecting cycles
(red, blue). The two cycles α and β can be recovered from
choosing a spanning tree. (Right) The nine different spanning
trees (grey) for the graph on the left. The edges not contained
in the spanning tree (red, blue) are the chords that in turn
give rise to the fundamental cycles.
eliminated Sααα by using Eq. (A14a) In this case a4 is
the only term that has not been evaluated before.
Appendix B: Permutation sets
We now give an explicit example for the decomposi-
tion of permulations into cycles, transpositions and fixed
points that we employ in the main text. We use the graph
with six vertices and seven edges depicted on the left of
Fig. 2. A spanning tree for this graph is composed of six
vertices and five edges. Thus we have 7 − 5 = 2 chords
or fundamental cycles, respectively.
In general, there are 6! = 720 permutations of six ob-
jects. However, in this work we only need those permuta-
tions of vertices that respect the structure of the graph.
Therefore only those cyclic permuations and transposi-
tions are allowed which go along the seven edges of this
graph. This already reduces the number of permutations
to 40. We represent all the relevant permuations in Fig. 3.
Note that there are two types of permutations: 20 per-
mutations that do not contain any cycle and 20 permu-
tations that involve cycle sets. The permuations without
cycles are indispensible to determine the value of the co-
efficients ak(q), especially a1(0) appears in all cumulants.
Additionally, these permuations encode some of the de-
pendence on the forces F . We represent these acyclic
permutations in Fig. 3 under ζ = ∅ with their transpo-
sitions and fixed points emphasized. Note that we only
represent those that cannot be obtained from the oth-
ers by flipping up↔down or left↔right. Their respective
multiplicities are denoted explicity.
For the derivatives of the ak(q) with respect to q, on
the other hand, we only need those permutations that
contain (sets of) cycles. Due to symmetry, we in fact need
only those cycles sets that are distinct, i. e. where the
indicator function χ has +1 as the first non-zero entry.
This leaves only 10 permutations that we group into four
cycle sets: ζ(χ = (1, 0)) = {α}, ζ(χ = (0, 1)) = {β},
ζ(χ = (1, 1)) = {α, β}, and ζ(χ = (1,−1)) = {α,−β}.
Having identified the cycle sets, we can identify the
sets Zk that contain cycle sets that leave out at least k
Fε{β}k
Fkε{α}
ζ = {β}
ζ = {α}ζ = Ø
ζ = {α,–β}ζ = {α, β}
2×
4×
4×
4×
2×
k = 0 k = 1 k = 2 k = 3
{{6}}
{{5}}
{{4}}
{{4,5,6}} {4,6},
{{4,5},
{5,6}}
{5},
{{4},
{6}}
{Ø}
{Ø}
{Ø}
{Ø}
{{2}}
{{1}}
{{3}}
{{1,2,3}} {2,3},
{{1,2},
{3,1}}
{2},
{{1},
{3}}
{Ø}
{Ø}
{Ø}
{Ø}
{Ø}
 
Ø
Ø
Ø
Ø
Ø
Ø
Ø
Ø
Ø
Ø
Ø
Ø
Ø ØØ
Figure 3. Illustration of the choices for the sets Zk, E
χ
k ,
and Fεχk for the graph in Fig. 2 with six vertices and seven
edges. This is the simplest graph where ζ can comprise two
non-intersecting cycles, as sketched in the bottom left. We
write Fεχk = ∅ when the cycle set ζ(χ) and the transposition
set ε do not leave out at least k vertices.
vertices: Z0 = {{α}, {β}, {α, β}, {α,−β}}, Z1 = Z2 =
Z3 = {{α}, {β}}, Z4 = Z5 = Z6 = ∅. The set Zk is
the set we need to sum over for the derivatives of the
coefficient ak. For its absolute value, we additionally
need to consider ζ = ∅.
Once the cycle sets are chosen, we can continue select-
ing transpositions and fixed points. The two cycle sets
ζ = {α, β} and ζ = {α,−β} span all six vertices and
thus the entire graph. They leave no vertices for trans-
positions or fixed points thus for them Eχ0 = {∅} and
F∅χk = {∅}.
In contrast, the cycle sets ζ = {α} and ζ = {β} each
allow for three possible transpositions, in addition to the
fixed points. As indicated in the figure, for ζ = {α}, we
have E
{α}
0 = E
{α}
1 = {∅, {(4, 5)}, {(4, 6)}, {(5, 6)}}, while
E
{α}
2 = E
{α}
3 = {∅}.
When selecting the cycle set ζ = {α} and the trans-
position set ε = {(4, 5)}, we have one vertex free so
Fεχ0 = {{6}} while Fεχ1 = {∅}, as indicated in the first
row in Fig. 3. When not selecting any transposition for
the cycle set ζ = {α}, the fixed point sets are more com-
plicated: Fεχ0 = {{4, 5, 6}}, Fεχ1 = {{4, 5}, {4, 6}, {5, 6}},
Fεχ2 = {{4}, {5}, {6}}, and Fεχ3 = {∅}. This is depictured
in the fourth row in Fig. 3.
We omit writing down the fixed point sets for ζ = ∅.
They can be constructed from the acyclic permutations
depicted in the figure.
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7. Stoastic ermodynamics for Open
Chemical Networks
e two previous chapters were dedicated to the large-time uctuations of currents in molecular
motors and generic nite Markov processes, respectively. We saw the extraordinarily important role
of forces and currents along all the dierent cycles in the network of states.
is importance in fact poses a problem in generalizing these ndings to truly open chemical
networks, which are not restricted to a nite set of states by some conservation law. Aer all, the
chemical laice as introduced in chapter 4 is driven out of equilibrium by innitely many copies of
the emergent cycle forces. Additionally, the chemical reaction currents need to count all transitions of
the same type in the network. e main problem is that we do not have a general method to compute
the steady-state distribution for such an innite network. Consequently, we rst have to address
the steady-state distribution and the averages of thermodynamic current quantities in these open
chemical networks before we can really address their uctuations. Especially because uctuations
are not always easy to determine, many studies resort to the deterministic rate equations, which
are an approximation that is increasingly good in the macroscopic limit, as detailed in section 3.4.
Some other approximative approaches include the chemical Langevin equation [1], moment closure
approximations [2] and stochastic simulations [3]. All these approximations primarily address the
dynamical properties of chemical reaction systems. For understanding the thermodynamic properties
of open chemical networks, however, we have to ask the question about the thermodynamic accuracy
of these approximations.
Here, I provide the reprint of an article that I coauthored, where we investigate the behavior of the
(average) dissipation in stochastic and deterministic open chemical networks with analytical and
computational methods. In this analysis it turns out that a purely topological network quantity —
the deciency [4, 5] — plays a crucial role in connecting the chemical master equation with the
deterministic rate equations, both from a dynamical and from a thermodynamic perspective. is
deciency provides a classication for cycles that is complementary to the distinction of emergent
vs. internal that I introduced in section 4.1.2.
e main result of this article is as follows: a nonlinear open chemical network with zero deciency
exhibits many properties that one may expect from an equilibrium system. Its steady state can
be computed and is entirely uncorrelated. Additionally, there is an ideal correspondence between
the stochastic and the deterministic description. Even the dissipation as quantied by the entropy-
production rate, dened for the two cases in equations (4.21) and (4.25), is exactly identical for both
dynamics. is is true arbitrarily far from equilibrium and for arbitrary (average) particle numbers —
even below one, where the deterministic dynamics is not at all a good approximation. Moreover, we
prove by example that the uctuating dynamics can have a smaller entropy-production rate than
its deterministic counter part. is contrasts a naı¨ve intuition that uctuations should increase the
dissipation.
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Dissipation in noisy chemical networks: The role of deficiency
M. Polettini,1, a) A. Wachtel,1, b) and M. Esposito1, c)
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We study the effect of intrinsic noise on the thermodynamic balance of complex chemical networks subtending
cellular metabolism and gene regulation. A topological network property called deficiency, known to determine
the possibility of complex behavior such as multistability and oscillations, is shown to also characterize the
entropic balance. In particular, when deficiency is zero the average stochastic dissipation rate equals that of
the corresponding deterministic model, where correlations are disregarded. In fact, dissipation can be reduced
by the effect of noise, as occurs in a toy model of metabolism that we employ to illustrate our findings. This
phenomenon highlights that there is a close interplay between deficiency and the activation of new dissipative
pathways at low molecule numbers.
I. INTRODUCTION
Today, advanced methods in genomics and
metabolomics allow to reconstruct the chemical
networks (CN) describing the metabolism of complex
organisms1,2. These reconstructions are graphical
repositories of thousands of pathways, metabolites, and
their stoichiometry. Much like heat engines, metabolism
operates thermodynamic cycles far from equilibrium
that transform low chemical potential environmental
resources into valuable products, at the expense of high
chemical potential waste. Unlike the working substance
of heat engines (e.g. steam), some metabolites, enzymes
and cofactors might reach very low concentrations.
At this level intrinsic noise, due to discreteness and
randomness of molecular collisions, enters into play3.
Suppression of noise and control of correlations in
the abundance of regulatory molecules is crucial for
the correct functioning of metabolic networks4–6. A
stochastic description of dynamics and thermodynamics
based on jump processes in molecules’ populations is
then required.
In this direction, the growing field of Stochas-
tic Thermodynamics created the basis for a com-
plete and consistent characterization of irreversibility
in small nonequilibrium systems subject to fluctua-
tions. Dissipation is quantified by the rate at which
entropy is produced (EPR) and eventually delivered
to the environment7. The theory has been applied
to general CNs8–10 such as those involved in gene
regulation12, cellular computation13, copolymerization14,
kinetic proofreading15, chemical switches16, and signal
transduction17. On the other hand, there is a growing
body of mathematical literature linking a CN’s topol-
ogy to its dynamics, and still bearing no thermody-
namic interpretation. In particular, it has been under-
stood that a topological number called deficiency sub-
tends the onset of complex behavior, such as bistability
a)Electronic mail: matteo.polettini@uni.lu
b)Electronic mail: artur.wachtel@uni.lu
c)Electronic mail: massimilano.esposito@uni.lu
and oscillations18–20, which are the mechanisms of chemi-
cal switches and clocks21. When intrinsic noise is impor-
tant, a crucial result by Anderson, Craciun and Kurtz
(ACK)22 relates the deficiency of the CN to steady sta-
tistical properties of the chemical mixture.
In this paper we merge stochastic thermodynamics and
deficiency theory, via the ACK theorem. We compare the
behavior of an arbitrary CN subject to intrinsic noise and
that of the corresponding deterministic model without
noise, which follows deterministic rate equations where
correlations between species are neglected. In the limit
of large particle numbers the deterministic dynamics de-
scribes the mode, i.e. the most typical behavior of the
system. The difference between the stochastic and the
deterministic EPR in the two cases, here named corre-
lation EPR (previously known as fluctuating EPR, to-
day ambiguous), is known to vanish at steady states for
linear CNs where only input/output and conformational
changes of a molecule are allowed, and reaction velocities
are linear-affine in the molecules’ populations23.
The main result in this paper is to extend this obser-
vation to nonlinear CNs with null deficiency at steady
states, and to linear networks at all times. We rely on
the following formula for the steady correlation EPR as
the weighted difference between the mean and the mode
of the reaction velocity v,
correlation EPR = (mean v −most probable v)G, (1)
where G is the free-enthalpy increase. Hence the correla-
tion EPR might be interpreted as a measure of a system’s
“propensity to complexity”.
The plan of the paper is as follows. In Sec. II B we pro-
vide a simple definition of deficiency with the aid of a toy
model of metabolism. More generally, under the assump-
tion that the law of mass-action holds and that the mix-
ture is well-stirred, we illustrate the dynamics and ther-
modynamics of CNs, in the stochastic (II C) and in the
deterministic (II D) settings. We then derive the above
formula, and by virtue of the ACK theorem (whose proof
we briefly sketch in Appendix B) we draw our main con-
clusion that the correlation EPR vanishes for networks
with zero deficiency. Our toy model will finally serve as
a testing ground. We employ it to illustrate through Figs.
2, 3 the predictions of the ACK theorem. Incidentally,
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2the model displays a non-positive correlation EPR, some-
what contrary to the intuition that “large variability is
likely to [. . . ] increase metabolic burden”6. We give an
explanation of this phenomenon in terms of the topology
of the state space where stochastic population dynam-
ics occurs, showing that when deficiency is nonzero, for
low molecule numbers certain irreversible closed reaction
pathways are switched off.
II. SETUP
A. Notation
As customary in CN studies, we employ a rather com-
pressed notation. Letting X be the vector of chemical
species, a CN is depicted by a set of stoichiometric equa-
tions
ν+ρ ·X
k+ρ
GGGGGGGBF GG
k−ρ
ν−ρ ·X (2)
where vectors ν+ρ and ν−ρ contain, respectively, the
numbers of molecules of each species being consumed and
produced by reaction ρ, and a · b is the scalar product.
The stoichiometric vector is defined as ∇ρ := ν−ρ−ν+ρ,
and it describes the net increase of species’ populations.
The stoichiometric matrix is the matrix that has the stoi-
chiometric vectors as columns, ∇ = (∇ρ)ρ>0. We assume
that all reactions are strictly reversible, that is, k±ρ > 0.
In sums
∑
ρ, index ρ spans over reactions in both di-
rections, unless otherwise specified. Analytic operations
between vectors are performed component-wise and im-
ply the scalar product, e.g. ab :=
∏
i a
bi
i , a! :=
∏
i ai!,
a · ln b := ∑i ai ln bi. Boltzmann’s constant kB is set to
unity.
B. From metabolism to deficiency
Roughly speaking, the deficiency of a CN is the num-
ber of “hidden” closed pathways, or thermdynamic cy-
cles. Let us make this more precise with a simple model
inspired by metabolism. Emphasis is on the cycle struc-
ture (see24 for a formal introduction). The model reads
∅ 1−→ N
N +mE
2−→ (m+ n)E + W
nE + W
3−→ ∅,
(3)
where ∅ signifies the “environment” as a whole. The first
reaction introduces nutrients N. The second processes
the nutrients with the aid of m tokens of energy E to pro-
duce more tokens of energy and waste W, and the third
delivers waste and excess energy to the environment.
When all three reactions in the above network are per-
formed in a pathway, a thermodynamic cycle is com-
pleted, restoring all concentrations in the system to their
initial value at the expense of irreversibly dissipated free
enthalpy (entropy production). Correspondingly, the sto-
ichiometric matrix
∇ =
 +1 −1 00 +1 −1
0 +n −n
 (4)
admits c = (1, 1, 1)T as a right-null vector, ∇c = 010.
The crucial step to understand deficiency is to intro-
duce a symbolic representation of the network in terms
of complexes, which are aggregates of species appearing
as either reactants or products in a reaction. In our case,
the complexes are Y1 = ∅,Y2 = N,Y3 = N + mE,Y4 =
(m + n)E + W,Y5 = W + nE. We then obtain a repre-
sentation of the CN as a graph by drawing each reaction
as an edge connecting vertices given by the complexes.
For m = 0, we notice that Y2 = Y3 and Y4 = Y5 and
that a representation of the above network in terms of
complexes is a graph consisting of one cycle:
Y1
1 // Y2
2~~
Y4
3
``
. (5)
Its topology is fully described by its incidence matrix
∂ =
 −1 0 +1+1 −1 0
0 +1 −1
 (6)
which admits one right null vector.
For m > 0 we obtain the representation
Y5
3 // Y1
1 // Y2 , Y3
2 // Y4 , (7)
with incidence matrix
∂ =

−1 0 +1
+1 0 0
0 −1 0
0 +1 0
0 0 −1
 (8)
This graph has no cycles; in fact its incidence matrix
admits no right-null vectors.
The deficiency δ of a CN is the number of indepen-
dent closed reaction pathways that cannot be visualized
as independent cycles in the graphical representation in
terms of complexes, and thus in some sense are “hidden”.
In our example when m = 0 then δ = 0, otherwise the
system is deficient, δ = 1. Notice that null deficiency
occurs when the autocatalytic mechanism of reaction 2
is not present.
The general recipe to calculate the deficiency is: (i)
write down the stoichiometric matrix ∇ of the network;
(ii) write down the incidence matrix ∂ of the graph where
the reactions are arrows and complexes of reactants dis-
tinct vertices of the graph; (iii) then the deficiency is
δ = dim ker∇− dim ker ∂ ≥ 0 (9)
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3where dim ker calculates the dimension of the null space.
The deficiency is non-negative. In fact one can write
∇ = ∂Y
∂X
∂ (10)
where the entry (∂Y/∂X)ij quantifies the amount of
species Xi in complex Yj . Since by Eq. (10) a right-null
vector of ∂ is necessarily a right-null vector of ∇, then
δ ≥ 0.
C. Average stochastic EPR
The setup of Markovian population dynamics of chem-
ical species is as follows. The number of molecules in the
reactor performs a jump process on the discrete lattice
orthant ZX0 of populations that, starting from the ini-
tial state X0, are reachable by a finite number of reac-
tions1. According to the law of mass-action, transition
X
ρ−→X +∇ρ is performed at rate
vρ(X) = kρ
X!
(X − νρ)! . (11)
The probability (or ensemble) pt(X) that X molecules
are present in the reactor at time t obeys the Chemical
Master Equation p˙t = Lpt with generator
Lpt(X) = −
∑
ρ
[
v+ρ(X)pt(X)
− v−ρ(X +∇ρ)pt(X +∇ρ)
]
. (12)
Multiplying by, and summing overX, one obtains for the
mean populations
d
dt
〈X〉t =
∑
ρ
∇ρ〈vρ(X)〉t (13)
where the average 〈 · 〉t is taken with respect to pt(X).
The equation is not closed, as it involves higher moments
on the right-hand side.
For finite ZX0 , it can be proven that any ensemble sup-
ported on ZX0 evolves towards a unique steady ensemble
p∞ such that Lp∞ = 0. We assume that for unbounded
ZX0 conditions are met by which at all times pt(X →∞)
decays fast enough (e.g. exponentially) so that no proba-
bility leak to infinity occurs, and that a steady ensemble
exists.
In this framework, the average EPR characterizing the
CN’s dissipation is defined as25
σt :=
∑
ρ
〈
vρ(X) ln
v+ρ(X)pt(X)
v−ρ(X +∇ρ)pt(X +∇ρ)
〉
t
≥ 0
(14)
1 That is, ZX0 := {X = X0 + ∇n,n ∈ ZR,X ≥ 0}, some-
times called the stoichiometric compatibility class, compatible
with X0.
It can easily be proven that the EPR is non-negative,
embodying the second law of thermodynamics. The log-
arithmic term measures the thermodynamic cost of re-
action ρ for a given X, and it quantifies the degree by
which detailed balance is broken.
D. Deterministic EPR
The corresponding deterministic model is obtained by
neglecting correlations and higher cumulants, i.e. by
replacing 〈Xνρ〉t → (Ωx)νρt , where Ω is a large vol-
ume parameter that makes x a continuous variable with
the interpretaton of a concentration; in the following
we will set Ω = 1 for notational clarity and only re-
sume proper scalings when studying the model systems
in Sec. III B. Also, in the large volume limit the approxi-
mation vρ(x) ≈ kρxνρ is made. Then Eq. (13) yields the
rate equation8
dxt
dt
=
∑
ρ
∇ρvρ(xt) (15)
Again, we are interested in steady behavior, when the
right-hand side vanishes. Importantly, while the Chemi-
cal Master Equation admits one unique steady ensemble,
the corresponding deterministic dynamics might admit
none or several locally stable fixed points x∞ and more
complicated phenomenology such as limit cycles and frac-
tal attractors8. Deterministic multistability corresponds
to the steady ensemble being multimodal. Notice that
x cannot be interpreted as a mean, as for bistable sys-
tems the mean might be far from both stable fixed points.
Rather, in a scaling limit with the system size, random
jump processes can be shown to typically behave deter-
ministically, as rigorously detailed in Ref. 26.
In this setting, the deterministic EPR is defined as27
σ¯t :=
∑
ρ
vρ(xt) ln
v+ρ(xt)
v−ρ(xt)
≥ 0. (16)
The connection to free-energy differences and other ther-
modynamic potentials in a nonequilibrium setting is de-
tailed in Ref. 10.
III. RESULTS
A. Theoretical
First, we re-work the above expressions for the deter-
ministic and stochastic EPRs to make them closer one to
another. Introducing the thermodynamic forces
Gρ := ln
k+ρ
k−ρ
, (17)
that measure the kinetic imbalance of reactions, with a
few manipulations we can bring the deterministic EPR
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4FIG. 1. We consider a class of toy models for metabolism
∅  N,N + mE  (m + 2)E, 2E  ∅, for varying m. In this
figure we compare stochastic and deterministic time evolution
of nutrient and energy molecules in the model corresponding
to m = 0, that has deficiency δ = 0 (on the left), and in
model corresponding to m = 3, with deficiency δ = 1 (on the
right). The reactor is initially empty; rates are scaled accord-
ing to the volume-parameter Ω = 10−21NA ≈ 602 (see main
text), which is the number of molecules at the fixed point,
for both models and for both species. In the zero-deficiency
case, stochastic dynamics only adds structure-less noise to the
deterministic behavior. Instead, in the deficient case, while
the deterministic system has damped oscillations towards the
fixed point, oscillations are sustained in the corresponding
stochastic dynamics, yielding a structural deviation between
the two.
to
σ¯t =
∑
ρ
vρ(xt)Gρ − lnxt · dxt
dt
(18)
As regards its stochastic counterpart, plugging the mass-
action rates, Eq. (11), into Eq. (14) we obtain
σt =
∑
ρ
〈vρ〉tGρ −
∑
X
ln[pt(X)X!]Lpt(X). (19)
This is the first main result in our paper. Its most
remarkable feature is that in the first term, related to
the entropy flow to the environment9, only the “macro-
scopic” average reaction velocity appears, and that “mi-
croscopic” dependencies on X are within the second
term, which is related to the system’s entropy change. At
the trajectory level, this grants the validity of so-called
Fluctuation Theorems28, hence σt is a proper notion of
EPR. It is important, and a priori not obvious that the
thermodynamic force Gρ is the same in the stochastic
and in the deterministic settings.
Second, we define the correlation EPR as δσt := σt−σ¯t
and notice that, in the steady regime, it can be ex-
pressed as a weighted difference between the average and
the deterministic reaction velocity, as was anticipated in
Eq. (1). Explicitly, we obtain a formula for the steady
correlation EPR as a weighted sum of population mo-
ments:
δσ∞ =
∑
ρ
[
〈vρ〉∞ − vρ(x∞)
]
Gρ (20)
=
∑
ρ
Gρkρ
(
〈X . . . (X − νρ + 1)〉∞ − xνρ∞
)
.(21)
The latter expression might pave the way for approxi-
mate estimations of the correlation EPR based on Van
Kampen’s system size expansion, moment-closure tech-
niques or other diffusion approximations, provided due
care is paid to the fact that such approximations often
fail to reproduce the stochastic thermodynamics out of
equilibrium11 or even the distibution moments29.
Third, we evaluate the stochastic EPR when the sys-
tem is in a product-form Poisson-like ensemble2 with a
generic time-dependent parameter yt,
Poisyt(X) =
1
ZX0
yt
X
X!
, (22)
with ZX0 the normalization factor over ZX0 . In this case
it can be shown with few manipulations (see Appendix
A for a step-by-step derivation) that 〈vρ〉Poisyt = vρ(yt),
and consequently
σPoisyt =
∑
ρ
vρ(yt)Gρ − lnyt ·
∑
ρ
∇ρvρ(yt). (23)
Notice that this expression coincides with the deter-
ministic EPR at t→∞ if the Chemical Master Equation
admits a steady product-form Poissonian with parameter
y∞ being a deterministic fixed point, and at all times if
the system admits a product-form Poissonian with time-
dependent parameter solving the deterministic rate equa-
tions.
Fourth, we investigate under which conditions such hy-
pothesis are met. The ACK theorem22 entails that, un-
der our reversibility assumption, if the network has null
deficiency, then the Chemical Master Equation admits a
product-form Poissonian with parameter x∞ being the
fixed point of the corresponding deterministic dynamics,
which by Feinberg’s results18 for δ = 0 is unique and lo-
cally stable. Hence the steady correlation EPR vanishes
for zero-deficiency networks. For sake of reference we
sketch a proof of the theorem in Appendix B. Further-
more, it is known that in linear networks where no more
than one molecule is consumed or produced at a time
(i.e.
∑
i νρ,i = 0, 1), provided the system is prepared in
a product-form Poissonian, it maintains such form at all
times, with its parameter subjected to the correspond-
ing rate equations30. Hence for linear CNs prepared in a
product-form Poissonian ensemble, the correlation EPR
vanishes at all times. These results thus generalize those
by Mou et al.23, who observed that the correlation EPR
vanishes at steady states in linear networks.
2 Notice that, because the range of summation is the lattice or-
thant ZX0 and not Z|X|, |X| being the number of species, a
“product-form Poisson-like” distribution is Poissonian in form
but not in fact.
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5B. Numerical
We will now illustrate the consequences of the ACK
theorem and our findings with the aid of the above class
of toy models. In fact we will further simplify the sce-
nario by eliminating the waste W , which does not play
any substantial kinetic role. Details on the simulation
methods can be found in Appendix C.
Let Ω be a scaling parameter regulating the system’s
size and let x = N/Ω be the concentration of N and
y = E/Ω that of E. A convenient choice of parameters
is kρ = K±Ω1−
∑
i νiρ , where K± are independent of the
reaction, in their respective units (which depend on ρ).
Then for given Ω all models turn out to have the same
fixed point concentrations and steady EPR, making them
easily comparable. Concentrations obey the system of
rate equations
x˙ = K+ −K−x−K+xym +K−yn+m
y˙ = n
(
K+xy
m −K−yn+m +K− −K+yn
)
.
(24)
A fixed point is found at x∞ = y∞ = 1, for all values of
m,n. Its stability depends on m,n,K+,K−. The deter-
ministic EPR at the fixed point is given by
σ¯∞ = 3Ω(K+ −K−) ln K+
K−
(25)
(notice that parameter Ω cancels within the logarithms,
so that the EPR is extensive) and again it is independent
of m,n.
We will consider the cases n = 2, for values m =
0, 1, 2, 3, m = 0 being the zero-deficiency case, all others
having δ = 1. We take K+ = 10, K− = 1, which signi-
fies that the system is very far from a detailed balanced
thermodynamic equilibrium. We start from an empty
reactor, x0 = y0 = 0. For these values the above fixed
point is stable for all m < 4. For m = 0 the dynamics
converges uniformly to the fixed point, as shown in the
left-hand side of Fig. 1. A more interesting behavior ap-
pears for higher m: for m = 3 the deterministic system
displays damped oscillations towards the fixed point (as
shown by the innermost smoother lines in the left-hand
side of Fig. 1). Indeed, for m = 4 the fixed point becomes
unstable and the system displays steady oscillations.
As regards the stochastic setting, so far our framework
was that of ensemble thermodynamics, describing a large
sample of processes at a given time. From now on we con-
sider one given process in a large time. Indeed, Stochastic
Thermodynamics has two complementary formulations:
one along ensembles, and one along individual processes7.
The two frameworks are compatible, since the ergodic
principle ensures that long-time averages almost surely
(a.s.) equal ensemble averages at the steady state. In
particular it can be proven that for the reaction velocity
〈vρ〉∞ = lim
t→∞
1
t
#t(ρ), a.s. (26)
where #t(ρ) is the number of times reaction ρ has been
performed along the stochastic trajectory up to time t.
FIG. 2. The ACK theorem states that, if a CN has zero
deficiency, then given an initial state (in our case, N = E =
0), the steady ensemble of the Chemical Master Equation has
product form. Here we display color-plots of the histograms
of the steady distribution of nutrient and energy molecules,
for our toy models with m = 0, 1, 2, 3, and rates scaled down
by the volume-parameter Ω = 10−23NA = 6.02, giving a low
number of molecules at the steady state. Zebra lines (present,
but not displayed for m > 0 for sake of better visualization)
indicate that the stochastic dynamics preserves the parity of
the energy molecules, which are produced in pairs. Owing to
the outer smudge, the deficient models m = 1, 2, 3 have a non-
product form distribution. The product-form distribution of
the zero-deficiency case m = 0 is shown in more detail in
Fig. 3.
Similarly, a histogram for the steady ensemble p∞(N,E)
can be obtained by calculating the average time spent
by the trajectory at state N,E. Let us then illustrate
the ACK theorem. In Fig. 2 we provide color-plots for
p∞(N,E). For m = 0, the color plot renders the distri-
bution’s product-form. Zebra-lines are due to the fact
that energy tokens are produced in pairs, hence starting
from x0 = y0 = 0 only even numbers of energy molecules
can be populated. The same zebra-structure occurs for
higher m > 0, but for sake of better visualization we
drew pixels twice the width, covering the whole area.
The smudge in the color plots in Fig. 2 for m > 0 reveals
that the steady ensemble does not have product form.
Instead, in the zero-deficiency case, Fig. 3 compares the
histograms of the marginals for the energy and the nutri-
ent, showing that they perfectly agree with the prediction
from the product-form Poissonian.
In Fig. 4 we plot the average stochastic EPR as a func-
tion of volume Ω. The perfect overlap between the de-
terministic EPR (upper line) and the dots corresponding
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6FIG. 3. The nonlinear CN ∅ N 2E ∅ (corresponding
to m = 0) has zero deficiency. Hence, by the ACK theorem its
corresponding Chemical Master Equation affords a product-
form steady ensemble, and the marginals for the number of
nutrients and of energy molecules also have Poisson-like dis-
tributions. We plot histograms for the populations of nutrient
and energy molecules generated by stochastic simulations via
Gillespie’s algorithm, with rates scaled by a volume parame-
ter Ω = 6.02, showing perfect agreement with the predictions
of the ACK theorem.
to the m = 0 case confirms our result that for deficiency-
zero systems the correlation EPR vanishes. For m > 0
this particular class of models has negative correlation
EPR. The plots of the relative error in the inset show
that the effect vanishes at large system sizes where fluc-
tuations become negligible.
Finally, another interesting aspect to inquire is the de-
pendency of the correlation EPR on the affinity A =
3 logK+/K−, which determines the distance from de-
tailed balance, i.e. from thermodynamic equilibrium. In
particular, we are interested in the so-called linear regime
where the affinity is small and stationary currents are ap-
proximately linear in the affinity. Then
δσ∞ = (`− ¯`)A2 (27)
with the deterministic linear response coefficient ¯`= Ω/3.
The inset in Fig. 5 shows that in a model with nonvanish-
ing deficiency, in the linear regime the correlation EPR,
relative to the deterministic linear regime approximation,
does not vanish in the limit A → 0, which implies that
the stochastic linear response coefficient ` differs from the
deterministic one.
Our result proves that having δ = 0 is a sufficient
condition for a vanishing correlation EPR. A prelimi-
nary question is then whether it is also necessary. The
answer is trivially negative. In fact, if rates are such
that detailed balance holds, then both the stochastic,
the deterministic, and hence the correlation EPRs van-
ish. More generally, for the ACK theorem to hold it
is sufficient that the more general condition of complex
FIG. 4. The main result of our paper is that dissipation
(EPR) in stochasic chemical dynamics only coincides with
the deterministic EPR when the CN has zero deficiency, and
that already in simple systems intrinsic noise affects dissipa-
tion. In the main frame we plot in log-log scale the stochastic
EPR for our toy models, for all values m = 0, 1, 2, 3, as a func-
tion of the volume-parameter Ω that sets the average number
of molecules present in the reactor at the steady ensemble.
The upper straight line represents the deterministic value,
Eq. (25). The dots on top of it are the values of the corre-
sponding stochastic zero-deficiency system, m = 0. Models
m ≥ 1 with deficiency δ = 1 have lower EPR than the deter-
ministic model. An explanation for this is in Fig. 6. In the
inset, we show that the relative error between stochastic and
deterministic values decreases with volume.
balance holds: even if deficiency is greater than zero,
rates can conjure in such a way that currents look “as
if” the system had null deficiency. Furthermore, by the
theory of Schnakenberg25 it can be shown that the cor-
relation EPR can be decomposed in fundamental cycles
δσ(∞) = ∑α [〈Jα〉∞ − Jα(x∞)]Aα, with index α span-
ning a basis of the null space of the stoichiometric ma-
trix, Aα a cycle affinity and Jα a cycle current. Cycle
affinities are invariant under a wide range of transforma-
tions of the rate constants which affect the cycle currents;
hence even for non-complex balanced rates it might be
feasible to tune the rates in such a way that several cycle
contributions all cancel each other.
The above argument rests on the fact that rate con-
stants might be fine-tuned. The question becomes more
interesting if properly reformulated. For systems with
nonvanishing deficiency, complex-balanced rates are a set
of measure zero in the space of possible rates. So, is
the condition δ = 0 necessary for a vanishing correlation
EPR, for all possible values of rates? Very special sys-
tems with nonvashing deficiency which still have Poisso-
nian steady states have been found35. An example is the
chemical network X+Y 
 2X+Y, X
 2X. In this case,
the number of molecules of Y is constant and determines
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7FIG. 5. The affinity A = 3 logK+/K− determines the dis-
tance from thermodynamic equilibrium (detailed balance). In
this figure we show the dependency of the deterministic and
the stochastic EPRs with respect to the affinity, for m = 3
and Ω = 6.02, at fixed K− = 1 and variable K+. The dashed
curve is the linear-regime approximation of the deterministic
EPR, where the current is approximately linear in the affin-
ity and the EPR is approximated by a quadratic. Clearly the
EPRs approach zero for vanishing affinity (no dissipation).
The inset shows the error between stochastic and determin-
istic EPR, relative to the linear approximation. The relative
error increases with the affinity and, remarkably, it does not
tend to vanish for A→ 0. This implies that for nonvanishing
deficiency, the Onsager coefficients of the deterministic and
stochastic systems differ.
the stoichiometric compatibility class where the dynam-
ics is restricted. The deficiency is δ = 1, still the steady
ensemble is a product-form Poissonian with parameter
given by the solution of the deterministic equations of
motion, and the correlation EPR can be easily shown
to vanish. To take this class of cases into the descrip-
tion, Cappelletti and Wiuf have introduced the concept
of “stochastically complex-balanced” chemical reaction
networks. The analysis of whether correlation EPR van-
ishes for all values of the rates if and only if the network
is stochastically complex-balanced goes beyond the scope
of the present paper.
IV. DISCUSSION AND CONCLUSIONS
While it could have been expected that fluctuations
would increase dissipation, our simple model displays the
opposite behavior. This can be explained as follows.
Notice that for m = 3 in Fig. 1 the stochastic dynam-
ics has amplified oscillations, such as those characterized
in Ref. 36, where a purely stochastic mechanism for bio-
chemical oscillations was proposed. Such oscillations are
forcedly stabilized in the deterministic setting. Hence
the stochastic model is more flexible and capable of ex-
ploring modes that the deterministic system abandons.
Lower EPR then occurs when such modes are entropi-
cally convenient. A way to characterize these modes is
by a switching mechanism of chemical pathways. Fig. 6
details that in deficient networks, at low molecule num-
bers certain reactions can be effectively shut off because
of the temporary absence of a sufficient number of reac-
tants. This phenomenon eventually reshapes the struc-
ture of the irreversible closed reaction pathways that the
system can locally perform. In our particular model, for
low molecule numbers reaction 2 is inhibited, and the
other two reactions alone do not contribute to dissipa-
tion. Instead, in the CN with δ = 0 the dissipative cycle
can be performed at any particle number.
The above example might then lead to hypothesize
that the correlation EPR could be non-positive in gen-
eral. This is not the case though. A counterexample can
be found in the literature. The Schlo¨gl model ∅ 
 X,
2X 
 3X has deficiency δ = 1, and its most important
feature is that for certain critical values of the parameters
it displays a bifurcation. Gaspard compared stochastic
and deterministic EPRs for this model16, and as can be
observed from Fig. 2 in Ref.16, close to the critical point
the stochastic EPR is larger than the deterministic one,
while in the bistable region it interpolates between the
two possible values that the deterministic EPR takes at
each of the two stable fixed points.
Despite the fact that our toy model is oversimplified,
the mechanisms we observed might carry out to more
realistic networks. At the level of gene expression, it is
known that intrinsic noise is a crucial factor in phenotypic
variation within isogenic populations3. One step below,
while in cells metabolites might be large in number, gene-
expressed regulatory molecules might be very few3, allow-
ing the switching mechanisms that we described above.
In metabolism, the action of enzymes typically adds a
level of complexity. In fact, most (if not all) of the reac-
tions in biochemical CNs are not elementary, hence their
connectivity and kinetic rules have to be determined a
posteriori by advanced experimental methods (see32 for
a systematic review). Nevertheless, in our models the in-
built deficient cycle could be seen as the core structure
of any metabolic model. The network should be enriched
by resolving individual metabolites within nutrients and
waste, adding intermediate reactants such as cofactors
and enzymes, resolving the environment and outer ther-
modynamic cycles, separating time-scales and resorting
to effective rate laws when applicable. As a proof of con-
cept, all these operations will in general maintain the core
cycle and hence the deficient character of the network,
hence it can be argued that, because of its autocatalytic
character, metabolism is deficient.
3 In E. coli, the lowest-concentration metabolite, nucleoside adeno-
sine, is present in ∼ 102 copies, but over 80% of the variety
proteins is much lower in copy numbers31
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8To conclude, we emphasize that understanding ther-
modynamic constraints on the regulation of metabolic
networks is a crucial problem in CN reconstruction33,34.
In this work we displayed a close connection between the
topological notion of deficiency of a CN and nonequilib-
rium thermodynamics, proving that at steady states only
in zero-deficiency CNs the EPR evaluated by the mean-
field deterministic theory coincides with that of the cor-
responding stochastic model, accounting for stochastic
variability in molecules’ number at low concentrations.
For deficient CNs a nonvanishing correlation EPR quanti-
fies the disagreement between deterministic and stochas-
tic modeling, and at low molecule numbers this disagree-
ment can be understood in terms of a switching mech-
anisms of reaction pathways. A more detailed study of
the conditions for positive vs. negative correlation EPR
is demanded to future inquiry. Immediate perspectives
also include the study of non-well-stirred mixtures, where
reaction-diffusion processes allow for pattern formation,
and of systems with separation of time scales and effec-
tive enzymatic reactions. On the computational side, the
more demanding stochastic techniques can be blended
with deterministic algorithms to provide efficient tools
for the systematic computation of the entropic balance
of a CN, e.g. in software like COPASI37. More work
has to be done to delineate future application of defi-
ciency theory and stochastic thermodynamics to realistic
metabolic networks.
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Appendix A: Explicit derivation of Eq. (23)
From Eq. (14), plugging into the rates Eq. (11) and the
Poisson-form distribution Eq. (22) we obtain
σPoisyt =
∑
ρ
∑
X
Poisyt(X)vρ(X)
ln
v+ρ(X)Poisyt(X)
v−ρ(X +∇ρ)Poisyt(X +∇ρ)
=
1
ZX0
∑
ρ
∑
X
kρ
yt
X
(X − νρ)! ln
kρ
yt
X
(X−νρ)!
k−ρ yt
X+∇ρ
(X+∇ρ−ν−ρ)!
=
1
ZX0
∑
ρ
∑
X
kρ
yt
X
(X − νρ)!
(
ln
kρ
k−ρ
−∇ρ · lnyt
)
We now shift the summation over X to obtain
σPoisyt =
1
ZX0
∑
X
yt
X
X!
∑
ρ
kρyt
νρ
(
ln
kρ
k−ρ
−∇ρ · lnyt
)
=
∑
ρ
kρyt
νρ
(
ln
kρ
k−ρ
−∇ρ · lnyt
)
which is the desired result, Eq. (23).
FIG. 6. Chemical stochastic kinetics occurs on lattice or-
thants, called stoichiometric compatibility classes (SCC). For
our class of models, given an initial state, random jumps
preserve the parity of the energy molecules (even or odd),
hence there are two distinct SCCs. In the zero-deficiency
case, m = 0, all of the drawn transitions are possible, and
both SCCs can be obtained by repeatedly copy-pasting a mo-
tif corresponding to the full CN, marked bold in the figure,
through the whole lattice orthant. That is, locally each SCC
looks like the full CN. Only cycling trajectories that carry
a thermodynamic affinity contribute to the steady stochastic
EPR25,28. Hence, for m = 0, even for very low molecule num-
bers it is always possible to perform the entropy-producing
cycle. On the other hand, the structure of the SCCs for defi-
cient networks is: for m = 1 dotted transitions type I are not
feasible (since at least one energy token is needed to perform
reaction ρ = +2 and three energy tokens are needed to per-
form ρ = −2), for m = 2 dotted transitions type I and II are
switched off, and for m = 3 transitions type I, II and III are
shut. Hence for low-enough molecule numbers, the stochas-
tic trajectory explores a portion of the SCC where there is
no possibility of producing entropy along an irreversible cycle
(cycles consisting only of reactions ρ = ±1,±2 don’t dissi-
pate). This explains the lower stochastic EPR observed for
m = 1, 2, 3 in Fig. 4.
Appendix B: Sketch of derivation of the deficiency-zero
theorem
One of the corollaries that incarnate the Anderson-
Craciun-Kurtz theorem22 states that if a (weakly) re-
versible CN has deficiency zero, then on each stoichiomet-
ric compatibility classes the Chemical Master Equation
admits a product-form Poisson-like steady distribution
with parameter given by the unique fixed point of the
corresponding rate equations. For sake of completeness,
we provide the sketch of a derivation based on the graph-
theoretical perspective that was briefly introduced in the
main text. For another derivation based on quantum
techniques, see39.
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9Plugging the product-form Eq. (22) with parameter
given by the fixed point x∞ into the generator Eq. (12),
and using rates Eq. (11) one obtains
LPoisx∞(X) =
=
1
ZX0
∑
ρ
[
k−ρ
x∞X+∇ρ
(X +∇ρ − ν−ρ)! − k+ρ
x∞X
(X − νρ)!
]
=
2
ZX0
∑
ρ>0
x∞X−νρ
(X − νρ)!
[
v−ρ(x∞)− v+ρ(x∞)
]
(B1)
where we used∇ρ = ν−ρ−νρ, and antisymmetrized. We
now observe that the sum over reaction vectors ρ > 0 can
be commuted with a sum over complexes Yi, followed by
a sum over all reactions ρ that have Yi as a source com-
plex. The latter information is stored into the incidence
matrix ∂ of the graph of complexes. Noticing that νρ
only depends on the complex of reactants ahead of ρ, we
can write
LPoisx∞(X) =
2
ZX0
∑
i
x∞X−νi
(X − νi)!∑
ρ
∂i,ρ
[
v−ρ(x∞)− v+ρ(x∞)
]
. (B2)
After Eq. (15), the fixed point satisfies∑
ρ>0
∇ρ [v+ρ(x∞)− v−ρ(x∞)] = 0 (B3)
which implies that v+ρ(x∞) − v−ρ(x∞) is a right-null
vector of the stoichiometric matrix. But if δ = 0, then
v+ρ(x∞)− v−ρ(x∞) is also a right-null vector of the in-
cidence matrix (see last paragraph in Sec. II B), hence
Eq. (B2) vanishes.
Appendix C: Materials and methods
We employed the CN simulation software COPASI37 to
simulate the Chemical Master Equation via Gillespie’s al-
gorithm, and the LSODA algorithm implemented in the
scientific python stack (SciPy)38 to solve deterministic
rate equations. Histograms in Fig. 3 and Fig. 2 were sam-
pled from stochastic trajectories for random-time change
Markov jump processes spanning over 105 s with a time
resolution of 10−1 s, for a total of 106 binned particle
number pairs, while the stochastic time-courses in Fig.1
employ trajectories of 5 s with a resolution of 10−5 s.
Each value for the average stochastic EPR in Fig. 4 was
calculated along single simulations of 105 s. Notice that
Gillespie’s algorithm keeps track of all reaction events,
hence the final result for the stochastic average EPR is
independent of time resolution. For the deterministic
transients we used the same time-span and resolution as
for the stochastic ones. The deterministic EPR was cal-
culated via Eq. (25) and not from the simulation data.
Thus it is only valid at the fixed point.
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8. ermodynamics of Enzymatic Reactions
All the results presented in part III started from the chemical master equation with elementary reactions
as described in section 4.2. In the context of biological applications, however, this is sometimes an
unfeasible level of description. Inside a cell there are hundreds and thousands of enzymes that enhance
the rates of reactions by means of catalysis. e action of each enzyme individually needs to be
described with several elementary reactions. Describing all of these processes as a big chemical master
equation leads to a level of complexity that cannot be handled analytically nor computationally.
A common rst simplifying assumption is the deterministic limit for large abundances of particle
numbers, as sketched in section 4.3. I addressed especially the thermodynamic consistency of this
approximation in chapter 7. An additional simplication is the use of enzyme kinetics [1] instead
of elementary reactions. Enzyme kinetics describe the overall dynamics of the catalytic action of
enzymes by means of a single reaction per enzyme — thus eliminating the enzymes themselves from
the dynamical species, and resulting in a smaller set of dynamical equations that are much easier to
handle computationally.
is coarse graining of the catalytic mechanism has an impact on the thermodynamic description
of the net reaction that needs to be taken care of. An obvious question is whether the single coarse-
grained reaction captures all contributions to the dissipation. Another less obvious question is
whether a single reaction is even enough to cover all stoichiometric and dynamical properties of the
catalytic action. Understanding this is a crucial step on the way to addressing the thermodynamics
in real-life chemical reaction networks.
In this chapter, I provide the reprint of an article that I coauthored. We answer the above questions
in this article and show that they are related. Our approach starts at the very basis of enzyme kinetics.
We exploit the concept of emergent cycles introduced in section 4.1.2 to perform this coarse graining
in a thermodynamically consistent way. We especially address the connection between kinetic rates
and free-enthalpy dierences of reaction, equation (3.19), which is related to the local detailed balance
from stochastic thermodynamics. As a result, we are able to resolve the confusion that prevailed in
the literature with regards to the applicability of this relation for enzymatic reactions: some authors
claimed the general validity [2] while others doubted it [3].
References
[1] A. Cornish-Bowden. Fundamentals of Enzyme Kinetics. 4th ed. Weinheim: Wiley-Blackwell,
2012.
[2] D. A. Beard and H. Qian. “Relationship between ermodynamic Driving Force and One-Way
Fluxes in Reversible Processes”. In: PLoS ONE 2.1, e144 (2007).
[3] R. Fleming et al. “Integrated stoichiometric, thermodynamic and kinetic modelling of steady
state metabolism”. In: Journal of eoretical Biology 264.3 (2010), pp. 683–692.
98
e following article is reprinted from
[A. Wachtel, R. Rao, M. Esposito. New Journal of Physics 20, 042002 (2018)]
under the conditions of the Creative Commons Aribution 3.0 Unported Licence1. I added pagemarks
in the outer margins to provide a continuous pagination throughout the thesis.
1https://creativecommons.org/licenses/by/3.0/

New J. Phys. 20 (2018) 042002 https://doi.org/10.1088/1367-2630/aab5c9
FAST TRACK COMMUNICATION
Thermodynamically consistent coarse graining of biocatalysts
beyondMichaelis–Menten
ArturWachtel , RiccardoRao andMassimiliano Esposito
Complex Systems and StatisticalMechanics, Physics andMaterials Science ResearchUnit, University of Luxembourg, 162a, Avenue de la
Faïencerie, 1511 Luxembourg, Luxembourg
E-mail: artur.wachtel@uni.lu
Keywords: coarse graining, biochemical reaction networks, thermodynamics, enzyme kinetics
Abstract
Starting from the detailed catalyticmechanismof a biocatalyst we provide a coarse-graining procedure
which, by construction, is thermodynamically consistent. This procedure provides stoichiometries,
reaction ﬂuxes (rate laws), and reaction forces (Gibbs energies of reaction) for the coarse-grained level.
It can treat active transporters andmolecularmachines, and thus extends the applicability of ideas that
originated in enzyme kinetics. Our results lay the foundations for systematic studies of the
thermodynamics of large-scale biochemical reaction networks.Moreover, we identify the conditions
underwhich a relation between one-way ﬂuxes and forces holds at the coarse-grained level as it holds
at the detailed level. In doing so, we clarify the speculations and broad claimsmade in the literature
about such a general ﬂux–force relation. As a further consequencewe show that, in contrast to
commonbelief, the second lawof thermodynamics does not require the currents and the forces of
biochemical reaction networks to be always aligned.
1. Introduction
Catalytic processes are ubiquitous in cellular physiology. Biocatalysts are involved inmetabolism, cell signaling,
transcription and translation of genetic information, as well as replication. All these processes and pathways
involve not only a few but rather dozens to hundreds, sometimes thousands of different enzymes. Finding the
actual catalyticmechanismof a single enzyme is difﬁcult and time consumingwork. To date, formany enzymes
the catalyticmechanisms are not known. Even if such detailed informationwas at hand, including detailed
catalyticmachanisms into a large scalemodel is typically unfeasable for numerical simulations. Therefore, larger
biochemical reaction networks contain the enzymes as single reactions following enzymatic kinetics. This
simpliﬁed description captures only the essential dynamical features of the catalytic action, condensed into a
single reaction.
The history of enzyme kinetics [1] stretches backmore than a hundred years. After the pioneering work of
Brown [2] andHenri [3],Michaelis andMenten [4] laid the foundation for the systematic coarse graining of a
detailed enzymaticmechanism into a single reaction. Since then, a lot of different types ofmechanisms have
been found and systematically classiﬁed [5]. Arguably, themost important catalysts in biochemical processes are
enzymes—which are catalytically active proteins. However, other types of catalyticmolecules are also known,
some of themoccur naturally like catalytic RNA (ribozymes) or catalytic anti-bodies (abzymes), some of them
are synthetic (synzymes) [5]. For our purposes it does notmatter which kind of biocatalyst is being described by a
catalyticmechanism—we treat all of the above in the sameway.
From amore general perspective, other scientiﬁcﬁelds are concernedwith the question of how to properly
coarse grain a process aswell.While inmost applications the focus lies on the dynamics, or kinetics, of a process,
it turned out that thermodynamics plays an intricate role in this question [6]. For processes occurring at
thermodynamic equilibrium, every choice of coarse graining can bemade thermodynamically consistent—after
all, the very foundation of equilibrium thermodynamics is concernedwith reduced descriptions of physical
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phenomena [7]. Instead, biological systems are open systems exchanging particles with reservoirs and as such
they are inherently out of equilibrium.Nonequilibriumprocesses, in general, do not have a natural coarse
graining.
When the particle numbers in a reaction network are small, it needs to be described stochastically with the
chemicalmaster equation. Indeed, there is increased interest in the correct thermodynamic treatment of
stochastic processes [8, 9].With stochastic processes it is possible to investigate energy-conversion inmolecular
motors [10–13], error correction via kinetic proofreading [14–16], as well as information processing in small
sensing networks [17–19]. In this ﬁeld, different suggestions arose for coarse grainingsmotivated by
thermodynamic consistency [20–22]. In these cases, the dissipation in a nonequililibriumprocess is typically
underestimated—although also overestimationsmay occur [23]. For a general overview of coarse-graining in
Markov processes, see [24] and references therein.
For large-scale networks however, a stochastic treatment is unfeasable. On the one hand, stochastic
simulations quickly become computationally so demanding that they are effectively untractable. On the other
hand, when species appear in large abundances (e.g.metabolic networks) the stochastic noise is negligible. This
paper is exclusively concernedwith this latter case. The dynamics is governed by deterministic differential
equations: the nonlinear rate equations of chemical kinetics. Assuming a separation of time scales in these
equations,model reduction approaches have been developed [25–27]. However, they do not address the
question of thermodynamic consistency. Remarkably, recent development in the thermodynamics of chemical
reaction networks [28, 29]highlighted the strong connection between the thermodynamics of deterministic rate
equations and of stochastic processes, including the relation between energy, work, and information.
Unfortunately, these studies were limited to elementary reactions withmass–action kinetics. The present paper
addresses this constraint, thus extending the theory to kinetics of coarse-grained catalysts.
Understanding the nonequilibrium thermodynamics of catalysts is a crucial step towards incorporating
thermodynamics into large-scale reaction networks. There is ongoing effort in the latter [30–32]which very
often is based on the connection between thermodynamics and kinetics [33–35].
In this paperwe showhow to coarse grain the deterministic description of any biocatalyst in a
thermodynamically consistent way—extending the applicability of such simpliﬁcations even tomolecular
motors [10, 36] and activemembrane transport [37]. The starting point is the catalyticmechanismdescribed as a
reversible chemical reaction networkwhere each of theM reaction steps ρ is an elementary transition
representing a conformational change of amolecule or an elementary chemical reactionwithmass–action
kinetics. The corresponding rates are given by the ﬂuxes (kinetic rate laws), fr, that incorporate the reaction rate
constants and the dependence on the concentration of the reactantmolecules. Themass–action reaction forces
(negative Gibbs free energies of reaction) are f f-D =r r r+ -G RT ln [38]. At this level, the reaction currents,
f f= -r r r+ -J , of these elementary steps are alignedwith their respective reaction forces[39]: when one is
positive, so is the other. Fromherewe construct a reduced set ofC reactions with effective reaction ﬂuxes ya and
net forces−ΔαG. Aswewill see later, there is a limited freedom to choose the exact set of reduced reactions.
Nonetheless, the number of reduced reactions is independent of this choice.
By construction, our coarse graining procedure captures the entropy-production rate (EPR) [39, 40] of the
underlying catalyticmechanism,
å ås f f y y- - D = - - D
r
r r r
a
a a a+ - + -≔ ( ) ( )T G G 0,
M C
even though the numberC of effective reactionsα ismuch smaller than the numberM of original reaction steps
ρ. Therefore, our procedure is applicable in nonequilibrium situations, such as biological systems. In fact, the
above equation is exact under steady-state conditions. In transient and other time-dependent situations the
coarse graining can be a reasonable approximation.We elaborate this point further in the discussion.
Secondly, wework out the condition for this coarse graining to reduce to a single reactionα. In this case, we
prove that the followingﬂux–force relation holds true for this coarse-grained reaction:
y
y-D =a
a
a
+
-G RT ln .
A trivial consequence is that the coarse-grained reaction current, y y= -a a a+ -J , is alignedwith the net force,
−ΔαG. In the past, such aﬂux–force relation has been used in the literature [41, 42] after its general validity was
claimed [33] and later questioned [31, 34]. Fromhere the belief arises that in every biochemical reaction network
with any type of kinetics the currents and the forces of each reaction individually need to be aligned, a constraint
used especially inﬂux balance analysis [43–45]. However, as we show in this paper, this relation does not hold
when the coarse-graining reduces the biocatalyst to two ormore coupled reactions.
2
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This paper is structured as follows: ﬁrst we present our results. Then, we illustrate ourﬁndings with two
examples: theﬁrst is enzymatic catalysis of two substrates into one product. This can be reduced to a single
reaction, for whichwe verify theﬂux–force relation at the coarse-grained level. The second example is amodel of
activemembrane transport of protons, which is a prototype of a biocatalyst that cannot be reduced to a single
reaction. Afterwards, we sketch the proofs for our general claims. Finally, we discuss our results and their
implications. Rigorous proofs are provided in the appendix.
2. Results
Ourmain result is a systematic procedure for a thermodynamically consistent coarse graining of catalytic
processes. These processesmay involve several substrates, products,modiﬁers (e.g. activators, inhibitors) that
bind to or are released from a singlemolecule—the catalyst. The coarse graining involves only a few steps and is
exempliﬁed graphically inﬁgure 1:
(1) Consider the catalytic mechanism in a closed box and identify the internal stoichiometric cycles of the
system. An internal stoichiometric cycle is a sequence of reactions leaving the state of the system invariant.
Formally, internal stoichiometric cycles constitute the nullspace of the full stoichiometricmatrix, .
(2) Consider the concentrations of all substrates, modiﬁers, and products (summarized as Y) constant in
time—therefore reduce the stoichiometricmatrix by exactly those species. The remaining species,X,
representN different states of the catalyst. As a consequence, the reduced stoichiometricmatrix, X , has a
larger nullspace: new stoichiometric cycles emerge in the system. These emergent cycles cause a turnover in
the substrates/products while leaving the internal species invariant. Choose a basis, aC , of emergent
stoichiometric cycles that are linearly independent from the internal cycles.
(3) Identify the net stoichiometry,  aCY , together with the sum, -DaG, of the forces along each emergent
cycleα.
(4) Calculate the apparent ﬂuxes ya along the emergent cycles at steady state.
Figure 1.Overview of the coarse-graining procedure: (Left) the starting point is a reaction networkwith elementary reactions
followingmass–action kinetics in a steady state. This example contains two catalyticmechanisms [blue boxes] and for illustrative
purposes some additional arbitrary reactions. Each of the two catalyst species, E and M, is conserved throughout the network. The
reaction partners of the catalysts re-appear in the rest of the network. From the perspective of the remaining network, only the
turnover [blue arrows] of thesemolecules are relevant. The involved concentrationsmay be global, as for S, or refer to different well
stirred sub-compartments [green box], as for P. (Right)The procedure provides few coarse-grained reactions [blue arrows] that
replace the originallymore complicatedmechanisms. The kinetic rate laws,ψ, of the coarse-grained reactions are different from
mass–action.We construct them explicitly during the coarse-graining procedure, so that the turnover is correctly reproduced.
Combinedwith the coarse-grained reaction forces [Gibbs free energies] also the entropy-production rate is reproduced exactly.We
work out the coarse graining of these two catalysts, E and M, in detail in section 3.
3
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For each emergent stoichiometric cycleα this procedure provides a new reversible reactionwith net
stoichiometry  aCY , net force−ΔαG, and net ﬂuxes ya. Furthermore, it preserves the EPR and, therefore, is
thermodynamically consistent.
Our second result is a consequence of themain result: we prove that the ﬂux–force relation is satisﬁed at the
coarse-grained level by any catalyticmechanism forwhich only one single cycle emerges in step 2 of the
presented procedure, as in example 3.1.Whenmore cycles emerge, the ﬂux–force relation does not hold aswe
show in the explicit counter-example 3.2.
3. Examples
3.1. Enzymatic catalysis
Let us consider the enzyme E that we introduced inﬁgure 1. It is capable of catalyzing a reaction of two
substrates, S1 and S2, into a single productmolecule, P. The binding order of the two substrates does notmatter.
Every single one of these reaction steps is assumed to be reversible and to followmass–action kinetics. For every
reactionwe adopt a reference forward direction. Overall, the enzymatic catalysis can be represented by the
reaction network inﬁgure 2.
We apply ourmain result to this enzymatic scheme and thus construct a coarse-grained description for the
net catalytic action.We furthermore explicitly verify our second result by showing that the derived enzymatic
reactionﬂuxes satisfy theﬂux–force relation.
3.1.1. Closed system—internal cycles
When this system is contained in a closed box, nomolecule can leave or enter the reaction volume. The
dynamics is then described by the following rate equations:
= ( ) ( )z J z
t
d
d
, 1
wherewe introduced the concentration vector z , the current vector ( )J z , as well as the stoichiometricmatrix :
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In the dynamical equations, only the currents ( )J z depend on the concentrations, whereas the
stoichiometricmatrix  does not. The stoichiometricmatrix thus imposes constraints on the possible steady-
state concentrations that can be analyzedwithmere stoichiometry: at steady state the current has to satisfy
= ( )J z0 ss or, equivalently, Î( )J z kerss . In our example, the nullspace ker is one-dimensional and
spanned by = - -( )C 1 1 1 1 0 0 .int Hence, the steady-state current is fully described by a single scalar
value, =( )J z CJ .ss int int The vector Cint represents a series of reactions that leave the system state unchanged: the
two substrates are bound along reactions 1 and 4 and released again along reactions−3 and−2. In the end, the
system returns to the exact same state as before these reactions. Therefore, we call this vector internal
stoichiometric cycle. Having identiﬁed this internal cycle renders the ﬁrst step complete.
Figure 2.An enzymatic scheme turning two substrates into one product. The substrates can bind in arbitrary order.We adopt a
reference direction for the individual reactions: forward is from left to right, as indicated by the arrows. The backward reactions are
from right to left, thus every single reaction step is reversible. This scheme has a clear interpretation as a graph: the reactions are edges,
reactants/products are vertices, where different combinations of reactants/products are considered different vertices. This graph has
three disconnected components and contains no circuit.
4
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Note that this stoichiometric cycle does not correspond to a self-avoiding closed path, or circuit, in the
reaction graph inﬁgure 2. This is due to the fact that combinations of species serve as vertices. If instead each
species individually is a vertex, then also each cycle corresponds to a circuit.
In the followingwe explainwhy the ﬁrst step of the procedure is important. The closed systemhas to satisfy a
constraint that comes fromphysics: a closed systemnecessarily has to relax to a thermodynamic equilibrium
state—which is characterized by the absence of currents of extensive quantities on any scale. Thus
thermodynamic equilibrium is satisﬁed if =J 0int . One can show that this requirement is equivalent to
Wegscheider’s condition [46]: the product of the forward rate constants along the internal cycle equals that of
the backward rate constants,
=- - - - ( )k k k k k k k k . 21 4 3 2 1 4 3 2
Furthermore, irrespective of thermodynamic equilibrium, the steady state has to be stoichiometrically
compatible with the initial condition: there are three linearly independent vectors in the cokernel of :
For each such vector, the scalar º ℓ · zL evolves according to = =¶¶ ℓ ℓ· · ( )z J z 0t , and thus is a conserved
quantity.We deliberately chose linearly independent vectors with a clear physical interpretation. These vectors
represent conservedmoieties, i.e. a part of (or an entire)molecule that remains intact in all reactions. The total
concentration of the enzymemoiety in the system is given by LE. The other two conservation laws, L1 and L2, are
the total concentrations ofmoieties of the substrates, S1 and S2, respectively.
Given a set of values for the conserved quantities from the initial condition,Wegscheider’s condition on the
rate constants ensures uniqueness of the equilibrium solution [46].
3.1.2. Open system—emergent cycles
So farwe only discussed the system in a closed box that will necessarily relax to a thermodynamic equilibrium.
Wenowopen the box and assume that there is amechanism capable ofﬁxing the concentrations of S1, S2
and P to some given levels. These three species therefore no longer take part in the dynamics. Formally, we
divide the set of species into two disjoint sets:
È     { } { }E, ES , ES , ES S , EP S , S , P .
X Y
1 2 1 2 1 2
Theﬁrst are the internal species,X, which are subject to the dynamics. The second are the chemostatted species,Y,
which are exchangedwith the environment.We apply this splitting to the stoichiometricmatrix,
 

= ⎛⎝⎜
⎞
⎠⎟,
X
Y
and the vector of concentrations, = ( )z x y, . Analogously, the rate equations for this open reaction system split
into
¶¶ = ( ) ( )x J x yt , , 3
X
º ¶¶ = +( ) ( ) ( )y J x y I x yt0 , , . 4
Y
The equation (4) ismerely a deﬁnition for the exchange current I , keeping the speciesY at constant
concentrations. Note that the exchange currents I quantify the substrate/product turnover. The actual
dynamical rate equations, the equation (3), are a subset of the original equations for the closed system, treating
the chemostats as constant parameters. Absorbing these latter concentrations into the rate constants, we arrive at
a linearODE systemwith new pseudo-ﬁrst-order rate constants ˜( )yk . For these rate equations, one needs to
reconsider the graphical representation of this reaction network: since the chemostatted species now aremerely
parameters for the reactions, we have to remove the chemostatted species from the former vertices of the
network representation and associate them to the edges. The resulting graph representing the open network is
drawn inﬁgure 3.
5
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The steady-state current = ( )J J x y,ss ss of equation (3)needs to be in the kernel of the internal
stoichiometricmatrix X only. This opens up new possibilities. It is obvious that ker is a subset of ker X , but
ker X is in fact bigger. In our examplewe nowhave two stoichiometric cycles,
ð5Þ
Theﬁrst cycle is the internal cycle we identiﬁed in the closed system already: it only involves reactions that leave
the closed system invariant, thus upon completion of this cycle not a singlemolecule is being exchanged. The
second cycle is different: upon completion it leaves the internal species unchanged but chemostatted species are
exchangedwith the environment. Since this type of cycle appears only upon chemostatting, we call them
emergent stoichiometric cycles. Overall, the steady-state current is a linear combination of these two cycles:
= +J C CJ Jss int int ext ext. This completes step 2.
These two stoichiometric cycles correspond to circuits in the open reaction graph.We give a visual
representation on the right ofﬁgure 3. As a consequence of workingwith catalysts, the vertices of the reaction
graph for the open system coincidewith the internal speciesX. Therefore, for all catalysts the cycles of the open
system correspond to circuits in the corresponding graph.
The cycles are not the only structural object affected by the chemostatting procedure: the conservation laws
change aswell. In the enzyme examplewe havemerely one conservation law left—that of the enzymemoiety, LE.
The substratemoieties are being exchangedwith the environment, which renders L1 and L2 broken conservation
laws. Overall, upon adding three chemostats two conservation lawswere broken and one cycle emerged. In fact,
the number of chemostatted species always equals the number of broken conservation laws plus the number of
emergent cycles [47].
3.1.3. Net stoichiometries and net forces
Thenet stoichiometryof the emergent cycle is + S S P1 2 . This represents a single reversible reactiondescribing
thenet catalytic actionof the enzyme. For a complete coarse graining,we still need to identify theﬂuxes and thenet
force along this reaction. Its net force is givenby the sumof the forces along the emergent cycle.Collecting theGibbs
energies of reaction in a vector, D D D≔ ( )G G G, ...,r 1 6 , this sum is conciselywritten as
-D - D =
- - - -
≔ · [ ][ ][ ] ( )C GG RT
k k k k
k k k k
ln
S S
P
. 6ext ext r
1 4 5 6 1 2
1 4 5 6
One could also ask about the net stoichiometry and net force along the internal cycle. However, we have
 =C 0int since the internal cycle does not interact with the chemostats.Moreover, the net force along the
internal cycle is
- D = =- -
- -
· ( )C G RT k k k k
k k k k
ln 0 7int r
1 4 3 2
1 4 3 2
by virtue ofWegscheider’s condition.
3.1.4. Apparent ﬂuxes
Wenowdetermine the apparentﬂuxes along the two cycles of the system. To that end, we ﬁrst solve the linear
rate equations to calculate the steady-state concentrations and the steady-state currents. For the steady-state
Figure 3. (Left)Enzymatic catalysis as an open chemical network. The species S1, S2 and P are now associated to the edges of the graph,
instead of being part of its vertices as in ﬁgure 2. This graph has only one connected component and contains three distinct circuits.
(Center, right)Graphical representation of the two circuits spanning the kernel of X . The lower left triangle constitutes the third
circuit. It can be recovered by a linear combination of the other two circuits.
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concentrations we use a diagrammaticmethod popularized byKing andAltman [48] that we summarize in
appendix A.
As derived in step 2 of the procedure, the steady-state current vector is
Hence the two cycle currents are
= - = - = = -- -[ ] [ ][ ] [ ] [ ][ ]J J k k J J k kES E S , EP E P .int 2 2 2 2 2 ext 6 6 6
With the explicit steady-state concentrations given in appendix A.1, weﬁnd (see appendix B.1 for details):
= - = + -- - - - - -
⎛
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x= - = -- - - - -[ ] [ ][ ] ( )( ) ( [ ][ ] [ ]) ( )
y
y
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L
N
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E
E
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Here, LE is the total amount of available enzyme, ( )yNE is a positive quantity that depends on the chemostat
concentrations aswell as all rate constants, and
x = + + +- - -
-
( ) [ ] [ ]y k k k
k
k
k k
k
S
S
.3 1
2 3 2
1
2
2 3
4
As expected, the current along the emergent cycle Jext is not zero, provided that its net force is not zero.
However, note that the current along the internal cycle does not vanish either, even though its ownnet force is
zero. Both currents vanish onlywhen the net force,-D Gext , vanishes—which is at thermodynamic
equilibrium.
Finally, we decompose the current y y= -+ -Jext into the apparent ﬂuxes
y x y x= > = >+ - - - - -( )( ) [ ][ ]
( )
( ) [ ] ( )
y
y
y
y
L
N
k k k k
L
N
k k k kS S 0, P 0. 9E
E
1 4 5 6 1 2
E
E
1 4 5 6
Here, it is important to note thatwhile
y y- = -+ - -[ ] [ ][ ]k kEP E P ,6 6
there are several cancellations happening in the derivation of equation (8) implying that
y y¹ ¹+ - -[ ] [ ][ ]k kEP , E P .6 6
Weelaborate on these cancellations in this special case in appendix B.1 aswell as for the general case in
appendix B.3.
3.1.5. Flux–force relation
With the explicit expressions for the net force, equation (6), and the apparent ﬂuxes, equation (9), of the
emergent cycle we explicitly verify the ﬂux–force relation at the coarse-grained level:
y
y = = -D
+
- - - - -
[ ][ ]
[ ]RT RT
k k k k
k k k k
Gln ln
S S
P
.1 4 5 6 1 2
1 4 5 6
ext
Thisﬂux–force relation implies that the reaction current is always alignedwith the net force along this reaction:
>  -D >J G0 0ext ext . In other words, the reaction current directly follows the force acting on this reaction.
In fact, in this casewe can connect the ﬂux–force relation to the second law of thermodynamics. The EPR
reads

s
y y yy
=- D = - D - D
=- D = -+ -
+
-
( ) · · ·
( )
x y J G C G C GT J J
J G RT
,
ln 0.
ss ss r int int r ext ext r
ext ext
With this representation, it is evident that the ﬂux–force relation ensures the second law: s 0.Moreover, we
see explicitly that the EPR is faithfully reproduced at the coarse-grained level. This shows the thermodynamic
consistency of our coarse-graining procedure.
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3.2. Activemembrane transport
Wenow turn to the second example introduced inﬁgure 1: amembrane protein,M, thatmodels a proton pump
similar to the one presented in [37]. It transports protons fromone side of themembrane (side a) to the other
(side b). Themembrane protein itself is assumed to be charged to facilitate binding of the protons and to have
different conformations -M and -Mwhere it exposes the binding site to the two different sides of the
membrane. Furthermore, when a proton is bound, it can either bind another substrate Swhen exposing the
proton to side a—or the respective product Pwhen the proton is exposed to side b. The latter could be some
other ion concentrations on either side of themembrane—or an energy rich compound (ATP) and its energy
poor counterpart (ADP). The reactionsmodeling thismechanism are summarized in the reaction graph in
ﬁgure 4.
In order toﬁnd a coarse-grained description for this transporter we apply our result. Since the procedure is
already detailed in example 3.1, we omit some repetitive explanations in this example.
3.2.1. Closed system—internal cycles
This closed systemhas no cycle, thereforeWegscheider’s conditions do not impose any relation between the
reaction rate constants. There are three conservation laws in the closed system,
They represent the conservation ofmembrane protein (LM), proton (LH), and substratemoieties (LS),
respectively, showing that these three are conserved independently. For any initial condition, the corresponding
rate equations will relax to a unique steady-state solution satisfying thermodynamic equilibrium, =( )J z 0.
3.2.2. Open system—emergent cycles
Wenowﬁx the concentrations of the protons +Ha and +Hb in the two reservoirs, as well as the substrate and the
product concentrations. The reaction network for this open system is depicted inﬁgure 5. The open system still
has a conservedmembrane proteinmoiety while the conservation laws of protons and substrate are broken
upon chemostatting. Furthermore, there are two emergent cycles now,
ð10Þ
Their visual representation as circuits is given on the right ofﬁgure 5.
Figure 4.Reaction graph for themechanismmodeling the active transport of protons fromone side of amembrane, +Ha , to the other
side, +Hb . The transport is coupled to the catalysis of a substrate, S, to a product, P. The free transporter itself exists in two different
conformations denoted -M and -M , respectively. Again, all reactions are considered reversible and to followmass–action kinetics. A
reference forward direction is indicated as arrows from left to right.
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3.2.3. Net stoichiometry and net forces
Theﬁrst emergent cycle has the net stoichiometry S P, which represents pure catalysis with net force
-D = -
- - -
[ ]
[ ] ( )G RT
k k k k
k k k k
ln
S
P
. 11cat
2 3 4 7
2 3 4 7
The second cycle has net stoichiometry + +H Hb a . This represents the slip of one proton from side b back to
side awith net force
-D = - - - -
+
+
[ ]
[ ] ( )G RT
k k k k
k k k k
ln
H
H
. 12sl
1 5 6 7 b
1 5 6 7 a
For later reference, we note that the difference = -C C Ctr cat sl has net stoichiometry + ++ +H S H Pa b .
This is the active transport of a proton from side a to side b, under catalysis of one substrate into one product.
The net force of this reaction is
-D = -D + D =
+
- - - - - - +
[ ][ ]
[ ][ ] ( )G G G RT
k k k k k k
k k k k k k
ln
H S
H P
. 13tr cat sl
1 2 3 4 5 6 a
1 2 3 4 5 6 b
3.2.4. Apparent ﬂuxes
Solving the linear rate equations (see appendix A), we have a solution for the steady-state concentrations. The
exact expressions are given in appendix A.2.With the steady-state concentrations, we calculate the contributions
of both cycles to the steady-state current: = +( )J x y C CJ J,ss cat cat sl sl. Each current contribution is given by a
single reaction:
y y y y= - = - -+ - + -≕ ≕J J J J, .cat 2 cat cat sl 1 sl sl
With the abbreviations
x x+ + + +- - + - + + + - - -≔ [ ] [ ][ ] [ ] ≔k k k k k k k k k k k kH H H H , ,cat 6 5 b 1 5 a b 6 1 a sl 3 4 2 4 3 2
we can express the apparent ﬂuxes as
y x
y x
y x
y x
= +
= +
= +
= +
+ + -
- - - - - - - + - - -
+ - - - - - - + - - - - +
- + +
[ ][ ] [ ]
[ ][ ] [ ]
[ ][ ] [ ]
[ ][ ] [ ]
N
L
k k k k k k k k k k
N
L
k k k k k k k k k k
N
L
k k k k k k k k k k
N
L
k k k k k k k k k k
H S S ,
H P P ,
H P H ,
H S H .
M
M
cat 1 2 3 4 5 6 a cat 7 2 3 4
M
M
cat 1 2 3 4 5 6 b cat 7 2 3 4
M
M
sl 1 2 3 4 5 6 b sl 1 5 6 7 b
M
M
sl 1 2 3 4 5 6 a sl 1 5 6 7 a
The derivation for these equations is detailed in appendix B.2.Note that NM depends on all rate constants and all
chemostat concentrations.
3.2.5. Breakdown of the ﬂux–force relation
We see that the abbreviated terms ξ appear symmetrically in the forward and backward ﬂuxes. Therefore, when
the net forces are zero, necessarily the currents vanish and the system is at thermodynamic equilibrium.
However, in general, the currents do not vanish.Moreover, the concentrations of the chemostats appear in the
four different ﬂuxes in different combinations—indicating that both net forces couple to both coarse-grained
reactions. Due to this coupling, it is impossible toﬁndnice ﬂux–force relations for the two reactions
Figure 5. (Left)Activemembrane transport as a graph representing the open chemical network. The proton concentrations +Ha and+Hb , as well as the substrate and the product are chemostatted, thus are associated to the edges of the graph. (Right)Graphical
representations for the three distinct cycles in this graph.Only two of themare independent andwe choose Ccat and Csl as a basis in
themain text. The third is their difference = -C C Ctr cat sl.
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independently:
y
y
y
y-D ¹ -D ¹
+
-
+
- ( )G RT G RTln , ln . 14cat cat
cat
sl
sl
sl
To the contrary, it is easy toﬁnd concentrations for the four chemostats where the catalytic force is so strong
that it drives the slip current against its natural direction—giving rise to a negative contribution in the EPR.
Nonetheless, the overall EPR is correctly reproduced at the coarse-grained level:
s = - D = - D - D·J GT J G J G 0.ss r cat cat sl sl
Since this is, by construction, the correct EPRof the full system at steady state, we know that it is always non-
negative—and that the coarse-graining procedure is thermodynamically consistent. This example shows
explicitly that biochemical reaction networks need not satisfy the ﬂux–force relation, nor need their currents and
forces be aligned to complywith the second law. After all, the function of thismembrane protein is to transport
protons from side a to side b against the natural concentration gradient.
4. Cycle-based coarse graining
From the perspective of a single biocatalyst, the rest of the cell (or cellular compartment) serves as its
environment, providing a reservoir for different chemical species. Our coarse graining exploits this perspective
to disentangle the interaction of the catalyst with its environment—in the formof emergent cycles—from the
behavior of the catalyst in a (hypothetical) closed box at thermodynamic equilibrium—in the formof the
internal cycles. From the perspective of the environment, only the interactionswith the catalystmatter, i.e. the
particle exchange currents: they prescribe the substrate/product turnover andwhen combinedwith the
reservoir’s concentrations (chemical potentials) also the dissipation. Our coarse graining respects the reservoir’s
concentrations and incorporates all the emergent cycles that exchange particles with the reservoir. It thus
correctly reproduces the exchange currents: this is the fundamental reasonwhywe can replace the actual
detailedmechanism of the catalyst with a set of coarse-grained reactions in a thermodynamically exact way. A
formal version of this reasoning, including all necessary rigor and a constructive prescription toﬁnd the
apparent ﬂuxes, is provided in appendix B.
In our examples we illustrated the fundamental difference between the case where a catalyst can be replaced
with a single coarse-grained reaction and the casewhere this is not possible. In theﬁrst case, such a catalyst
interacts with substrate and productmolecules that are coupled via exchange ofmass in a speciﬁc stoichiometric
ratio. This is known as tight coupling.Whether or not the catalysis is additionallymodiﬁed by activators or
inhibitors, does not interfere with this condition. After all, themodiﬁers are neither consumed nor produced.
Thus they appear only in the normalizing denominators of the steady-state concentrations and affect the kinetics
while leaving the thermodynamics untouched. Furthermore, if there is only one single emergent cycle in a
catalyticmechanism, any product of pseudo-ﬁrst-order rate constants along any circuit in the networkwill
either (i) satisfyWegscheider’s conditions or (ii) reproduce (up to sign) the net force,-DaG, of the emergent
cycle. Ultimately, this is why theﬂux–force relation holds in this tightly coupled case. A formal version of this
proof, including all necessary rigor, is provided in appendix C.
In the case wherewe have to provide two ormore coarse-grained reactions, the catalyticmechanism couples
several processes that are not tightly coupled via exchange ofmass. To the contrary: the turnover of different
substrates/products need not have ﬁxed stoichiometric ratios. In fact, their ratios will depend on the
environment’s concentrations. In this case theﬂux–force relation does not hold in general, as we provedwith
our counter-example. After all, when several processes are coupled, the force of one process can overcome the
force of the second process to drive the second current against its natural direction. This transduction of
energy[12, 49]would not be possible at a coarse-grained level, if theﬂux–force relationwas always true.
We now asses the reduction provided by our procedure: the numberC of coarse-grained reactionsα is
always lower than the numberM of reaction steps ρ in the originalmechanism. This can be understood from the
graph representation of the open system: the numberB of circuits in a connected graph is related to its numberN
of vertices (catalyst states) and the numberM of edges (reaction steps) by = - +B M N 1 [50]. Some of the
circuits represent internal cycles, renderingB an upper bound to the number of emergent cyclesC. Since the
numberN of catalyst states is at least two, these numbers are ordered: >M B C . This proves that our coarse
graining always reduces the number of reactions.
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5.Discussion
The original work ofMichaelis andMenten [4]was based on a speciﬁc enzyme that converts a single substrate
into a single product assuming a totally irreversible step. Their goal was to determine the rate of production of
productmolecule. Later progress in enzyme kinetics extended theirmethod to deal with fully reversible
mechanisms, as well asmany substrates,many products andmodiﬁers [1]. The focus on the turnover ledmany
people to identify the net effect of the enzymewith a single effective reaction, describing its kinetics with the
Michaelis–Menten equation (or one of its generalizations). Our coarse-graining indeed incorporates all these
special cases: theMichaelis–Menten equation arises from coarse graining amechanism of the form
+ +   ( )S E ES EP E P 15
and assuming that the last reaction step, the release of the product, ismuch faster than the other steps. Then the
coarse-grained reaction current is identical to the substrate/product turnover. Importantly, our procedure
highlights that there is no direct correspondence between the number of required net reactions and the number
of circuits in the reaction graph—even of the open system. Some circuits correspond to internal cycles that play a
kinetic role, not leaving a trace in the thermodynamic forces. Only the emergent cyclesneed to be taken into
account for the coarse graining. Thus the net effect of amulti-cyclic catalystmight be consistently expressed as a
single effective reaction, as seen in the example 3.1.
Likewise, in theoretical studies of biochemical systems, effective unimolecular reactions of the form
are frequently used, where the reaction rate constants satisfy
m m m m= - + -
+
-
⎡
⎣⎢
⎤
⎦⎥
◦ ◦
k
k RT
exp .A B X Y
Here, the chemical potentials,μ, account for the thermodynamic force exerted byX andY. Evenwhen the actual
effective reaction does not followmass–action kinetics, this equation is assumed, implying that the effective
reactionﬂuxes are y=+ +[ ]k A and y=- -[ ]k B , and the ‘constants’ k indeed depend on some concentrations.
This is only consistent if the implicit conversionmechanism is tightly coupled by exchange ofmass: when tightly
coupled, the differences of the chemical potentials represent theGibbs free energy change along the reaction
+ +A X B Y . In this case, the above equation is theﬂux–force relation. Otherwise, our coarse-graining
procedure reveals that this is thermodynamically inconsistent: if the implicitlymodeled catalysis is not tightly
coupled via the exchange ofmass, there is a hidden thermodynamic driving force that is independent of the
concentrations ofA andB, while the turnover ofX/Y is not in a stoichiometric ratio to the turnover ofA/B.We
have seen in example 3.2 that theﬂux–force relation indeed does not hold in this case.
The failure of theﬂux–force relation in the nontightly coupled case does not imply inconsistent
thermodynamics. Our coarse-graining procedure indeed deals with this case very easily. The resultingﬂuxes and
forces reproduce the EPRwhile sacriﬁcing the ﬂux–force relation. The key difference to the original ideas in
enzyme kinetics is that the substrate/product turnover is split into several effective reactions with their own
reactionﬂuxes and forces, reproducing the EPR. This is especially important for complex catalysts:manymodels
formolecularmotors and active transporters are not tightly coupled. These free-energy transducers often
display slippage via futile cycles.While some enzymes also show signs of slippage,many simple enzymes are
modeled as tightly coupled—which implies they satisfy the ﬂux–force relation.Our coarse graining deals with all
these cases and in that sense goes far beyondMichaelis–Menten.
Our procedure greatly reduces the number of species and reactions involved in a networkwhile reproducing
the EPR. This comes at the cost of complicated effective ﬂuxes (rate laws). They are rational functions of the
involved concentrations and thusmore complicated than simplemass–action kinetics. Nonetheless, our
procedure is constructive by giving these complicated expressions explicitly.With the explicit solutions at hand,
further assumptions can bemade to simplify the effective ﬂuxes—as in the case of the originalMichaelis–
Menten equation. Note that these additional simpliﬁcationsmay have an impact on the EPR, in theworst case
breaking the thermodynamic consistency. This trade-off between simplicity and thermodynamic correctness
needs to be evaluated case by case.
We nowdiscuss the limitations of our approach. The presented coarse-graining procedure is exact in steady-
state situations, arbitrarily far from equilibrium.When the surrounding reaction network is not in a steady state,
the coarse graining can still be used: then the coarse-grained reactionﬂuxes and forces have to be considered
instantaneous—they change in time due to the changing substrate/product (ormodiﬁer) concentrations.
Underlying this point of view is a separation of time scales: when the abundance of substrates and products is
very large, as compared to the abundance of catalyst, then the concentrations of the latter changemuchmore
quickly. This results in a quasi-steady state for the catalyst-containing species. Consequently, our coarse graining
11
New J. Phys. 20 (2018) 042002
111
cannot capture the contribution to dissipation that arises in this fast relaxation dynamics. It only captures the
dissipation due to the conversion of substrate into product. This reasoning can bemademore rigorous: there are
time-scale separation techniques for deterministic rate equations [25, 51] frequently used in biochemical
contexts [26], furthermore stochastic corrections due to small copy-numbers [52] and even effectivememory
effects [27, 53] can be incorporated.However, these techniques do not explicitly address the question of
thermodynamic consistency andwe think that combining our coarse-grainingwith these techniques is a
promising endeavor for the future.
We restricted the entire reasoning in this paper to catalysts. They follow linear rate equationswhen their
reaction partners have constant concentrations. This linearity allowed us to give explicit solutions for general
catalysts. Focusing on the emergent cycles to reproduce the correct thermodynamics paves theway to apply a
similar procedure beyond catalysts: reaction networks that remain nonlinear after chemostatting still have
emergent cycles [28]. They can be calculated algebraically frombases for the nullspaces of the full and the
reduced stoichiometricmatrices,  and X . The cycles in nonlinear networksmay not have a representation as
circuits in the reaction graph, aswe have seenwith the internal cycle of the enzyme in a closed box.Nonetheless,
each of the emergent cycles aC can serve as an effective reaction: it has awell deﬁned stoichiometry,  aCY , and a
well deﬁned net force,-D a·G Cr . The steady state concentrations as well as the ﬂuxes, however, need to be
determined case by case. Nonlinear differential equations can bemulti-stable, where our coarse graining applies
to each stable steady state. Some nonlinearODEs exhibit limit cycles, thus never reaching a steady state. In this
case our procedure is no longer applicable.
6. Summary
Wehave presented a coarse-graining procedure for biocatalysts and have shown that it is thermodynamically
consistent. During this coarse graining procedure, a detailed catalyticmechanism is replaced by a few net
reactions. The stoichiometry, deterministic kinetic rate laws and net forces for the coarse-grained reactions are
calculated explicitly from the detailedmechanism—ensuring that at steady state the detailedmechanism and the
net reactions have both the same substrate/product turnover and the same EPR.
Furthermore, we have shown that in the tightly coupled case where a detailedmechanism is replaced by a
single reaction, this net reaction satisﬁes aﬂux–force relation. In the casewhere a detailedmechanismhas to be
replacedwith several net reactions, theﬂux–force relation does not hold for the net reactions due to cross-
coupling of independent thermodynamic forces. Ultimately, this cross-coupling allows the currents and forces
not to be aligned—while complyingwith the second law of thermodynamics.
Overall, we have shown that coarse-graining schemeswhich preserve the correct thermodynamics far from
equilibrium are not out of reach.
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AppendixA.Diagrammaticmethod for explicit steady states of linear reaction networks
Weconsider a catalyticmechanismwith a catalyst and several substrates, products, inhibitors or activators. The
mechanism is resolved down to elementary reactions followingmass–action kinetics.
Upon chemostatting all the substrates, products, inhibitors and activators—summarized as y—we are left
with rate equations that are linear in the catalyst-containing species—summarized as x.While the steady-state
equations alone, = ( )J x y0 ,X , are under-determined and linearly dependent, the open system still has a
conservation law for the total catalyst-moiety concentration = åL xi i, which again is a linear equation.We can
replace theﬁrst line of the steady-state equations with this constraint to arrive at linear equations = ( )e y xL 1 ,
where = ( )e 1, 0,...1 is theﬁrst Cartesian unit vector and( )y is an invertible squarematrix that depends on the
chemostat concentrations. According toCramer’s rule the unique solution to this problem is given by
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* 

= ( )( ) ( )
y
y
x
L
det
det
, A1i i
where ( )yi is identical to( )y just with the ith column replaced by e1.We nowprovide a diagrammatic
method to represent this solution. This diagrammaticmethod is frequently attributed toKing andAltman [48]
orHill [54], while an equivalent approachwas already employed byKirchhoff [55] to solve problems in electric
networks.We give the diagrammaticmethod in the language of graph theory [50, 56], for whichwe need some
deﬁnitions.
The open pseudo-ﬁrst-order reaction network has a simple representation as a connected graph  where all
the catalyst-containing species i form the vertices  and the reactions Èr r- formbidirectional edges. The
reduced stoichiometricmatrix X is the incidencematrix for this graph.
A closed self-avoiding path in a graph is a circuit and can be identiﬁedwith a vector Îc over the edges,
whose entries are in fact restricted to -{ }1, 0, 1 . Since a circuit is a closed path, it satisﬁes  =c 0X and reaches
asmany vertices as it contains edges. A graph not containing any circuit is called forest, a connected forest is
called tree.
A connected subgraph t Ì is called spanning tree if it spans all the vertices but contains no circuit. The set
 of spanning trees of aﬁnite graph is alwaysﬁnite. A rooted spanning tree is a tree where all the edges are
oriented along the tree towards one and the same vertex, called the root.
With these notions set, the determinants in equation (A1) can bewritten as
 
 å  å å = =
t r t
r
t r t
r
Î Î Î Î
( ) ˜ ( ) ( ) ˜ ( ) ≕ ( )y y y y yk k Ndet , det .i
ii i
Here,  i is the set of spanning trees rooted in vertex i, and r˜ ( )yk is the pseudo-ﬁrst-order rate constant of
reaction ρ. Overall, Kirchhoff’s formula for the solution to the linear problem is
*

å =
t r t
r
Î Î( )
˜ ( ) ( )
y
y
x
L N
k
1
. A2i
i
From this result it is easy to conﬁrm that the solution exists and is always unique as long as the chemostat
concentrations areﬁnite and positive. Furthermore, the steady-state concentrations are expressed as sums of
products of positive quantities, thus themselves are always positive.
While this formula is very compact and abstract, it is not obviously convenient for practical calculations.
However, the rooted spanning trees appearing in this formula can be visually represented as diagrams, as wewill
see in the following examples. These diagrams are intuitive enough tomake practical calculationswith this
formula feasible.
A.1. Steady-state concentrations for the enzymatic catalysis
The enzymatic catalysis example in themain text, when open, is represented by the graph inﬁgure 3. This
graph hasﬁve vertices and six edges. It contains three distinct circuits and twelve different spanning trees.
A visual representation of Kirchhoff’s formula (A2) for its steady-state concentrations is given by the
following diagrams:
Here, each diagram represents a product of pseudo-ﬁrst-order rate constants over a spanning tree that is rooted
in the (circled) vertex associatedwith the species wewant to solve for (left-hand side). Thus, the concentrations
are sums of twelve diagrams each, normalized by a denominator NE that equals the sumof all the 60 diagrams
given above.
A.2. Steady-state concentrations for the active transporter
The activemembrane transporter example in themain text, when open, is represented by the graph inﬁgure 5.
This graph has six vertices and seven edges. It contains three distinct circuits and 15 different spanning trees.
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Avisual representation of Kirchhoff’s formula (A2) for its steady-state concentrations is given by the
following diagrams:
Here, each diagram represents a product of pseudo-ﬁrst-order rate constants over a spanning tree that is rooted
in the (circled) vertex associatedwith the species wewant to solve for (left-hand side). Thus, the concentrations
are sums of 15 diagrams each, normalized by a denominator NM that equals the sumof all the 90 diagrams given
above.
Appendix B. Kinetic rate laws for the coarse-grained reactions
Wenow explicitly construct the kinetic rate laws as apparent cycle ﬂuxes. First, wemake use of the diagrammatic
method to derive the coarse-grained kinetic rate laws for the two example systems of themain text. Thenwe
generalize these examples to generic catalysts.
B.1. Kinetic rate laws for the enzymatic catalysis
As shown in themain text, the cycle currents are
= - = - = = -- -[ ] [ ][ ] [ ] [ ][ ]J J k k J J k kES E S , EP E P .int 2 2 2 2 2 ext 6 6 6
Plugging in the diagrams (appendix A.1) for the steady-state concentrations of the enzyme-containing species
we arrive at
Next, wemultiply the remaining pseudo-ﬁrst-order rate constants into the diagrams and highlight them in blue.
This leads us to
Note how some of the diagrams did not contain that edge before, leading to a circuit in the newdiagrams. The
newpseudo-ﬁrst-order rate constant carries an arrowhead to highlight the orientation of that edge. The black
edges remain oriented along the other black edges towards the circled vertex. The remaining diagrams already
contained the reverse pseudo-ﬁrst-order rate constant for the newly incorporated edge. The product of these
forward and backward pseudo-ﬁrst-order rate constants is highlighted as a dashed blue edgewithout arrowhead.
The latter tree diagrams appear on both sides of theminus signs and can be canceled. Thus the currents are
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Here, we highlight the entire circuits in blue to emphasize the common factors in the remaining terms.Note that
the square representing the internal cycle remained in the internal cycle current on both sides of theminus sign.
However,Wegscheider’s conditions, equation (2), ensure that these terms cancel as well. Furthermore,
Wegscheider’s conditions allow us to express the diagrams containing the lower triangle with the upper triangle:
Overall, the currents expressedwith rate constants and concentrations are
= + -
= + + + -
- - - - -
- - -
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- - - -
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B.2. Kinetic rate laws for the active transporter
Weproceed analogously to the previous calculation for the enzymatic catalysis: plug the tree diagrams from
appendix A.2 into
= = -
=- = -
-
- + -
[ ][ ] [ ]
[ ] [ ][ ]
J J k k
J J k k H
S HM HMS ,
HM M ,
cat 2 2 2
sl 1 1 1 a
and cancel all diagrams that do not contain a circuit. This leads us to
Since thismembrane transportermechanism does not have an internal cycle, we cannot exploitWegscheider’s
conditions to cancelmore terms.Nonetheless, we see that we can factor the circuits out of some of the terms.
Overall, we arrive at the cycle currents
y y y y- -+ - + -≕ ≕J J, .cat cat cat sl sl sl
with theﬂuxes
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wherewe used the abbreviations
x x+ + + +- - + - + + + - - -≔ [ ] [ ][ ] [ ] ≔k k k k k k k k k k k kH H H H , .cat 6 5 b 1 5 a b 6 1 a sl 3 4 2 4 3 2
B.3. Kinetic rate laws for generic catalysts
Bymaking use of the graph theory notation introduced in appendix A, we can generalize the above calculations
to generic catalysts.
Before proceeding with calculations, we need a generalmethod to determine the cycle currents from
individual reaction currents. To that end, we construct a special spanning tree *t for the graph  of the open
system: (1)we start with the closed system and determine its internal cycles ker .We take the set  Ì of
edges that the internal cycles are supported on. (2)Consider this set of edges  Ì as a subgraph of the open
network. Choose a spanning tree t for this subgraph. (3)Complete t to a spanning tree *t of  . All the edges
not contained in the spanning tree are the chords.
There is a special connection between chords and circuits ﬁrst highlighted by Schnakenberg [57]: the
spanning tree alone, by deﬁnition, does not contain any circuit. Adding a chord to the spanning tree gives rise to
a circuit composed of the chord together with edges from the spanning tree. Furthermore, by construction every
chord gives rise to a different circuit and the set of these circuits form a basis of the cycle space ker X . In this
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context the circuits associated to chords are also called fundamental cycles. The currents on the chords then are
identical to the steady-state currents along the fundamental cycles of the chords [57].
The special spanning tree *t that we constructed is separating the chords into two sets: each chord in  gives
rise to an internal cycle, while the chords not in  give rise to the emergent cycles. This construction provides a
basis for the entire cycle space, yet keeps the internal cycles and the emergent cycles separated. Therefore we call
it a separating spanning tree.
It is worth noting that not every basis of circuits can be expressed as fundamental cycles of a spanning tree.
This technical detail, however, has no impact on our results. Different bases are just different representations of
the same space. In the followingwe assume a spanning treemainly for convenience.
Let j i be the chord of an emergent cycle. Then the current through that chord is
 
å  å = - = -
t r t
r
t r t
r
Î Î Î Î
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Next, we note that a lot of terms cancel by taking this difference. All the spanning trees that contain the edge
i j or j i, respectively, appear with both plus andminus sign:
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After canceling these spanning tree contributions, we deﬁne the apparent cycle ﬂuxes as

å y
t
t
r t
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≔ ( )
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L
N
k k . B1ij ij
i j
j
Weobviously have y y= -Jij ij ji. Thus the apparent cycleﬂuxes serve as kinetic rate laws for the coarse-grained
reactions.
There is, technically speaking, no strict necessity to cancel the spanning tree contributions in order to arrive
at expressions that can serve as coarse-grained kinetic rate laws. Keeping the spanning tree contributions results
in the apparentﬂuxes of the substrates/products that are being produced/consumed along the chord. This is a
natural choice for dealingwith data from isotope labeling experiments.With this deﬁnition for kinetic rate laws,
however, the ﬂux–force relation is not satisﬁed—even in the case of a single emergent cycle [34]. In contrast, our
deﬁnition of apparentﬂuxes resembles the apparent cycle ﬂuxes, rather than apparent exchangeﬂuxes.
Comparing the apparent cycle ﬂuxeswith the net force along the emergent cycle, we do have a ﬂux–force
relation, as shown in the next section.
AppendixC. Proof of theﬂux–force relation
Beforewe prove theﬂux–force relation, we rewrite the apparent ﬂuxes for the emergent cycles derived in
equation (B1). This simpliﬁes theﬁnal proof considerably. To that end, we observe that adding a chord to a
spanning tree not containing this chord always creates a circuit. Since in equation (B1)we sumover all possible
spanning trees, the same circuits re-appear in several summands.We now re-sort the sums toﬁrst run over
distinct circuits, and then sumover the remainders of the spanning trees. For that we need some notation.
For any circuit cwe abbreviate the product of pseudo-ﬁrst-order rate constants along it as
= r rÎ( ) ˜ ( )yw c kc . The net force along a circuit thus is concisely written as
å-D = = -r
r
rÎ -
˜ ( )
˜ ( )
( )
( ) ( )
y
y
G RT
k
k
RT
w c
w c
ln ln . C1c
c
Here,-c refers to traversing the circuit cwith reversed orientation. For any circuit, c, we furthermore deﬁne
( )c to be the set of subforests of  that (i) do not contain any edge of c, (ii) span the rest of the graph, and (iii) are
directed towards the circuit c. Analogously to the product of rate constants along a circuit, for this set of
subforests we denote the sumof products of rate constants as
16
New J. Phys. 20 (2018) 042002
116

å x
r
r
Î Î
( ) ≔ ˜ ( )
( )
yc k .
f c f
By construction, x x= -( ) ( )c c since the set ( )c does not depend on the orientation of c. Let ij be the set of
circuits traversing the edge j i. Note that these circuits are exactly the ones appearing in equation (B1) .
With this notationwe rewrite the apparent cycle ﬂuxes in the followingway:

åy x=
Î( )
( ) ( )
y
L
N
w c c .ij
c ij
This rewriting is not limited to the case of a single emergent cycle. In fact, we used this form to express the
apparent cycleﬂuxes of the activemembrane transporter in appendix B.2.
We nowprove theﬂux–force relation—under the assumption that there is exactly one emergent cycle hc
with chord h = j i. Let-DhG be the net force along this cycle and let hJ be its current at steady state. Let
furthermore *t be a separating spanning tree, as we deﬁned in appendix B.3.
Having only one emergent cyclemeans that for every circuit Îc ij we have one of the following cases:
• The circuit is formed by following the separating spanning tree fromvertex i back to j, inwhich case it is
exactly the emergent cycle: = hc c .
• The circuit is formed by traversingmore chords, inwhich case it can bewritten as g= +hc c where
g Î ker is an internal cycle. In this case we have = =gg- - - -hh
h
h
( )
( )
( )
( )
( )
( )
( )
( )
w c
w c
w
w
w c
w c
w c
w c
due toWegscheider’s
conditions.
In any case we canwrite z =  h( ) ( ) ( )w c c w c where z z= -( ) ( )c c is a symmetric factor. Overall, the
apparent ﬂuxes for the emergent cycle are
 
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By construction, ξ and ζ are symmetric and also any sumover these terms is symmetric. Consequently, the
apparent forward and backward ﬂuxes of the emergent cycle satisfy
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which, togetherwith equation (C1), concludes the proof.
From this proof it is evident, why the ﬂux–force relation breaks down once there are several emergent cycles
with nonzero forces: in the case where a circuit Îc ij is not identical to the emergent cycle hc , we can still write
it as g= +hc c . However, now γneed not be an internal butmight be another emergent cycle. Therefore,
Wegscheider’s condition does not apply to it, thus g( )w and hence ζ(c)need not be symmetric. As a
consequence, the ratio of apparent forward and backward cycle ﬂuxes cannot be expressed by the force of the
emergent cycle−ΔηG alone.
The proof also showswhy the choice of a separating spanning tree ismainly for convenience. In the case of a
single emergent cycle, the exact basis for the internal cycles does notmatter and you can alwaysﬁnd an
appropriate separating spanning tree. In the case of several emergent cycles, there is no simple and direct relation
between the force and theﬂuxes of a cycle. The only consistency requirement is the EPR.However, the EPR is a
scalar and thus invariant under change of basis. Furthermore, it involves only the forces and the currents of the
cycles. This imposes no restrictions on the individual forward and backwardﬂuxes.
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9. Nonequilibriumermodynamics of Linear
Reaction Pathways
In the previous chapter, I addressed the thermodynamics of catalytic reactions. ese are especially
ubiquitous within living cells. Practically all biochemical reactions are enhanced by enzymes — be
it the anabolic synthesis of biomass, the processing of chemical signals, the reading and writing of
genetic information, or the catabolic breakdown of biomass in order to release the energy stored
therein. ese processes involve several enzymatic steps aer another: the product of one enzyme is
the substrate for the next.
is observation leads to a thinking of biochemical logic in terms of pathways. Assuming a pathway
performs some function in the cell, it will reach some nonequilibrium steady state with concentrations
that result from the dynamic coupling of the dierent intermediate species. Since enzymes mediate
the coupling, the enzymes themselves are an ideal point to regulate the pathway so that the cell
can adjust to some external condition or another. e activity of enzymatic reactions is primarily
inuenced in the short term by binding of some molecule to the enzyme (allostery) and in the long
run by a modied expression level (transcription) of the enzyme itself. It is speculated that the point
of regulation within the pathway should be related to thermodynamics [1]: a strongly irreversible
reaction needs to be regulated more strongly than a reaction close to equilibrium.
A reasonable rst approach to pathway thermodynamics is to consider a linear (or unbranched)
chain of reactions, possibly following enzymatic kinetics. While such a system is in principle solvable
analytically [2], I was surprised not to nd literature addressing specically the interplay between
kinetics and thermodynamics in this setup.
Here, I provide the preprint for a manuscript in preparation, which is still very much work in
progress. In this manuscript we address the interplay between the chemical potentials, their dier-
ences, the current, and the standard-state chemical potentials, which govern the thermodynamic
equilibrium. e approach is partially analytical and partially visual. e laer is especially due to
the fact that the exact solutions are iterative equations, and as such they are dicult to handle.
Our ndings so far recover the common understanding that rate-limiting reaction steps have the
strongest eect in reducing the current through the pathway. Additionally, these rate-limiting steps
dissipate the most — very much irrespective of the equilibrium potential landscape. In addition to
the eect of reducing the current, the location of the downregulated step has a strong impact on
the internal steady-state concentrations. Considering that some intermediary metabolites (at high
concentrations) may be dangerous to the cell, this is an important additional factor that needs to be
taken into account. Without rate-limiting steps, the equilibrium potential landscape does inuence
the relative dissipation of the reactions along the pathway. To our surprise, however, individual large
jumps in the equilibrium landscape do not indicate the most dissipative reaction. Instead, these are
located either before the large jump or at the end of the pathway, depending on the strength of the
force that drives the pathway out of equilibrium and whether the jump is energetically favorable.
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We study the non-equilibrium thermodynamics of linear chemical pathways. For simplicity we assume
kinetics of mass–action form that describe enzymatic kinetics in the limit of low concentrations – making the
eective rate constants proportional to the available enzyme. We show that a lack of enzymes and thus small
uxes leads to a reorganization of the local dissipation – making the rate-limiting reaction the most dissipative.
An abundance of enzymes causes the dissipation of the respective step to go down.
I. INTRODUCTION
Living cells are far from thermodynamic equilibirum. ey
operate between many reservoirs of chemical species, con-
verting energy-rich species into energy-poor species and ex-
tracting some of the energy as usable (chemical) work. is
conversion is dissipative, releasing heat into the environment,
and it is necessary to keep the cell operative or “alive”.
e interior organization of this conversion of chemical
compounds is known as metabolism and it is frequently un-
derstood as being composed of pathways: Central energy
metabolism, for example, is typically depicted by following
the carbon atoms from sugar molecules on their way to car-
bon dioxide – undergoing glycolysis and the tricarboxylic
acid (TCA) cycle. Other metabolic pathways are associated
with the storage or release of energetically rich molecules
on larger time-scales (starch/glycogen, fay acids) or with
the production of biomass – such as amino-acids or nucleic
acids. [1]
Most of the reactions in these pathways do not happen
spontaneously, but are mediated by enzymes that enhance the
rate of chemical reactions. e kinetics of enzymes is com-
plicated and frequently inuenced by inhibitors, activators
and other co-factors [2]. Experimental studies to determine
the exact kinetic properties of enzymes are hard and time
consuming work – rendering the exact kinetic properties of
many enzymes still unknown to date.
Enzymes do not modify the thermodynamic equilibrium
concentrations of their substrate or product molecules – which
is frequently stated as “enzymes do not inuence the thermo-
dynamics”. e modern understanding of thermodynamics
far from thermal equilibrium, however, has revealed that the
energetic properties that govern the equilibrium state are
not sucient to characterize the non-equilibrium state – ki-
netic properties of the system are a crucial ingredient. is
implies that the presence of enzymes has an impact on the
non-equilibrium properties of a system subject to chemical
reactions.
ermodynamic analysis of actual biochemical pathways
is oen focused on the calculation or estimation of Gibbs
energies of reaction, ∆rG. e Gibbs energy of a reaction is
oen used as a measure for the distance from equilibrium. We
∗ artur.wachtel@uni.lu
argue that the dissipation of a reaction, being the product of
∆rG and reaction current J , is a beer measure for the distance
from equilibrium – especially when analyzing and comparing
reactions from dierent pathways. Aer all, two reactions
may have the same Gibbs energy dierence while carrying
dierent reaction currents and thus contributing dierently
to the total dissipation of the respective system.
In this paper we consider a linear chain of reactions as an
open chemical network [3, 4]. We assume that we know the
exact kinetics and that we can control the concentrations of
the rst and nal species in the chain. As a result, we provide
the concentrations for the non-equilibrium steady state as
functions of the parameters of the system. Knowing the exact
state and kinetics of the system, it is possible to study the
dissipation in the system, both along each individual reaction,
as well as the total dissipation of the entire pathway.
e reversible Michaelis–Menten equation provides the
reaction current (reaction velocity) J of an enzymatically cat-
alyzed reaction as
J =
LE
1 + [S]KmS +
[P]
KmP
(kS[S] − kP[P]) = ψ+ −ψ− (1)
Here, LE is the total concentration of the available enzyme E
that catalyzes the reaction S
 P. e two Michaelis constants
KmS and KmP quantify the enzyme saturation and product
inhibition, respectively. e specicity constants kS and kP
relate to the equilibrium constant via
Keq =
kS
kP
=
[P]eq
[S]eq = exp [−∆rG
◦] (2)
us the forward and backward reaction uxes relate to the
Gibbs energy of reaction via the ux–force relation:
−∆rG = RT ln ψ
+
ψ−
(3)
We recently proved that this relation is true for all tightly
coupled enzymes [5].
In the limit of low concentrations ([S]  KmS, [P]  KmP)
the reaction velocity of the reversible Michaelis–Menten equa-
tion takes the form of regular mass–action kinetics:
J ≈ LEkS[S] − LEkP[P] =: k+e[S] − k−e[P] (4)
where both eective rate constants k±e are proportional to
the total enzyme abundance.
us to rst order, one can say that the presence of an
enzyme changes the kinetic rate constants symmetrically.
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FIG. 1. e path out of thermal equilibrium by sequentially lowering the right-side chemostat concentration. (top: −10%) Here, the chemical
potential has almost constant slope – which means the force ∆G is proportional to the globally constant current. (center: −70%) Intermediate
regime. (boom: −95%) is is far from equilibrium. e chemical potential forms a complicated landscape with piecewise exponential
behaviour. We discuss these plots in detail in section II B.
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3II. RESULTS
We consider a linear reaction pathway that transforms a
species X0 to a species Xn in n elementary steps:
X0
1

 X1
2

 X2 · · ·
n−1

 Xn−1
n

 Xn (5)
In section III we derive the full steady-state solution for this
linear chain:
• Equilibrium concentations and uxes with respect to
the reference chemostat X0:
x
eq
i = x0 exp
[
−µ
◦
i − µ◦0
RT
]
(6)
ϕ
eq
i B ϕ
+
i (xeq) = ϕ−i (xeq) = k−ixeqi = x0k−i exp
[
−µ
◦
i − µ◦0
RT
]
(7)
• Non-Equilibrium concentrations and current:
xi = x
eq
i · (1 + ξi ) J =
ξ0 − ξn∑n
j=1
(
ϕ
eq
j
)−1 (8)
Note that X0 is the reference chemostat, so ξ0 = 0 and
x0 = x
eq
0 by denition. Nonetheless, we will keep ξ0 in
all expressions because it highlights the structure of the
results.
• e global driving force and dissipation:
−∆totG = −RT ln 1 + ξn1 + ξ0 (9)
σ = −∆totG J = RT
(ξ0 − ξn) ln 1+ξn1+ξ0∑n
j=1
(
ϕ
eq
j
)−1 (10)
• Stepwise ∆G and dissipation:
σi = −∆iG J = RT J ln
[
1 + J
ϕ
eq
i (1 + ξi )
]
(11)
=
RT (ξ0 − ξn)∑n
j=1
(
ϕ
eq
j
)−1 ln 1 +
ξ0 − ξn
ϕ
eq
i (1 + ξi )
∑n
j=1
(
ϕ
eq
j
)−1  (12)
ese equations are not particularly dicult to derive and
by themselves may not be too surprising. However, these
results are not very intuitive: It is impossible to easily identify
• which reaction in a pathway is the most irreversible
• what is the eect of the energetic landscape µ◦.
• what is the actual eect of the kinetics on the non-
equilibrium dissipation – in total via the current vs. per
reaction on the individual ∆G.
We answer these questions by providing plots of the con-
centrations at equilibrium xeq and out of equilibrium x , the
chemical potentials µ, as well as the reaction-wise dissipation
σi for dierent choices of kinetic rate constants and dierent
µ◦.
A. Homogeneous pathway
A particularly simple case is when the kinetic rate constants
k±i = k are all identical. en, the standard-state chemical
potentials µ◦i = µ◦, as well as the equilibrium uxes ϕ
eq
i = ϕ
eq
are all identical. In this case the current is
J =
ϕeq
n
(ξ0 − ξn) = ϕ
eq
n
(1 − exp [∆totG]) (13)
For large forces (−∆totG → ∞ ⇔ ξn → −1), the current
reaches an upper bound of ϕeq/n.
is simple consideration shows that a chemical pathway
displays nonlinear thermodynamic behavior even in the sim-
plest nonequilibrium situation : e global current is not a
linear function of the force, but instead reaches an upper
bound which is determined by the equilibrium ux and the
length of the pathway.
B. Energetic eects on the path out of equilibrium
We now look at the eect of dierent energetic landscapes
µ◦ that are not entirely homogeneous. To that end, we set the
kinetic rate constants to
k±i = 100 exp
[
∓∆iG
◦
2RT
]
= 100 exp
[
∓µ
◦
i − µ◦i−1
2RT
]
. (14)
In Fig. 1 we have six panels, each representing a linear path-
way of 41 reaction steps connecting 42 species. In the two
columns we have two dierent landscapes for the standard
state chemical potentials µ◦ along the pathway: e local dif-
ferences of µ◦ are zero except in the central reaction where
on the le (right) we have a step down (up) by ∆21G◦ = 2RT .
As a direct consequence, the equilibrium concentration distri-
butions xeq directly follow this equilibrium landscape.
Across the dierent rows we change the last chemostat’s
concentration. In the rst row we x it to be ξ41 = −10%
relative to its equilibrium value. is leads to a global force of
−∆totG = −RT ln 1 + ξ411 + ξ0 ≈ 0.105RT . (15)
and a steady current from le to right. e value of the
current depends on the µ◦ landscape: On the le, the land-
scape is favoring the direction of the current, leading to
Jfav ≈ 0.433, while on the right, the current is considerably
lower: Junf ≈ 0.059. is is caused by the increased (decreased)
equilibrium concentrations, and thus uxes, in the right half
of the (un)favorable pathway. As a consequence, the favorable
landscape leads to a higher dissipation.
We observe that in both cases the chemical potential µ is
approximately a straingt line with constant slope. is is a
regime where a linear non-equilibrium thermodynamics may
be applicable. e current is in any case linear in ξ41. e
local force is −∆iG ≈ RT Jϕeqi and thus the stepwise dissipation
σi ≈ RT (J )2/ϕeqi .
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FIG. 2. Impact of dierent energetic landscapes no the nonequilibrium thermodynamics.
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5In the second row we have ξ41 = −70% and it becomes
more apparent that approximating µ with a constant slope is
becoming less reasonable. Bear in mind that in both cases, the
global thermodynamic driving force is the same:
−∆totG = −RT ln 1 + ξ411 + ξ0 ≈ 1.204RT (16)
while now the currents are diverging even more:
Jfav ≈ 3.034 Junf ≈ 0.411 (17)
In the last row, nally, we arrive at ξ41 = −95% and the
chemical potential landscape is (approximately) piecewise
exponential. e total force is
−∆totG = −RT ln 1 + ξ411 + ξ0 ≈ 2.996RT . (18)
and the currents are
Jfav ≈ 4.117 Junf ≈ 0.557 (19)
Here, the contributions of the individual reactions to the dissi-
pation become clear: On the le (with favorable µ◦) the most
dissipative step is one before the center – on the right (with
unfavorable µ◦) the most dissipative step is the last reaction.
Irrespective of the landscape, the energetically favored step
21 in the center is not the step that dissipates the most.
e interior shape of the landscape has an imapct on the
value of the current. One can as well consider a landscape
that favors the current with a linear gradient in µ◦ while
keeping the same overall dierence µ◦0 − µ◦41 as in the single
step. With this energetic landscape we arrive at about 30%
stronger currents for ξ41 = −95%:
Jfav ≈ 5.360 Junf ≈ 0.725 . (20)
For both gradient landscapces, the most dissipative step is the
last – even though the favorable gradient landscape has a far
more homogeneously distributed dissipation.
Note furthermore that in all these cases, the steps in µ◦
do not coincide with steps in µ – and out of equilibrium,
the local shapes are not immediately linked. is is another
indication that the contributions of the individual reaction
to the dissipation are not correlated with the energetic bias
−∆iG◦ = µ◦i − µ◦i−1.
An obvious question is whether there is some form of opti-
mal interior landscape for µ◦ (at xed global dierence ∆totG◦)
to maximize the current. e current as a function of the land-
scape, however, is unbounded: Seing the interior to very
high equilibrium concentrations (µ◦ → −∞) causes the equi-
librium uxes of all reactions to be very high ϕeq → ∞. As
seen for the homogeneous pathway, the current increases with
increasing equilibrium ux. When the equilibrium ux of all
reactions collectively approaches innity, the current follows
and thus is unbounded. If a single reaction has a considerably
smaller equilibrium ux, this ux will limit the current.
e inverse limit µ◦ → +∞ causes the equilibrium uxes to
approach zero ϕeq → 0 and the current goes to zero as well.
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FIG. 3. Scaling of the dissipation with the length of the pathway
C. Scaling with the length
We now address, how the dissipation scales with the length
of the pathway. To that end, we note that there is a dierence
between prescribing the total force −∆totG (as we did until
here) and prescribing the current J through the pathway. In
Fig. 3 we see how the dissipation changes as function of length
of the pathway (in number of species) – for xed force given
by ξn = −50% (solid lines) and for xed current J = 5 (dashed
lines). We provide plots for dierent energetic landscapes:
neutral, a favorable step of ∆G◦ = 4RT in the central reaction,
a favorable step of ∆G◦ = 2RT with an additional gradient
adding up to 4RT , and a pure favorable grandient of overall
∆G0 = 4RT .
We see that for xed force, the dissipation reduces with the
length of the pathway. is is due to the fact that a longer
pathway has a smaller current: For the energetically neutral
pathway we saw that the current is bounded by ϕeq/n. A
favourable bias increases the current: Among the considered
landscapes, the largest current (and therefore the largest dis-
sipation) is found for the strong favorable energetic gradient,
while a single energetically favorable step of the same size
carries a smaller current.
Conversely, for xed current the dissipation increases with
increasing length of the pathway. is is caused by a larger
force that is required to sustain the same current. Moreover,
the dissipation diverges when we try to impose a current that
exceeds the upper bound for the respective energetic bias.
D. Kinetic eects in energetically biased pathways
We now investigate the kinetic eects for pathways with 41
reaction and 42 species. We begin with the same energetically
biased pathways as in the previous subsection: e standard-
state chemical potentials are locally at, except in the central
reaction, where we have either a favorable step down or an
unfavorable step up by ∆G0 = 2RT . In Fig. 4 we have six
panel, again with the favorable landscape on the le while
the unvaforable landscape is on the right. In all six panels
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FIG. 4. Several dierent kinetics for energetically biased pathways.
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7we keep the le chemostat X0 at a reference concentration of
unity, while the right chemostat is at ξ41 = −95% relative to its
equilibrium value, thus the global force is −∆totG ≈ 2.996RT .
e dierent rows admit dierent kinetics for the central
reaction: In the central row, all reactions have the same kinet-
ics and thus reproduce the last two panels from Fig. 1. In the
top row, the rate constant of the central reaction is increased
by a factor of e5 symmetrically in both directions (indicated
by the double headed arrow in gray). In the boom row, the
rate constant of the central reaction is decreased by a factor
of e−5 symmetrically in both directions (indicated by the gray
dashed line).
e increased rate in the center has only a mild inuence
on the currents:
Jfav ≈ 4.183 Junf ≈ 0.566 (21)
compared to the
Jfav ≈ 4.117 Junf ≈ 0.557 (22)
in the central row. e most notable dierence is the dissi-
pation of the central step: the increase of the kinetic ux at
equilibrium causes the central reaction to have a considerably
lower dissipation.
e third row represents systems that are kinetically (al-
most) split: e ux in the central reaction is so low that
the le part of the pathway is almost equilibrated with the
reference chemostat, while the right part of the pathway is
almost equilibrated with the right chemostat. Consequently,
the currents are considerably weaker:
Jfav ≈ 1.229 Junf ≈ 0.166 (23)
is seing where a single reaction is limiting the overall
current considerably is known as “rate-limiting step”. We
see that this rate-limiting step has a severe inuence on the
distribution of the dissipation along the pathway: almost all
the dissipation is localized on the rate-limiting step, causing
the chemical potential µ to develop a considerable jump at
that point. We see that the jump always points down und thus
is entirely independent from the step in µ◦.
E. Kinetic eects in energetically neutral pathways
In Fig. 5 we provide plots for energetically neutral path-
ways composed of 41 reactions and 42 species: In all these
cases, µ◦0 = µ◦41. Again, we assume the species X0 to be a refer-
ence chemostat concentration of unity providing a reference
equilibrium concentration prole. e right-most species is
also chemostaed – and xed to be at 5 % of its equilibrium
value, i. e. ξ41 = −0.95 which again gives rise to the total force
−∆totG ≈ 2.996RT .
In the le column, the energy landscape goes up along the
rst 20 reactions, drops along reaction 21, and goes back up
along the last 20 reactions. In the right column, the landscape
is mirrored.
e dierent rows indicate dierent kinetics on the central
reaction, again having an enhanced rate by e5 in the rst row,
homogeneous kinetics in the central row, and reduced rates
by e−5 in the last row.
e general dependence on the kinetics is similar to the
energetically biased cases:
J enh ≈ 2.036 , Jhom ≈ 1.994 , J red ≈ 0.487 .
However, there is no dependence on the orientation of the
landscape: From Eq. (8) it is clear that the value of the current
is inversely proportional to the total sum over the inverse equi-
librium uxes. Our choice of energetically neutral landscapes,
however has a mirror symmetry. is mirror symmetry causes
the equilibrium concentrations xeq and consequently the equi-
librium uxes to have the same symmetry. erefore, neither
the currents nor the total dissipation actually depend on the
orientation of the landscape.
e only dierence we see is in the localization of the dissi-
pation: On the le side, where the gradient is unfavorable for
the current, but the energetic step in the center is favorable,
we see a considerable part of the dissipation located in the rst
half of the pathway, while the second still dissipates more. On
the right, the rst half of the pathway contributes basically
negligible dissipation. With a rate-limiting step, again, the
majority of the dissipation is located on exactly this step.
F. Location of Downregulation
e location of the downregulated reaction step has a strong
inuence on the dissipation as well as the internal organiza-
tion of the nonequilibrium concentrations. See gure 6
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FIG. 5. Several dierent kinetics for globally energetically neutral pathways.
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III. METHODS
We now derive the Equations (6–12).
Let us consider a linear pathway transforming a speciess
X0 to a species Xn in n elementary steps:
X0
1

 X1
2

 X2 · · ·
n−1

 Xn−1
n

 Xn (24)
Each step i = 1, . . . ,n follows mass–action kinetic rates
ϕ+i (x) = kixi−1 ϕ−i (x) = k−ixi (25)
and experiences the thermodynamic force
−∆iG = RT ln kixi−1
k−ixi
. (26)
e equilibrium free-energy landscape is characterized by
−∆iG◦ = RT ln ki
k−i
(27)
while the reaction currents are
Ji = ϕ
+
i − ϕ−i = kixi−1 − k−ixi (28)
A. equilibrium
is reaction network, when considered closed, has a con-
servation law representing the total concentration of species:
L =
∑n
i=0 xi . Moreover, in the closed system, the steady state
is at thermodynamic equilibrium, i.e. −∆iG = Ji = 0. e
equilibrium solution is very easy to compute. From Ji = 0 we
derive a recursive relation
x
eq
i = x
eq
i−1
ki
k−i
= x
eq
i−1 exp
[−∆iG◦
RT
]
(29)
which relates all concentrations to a single one. We choose x0
as a reference:
x
eq
i = x0
i∏
j=1
ki
k−i
= x0 exp
[
− 1
RT
i∑
j=1
∆jG
◦
]
(30)
Since we have a linear pathway we identify ∆iG◦ = µ◦i − µ◦i−1
and thus µ◦i − µ◦0 =
∑i
j=1 ∆jG
◦. erefore,
x
eq
i = x0 exp
[
−µ
◦
i − µ◦0
RT
]
(31)
e unique equilibrium for the system is determined by
the initial value of the conservation law, from which we can
recover the corresponding value for x0:
L =
n∑
i=0
x
eq
i = x0
n∑
i=0
exp
[
−µ
◦
i − µ◦0
RT
]
(32)
At equilibrium, the currents vanish, but the uxes have
nite values that we denote by
ϕ
eq
i B ϕ
+
i (xeq) = ϕ−i (xeq) = k−ixeqi = x0k−i exp
[
−µ
◦
i − µ◦0
RT
]
(33)
Introducing X0 as a chemostat changes nothing about these
equations – except that the conservation law is broken. We
see that at equilibrium, the steady state of the system is fully
characterized by the equilibrium landscape µ◦, and a value for
either the conserved quantity, or the chemostat concentration.
e only quantities that actually depend on the individual
kinetic rates are the equilibrium uxes at equilibrium.
B. non-equilibrium
We now consider both X0 and Xn chemostaed. is breaks
the conservation law and creates a cycle with force
−∆cycG = −
n∑
i=1
∆iG = −(µ◦n − µ◦0) − RT ln
xn
x0
= µn − µ0
(34)
e non-equilibrium steady-state solution is characterized
by a globally constant current Ji = J . In order to actually
calculate this solution, let us parameterize it relative to the
equilibrium solution we determined from only chemostaing
X0:
xi = x
eq
i · (1 + ξi ) . (35)
With this parametrization, the overall force is
−∆cycG = −RT ln 1 + ξn1 + ξ0 (36)
while the current is
J = kix
eq
i−1(1 + ξi−1) − k−ixeqi (1 + ξi ) = ϕeqi (ξi−1 − ξi ) (37)
e non-equilibrium solution follows from the recursive rela-
tion for the parameters ξi :
ξi = ξi−1 − J
ϕ
eq
i
(38)
⇒ ξi = ξ0 − J
i∑
j=1
1
ϕ
eq
j
(39)
Now we can also express the current via the two chemostats:
J =
ξ0 − ξn∑n
j=1
(
ϕ
eq
j
)−1 (40)
e overall dissipation for the linear pathway is
σ = −∆cycG J = RT∑n
j=1
(
ϕ
eq
j
)−1 (ξ0 − ξn) ln 1 + ξ01 + ξn ≥ 0 (41)
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Using the non-equilibrium force of reaction i ,
−∆iG = RT ln 1 + ξi−11 + ξi = RT ln
1 + ξi + Jϕeqi
1 + ξi
(42)
= RT ln
[
1 + J
ϕ
eq
i (1 + ξi )
]
, (43)
we can resolve the contributions of the individual steps for
the overall dissipation:
σi = −∆iG J = RT J ln
[
1 + J
ϕ
eq
i (1 + ξi )
]
(44)
=
RT (ξ0 − ξn)∑n
j=1
(
ϕ
eq
j
)−1 ln 1 +
ξ0 − ξn
ϕ
eq
i (1 + ξi )
∑n
j=1
(
ϕ
eq
j
)−1  (45)
Please note that from the recursive relation for the parameters
ξ we can conclude that each and every individual contribution
is positive.
It is worth noting that, while the equilibrium solution is
basically characterized by the equilibrium free-energy land-
scape µ◦, the non-equilibrium solution is most conventiently
expressed in terms of the equilibrium uxes. With eq. (33) we
can express the equilibrium uxes with the equilibrium free
energy landscape, but the ux still depends on the kinetic rate
constants. In other words: while the equilibrium is character-
ized by the thermodynamic properties, the non-equilibrium
depends on both thermodynamic and kinetic properties
IV. CONCLUSION
We have investigated the non-equilibrium thermodynamics
of linear reaction pathways following mass–action kinetics.
is is a rst-order approximation to actual enzymatic kinet-
ics (for low substrate and product concentrations). e total
amount of available enzyme causes a change in the kinetic
rates symmetrically in both forward and backward direction.
We have calculated the full non-equilibrium solution for arbi-
tray energetic biases and arbitrary chemostaing conditions.
Our detailed investigation has highlighted that
• the total force of the pathway is given by the chemostat
concentrations. In fact, one concentration relative to
the equilibrium provided by the other concentration is
enough.
• the direction of the current is directly imposed by the
direction of the force −∆totG along the entire pathway.
• the energetic bias ∆rG◦ of an individual reaction has no
direct and simple connection to the actual dissipation
−J∆rG along this step.
• the impact of the kinetic equilibrium ux on the dissipa-
tion is severe: A rate limiting step is always the single
reaction that dissipates the most. A step with enhanced
equilibrium ux has negligible dissipation, irrespective
of the energetic bias.
Appendix A: Reparametrization of Mass–Action Kinetics
Based on these observations, we now apply a similar
parametrization of the kinetic rate constants of the mass–
action kinetics:
ki = r exp [αi + βi ] , k−i = r exp [−αi + βi ] . (A1)
Where r > 0 while αi , βi ∈ R.
With these parameters, we immediately see that the equi-
librium free-energy landscape is given by
−∆G◦i = 2RTαi , µ◦i − µ◦0 = −2RT
i∑
j=1
α j (A2)
e equilibrum uxes, consequently, are
ϕ
eq
i = x
eq
0 r exp
[
βi + 2
i−1∑
j=1
α j + αi
]
(A3)
We see that the α determine the equilibrium exclusively –
we call them the thermodynamic parameters. e remaining
parameters, r and βi , together with the thermodynamic pa-
rameters determine the equilibrium kinetic uxes. erefore,
we call them kinetic parameters. Here, r is a global kinetic
parameter determining the intrinsic time-scale of the entire
system. e βi act locally on the dierent reactions.
e non-equilibrium current is
J = x
eq
0 r
ξ0 − ξn∑n
i=1 exp
[−βi − 2 ∑i−1j=1 αi − αi ] . (A4)
is current is monotonous in all the parameters: It increases
with α , β , x0 and r and decreases with n.
e non-equilibrium corrections to the equilibrium steady
state are
ξi = ξ0 − (ξ0 − ξn)
∑i
j=1 exp
[
−βj − 2 ∑j−1`=1 α` − α j ]∑n
j=1 exp
[
−βj − 2 ∑j−1`=1 α` − α j ] (A5)
and hence ordered: 0 = ξ0 > ξ1 > · · · > ξn−1 > ξn . Note that
we assume ξ0 = 0 and −1 < ξn < 0.
1. Homogeneous pathway with localized regulation
Let us now assume the free enthalpy dierence is constant
along the pathway:
−∆G◦i = 2RTαi ≡ 2RTα > 0 (A6)
and the kinetic parameters only aect the reaction with index
`:
βi = β ni = `o with β ∈ R . (A7)
e double stroked bracket n·o denotes the Macaulay brackets
which evaluate to 0 when the condition inside is violated,
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while it evaluates to 1 when the condition inside is satised.
So in this case ni = ko = δi ,k is the Kroneker symbol.
is parametrization can be interpreted as an upregulation
β > 0 or downregulation β < 0 for the reaction ` while
the energetic landscape of the pathway has a constant linear
slope.
Using this parametrization, we identify the standard-state
chemical potential and the equilibrium uxes:
µ◦i − µ◦0 = −2RTαi (A8)
ϕ
eq
i = x0r exp [β ni = `o + α(2i − 1)] (A9)
e sum over the inverse uxes is a geometric sum and can
thus be performed explicitly:
i∑
j=1
1
ϕ
eq
j
=
1
x0r
i∑
j=1
exp [−β nj = `o − α(2j − 1)]
=
1
x0r
{
i∑
j=1
e−α (2j−1) + e−α (2`−1)
(
e−β − 1
)
ni ≥ `o
}
=
eα
x0r
{
e−2α 1 − e
−2α i
1 − e−2α + e
−2α `
(
e−β − 1
)
ni ≥ `o
}
Imposing the rst and last species chemostaed with con-
centrations ξ0 = 0 and ξn < 0 relative to equilibrium, we nd
the current
J =
x0r e−α (ξ0 − ξn)
e−2α 1− e−2αn1− e−2α + e−2α `
(
e−β − 1) > 0 .
For upregulation, β > 0, the current decreases with `. For
downregulation, β < 0, the the current increases with `.
e non-equilibrium steady state follows as
ξi = ξ0 − (ξ0 − ξn)
e−2α 1− e−2α i1− e−2α + e
−2α ` ( e−β − 1) ni ≥ `o
e−2α 1− e−2αn1− e−2α + e−2`α
(
e−β − 1) .
We can discuss a couple of interesting limits:
a. Long pathway. We see that the steady-state current is
monotonously decreasing with the length n of the pathway. In
the limit of an innitely long pathway, we reach the minimum
lim
n→∞ J =
x0r e−α (ξ0 − ξn)
e−2α
1− e−2α + e−2α `
(
e−β − 1) (A10)
is minimum still depends on the strength β as well as the
location ` of the regulation.
b. One reaction shut down. In the limit of β → −∞, we
completely shut down the enzyme that catalyzes reaction
`. is causes the current to vanish and the steady-state to
become
ξi =
{
ξ0 if i < ` ,
ξn if i ≥ ` . (A11)
is means the two parts of the pathway before and aer
reaction ` are completely separated and equilibrated with their
respective chemostat. If β is large but nite with a negative
value, the concentrations will be very similar to this, with a
very small current. Interestingly, for β < 0 large and nite
the dissipation of reaction i ,
σi = RT J ln
1 + ξi−1
1 + ξi
, (A12)
peaks for i = `. So while the total dissipation decreases and
eventually reaches zero in the limit β → −∞, the dissipation
redistributing and localizing on the reaction that is being
downregulated.
c. One reaction upregulated. When β > 0, the relative
concentrations of the species ξ`−1 and ξ` will become more
equal, reaching
lim
β→∞
−∆`G = −RT lim
β→∞
ln 1 + ξ`1 + ξ`−1
= 0 (A13)
making this step basically equilibrated. Note however, that
the absolute concentrations x`−1 and x` are not at the values
that the equilibrium with only the chemostat x0 would impose.
See also [6]
2. Energetic Step with localized regulation
Let us now assume the free enthalpy dierence is localized
as well:
−∆G◦i = 2RTα ni = ko (A14)
β = β ni = `o (A15)
We will assume that k, ` > 1.
Using the Macaulay brackets again, we can express the
standard-state chemical potential and the equilibrium ux:
µ◦i − µ◦0 = −2RTαni ≥ ko
ϕ
eq
i = x0r exp (β ni = `o + α ni = ko + 2α ni > ko)
e sums over the inverse uxes are
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i∑
j=1
1
ϕ
eq
j
=
1
x0r

k−1∑
j=1
j≤i
e−β nj=`o + e−α−β nj=`oni ≥ ko + e−2α
i∑
j=k+1
e−β nj=`o
 (A16)
n∑
j=1
1
ϕ
eq
j
=
1
x0r
{
k − 1 +
(
e−β − 1
)
n` < ko + e−α−β n`=ko + e−2α
[
n − k + 1 +
(
e−β − 1
)
n` > ko
]}
(A17)
=
1
x0r

k − 2 + e−β + e−α + e−2α (n − k + 1) , l < k
k − 1 + e−α−β + e−2α (n − k + 1) , l = k
k − 1 + e−α + e−2α (n − k + e−β ) , l > k
(A18)
us, when applying chemostats ξ0 = 0 and ξn < 0, the
steady-state current amounts to
J =

x0r (ξ0−ξn )
k−2+ e−β+ e−α+ e−2α (n−k+1) , l < k
x0r (ξ0−ξn )
k−1+ e−α−β+ e−2α (n−k+1) , l = k
x0r (ξ0−ξn )
k−1+ e−α+ e−2α (n−k+ e−β ) , l > k
(A19)
In contrast to the homogeneously tilted landscape, this current
decays to zero when the length n of the pathway approaches
innity.
Following Eqs. (39) and (40), the expressions for the relative
concentrations ξi at steady state are essentially given by the
ratio of Eqs. (A16) and (A18). ey appear too complicated
to discuss analytically. erefore, we provide and discuss the
plots in the main text.
Appendix B: Reversible Miaelis Menten
It is possible to assume the full reversible Michaelis–Menten
kinetics in a linear chain and still give an exact analytical
solution:
J =
LE
1 + [S]KmS +
[P]
KmP
(kS[S] − kP[P]) (B1)
Assuming we know the current J and the concentration of S,
we can determine the concentration of P:
[P] =
LEkS − JKmS
LEkP +
J
KmP
[S] − JJ
KmP
+ LEkP
. (B2)
Similarly, we can express the reaction force:
−∆rG = RT ln kS [S]
kP [P] = −RT ln
LE − JkS
(
1
KmS
+ 1[S]
)
LE +
J
kPKmP
(B3)
We see that the current is bounded from above by
J <
LEkS
1
KmS
+ 1[S]
< LEkS[S] (B4)
When combining several Michaelis–Menten enzymes in a
linear chain, we can use the above relations in an iterative
fashion to determine each concentration and reaction force
in the non-equilibrium steady state – expressed via the con-
centration of the rst species and the overall current. We
see that a singularity will appear in the force when imposing
the current J will cause the concentration of an intermediate
species to violate
[S] >
(
LEkS
J
− 1
KmS
)−1
. (B5)
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10. Conclusion
ermodynamics is a universal theory for exchange processes. It is centered around the exchange
of energy in the form of work and heat, and the exchange of maer. In the real world, these
exchange processes always come at the cost of irreversible dissipation, which we quantify by the
entropy production. In its modern incarnation, known as stochastic thermodynamics, the theory can
deal with very small systems that are subject to considerable noise. In these situations also the
thermodynamic exchanges are stochastic and possibly discrete. I introduced the general theory in
a modern formulation in part I of this thesis. In particular, chapter 1 dealt with the macroscopic
formulation, while chapter 2 also incorporated stochasticity.
I accounted for the possibility of chemical reactions in part II. Assuming a dilute reactive solution,
I expanded on the properties of elementary reactions within a closed container in chapter 3. e
following chapter 4 addressed the interactions of many reactions in a network and allowed for selective
exchange of some of the reactive species with an environment. A central insight for open chemical
networks is the crucial role that stoichiometric cycles and conservation laws play: the conservation of
some parts of molecules restricts the dynamics of the network in specic ways, but can be broken
when species containing these parts are chemostaed. e chemostaing can alternatively create new
or emergent cycles. Along these cycles thermodynamic forces act on the reactive system and typically
prevent it from from reaching thermodynamic equilibrium, thus driving the exchange currents.
Biological cells or cellular substructures fall into the class of systems with exactly these proper-
ties: various chemical reactions can proceed inside, thus causing the interconversion of dierent
biochemical species — while their boundaries are semipermeable to the exchange of some chemicals.
is continuous exchange of energy and maer is necessary for the cell to stay alive. It is there-
fore absolutely natural to use tools from nonequilibrium thermodynamics when investigating the
structural and dynamical properties of cellular life. is insight, however, faces practical problems.
e common modeling of biological systems tries to integrate as much data as possible, aiming at a
systemic scale — while introducing various approximations along the way. e assumptions typically
employed for the further development of nonequilibrium thermodynamics are oen selected based
on their theoretical elegance or simplicity. is situation causes a divide between these two worlds,
which this thesis aims to narrow.
In this thesis, I presented my contributions to the nonequilibrium thermodynamics of chemical
reaction networks in parts III and IV. I started with a detailed analysis of the thermodynamic and
transport properties of stochastic models for the molecular motor kinesin. I addressed the quasi-tight
coupling of the chemical turnover and the displacement of the motor, as well as the eciency of the
motor’s operation modes. On the one hand, this analysis reveals that an equilibrium-like uctuation–
dissipation relation holds when the displacement velocity is zero, while the chemical turnover does
not vanish. On the other hand, the displacement velocity shows negative dierential mobility for a
large range of driving forces. [1]
I showed how to generalize this analysis technique to provide explicit analytic expressions for
the cumulants of arbitrary thermodynamic current observables for nite Markov processes. e
general structure in the cumulants delineates the eects of thermodynamic cycle forces from kinetic
contributions — thus providing response arbitrarily far from equilibrium, including the corrections to
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equilibrium response theory. [2]
For open chemical networks, I addressed the connection between the thermodynamic description
of the chemical master equation and the deterministic rate equations of chemical kinetics: when a
reaction network satises a purely topological condition, the dissipation for both dynamics is exactly
identical — even for average particle numbers lower than one, where the deterministic model is not
even assumed to reproduce the dynamics correctly. [3]
I furthermore developed a consistent thermodynamic description for coarse-grained catalytic (e.g.
enzymatic) reaction kinetics that resolves a long-standing debate in the literature of biochemical
reaction networks. is method also deals with catalysts of more complicated nature than simple
enzymes: molecular motors and active transporters, thus extending ideas that originated in enzyme
kinetics. [4]
With this consistent thermodynamic description of catalytic reactions, I investigated the kinetic
eects of enzymes on the nonequilibrium thermodynamics in linear chemical pathways. ese
investigations reveal that the dierences of standard-state chemical potentials (which determine
the thermodynamic equilibrium state) have very lile inuence on the dissipation of the individual
reactions. It is rather the kinetic properties that dominate the local dissipation, implying that rate-
limiting steps have the highest dissipation in a pathway. [5]
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11. Perspectives
e research on nonequilibrium thermodynamics in biology is far from completed. ere are still
many open questions, especially regarding the thermodynamics of open chemical reaction networks.
First, I want to briey discuss two ongoing projects that are a direct continuation of the research
already presented in this thesis. Finally, I give an outlook on some more speculative extensions of
the theory.
Large Deviations in Open Chemical Networks
e chapters 5 and 6 provided an application as well as a general analytical procedure to calculate
the large deviation statistics for currents in nite Markov processes. One of the outcomes of these
studies is a uctuation–dissipation relation for an individual current and its conjugated force, under
additional assumptions on how that force couples to the kinetics. In between these studies, Altaner,
Poleini, and Esposito [1] identied locality as a sucient condition for this marginal uctuation–
dissipation to occur. is observation was subsequently generalized by Poleini and Esposito [2] to a
marginal uctuation relation. In the light of chemical networks, this begs an obvious question: can
we expect a marginal uctuation–dissipation or even marginal uctuation relation for a chemical
current at stalling? e primary problem is that the chemical laice of an open chemical network
is innitely large and that the chemical current has to account for all the transitions in the laice
which are due to the same reaction. Likewise, the emergent cycle forces act anything but locally.
Nonetheless, the study in chapter 7 hints towards a special case: deciency zero. For deciency-zero
systems, the steady state is uncorrelated and we were able to sum up all the individual transitions
into macroscopic chemical currents, proving the equivalence of the dissipation between stochastic
and deterministic dynamics. Hence, there is hope that deciency zero systems do satisfy at least a
marginal uctuation–dissipation relation for macroscopic currents.
I currently investigate this hypothesis in collaboration with Maeo Poleini, where we combine
our analytical knowledge with a numerical technique [3] to calculate the scaled cumulant-generating
function for the large deviations of currents.
Eciency in Metabolic Pathways
e central energy metabolism is composed of glycolysis, the tricarboxylic acid cycle, and the electron
transport chain. ese pathways together degrade glucose sugar into carbon dioxide and store a
considerable amount of its energy in ATP. I addressed this kind of energy conversion already in
chapter 5, but for a linear system on a nite network of states. e energy transduction in this type of
linear systems was pioneered by Hill [4]. Central energy metabolism, however is neither linear, like
the unbranched pathway in chapter 9, nor restricted by conservation laws, like molecular motors.
I currently investigate the eciency of free-energy transduction in open chemical networks and use
the central energy metabolism as a guiding example. Following this question turned out to connect
our denition of emergent cycle to formal denitions of pathways [5] and to what in biochemistry is
known as futile cycles [6].
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Extensions
ree central assumptions used in this thesis may be relaxed and further investigated. Firstly, the
existence of a steady state, be it at thermodynamic equilibrium or not. While this is a mild assumption
for the chemical master equation, it is less clear for the deterministic rate equations: the Brusselator
reaction system is known to exhibit a stable limit cycle [7]. I may be worthwhile to study the
uctuations of its stochastic trajectories and make sense of their thermodynamics in the light of the
uctuation relation.
Secondly, the treatment of fully time-dependent concentrations [8], including the chemostats,
may allow for a broader understanding of the work that chemical networks perform in nite time.
Moreover, this may be connected to a more rigorous understanding of what it means for a biochemical
system to process information [9, 10].
Finally, a complete theory for the nonequilibrium thermodynamics of chemical systems has to
account for spatial inhomogeneity. Reaction–diusion systems are known to produce a variety of
dynamical phenomena when driven out of equilibrium. A thermodynamics of paern formation thus
appears to be within reach. Recent progress in this direction looks very promising [11].
Ultimately, the pursuit of nonequilibrium thermodynamics in biology may pave the way for a
system-wide treatment of energy, work, heat and information — a theory of thermodynomics.
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A. Author Contributions
As indicated in the research articles, the authorship of the ve included manuscripts is not entirely
due to myself.
e rst article on kinesin [1] in chapter 5 was a very close collaboration with Bernhard Altaner.
He saw that my results on nite Markov processes (part I of the series) were applicable to Kinesin. I
contributed to large parts of the theory, the analysis in computer algebra, and the plots. While I also
wrote some of the text, he was the leading author. We discussed a lot and at all stages of research
with Ju¨rgen Vollmer. e laer especially contributed to the nal editing of the text.
e manuscript on the cycle decomposition [2] in chapter 6 was an idea of Ju¨rgen Vollmer, who
was not satised with the prior state of the theory. He investigated the algebraic properties of
the involved determinants. In parallel, and initially independently, Bernhard Altaner did similar
calculations based on graph theory. When I realized that both were doing very similar things, I
brought them and their ideas together. Subsequently, I contributed signicantly to the development
of the theory, the notation, and thus simplied a lot of intermediate steps.
e article on deciency [3] in chapter 7 was initiated by Maeo Poleini, who introduced me
to the literature on deciency. We developed the theory for the article together. I then focussed on
numerical simulations and provided all the gures in the article, while he wrote the initial manuscript.
Our supervisor Massimiliano Esposito guided us and helped polishing the nal version of the article.
e motivation for the article on catalysts [4] in chapter 8 was given by Massimiliano Esposito,
who saw a huge gap between the thermodynamics literature and the biochemistry literature. A
very illuminating discussion with Riccardo Rao nally sparked the idea for the article, and we then
developed the full theory together. I took the lead in writing the text and drawing the gures.
e last manuscript on linear pathways [5] in chapter 9 emerged from several discussions with my
supervisor Massimiliano Esposito. e calculations, the gures, and the current state of the text are
my work.
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