Abstract We consider the efficient numerical approximation on nonlinear systems of initial value Ordinary Differential Equations (ODEs) on Banach state spaces S over R or C. We assume the right hand side depends in affine fashion on a vector y = (y j ) j≥1 of possibly countably many parameters, normalized such that |y j | ≤ 1. Such affine parameter dependence of the ODE arises, among others, in mass action models in computational biology and in stochiometry with uncertain reaction rate constants. We review results from [19] on N -term approximation rates for the parametric solutions, i.e. summability theorems for coefficient sequences of generalized polynomial chaos (gpc) expansions of the parametric solutions {X(·; y)} y∈U with respect to tensorized polynomial bases of L 2 (U ). We give sufficient conditions on the ODEs for N -term truncations of these expansions to converge on the entire parameter space with efficiency (i.e. accuracy versus complexity) being independent of the number of parameters viz. the dimension of the parameter space U . We investigate a heuristic adaptive approach for computing sparse, approximate representations of the {X(t; y) : 0 ≤ t ≤ T } ⊂ S. We increase efficiency by relating the accuracy of the adaptive initial value ODE solver to the estimated detail operator in the Smolyak formula. We also report tests 
Introduction
Numerous systems in engineering and life-and in social sciences are modelled by initial value ordinary differential equations (ODEs). In particular, complex systems require state spaces S of high or even infinite dimension.
In recent years, in particular in connection with applications in lifesciences, climate-sciences but also in economics, particular attention has been paid to initial value ODE models for systems with uncertainty. We mention only stochiometric descriptions of biochemical reaction pathways with uncertain reaction rate constants, chemical reaction cascades with uncertain reaction rate constants, mass action models with uncertain reaction rates. In complex systems, the goal of computation is in obtaining the system characteristics on the entire parameter space in one single numerical forward simulation. Besides the efficient numerical forward solution of parametric initial value ODEs by combination of adaptive parameter collocation approaches with adaptive numerical initial value solvers such as [17, 18] and the references there, additional problems consist in optimization resp. in optimal control of systems described by initial value ODEs.
Some form of Sparsity in the parametric dependence of the solution (resp. the control resp. the optimum) is necessary in order to allow for efficient approximations of the parametric solutions on the entire, possibly highdimensional parameter space. Here, we present theoretical results from [19] on the sparsity of solutions of parametric ODEs and propose computational approaches which allow to exploit computationally the sparse parameter dependence of the solutions.
Unless stated otherwise, the state space S is assumed to be a separable, reflexive Banach space, and will be understood over the coefficient field R; occasionally, however, we shall also work with the extension of S to the coefficient field C. By R N and C N , we denote the countable cartesian products of R and C, respectively. Likewise, U = (−1, 1)
N will denote the countable product of the open interval (−1, 1) and U = [ −1, 1] N . We shall denote the state of the system by X(t) ∈ S for t ∈ [0, T ]. The parameter dependence of X on the parameter sequence y ∈ U is indicated by X(t; y).
On the parameter domain U , we consider high-dimensional, parametric, deterministic ODE initial value problems (ODE IVP):
Given x 0 (y) ∈ S and T ∈ (0, ∞), find X(t, x 0 ; y) : [t 0 , T ] × S × U → S such that in S dX dt = f (t, X; y) , X(t 0 ; y) = x 0 (y) , t 0 ≤ t ≤ T , ∀y ∈ U .
Here, S denotes the state space of the parametric model (1) . We shall mostly be concerned with the case of initial value ordinary differential equations (ODEs), when S = R d , with particular attention to the case of high or even infinite dimensional state spaces, i.e. R d with large d, but [19] covers also the infinite dimensional case, when S is a separable and reflexive Banach space.
We denote N = {1, 2, ...} and N 0 = N ∪ {0}. We use standard multiindex notation: for a vector y = (y j ) j≥1 of parameters and for a sequence ν ∈ N N 0 of nonnegative integers, we denote by F = {ν ∈ N N 0 : |ν| < ∞}. As any ν ∈ F has only finitely many nonzero entries, the definitions for multi-factorials, the length of a multi-index ν and for the partial derivative of order ν are well-defined for ν ∈ F.
In practice efficient solution methods in the case where the number of parameters is large are of interest. In particular, it would be highly desirable to identify methods which are dimensionally robust, i.e. whose efficiency (meaning accuracy versus computational cost measured in terms of the total number of floating point operations to achieve this accuracy) is provably robust with respect to the number of parameters which requires consideration of (1) for parameter sequences. In [19] we showed, analogously to earlier results for linear, elliptic partial differential equations [10, 11, 8, 16 ] sparsity of the parametric solutions' dependence on y.
It is well-known and classical (e.g. [23, Chap. 13] ) that for parametric right hand sides f (t, X; y) which are Lipschitz continuous with respect to (t, X) and which depend analytically on the parameters y, the solution X(t; y) in turn depends analytically on the parameter vector y. In [19] , we extended the proof in [23] of this (classical) result to a possibly countable number of parameters with quantitative bounds on the size of domains of analyticity. This allows us to establish in [19] best N -term convergence rates for parametric expansions of the solution X(t; y) under a sparsity hypothesis on the vector field f (t, X; y). The rates of best N -term approximation are shown to be achievable with N -term truncated Taylor expansions of the solution X(t, y) in the parameter space U which we prove to converge uniformly for all y belonging to the parameter domain U . The key mathematical principle behind these results is the fact that sparsity in the input vector field f (t, X; y) implies sparsity (in a sense to be made precise below) in the parametric solution's Taylor expansion
(2) In [19] , similar results are also established for other polynomial expansions of the solution, such as Legendre or Chebyshev expansions.
The theoretical result on sparse parameter dependence in [19] opens the perspective of dimensionally robust, adaptive algorithms for the efficient solution of large systems of parametric ODE's on possibly infinitely dimensional parameter spaces. This requires to address the following issues: first, under the (unrealistic) assumption of having available exact solutions of the ODE IVP (1) for a single instance of the parameter vector y ∈ U at unit cost, concrete sequences of sparse, monotone index sets M N ⊂ F (to which we will also refer as "sparsity models") for at most N "active" Taylor coefficients T ν (t), ν ∈ M N , can be constructed such that the corresponding, finitely truncated parametric expansions
realize the best N -term asymptotic convergence rate.
One particular class of sparsity models are monotone index sets Λ ⊂ F which were introduced in [8] in the context of adaptive Taylor approximations of parametric elliptic partial differential equations. This notion is based on the following ordering of F: for any two indices µ, ν ∈ F, we say that µ ≤ ν if and only if µ j ≤ ν j for all j ≥ 1. We will also say that µ < ν if and only if µ ≤ ν for all j ∈ N and if µ j < ν j for at least one value of j. Definition 1. A sequence (a ν ) ν∈F of nonnegative real numbers is said to be monotone decreasing if and only if for all µ, ν ∈ F µ ≤ ν ⇒ a ν ≤ a µ .
A set ∅ = Λ ⊂ F is called monotone if and only if ν ∈ Λ and µ ≤ ν ⇒ µ ∈ Λ.
Once concrete, monotone M N sparsity models have been selected, the evaluation of the truncations (3) requires approximation of the expansion coefficients T ν (t) in (2) for ν ∈ M N . Naturally, the assumption of an exact solution of the ODE IVP (1) for a single instance of the parameter vector y in O(1) work and memory is not realistic. Thus to still achieve the rate of best N -term approximation also for the approximate partial sums
where T ν (t) ∈ S are the Taylor coefficients obtained with an approximate initial value ODE solver, the effort for computing the coefficients has to be balanced against the respective impact for approximating X(t; y) by an initial value ODE solver. In doing so, we obtain an approximate, adaptive numerical solution of the parametric ODE IVP (1) to a prescribed accuracy ε uniformly on the entire parameter domain U . This ultimately enables us to approximately calculate all further relevant information about the parametric solution (e.g. statistical moments), again up to an arbitrary prescribed accuracy, by several classes of adaptive approximation algorithms based on Galerkin projection (see, e.g. [14] ) or by sparse collocation as in [21, 4, 3] or by adaptive truncation (4) of the Taylor expansions (2) as in [8] . We let B denote a separable Banach space both over R as well as its complexification over C (i.e. an extension of B whose restriction to real valued elements coincides with the original space B). We shall need spaces of (differentiable) functions with values in B. We denote by C(U ; B) ≡ C 0 (U ; B) the space of functions from U into B which are, as B-valued functions, continuous on U (where U is equipped with the product topology). Moreover, for any k ∈ N, we denote by
, equipped with the norms 
Parametric Initial Value ODEs
For a parameter sequence y = (y j ) j≥1 ∈ U and a Banach state space S, we assume given an initial state x 0 (y) ∈ S and a parametric family of vector fields f (t, X; y) : [0, T ] × S × U → S. Then we are interested in solving (1) numerically to a prescribed tolerance uniformly for all values y ∈ U .
As we think of applications to large mass-action models in computational chemistry and biology, attention will be in the following on the particular case when the dependence of the vector field f in (1) on the parameter vector y ∈ U is affine, i.e. for every t ∈ [0, T ] and every X ∈ S,
Here, we assume that each f j ∈ (f j ) j≥0 is continuous with respect to t and satisfies certain Lipschitz conditions with respect to X uniform in t ∈ [0, T ]. For the non-parametric problem dX dt = g(t, X), X(t 0 ) = x 0 , it is classical that the right-hand-side g being locally Lipschitz continuous, i.e. for every X 0 ∈ S there is a neighbourhood U = U (X 0 ) such that
for some constants L(X 0 ), implies existence and uniqueness of local solutions, i.e. existence of unique solutions on some maximally extended subinterval [0, δ) ⊂ [0, T ], see e.g. [12] . To obtain global, parametric solutions we imposed in [19] a local Lipschitz condition: for every R > 0, there exist constants L(R) > 0 such that for every X, X ∈ B R = {X ∈ S : X S ≤ R} and for every t ∈ [0, T ] holds
where
A continuous function g belongs to Lip(S), if L(R) < ∞ for all R > 0. The subclass Lip 0 (S) consists of all functions g ∈ Lip(S) which additionally fulfill g(t, 0) = 0 for all t ∈ [0, T ]. Then Lip 0 (S) equipped with the increasing family of norms · Lip(S,R) becomes a complete locally convex vector space. Our main assumption on (6) is f j ∈ Lip 0 (S) for all j, i.e. for j = 0, 1, 2, . . . holds
In order to prove results which are independent of the number of terms in the affine expansion (6), we shall further require summability of the coefficient sequence (f j ) j≥1 . Specifically, we assume the sequence of Lipschitz constants to be summable, i.e.
Under this assumption, the sum in (6) converges uniformly with respect to y ∈ U and for all (t, X) ∈ [0, T ] × S. In [19] , we showed Proposition 1. Let the conditions (8) and (9) be satisfied. Then the sum in (6) converges absolutely and uniformly in U as a Lip 0 (S)-valued mapping.
Moreover, we may also consider S to be a complex Banach space: besides being of independent interest, the proofs in [19] used analytic continuations and complex variable techniques even for problems with real-valued parameter sequences y ∈ U . In [19] we showed Theorem 1. Assume (8) and (9) . Moreover, suppose the initial condition
for some R > 0 and 0 < κ < 1, where U = {ζ ∈ C : |ζ| < 1} N . Then the IVP (1) (with t 0 = 0) admits a unique solution
then for every z ∈ U the unique solution X(·, x 0 (z); z) of (1) belongs to
Moreover, the solution X(·, x 0 ; z) depends continuously on the data x 0 and parameters z. If additionally the functions f j are analytic as
Sparsity
It was shown in [19] that if the sequence f j in (1) is sparse in the sense that if ( f j Lip0(S,R) ) j≥1 ∈ p (N) for all R > 0 for some 0 < p < 1, then the sequence (T ν ) ν∈F of Taylor coefficients of the solution is equally sparse.
Theorem 2. Consider the parametric IVP ODE (1) for parameter vectors
N . If there exist real numbers R > 0 and 0 < κ < 1 with the following properties:
1. In (1) the vector field f depends on the parameter vector y in the affine fashion (6) with the coefficient functions f j satisfying for some 0 < p < 1
where the scaling vector ρ is given by ρ j = max 1,
for some arbitrary fixed δ > 0, and
Then the Taylor expansion (2) of the parametric solution X(t; y) of (1) is p-sparse in the following sense: for every N ∈ N, there exists a monotone set Λ N ⊂ F of indices ν ∈ F corresponding to N Taylor coefficients
and where
In [19] , also results analogous to Theorem 2 for N -term approximations with monotone index sets for tensorized Legendre and Chebyshev systems are proved. The sparsity result Theorem 2 yields the existence of a family of sparse, N -term polynomial approximations of the parametric solutions X(t; y). Apart from monotonicity its proof does not shed light on the structure resp. on the construction of concrete sets Λ N ⊂ F which would yield the proven convergence rate with, possibly, a suboptimal constant. Unlike in the case of linear problems which was considered in [8] , due to the strongly nonlinear nature of the problem (1), stable computation of Taylor coefficients T ν (t) is, in general, not advisable (although in biological systems engineering schemes are developed for efficient computation of sensitivities T ej (t)).
We therefore consider collocation approximations of (1) using Smolyak type collocation operators which are unisolvent on monotone sets (see, e.g. [9] ). In order to exploit sparsity in polynomial expansions of the parametric solutions, as provided by Theorem 2, with collocation schemes, it is important that for monotone sets Λ ⊂ F of "active" polynomial coefficients we have available unisolvent, sparse polynomial interpolants.
Numerical Examples
In the present section, we present heuristic adaptive algorithms which attempt to iteratively localize a sequence {Λ N } N ∈N of monotone sets which, although possibly not optimal in the sense of best N -term approximation, will deliver the optimal rate for given summability of the parametric inputs. We place particular attention on high-dimensional parameter spaces, but also investigate the scaling of the proposed algorithms with respect to the dimension p of the state space S (always assumed here to be finite dimensional, i.e. S = R p ). We emphasize that the examples which are presented here are illustrative model problems, and that the development of "industrial strength" numerical solvers for high-dimensional, parametric initial value ODEs is, currently, in its infancy; the present section is intended to give a first indication of scaling and performance of the proposed methods, and, in particular, also identifies specific directions for further algorithm development.
The proposed algorithm successively tries to identify the most profitable indices in a neighborhood of the monotone set Λ N of currently active indices in terms of error and work contribution. Following [13, 2] , the profit of a multiindex ν ∈ F = N d 0 is given by
, m −1 := 0, denotes the work contribution and ∆E(ν; t) = j∈I X(t; x ν1 j1 , . . . , x
) S the error contribution withΛ = {o ∈ Λ : |o| < |ν|} and I = {j ∈ N d : j l = 1, . . . , m i l , l = 1, . . . , d}. Note that the multiindices are assumed to be finite, i.e. F = N d 0 , which obviously fits into the theoretical framework discussed above, namely by setting the remaining entries equal to zero in the infinite-dimensional case.
In what follows, we consider for a given monotone index set Λ N the Smolyak interpolant (cf. [1] ) In order to approximate the monotone index set maximizing the profit of each index with respect to the indicator (17), we consider the following algorithm, due to [13] .
Compute ∆ ν (X(t; ·)) and the error indicator gν 4:
while max ν∈I active (gν ) > tol do 5:
Select ν from I active with largest gν 6:
Compute ∆ e da (X(t; ·)) and the error indicator ge da 9:
end if 10:
Λ ← Λ ∪ {ν} 11: Due to the monotonicity requirement of the index set Λ, it holds {0} ⊂ Λ, so that the proposed algorithm starts with the initial index set Λ 0 = 0. Then, all feasible neighbor indices are computed, so that the monotonicity of the set Λ is preserved and the new index with the largest profit is added to the index set Λ. This procedure is repeated until the estimated profit of the remaining indices is smaller or equal than a given tolerance tol. Note that the dimension of the indices is also adaptively controlled, i.e. the dimension of the parameter space is iteratively enlarged according to the above results. The example concerns a parametric initial value problem of the following form.
In (18) , the exponent σ = ±1 in all experiments which are considered below. We note that σ = +1 implies affine dependence of the right hand side in (18) on the parameter vector y, as was assumed in the theoretical setting in Sections 2 -3 above. Therefore, the parametric family of solutions admits, indeed, sparse representations with respect to the parameter vector y. We emphasize, however, that due to the linear character of the ODE IVP (18) , this can also be verified directly from the explicit expression (19) . We note that (19) (18) [19] could be generalized to certain types of nonaffine, analytic dependence of f (t, X; y) on the parameter vector y). To study the potential of the sparse approximation with respect to the variable y, we will compare the resulting index sets with results based on the exact solution of (18) given by
Separable parametric ODE
First, we consider the case of separable solutions σ = 1 and restrict the discussion to the ten-dimensional case, i.e.
In the following figure, the adaptively constructed monotone index sets based on Clenshaw-Curtis and Leja points as well as the corresponding error contributions, where the adaptivity indicator is chosen as
are shown. Results based on the exact solution using linear ansatz functions to discretize the time interval [0, 1] (∆t = 2 −8 ) are compared to the numerical solution of the ODE (18) using MATLAB's ode45 (Runge-Kutta method 4(5) with variable time step and dense output, see [17, 18] for more details) with prescribed tolerance eps = 2.22045 · 10 −14 . In the case of Clenshaw-Curtis as well as of Leja points, it can be stated that both approaches lead to the same adaptive index sets, so that the approximation of the solution (18) does not affect the approximation of the solution with respect to the parameter sequence y, see Figure 1 . We further investigate this effect by comparing the resulting grids for the case s = 4 (cf. Figure 2 using Clenshaw-Curtis points and Leja nodes). There is a perfect match between the two solutions in both cases, i.e. considering Clenshaw-Curtis as well as Leja points. Finally, the sparsity of the solution X(t; ·) with respect to y is explored by adapting the accuracy of the ODE solver according to the impact of the index on the solution. Therefore, we estimate the error contribution of a new feasible index ν by the maximum of the error contributions of all predecessors
normalized by∆E(ν) =∆ E(ν) ∆E(0) , so that the error tolerance eps of the ODE solver is chosen as eps adapt (ν) = epŝ
The resulting adaptive index sets for the case s = 2 as well as s = 4 are practically identical to the set obtained by using the exact solution. Figure  3 illustrates the error contribution based on the proposed adaptive strategy compared to the solutions depicted in Figures 1 and 2 . We can observe that the fully adaptive strategy yields the same accuracy as the reference solution while minimizing at the same time the work contribution for each index. The same effect can be explored using Leja points. Table 1 Comparison of the number of function evaluations and computation time using the proposed adaptive strategy to control the error tolerance of the ODE solve and the non-adaptive approach using a fixed tolerance of eps = 2.22045 · 10 −14 (σ = 1, d = 10, tol = 10 −4 , Apple Mac Mini, 2.66 GHz Intel Core 2 Duo, 4GB).
To verify the efficiency of the proposed method in the high-dimensional case, the underlying problem is considered for d = 100. As in the previous example, a variation of the parameter s (s = 2, s = 4) as well as results based on the exact solution (19) and numerical solution of (18) using the Matlab ode45 solver with fixed and adaptive error tolerance considering ClenshawCurtis and Leja points are presented. Table 2 Comparison of the number of function evaluations and computation time using the proposed adaptive strategy to control the error tolerance of the ODE solver with the non-adaptive approach using a fixed tolerance of eps = 2.22045 · 10 −14 (σ = 1, d = 100, tol = 10 −4 , Apple Mac Mini, 2.66 GHz Intel Core 2 Duo, 4GB).
Non-separable ODE
We will now discuss the non-separable case, i.e. σ = −1 in (18). Numerical results are presented considering a variation of the parameter s in the tendimensional case, i.e. d = 10. The following figure shows the adaptive index set and comparison of the error contribution of each index based on the adaptive strategy controlling the tolerance of the ODE solver with the exact solution and numerical solution with fixed error tolerance using ClenshawCurtis interpolation points. Comparing the results with the separable case (cf. Figure 1) , we can state that the number of indices of the adaptive sparse grid is enlarged approximately by factor 5 to reach the given tolerance. In the case of Leja points, the prescribed tolerance cannot be reached in a reasonable computation time due to the higher number of indices (resulting from the linear growth of the interpolation nodes) and the related overhead caused by the search of new admissible indices. Therefore, we additionally present results for the case s = 3 in order investigate the influence of the choice of interpolation nodes in the non-separable case, see Figure 6 . Increasing the sparsity with respect to the parameter y can be exploited by the algorithm in both cases, that means in the case of Clenshaw-Curtis and Leja points, cf. Similar to the separable case (cf. Table 1 and Table 2 ), the proposed adaptive control of the accuracy of the ODE solver can significantly reduce the overall costs of the algorithm (see Table 3 ). Further, the computational effort needed to construct the monotone index sets in the case of Clenshaw-Curtis and Leja nodes are comparable in the case s = 4 due to the low order of the grids. Table 3 Comparison of the number of function evaluations and computation time using the proposed adaptive strategy to control the error tolerance of the ODE solver with the non-adaptive approach using a fixed tolerance of eps = 2.22045 · 10 −14 (σ = −1, d = 10, tol = 10 −4 , Apple Mac Mini, 2.66 GHz Intel Core 2 Duo, 4GB).
ODE System
The separable as well as the non-separable case clearly demonstrate the speedup which can be gained by the fully adaptive strategy. The savings in CPU time become even more evident considering a high-dimensional ODE where the main part of the computational effort results from the numerical solution of the underlying differential equation. To investigate this point, we consider the following system of parametric ODEs given by
with A(y) = (a kl (y)) , k, l = 1, . . . , p given by
The error contribution of each index ν is estimated by the maximum error contribution of the components
The results are summarized in Table 4 . Table 4 Comparison of the number of function evaluations and computation time using the proposed adaptive strategy to control the error tolerance of the ODE solver with the non-adaptive approach using a fixed tolerance of eps = 2.22045 · 10 −14 (Apple Mac Mini, 2.66 GHz Intel Core 2 Duo, 4GB).
The presented investigations show the potential of the adaptive error control of the ODE solver. In terms of function evaluations needed for the numerical solution of the underlying ODE and the corresponding CPU time, the adaptive approach is able to halve the computational effort by maintaining at the same time a comparable accuracy of the fully adaptive approximation in t and with respect to y, cf. Table 4 .
The presented sparsity results open the perspective of novel, adaptive parameter collocation approaches to efficiently obtain system characteristics on the entire parameter space for numerous systems in engineering and life sciences modelled by initial value ordinary differential equations. In order to demonstrate the applicability of the proposed approach to real life applica-tions, we will briefly discuss the following systems biology model consisting of a large, parametric system of ordinary differential equations capturing input-output behaviour of ErbB signaling pathways.
EGFR Signaling Network
In systems biology, a main issue is to understand, quantify and control the regulation of complex cellular pathways and of intercellular communication.
The modelling of dynamics is essentially based on the modelling of the kinetics of the underlying biochemical reactions mainly described by mass action models. The approach proposed in this paper provides an efficient framework to quantify the influence of uncertain reaction parameters of the resulting system of ODEs. Exemplarily, we consider in the following the quantification of short term signaling by the epidermal growth factor receptor introduced by [20] . The model can be described in the following rather abstract form
where by the Michaelis-Menten kinetics. We refer to [20] for a detailed discussion of the model. The numerical experiments presented below were performed on the Brutus cluster at ETH Zurich using 32 CPUs. The quantity of interest is the dynamic behavior of state 8 (P LCγP ) , computed at 5 time points. To solve the high-dimensional system, a second-derivative integrator especially designed for applications in systems biology is used, we refer to [15] for a detailed description of the ODE solver. Figure 8 displays the estimated approximation error with respect to the cardinality of the index set as well as with respect to the number of ODE solves needed. Both interpolation formulas lead to almost identical, satisfactory results.
The following figure shows the quantity of interest for randomly chosen realisations of the parameter. In particular, we compare the reference solution with the approximated values given by the adaptive sparse grids. As Figure 9 indicates, the absolute error of the Leja and Clenshaw-Curtis based interpolation is in the predicted range, cf. Figure 8 . The quantity of interest can be approximated by low order Leja and Clenshaw-Curtis interpolation formulas, so that the results of both sequences are almost identical. Further, we can observe an excellent agreement with the reference solutions, which are obtained by solving the underlying system at the randomly chosen realisations.
Conclusions and Perspectives
We have presented recent theoretical results on sparsity of initial value ODEs on high-dimensional, parametric systems which indicate that the parametric solutions of these problems generically admit sparse expansions into tensor products of polynomials with respect to the (possibly countably many) parameters, uniformly with respect to the dimension of the state space. The sparsity result takes the form of N -term approximation rates which are, again, independent of the dimension of the parameter space, and depend only on sparsity in the system models' parameter dependence.
We then propose a numerical algorithm based on Smolyak type interpolation which is steered by adaptively probing the parameter space. At each Smolyak point, the initial value problem is solved numerically, by a stepsize -adaptive ODE initial value solver. The proposed interpolation algorithms being nonintrusive, no modification of the initial value ODE solver is necessary for the numerical solution; moreover, the collocation algorithm allows easy incorporation of parallel numerical solution of initial value ODEs corresponding to different parameter values.
The tolerance parameter of the adaptive ODE IVP solver was, moreover, controlled by the expected upper bound for the contribution of each Smolyak increment to the overall interpolant in the Smolyak formula.
Numerical experiments for model parametric ODEs indicate linear scaling of the algorithm with respect to the number of parameters as well as with respect to the dimension of the system's state space, up to dimensions of 100. Applications from parametric ODE IVP models which arise in biochemical reaction pathways indicate that the approach also allows for efficient numerical solution of complex models with several hundred parameters and state variables. The new, efficient forward simulation methods allow the efficient Bayesian inversion of such models, for large sets of noisy data with the methodology in [22] . Technical details of this aspect of our work, as well as further scalability results of our algorithm for very large models and for a large number of processors will be reported in a forthcoming publication.
