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a b s t r a c t
The object of this paper is to perform an analysis of the sensitivity for convex vector
programs with inequality constraints by examining the quantitative behavior of a certain
set of optima according to changes of right-hand side parameters included in the program.
The results in the paper prove that the sensitivity of the program depends on the solution
of a dual program and its sensitivity.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The problem of analyzing the sensitivity in vector programming has drawn the attention ofmany authors from theworks
by Kuhn and Tucker in 1951. It is known that one of the difficulties that appears treating this problem lies in the fact that, in
vector programming, the set of the optimal values most of times is not a singleton. Thus whereas in the scalar case of scalar
programming the optimal value reached is a minimum value, and therefore unique, in the case of vector programming the
optimal ones are multiple values. This implies that, in general, it turns out to be more complicated to analyze sensitivity in
vector optimization programs than in scalar optimization programs, since in the vectorial case the analysis of the sensitivity
may necessitate to study a set-valued map (the set-valued map that assigns to each value of some parameter the set of
optimal values reached by its associated program) whilst in the scalar case the analysis of sensitivity with respect to a
parameter consists of the study of a function (the function that assigns to each value of the parameter the minimum value
reached by its associated program).
One of the techniques used in sensitivity analysis is to reduce the problem by choosing a particular point in the efficient
set. This is the case if we are interested in the best alternative which minimizes a specific scalar utility function as in [1],
where the authors reduce to an optimization problemwith scalar objective byminimizing the distance between some fixed
desirable point and the efficient set, or as in [2], where the scalarization is done by the weighted sum approach, etc.
When dealing with a subset or the whole set of efficient points, there are several procedures. One is to assume the
existence of an adequate selection of particular efficient points as in [3]where the authors study sensitivity taking a selection
of the balance points introduced by E. Galperin and further developed in [4]. In [5–9] the authors consider the so-called T -
optimal solutions and also assume the existence of a Fréchet differentiable selection. However, there are several approaches
which deal with sets of efficient points and focus on the behavior of some set-valued perturbation maps (e.g., [10–12], the
two survey papers [13,14], and the references therein).
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Continuing the line of inquiry of [7], a sensitivity analysis is performed in [15] for differential vector programs with
equality constraints with respect to the right-hand side, proving that sensitivity of the problem depends not only on a
suitable Lagrange multiplier but also on the derivative of a set-valued function of Lagrange multipliers.
Following a similar procedure to [15], the present paper performs an analysis of sensitivity for convex vector programs
with inequality constraints, analyzing the quantitative behavior of certain set of optimal points (that are dense in the efficient
line) according to changes of the right-hand side parameters included in the program.
The paper is organized as follows. Section 2 introduces notation, basic concepts, and some results that will be used
throughout the paper. Section 3 is devoted to study two important properties (Theorems 4 and 5) of the set-valued function
being the solution of a dual program that constitutes the base for the analysis of sensitivity developed in the next section. In
Section 4, Theorem 6 proves that the sensitivity of the program depends on the set-valued function studied in Section 3 and
the sensitivity of this set-valued function. A particularization of Theorem 6 for p-homogeneous programs is also presented
in Theorem 7, because of its special usefulness since linear programs are 1-homogeneous.
2. Notations and preliminaries
Throughout the paper let X, Y , Z andW be Banach spaces such that Y and Z are respectively ordered by closed convex
pointed cones Y+ and Z+ where Y+ is also pointed, andW is an order complete, i.e., every non-empty bounded from below
subset has an infimum in W , Banach lattice with positive cone W+. Let us consider a linear and surjective continuous
mapping T : Y → W such that T is strictly positive, i.e., T (Y+\{0}) ⊂ W+\{0}, and Ker T has a topological supplement YT in
Y . In particular, if Y is a Hilbert space then the orthogonal complement of Ker T is a topological supplement of Ker T in Y . Let
T̂ denote the restriction of T to YT . It follows from the open mapping theorem [16, Theorem 2.11] that the inverse operator
T̂−1 is continuous. Let us denote by L(Z,W ) the space of all linear and continuous mappings from Z intoW endowed with
the usual norm and order.
Finally, let be B ⊂ X a convex subset, V ⊂ Z an open convex set such that 0 6∈ V , b ∈ V , two convex functions f : B→ Y
and g : B→ Z and the following optimization problem:
Min f (x)
x ∈ D, g(x) ≤ b
}
(1b).
Following [5], xb ∈ X is said to be a T -optimal solution of (1b) if xb is feasible and Tf (xb) ≤ Tf (x) for every feasible x ∈ B. A
map L ∈ L(Z,W ) is said to be a Lagrange T -multiplier of (1b) if L ≥ 0, i.e., L(Z+) ⊂ W+, and
inf {Tf (x) | x ∈ B, g(x) ≤ b} = inf {Tf (x)+ L(g (x)− b) | x ∈ B} .
Theorem 3 in [5] states that if there exists a T -optimal solution of (1b) and the following Slater condition is fulfilled, there
exists x1 ∈ B such that g (x1) ∈ −int(Z+), then there exists a Lagrange T -multiplier of (1b). Let us denote by ΓT the set of
all L ∈ L(Z,W ) such that L ≥ 0 and the set
{Tf (x)+ Lg (x) | x ∈ B}
is bounded from below inW . Set
ϕ (T , L) = Inf {Tf (x)+ Lg (x) | x ∈ B}
for every L ∈ ΓT and the dual function
ψ (T ,G) = T̂−1ϕ (T , TG)
for every G ∈ L(Z, Y ) such that TG ∈ ΓT .
Now we can define the following dual program:
Max ψ (T ,G)− G (b)
G ∈ L (Z, Y ) , TG ≥ 0
TG ∈ ΓT
}
(2b)
Gb ∈ L(Z, Y ) is said to be a T -optimal solution of (2b) if Gb es feasible and
T (ψ(T ,G)− G(b)) ≤ T (ψ (T ,Gb)− Gb (b))
for every feasible G ∈ L (Z, Y ). If xb is a T -optimal solution of (1b) ,Gxb is a T -optimal dual solution of (2b) and
f (xb) = ψ
(
T ,Gxb
)− Gxb (b)
we then say that
[
xb,Gxb
]
are T -optimal associated solutions. Theorem 5 in [5] proves that if xb is a T -optimal solution of
(1b) then there exists a T -optimal dual solution Gxb ∈ L(Z, Y ) of (2b) such that
[
xb,Gxb
]
are associated T -optimal solutions
if and only if there exists a Lagrange T -multiplier Lb ∈ L(Z,W ) of (1b). Then the equality Lb = TGxb holds.
We recall some basic definitions dealing with differentiable set-valued maps that we will use throughout the paper. For
further information about set-valued analysis see, for instance, the book of [17].
Let S be a normed space, A ⊂ S a non empty set and A its closure in the norm topology. Let x ∈ A. The contingent cone
TA (x) and the adjacent cone T
[
A (x) are defined by
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TA (x) =
{
v ∈ S | lim inf
h→0+
d (A, x+ hv)
h
= 0
}
and
T [A (x) =
{
v ∈ S | lim
h→0+
d (A, x+ hv)
h
= 0
}
.
Let S1 and S2 two normed spaces, A ⊂ S1 a non empty set and F : A  S2 a set-valuedmap from A to S2. Let x ∈ A. F is said to
be lower-semicontinuous at x if for every y ∈ F (x) y and any sequence {xn}∞n=1 ⊂ Dom(F) = {x ∈ A | F(x) 6= ∅} converging
to x there exists a sequence of elements (yn), with yn ∈ F (xn) for every n ∈ N, converging to y.
The contingent derivative DF(x, y) of F at (x, y) is the set-valued map from S1 to S2 defined by
Graph(DF(x, y)) = TGraph(F) (x, y) .
The adjacent derivative D[F(x, y) of F at (x, y) is the set-valued map from S1 to S2 defined by
Graph(D[F(x, y)) = T [Graph(F) (x, y) .
F is said to be derivable at (x, y) if DF(x, y) = D[F(x, y).
Let us introduce the following set-valued functions:
Definition 1. The T -optimal solution set-valued function Υ : V  Y of (1b) and the T -optimal dual solution set-valued
function Ψ : V  L (Z, Y ) of (1b) are respectively defined by
Υ (b) = {f (xb) | xb is a T -optimal solution of (1b)}
and
Ψ (b) = {Gxb ∈ L(Z, Y ) | xb is a T -optimal solution of (1b) and [xb,Gxb ] are associated solutions} ,
for every b ∈ V .
3. Properties of the T -optimal dual solution set-valued function
This section is devoted to derive two basic properties of the T -optimal dual solution set-valued function Ψ . These
properties, Theorems 4 and 5, are essential steps towards the main result, Theorem 6, of this work.
Lemma 2. If the set-valued function Ψ is lower semicontinuous then TΨ is single-valued and continuous.
Proof. Let b0 ∈ V and TG1, TG2 ∈ TΨ (b0). Since Ψ is assumed to be lower-semicontinuous then for every b ∈ V there exist
G1b,G
2
b ∈ Ψ (b) such that
lim
b→b0
TG1b = TG1 and limb→b0 TG
2
b = TG2.
Now, it follows from Theorems 5 and 10 in [5] that the function TΥ is Fréchet derivable in b0 and
[TΥ ]′(b0, u) = TG1(u) and [TΥ ]′(b0, u) = TG2(u)
for every u ∈ Z . The uniqueness of the Fréchet derivative yields the equality TG1 = TG2. 
From now on, let β : V → Z∗ denote a fixed Fréchet differentiable function such that β(b)(b) = 1 for any b ∈ V . The
existence of such a β comes from a separation theorem. Indeed, since 0 6∈ V , Theorem 3.4 of [16] provides a z∗0 ∈ Z∗ such
that z∗0 (0) < z
∗
0 (b) for any b ∈ V . Define β : V → Z∗ by
β(b) = z
∗
0
z∗0 (b)
for all b ∈ V to get the required β .
Proposition 3. Let b ∈ V , a T-optimal solution xb ∈ D of Program (1b), and Gxb ∈ L(Z, Y ) such that
[
xb,Gxb
]
are associated
T-optimal solutions. There exists a unique yxb ∈ Ker T such that
[
xb, Tˆ−1TGxb + yxbβ(b)
]
are associated T-optimal solutions.
Then, we will write
J[Gxb ] := T−1TGxb + yxbβ(b).
Proof. Since f (xb) = ψ(T ,Gxb)− Gxb(b)we have
Tf (xb) = ϕ(T , TGxb)− TGxb(b)
= Inf {Tf (x)+ TGxbg (x) | x ∈ D} − TGxb(b)
= Inf {Tf (x)+ TGxb(g (x)− b) | x ∈ D},
1242 P.J. Guerra et al. / Computers and Mathematics with Applications 58 (2009) 1239–1246
and therefore TGxb is a Lagrange T -multiplier of (1b). Furthermore, since YT is a topological supplement of KerT , there exists
a unique yxb ∈ Ker T verifying
f (xb) = −yxb + Tˆ−1Tf (xb).
Since TJ[Gxb ] = TGxb , we have
ϕ(T , TJ[Gxb ]) = ϕ(T , TGxb)
= Inf{Tf (x)+ TGxb(g (x)) | x ∈ D}
= Inf{Tf (x)+ TGxb(g (x)− b) | x ∈ D} + TGxb(b).
Therefore
ϕ(T , TJ[Gxb ]) = Tf (xb)+ TGxb(b),
and consequently TJ[Gxb ] ∈ ΓT and
ψ(T , J[Gxb ]) = Tˆ−1Tf (xb)+ Tˆ−1TGxb(b).
Thus, since
J[Gxb ](b) = Tˆ−1TGxb(b)+ yxbβ(b)(b) = Tˆ−1TGxb(b)+ yxb ,
we get
ψ(T , J[Gxb ]) = Tˆ−1Tf (xb)+ J[Gxb ](b)− yxb ,
and so,
ψ(T , J[Gxb ])− J[Gxb ](b) = Tˆ−1Tf (xb)− yxb = f (xb).
This completes the proof. 
Theorem 4. Let (b0,G0) ∈ Graph(Ψ ) and the set-valued function H : V  Y defined by H(b) = Ψ (b)(b) for every b ∈ V . If Ψ
is lower semicontinuous at b0 and derivable in (b0,G0), and TΨ is Fréchet derivable at b0 then H is lower semicontinuous at b0,
derivable at (b0,G0(b0)) and
DH(b0,G0(b0))(u) = DΨ (b0,G0)(u)(b0)+ G0(u)
for every u ∈ Z .
Proof. The proof thatH is lower semicontinuous at b0 is straightforward and therefore omitted. The derivability ofH will be
a consequence of [15, Theorem 6] once we prove thatΨ satisfies propertyR of [15, Definition 5]. That is, given a convergent
sequence {bn}∞n=1 ⊂ Z , a sequence {hn}∞n=1 ⊂ R+ \ {0} that converges to 0 and a sequence {Gn}∞n=1 ⊂ L(Z, Y ) such that
Gn ∈ Ψ (b0 + hnbn) for every n ∈ N and the sequence{
Gn(b0 + hnbn)− G0(b0)
hn
}∞
n=1
is convergent, we have to prove that there exist two sequences {bn}∞n=1 ⊂ Z and {Sn}∞n=1 ⊂ L(Z, Y ), such that
(i) limn→∞ bn = limn→∞ bn, Sn ∈ ψ(b0 + hnbn) for all n ∈ N, and
lim
n→∞
Sn(b0 + hnbn)− G0(b0)
hn
= lim
n→∞
Gn(b0 + hnbn)− G0(b0)
hn
(ii) The sequence{
Sn − G0
hn
}∞
n=1
converges (in L(Z, Y )).
To do this, we take bn = bn and
Sn = J[Gn] + (G0 − J[G0])− (G0 − J[G0])(b0 + hnbn)β(b0 + hnbn)
for every n ∈ N. Since TG0 = TJ[G0]we obtain
ψ (T ,G0) = T̂−1ϕ (T , TG0) = T̂−1ϕ (T , TJ[G0]) = ψ (T , J[G0]) ,
and taking into account that ψ (T ,G0)− G0 (b0) = ψ (T , J[G0])− J[G0] (b0), we get J[G0](b0) = G0(b0). Similarly it can be
deduced that J[Gn](b0 + hnbn) = Gn(b0 + hnbn) for every n ∈ N and since Sn(b0 + hnbn) = J[Gn](b0 + hnbn)we get
Sn(b0 + hnbn) = Gn(b0 + hnbn).
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From TSn = TGn we have
ψ (T ,Gn) = T̂−1ϕ (T , TGn) = T̂−1ϕ (T , TSn) = ψ (T , Sn) ,
and then
ψ (T ,Gn)+ Gn(b0 + hnbn) = ψ (T , Sn)+ Sn(b0 + hnbn).
Therefore, Sn ∈ Ψ (b0 + hnbn) for every n ∈ N and (i) is proved.
Let us prove (ii). We remark that
Sn − G0
hn
= J[Gn] − J[G0]
hn
+ (G0 − J[G0])− (G0 − J[G0])(b0 + hnbn)β(b0 + hnbn)− (G0 − J[G0])
hn
= J[Gn] − J[G0]
hn
− (G0 − J[G0])(bn)β(b0 + hnbn)
for every n ∈ N. That the sequence
{
J[Gn]−J[G0]
hn
}∞
n=1
converges comes from [15, Proposition 7] applied to the set-valued
functionΣ : V  L (Z, Y ) such thatΣ (b) = {J[Gxb ] | Gxb ∈ Ψ (b)}.
Besides,
lim
n→∞(G0 − J[G0])(bn)β(b0 + hnbn) = (G0 − J[G0])(u)β(b0).
Therefore the sequence
{
Sn−G0
hn
}∞
n=1
converges. 
Theorem 5. If the set-valued Ψ is lower semicontinuous at b0 and derivable at (b0,G0) ∈ Graph(Ψ ) and TΨ is Fréchet
differentiable at b0 ∈ V then piΨ es derivable at (b0, piG0) and
D(piΨ )(b0, piG0)(u) = piDΨ (b0,G0)(u)
for every u ∈ Z, where pi denotes the standard projection from Y to Ker T .
Proof. Let (u,G) ∈ TGraph(piΨ )(b0, piG0). Then there are two sequences, {hn}∞n=1 ⊂ R+ \ {0} converging to 0 and{(un, Ln)}∞n=1 ⊂ Z × L(Z,KerT ) converging to (u,G) such that
(b0, piG0)+ hn(un, Ln) ∈ Graph(piΨ ).
for every n ∈ N. Thus, there exists Gn ∈ Ψ (b0 + hnun)
Ln = piGn − piG0hn
for every n ∈ N. Now, since
Gn − G0
hn
= piGn − piG0
hn
+ Tˆ−1
(
TGn − TG0
hn
)
for every n ∈ N,
lim
n→∞
piGn − piG0
hn
= lim
n→∞ Ln = G,
and
lim
n→∞
TGn − TG0
hn
= (TΨ )′(b0, u)
we have
lim
n→∞
Gn − G0
hn
= G+ Tˆ−1(TΨ )′(b0, u).
So,
(u,G+ Tˆ−1[TΨ ]′(b0, u)) ∈ TGraph(Ψ )(b0,G0),
and taking into the account the derivability of Ψ at (b0,G0), it follows that
(u,G+ Tˆ−1[TΨ ]′(b0, u)) ∈ T [Graph(Ψ )(b0,G0).
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Therefore, for every sequence {h¯n}∞n=1 ⊂ R+ \ {0} that converges to 0 there is a sequence {(b¯n, L¯n)}∞n=1 ⊂ Z × L(Z, Y ) that
converges to (u,G+ Tˆ−1[TΨ ]′(b0, u)) and
(b0,G0)+ h¯n(b¯n, L¯n) ∈ Graph(Ψ )
for every n ∈ N. Consequently, we get that
(b0, piG0)+ h¯n(b¯n, pi L¯n) ∈ Graph(piΨ )
for every n ∈ N and it follows from the continuity of pi that
lim
n→∞pi L¯n = piG+ pi Tˆ
−1[TΨ ]′(b0, u) = piG.
Since (u,G) ∈ TGraph(piΨ )(b0, piG0) and piΨ : Z  L(Z,KerT ) it follows that piG = G, and therefore (u,G) ∈ T [Graph(piΨ )
(b0, piG0). Consequently piΨ is derivable at (b0, piG0) and
D(piΨ )(b0, piG0)(u) ⊆ piDΨ (b0,G0)(u).
Inversely, let G ∈ piDΨ (b0,G0)(u). Then, there is a G1 ∈ DΨ (b0,G0)(u) such that G = piG1. This yields two sequences,
{hn}∞n=1 ⊂ R+ \ {0} that converges to 0, and {(bn, Ln)}∞n=1 ⊂ Z × L(Z, Y ) that converges to (u,G1) such that
(b0,G0)+ hn(bn, Ln) ∈ Graph(Ψ )
for every n ∈ N. Hence
(b0, piG0)+ hn(bn, piLn) ∈ Graph(piΨ )
for every n ∈ N. Furthermore,
lim
n→∞piLn = piG1 = G
and so G ∈ D(piΨ )(b0, piG0)(u). Consequently,
D(piΨ )(b0, piG0)(u) ⊇ piDΨ (b0,G0)(u)
and the proof is completed. 
4. Sensitivity analysis
The following theorem states that the sensitivity of Program (1b) depends on the dual solution plus the projection on Ker
T of its derivative.
Theorem 6. Let (b0, f (xb0)) ∈ Graph(Υ ). If Ψ is lower semicontinuous at b0 and derivable at (b0,Gx0), and TΨ is Fréchet
differentiable at b0 ∈ V , then the T-optimal solution set-valued function Υ of (1b) is lower semicontinuous at b0 and derivable
at (b0, f (xb0)), and
DΥ (b0, f (xb0))(u) = −Gxb0 (u)− piDΨ (b0,Gxb0 )(u)(b0) (1)
for every u ∈ Z.
Proof. Since
Υ (b) = ψ(T ,Ψ (b))− Ψ (b)(b). (2)
for every b ∈ V , then
TΥ (b) = ϕ(T , TΨ (b))− TΨ (b)(b). (3)
If ϕ˜(b) = ϕ(T , TΨ (b)) for every b ∈ V then applying Theorem 5 and Lemma 11 of [5] to (3), we get that TΥ is Fréchet
differentiable at b0 and
−TΨ (b0)(u) = (ϕ˜)′(b0, u)− TΨ (b0)(u)− (TΨ )′(b0, u)(b0)
for every u ∈ Z . Consequently, ϕ˜ is Fréchet differentiable at b0 and
(ϕ˜)′(b0, u) = (TΨ )′(b0, u)(b0)
for all u ∈ Z . Therefore, denoting by ψ˜ = Tˆ−1ϕ˜, we have that ψ˜ is Fréchet differentiable at b0 and
(ψ˜)′(b0, u) = Tˆ−1(ϕ˜)′(b0, u) = Tˆ−1(TΨ )′(b0, u)(b0)
P.J. Guerra et al. / Computers and Mathematics with Applications 58 (2009) 1239–1246 1245
for every u ∈ Z . LetH : V → Y the set-valued function such thatH(b) = Ψ (b)(b) for every b ∈ V . Then, sinceΨ is derivable
at (b0,Gxb0 ), it follows from Theorem 4 that H is derivable at (b0,Gxb0 (b0)) and
DH(b0,Gxb0 (b0))(u) = DΨ (b0,Gxb0 )(u)(b0)+ Gxb0 (u)
for all u ∈ Z . Propositions 5.1.2. and 5.2.2. in [17] and Equality (2) yield that Υ is derivable at (b0, f (xb0)) and
DΥ (b0, f (xb0))(u) = −Gxb0 (u)+ Tˆ−1(TΨ )′(b0, u)(b0)− DΨ (b0,Gxb0 )(u)(b0)
for every u ∈ Z . Let us remark that
Ψ (b) = Tˆ−1(TΨ )(b)+ (piΨ ) (b) (4)
for all b ∈ V . Since it follows from Theorem 5 that the set-valued function piΨ is derivable at (b0, piGxb0 ) and
D(piΨ )(b0, piGxb0 )(u) = piDΨ (b0,Gxb0 )(u)
for all u ∈ Z . Applying now Proposition 5.1.2. in [17] to (4) we obtain
DΨ (b0,Gxb0 )(u) = Tˆ−1(TΨ )′(b0, u)+ D(piΨ )(b0, piGxb0 )(u)
for all u ∈ Z , and consequently,
DΨ (b0,Gxb0 )(u) = Tˆ−1(TΨ )′(b0, u)+ piDΨ (b0,Gxb0 )(u)
for all u ∈ Z . Then
DΥ (b0, f (xb0))(u) = −Gxb0 (u)+ Tˆ−1(TΨ )′(b0, u)(b0)− Tˆ−1(TΨ )′(b0, u)(b0)− piDΨ (b0,Gxb0 )(u)(b0)
= −Gxb0 (u)− piDΨ (b0,Gxb0 )(u)(b0)
for all u ∈ Z . The proof is concluded since the lower semicontinuity ofΥ at b0 follows from (2), the continuity ofϕ(T , TΨ (b)),
and Theorem 4. 
Equality (1) in the above theorem simplifies for a p-homogeneous programwith p ∈ R\ {0}. We recall that Program (1b)
is said to be p-homogeneous whenever the following properties hold:
(i) D is a convex cone
(ii) f (tx) = tpf (x) and f (tx) = tpf (x) for every x ∈ D and t > 0.
Note that linear programs are important examples of 1-homogeneous programs.
Theorem 7. Suppose that Program (1b) is p-homogeneous for every b ∈ V and the assumptions of Theorem 6 hold. Then Υ is
lower semicontinuous at b0, derivable (b0, f (xb0)) and
DΥ (b0, f (xb0))(u) = −Gxb0 (u)− DΨ (b0,Gxb0 )(u)(b0)
for every u ∈ Z .
Proof. From Theorem 3.2 in [8] it follows that
Υ (b) = −Ψ (b)(b).
for every b ∈ V . Theorem 4 yields that Υ is lower semicontinuous at b0, derivable at (b0, f (xb0)), and
DΥ (b0, f (xb0))(u) = −Gxb0 (u)− DΨ (b0,Gxb0 )(u)(b0)
for every u ∈ Z . 
Example. Let us see an example illustrating Theorem 6. Let X = Y = R2, Z = W = R, the set D = {(x1, x2) ∈ R2 :
|x1| − 1 ≤ x2}, V = (0, 1), and the program
Min (x1 + (x2 + 2)2,−x1 + (x2 + 2)2)
− x2 ≤ b
(x1, x2) ∈ D
 (1b)
for each b ∈ (0, 1).
We take T = (√2/2,√2/2). Solving the corresponding program, we find the Lagrange multiplier Lb = 2
√
2(−b + 2)
and the set-valued map of T -optimal solutions of (1b)
co({(b− 1,−b), (−b+ 1,−b)}).
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for every b ∈ (0, 1). Therefore
Υ (b) = co({(−3b+ 3+ b2,−5b+ 5+ b2), (−5b+ 5+ b2,−3b+ 3+ b2)}).
We analyze the sensitivity of the Program (1b) at b0 = 1/2, xb0 = (0,−1/2) and f (xb0) = (9/4, 9/4).
We first compute DΥ at (1/2, 9/4, 9/4), obtaining
DΥ
(
1
2
,
9
4
,
9
4
)
(u) = {(−3u− x,−3u+ x) : x ∈ R}
for every u ∈ R.
Besides, we estimate all the required ingredients to evaluate the right-hand side of (1) in Theorem 6. The set-valued
function Ψ of T -optimal dual solution of (2b) is
Ψ (b) = co
{(
−2b
2 − 5b+ 1
b
,−2b
2 − 3b− 1
b
)
,
(
−2b
2 − 3b− 1
b
,−2b
2 − 5b+ 1
b
)}
for every b ∈ (0, 1). For b0 = 1/2, [(0,−1/2), (3, 3)] are T -optimal dual solutions associated. Computing DΨ at (1/2, 3, 3)
we get
DΨ
(
1
2
, 3, 3
)
(u) = {(−2u− x,−2u+ x) : x ∈ R}
for every u ∈ R, and the projection onto Ker T reads as
piDΨ
(
1
2
, 3, 3
)
(u) = {(−x, x) : x ∈ R}
for every u ∈ R. Finally we have
−Gxb0 (u)− piDΨ (b0,Gxb0 )(u)(b0) = −(3, 3)u− {(−x, x) : x ∈ R}
= {(−3u− x,−3u+ x) : x ∈ R}
for all u ∈ R. Therefore, Equality (1) holds as Theorem 6 states.
5. Conclusions
For a vector convex optimization problem in which the feasible set depends on a parameter vector, we have considered
the behavior of the set-valued map which associates to each parameter value the set of T -optimal values. The concept of
contingent derivatives of set-valued maps has been used because it depends on the point in the graph of the set-valued
function, fixed when studying the sensitivity. By using the dual program introduced in [5], a set-valued dual function has
been defined, and we have found a set-valued version of the relationship in [5] between the sensitivity of the program and
the dual solution. It has been stated that the contingent derivative of the T -optimal set-valued function depends on the
dual solution plus the projection on Ker T of its derivative. In Theorem 7, the above results are simplified when applied to
p-homogeneous programs and then to linear programs.
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